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vResumen
Esta tesis presenta un metodo de registro grueso de mallas triangulares irregulares para
la reconstruccion de objetos tridimensionales, empleando el Indice de Forma para obtener
informacion topologica de la supercie, y una variante de la metrica Earth Mover's Distan-
ce (EMD) para la comparacion de regiones con forma similar. Para determinar la calidad
del registro, se escogio como metrica la suma del cuadrado de las distancias de los puntos
correspondientes, y el Indice de Interpenetracion de Supercies, el cual esta basado en el
efecto natural resultante del registro de supercies, debido a peque~nas distorciones locales
causadas por ruido, o las limitaciones en la precision del sensor. Las principales ventajas
de este metodo es que permite independencia de la pre-alineacion inicial y transformacion
espacial, logrando un registro adecuado sin importar la posicion inicial de cada vista. Los
resultados muestran que, con una adecuada seleccion de puntos iniciales, el metodo converge
a una buena solucion.
Palabras clave: Registro de imagenes de rango, reconstruccion 3-D, ndice de forma,
EMD.
Abstract
In this thesis, a new approach for coarse registration of triangular meshes for three-dimensional
objects reconstruction is proposed, using the shape index for topological description and a
variant of Earth Mover's Distance (EMD) metric for similarity estimation of regions. To
determine the registration quality, the sum of the square of the distances between points was
choosen, and the Surface Interpenetration Index, based on the natural eect of surface regis-
tration caused by noise or by limitations in the precision of the acquiring sensor. The main
advantages of the proposed method are independence of initial pre-alignment and spacial
tranformation, obtaining a more accurate registration, regardless of the initial views posi-
tion. The results show that, with a proper selection of initial points, the method converges
to a good solution.
Keywords: Image registration, 3-D reconstruction, shape index, EMD
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1 Introduccion
1.1. Problematica general: vision articial
La vision articial ha madurado hasta convertirse en una herramienta precisa y conable en
numerosas industrias y aplicaciones. Nuevas tecnologas de software y sensores de imagenes
hacen la vision una herramienta de medicion de bajo costo. Diversas industrias hacen un uso
extensivo de aplicaciones de vision articial en el mejoramiento de sus procesos productivos.
La vision articial, o vision por computador, es una disciplina que se reere a la teora y
tecnologa en la construccion de sistemas articiales, para la obtencion de informacion de
imagenes o datos multidimensionales. Entre sus principales objetivos se encuentran: entender
imagenes de una escena, localizar e identicar objetos, determinar su estructura, distribucion
espacial, relaciones con otros objetos, estimacion de posturas, seguimiento de objetos, entre
otros.
En general, se puede clasicar en dos grandes areas:
Procesamiento digital de imagenes: Proceso mediante el cual se toma una imagen y se
produce una version modicada de esta imagen, a partir de la cual, se obtiene alguna
medicion, interpretacion o decision. Esta formada por cinco etapas:
1. Adquisicion de la imagen: Se obtiene la imagen adecuada del objeto de estudio.
Dependiendo de la aplicacion la imagen puede ser una fotografa, radiografa,
termografa, etc.
2. Pre-procesamiento: Con el n de mejorar la calidad de la imagen obtenida, se
emplean ciertos ltros digitales que eliminan el ruido en la imagen o bien aumentan
el contraste.
3. Segmentacion: Para identicar el objeto de estudio en una imagen.
4. Medicion (extraccion de caractersticas): Se realiza una medicion objetiva de cier-
tos atributos de interes del objeto de estudio.
5. Interpretacion (clasicacion): De acuerdo a los valores obtenidos en las mediciones
se lleva a cabo una interpretacion del objeto.
Vision 3-D: Consiste en la comprension del objeto o la escena, y sus propiedades tri-
dimensionales, a partir de una imagen o de una secuencia de imagenes de un objeto
estacionario o en movimiento, tomada desde un observador monocular (una camara)
o policular (varias camaras).
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Una de las areas de la vision tridimensional es la representacion, en la cual, a partir de
un modelo previamente construido, o a partir de las vistas (ingeniera inversa), es posible
obtener un modelo 3-D del objeto proyectado.
1.2. Reconstruccion tridimensional
La reconstruccion 3-D es el proceso mediante el cual, objetos reales, son reproducidos en
la memoria de un computador, representando algunas de sus caractersticas fsicas (dimen-
siones, volumen y forma). Existen dentro de la Vision articial, una variedad de metodos
de reconstruccion, cuyo objetivo principal es obtener un algoritmo que sea capaz de reali-
zar la conexion del conjunto de puntos representativos del objeto en forma de elementos de
supercie, ya sean triangulos, cuadrados o cualquier otra forma geometrica [109].
El problema de la representacion y reconstruccion de formas tridimensionales ha recibido una
enorme atencion en investigaciones de vision en la ultima decada. El interes surge debido
a que la teora de formas podra tener aplicaciones en una amplia variedad de campos, a
saber: dise~no, automatizacion de manufactura, mapeo de terrenos, conduccion de vehculos,
arqueologa, restauracion de obras de arte, vigilancia, robots inteligentes, entre otros. Pero
ademas de cualquier aplicacion practica, el problema tiene mucho interes matematico y
cientco.
La reconstruccion tridimensional no es una tarea trivial, ella cuenta con una variedad de
etapas cuyo objetivo principal es obtener un algoritmo que sea capaz de realizar la conexion
del conjunto de puntos representativos del objeto en forma de elementos de supercie, ya
sean triangulos, cuadrados o cualquier otra forma geometrica [14].
En general, el proceso de reconstruccion tridimensional, involucra las etapas conocidas como:
adquisicion, registro, integracion y ajuste, siendo la ultima etapa, la que proporciona el
modelo computacional del objeto representado. Generalmente una sola imagen de rango no
es suciente para representar un escena completa, as que multiples imagenes deben ser
adquiridas y registradas para formar un simple conjunto de puntos. La Figura 1-1 muestra
el proceso de conversion de una escena del mundo real, representada en un conjunto de
imagenes parciales a un modelo trdimensional completo [7].
Figura 1-1: Proceso de reconstruccion tridimensional [14].
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La etapa de adquisicion consiste en el sensado de la supercie del objeto en un numero
determinado de vistas o imagenes de rango. El registro de multiples imagenes solapadas
consiste en llevar todas las imagenes adquiridas a un sistema de coordenadas comun, esto
puede crear datos redundantes, los cuales pueden integrarse en un conjunto de puntos menos
denso. La etapa de integracion tiene como objetivo disminuir los datos redundantes y generar
datos en regiones con ausencia de informacion. Sobre la nube de puntos obtenida, se estima
un modelo matematico en la etapa de ajuste de supercies. Los modelos de supercie pueden
tener una variedad de representaciones, una de las mas utilizadas es la malla triangular. Las
tecnicas de creacion de mallas pueden producir supercies demasiado densas y pobremente
formadas, por lo que generalmente, se aplican tecnicas de simplicacion de mallas para
mejorar el modelo.
1.3. Imagenes de rango
Las imagenes de intensidad son de uso limitado en terminos de estimacion de supercies. Los
valores del pxel estan relacionados con la geometra de la supercie solo indirectamente. Las
imagenes de rango son una clase especial de imagenes digitales, conocidas como imagenes
de profundidad, mapas de profundidad, mapas xyz, perles de supercies e imagenes 2.5-D.
estas pueden representarse en dos formas basicas: como una lista de coordenadas 3-D en
un marco de referencia dado (nube de puntos), para lo cual no se requiere ningun orden
especco, o como una matriz de valores de profundidad de puntos a lo largo de las direcciones
de los ejes x; y de la imagen, lo cual hace explcito la organizacion espacial. En terminos
generales, las imagenes de rango codican la posicion de la supercie directamente, por lo
tanto, la forma puede obtenerse facilmente. Cada pxel de una imagen de rango, expresa
la distancia entre un marco de referencia conocido (generalmente asociado al sensor) y un
punto de vista visible en la escena. Por lo tanto, una imagen de rango reproduce la estructura
3-D de una escena (ver Figura 1-2).
Formalmente una imagen de rango se dene como un conjunto de k muestras discretas y
una funcion escalar J : I2 ! R con ri = J(ui) donde ui 2 I2 es el ndice de la malla
que dene la imagen, ri 2 R e i = f1; 2; : : : ; kg. Esta imagen puede expresarse como
informacion de profundidad, deniendo un conjunto de k muestras puntuales de la funcion
vectorial H : I2 ! R3, di = H(ui), donde di 2 R3 e i = f1; 2; : : : ; kg, donde cada punto
muestreado tiene coordenadas 3-D (xi; yi; zi), decir, (xi; yi) = ui y zi = ri = J(ui) [23].
1.4. Objetos de forma libre
Las deniciones de supercies y objetos de forma libre son a menudo intuitivas en lugar
de formales. Los adjetivos sinonimos incluyen esculpidas, ujo libre, suave por trozos para
algunos grados de continuidad n. A menudo, la forma libre es una caracterizacion general de
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Figura 1-2: Proceso de adquisicion de la imagen de rango para dos vistas diferentes de
un mismo objeto [69].
un objeto cuyas supercies no son de una clase facilmente reconocida, como las supercies
planas y/o cuadraticas. Se asume a menudo que un objeto de forma libre esta compuesto de
una o mas supercies no planas y no cuadraticas (supercies de forma libre). Una caracte-
rizacion aproximadamente equivalente fue proporcionada por Besl [52]: \a free-form surface
has a well dened surface normal that is continuous almost everywhere except at vertices,
edges and cusps". Dorai y Jain [27], Besl [52], y Stein y Medioni [40] hacen referencia a escul-
turas, carroceras, cascos de barco, aviones, rostros humanos, organos, y mapas de terreno
como ejemplos tpicos de objetos de forma libre. Especcamente excluidos de esta clase
de objetos, estan las formas denidas estadsticamente como texturas y espumas, objetos
innitamente detallados que poseen autosimilitud, que se describen mejor usando modelos
fractales, y supercies no orientables como las cintas de Moebius y botellas de Klein [89].
1.5. Aplicaciones
Las aplicaciones de la digitalizacion y reconstruccion de formas 3-D son de gran alcance e
incluyen manufactura, simulacion virtual, exploracion cientca, medicina, negocios, entre
otros [9].
1.5.1. Ingeniera inversa.
Actualmente, utilizando software de Dise~no Asistido por Computador (CAD) pueden di-
se~narse muchas partes manufacturables. Sin embargo, en algunas instancias, una parte
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mecanica existe y pertenece a un sistema activo, pero no se tiene ningun modelo computari-
zado para reconstruir las partes. Con frecuencia, este es el caso de maquinas actualmente en
servicio que fueron dise~nadas antes del advenimiento de los computadores y sistemas CAD,
as como partes que fueron encajadas a mano dentro de maquinarias existentes. En los ca-
sos donde no existen ni partes de repuesto ni moldes para cambiarla, entonces sera posible
remover una parte de un sistema activo y digitalizarla precisamente para su manufactura.
1.5.2. Inspeccion.
Despues que un constructor ha creado un modelo computarizado de una pieza, ya sea por
medio de la digitalizacion de la forma de un modelo fsico, o a traves de un dise~no CAD
interactivo, el posee una variedad de opciones para fabricar esta parte, como un prototipo
funcional y como punto de partida para su produccion por lotes. Finalmente, las dimensiones
de la parte fabricada deben caer dentro de algunas tolerancias de funcionamiento. En este
caso, la digitalizacion de la gura puede ayudar a determinar donde y en que medida dieren
el modelo computarizado y la forma de la parte real. Estas diferencias pueden servir como
gua para modicar el proceso de manufactura hasta que la parte sea aceptable.
1.5.3. Piezas museables.
Las piezas museables representan objetos unicos en su clase, que atraen el interes de cient-
cos y publico en general en todo el mundo. Tradicionalmente, para poder apreciar estos
objetos, ha sido necesario visitar museos potencialmente distantes u obtener imagenes no
interactivas o secuencias de video. Digitalizando estas piezas, los curadores de los museos
pueden ponerlas a disposicion para una visualizacion interactiva. Para los cientcos, estos
modelos computarizados ofrecen la oportunidad de estudiar y medir artefactos remotamente,
usando poderosas herramientas de computacion.
1.5.4. Medicina.
Las aplicaciones de la digitalizacion de formas 3-D en medicina tienen un amplio alcance.
Las protesis pueden dise~narse a la medida y con alta precision, al concerse las dimensiones de
cada paciente. Los cirujanos plasticos pueden usar la forma del rostro de un individuo para
modelar el proceso de cicatrizacion del tejido y apreciar el resultado nal de la ciruga. En
el procedimiento de un tratamiento radioactivo, un modelo de la gura del paciente puede
ayudar a guiar al medico a dirigir la radiacion con precision.
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1.6. Adquisicion
Los metodos para digitalizar las formas de objetos tridimensionales han evolucionado rapi-
damente en las ultimas decadas. La velocidad y precision de las tecnologas de digitalizacion
3-D deben mucho a los avances en las areas de ingeniera electrica y fsica, en lo relacionado
con la disponibilidad de nuevos componentes, nuevas tecnologas y nuevos dispositivos, in-
cluyendo el desarrollo de laseres, CCD's y circuitos de alta velocidad de muestreo. Los laseres
son las fuentes mas comunes para los sistemas digitalizadores. Son estables, monocromaticos,
disponibles en un amplio rango de longitudes de onda, son potentes y operan con una alta
eciencia optica [45, 38].
La digitalizacion de los objetos tridimensionales se efectua mediante puntos o lneas. En el
pasado esta tarea se realizaba a mano por un operario calicado, el cual realizaba mediciones
sobre el modelo fsico con un pie de rey. Un paso importante en la automatizacion de este
proceso fue la aparicion de las primeras maquinas por medicion de coordenadas o CMM, con
las que se poda obtener de una manera semiautomatica una nube de puntos del objeto a
digitalizar. Sin embargo, esta tarea era lenta y compleja, aunque supuso un gran avance.
Durante la decada de los setenta y principios de los ochenta, la disponibilidad de luces de po-
sicion y otros dispositivos electro-opticos, y la introduccion de los computadores hizo posible
el desarrollo de sensores de rango automaticos de bajo costo. Al principio, los dispositivos
de posicionamiento eran casi todos analogos por naturaleza. Por ejemplo, el fotodiodo de
efecto lateral (LEP), y las camaras tipo Vidicon se usaban para convertir informacion optica
a una se~nal electrica para extraer informacion de rango. La precison limitada hizo que estas
tecnologas fueran difciles de calibrar [74].
Con la aparicion de sensores de luz, como el detector sensible a la posicion (PSD) o el dis-
positivo de carga acoplada (CCD), se penso que se podran digitalizar volumenes captando
la luz reejada por los objetos. De esta manera, se idearon tres tecnicas de digitalizacion
conocidas como: punto a punto, por lnea y por supercie. El problema fue que el procesa-
miento de las imagenes era complicado y la vision articial aun se encontraba en un estado
incipiente. Por aquel entonces, el laser ya se encontraba en desarrollo y a algunos cientcos
se les ocurro aprovechar sus propiedades de coherencia espacial y temporal para emplearlo
como instrumento de digitalizacion. El laser se empleaba como fuente de iluminacion la cual
es capaz de marcar una zona brillante de fuerte contraste y sencilla de procesar. La detec-
cion espacial de este punto por dos sensores planos era una tarea relativamente sencilla. As,
realizando un barrido de toda la supercie espacial del objeto se podran recuperar sus coor-
denadas tridimensionales. En el caso de digitalizacion por supercie, se proyecta un mallado
o rejilla laser habitualmente generado por un patron de difraccion o de forma dinamica [38].
Los sistemas comerciales de sensores de rango, muestran que la tecnologa basada en 3-D
ha pasado exitosamente la etapa inicial de curiosidad investigativa en los laboratorios de la
decada de los ochenta y las numerosas demostraciones de aplicaciones en los noventa. Pode-
rosos algoritmos y software de procesamiento de datos han complementado gradualmente las
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tecnicas sensoriales basadas en 3-D, probando que las aplicaciones dimensionales se desem-
pe~nan mejor usando imagenes 3-D, que usando imagenes 2-D. Sin embargo, los sistemas de
vision 3-D estan aun en sus etapas iniciales, cuando son comparados a sus contrapartes,
en terminos de calidad de imagen, renderizado y facilidad de uso. Generalmente, los meto-
dos estandar para extraer datos de rango, son precisos solo para objetos planos uniformes.
Usando estos metodos, supercies curvas, supercies discontinuas y supercies de reexion
variante, causan distorsiones sistematicas de los datos de rango.
Durante las ultimas decadas, Jarvis ha citado varios metodos para la adquisicion de imagenes
de rango [92]. Besl [82] presento una revision de diferentes tecnicas de medida de rango
y sensores comerciales. Tambien propuso una funcion que compara el desempe~no de los
sensores. Otros trabajos fueron presentados por Tiziani [50] y mas recientemente por Chen
[35] y Blais [33].
Metodos de digitalizacion 3-D.
Las tecnicas de vision 3-D se clasican en metodos pasivos y activos. En una clasicacion
general, los metodos pasivos se limitan al estudio de la informacion visual de una o mas
vistas, tomadas en distintos instantes de tiempo y observando la escena, sin actuar sobre
ella. Por el contrario en los metodos activos, existe retroalimentacion de la informacion visual
sobre:
El movimiento, localizacion y orientacion del sensor.
Los lentes y el sistema de adquisicion de imagenes (zoom, focos, iris, iluminacion).
La metrica y el estado interno del sistema (calibracion visual); se suele trabajar gene-
ralmente modicando la iluminacion.
La vision activa trata de imitar un sistema biologico, ya que se mejora el resultado de la
percepcion visual empleando mecanismos que reaccionan y controlan los sensores visuales
y factores externos como la iluminacion.
La clasicacion en metodos activos y pasivos que se sigue en esta tesis, es la sugerida por
Curless [10] y se complementa con la de Chi-Fang [66], Marshal [6] y Gonzalez [2]. Es mas
sencilla, ya que no se tiene en cuenta si se modican o no los parametros internos de la
camara o la posicion, sino simplemente, si se modica la iluminacion. De esta manera, se
referiran como tecnicas de vision activa aquellas en las que se actua con algun tipo de energa
externa sobre el objeto a medir, con el n de capturar de forma mas sencilla sus dimensiones
y las tecnicas de vision pasiva seran aquellas en las que no se emplea ninguna fuente de
energa externa.
Los sensores de rango activo aprovechan una variedad de principios fsicos (la Figura 1-3
resume los metodos de adquisicion de rango activo). Entre las tecnicas de deteccion mas
comunes estan la triangulacion, radar/sonar, interferometria de Moire y enfoque/desenfoque
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Figura 1-3: Taxonoma de los metodos de adquisicion de rango activo [9].
activo. La triangulacion usa un proyector de luz y una camara de intensidad, que es colocada
a cierta distancia del proyector. El proyector emite un patron de luz. Los patrones mas
comunes son el plano y el haz de luz sencillo (ver Figura 1-4). El radar/sonar usa una onda
electromagnetica o acustica corta y detecta el retorno (eco) desde las supercies. La distancia
se obtiene como una funcion del tiempo tomado entre el golpe de la onda con la supercie y
su retorno. Los sensores Moire proyectan dos rejillas con patrones espaciados regularmente
sobre la supercie y miden las diferencias de fase del patron de interferencia observado.
Otros sensores de diferencia de fase miden el cambio de fase del haz de retorno observado,
en ellos la distancia es una funcion de diferencia de fase. Los sensores de enfoque/desenfoque
activo usan dos o mas imagenes de la misma escena, adquiridas bajo situaciones de enfoque
variantes. Una vez se determina el mejor enfoque de imagen, un modelo enlaza valores de
enfoque y distancia, produciendo la profundidad.
1.7. Registro
El registro es una etapa del proceso de reconstruccion 3-D, que consiste en emparentar dos
o mas imagenes, que pueden ser tomadas en diferentes momentos, desde diferentes sensores
o desde diferentes puntos de vista. Dado que una simple vista de rango puede contener
unicamente los puntos en la escena que son visibles al sensor, es necesario unir multiples vistas
de rango en un unico conjunto de puntos, para obtener el modelo completo de la escena. El
registro consiste en obtener una transformacion (translacion y rotacion) que permita llevar
un par de vistas de rango al mismo sistema de coordenadas.
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Figura 1-4: Triangulacion optica [33].
Tomando la denicion presentada por Blais y Levine [43], el registro de imagenes de rango
consiste en:
\Dadas N vistas de un objeto en una escena, cada una describiendo la estructura
3-D del objeto como si fuera visto desde un punto de vista particular, deseamos
encontrar N transformaciones rgidas de movimiento T1; T2; : : : ; TN , que especi-
quen las verdaderas posiciones del sensor de rango con respecto a un unico marco
de referencia (elegido arbitrariamente y, usualmente, el marco de referencia de
una de las vistas)".
El registro es una etapa fundamental en el proceso de reconstruccion 3-D, se usa para em-
parentar dos o mas imagenes, las cuales pueden adquirirse en diferentes momentos, desde
diferentes sensores o desde diferentes puntos de vista. A traves de los a~nos, un amplio rango
de tecnicas han sido desarrolladas para varios tipos de imagenes y tipos de problemas. Estas
tecnicas han sido estudiadas independientemente para muchas y diferentes aplicaciones, lo
que ha llevado a conformar un buen volumen de investigaciones.
La desalineacion que se produce inevitablemente al tomar dos o mas imagenes de rango
desde puntos de vista diferentes y sin ningun control de las posiciones relativas entre el
objeto y el sensor, corresponde al tema central del registro. La informacion tridimensional
capturada en cada imagen estan referenciada al sistema de coordenadas de la camara, el cual
por regla general no corresponde al sistema coordenado del mundo. Una vez que la etapa de
adquisicion culmina con el sensado de la supercie del objeto, y se realiza la visualizacion
de las imagenes en un sistema de coordenadas unico se advierte que las diferentes vistas
se superponen unas a otras sin coherencia alguna; a esta situacion peculiar se le denomina
problema de la orientacion absoluta. El proposito del registro es alinear estas vistas de tal
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(a) Imagenes sin registrar. (b) Imagenes registradas.
Figura 1-5: Registro de imagenes de rango [14].
manera que la forma del objeto sea recuperado con la mejor precision posible (ver Figura 1-
5).
Ahora en el esfuerzo por ajustar las imagenes de manera coherente se hacen evidentes dos
situaciones: la primera, no se tiene certeza de que puntos en el sistema coordenado de una
imagen se corresponde con sus equivalentes en el sistema coordenado de la otra. Esta hecho
es conocido como el problema de la correspondencia y constituye la etapa de mayor consumo
de tiempo de ejecucion del algoritmo. La segunda, se requiere una transformacion sobre la
informacion tridimensional de una de las imagenes de su sistema coordenado al sistema de la
imagen que se eligio como referencia, con el proposito de ajustar ambas imagenes utilizando la
informacion comun entre ellas. Dada la naturaleza inexacta de los datos y la incertidumbre en
el conocimiento de las supercies comunes, el procedimiento de calculo de esta transformada
es iterativo, guiado por las estrategias y metricas elegidas por el investigador.
El registro es una de las etapas mas lentas y delicadas de todo el proceso de reconstrucion
3-D, la calidad del alineamiento de las imagenes que en ella se lleva a cabo determina la
calidad del modelo a obtener. Desde 1992 con la aparicion del algoritmo ICP (Iterative
Closets Point) [13] para el registro automatico de imagenes de rango, son numerosas la
variantes que han surgido para mitigar alguna de las deciencias del metodo clasico. Este
algoritmo planteo un esquema basico para la consecucion del alineamiento. El ICP es en
resumen un metodo que minimiza una funcion de costo basada en la suma de los cuadrados
de las distancias entre los puntos de las imagenes. El procedimiento basico involucra la
identicacion de las caractersticas, emparentamiento de las caractersticas correspondientes
y el alineamiento de estas correspondencias por medio de la evaluacion de una metrica para
el error.
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1.8. Denicion del problema
El problema general esta dado por la desalineacion que se produce inevitablemente al tomar
dos o mas imagenes de rango desde puntos de vista diferentes y sin ningun control de las
posiciones relativas entre el objeto y el sensor. Esto corresponde al tema central del registro.
La informacion tridimensional capturada en cada imagen estan referenciada al sistema de
coordenadas de la camara, el cual, por regla general, no corresponde al sistema coordenado
del mundo. Una vez que la etapa de adquisicion culmina con el sensado de la supercie del
objeto, y se realiza la visualizacion de las imagenes en un sistema de coordenadas unico,
las diferentes vistas se superponen unas a otras sin coherencia alguna. A esta situacion se
le denomina problema de la orientacion absoluta. El proposito del registro es alinear estas
vistas de tal manera que la forma del objeto sea recuperado con la mejor precision o posible.
Por lo tanto, en general, en el proceso de alineacion de las imagenes se presentan dos pro-
blemas:
>Que puntos de una imagen corresponden con su equivalente en el sistema de coorde-
nadas de la otra imagen?
>Que transformada permite llevar el sistema de coordenadas de una imagen a otro
sistema de coordenadas de referencia?
En esta tesis, se explorara la solucion al problema de correspondencia de multiples vistas de
imagenes de rango a partir del calculo de informacion geometrica sobre imagenes parcial-
mente solapadas, que cumpla:
Independencia de pre-alineacion inicial y transformacion espacial, de modo que se
pueda lograr un registro adecuado sin importar la posicion inicial de cada imagen.
Uso del ndice de forma para la obtencion de informacion estructural. El uso de este
tipo de caractersticas geometricas permiten eliminar la dependencia a la pre-alineacion
inicial que se presenta en el registro.
1.9. Preguntas de investigacion
Esta tesis pretende resolver los siguientes interrogantes con respecto al problema del registro
de imagenes de rango:
>Que caractersticas geometricas se deben utilizar en el proceso de correspondencia de
las imagenes de rango parcialmente solapadas?
>Como calcular las caractersticas geometricas seleccionadas sobre una imagen de ran-
go?
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>Que estrategia de correspondencia, independiente de la transformacion espacial, se
debe utilizar?
>Que metodo se debe utilizar para el calculo de la transformada?
>Que metrica se debe utilizar para la validacion del proceso de registro?
1.10. Objetivos
1.10.1. Objetivo general
Proponer un metodo para el registro de imagenes de rango parcialmente solapadas,
empleando caractersticas geometricas.
1.10.2. Objetivos especcos
Denir las caractersticas geometricas con las cuales se llevara a cabo el proceso de
correspondencia de las imagenes de rango parcialmente solapadas.
Seleccionar una estrategia para el calculo de las caractersticas geometricas sobre image-
nes de rango.
Proponer un metodo de correspondencia para el proceso de registro de las imagenes
de rango parcialmente solapadas.
Implementar un prototipo computacional para el registro de imagenes de rango par-
cialmente solapadas, empleando caractersticas geometricas.
Validar el metodo propuesto para el registro de imagenes de rango parcialmente sola-
padas empleando una metrica de calidad del error.
1.11. Contribuciones
En esta tesis se propone un metodo de registro grueso de mallas triangulares irregulares pa-
ra la reconstruccion de objetos tridimensionales, empleando el ndice de forma para obtener
informacion topologica de la supercie, y la comparacion de regiones con forma similar em-
pleando una variante de la metrica Earth Mover's Distance (EMD). Las principales ventajas
de este metodo es que permite independencia de la pre-alineacion inicial y transformacion
espacial, permitiendo obtener un registro adecuado sin importar la posicion inicial de cada
vista. La Figura 1-6 presenta las etapas del proceso de registro propuesto.
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Figura 1-6: Proceso de registro propuesto
1.12. Organizacion
Esta tesis esta organizada de la siguiente manera: En el captulo 2 se presenta el estado
del arte del proceso de registro. En el captulo 3 se describe el metodo para el calculo de
curvaturas por vertice en una malla triangular. En el captulo 4 se describe metodo para el
calculo del ndice de forma. En el captulo 5 se describe el metodo para calcular la distancia
entre histogramas. En el captulo 6 se presentan los resultados obtenidos aplicando el metodo
propuesto para el registro de imagenes de rango a partir de las caractersticas geometricas
descritas por el ndice de forma. Por ultimo, en el captulo 7 se presentan las conclusiones.
2 Estado del arte
El objetivo de la etapa de registro es encontrar la transformacion rgida euclidiana entre un
par de imagenes de rango de un objeto, tomadas desde diferentes posiciones, para llevarlas
a un sistema de coordenadas comun. Dependiendo de la estimacion inicial, los metodos
propuestos se pueden clasicar en dos grupos: i) registro grueso, en el cual no se tiene
informacion de una estimacion inicial de la transformada, y ii) registro no a partir de una
estimacion previa de la transformada. La diferencia fundamental reside en la conguracion
inicial de las imagenes, y en la precision del resultado. Es decir, el registro grueso no requiere
que las imagenes se encuentren prealineadas, a diferencia del registro no. El objetivo del
registro grueso es calcular una estimacion inicial de la transformacion entre dos imagenes
3-D, mientras que, el objetivo del registro no, es obtener la solucion mas precisa posible.
El objetivo del registro grueso es calcular una estimacion de la transformacion rgida entre dos
nubes de puntos 3-D estableciendo correspondencias entre las dos supercies. Los metodos de
registro grueso se clasican en funcion de a) el tipo de correspondencia utilizada; b) el metodo
para calcular la transformacion; c) la robustez del metodo; y d) la estrategia de registro. En
general, el metodo mas comun es punto a punto, como el metodo point signature [20] y spin-
image [62]. Sin embargo, hay otros metodos que realizan la correspondencia utilizando lneas,
como el metodo de curvas bitangentes [60] y otros que emparejan la supercie directamente,
como el modelo de supercie algebraico [108]. Otro aspecto importante del registro grueso
es la forma de calcular la transformada una vez encontradas las correspondencias. Otra
propiedad importante es la robustez en presencia de ruido, lo que puede producir que no
existan regiones correspondientes entre las vistas. La mayora de los metodos son robustos
al momento de buscar la mejor combinacion de correspondencias [20, 18, 4], otros metodos
pueden converger a una solucion local [54], y en teora, aunque puede aumentar la velocidad,
la solucion no siempre es la mejor, y en algunos casos puede estar lejos de la solucion optima.
En general, los metodos de registro grueso son iterativos, usualmente maximizando la tasa de
puntos solapados. Sin embargo, algunos son lineales, como los metodos basados en analisis
de componentes principales [96] o el modelo de supercie algebraica [108].
En el registro no, el objetivo consiste en obtener la solucion mas precisa posible. Estos
metodos utilizan una estimacion inicial de la transformacion espacial, de modo que todas
las vistas parciales tengan un marco referencial comun, y se rena la matriz de transforma-
cion minimizando las distancias entre correspondencias temporales, conocidas como puntos
cercanos (closest points). Los metodos de registro no se pueden clasicar en funcion de: a)
la estrategia de registro; b) el uso de un metodo de busqueda eciente, como k-d trees para
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acelerar el algoritmo; c) la estrategia de minimizacion de distancias, ya sea punto a punto,
o punto-plano; d) la forma de calcular la transformacion en cada iteracion; y e) la robustez
del metodo.
La estrategia de registro puede diferir de acuerdo a si todas las vistas parciales del objeto
seran registradas al mismo tiempo (registro multivista) o si se realizara el registro de un par
de vistas en cada ejecucion (registro de pares). Por otra parte, los metodos de registro no
generalmente requieren un tiempo de computo alto en la busqueda de la mejor correspon-
dencia. Para hacer frente a este problema, algunos metodos utilizan k-d trees o busquedas
por vecinos para reducir el orden de complejidad o el espacio de busqueda.
Otro parametro importante es la distancia a minimizar. Algunos metodos utilizan la distancia
entre puntos correspondientes, mientras que otros utilizan la distancia entre un punto dado
en la primera vista y su correspondiente plano tangente en la segunda vista. El problema
de la distancia punto a punto es que el punto seleccionado de la primera vista no tenga su
correspondiente en la segunda vista debido a un numero limitado de puntos adquiridos por
el sensor (por ejemplo, en supercies de baja resolucion). Para tratar con este problema,
algunos autores usan la distancia punto-plano, en la cual se calcula un plano tangente en
la segunda vista en la posicion determinada por el punto dado en la primera vista, y se
minimiza dicha distancia. En teora, la estrategia punto-plano converge en menos iteraciones
que punto a punto.
Por ultimo, los metodos robustos pueden tratar con ruido y falsas correspondencias debido
a la ausencia de regiones de solapamiento. Esto es particularmente importante cuando solo
una peque~na parte de la primera vista tiene correspondencia en la segunda vista, es decir,
cuando la region de solapamiento es reducida. A continuacion se describen los metodos mas
representativos en el area de registro de imagenes de rango.
ICP (Iterative Closest Point) [13] ha sido el metodo dominante para la alineacion de image-
nes tridimensionales. Inicia a partir de pares de imagenes y una estimacion inicial de la
transformada, la cual es renada generando pares de puntos que correspondan en ambas
imagenes, minimizando una metrica de error [94].
En general, los metodos de registro pueden clasicarse en los siguientes:
Besl y McKay [13] introducen el metodo ICP (Iterative Closets Point) para el registro au-
tomatico de imagenes de rango. Este algoritmo planteo un esquema basico para la obtencion
del alineamiento, minimizando una funcion de costo basada en la suma de los cuadrados de
las distancias entre los puntos de las imagenes. El procedimiento basico involucra la iden-
ticacion y apareamiento de las caractersticas correspondientes y el alineamiento de estas
correspondencias por medio de la evaluacion de una metrica para el error. Este metodo,
esta tambien compuesto de dos procedimientos: el primero es encontrar los puntos corres-
pondientes y el segundo, estimar las transformaciones iterativamente para estos puntos, hasta
satisfacer un nivel de precision. Una desventaja de ICP es que requiere una buena preali-
neacion de las vistas para converger a una solucion correcta. Existen diversas variaciones del
metodo que tratan de solucionar esta limitacion, ademas de disminuir el orden de comple-
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Registro Grueso Registro Fino
Point Signature ICP
Spin Image Chen
PCA AG
RANSAC
ASM
Lneas
AG
Curvatura principal
Tabla 2-1: Clasicacion de metodos de registro [103]
jidad, variando la estrategia de busqueda de las regiones de solapamiento (punto a punto,
punto a plano, plano a plano).
Casi al mismo tiempo que la presentacion de ICP, Chen y Mendioni [19] proponen una
alternativa al ICP, donde la funcion de minimizacion calcula la distancia de un punto en
una imagen, contra un plano tangente en la otra imagen. La interseccion de la normal en
este punto, determina un segundo punto donde sera calculado nuevamente un nuevo plano
tangente. Requiere menos iteraciones que ICP, aunque las estrategias de correspondencia
punto-plano son difciles de calcular, sobre todo cuando no se ofrece informacion del espacio
de las normales.
A partir de la introduccion de ICP, surgieron variantes del metodo clasico, las cuales, en
general, buscan mejorar las siguientes etapas del metodo [94]:
Seleccion del subconjunto de puntos en una o ambas imagenes
Emparejamiento de un subconjunto de puntos con sus correspondientes en la otra
imagen
Asignacion de pesos de las parejas de puntos
Rechazo de pares basado en pares de puntos o en pares de subconjuntos de puntos
Asignacion de una metrica de error basada en los pares de puntos
Minimizacion de la metrica de error
A nivel local, Branch [14] presenta un procedimiento basado en AG (Algoritmos Geneticos)
para el problema de registro de multiples imagenes de rango. Se enfoca en el problema de
la obtencion de la mejor correspondencia entre puntos, a traves de un metodo robusto de
busqueda sobre imagenes que estan parcialmente solapadas. Este procedimiento de busque-
da se realiza con un enfoque basado en subdominios del espacio de busqueda, lo que reduce
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la complejidad el metodo y mejora la eciencia. El conjunto de correspondencias obteni-
do permitira calcular una transformada que registre con precision las imagenes. El metodo
propuesto es robusto frente a los procedimientos clasicos, pero el costo computacional rela-
cionado con el tiempo asociado a la ejecucion es alto.
Torres [109] presenta otra basado en ICP. Se caracteriza por implementar tanto las etapas
de registro grueso y no. El registro grueso es realizado a traves de puntos de control su-
pervisados por el usuario en imagenes con bajo solapamiento. El registro no es realizado
a traves de un AG con poblaciones iniciales cercanas a la solucion del registro grueso. Pa-
ra la comparacion de la calidad del registro, se plantea una metrica de calidad basada en
compatibilidad de los puntos en la zona solapada. En general, el registro es robusto aun con
poca area de solapamiento, pero tiene el inconveniente que la etapa de registro grueso no es
automatica, por lo tanto requiere intervencion del usuario.
Chua [20] introduce el metodo Point Signature, el cual calcula la distancia con signo de un
punto p al punto mas lejano de la curva generada por la interseccion de una esfera de radio
r con centro en p, ademas del angulo con respecto a un vector de referencia. Los puntos
generados de la interseccion (C) son representados en un nuevo sistema de coordenadas,
centrado en p. Los ejes estan determinados por el vector normal y un vector de referencia
obtenido del producto cruz. Todos los puntos de C son proyectados en un plano tangente,
generando la curva C 0. El vector de referencia es calculado como un vector unitario desde p al
punto mas lejano de C 0, de modo que cada punto de C este caracterizado por una distancia
con signo desde su correspondiente en C 0, y un angulo de rotacion  desde el vector de
referencia. Por lo tanto, el valor de point signature puede ser expresado como el conjunto de
distancias  y la correspondencia esta determinada por la comparacion de los point signatures
de las vistas. El proceso de emparejamiento es rapido, pero requiere interpolar en algunas
situaciones, lo cual afecta la calidad, ademas calcular la interseccion con la esfera no es facil
y el metodo es sensible al ruido.
El metodo de Spin-Image, fue introducido por Johnson [62], y se basa en la creacion de
Spin Images (imagenes de giro), la cual es obtenida generando una tabla de distancias.
Dicha tabla se obtiene de la siguiente forma: dado un punto p, se calcula su plano tangente,
despues se calculan las distancias de los vecinos de p con respecto al vector normal de p,
ademas de las distancias al plano tangente. Esto permite caracterizar localmente la geometra
de la supercie respecto a un punto. Analizando esta imagen es posible localizar zonas
caractersticas en la supercie, y realizar su registro con otras supercies. El proceso puede
repetirse en cualquier punto del mallado 3-D, girando en torno a toda la supercie. Un Spin
Image asociado con un punto en la supercie, es un histograma 2-D construido a partir de
la posicion de los puntos vecinos al origen, representando la geometra local de la supercie
en torno al punto origen. En general, el metodo es robusto frente al ruido, pero depende de
la resolucion utilizada (aunque hay variantes que realizan interpolacion en cada imagen), y
presenta problema en imagenes simetricas.
Chung y Lee [21] introducen el metodo de registro por PCA (Principal component analysis),
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El objetivo es resumir un grupo amplio de variables en un nuevo conjunto mas peque~no, sin
perder una parte signicativa de la informacion original. Se usa la direccion del eje principal
de la nube de puntos para alinear una secuencia de imagenes de rango. Si la region de
solapamiento es sucientemente grande, los ejes de dos imagenes deben coincidir, de modo
que, aplicando una sola transformacion, se alineen los ejes, y por ende, las imagenes. Este
metodo implica el calculo de la matriz de covarianzas de cada imagen, lo que implica una
alta velocidad y precision con sucientes puntos.
El metodo DARCES basado en RANSAC fue introducido por Chen et al. [18]. Se basa en
la busqueda de la mejor correspondencia de tres puntos entre dos imagenes de rango, para
el calculo de la transformacion rgida. Los puntos se caracterizan por las distancias entre
ellos (principal, secundario y auxiliar). Para cada punto en la segunda vista, se asume que
corresponde con el punto principal, entonces se busca un punto secundario en la segunda
vista a igual distancia del principal. De no existir, se pasa a otro punto. El metodo es robusto
frente a datos atpicos y ruido, pero solo puede ser usado cuando la cantidad de puntos en
las imagenes es peque~no, ya que el tiempo de computo aumenta considerablemente.
Tarel et al. [108] propuso el metodo ASM (Algebraic Surface Model), el cual estima una
transformacion entre supercies representadas como polinomios estimados por el metodo 3L
Fitting, el cual es un algoritmo lineal que se basa en mnimos cuadrados. El metodo de
correspondencia es mas rapido, pero requiere la estimacion de la normal en cada punto, lo
que puede aumentar considerablemente el tiempo de computo. En contraste, puede entregar
buenos resultados con un area de solapamiento menor al 15%.
Stamos y Leordeanu [104] proponen un metodo de calculo de la correspondencia entre image-
nes a partir de lneas rectas. El algoritmo fue aplicado al registro de estructuras con regiones
planas como edicios. El algoritmo obtiene buenos resultados, aunque la dicultad reside en
que el metodo no es automatico, ademas esta limitado por la geometra de las vistas.
El registro por AG fue introducido por Brunnstrom y Stoddart [15] el cual busca un individuo
cuyo cromosoma esta compuesto por 6 parametros que determinan la transformacion rgida
que alinea un par de imagenes: 3 elementos del vector de traslacion, y los 3 angulos de
la rotacion. La variaciones de este metodo se presentan alrededor de la funcion de aptitud
del AG. El metodo es robusto frente al ruido, mnimo locales y datos atpicos, aunque,
como consecuencia de las tecnicas evolutivas, requiere un tiempo de computo muy alto, y
dependiendo de la funcion de aptitud, el costo del calculo de correspondencias puede llegar
a ser muy alto.
Feldmar y Ayache [42] proponen un metodo que se basa en la diferencia de puntos carac-
terizados por sus curvaturas principales como caracterstica geometica para el proceso de
emparejamiento. Este metodo solo requiere una correspondencia para el calculo de la trans-
formada. El metodo calcula las curvaturas (k1; k2) en un punto, donde k1 y k2 corresponden
a la curvatura maxima y mnima de la supercie en el punto dado. Adicionalmente se consi-
dera el vector normal y la direccion de la curvatura principal. Aunque no siempre es posible
calcular las curvaturas y direcciones en un punto, se propone el uso de una supercie para-
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metrizada (similar a la propuesta de Tarel [108]). El mayor problema del metodo es que no es
robusto, el algoritmo se detiene cuando encuentra una correspondencia buena, presentando
posibles falsos positivos.
Otros trabajos proponen variantes de alguna de las etapas del metodo clasico ICP, como [41]
que propone hacer seguimiento sobre la posicion del sensor, identicacion e indexado de
caractersticas de la supercie; Dorai et al. [27] proponen el uso de MVE (Minimum Varian-
ce Estimator) para la estimacion de la transformada; Trucco [110] propone el uso de Least
Median of Squares (LmedS), la cual busca minimizar la media de los residuales del empa-
rejamiento; Jost y Hugli [105] presentan un esquema multiresolucion para ICP con el cual
buscan aumentar la velocidad de registro, y consisten en realizar las primeras iteraciones a
partir de una peque~na muestra de puntos, e ir aumentando la cantidad progresivamente; y
Ziner et al. [107] presentan Picky ICP, un metodo robusto basado en umbralizacion de datos
atpicos, y su principal diferencia es que en cada iteracion solo se utilizan las parejas con
menor distancia, la cual es determinada a partir de un multiplo de la desviacion estandar.
Muchos de estos algoritmos trabajan con caractersticas simples, como es el caso del algoritmo
ICP, el cual trabaja con puntos, pero en los modelos del mundo real, deberan considerarse
caractersticas mas complejas. La obtencion de caractersticas es una tarea importante no
solo para el registro de imagenes, sino para otras tareas como el reconocimiento de objetos,
tanto 2-D como 3-D. El uso de descriptores de caractersticas de la supercie, como el ndice
de forma, ofrecen una alternativa viable para tratar el problema del registro.
En esta tesis se propone un metodo el cual consiste en alinear vistas parciales a partir de
las caractersticas geometricas descritas por el ndice de forma. El proceso es realizado de la
siguiente manera:
1. Se calcula el ndice de forma por vertice a partir de los valores de las curvaturas
principales de cada vertice.
2. Se seleccionan tres vertices sobre la primera vista parcial, y se genera un histograma
de ndices de forma del vecindario alrededor de cada uno.
3. Sobre la segunda vista, se realiza la busqueda de vertices con histogramas similares
utilizando una variante del metodo EMD para el calculo de la distancia entre histo-
gramas.
4. A partir de los vertices resultantes en la segunda vista, se busca el emparejamiento
con menor error de alineacion. Solo se realiza la alineacion entre las parejas formadas
por los vertices seleccionados de la primera vista, y sus correspondientes en la segunda
vista, por lo que se reduce el espacio de busqueda del emparejamiento.
5. Se realiza la alineacion de las vistas completas utilizando las parejas obtenidas en
el paso anterior y se calcula el error de alineacion e ndice de interpenetracion de
supercies.
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En los siguientes captulos de detallan los metodos utilizados para cada etapa del proceso.
3 Calculo de curvaturas sobre mallas
triangulares
Para el calculo del ndice de forma, se requiere calcular las curvaturas principales por ca-
da vertice. La curvatura es una medida invariante de una supercie, que indica que tanto
esta curvada. Se dice que son invariantes ya que permanecen constantes ante traslaciones y
rotaciones, a excepcion de cambios de escala. En este captulo, se describe el metodo para
el calculo de curvaturas sobre una malla triangular irregular, a partir de la segunda forma
fundamental, la cual representa la variacion de la normal de punto a punto.
3.1. Introduccion
Un componente clave de los algoritmos de deteccion de caractersticas es la estimacion dis-
creta de elementos diferenciales, y para este caso en particular, sobre mallas triangulares 3-D
irregulares. Una caracterstica clave que diferencia las mallas 3-D de otros tipos de datos co-
mo imagenes, video y datos volumetricos (voxeles), es que comunmente son irregulares, es
decir, la distribucion de vertices a lo largo de la supercie no es uniforme, y la conectividad
no es regular, excepto en casos especiales. Por lo tanto, un algoritmo para el calculo de pro-
piedades diferenciales debe ser robusto bajo distintas distribuciones de triangulos, tanto en
forma como en tama~no. Otras propiedades deseables en un algoritmo que opere sobre mallas
triangulares incluyen:
No tener restricciones en la topologa de la supercie. En particular, la suposicion que
la supercie no tiene huecos, no se cumple con mucha frecuencia.
Sea estable frente a las degeneraciones de la supercie, a menos que la malla misma
sea degenerada. Por ejemplo, se espera que sea estable frente a determinadas congu-
raciones, como los puntos colineales.
Practicamente todas las tecnicas de estimacion de curvaturas (o en general, las tecnicas para
estimar derivadas sobre se~nales) tienen como parametro congurable, el tama~no del vecinda-
rio sobre el cual se realizara la estimacion. La seleccion de este parametro puede afectar los
resultados signicativamente: vecindarios peque~nos proporcionan mejores estimaciones para
datos sin ruido, mientras que con vecindarios grandes, se obtiene una estimacion suavizada
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y menos sensible al ruido. Un algoritmo no debe ser muy sensible al ruido o ser inestable con
vecindarios peque~nos. Algoritmos que trabajan con vecindarios peque~nos (1 anillo) pueden
encontrarse con degeneraciones o producir resultados erroneos, aun para datos libres de rui-
do, pero para hacerlos mas estables se requiere aumentar el tama~no del vecindario, lo cual
puede producir valores difusos de curvaturas. Por lo tanto, con el n de proporcionar mayor
exibilidad, se tendra en cuenta una propiedad adicional deseable:
No depender en los vecindarios grandes, para proporcionar mayor estabilidad y robus-
tez.
El metodo descrito a continuacion utiliza el vecindario mas peque~no posible para estimar
curvaturas, es decir, un anillo de caras alrededor de cada vertice.
Para la estimacion de normales por vertice, generalmente se obtiene el promedio del peso de
las normales por cara adyacentes al vertice, lo cual satisface todas las propiedades anteriores.
Puede manejar triangulaciones arbitrarias, sin crear suposiciones acerca de la topologa o la
presencia de huecos, no produce degeneraciones y funciona con vecindarios locales. Este
algoritmo tambien es eciente, requiriendo recorrer solo una vez las caras y una vez los
vertices (para cambiar la escala de las normales resultantes a vectores unitarios), y no se
requiere ninguna estructura de datos de conectividad mas alla de la usual lista de vertices y
el conjunto de caras indexadas.
Basandose en este algoritmo, Rusinkiewicz [100] presenta un metodo para el calculo de
curvaturas de una manera analoga: Primero se calculan las propiedades por cara, y despues
se estima el valor en cada vertice como la media ponderada sobre las caras adyacentes. El
calculo por cara se realiza usando una aproximacion por diferencias nitas. Debido a que el
tensor de curvatura esta denido en terminos de las derivadas direccionales de la supercie
normal, para el caso discreto, se calcula a partir de la diferencia entre las normales estimadas
por vertice.
3.2. Trabajos previos
Comenzamos con una breve descripcion de curvaturas de una supercie 3-D [90]. La curva-
tura normal Kn de una supercie en alguna direccion es el recproco del radio del crculo que
mejor aproxima al corte normal de la supercie en esa direccion. Las curvaturas normales
varan con la direccion, pero una supercie lisa cumple:
kn =
 
s t
 e f
f g

s
t

=
 
s t

II

s
t

(3-1)
Para cualquier vector unitario (s; t) en el plano local tangente (expresado en terminos de
un sistema de coordenadas ortonormales centrado en el punto). La matriz simetrica II es
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(a) Vertices degene-
rados
(b) Supercies ajustadas a los vertices
Figura 3-1: Conguracion de vertices degenerados y dos supercies parametricas consis-
tentes con dichos vertices [100].
conocida como la matriz Weingarten o la Segunda Forma Fundamental de la geometra dife-
rencial de supercies, y puede ser diagonalizada con una rotacion del sistema de coordenadas
para dar:
kn =
 
s0 t0
 k1 0
0 k2

s0
t0

= k1s
02 + k2t02 (3-2)
DondeK1 yK2 corresponden a las curvaturas principales y (s
0; t0) esta expresado en terminos
de las direcciones principales, que corresponden a los vectores en los que la curvatura normal
alcanza su mnimo y su maximo. Las curvaturas principales y las direcciones principales
han sido ampliamente utilizadas en computacion graca, apareciendo en aplicaciones como
remallado [81], alisamiento [70], segmentacion [32], visualizacion [112], y renderizacion no
fotorreaslista [3, 29, 25].
Los metodos existentes para estimar las curvaturas y direcciones principales y las direcciones
(a diferencia de los metodos que solo estiman la curvatura media H = (K1 + K2)=2 o la
curvatura gaussiana K = K1K2) en estas tres categoras:
Metodos de ajustes de parches: Consisten en adaptar una supercie analtica
(usualmente polinomial) a los puntos en una region local, y despues calculando analti-
camente las curvaturas de la supercie ajustada. Estos metodos claramente producen
resultados exactos si los vertices estan en la supercie ajustadas. Cazals y Pouget [34]
han mostrado que en el caso de una supercie lisa general, la curvatura estimada con-
verge a la real, por lo menos en casos no degenerados. Los metodos de ajuste de parche
que solo consideran las posiciones de los vertices, son inestables al estar cerca de con-
guraciones degeneradas (ver Figura 3-1). Goldfeather e Interrate [55] han mostrado
que los casos degenerados pueden ser evitados y mejorar la precision al incluir no solo
puntos, sino tambien estimando las normales por vertices en el parche.
Metodos basados en la curvatura normal: Primero estimamos las curvaturas
normales en la direccion de cada arista de un vertice, despues se usan estas estimaciones
Kn para encontrar el segundo tensor fundamental. Por lo tanto:
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kij =
2ni  (pi   pj)
jpi   pjj2 (3-3)
se utiliza para encontrar las curvaturas normales en el punto pi, en la direccion de algun
punto cercano pj. As, se pueden encontrar las curvaturas principales de una funcion
de valores propios [46, 5, 28]:
X
j
kij (pi   pj) (pi   pj)T (3-4)
lo cual es correcto solamente cuando la distribucion de las direcciones hacia los puntos
del vecindario es uniforme. Otra alternativa, mas general, consiste en ajustar los valores
deKn en (3-1) usando mnimos cuadrados [113, 28]. Meyer et al. [73], utilizan un ajuste
similar, pero con la restriccion que los valores de curvatura gaussiana y media, obte-
nidos por otras tecnicas, coincidan [73]. Como muestra Goldfeather e Interrante [55],
los metodos de curvatura normal y metodos de ajuste de parche son muy similares,
basicamente se diferencian en si se ajustan crculos o parabolas a la supercie. Esto
implica que las tecnicas de calculo de curvatura normal tienen la misma debilidad de
las de ajuste: son inestables cuando el vecindario de los vertices estan cerca de un par
de lneas interceptadas.
Metodos de tensor promedio: Calculan el promedio de un tensor de curvatura
sobre un area peque~na de la malla poligonal [24, 81]. La curvatura de un poliedro es
cero dentro de una cara e innita en los bordes, pero el promedio sobre una region con
area distinta de cero (como la region Voronoi de un vertice) es nita y denida. Las
deniciones de un promedio de tensor de una curvatura en malla son elegantes y libres
de conguraciones inestables, pero producen grandes errores para algunas estructuras
de vertices (ver Figura 3-2). En contraste, el metodo propuesto produce resultados
correctos para esta conguracion.
3.3. Algoritmo
El segundo tensor fundamental II visto en la ecuacion (3-1), esta denido en terminos de
las derivadas direccionales de la normal de la supercie:
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26 3 Calculo de curvaturas
Figura 3-2: Error del metodo de Cohen-Steiner [24] aplicado a una esfera teselada de radio
1, la cual debera tener curvatura 1 en todos los puntos [100]
Figura 3-3: Aproximacion del conjunto de restricciones lineales de II para el caso discre-
to [100]
donde (u; v) son las direcciones de un sistema de coordenada ortonormal en un marco re-
ferencial tangente (la convencion utilizada para el signo produce curvaturas positivas para
supercies convexas con normales orientadas hacia el exterior). Multiplicando este tensor
por cualquier vector en el plano tangente, dara la derivada de la normal en esa direccion:
IIs = Dsn (3-6)
La derivada de la normal es, en s misma, un vector en el plano tangente: a menudo tie-
ne un componente en direccion S, pero puede tambien tener un componente en direccion
perpendicular (causada por una torsion en la supercie).
Aunque esta denicion solo es valida para supercies lisas, puede realizarse una aproximacion
para el caso discreto utilizando diferencias nitas. Por ejemplo, para un triangulo tenemos
tres direcciones bien denidas (los bordes) junto con las diferencias de las normales en dichas
direcciones (calculadas a partir de las normales por vertice) (ver Figura 3-3).
Esto proporciona un conjunto de restricciones lineales en los elementos de la segunda forma
fundamental, el cual puede ser resuelto utilizando mnimos cuadrados. Mientras el triangulo
no tenga sus tres vertices colineales, esta estimacion estara siempre bien denida. Aunque
esto introduce un error de discretizacion debido a la aproximacion por diferencias nitas, este
metodo presenta un alto grado de precision en muchos casos comunes. Por ejemplo, cuando
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los vertices del triangulo se posicionan en la supercie de una esfera, independientemente de
la forma del triangulo, las curvaturas producidas por esta tecnica son muy precisas.
3.3.1. Transformacion del sistema de coordenadas
Una vez obtenido el tensor de curvatura expresados en terminos de sistema de coordenadas
de la cara (uf ; vf ), se debe promediar con la contribucion de los triangulos adyacentes.
Para esto, se asume que cada vertice p tiene su propio sistema de coordenadas ortonormal
(up; vp), denido en el plano perpendicular a su normal, y se deduce la formula de cambio
de coordenadas para transformar un tensor de curvatura a un marco de coordenada en el
vertice.
Primero se considerara el caso cuando la cara y las normales de vertice son iguales, es decir,
que (uf ; vf ) y (up; vp) sean coplanares. El primer componente de II expresado en el sistema
de coordenadas (up; vp) puede denirse como:
ep =
 
1 0
 ep fp
fp gp

1
0

= uTp IIup (3-7)
Por lo tanto, se dene ep en terminos de up expresado en el sistema de coordenadas previo
(uf ; vf ):
ep = u
T
p IIup =

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II
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(3-8)
De igual forma, se puede encontrar que fp = u
T
p IIvp y gp = v
T
p vp.
Dado que el anterior y el nuevo sistema de coordenadas no son coplanares, simplemente
no se pueden proyectar los nuevos ejes up y vp en el sistema de coordenadas (uf ; vf ). Las
proyecciones, por lo general, no son unitarias, lo cual produce una perdida de curvatura en
cada cambio de coordenadas, en general las unidades de longitud, causaran una perdida de
curvatura en cada cambio de coordenadas (especcamente, la curvatura media sera multiplo
del cuadrado del coseno del angulo entre las normales). En esta situacion, se debe rotar en
torno al producto vectorial de las normales, uno de los sistemas de coordenadas para que
sea coplanar con respecto a los demas. Esto evita la perdida de curvatura cos2 y aumenta
la precision de la estimacion en supercies con enmallado irregular.
3.3.2. Ponderacion
La ponderacion se reere a la cantidad de curvatura de una cara que debe ser acumulada en
cada vertice. La acumulacion de curvatura debe tener en cuenta la densidad de puntos del
vecindario alrededor de p, de lo contrario esto puede introducir error en las areas de mayor
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(a) Area del polgono de Voronoi al-
rededor de p. El area vara segun la
densidad de puntos del vecindario
(b) El area de f determina la cantidad
de curvatura que aportara cada cara
conectada a p
Figura 3-4: Ponderacion de curvaturas en funcion del area del polgono de Voronoi.
densidad, como se puede ver en la Figura 3-2. Segun [73], se dene wf;p como la porcion
del area de f que se encuentra mas cercana al vertice p. Para determinar la ponderacion
que sera asignada a cada cara conectada al vertice p, se utilizara el area del polgono de
Voronoi alrededor de p. La ponderacion del area del polgono de Voronoi produce las mejores
estimaciones de curvatura para triangulos con distintas formas y tama~nos (ver Figura 3-
4). Por lo tanto, el error de curvatura disminuye incluso en regiones con alta densidad de
vertices. Esto contrasta con las ponderaciones utilizadas para estimar las normales, de las
cuales tomamos wf;p para ser el area de f dividida por el cuadrado de longitud de los dos
bordes que tocan el vertice p. Como lo demuestra Max [77], esto produce estimaciones de la
normal mas precisas que otras aproximaciones, y es exacta para vertices que se encuentran en
una esfera (ver Figura 3-5). La ponderacion de curvatura aportada por cada cara adyacente
al vertice asegura el correcto funcionamiento del metodo en mallar irregulares.
3.4. Resultados
En esta seccion se presentan los resultados obtenidos con el metodo presentado, evaluado
sobre una esfera teselada de radio 1, y sobre un objeto real. La Figura 3-5 muestra los
valores de curvaturas principales obtenidos para un vecindario alrededor de un punto. Por
denicion, en la esfera de radio 1, los valores de k1 y k2 deben ser iguales a 1 en todos los
puntos. Se puede observar que los valores obtenidos presentan un error muy bajo.
La Figura 3-6 muestran el resultado del metodo aplicado a una vista parcial del conejo de
Stanford. La Figura 3.6(a) muestra los valores de k1 representados a traves de un mapa de
color Jet, donde el color azul corresponde a los valores mas bajos de curvatura, y en rojo los
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Figura 3-5: Curvaturas principales utilizando el metodo de Rusinkiewicz [100] aplicado a
una esfera teselada de radio 1
valores mas altos. La Figura 3.6(b) muestra los valores de k2. Este caso k1 corresponde al
valor donde la curvatura normal alcanza su mnimo, y k2 su maximo. Dado que las curvaturas
pueden tomar cualquier valor denido en los reales, los lmites del mapa de color se establecen
en funcion del maximo y mnimo valor de curvatura de la muestra, por lo que un dato atpico
afecta la escala del mapa de color, como se puede ver en la Figura 3.6(b), pero los valores
numericos son consistentes. El ndice de forma no presenta este comportamiento, debido a
que el dominio es acotado a [ 1; 1], por lo tanto el mapa de color es estable.
3.5. Conclusiones
En este captulo se presento un metodo para el calculo de curvaturas principales sobre una
malla triangular. El algoritmo es eciente, robusto y estable frente a conguraciones de
vertices degenerados y mallas irregulares. Ademas es invariante antes cambios de rotacion
y traslacion. El metodo esta denido a partir de la segunda forma fundamental, la cual
representa la variacion de la normal de punto a punto, pero utilizando una aproximacion por
diferencias nitas para el caso discreto. Visualmente se puede observar que los resultados
corresponden a una buena aproximacion, la cual sera mas evidente al presentar los resultados
del ndice de forma, el cual es obtenido en funcion de las curvaturas principales.
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(a) Mapa de color de k1
(b) Mapa de color de k2
Figura 3-6: Resultado del metodo de Rusinkiewicz [100] sobre una vista parcial del conejo
de Stanford.
4 Calculo del ndice de forma
Las curvaturas principales ofrecen informacion acerca de la geometra de la supercie, y
tienen propiedades interesantes, como la invarianza ante cambios de rotacion y traslacion,
pero no ante cambios de escala. Por lo tanto, las curvaturas no son sucientes para describir
la forma local de una supercie. Las curvaturas principales (tomadas como par) son mas
informativas, pero es preferible un unico indicador, y ademas, que sea independiente de la
escala. El Indice de Forma ofrece dichas propiedades, ademas captura la nocion de forma
local en un punto de una supercie.
4.1. Introduccion
Las medidas clasicas de curvatura de supercie como la curvatura gaussiana y la curvatura
media en un punto de una supercie, no ofrecen una buena descripcion de la forma local. Las
dos curvaturas principales (tomadas como pareja) son mas informativas, pero es preferible
un unico indicador, como una expresion individual, en lugar de un par de numeros. Ademas,
el indicador de la forma debe ser preferiblemente independiente del tama~no. Koenderink
y Doorn [58] proponen el ndice de forma como medida de curvatura invariable, el cual
corresponde a un valor escalar denido en el intervalo [ 1; 1] y es invariante a los cambios
de escala. El ndice de forma captura la nocion intuitiva de forma local, y puede asociarse
directamente a un mapa de color para su representacion visual.
A lo largo de este captulo, se asume que el punto seleccionado tiene curvatura denida en
una supercie de continuidad C2 alrededor de dicho punto. Si la supercie se da como una
estructura de datos discreta (por ejemplo, una malla triangular), la teora puede aplicarse a
la aproximacion ajustada localmente.
Cuando se va a describir la forma, lo primero a hacer es la factorizacion de la posicion y
orientacion. Esto puede ser realizado eligiendo un marco referencial adecuado, es decir, si se
desea describir la forma en algun punto sobre una supercie, entonces se debe establecer un
sistema de coordenadas, en el punto seleccionado, de modo que este sea el origen del marco
referencial. Dicho sistema de coordenadas tiene que adaptarse de alguna manera a la forma de
la supercie. Al tener el eje Z del punto del sistema de coordenadas cartesiano, a lo largo de
la normal de la supercie en el punto, se eliminan dos grados de libertad, pero el sistema aun
puede rotar alrededor de la normal. Esta ambiguedad restante puede ser removida realizando
un analisis mas profundo sobre la supercie local. Al nal, se obtiene la siguiente formacion:
en cualquier punto de la supercie se puede adaptar un marco referencial principal, es decir,
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un conjunto de vectores ortonormales dispuestos de tal manera que la parte inicial de la serie
de Taylor que describe las desviaciones con respecto al plano tangente es de la forma:
z =
1
2
 
k1x
2 + k2y
2

+O3 (x; y) (4-1)
donde las coordenadas (x; y; z) se miden a lo largo de los ejes del marco referencial principal.
Para ser exactos, el punto seleccionado de la supercie se toma como el origen. Las coorde-
nadas (X;Y ) se miden a lo largo de los vectores del marco que forman el plano tangente,
mientras que la coordenada Z se mide a lo largo del vector del marco referencial el cual es
normal al plano tangente. Algunas convenciones utilizadas en la denicion del metodo son:
De las dos posibles orientaciones de la normal, se escogera la que apunta al exterior;
de las dos posibles orientaciones del marco como conjunto, se tomara el de la mano
derecha;
se asumira que k1  k2.
El esquema funciona en casi todos los puntos de una supercie generica: solo en algunos
puntos aislados, los llamados puntos umbilicales, se presenta una situacion degenerada. En
el punto umbilical se encuentra la condicion k1 = k2, por lo que cualquier par de vectores
ortonormales en el plano tangente pueden ser sustituidos por el par de los vectores tangentes
del marco referencial. En la gran mayora de los casos, las llamadas direcciones principales,
lo cuales corresponden a vectores tangentes, son denidas de forma unica. Los llamados pun-
tos planos, caracterizados por la condicion k1 = k2 = 0, no se producen comunmente. Los
puntos parabolicos, caracterizados por la desaparicion de una curvatura principal, ocurren
genericamente en curvas llamadas lneas parabolicas, las cuales son lazos que nunca se inter-
sectan. Las curvas parabolicas separan las regiones de convexidades (k1;2 < 0) concavidades
(k1;2 > 0), y puntos como silla de montar (k1 y k2 de diferente signo). La gura silla de
montar tambien se conoce como hiperbolicas, mientras que las formas concavas y convexas
son conocidas como elpticas [39, 57].
Los coecientes k1;2 son conocidos como las curvaturas principales. Estos son los parametros
decisivos que describen la supercie. Segun [26, 39] las medidas clasicas de forma son:
La curvatura gaussiana, que numericamente equivale al producto de las curvaturas
principales. Tambien equivalen al determinante de la matriz hessiana (es decir, la
matriz simetrica de derivadas parciales de segundo orden de z con respecto a x y y)
en el origen de nuestra representacion, lo cual muestra su naturaleza invariante. Por lo
tanto, es igual al cuadrado del promedio geometrico de las curvaturas principales.
La curvatura media, la cual es numericamente igual al promedio aritmetico de las dos
curvaturas principales. Ademas es igual a la traza de la matriz Hessiana en el origen,
lo que revela la naturaleza invariante de esta metrica.
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La interpretacion en terminos de la hessiana solo es valida en las representaciones donde la
magnitud del gradiente de z se desvanece, es decir, cuando:

@z
@x
2
+

@z
@y
2
= 0 (4-2)
de lo contrario, las expresiones gaussianas y la media de las curvaturas seran mas complejas,
conteniendo las derivadas de primer y segundo orden de z con respecto a x y y.
Esta estructura es suciente para determinar la curvatura de secciones planas arbitrarias
de la supercie en el punto. Esto implica los teoremas de Meusnier y Euler [67, 12, 39]. El
teorema de Euler expresa la curvatura de las secciones normales en terminos de curvaturas
principales y el angulo de la seccion con respecto a las direcciones principales. El teorema
de Meusnier expresa la curvatura de las secciones asimetricas en terminos de la oblicuidad.
Estas medidas poseen un signicado geometrico independiente del sistema coordenado. De
las muchas interpretaciones posibles nos limitamos a mencionar que la curvatura gaussiana
(K) especica la propagacion de las normales, es decir, el angulo llenado por todas las
normales en un parche innitesimal dividido por el area de supercie del parche. Como
tal, la curvatura media (H) mide la propagacion de las normales para los puntos de los
arcos innitesimales, y estos divididos por la longitud del arco y el promedio de todas las
direcciones de la supercie.
La curvatura gaussiana tiene una propiedad especial que explica el hecho de que la mayor
parte de la literatura matematica se dedicada a un estudio enfocado de esta medida de cur-
vatura: Este puede ser denido a traves de las operaciones metricas que son completamente
connadas a la supercie del mismo [36]. Este hecho notable, dice que la curvatura gaussiana
es intrnseca a la supercie, y no depende de la incorporacion en el espacio 3-D. Por ejemplo,
doblar una supercie sin estirarla conserva de la curvatura gaussiana, aunque esta accion
cambia denitivamente la forma en el sentido comun de la palabra. Para este trabajo, cual-
quier operacion distinta a isometra o cambio de tama~no, se considerara como destruccion de
la forma, es decir, el metodo no considerara deformaciones, solo estara orientado a supercies
y transformaciones rgidas.
Ni la curvatura gaussiana, ni la curvatura media capturan por s solas la nocion intuitiva de
forma local. Las dos son necesarias para poder construir la parte inicial de segundo orden de
la serie de Taylor. Si se desea una idea de lo que es la forma, la mejor opcion es calcular las
curvaturas principales gaussianas y media, y tomarlo desde all, es decir:
k21;2   2Hk1;2 +K = 0 (4-3)
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4.2. Indice de forma
Se tomara la siguiente declaracion como una verdad evidente por s misma: Todas las esferas
son de la misma forma, aunque puedan diferir en tama~no.
Tal uso de la palabra forma implica invarianza a la escala: intuitivamente, todas las apro-
ximaciones locales para las cuales el cociente de las curvaturas principales es el mismo, son
de la misma forma. Esta nocion intuitiva de la forma se basa en un sistema de coordenadas
polares en el plano formado por (k1; k2). La direccion representa la forma, y la distancia des-
de el origen representa el tama~no. Para esta representacion, ignoremos por un momento la
restriccion planteada al inicio de k1  k2, considerando todas las posibles formas de segundo
orden.
A partir de dicho sistema de coordenadas polares, se destacan las siguientes propiedades:
El origen representa el parche plano, es decir, el punto planar (ver Figura 4.1(a)).
En un punto planar, la direccion (forma) es indeterminada, como debe ser: diversas
perturbaciones innitesimales puede llevar a diferentes formas cualitativas, por lo que
la forma en un punto planar es en realidad indeterminada.
Todos los puntos a lo largo de un rayo radial que parte desde el origen, representan la
misma forma, pero con diferentes tama~nos (ver Figura 4.1(a)). Todo punto esta sobre
una lnea radial unica, excepto el origen, lo cual es consistente con el hecho que tenga
forma indeterminada.
Puntos opuestos diametralmente (puntos que se encuentran en la circunferencia alinea-
dos al centro) a una misma distancia desde el origen representan supercies que encajan
perfectamente, como un sello y su correspondiente molde, por lo tanto las formas de
segundo orden son tambien opuestas, se les llama complementarias (ver Figura 4.1(b)).
Puntos a una misma distancia desde el origen, perpendiculares al eje k1 = k2 son
congruentes. Pueden ser superpuestas girando un determinado angulo sobre el eje Z
(ver Figura 4.1(c)). Ya que todos los puntos relacionados a traves de una permutacion
de k1 y k2 representan formas iguales, solo es necesario considerar la mitad de las
direcciones en el plano. Es por eso que inicialmente se presento la convencion k1  k2.
La direccion k1 =  k2 es especial en el sentido que los puntos en esta lnea en una
misma distancia de el origen son a la vez complementarios y congruentes. Estas formas
se pueden considerar como sus propios moldes, por lo que no tienen pares positi-
vos/negativos distintos como en las demas formas. Por lo tanto, invertir la supercie
(Z(x; y)  !  Z(x; y)) equivale a un giro de noventa grados sobre el eje Z.
A partir de estas consideraciones, se deduce que la forma no debe ser parametrizada a partir
de los rayos del plano (k1; k2), debido a que en el espacio de formas no se distingue el interior
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(a) Puntos a lo largo
de lneas radiales so-
bre el plano tienen la
misma forma pero di-
eren en escala
(b) Formas correspon-
dientes a puntos ra-
diales opuestos son
complementarias
(c) Formas correspon-
dientes a puntos per-
pendiculares, a una
misma distancia des-
de el origen y al eje
k1 = k2 son congruen-
tes
Figura 4-1: Propiedades a partir de la representacion de la forma en un sistema de coor-
denadas polares [58].
del exterior y puede aparecer la misma forma dos veces. En este caso, es mas claro a traves
de la siguiente denicion del ndice de forma:
s =
2

arctan
2 + 1
2   1 ; (1  2): (4-4)
Todos los parches, con excepcion del punto planar el cual tiene un ndice de forma inde-
terminada, tienen un valor de ndice de forma en el intervalo s 2 [ 1;+1]. La Figura 4-2
muestra la representacion graca de la escala. Esta representacion tiene varias propiedades:
Dos formas en donde el ndice de forma diere solamente por el signo, representan pares
complementarios que encajan entre s como un sello y molde cuando son escalados
adecuadamente.
La forma en que el ndice de forma desaparece (y por consiguiente, tiene signo inde-
terminado) representando los objetos que son congruentes a su propio molde.
Convexidades y concavidades se encuentran en lados opuestos de la escala de forma.
Estas formas basicas estan separadas por las formas que no son concavas o convexas,
por ejemplo, la silla de montar.
4.3. Resultados
En esta seccion se presentan los resultados del metodo evaluado sobre una esfera teselada
de radio 1, y sobre dos objetos reales. La Figura 4-3 muestra los valores ndice de forma
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Figura 4-2: Representacion graca del ndice de forma [58]
representados por un mapa de color. Por denicion, en la esfera de radio 1, los valores de k1
y k2 deben ser igual a 1 en todos los puntos, y por lo tanto, el ndice de forma s debe ser
igual a 1. Dado que s esta denido en el intervalo [ 1; 1], el mapa de color tambien varia en
este intervalo, es decir, azul para -1 y rojo para 1.
Figura 4-3: Indice de forma utilizando el metodo de Koenderink y Doorn [58] aplicado a
una esfera teselada de radio 1
La Figura 4.4(a) muestra el resultado del metodo aplicado a una vista parcial del conejo de
Stanford, y la Figura 4.4(b) sobre una vista parcial del armadillo. Este caso el mapa de color
no se ve afectado por valores de curvatura atpicos, lo que permite apreciar los cambios de
forma de la supercie claramente.
4.4. Conclusiones
El ndice de forma describe la estructura de segundo orden de la supercie en el vecindario de
cualquier punto, a excepcion de los puntos planares (en la practica no ocurre con frecuencia,
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(a) Indice de forma del conejo de Stanford (b) Indice de forma del armadillo
Figura 4-4: Indice de forma sobre objetos reales.
ya que suelen presentarse peque~nas perturbaciones debido al ruido, con lo que se anulan
estos puntos).
La informacion contenida en el ndice de forma y curvatura son formalmente equivalentes a
cualquiera de las dos curvaturas principales, la gaussiana y la media tomadas como un par.
La principal ventaja es que, a diferencia de dichas curvaturas, el tama~no y la forma no se
relacionan, es decir, el ndice de forma no vara con el cambio de tama~no.
Otras ventajas son que no depende de una asignacion arbitraria de las direcciones principales
(por ejemplo, intercambiando las dos curvaturas principales, no altera el valor delndice). Por
otra parte, las curvas parabolicas (cuyo valor de curvatura gaussiana es cero) son claramente
distinguidas como dos tipos diferentes segun el ndice de forma, lo que muestra que el ndice
describe la informacion relevante de la forma, en un solo valor escalar.
Una ventaja adicional es que el intervalo de valores del ndice de forma se adapta facilmente
a una escala categorica, en la que cada categora corresponde intuitivamente a una forma
determinada, con lo que se puede asignar facilmente una escala de colores que permita una
rapida evaluacion visual de las formas de una supercie. Este hecho permite representar la
forma con una escala de colores (llamado tambienmapa de color) que permite una evaluacion
rapida de las variaciones de la forma en la supercie de un objeto.
5 Busqueda de histogramas similares
Una vez obtenidos los ndices de forma por vertice de cada vista, se seleccionan manual-
mente al menos tres vertices en la primera vista, y se realiza la busqueda de los puntos que
corresponden en la segunda vista. Estos vertices se caracterizan por tener un vecindario con
forma similar al vertice que le corresponde en la primera vista. Para determinar si una pareja
de vertices tienen vecindarios con forma similar, se genera un histograma con los ndices de
forma del vecindario alrededor de cada vertice de la primera vista, y se realiza una busqueda
de los vertices de la segunda vista que tengan histogramas similares. En este captulo se
presenta un metodo propuesto por Pele y Werman [80] para calcular la similitud entre dos
histogramas.
5.1. Introduccion
El histograma de un conjunto de una poblacion con respecto a una medida, representa la
frecuencia cuanticada de valores de dicha medida entre las muestras. Existen dos metodo-
logas en el calculo de la distancia de histogramas: vectorial y probabilstica. En el enfoque
vectorial, un histograma es tratado como un vector de dimension ja. Por lo tanto, las nor-
mas de vectores estandar como la euclidiana o la distancia Manhattan entre otros, pueden
ser utilizadas para el calculo de dicha distancia.
El enfoque probabilstico se basa en el hecho de que se puede interpretar el histograma como
una funcion de densidad de probabilidad (pdf). Calcular la distancia entre dos pdf puede
considerarse similar al calculo de la probabilidad de Bayes. Es equivalente a medir el so-
lapamiento entre dos pdf como su distancia. Existen varios trabajos acerca de metodos de
distancia entre pdfs, como la distancia Bhattacharyya [1, 106]. Esta distancia corresponde a
un valor entre 0 y 1 y proporciona los lmites para la probabilidad de clasicacion erronea
de Bayes. Matusita [16, 65] propone un enfoque basado en la distancia-B. Kullback y Lei-
bler [97] proponen una generalizacion del concepto de incertidumbre probabilstica o entropa
presentado por Shannon [30] e introducen la distancia K   L [91, 31] el cual corresponde al
mnimo de la entropa cruzada o relativa. En [47] se presenta una extensa bibliografa sobre
la estimacion de errores de clasicacion.
El solapamiento (o interseccion) entre dos histogramas visto como una distancia, no tiene
en cuenta la similitud de las regiones no solapadas de ambas distribuciones. Debido a esta
desventaja, Rubner y Guibas [114] presentan el metodo EMD (Earth Mover's Distance) el
cual supera dicho problema. EMD corresponde a la cantidad mnima de trabajo requerido
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para transformar una distribucion en otra, realizando desplazamientos de masa. EMD es
calculado a partir de un algoritmo de optimizacion lineal basado en una solucion al problema
del transporte presentado por Monge [44], el cual es un caso particular del problema de
programacion lineal en el cual se debe minimizar el costo del abastecimiento a una serie de
puntos de demanda a partir de un grupo de puntos de oferta, teniendo en cuenta los distintos
costos de envo de cada punto de oferta a cada punto de demanda [37].
5.1.1. Denicion de histograma
Un histograma representa la frecuencia de valores de una variable. La variable cuanticada
es categorica, es decir, sus valores son categoras o etiquetas alfanumericas, y la cantidad de
posibles valores es nita. Cada valor representado en el histograma corresponde a una clase
(bin). Por lo general, la cantidad de clases del histograma es igual a la cantidad de valores
de la variable evaluada.
Sea x una medicion o una caracterstica, la cual puede tener uno de b posibles valores
contenidos en el conjunto X = fx0; x1; : : : ; xb 1g. Considere un conjunto de n elementos
cuyos valores son A = fa1; a2; : : : ; ang donde aj 2 X. El histograma del conjunto A a lo largo
de x es H(x;A), el cual es una lista ordenada de dimension b, con el numero de ocurrencias de
los valores discretos de x entre los ai. Dado que la comparacion se realizara entre histogramas
con igual medida x, se utilizara H(A) en lugar de H(x;A) sin perder generalidad. Si Hi(A)
con 0  i  b   1, denota el numero de elementos de A con valor xi, entonces H(A) =
[H0(A); H1(A); : : : ; Hb 1(A)], donde:
Hi(A) =
nX
j=1
cij donde cij =
(
1 si aj = xi;
0 en otros casos.
(5-1)
Si Pi(A) denota la probabilidad de muestras de valor o clase i, entonces Pi(A) =
Hi(A)
n
. Como
muestra la Figura 5-1, se presenta histrograma H(A) con n = 10 y b = 8, para un conjunto
de elementos con:
A = f1; 0; 7; 6; 0; 0; 2; 6; 6; 0g
H(A) = f4; 1; 1; 0; 0; 0; 3; 1g
P (A) = f0; 4; 0; 1; 0; 1; 0; 0; 0; 0; 3; 0; 1g
Si el orden de los elementos del conjutno A no fuese importante, entonces H(A) corresponde
a una representacion sin perdida de A, dado que A puede ser reconstruido a partir de H(A).
5.1.2. Tipos de mediciones
Se pueden observar tres tipos de mediciones para un histograma: nominal, ordinal y modulo:
En un histograma con medicion nominal, cada clase corresponde a un valor categorico aso-
ciado a una etiqueta lingustica, por ejemplo, las frecuencias de colores de un conjunto, cuyo
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Figura 5-1: Histograma H(A) con b = 8 correspondiente al conjunto A [95].
histograma puede tomar valores entre blanco, azul, rojo, entre otros. En un histograma ordi-
nal, los valores se encuentran ordenados, por ejemplo, las frecuencias de edades de un grupo
poblacional entre 1 y 20 a~nos se representara con un histograma de 20 clases, de 1 a 20.
Este corresponde al tipo mas comun de histogramas. En un histograma con medicion de tipo
modulo, los valores corresponden a un grupo abeliano, formando un anillo debido al opera-
dor aritmetico modulo. Por ejemplo, la direccion de una brujula puede tomar ocho valores
fN;NE;E; SE; S; SW;W;NWg, los cuales forman un anillo bajo la operacion de cambios
de direccion cada 45.
5.1.3. Permutabilidad de niveles
Las clases son llamadas niveles cuando son utilizadas en un histograma para indexar los
valores de una muestra, por ejemplo, los niveles de gris de una imagen. En un histograma de
tipo nominal, los niveles pueden estar en cualquier orden y ser permutados libremente, dado
que no hay un orden particular entre ellos, a diferencia de los histogramas de tipo ordinal y
modulo, en los cuales s existe un orden denido de niveles.
En el calculo de la distancia entre dos histogramas de tipo nominal, el orden de los niveles no
debe afectar el resultado, siempre y cuando el orden de ambos sea el mismo. Esta propiedad
de invarianza al orden la presentan los metodos existentes de distancias, tales como distancia
de ciudad, distancia euclideana, interseccion, Bhattacharyya, Matusita y distancia K   L,
debido a que consisten en la suma de las distancias por clase, y por conmutatividad, las
distancias no cambian al permutar niveles.
Por otra parte, esta propiedad no es deseable en el calculo de distancia de histogramas de
tipo ordinal o modulo. Debido a la denicion de ambos tipos de histogramas, los niveles no
pueden ser permutados. Por ejemplo, dados los siguientes histogramas de tipo ordinal, con
b = 8, rango = [0; 7] y n = 5:
H(D) = [0; 5; 0; 0; 0; 0; 0; 0]
H(E) = [0; 0; 5; 0; 0; 0; 0; 0]
H(F ) = [0; 0; 0; 0; 0; 0; 0; 5]
(5-2)
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La distancia entre H(D) y H(E) debe ser menor que la distancia entre H(D) y H(F ), pero
seran iguales si fueran tomados como nominales.
En este trabajo, se trataran con histogramas ordinales utilizando una variante del metodo
EMD.
5.2. Trabajos previos
Algunos trabajos que utilizan distancias calculadas entre clases de distintos niveles cross-
bin para la comparacion de histogramas puede ser encontrados en [49, 75, 76, 99]. Shen y
Wong [49] sugirieron desplegar dos histogramas, ordenarlos y calcular la distancia L1 entre
los dos histogramas desplegados. Para calcular el modulo correspondiente a la distancia en-
tre histogramas cclicos, ellos tomaron el mnimo de todas las permutaciones cclicas. Esta
distancia es equivalente al EMD entre dos histogramas normalizados. Werman et al. [75] de-
mostraron que esta distancia es equivalente a la distancia L1 entre histogramas acumulativos.
Ademas, probaron que la comparacion de dos histogramas cclicos, examinando unicamen-
te las permutaciones cclicas, es optima. Werman et al. [76] propusieron un algoritmo de
complejidad O(M logM) para encontrar el emparejamiento mnimo entre dos grupos de
M puntos en un crculo. El algoritmo fue adaptado por Pele y Werman [79] para calcular
el EMD entre dos histogramas normalizados de N clases, con complejidad O(N). Peleg et
al. [99] proponen utilizar EMD para imagenes en escala de grises utilizando programacion
lineal para el calculo. Rubner et al. [115] sugieren utilizar el EMD para imagenes de color y
texturas, y generalizaron la denicion del metodo para histogramas no normalizados. Calcu-
laron el EMD utilizando un algoritmo de programacion lineal especco - el metodo simplex
de transporte. En el peor caso, la complejidad es exponencial. En la practica, han mostrado
tiempos de ejecucion super-cubicos. Algoritmos de punto-interior o algoritmo de Orlin [59],
tienen un tiempo de complejidad de O (N3 logN) el cual tambien puede ser utilizado.
Ling y Okada proponen EMD   L1 [48], el cual consisten en EMD con L1 como distancia
de campo. Ellos mostraron que si los puntos estan sobre una red de Manhattan (ej. una
imagen), el numero de variables en el problema de programacion lineal puede ser reducido
de O(N2) a O(N). Para poder realizar el calculo de EMD   L1, se empleo un algoritmo
basado en arboles, Tree-EMD, el cual parte del hecho que una solucion viable del metodo
simplex forma un arbol de expansion cuando EMD L1 es modelado como un problema de
optimizacion de ujo de red. En el peor de los casos el tiempo de ejecucion es exponencial.
Empricamente, mostraron que este algoritmo es de complejidad de O(N2). Gudmundsson et
al. [56] tambien presentaron el problema de simplicacion de programacion lineal, utilizando
un algoritmo O(N logd 1N) que crea una red de Manhattan para un grupo de puntos N
en Rd. La red de Manhattan tiene O(N logd 1N) vertices y bordes. Por lo tanto, al usar
el algoritmo presentado por Orlin [59], el EMD   L1 puede ser calculado con un tiempo
de complejidad de O(N log2d 1N). Indyk y Thaper [86] propusieron una aproximacion de
EMD   L1 embebiendo EMD en el espacio euclidiano. La complejidad es de O(Nd log),
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donde N es el tama~no del conjunto de caractersticas, d es la dimension del espacio de la
caracterstica, y  es el diametro de la union de los conjuntos de caractersticas. Grauman y
Darrell [64] reemplazaron L1 por la interseccion de histograma para llegar a una aproximacion
parcial. Shirdhonkar and Jacobs [101] presentan un algoritmo, de orden de complejidad lineal,
para las aproximaciones deEMD L1 para histogramas de baja dimension utilizando la suma
de valores absolutos de coecientes de wavelets ponderados de la diferencia de histogramas.
Lv et al. [85] propone una variante de EMD con distancia de campo umbralizada, embebido
en la norma L1. Por ultimo, Pele y Werman [79] proponen el \EMD - una nueva variante
de EMD para histogramas no normalizados. Demuestran que, a diferencia de la denicion
de Rubner,\EMD es una metrica para histogramas no normalizados. Ademas, propusieron
un algoritmo de orden de complejidad lineal que calcula el EMD con un distancia de campo
de 0 para clases con correspondencia 1 a 1, 1 para clases adyacentes y 2 para las clases mas
lejanas y la masa extra.
5.3. Earth Mover's Distance
Los metodos existentes calculan la distancia clase por clase, es decir, se asume que los
dominios de los histogramas estan alineados. El metodo EMD [115] es un metodo para
el calculo de distancia entre clases, y a diferencia de los metodos tradicionales, el calculo
es realizado entre clases de distintos niveles (cross-bin), lo cual soluciona el problema de
alineacion de dominios.
Como se menciono antes, EMD es denido como el costo mnimo para transformar un his-
tograma en otro, donde existe una distancia de suelo o campo (ground distance) entre las
clases del histograma. La distancia de suelo GD(p; q) es la distancia existente entre dos ca-
ractersticas p y q en el espacio de caractersticas, es decir, la distancia de dos clases de un
histograma ordinal.
Ademas, aunque Rubner denio que EMD es una metrica para histogramas normalizados,
Pele y Werman [79] sugieren \EMD y demuestran que esta es una metrica para todos los
tipos de histogramas. Se dene como metrica, cualquier funcion que dene una distancia en
un espacio metrico, el cual es un tipo particular de espacio topologico donde una distancia
entre puntos esta denida.
Uno de los principales problemas que se muestra al utilizar EMD es determinar la distancia
de campo maxima a utlizar entre clases. Esto, obviamente, depende de los histogramas y las
consideraciones practicas del metodo.
\EMD dene un umbral para la distancia de campo, es decir, la distancia maxima es un va-
lor constante, llamado tambien distancias saturadas. Esto tiene varias propiedades deseables:
Primero, corresponden a como los humanos perciben las distancias [78]. Segundo, muchas
distribuciones de ruido presentan una gran cola, es decir, un ruido atpico. Los umbrales de
distancia asignan a diferentes valores atpicos la misma distancia. Por ultimo, el algoritmo
\EMD calcula la distancia de histogramas, utilizando umbrales de distancia de campo, mu-
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(a) Red de ujo de masa de
EMD.
(b) Red de ujo de masa de \EMD.
Figura 5-2: Transformacion de la red de ujo de masa de\EMD [79].
cho mas rapido debido a que se reduce el orden de magnitud de la red de ujo de masa del
algoritmo original. El algoritmo transforma la red de ujo de masa de EMD de modo que el
numero de bordes se reduzca de N2+N a N(N   3) bordes (ver Figura 5-2).\EMD ha sido
utilizado de forma exitosa en muchas aplicaciones como recuperacion de imagen [115, 85],
deteccion de borde y esquina [8], emparejamiento de puntos clave [79, 22, 48], identicacion
de imagenes duplicadas [61, 98], NMF (Nonnegative Matrix Factorization) [93], y empareja-
miento de contornos [63].
5.3.1. Denicion
EMD [115] es denido como el costo mnimo para transformar un histograma en otro, donde
hay una distancia de campo entre las clases basicas que conforman el histograma. Dado dos
histogramas P y Q, el EMD introducido por Rubner et al. [115] es:
EMD(P;Q) =
(mnfij
P
i;j fijdij)
(
P
i;j fijdij)
;
sujeto a fij  0;P
j fij  Pi;P
i fij  Qi;P
i;j fijdij = mn
P
i Pi;
P
j Qj

(5-3)
donde ffijg corresponden a los ujos de masa. Cada ffijg representa la cantidad trasportada
desde la clase i hasta la clase j, y fdijg corresponde a distancia de campo entre las clases i
y j de cada histograma. Pele y Werman [79] denen una variante de EMD:
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\EMD(P;Q) =
mnfij
P
i;j fijdij

+ jPi Pi  Pj Qjjmaxi;j dij;
sujeto a fij  0;P
j fij  Pi;P
i fij  Qi;P
i;j fijdij = mn
P
i Pi;
P
j Qj

(5-4)
Probaron que \EMD es una metrica para cualquier par de histogramas si la distancia de
campo es metrica y   0;5 [79]. Esta propiedad ofrece mayor velocidad a algoritmos para
busquedas de vecindarios cercanos [84, 83], agrupamiento rapido [17], y clasicadores de
margen maximo [72, 111]. En este trabajo, sera utilizada la denicion de Pele y Werman
con  = 1. Ademas, la distancia de campo se limita hasta un determinado valor de umbral,
es decir, sea d(a; b) la distancia entre dos caractersticas a, b, la distancia con umbral t > 0
esta denida como: dt(a; b) = min(d(a; b); t).
5.3.2. EMD con un umbral de distancia de campo (\EMD)
Esta seccion describe el algoritmo para calcular \EMD o, lo que es equivalente, EMD con
un umbral de distancia de campo, el cual ofrece mayor velocidad con respecto al algoritmo
original.
El \EMD puede ser resuelto a partir del algoritmo del Problema de Flujo con Costo Mni-
mo [88]. \EMD hace una transformacion de la red de ujo, lo cual reduce el numero de
bordes. En general, el metodo busca la mnima cantidad de masa a transportar desde un
histograma fuente hasta un histograma receptor, ambos con igual cantidad de clases. Si N
corresponde al numero de clases del histograma, la red de ujo de\EMD presenta N2 +N
conexiones. N2 bordes conectan todas las fuentes a todos los receptores, y los N bordes extra
conectan todas las fuentes a un receptor que almacena la diferencia de masas totales de los
dos histogramas. Se asume que la masa total del histograma fuente es mayor o igual a la
masa total del histograma receptor. La transformacion (ver Figura 5-2) remueve todos los
bordes con costo t (el cual corresponde al umbral de la distancia de campo), y despues agrega
un nuevo vertice de transbordo. Finalmente conectamos todas las fuentes a este vertice con
los bordes de costo t y conectamos el vertice a todos los receptores con los bordes de costo
0. Sea K el promedio de bordes que salen de cada clase y que tienen un costo diferente al
umbral t. La nueva red de ujo tendra NK +N bordes respecto a la red original, es decir,
N bordes que conectan todas las fuentes al vertice de transbordo, y N bordes conectados
desde el vertice de transbordo hacia todos los receptores. As, el numero total de bordes es
N(K + 3). Si K es constante, entonces el numero de bordes es O(N) en contraste con el
algoritmo original, O(N2). La nueva red de ujo ya no corresponde a un problema de trans-
porte, sino que se convierte en un problema de transbordo [88] (un problema de transporte
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permite solo envos directamente desde los puntos de origen a los puntos de demanda. En
muchas situaciones, sin embargo, existe la posibilidad de hacer envos a traves de puntos
intermedios, los cuales corresponden a los puntos de transbordo). Sin embargo, los dos son
casos especiales del Problema de ujo con costo mnimo, por lo tanto, cualquier algoritmo
que resuelva dicho problema, puede ser utilizado para ambos casos: Sea K = O(1), el orden
de complejidad del problema de optimizacion del Flujo con Costo Mnimo, en el peor caso,
corresponde al menor orden de:
O(mn( (N2 logU log(NC)); (N2 logU
p
logC);
(N2 logU logN); (N2 log2N)))
(5-5)
los cuales corresponden a los algoritmos de: Ahuja et al. [86], Edmonds y Karp [53], Ahuja
et al. utilizando el algoritmo del camino mas corto (Shortest Path) [87], y por ultimo, Ed-
monds y Karp [53], utilizando el algoritmo del camino mas corto de Fredman y Tarjan [71]
y Orlin [59]. Los algoritmos con un termino C asumen un costo integral de coecientes limi-
tados por C. Algoritmos con un termino U asumen fuentes y receptores integrales que estan
limitados por U . Esto demuestra que, tanto\EMD como EMD, tienen la misma solucion de
costo mnimo.
5.4. Resultados
En esta seccion se presentan los resultados del metodo de comparacion de histogramas eva-
luado sobre dos vistas parciales de un objeto real. La Figura 5-3 muestra las dos vistas
parciales. La prueba se realizo seleccionando un vecindario de radio 10 alrededor de un pun-
to de la primera vista. El radio esta determinado por los anillos de vertices alrededor del
punto (ver Figura 5-4). A partir de los valores del ndice de forma asociado a los vertices
seleccionados, se forma un histograma de 10 clases, es decir, se dividio el intervalo [ 1; 1] en
10 subintervalos, cada uno asociado a una clase del histograma.
Una vez seleccionado un vecindario en la primera vista, se realiza una busqueda en la segunda
vista de vecindarios con histogramas similares, es decir, para cada vertice de la segunda
vista, se genera un vecindario de radio 10, se construye un histograma de ndice de forma
y se calcula el valor de \EMD entre el histograma de la primera vista y la segunda vista
parcial. La Figura 5-5 muestra una ampliacion del vecindario seleccionado manualmente
en la primera vista, y su histograma asociado. La Figura 5-6 muestra el mejor vecindario
obtenido despues de realizar la busqueda sobre la segunda vista. La distancia entre los dos
histogramas es de\EMD = 72. La Figura 5-7 muestra el segundo mejor vecindario, con una
distancia de\EMD = 75. Como se puede observar, regiones similares presentan histogramas
de ndice de forma similares.
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(a) Primera vista parcial (b) Segunda vista parcial
Figura 5-3: Vistas parciales del conejo de Stanford.
(a) Vecindario de radio 1 (b) Vecindario de radio 2 (c) Vecindario de radio 3
Figura 5-4: Vecindario de puntos seleccionados sobre la supercie.
(a) Vecindario alrededor
del punto
(b) Histograma asociado al vecindario
Figura 5-5: Vecindario alrededor del punto seleccionado manualmente en la primera vista.
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(a) Vecindario alrededor
del punto
(b) Histograma asociado al vecindario
Figura 5-6: Vecindario con\EMD = 72.
(a) Vecindario alrededor
del punto
(b) Histograma asociado al vecindario
Figura 5-7: Vecindario con\EMD = 75.
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5.5. Conclusiones
\EMD es una metrica que permite determinar la diferencia de dos distribuciones con dife-
rentes masas, extendiendo la nocion natural de distancia entre dos elementos. Es robusta al
ruido, datos atpicos y efecto de cuantizacion. Ademas, el uso del umbral de distancia de
campo reduce el orden de complejidad de la red de ujo de masa, de modo que se reduce el
tiempo de computo drasticamente, con respecto al EMD original.
6 Resultados
En este captulo se presentan los resultados aplicando el metodo propuesto para el registro
de imagenes de rango a partir de las caractersticas geometricas descritas por el ndice de
forma. A continuacion se presentara la descripcion del proceso de registro, la metrica de
error utilizada y los resultados experimentales.
6.1. Descripcion del metodo propuesto
El metodo propuesto consiste en alinear dos vistas parciales a partir del ndice de forma. El
proceso es realizado de la siguiente manera:
1. Se calcula el ndice de forma por vertice a partir de los valores de las curvaturas
principales de cada vertice.
2. Se seleccionan 3 vertices manualmente sobre la primera vista parcial, y se genera un
histograma de ndices de forma del vecindario alrededor de cada uno.
3. Sobre la segunda vista, se realiza la busqueda de vertices con histogramas similares
utilizando\EMD para el calculo de la distancia entre histogramas. Esta busqueda ge-
nerara un listado de vertices similares en la segunda vista por cada vertice seleccionado
en la primera vista.
4. Utilizando las listas de vertices similares, se busca el emparejamiento con menor error
de alineacion. Solo se realiza la alineacion entre las parejas formadas por los vertices
seleccionados de la primera vista, y sus correspondientes en la segunda vista, por lo
que se reduce el espacio de busqueda del emparejamiento.
5. Se realiza la alineacion de las vistas completas utilizando las parejas obtenidas en
el paso anterior y se calcula el error de alienacion e ndice de interpenetracion de
supercies [69]. La alineacion es realizada utilizando el metodo de Horn [11] para
encontrar la transformacion espacial que convierte el sistemas de coordenada de la
vista a registrar al sistema de la vista modelo.
50 6 Resultados
Figura 6-1: Registro de dos supercies planas [69]
6.2. Metrica de error
Diferentes metodos se han propuesto para escoger el tipo de medida del error, basandose
en la suma del cuadrado de las distancias de los puntos correspondientes, error punto a
punto basado en distancia, la suma del cuadrado de la distancia del punto origen al plano
destino, entre otros. Los algoritmos de minimizacion del error se relacionan directamente a la
metrica elegida. Para el error por suma del cuadrado de las distancias se utilizan metodos de
solucion como: quaterniones, descomposicion en valores singulares, matrices ortonormales.
En esta tesis, se escogio como metrica la media cuadratica de las distancias de los puntos
correspondientes, y el ndice de Interpenetracion de Supercies [69].
El ndice de interpentracion de supercies (SIM - Surface Interpenetration Measure) esta ba-
sado en el efecto natural de interpenetracion resultante del registro de supercies, debido
a peque~nas distorsiones locales causadas por las limitaciones en la precision del sensor, o
por ruido [68]. En la practica, una supercie plana puede presentar irregularidades una vez
adquirida, ademas, dos vistas adquiridas con el mismo sensor sobre el mismo objeto, gene-
ralmente generan dos imagenes de rango distintas. Se puede observar en la Figura 6-1 el
efecto de interpenetracion resultante del registro de dos imagenes de rango de una supercie
plana.
Cuanticando numericamente la interpenetracion, se puede establecer una evaluacion mas
precisa, y es posible ofrecer un control mas robusto del registro, aunque en esta tesis solo se
utiliza como una medida para evaluar la calidad del registro. Un valor alto de SIM representa
un buen registro, y de igual manera, malas alineaciones producen valores bajos.
Despues de la alineacion de dos vistas, A y B, se realiza la identicacion de los puntos de
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Figura 6-2: Punto de interpenetracion p en A con respecto a B [69]
interpenetracion en A con respeto a B, los cuales llamaremos CA;B. Para cada punto p 2 A
se dene un vecindario Np de radio n centrado en p. Con q denido como un punto en el
vecindario Np, c como el punto correspondiente de p en B, obtenido a traves de una busqueda
de puntos cercanos utilizando un kd-tree [51], y  !n c el vector normal en c, el conjunto de
puntos de interpenetracion en A esta dado por:
CA;B = fp 2 Aj
h   !
qi   c   !n c
i h   !
qj   c   !n c
i
< 0g (6-1)
donde qi; qj 2 Np e i 6= j. CA;B corresponden a los puntos en A cuyos vecindarios incluyen
al menos un par de puntos separados por un plano tangente local, obtenido a partir de los
puntos correspondientes en B, como se ve en la Figura 6-2.
6.3. Resultados del metodos propuesto
El primer paso consiste en cargar las mallas triangulares de las vistas parciales a alinear, S1 y
S2, y calcular el valor dendice de forma por vertice de cada vista. Dado que elndice de forma
vara entre  1 y 1, se puede asociar un mapa de color por vertice. A continuacion se realiza la
seleccion inicial de vertices fv1ig, donde i esta asociado a cada vertice seleccionado de S1, y se
establece un vecindario de radio r (para nuestro caso, se escogio un valor de r = 10) alrededor
de v1i. La Figura 6-3 muetra la primera vista del conejo con los vecindarios seleccionados
(v11 = 6867, v12 = 30005, v13 = 37525). La Figura 6-4 muestra las vistas parciales a registrar
y los puntos seleccionados de la primera vista.
A partir de cada vecindario alrededor de v1i se genera un histograma de ndice de forma y
realiza la busqueda de vecindarios con histogramas similares sobre S2. La busqueda de los
vertices v2i sobre S2 se realiza calculando el valor de\EMD entre cada vecindario alrededor
de v1i y los vecindarios de radio r alrededor de cada vertice de S2, obteniendo un listado de
distancias por vecindario de S1 (ver Tabla 6-1).
De los listados obtenidos, se escoge un vertice de cada lista, y se realiza una alineacion contra
los vertices seleccionados de S1. De esta busqueda, se escoge la combinacion de vertices de
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(a) (b)
Figura 6-3: Vista parcial del conejo: (a) Mapa de color del ndice de forma, (b) Vecindario
de radio 10 alrededor del vertice seleccionado
(a) (b)
Figura 6-4: Vistas parciales a registrar
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(a) Vertices similares a
v11
Vertice \EMD
5386 23
5604 30
5821 34
4936 35
5164 36
6678 38
6465 41
4935 41
6467 41
5163 53
(b) Vertices similares a
v12
Vertice \EMD
6505 33
6292 33
6719 36
29149 37
6076 39
6075 40
6505 42
29148 42
6504 42
5860 44
(c) Vertices similares a
v13
Vertice \EMD
36841 72
36945 75
36842 75
4924 77
36944 79
36843 80
4923 82
36637 84
36740 84
36738 85
Tabla 6-1: Listado de los 10 mejores vertices de S2 respecto a S1
S2 con el menor error de alineacion con respecto a S1. La Figura 6-5 muestra la alineacion
entre los vecindarios de v1i y los primeros vertices v2i de la Tabla 6-1. El error de alineacion
en este caso es la suma de los cuadrados de las distancias de cada vertice del vecindario de v1i
respecto al vertice mas cercano del vecindario asociado a v2i, el cual es obtenido utilizando
un kd-tree.
Una vez nalizada la busqueda, se tienen los vertices v2i con el menor error de alineacion.
La Figura 6.6(a) muestra los vecindarios seleccionados de S1 junto con sus histogramas
asociados, y la Figura 6.6(b) los vecindarios v2i con el menor error junto con sus histogramas.
La transformacion obtenida de esta ultima alineacion, es aplicada a S2. La Figura 6-7 mues-
tra el resultado del proceso de alineacion.
Una vez realizada la alineacion, se calcula el ndice de Interpenetracion de Supercies (SIM),
para el cual se realiza la busqueda de parejas de ambas supercies utilizando un kd-tree. La
Figura 6-8 muestra los puntos de interpenetracion del conejo. En este caso, el porcentaje
de interpenetracion de supercies es de SIM = 55;98% y el error de registro es RMS =
4;854 10 4.
La Figura 6-9 muestra el resultado del proceso anterior, pero en este caso la primera vista
se encuentra rotada, con lo que se conrma la independencia a la rotacion y traslacion del
metodo. La Figura 6-10 muestra el resultado del proceso de registro aplicado al armadillo
de Stanford. La Tabla 6-2 presenta los resultados obtenidos.
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(a) Vecindarios de v1i y v2i alineados (b) Ampliacion de v11 ali-
neado a v21 (Frente)
(c) Ampliacion de v11 ali-
neado a v21 (Lateral)
Figura 6-5: Alineacion entre los vecindarios de v1i y los primeros vertices v2i.
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(a) (b)
Figura 6-6: Vecindarios seleccionados e histogramas asociados: (a) Vecindarios selecciona-
dos de S1, (b) Vecindarios similares de S2
Figura 6-7: Vistas S1 y S2 alineadas
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(a) (b)
Figura 6-8: Puntos de interpentracion del conejo (SIM = 55;9895%,RMS = 4;85410 4):
(a) Interpenetracion entre S1 y S2, (b) Puntos de interpenetracion.
Objeto Vertices vista 1 Vertices vista 2 RMS SIM
bunny 40256 40097 4;854 10 4 55;9895%
bunny rotado 40256 40097 4;854 10 4 62;75%
armadillo 29754 32864 1;3009 10 3 27;38%
Tabla 6-2: Resultados del metodo propuesto
6.4. Comparacion con metodos existentes
En esta seccion se presentan los resultados de algunos metodos de otros autores y el metodo
propuesto en esta tesis. Para la comparacion se realizo el registro de las vistas parciales de
un objeto sintetico (foot) y un objeto real (frog). Los resultados de los otros metodos fueron
obtenidos utilizando el toolbox de registro publicado por Salvi et al. [103, 102], ejecutado en
MATLAB R2010a sobre un procesador Intel Core 2 Duo de 3.00 GHz. La implementacion del
metodo propuesto fue realizada en .NET 2.0 C#/C++ y cuenta con un visor en OpenGL.
Los resultados nales obtenidos del proceso de registro se presentan en la Tabla 6-3, y las
vistas alineadas, asociadas a cada metodo, se presentan en la Figura 6-15. El resultado de
las vistas alineadas, utilizando el metodo propuesto en esta tesis, se puede observar en las
Figuras 6-11 y 6-12.
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(a) (b)
(c)
Figura 6-9: Registro del conejo de Stanford (SIM = 62;75%, RMS = 4;854  10 4): (a)
vistas parciales S1 y S2 con sus respectivos vecindarios seleccionados y similares,
(b) vistas parciales alineadas, y (c) puntos de interpenetracion.
(a) (b) (c)
Figura 6-10: Registro del armadillo (SIM = 27;38%, RMS = 1;3009  10 3): (a) vistas
parciales S1 y S2 con sus respectivos vecindarios seleccionados y similares, (b)
vistas parciales alineadas, y (c) puntos de interpenetracion.
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Metodos
Objeto sintetico (foot) Objeto real (frog)
RMS Tiempo total RMS Tiempo total
Spin Image [62] 16.299901 354.385 13.593173 3437.958
PCA [21] 47.242918 0.017 49.971395 0.053
Besl-McKay [13] 2.773072 6.85 4.34918 30.75
Chen-Mendioni [19] 2.773072 6.792 1.285222 96.255
Trucco [110] 0.623992 9.778 5.37171 27.124
Jost [105] 7.911495 4.485 4.769388 14.832
ZinBer [107] 1.967233 5.672 0.752575 25.371
Esta tesis 1.835041 4.982 2.386034 2.737
Tabla 6-3: Resultado del registro de un objeto sintetico (foot)
(a) (b) (c)
Figura 6-11: Registro de objeto sintetico
(a) (b) (c)
Figura 6-12: Registro de objeto real (frog)
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(a) Resultado de Spin Image [62].
Figura 6-13: Resultado del registro de un objeto sintetico (foot) y un objeto real (frog)
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(a) Resultado de PCA [21].
(b) Resultado de Besl y McKay [13].
(c) Resultado de Chen y Mendioni [19].
Figura 6-14: Resultado del registro de un objeto sintetico (foot) y un objeto real (frog)
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(a) Resultado de Trucco [110].
(b) Resultado de Jost [105] .
(c) Resultado de ZinBer [107].
Figura 6-15: Resultado del registro de un objeto sintetico (foot) y un objeto real (frog)
7 Conclusiones
En este trabajo se ha propuesto un metodo semiautomatico para el registro grueso de image-
nes de rango basado en las caractersticas geometricas descritas por el ndice de forma por
vertice. El metodo inicia a partir del calculo de las curvaturas principales por vertice uti-
lizando el metodo propuesto por Rusinkiewicz [100], el cual funciona sobre triangulaciones
arbitrarias, sin informacion previa de la topologa o la presencia de agujeros, no presenta
casi artefactos ni degeneraciones, y opera sobre vecindarios locales. Ademas solo requiere
evaluar una vez cada cara y vertice. Despues se obtiene el ndice de forma por vertice [58],
el cual, ademas captura la nocion de forma local en un punto de una supercie, es indepen-
diente de las transformaciones espaciales (rotacion, traslacion, escalas). Por ultimo, despues
de realizar la seleccion manual de puntos sobre la primera vista, se realiza la busqueda de
puntos similares sobre la segunda vista, los cuales se caracterizan por tener un vecindario
con forma similar al vertice que le corresponde en la primera vista. Para determinar si una
pareja de vertices tienen vecindarios con forma similar, se genera un histograma con los
ndices de forma del vecindario alrededor de cada vertice de la primera vista, y se realiza
una busqueda de los vertices de la segunda vista que tengan histogramas similares. Dicha
comparacion de histogramas es realizada utilizando la metrica\EMD [80] para determinar la
distancia existente entre dos histogramas. Una vez identicadas las parejas de puntos entre
ambas vistas, se realiza la alineacion de supercies y se calcula el error e interpenetracion.
Los resultados obtenidos mostraron que, a partir de una buena seleccion de puntos iniciales,
el metodo puede encontrar una transformacion adecuada. Se consideran una buena eleccion
de puntos, aquellos cuyo vecindario presente caractersticas topologicas distintivas.
El metodo propuesto plantea un punto de inicio para el dise~no de un metodo de registro
automatico, y presenta algunas ventajas como son la independencia de la transformacion
espacial y pre-alineacion. Ademas, el metodo es determinstico, es decir, con los mismos
parametros se obtiene el mismo resultado.
Entre sus debilidades, el resultado depende de la seleccion inicial de puntos sobre S1, una
mala seleccion llevara a un mal registro, ademas se requiere un metodo mas robusto para la
deteccion de falsas correspondencias para los vecindarios con histogramas similares pero en
regiones distintas. Ademas, la etapa de busqueda de vertices similares tiene un costo compu-
tacional alto, sin embargo, puede ser disminuido mediante la implementacion paralela del
algoritmo, lo que permitira reducir el tiempo necesario para encontrar las correspondencias.
Ademas, el metodo propuesto es de registro grueso, debido a que su objetivo es calcular una
estimacion inicial de la transformacion entre las dos vistas, de las cuales no se tiene infor-
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macion de la transformada inicial. Ademas, no se plantea un proceso de renamiento de la
alineacion, sino que se aplica una unica transformacion a partir de las regiones seleccionadas.
7.1. Trabajo futuro
Como trabajo futuro se propone:
Establecer un criterio de seleccion automatica de puntos iniciales, de modo que se
puedan obtener histogramas unicos, y establecer un metodo de validacion de corres-
pondencias utilizando Point Signature [20], con el cual se puede comparar la estructura
de los vecindarios correspondientes.
Implementar el registro con independencia de escala, de modo que si alguna de las
vistas parciales presenta una escala distinta, se pueda corregir al momento de realizar
la alineacion. El metodo, en general, no presenta limitaciones por cambios de escala en
alguna de las vistas a registrar, pero al momento de realizar la alineacion, no se calcula
el factor de escala de la vista a registrar. Esto se puede solucionar calculando el factor
de escala a partir de los vertices v2i.
Implementar un proceso de registro no, para realizar un renamiento de la alineacion
inicial obtenida al nalizar el metodo propuesto en esta tesis.
Utilizar los puntos de interpenetracion para guiar la etapa de registro no. Una vez
nalizado el registro grueso, es posible reducir el espacio de busqueda de los algoritmos
de registro no utilizando la informacion obtenida del ndice de interpenetracion de
supercies. En esta tesis solo se utiliza esta informacion para determinar la calidad del
registro.
Paralelizacion del algoritmo para disminuir el costo computacional.
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