Abstract. We prove that the Fibonacci morphism is an automorphism of infinite order of free Burnside groups for all odd n ≥ 665 and even n = 16k ≥ 8000.
Introduction
The question of study of automorphisms of free Burnside groups was stated by Ol'shanskii in the Kourovka Notebook [7] . The first results were obtained by Cherepanov in [4, 5] and by Atabekyan in [2, 3] . In paper [4] it was proved that the Fibonacci morphism is an automorphism of infinite order of free Burnside groups for all odd n > 10 10 and even n = 16k ≥ 8000. This paper shows that the bound of odd n can be decreased from n > 10 10 to n ≥ 665.
Consider an automorphism ϕ : F 2 → F 2 of the absolutely free group F 2 of rank two with free generators {a, b}, given on generators by formulae
This automorphism is called after Fibonacci since the lengths of words ϕ k (a) are equal to corresponding members of the numerical Fibonacci sequence. If we consider the sequence of mirror copies of words ϕ k (a), we obtain the iterations of the following morphism h : a → b, ϕ : b → ba.
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This morphism is also called after Fibonacci. All the statements of this paper that we prove for the first morphism hold for the second morphism either. Automorphism ϕ naturally induces an automorphism of free the Burnside group B(2, n), which we denote by the same letter ϕ. Let us remember that a free Burnside group B(2, n) is the quotient F 2 /F 2 n , where F 2 n is the subgroup generated by all possible n-powers of elements of F 2 . Obviously the group B(2, n) has a presentation B(2, n) = a 1 , a 2 |A n = 1, for all words A = A(a 1 , a 2 ) . Theorem 1.1. For arbitrary odd n ≥ 665 and arbitrary even n = 16k ≥ 8000 the Fibonacci automorphism ϕ has infinite order in the group Aut(B (2, n) ).
Theorem 1.1 strengthens the similar result of paper [4] , decreasing the bound of odd n to n ≥ 665.
To prove Theorem 1.1 we prove the following result that is individually interesting.
Proposition 1.2. For any natural k no forth power of a non-empty word occurs in a cyclic word
As usual, by a cyclic word we mean a word written on a circle without fixing its start. Proposition 1.2 strengthens one of the results of paper [6] by Karhumäki, where a similar statement is proved without the assumption that the word ϕ k (a) is cyclic. Our proof of Proposition 1.2 does not depend on paper [6] by Karhumäki. Proposition 1.2 also strengthens the Lemma 1.3 of paper [4] by Cherepanov, according to which no 24th power of a non-empty word occurs in a cyclic Fibonacci sequence. Bearing on paper [6] We say that the word E occurs in a word X, if there exist words R and Q such that X REQ holds. If the word R (word Q) is empty, then E is a prefix (suffix) of X. If X is a word over the alphabet that does not contain the letter * and X REQ, the word R * E * Q is called an occurrence of word E in a word X. E is called a base of the occurrence R * E * Q. For a given word X we denote by X the cyclic word generated by X, that is the word X written on a circle without fixing its start. For a given word X by ∂(X) we denote the length of X, that is the number of its letters over the alphabet {a, b}. For the equality by definition of two words or two occurrences in a same word we use the symbol .
Consider an automorphism ϕ : a → b, ϕ : b → ab of the group B(2, n). Let us first write out a few images
Let us recall the following statements from [1] , that we often refer to.
Lemma 2.4 (see Lem. IV.2.16 in [1]). If no elementary α-power of rank 1 occurs in a word
Elements of the set A are called absolutely reduced. Proof. Let us prove it by induction on k. The base of induction is obvious. Suppose the statement is true for all natural l ≤ k and prove it for k + 1.
Since all cyclic shifts of the word X k+1 = DCCDC occur in a Fibonacci word X k+3 = DCCDCCDCDCCDC that contains no 2+(( √ 5+1)/2) fractional power according to proposition 1.3, the word X k+1 contains no fractional 2+(( √ 5+1)/2) power of a non-empty word either.
Lemma 2.7. None of the words X k is a proper power, that is
X k = Z t , t ≥ 2, for k = 1, 2, . . .
Proof.
Since the cyclic shift of a proper power is itself a proper power, it is enough to prove that X k is not a proper power. We prove this by induction on k. For k ≤ 5 the proof is obvious. Suppose that the lemma is proved for all numbers l ≤ k, and prove it for k + 1. We can assume that the word Z is primitive. Let
This contradicts the inductive assumption. 
p , for some cyclic shift Z 2 of Z. Since ∂(CDCC) < 4∂(C), the case p = 1 is impossible, and p > 1. This contradicts the Lemma 2.7. IV. Now suppose Z t occurs in a word CCDC. Then it contains the base EDD = CD of the occurrence ED * EDD * ED in a word CCDC. 
in a cyclic word CCDCD or DCDCC respectively. One has E = GF = GHG. In view of the obvious inequality
by Lemma 2.3 and Lemma 2.7 we obtain C = EF E = Z 2 . The suffix C of the base of the occurrence C * CDC * D is not continuable to the right relative to period C because the first letters of words C and D are different. In view of the inequality ∂(D) < ∂(C) the base of the occurrence * CCDC * D does not end with word C 4 . Now let Z 4 contain the base of the occurrence D * CDC * C. Consider the maximal power of the word C that occurs in a word DCDCC, where one C of that power coincides with the suffix C of the base of the occurrence D * CDC * C. We can continue the occurrence D * CDC * C to the right relative to period C = Z 2 . Now let us count from right to left the maximal power of C that occurs in a word DCDCC. We have the equalities
DCDCC = F EEF EF EEF EEF E = F EEF CCC.
It is obvious that the equality EEF = EF E = C has to hold, and therefore EF = F E. Then D = F E = T p , p ≥ 2 that contradicts the Lemma 2.7. is a suffix of the base of occurrence * CDCD * C = * CF GF EDD * C then from right to left we read D 2 , D = F E, and the equality F G = GF = E must hold. Therefore E = T p , p ≥ 2 that contradicts the Lemma 2.7. Thus we proved that
