Point precipitation is represented by Poisson arrivals of rectangular intensity pulses that have random depth and duration. By assuming the storm depths to be independent and identically gamma distributed, the cumulative distribution function for normalized annual precipitation is derived in terms of two parameters of the storm sequence, the mean number of storms per year and the order of the gamma distribution. In comparison with long-term observations in a subhumid and an arid climate it is demonstrated that when working with only 5 years of storm observations this method tends to improve the estimate of the variance of the distribution of the normalized annual values over that obtained by conventional hydrologic methods which utilize only the observed annual totals.
INTRODUCTION
Point precipitation is a random time series of discrete storm events which under certain restrictions may be assumed to be mutually independent and in which the average time between events is large with respect to the average duration of the events themselves.
For reasons of physical validity an engineering model of this process must retain those natural features which are important to the problem at hand, while for economy of computation and for clarity of behavior it should omit those features deemed unessential. Maximum understanding of hydrologic variability would be achieved with a model of the precipitation process which incorporates the geophysical dynamics through which atmospheric disturbances are generated and propagated and produce local precipitation. Unfortunately, the base of scientific knowledge does not yet exist for this model. Instead we will take the phenomenological approach, which represents the essential observed features of the precipitation time series by a stationary stochastic generating process that is analytically tractable.
The essential features of precipitation in terms of a physically oriented model of water balance processes are (1) the time between storms, since this is the 'window' for evapotranspiration, (2) the duration of the storms, since this starts and stops the infiltration process, and (3) the storm depths, since these determine the water availability for infiltration.
Various models have been used for this process (see the reviews by Grace and Eagleson [1966] and Gupta [1973] ), but the Poisson process [Benjamin and Cornell, 1970, pp. 236-249] seems to provide the best compromise between the conflicting demands of simplicity and generality.
Perhaps the most general development of the Poisson precipitation models is that of Todorovic [1968] , in which he considers the individual storm depths to be distributed exponentially with a mean depth which is annually periodic. The Poisson arrival rate of these events is also considered to be annually periodic. In a subsequent summary of this work, Todorovic and Yevjevich [1969] apply it with some success to the description of the probability density functions of seasonal precipitation.
Benjamin by considering the processes to be stationary rather than periodic.
In this work we will continue the simplifying assumption of stationarity but will replace the exponential distribution of individual storm depths by the more general two-parameter gamma distribution, as was done earlier. by Todorovic and Yevjevich [1967] and more recently by Ison et al. [1971] . We will extend these developments to the case of a randomly variable length of the rainy season and will demonstrate the value of the technique to the derivation of the frequency of annual rainfall from only a few years of storm observations.
THE POISSON ARRIVAL PROCESS
The classical derivation of the Poisson distribution of storm arrivals at a point assumes successive events to be independent. The probability of one arrival in time interval/xt is p and that of more than one arrival in this interval is negligible. This leads to the binomial distribution for the probability po 
It should be noted that the independence assumption is strictly applicable only for instantaneous arrivals--in this case, 
for the probability of obtaining exactly v events in time t. 
By using (5) this becomes Fr(ta) = 1 -e-'"t.
which is the probability that the first storm will arrive after elapsed time ta. Since the Poisson process is assumed to be stationary, the origin of the time interval ta is arbitrary and may be thought of as coinciding with one of the instantaneous occurrences shown in 
where h is the total precipitation (depth) from a single storm. We define fv{.)(Y) as the probability density function of P(v). The probability density of the total precipitation P in time t is then given by summing the probability densities f•.{•)(y) for each of the (mutually exclusive and collectively exhaustive) number of storms v which could deliver y precipitation in this time, each weighted by the discrete probability Po•t ( We will assume these h• to be independent, and, although in many natural cases, seasonal differences are present, we will assume the h• to be identically distributed. This assumption may be removed (at considerable computational cost, however) should the circumstances so dictate.
Having made the independence assumption, we will select a distribution for the storm depths which meets the following criteria: (1) it provides a good fit with observations over a range of climatic types and yet (2) Although this integration is readily performed for simple fr(r) (such as the uniform distribution), we will omit this refinement here, assuming the coefficient of variation of r to be small. We will thus replace the random variable r in (25) by its mean value m•.
Taking the expected value of (13) 
which can be reduced, in the manner of (26), to
By using (6), (7), (16) Note that the normalized distribution is specified in terms of only two parameters, the mean number of independent storms per year com• and the order K of the gamma distribution of storm depthsß
We will now verify (36), using storm observations from both moist and dry climates.
OBSERVED DISTRIBUTIONS OF STORM PROPERTIES
To assemble observed distributions of storm properties, we first need a criterion for separating the time series into independent events. Grace and Eagleson [ 1966] used the rank correlation coefficient to test for linear dependence among successive 10-min rainfall depths. They found for two locations in New England that linear dependence was insignificant (at the 5% level) between two rainy 10-min periods separated by 2 h or more. Although this test does not assure independence in any but the linear sense, a dry interval of to -2 h was adopted here as the criterion for distinguishing independent consecutive events at Boston. tions for intensity and duration, (53) is unsatisfactory for our purposes. Its density function is not self-preserving, as we required in deriving (22). We thus will fit the observed storm depths with the gamma distribution of (15) by the method of moments, acknowledging that this distribution is inconsistent with (37) and (41). In Figure 5 the grouped observations are also compared with (15) and with the special K = 1 case of (15), which gives the exponential distribution having 3, = rt. Of the three alternatives presented, it seems clear that the gamma function provides the best fit to the observations. A similar 5-yr analysis of storm data was made for Pasadena, California, and for Santa Paula, California (in Ventura County about 75 mi northwest of Pasadena). In both of these cases, only daily rainfall records were available, and the criterion for independence of successive storm events was taken to be their separation by at least 1 day that has no recorded rainfall. The fitting of (15) to the observed storm depths is shown in Figures 6 and 7 . The values found for mn and K, as well as for the other storm properties determined, are given in Table 1 It is believed that this is due to southern California precipitation being composed of two distinct storm types rather than a single homogeneous population, as was assumed.
OBSERVED NUMBER OF STORMS PER YEAR
The monthly average precipitation for Boston, Massachusetts, and for Santa Paula, California, is shown in Figure 8 which will differ somewhat from that calculated by using (49), as is shown in Table 1 . This problem can be eliminated by using an actual (i.e., first storm to last storm) season length rather than a nominal (i.e., calendar) one when computing w. It does not arise, of course, when the season is a full year. This distribution allows the generation of the frequency curve of annual precipitation, given short-period observations of storm characteristics, and is shown through comparisons with observations in both arid and subhumid climates to provide a better estimate of the variance of the annual precipitation than do conventional hydrologic techniques which utilize the observed annual totals. cumulative distribution function.
probability density function of ( ). gamma distribution. 
