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ABSTRACT 
Let Ax = b be a system of linear equations where A is symmetric and positive 
definite. Suppose that the associated block Jacobi matrix B is consistently ordered, 
weekly cyclic of index 2, and convergent [i.e., I_L~ := p(B) < 11. Consider using the 
overrelaxation methods (SOR, AOR, MSOR, SSOR, or USSOR), x,+i = Tax, + c, 
for n > 0, to solve the system. We derive a uniform error bound for the overrelax- 
ation methods, 
Ibr - X”l12 4 
1 
[1 ++q ++;)I2 
x (to + It,1 p~)2116”l12 - 2t,(6,, 6”,,) 1 
+lt,l p~ll6,ll ll6,+,ll + 11~“+1112]~ 
where II . II = II * 112, 6, = x, - x,,_~, and s( p2> and t( p2) := t, + t, p2 are two 
coefficients of the corresponding functional equation connecting the eigenvalues A of 
T, to the eigenvalues /L of B. As special cases of the uniform error bound, we will 
give two error bounds for the SSOR and USSOR methods. 0 Elsevier Science Inc., 
1997 
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1. INTRODUCTION 
Given a system of linear equations 
Ax = b, (1-l) 
where A is an N X N symmetric and positive definite matrix, we assume that 
A is in a block partitioned form of 
A= 
A,, 42 
[ 1 AT2 A,, ’ 
where A,, and A,, are square and nonsingular. Define 
D = cl&{ All1 A,,}, 
and the system (1.1) can be written in an equivalent form 
where A = D-‘/2AD-‘/2, jE = D’12x and & = D-‘/‘b_ Let F = 
-A,‘/2A,2 AG112 and E = FT. Then A and its block Jacobi matrix B’ are of 
the form 
A= [ JE -;] and B’= [; r;]. 
Without loss of generality, we assume that the matrix A of (1.1) and its block 
Jacobi matrix B are of the same form: 
A=[yE IF] and B=[: :I. (1.2) 
Let pl be the spectral radius of B and 6, = x, - x,-r. An error bound 
for the successive overrelaxation @OR) method for solving (l.l), 
IIX - X”l12 G l 
f&y1 - pg2 
[(l - o)4116,112 
-2(1 - o)2(6,, Sri+++” + lls,+#] T (1.3) 
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was presented by Hatcher [4]. Recently, a similar error bound for the 
accelerated over-relaxation (AOR) method [3] with parameters o and 7, 
l~-x,l12~ l 
d(1 - pg2 
([cl - d2 +I+- ~)IP~]2116,112 
-2(1 - w)2(zi,,6 n+J + 214Y - 4 
xp~ll~,ll ll~,+1ll + Il%+,ll”]~ (1.4) 
was given by Jiang and Zhou 151. Another generalization of [4] which was 
concerned with the error bounds for the modified successive overrelaxation 
(MSOR), SSOR, and USSOR methods have been given by Martins, Trigo and 
their colleagues [8, 91. In this paper, a uniform error bound for the overrelax- 
ation (OR) methods @OR, MSOR, AOR, SSOR, or USSOR) is derived. 
Suppose that an OR method is applied to solve (1.1) with the iteration 
scheme 
X n+l = TWX, + c,, n 2 0, (1.5) 
where T, is in the block partitioned form 
T  =  Pl( w 
0 i 
P2( WF 
?@F)E P,(EF) I ’ (1.6) 
where p,(z) for i = 1,2,3,4 are either constants or affine linear mappings 
with w and other possible parameters. 
We assume that the nonzero eigenvalues A of the associated OR iteration 
matrix T,,, and the eigenvalues /.L of the Jacobi matrix 23 satisfy the following 
functional equation: 
A2 + s( p2)h + t( /.L2) = 0, (1.7) 
where s and t are given by 
44 = -P1(4 - P4(Z), 
(1.8) 
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The spectral properties of T, are derived in Section 2. A uniform error 
bound for the OR methods is given in Section 3. As two special cases, the 
error bounds for the SSOR and USSOR methods are derived in Section 4. 
2. SPECTRAL PROPERTIES OF T, 
Assume that the Jacobi matrix B of (1.2) is nonsingular; that implies that 
E and F of (1.2) are square. It follows (cf. [2, 101) that the eigenvalues of B 
are real and occur in + pairs. The unit eigenvectors Y 
[ 1 
v, of B, correspond- 
ing to the positive eigenvalues pj of B, j = 1,2,. .:, m (2m = N), are 
orthogonal, i.e., 
and 
Euj = pj,vj, Fy = j..~~u~, j= 1,2 >*a-, m, (2.1) 
(ui,uj)=(vj,vj) = 0, i #j, i,j = 1,2 ,*-*, m, 
(2.2) 
lbjl12=lbjl12 = !$a j=1,2 ,..., m, 
where II * II is the Euclidean norm. In the following two theorems, we will 
show from (1.6) that the eigenvectors of T, are explicitly related to the 
eigenvectors of B. 
Let A( ~1 be the discriminant of (I.7), i.e., 
A( CL) = [ P,( P2) - 74 P2)12 + 4P2( P2M P2)P2* P-3) 
THEOREM 1. Suppose that A( pj) of (2.3) does not vanish and that hj 
and h, are the two distinct solutions of (1.7) for CL = pj andj E {1,2, . . . , m}. 
Vectors gj and hi are defined as follows. 
(1) For P2( &*.j2)P3( ,u;) Z 0, 
where 
P3( IJy)Pj P3( pT)Pj 
77 ~j-~,&) and %= ij-p4(IL~)* 
(2.5) 
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(2) Forpz<p;) + 0 and p&p;) = 0, 
where 
'j -Pl( I$) 
’ = p2( PT)Pj 
and Aj = p4( $). 
(2.6) 
(2.7) 
(3) For pz( /.L;) = 0 and p3( $) # 0, 
where 
and h, = pI( p;). 
(4) For pz( $> = 0 and p3( $) = 0, 
Then gj and hi are two eigenvectors of T, corresponding to the eigenvul- 
ues Aj and Xj, i.e., 
Twgj = Ajgj, Twhj = h,h,. (2.8) 
Proof. (1): When pJ $)p3( p;) # 0, we have from (1.7) and (1.8) 
“j + p4( /-$) and ‘j + p4( /-$)- 
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So gj and hj of (2.4) are well defined. It follows from (2.1) that the first 
equation of (2.8) is equivalent to 
Pl( P;) + YjP2( PT)Pj = Aj (2.9) 
and 
P3( PT)Pj + Yjr)d( PT) = 3yj* (2.10) 
Note that (2.10) is equivalent to the first equation (2.5). Substituting the first 
equation of (2.5) into (2.9) and with the assumption that Aj and pj satisfy the 
functional equation (1.71, we have 
4 - [ Pl( 4) + P4( yF>] f+j + Pl( P;)p‘i( l-q) - p2( /.q)p3( /g/A; = 0. 
Thus, 
Twgj = hjgj. 
Similarly, we can show the second equation of (2.8) holds by replacing Aj and 
3 by h, and rj, respectively. 
(2): When pz( /..$I # 0 and pa( $) = 0, the matrix T,,, has two distinct 
eigenvalues: Aj = p4( $1 and ij = pl( $). It follows from (2.6) that 
Tcogj = o I PlP) P&wF II uj 1 [ [ Pl( py) + TP2( PT)Pjl"j = PA EF) Yjvj Yj P4( P;)yI 1 ’ 
(2.11) 
By (2.7), we have 
Pl( PJ) + YjP2( PJ”)Pj = "j* 
Then (2.11) becomes 
Togj = 'j ;$, I I JJ = Ajgj. 
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It is straigthforward to show that hj is an eigenvector of T, corresponding 
to the eigenvalue ij, since pJ /_$I = Xl. 
The proofs of (3) and (4) are similar to those of (1) and (21, respectively, 
and are omitted here. W 
An analogous result in the case where A( pjuj> of (2.3) vanishes for some 
j E {1,2,. . .) m) is given in the following theorem. 
THEOREM 2. Suppose that A( pj) of (2.3) vanishes and that hj is the 
solution of (1.7) with multiplicity 2 for CL = pj and j E {1,2, . . . , ml. 
(1) For p2( /.$)p& $1 + 0, 
(2.12) 
where 
P3( $)k$ PjPP( I$) 
Yj = Aj -p&b;)’ 
sj = 
2Yj ' 
(2.13) 
Then 
Tmgj = “jgj, T,hj = Ajhj + gj. 
(2) For pz( $1 f 0 and p3( /.A?> = 0, 
gj ‘= p2( pf)pj J 
’ [:I_ hj:=[;]. 
Then 
Tmgj = “jgj + hj, Tohj = Ajhj. 
(3) For p2( $1 = 0 and p3( $) f 0, 
gj := O 
[I v, ' 
hj := 
(2.14) 
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Then 
Togj = ‘jgj, T,hj = Ajhj + gj. 
(4) For pz( $) = 0 and p3( $) = 0, 
gj:= [;I, hj:= [“d]. 
Then 
Togj = hjgj> Tohj = hjhj. 
Proof. (1): First, we have hj = [ pl( pT> + p.,( $)]/2, since A( /..L~) = 0. 
Note that pz($.j2>p3($) # 0 implies that hj is distinct from both 
pi( /..LJ) and p4( /..$). It follows that 
P2(FE)F uj 
p4( EF) I[ 1 Yj”j 
[ 
(PI( k;) + Y,P2( PT)Pj)“j = ‘j (P3( pT)pj + “I’jpd( pJ))yI 
By (2.131, (1.71, and A( pj,> = 0, we have 
pjP3( I-$) *j - Pl( p;) 
‘= Aj-p4(cL;2) = pjpZ(pT) 
and 
(2.15) 
Moreover, we can show that the equality p3( $)pj + yj p4( /..$) = hj3 holds 
by (2.13) with the same derivation as used in the proof of Theorem 1. Thus, 
(2.15) becomes 
Tog, = hjgj. 
We now show the second equation of (2.14) as follows. It can be verified that 
1 
Tohj = G 
Pj P2( pT)“j 
J [ I P4( l-q)yJ 
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Note that 
'j + 2Yj2sj = *j + YjPjP2( PT) = 2Aj - pl( /AT) = p4( /AT). 
Therefore 
Tohj = Ajhj + g,. 
The first part of the theorem is proved. 
For the proof of (2)-(4), 
Aj=pl(~~i2>=p4(~~)*Th 
we note that ps( $1 ps( $1 = 0 implies that 
e rest of the proof is straightforward and is omitted 
here. ??
Theorem 2 gives explicitly either two eigenvectors or generalized eigen- 
vectors of T, corresponding to the eigenvalue Aj. 
REMARK 1. From Theorem 1 and Theorem 2, we have that Span(gj, hi} 
is an invariant subspace under the linear transformation T,. 
An important property of the eigenvectors (or generalized eigenvectors) 
g1, g ~,...,g,Jq,hz ,... ,h, of T, is given in the following theorem. 
THEOREM 3. The &XJXZC~S ~UTZ~~ by Ig,, hi) and {gj, hjl are odhog- 
onal for i #j, i.e., 
(gi,gj) = (gi>hj) = (hi,h,) = 0, i Zj, i,j = 1,2 ,...,m. (2.16) 
Moreover, the eigenvectors (or generalized eigenvectors) g 1, g 2, . . . , g m, h 1, 
h 2,. . . , h, form a basis for E2”. 
Proof. The orthogonality of (2.16) is directly from the orthogonal@ of 
(2.2). Now we show that {gj, hj> is linearly independent for each j E 
0,2,..., m}. Observe that one of the two blocks of gj or hi in (2)-(4) of 
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Theorem 1 and in Theorem 2 vanishes. So for these cases, it is clear that 
(g,, hj) is linearly independent. Hence, it suffices to show that {g,, hj) is also 
linearly independent when 
Let 
where g, and hj are given by (2.4). Then 
Lyj(gjTgj) + Pj(hj>gj) = 0, 
(Yj(gj> hj) + Pj<hj>hj> = 0. 
(2.17) 
(2.18) 
Substituting (2.4) into the above system, we have 
(lbjl12 + IYj121bjl12)aj + (lI”jl12 + +jY~Ilv,ll’)Pj = O, 
( ll”jl12 + Yjr;*l~IIz)aj + ( lbjl12 + I~j121bjl12)P, = O, 
(2.19) 
where yj and 7;. are given by (2.5) and z* is the conjugate of z. With the fact 
Ilu,ll = llvjll from (2.21, the system can be written as 
(1 + lyj12)aj + (l + fjYj*)Pj = O, 
(1 + YjT)cyj + (1 + lr;qpj = 0. 
(2.20) 
Note that the determinant of the coefficient matrix of (2.20), which is equal 
to 1~~ - Tj12, does not vanish, because AI and Aj are distinct. Therefore, the 
system (2.20) has a unique solution ‘Ye = pj = 0. The proof is completed. ??
3. A UNIFORM ERROR BOUND 
In this section, a uniform error bound for the OR methods is derived. It is 
easy to see from (1.5) that 
(I - T,)(x - X”) = TW(X” - X,-I). 
OVERRELAXATION METHODS 325 
Let 
Then 
6, = X” - x,_1. (3.1) 
x - X” = (I - TJ’TJi,. (3.2) 
In order to estimate x - x,, we will first give two lemmas (Lemma 4 and 
Lemma 5) and a general result (Theorem 6) about the norm of the vector 
(I - TJ-‘T,d, where d is in the subspace spanned by gj and hj, j E 
(1,2,. . .) ml. 
LEMMA 4. Given an OR method (1.51, let g and h be two eigenvectors 
of T, corresponding to the eigenvalues a and r, respectively. Zj 
then 
d = 5g + vh, 
I1 - al211 - ~1’11( Z - TJ-‘T,dll’ 
= la~1211d112 - 2 Re( m(d, Toa>) f IIT,dll’. 
Proof. It is clear that lld112 can be written as 
lldj12 = a + 2 Re b + d, 
where 
a = l~1211gl12, b = 5v* (g, h), and d = ld21bl12 
Then it follows from T,d = atJg + 7711 that 
(d,T,d) = u*a + T*b + o*b” + T*d, 
llT,dlj2 = la12a + 2 Re( aT*b) + 1T12d. 
Since 
(I - T,) -‘T,d = &g + ?h, 
(3.3) 
(3.4 
(3.5) 
(3.6) 
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we have 
ll(Z - T,)-Wl12 = 
Ial2 
I1 - da 
( 
* 
+2Re (l-u;;l-T*)b i 
ITI2 +-d. (3.7) I1 - T12 
Substituting (3.4, (3.5), and (3.7) into (3.3), the proof of Lemma 4 is 
completed by comparing the coefficients of a, b, and d of both sides of the 
equation (3.3). ??
Lemma 4 can be extended to the case where T, has two generalized 
eigenvectors corresponding to an eigenvalue u. 
LEMMA 5. The equation (3.3) holds if g and h are two generalized 
eigenvectors of T, corresponding to the eigenvalues u = r. 
Proof. IA 
T,g = gg and T,h = ah + g. 
We want to show that 
11 - ui4()(Z - T,)-‘T,df = la1411dl12 - 2Re(a2(d,T,d)) + llT,dl12, 
(3.8) 
where 
d = Zg + qh. 
It follows from (I - TJ(1 - a)h + gl = (1 - c j2h that 
(1 - CT)~( z - T,)-‘h = (1 - c+)h + g. 
We have 
T’d = usg + aqh + vg. 
(3.9) 
(3.10) 
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Then 
Cd, T,,,d) = a*( a + 2Re b + d) + 5v*llgl12 + lq12(h, g>, 
llT,d(12 = la12( a + 2 Re b + d) + 2 Re( c.q*) llgl12 
+ -W2 Re (CT.* (g,h)) + l~1211gl12, 
and from (3.9) and (3.101, 
(1 - a)‘(Z - T,)-‘T,d = a(1 - a)tJg + a(1 - a)vh + qg. (3.11) 
Finally, the equation (3.8) can be verified by a direct calculation, and the 
proof is completed. w 
REMARK 2. From (3.6) and (3.10, we have that (I - TJ’T,d is in the 
subspace spanned by (g, h}. 
THEOREM 6. Let T, of (1.6) be the iteration matrix of an OR method for 
solving (1.1) whose eigenvalues satisfy (1.7). Let the values of w and other 
possible parameters be chosen such that the OR method is convergent.L,et pj, 
j E {1,2,. . . , m}, be eigenvalues of B. For any vector dj in the subspace 
spanned by gj and hj o!ejkd in Theorem 1 or Theorem 2, the norm of 
(I - T,>-‘T,dj is given by 
ll(Z - Tw)-‘T,dj~12 = 
,l + s(d;+ t(P;),2 
X t( ~~)211djl12 - 2t( pf) Re<dj, Twdj> + IIT,d,ll”], [ 
(3.12) 
Proof. Let Aj and ij be two eigenvalues of T, corresponding to the 
eigenvalue pj of B. We know from Lemma 4 and Lemma 5 
ll(Z - TJ%jII’ = 
I(1 - *j)il - );I)I” 
X [ lAj~j1211djl12 - 2Re( Ajij<dj, T,d,)) + llT,,,d,ll”]. 
(3.13) 
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By (1.71, 
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(1 - Aj)(l - ij) = l + s( PT) + t( Py) 
and 
Ajij = t( p;). 
Then (3.12) is derived from (3.13). ??
Now we will state and prove an upper bound of lb - x,11. 
THEOREM 7. Let T, of (1.6) be the iteration matrix of an OR methodfor 
solving (1.1) whose eigenvalues satisfy (1.7). Let the values of o and other 
possible parameters be chosen such that the OR method is convergent. lf 
11 + s(z) + t(z)1 is monotonically decreasing on (0,l) and t(z) = t, + t,z, 
then an error bound for x - x, is given by 
lb - X”l12 Q 
1 
11 + s( PT) + +.:I2 
x (It01 + It,1 p~)211~,l12 - 2t, R4&,6,+1) 1 
+2ltJ p;lls,ll ll~,+Jl + Ils,+,llZ] > (3.14) 
where pl is the spectral radius of B and 6, = x, - x,-]. 
Proof. Let {gl, . . . , g,, h,, . . . , h,} be a set of vectors defined as in 
Theorem 1 or Theorem 2. From Theorem 3, it forms a basis for E2”. 
Observe that 
6, = x, - x,_~ = t dj, 
j=l 
(3.15) 
where 
dj = .$gj + vjhj. 
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It follows from (3.2) that 
6 n+l = Tu6, = 2 T”dj, 
j=l 
x - x, = t (I - TJ'T,a,. 
j=l 
(3.16) 
Because of the orthogonality of {g,, hi} and {gj, hiI for i #j, we have 
(di,dj) = 0 for i #j. We also have (T,di, Todj) = 0 for i #j from Re- 
mark 1. Moreover, it follows from Remark 2 that (I - Tw)-‘T,di is orthogo- 
nal to (I - T,)-‘T,dj for i #j. Therefore, it follows from (3.15) and (3.16) 
that 
116~112 = 2 lld,l12, 
j=l 
IIs”+ Ill2 = E IIT~djl12, 
j=l 
(sn,Gn+l) = E <aj,Tmdj>, 
j=l 
(3.17) 
Ilx - x,I12 = 2 II(’ - Tu)-‘T,dil12* 
j=l 
kt t(z) = t, + t,z. It follows from (3.171, (3.12), and the Cauchy-Schwartz 
inequality that 
lb - &II2 G 
1 
rn?ll +s($) +t(&)12 
X (It,1 + Itllp~)2116,112 - 2t, Re(&,~,+,) [ 
+2ltll/4lls,llll~“+Jl + lls,+ll12]. (3.18) 
Since 11 + s(z) + t(z)\ is a decreasing function of z on (0, 11, we have 
where Z_Q is the spectral radius of B. Then (3.14) is a direct consequence of 
(3.18), and the proof is completed. ??
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For the AOR method as a special case of the OR methods, its error 
bound can be easily derived from Theorem 7. It is well known that the 
iteration matrix L, y ,* of the AOR method is given by 
-1 
L 
(1- 0)Z - 
@I Y -(w - Y)E (1 -“o:I l- 
P2PW 
PA w 
Then L,,, is in the form of 
L 
(1 -o)Z -wF 
a, Y (~-u)+~uEF = 1 
where 
pr( 2) = I - w, 
p&> = -w, 
p3W = 0(Y- I)? 
Then 
p4(z) = (1 - w) + ywz. 
s( 2) = - [p,(z) + p4( z)] = -2(1 - 0) - yoz, 
w = P,WP,G) - Pz(~)P,W~ = (1 - 4 + 4Y - 4z. 
On the other hand, it is known that the eigenvalues h of the iteration matrix 
L o,y of the AOR method and the eigenvalues /L of the Jacobi matrix B 
satisfy the following functional equation (cf. Hadjidimos [3]), 
A2 - [2(1 - w) + ow2]h + (1 - “)2 + w(y - @)/_&2 = 0 
or 
h2 + s( p2)h + t( p2) = 0. 
Then s and t are two associated coefficients of the functional equation. It 
follows that 
1 +s(z) +t(z) = my1 -2) 
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is monotonically decreasing on (0,l). By Theorem 7, the error bound (1.4) 
for the AOR method is easily derived from (3.14). For the special case of 
y = o, we have the error bound (1.3) for the SOR method. Similarly, an 
error bound for the MSOR method can be derived as an application of 
Theorem 7. 
4. THE ERROR BOUNDS FOR THE SSOR AND 
USSOR METHODS 
In this section, the uniform error bound (3.18) is applied to the SSOR and 
USSOR methods (cf. [l, 6, 71). A s a special case, the error bound for the 
USSOR method is derived first. It is well known that the iteration matrix T, o 
of the USSOR method is given by 
L; = [; -y] -‘[ (l;;‘z (1 _Y)‘] 
x [ _& ;I-‘[ (l -;)z (1 :;)z]. (4.1) 
where w and ZJ are two relaxation parameters. T, B can be written in a 
compact partitioned form of 
T Plw9 Pd FEJF A= 0, IJJ 
P3GwE 1 P&w ’ 
where 
p,(z) = (1 - o)(l - &) + 3(1- w)(w + ; - ocj)z, 
p2(z) = (l- &)(w+ & - ofs) + oqo + ; - wfq,, 
pa(z) = (1- w)(o+ ii- o&j), 
p4(z) = (I- o)(l - 6) + o(w + ii - wqz. 
Therefore, the corresponding two polynomials s and t of (1.8) become 
s(z) = -2(1 - o)(l - ii) - (w + ii - wq2z, 
t(z) = (1 - w)2(1 - G)“, 
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Moreover, the functional equation (1.7) 
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A2 - [2(1 - W)(l - 6) + (0 + ; - w$)2$] A 
+(1- a$(1 - &)” = 0 
is always satisfied, since it is the same as the well-known functional equation 
for the USSOR method (cf. [7]) 
[A - (1 - o)(l - ;>I” = A( w + Li - w;)2j_&2. 
Since 
1 +s(z) +t(z) =(w+ &- Wij)2(1 -z) 
is monotonically decreasing on (0, l), Theorem 7 can be applied to the 
USSOR method. Note that t(z) is independent of z. A new error bound for 
the USSOR method is derived from (3.14) and is given in the following 
corollary: 
COROLLARY 8. An error bound for the USSOR method is given by 
Ik - X”l12 < 
1 
(0 + & - o&)4(1 - IL;)2 
x [(l - co)4(1 - q411s,l12 
-2(1 - ~)~(l - &)2(6,,6,+,) + IIs,+,II’]. (4.2) 
For the associated SSOR iteration matrix S,, we have the case w = 2 in 
(4.Q i.e., 
Similarly, we have an error bound for the SSOR method. 
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COROLLARY 9. An error bound for the SSOR method is given by 
lb - x,l12 < 
1 
oJ4(2 - oQ4(1 - &)2 
x [(l - w)slls”l12 - 2(1 - w)4G,, &+J + 11~“+,112] * 
(4.3) 
The author thanks the referees for their important suggestions. 
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