Symmetric rank-one update (SR1) is known to have good numerical performance among the quasi-Newton methods for solving unconstrained optimization problems as evident from the recent study of Farzin et al. (2011), However, it is well known that the SR1 update may not preserve positive definiteness even when updated from a positive definite approximation and can be undefined with zero denominator. In this paper, we propose some scaling strategies to overcome these well known shortcomings of the SR1 update. Numerical experiment showed that the proposed strategies are very competitive, encouraging and have exhibited a clear improvement in the numerical performance over SR1 algorithms with some existing strategies in avoiding zero denominator and preserving positive-definiteness.
Introduction
This paper concerns the numerical methods for solving the following unconstrained optimization problem min f (x); x ∈ R n (1) where f : R n → R is assumed to be at least twice continuously differentiable and n, the dimension of the problem is sufficiently small to permit the storage of an n × n matrix per iteration. Usually problem (1) is solved iteratively through a line search scheme;
where d k is the search direction and λ k > 0 is the step length. The step length can be calculated by an exact line search :
or by some line search strategies such as the Armijo condition;
for some constant c 1 ∈ (0, 1), where g k = ∇f (x k ) denotes the gradient vector of f (x) at the current iterate point x k . We consider the SR1 update for the Hessian approximation,
where s k = x k+1 − x k and y k = g k+1 − g k . Throughout if H = B −1 , the inverse update respected to SR1 is given by
The SR1 update makes a symmetric rank-one change to the previous Hessian approximation B k . Compared with other secant updates, the SR1 update is simpler and may require less computation per iteration when its unfactored forms are used(Factored updates are those in which a Cholesky factor of B k is updated at each iteration) [12] . Although SR1 update possesses desirable features, it has some major drawbacks, namely it does not necessarily generates a positive definite matrix even if the current update is positive definite, and the denominator in the SR1 update may become zero. Despite these shortcomings, we are interested in the SR1 formula because a simple safeguards seems to adequately prevent the breakdown of the update as well the loss of positive definiteness. The SR1 update has been a focus of interest particularly after the influential work of [2] , thus providing a spirit of encouragement to many researchers to seek some modified schemes of update which possess not only the features of original SR1 update but also good numerical stability.
In overcoming the flaw of the SR1 update, many authors proposed variants of the SR1 update, for instance [13, 14] , introduced a scaling parameter in the SR1 update to ensure that successive estimates of the inverse Hessian are positive definite. Dennis and Wolkowicz [5] , Wolkowicz [15] and Khalfan [6] sized the approximations of the Hessian by a sizing factor in order to maintain positive definiteness, in their strategy, the computation of B k and H k are both required simultaneously, thereby increasing the computational costs, Leong and Hassan [8] proposed a new SR1 line search restart procedures that provides for a replacement for the non-positive definite or unbounded (indefinite) B k with a positive multiple of the identity matrix, also another simple remedy to such problem is to set B k+1 = B k whenever this difficulty arises, but this may prevent fast convergence [6] , because the previous update may also be non-positive definite.
Our primary concern in this paper is to find a simple yet effective strategy of avoiding the loss of positive definiteness of the SR1 update and the paper is organized as follows: In section 2, we present the algorithms of the scaled SR1 methods, and in section 3, we give the convergence results of the scaled SR1 methods without the assumption of uniform linear independence of steps. Instead, it requires only the assumption of boundedness and positive definiteness of the Hessian approximation. Section 4 presents and compares the numerical results from the scaled SR1 methods with other existing variants of the SR1 method on some standard set of test problems.
Description of the Algorithms
Numerical instabilities in the SR1 update stem from s
Maintaining positive definiteness of the new SR1 Hessian approximations B k+1 and equivalently its inverse Hessian H k+1 calls for the condition to be satisfied as follows
In otherwords, the denominator in the update formulae for both B k and H k must have opposite signs. Then one grows and the other becomes smaller or the other way round. But ensuring that the condition (7) holds entails the evaluation of both the Hessian and inverse Hessian approximation at the same time, which is quite computationally costly. We shall propose two scaling strategies for the update to scale H k so that the update formula is obtained from
, thereby preserving positive definiteness of the SR1 update and ensuring that the denominator is uniformly bounded away form zero, thus eliminating the chance of zero denominator. To this extend, θ k should be chosen such that
The two proposed safeguarding strategies are;
These choices on θ k clearly satisfied (8) and thus induce hereditary positivedefiniteness on H k+1 . Based upon these choices, we shall give the algorithms as follows:
Algorithm 2.1 SSR1 (1)
We now present the description of the scaled SR1 as follows;
Step 1: Given an initial point x 0 , and an initial positive definite matrix H 0 = I, set k = 0
Step 2: If the convergence criterion g k ≤ ε × max {1, x k } is achieved, then stop.
Step 3: Compute a quasi-Newton direction d k = −H k g k , where H k is given by (6) Step 4: Update
; otherwise.
where
such that for each iteration,
r is a constant ∈ (0, 1) and θ k ≤ min{
Step 5: Find an acceptable steplength, λ k , such that the Armijo condition (4) is satisfied (c 1 = 10 −4 and λ k = 1 is always tried first) Step 6: set
Step 7: Compute the next inverse Hessian approximation H k+1
Step 8: Set k := k + 1, and go to step 2
Algorithm 2.2 SSR1 (2)
This algorithm is differred to Algorithm 2.1 only in step 4, where here, we employ the following scaling to preserve positive definiteness of the SR1 update
Convergence Rate of the SR1 without Uniform Linear Independence
Throughout this section the following assumptions are made: Assumption 1. The function f has a local minimizer at a point x * such that ∇ 2 f (x * ) is positive definite, and its Hessian is bounded,
where, m 1 , m 2 > 0, x ∈ R n and Lipschitz continuous near x * , that is, there exists a constant γ > 0 such that for all x, y in some neighborhood of
We first prove the following result, which is similar to that of standard SR1 update given by Conn et al [2] , which does not assume linear independence of the step directions and will be used in the proof of the next lemma. 
where r is a constant ∈ (0, 1) and θ k ≤ 1 Then,
for all j and
for all j and i ≥ j + 1, θ i ≤ 1, ∀ i where
and γ is the Lipschitz constant from Assumption 1.
Proof .
We first observe that (13) and (14)) with i = j + 1 immediately results from the secant equation
The proof of (14) is by induction. We choose k ≥ j + 1 and assume that (14) holds for all i = j + 1, ..., k. We now consider
where we used δ k = y k − B k s k , our inductive assumption and the CauchySchwarz inequality. Now, using mean value theorem (see [3] , for instance), we obtain that, for all l,
Hence (17) yields that
where we use (19), (AS.1) and the definition (15) . But, from (5), (10) and the triangle inequality,
and therefore
by using (3.9), the inductive assumption and (21). The last inequality then gives (14) for i = k + 1, when one takes into account the fact that r ∈ (0, 1) and uses the simple inequality
In the Lemma below, given by Khalfan et al. [6] it shows that if the sequence of steps generated by an iterative process using SR1 update satisfies (12) , and the sequence of matrices is bounded, then out of any set of n + 1 steps, at least one is very good. As in the previous lemma, condition (12) actually must only hold at this set of n + 1 steps, as long as the update is not made when the condition fails. 
and
Proof . See Khalfan et al. [6] .
In order to use this Lemma to establish a rate of convergence we need the following results which is closely related to the well-known superlinear convergence characterization of [4] .
Lemma 3. Suppose the function f satisfies assumption 1. If the quantities
e k = x k − x * and
are sufficiently small, and if
Proof. By the definition of s k ,
Therefore, using Taylor's theorem and assumption 1
Now it follows from (27) that if
, then by Taylor's theorem,
if e k is sufficiently small. using this inequality together with (28) gives the result.
Using these two Lemmas one can show that for any p > n, Algorithms 2.1 and 2.2 will generate at least p − n superlinear steps every p iterations, provided that B k is safely positive definite.
Numerical results
In this section, we give some numerical results on the scaled SR1 algorithms, we compare the performance of SSR1 (1) and SSR1(2) with SR1 (Restart) [9] and SR1 (Skipping) [6] . All the experiments were implemented on a PC using MATLAB 7.0, with double precision arithmetic. As regards the stopping criteria used in our experiments, in all the algorithms, convergence is assumed if
where ε = 10 −4 . We forced the algorithm to stop whenever the number of iterations exceeds 1000, and the symbol "-" is used to represent the failure. Test functions are the standard unconstrained optimization problems obtained from [1] . Table 1 gives the performance of all the algorithms, where a total of 576 runs were performed. Based on the results, SSR1(1) and SSR1(2) can solve 96% of the test problems considered, while SR1(Restart), SR1(Skipping) solves 96%, 90% respectively. The presented results in the tables clearly shows that our strategies exhibits a superior numerical performance in comparison with the other algorithms. The improvement of SSR1(1) over SR1(Restart) is that SSR1(1) needs 17% and 54% less, on average, in terms of the number of iterations calls and function evaluations respectively, while the improvement of SSR1(1) over SR1(Skipping) is that SR1(Skipping) needs 56% and 88% more, on average, in terms of the number of iteration calls and function evaluations respectively than SSR1 (1) . Similarly, the improvement of SSR1(2) over SR1(Restart) is that SSR1(2) needs 9% and 27% respectively, less, on average, in terms of the number of iteration calls and function evaluations, and finally the improvement of SSR1(2) over SR1(Skipping) is that SSR1(2) is 52% and 82% cheaper, on average, in terms of the number of iteration calls and function evaluations respectively.
Furthermore, SSR1(1) and SSR1(2) requires on average, 1.496 and 2.134 Extended  20  17  40  17  40  12  21  14  27  Beale  50  17  40  17  40  12  21  14  27  100  17  40  17  40  12  21  14  27  200  17  39  17  39  12  21  14  27  500  18  32  21  44  12  21  14  27  1000  22  44  22  44  12  21  14  27  Perturbed  20  21  31  21 number of function evaluations per iteration compared to SR1(Restart) and SR1(Skipping) which both requires 2.674 and 5.676 respectively. Therefore, we can conclude that SSR1(1) and SSR1(2) would perform well even if a less accurate line search policy is employed.
Conclusion
In this paper, we present some scaling approach, for maintaining positive definiteness of the SR1 update. Numerical testing provides strong indication that in all the tested problems, our approach is very encouraging. Hence our can claim that, a simple safeguard on the SR1 update can improve its performance. Since our safeguarding strategies are very simple and do not require the computation of both B k and H k simultaneously. Therefore, we conclude that our scaling strategies provides a good alternative to the other existing strategies such as restart with identity, or restart by skipping non-positive definite updates.
