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Introduction
This thesis deals with video compression or video source coding, that is, the problem of
representing a video sequence with a given distortion using as little bitrate as possible.
Even so, the expression video coding will be used as a synonym for video compression
throughout this thesis. Video coding has been a very active research field in the last
years and this thesis deals with techniques that further improve the compression ratio in
a classical hybrid video coding system.
The concept of hybrid video coding has been predominant in the last decade since both
H.264/MPEG-AVC (AVC for Advanced Video Coding) and High Efficiency Video Coding
(HEVC) incorporate this concept, and in fact it has been used since H.261. The hybridity
in both cases consists in the combination of motion compensation or intra prediction
with transform coding. In addition, entropy coding and prediction is employed to further
improve the compression ratio. This thesis is dedicated to a special type of content that
is commonly referred to as texture. For the work presented in this thesis, the basic hybrid
video coding was enhanced to achieve a better compression ratio for sequences containing
texture. Texture can be visual texture which is then the same as texture in images, or video
or dynamic texture, a slightly more complex concept which will be defined in Chapter 2.
In fact, the thesis contains two major parts: the first is dealing with dynamic texture,
and the second with visual texture, both in the context of video coding.
The subdivision of the thesis in two parts is rooted in the different types of video sequences
employed for testing video compression algorithms, namely, sequences with static camera
and sequences with camera motion. In literature, the expression pan-tilt-zoom (PTZ) is
often used to refer to a moving camera, and, in this thesis, camera motion is defined in a
general sense, including camera translation, rotation and zoom. The easiest way to define
sequences with camera motion is by defining the opposite, sequences with static camera.
Static camera means that all the change over time in the sequence is due to change in the
scene, which automatically excludes zoom or camera pan. It is then logical that change in
the sequence is caused by non-static objects in the scene. The coding of static regions in
this type of video is particularly simple, since nothing changes over time. The principal
problem lies in coding the first frame appropriately using intra coding, and after that, the
content only needs to be conveyed from one frame to the other without being altered.
It should however be noted that this thesis does not deal with intra coding techniques
for visual texture. Instead, a prediction mechanism is presented that helps encode non-
static objects in the scene. Classical block-based motion compensation is well-suited for
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simple motion, e.g. translational motion of a car on the street. Fine-grained motion
like the motion of small waves on a water surface may however be difficult to represent
using classical motion compensation techniques. It will be seen in Chapter 2 that video
containing this type of content is called dynamic texture, and Chapter 3 is dedicated to the
description of a prediction algorithm that improves the compression ratio of such video
by generating additional reference frames. The basic thinking is that since a model for
synthesis of dynamic texture is available, it can be adapted to serve as a predictor for
the given signal. It will be shown that for this specific type of video with a prediction
introduced in this work bitrate savings of up to 30% can be achieved. The methods that
will be presented differ from typical synthesis-related video compression work since they
introduce a new way of using synthesis in hybrid video compression. Unlike previous work,
they improve the compression ratio when a classical pixel fidelity based quality metric is
used.
A natural way to broaden the scope of the work is to generalize this method to work
with sequences containing camera motion. Since the prediction algorithm is designed for
sequences with static camera, a way to handle the problem is to generate a sequence with
static camera from the original frames with camera motion, derive a predicted frame, and
warp the latter into the “right” perspective. Such a method requires special algorithms
dedicated to the task and hence an algorithm for the registration of sequences with camera
motion is presented in Chapter 5. The registration was used for the purpose, that is,
to generate synthetic sequences with still camera from original sequences with camera
motion. Some synthetic static sequences containing dynamic texture were then used as
a test for dynamic texture synthesis. It is no surprise that this works the same way as
static camera sequences and hence bodes well for usage in video coding.
Chapter 6 is dedicated to showing how the information related to camera motion can
be made available to the decoder by encoding it into the bitstream. This opens up the
possibility to use the latter for the purpose of compression. In particular, it turns out
that the overall system for registration constitutes an auxiliary alternative to block-based
motion compensation as used in classical hybrid video coding. Moreover, it allows to use
motion compensation between frames that are temporally far apart, something that is
not possible in the context of classical motion compensation in the presence of e.g. zoom.
This fact is the motivation for subdividing the thesis in two parts, one that is focussed
on dynamic texture prediction and a second on visual texture prediction in the case of
camera motion. Unlike what the experiments with dynamic texture synthesis on synthetic
static sequences may suggest, in case of camera motion, the mere fact that a secondary
motion compensation mechanism was employed in the course of encoding will have a
serious impact on the encoding and is worth being investigated in its own right.
In practice, this means that for sequences with camera motion containing dynamic texture
the effects arising from the compensation of the camera motion have a significant impact
on the compression and have to be considered separately. Improvements in the compres-
sion ratio that may be achieved by applying dynamic texture prediction become secondary.
Hence Chapter 7 is dedicated to investigating what exactly is the reason for this. A result
is that when the scale of objects changes in a video, it is advantageous to use higher scale
reconstructed images for prediction. A typical practical example is homography-based
long-term compensation for sequences with zoom out, and it was shown that with the
3combination of the methods presented in Chapters 5 and 6 average rate savings of up
to 30% were achieved for some sequences. These rate savings cannot be achieved with
HEVC syntax since no higher order motion models (affine or homography based warping)
are used in the upcoming HEVC standard and hence some supplemental syntax elements
are required as introduced in this work. It is also analyzed what is the best scale ratio
between the predicted and reference frame in the case of zooming out. Prediction from
higher scale images using warping to exploit effects on reconstructed images is a novel
paradigm introduced and analyzed in this thesis.
It is important to stress that the effect just described is particular to sequences containing
visual texture, since they have the special property of containing “high frequencies” in the
spatial domain. These high frequencies are better preserved when the proposed method is
employed as will be seen in Chapter 8, and this comes along with an improved compression
ratio.
4Part I
Dynamic Texture Prediction
5Chapter 2
Textures
2.1 Introduction
The central theme of this work is texture in the context of video compression. In order
to give an overview of work related to texture on one hand and explain why texture
is particularly interesting in the context of video coding on the other, this Chapter is
dedicated to visual texture. In recent years, hybrid video coding that combines motion
compensation with transform coding has emerged as the predominant and best-suited
method to perform video compression, as it is the underlying concept of both H.264/AVC
and HEVC.
Even so, from a historic perspective, the prevalence of the latter concept was not obvious
from the beginning. [1] is a book by Jae Lim that appeared in 1990 where a series of
methods for image and video coding is presented. Some methods have lead to the before-
mentioned standards, and others are still present in research but did not (yet) find their
way into applications. Particularly for textures, already at that time, a series of methods
for so-called synthesis were presented.
The basic principle of synthesis based coding is that for textures an exact reproduction
with pixel fidelity is not necessary, and a visually equivalent replication is sufficient. Such
methods are particularly promising since the coding of textures with classical methods
like transform coding or intra prediction can be extremely expensive in terms of bitrate.
While the methods for texture synthesis have evolved over time, a fundamental problem
remains unsolved, that is, the delineation of different textures, which can also be regarded
as image and video segmentation.
This Chapter is structured as follows: First, an attempt will be given at providing a
definition of texture. A set of definitions that is regarded to be important in this context
will be introduced. Second, the foundations of the idea that images that differ in pixel
intensities may be visually identical is presented, which is the foundation of visual textures.
An existing state-of-the-art method for segmentation that may be used for synthesis based
coding will be introduced. It will be shown that the method still has its shortcomings
which is the motivation for using conservative methods for video coding in this work.
Finally the concept of textures will be generalized to video which is then termed video or
dynamic texture.
6 Textures
2.2 Definition
The word “texture” originates from the Latin verb “texere” that means “to weave.” Hence,
etymologically, the word has first been used in the context of textile fabric to describe its
“character or appearance as determined by the arrangement and thickness of its threads,”
see [2]. Its current meaning is more general and is described as “the feel, appearance, or
consistency of a surface (or a substance).” Visual texture is hence its visual counterpart,
or, simply put, an image of a textured surface. In [3] a catalogue of visual textures (see
Figure 2.1), that is, photographs of textured surfaces, is provided and despite the pictures
hail from the sixties of the last century, they are still used for experiments in recent
literature. The expression “visual texture,” more often simply referred to as “texture,” is
used in many different contexts, each of which has rendered a special definition necessary.
A broad compilation of definitions is given in [4] but the task of finding a general scientific
definition has proven to be rather difficult.
D3 D27 D53
Figure 2.1: Three exemplary Brodatz [3] texture samples from
http://www.ux.uis.no/∼tranden/brodatz.html.
2.3 What are visual textures?
As already mentioned, textures have different meanings and hence different definitions in
different contexts. An overview is given in [4]. Along with the definitions, Tuceryan and
Jain name the most relevant applications of visual textures in their chapter on Texture
Analysis as being texture classification, segmentation, synthesis and finally shape from
texture. The two topics that relate to coding are segmentation and synthesis and will be
treated in the sequel.
An image consists of different regions, and in the ideal case, these regions are characterized
by uniformity in intensity and color within each region. For this scenario, the task of
segmentation, i.e. the delineation of these regions, is rather trivial by using gradients.
Natural images however often consist of non-uniform regions. A classical example of such
an image is Lena, see Figure 2.2. It is formed by different highly textured regions. This
means that each region is non-uniform and yet easily discernible to the human observer.
At closer scrutiny one may guess that the reason is that these regions consist in some
kind of repetition of certain primitives (in the sense of basic, irreducible elements), even
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though these primitives are not exactly replicated in each instance. This leads to the first
definition listed in [4] which is adapted from [5]:
We may regard texture as what constitutes a macroscopic region. Its structure
is simply attributed to the repetitive patterns in which elements or primitives
are arranged according to a placement rule.
Figure 2.2: Lena is considered a typical example for an image with many non-uniform, that is,
textured regions.
The idea of repetitive patterns is still highly relevant, especially in a more recent definition
of texture. Namely, in [6] Ahuja and Todorovic present an algorithm where the assumption
is made that for a special type of textures (2.1D textures)1, basic elements of the texture
can be identified, see Figure 2.3, which in turn are referred to as texels. A precise definition
of texture in this restricted context is given in [6]:
1In [6] 2.1D textures are basically textures arising from either painted patterns on a textured 2D surface,
or 3D objects extending only slightly out of the surface.
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Figure 2.3: Slices of cucumber can be regarded as a typical 2.1D texture. The slices are the
basic primitives of the texture, and are textured themselves.
Image texture is formed by spatial repetition of a large number of texels,
which are in turn the images of a large field of spatially recurring physical
texture elements in the scene. Randomness, which is a defining feature of
image texture, is the result of two physical, stochastic processes. First, the
intrinsic properties of the physical texture elements are not strictly identical;
they are only statistically similar as if they are samples drawn from a certain
probability density function. Second, the placement of the physical elements
in the scene is, in general, not strictly periodic but only statistically uniform.
The definition obviously aims at textures containing texels, like the Brodatz texture D27
(see Figure 2.1), showing a wall as a 2.1D texture that is made of easily discernible bricks
(texels). But the definition also deals with the texels themselves, saying they are in turn
consisting of recurring texture elements. When one abstracts from texels, or say, assumes
there is only one texel, e.g. D32 or D57, one is left with a general definition for textures.
In the sequel, rather than focussing on texels, it will be shown how an idea founded
around these basic elements of texture has found its way into a state-of-the-art image
segmentation software.
At the same time, the fact that textures consist of the repetition of small primitives is
the foundation for results that will be presented in the second part of this thesis. In fact,
repetition of small primitives means spatial change in the image at a small scale. It will
be seen that this means that there are “high frequent” components in the image. Con-
veying such image information throughout a video under camera pan, tilt, zoom and/or
translation is a typical task in video coding. A technique that brings advantages with
textures, that is, high spatial frequency components, will be presented for the particular
case of change in the image scale over the video, like e.g. zoom.
2One may argue that there are texels in D3, the definition is not precise enough here, but eventually it
depends on the scale.
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2.4 Why are visual textures important?
Getting back to Figure 2.2, one can immediately identify the different relevant regions in
the image. However, the task of finding object boundaries in images automatically with a
similar result as humans has been the topic of a lot of research in the past decades. Mature
edge detection notwithstanding, good segmentation algorithms are rather tricky to realize
as many edges form parts of textured regions rather then delimiting their boundaries.
The Human Visual System (HVS) is trained at perceiving textured regions as a whole
and discerning between different textures. Understanding how the HVS performs this
task (obviously only up to a certain degree) can be of great benefit to the task of realizing
automatic segmentation algorithms. As textures seem to play a major role in this process
they are of special interest in this context.
Pioneering work in this field has been carried out by Julesz [7, 8]. He worked on the
study of pre-attentive (or effortless) texture discrimination. Julesz had already acknowl-
edged that humans are able to discern image regions based on their texture. He further
conjectured that whether the HVS discerns two different textures or not depends on how
the basic primitives of the texture, which he called textons, vary. In fact he postulated
that textures are pre-attentively indiscernible when the underlying textons have equal
so-called second-order statistics. The main idea of second-order statistics, as opposed to
first first-order statistics that measure the likelihood of observing a certain pixel value
at a certain location in the image, are probabilities linked to ends of dipoles of random
length, position and orientation.
Julesz later found counter-examples and the theory is not particularly well-grounded for
gray level images as it was build around black and white textons that do not appear as
such in natural images. Hence the theory was not used for some time in the context of
automatic image segmentation of textured regions as it is obviously rather difficult to
derive an algorithm from the presented concepts. However, the idea of repetitive patterns
as the basis of textures is still pervasive in definitions of texture as was seen in Section
2.2.
2.5 Texture segmentation
Surprisingly, after two decades textons made some kind of comeback in computer vision
literature, see [9]. The basic idea remained, that is, textures are composed by the random
repetition of basic elements, which are named 3D textons. What Leung and Malik present
in [9] is later termed in [10] as a discriminative method to compute textons from given
image textures. What is new in [9] is that an algorithm is provided to extract textons
from a given texture. It is clear that textons are more suitable for the comparison of
textures than the textures themselves as they are shown to be less prone to variation
under changing lighting and viewing conditions. In addition, the appearance and/or
disappearance of textons within textures can be an important cue to detect boundaries
of a texture.
The first step in texton extraction is to convolve every location (x,y) in the image with
a set of filters. A typical filter bank includes oriented filters, with different orientations,
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scales and phases, and Gaussian low-pass filters. If the set of filters is denoted by F =
{F1, F2, F3, ...Fm}, after convolution a representative feature vector v is given for each
pixel with
v(x, y) = (F1 ∗ I(x, y), ..., Fm ∗ I(x, y)), (2.1)
I denoting the image. As in texture certain basic patterns occur repeatedly, the vectors
v(x, y) form clusters. Now, to find these patterns, that is textons, it would suffice to
determine the cluster centers and derive image patches that correspond to them in image
space. In [9], a K-means clustering algorithm is used to determine cluster centers (the
number centers will typically be in the range between 20 and 50). For visualization
purposes it could be useful to retransfer the feature vectors of cluster centers vc into
corresponding image patches Φc. One method is to use a least squares fit, i.e.
Φc = argmin
m∑
j=1
(Fj ∗ Φc − vcj), (2.2)
and resulting textons of example textures can be found in [10] . The application of textons
in [9] was to build a basic vocabulary of textons (universal textons) from a database of
images, and use histograms of textons (that is, every pixel in an image is associated to its
closest texton from the vocabulary) to match textures of the same surfaces under different
lighting and viewing conditions.
Beyond surface recognition, textons found their way into a state-of-the-art segmentation
algorithm, namely the OWT-UCM (oriented watershed transform and ultrametric contour
maps) segmenter from [11], that has proven to generate segmentations that come very close
to what humans do when given the same task and which is the reason why mentioned
here. Indeed, the results are quite impressive, see Figure 2.4. This segmentation is based
on Ultrametric Contour Maps from [12] that in turn uses cues (i.e. color, brightness and
texture gradients) to infer boundaries that have first been presented in [13]. Here only the
texture gradient is presented, but it should be emphasized that besides texture, only color
and brightness gradients are used, which stresses the importance of texture analysis in
state-of-the-art computer vision tasks. A brief sketch will be provided of how the texture
gradient, which is used for boundary detection, is computed, leaving out some details for
the sake of conciseness. In a first step, for each pixel, a convolution with a set of filters is
performed. In [13] these filters are second derivate Gaussians with their Hilbert transform.
When image specific textons are used (which was claimed to have equal performance to
using universal textons), the resulting feature vectors have to be clustered using K-means
with the emerging cluster centers representing the textons in feature space. Then, each
vector, i.e. pixel location has to be attributed to a cluster (hard decision). For texture
discrimination, it is convenient to define a texture gradient. To obtain this gradient,
changes are measured by the following procedure: for each pixel location (x, y), a circle
with diameter d centered around the location is drawn. The gradient function G(x, y, θ)
is the χ2 histogram difference between the two disc halves that are obtained when the
disc is divided along the diameter at orientation θ. The χ2 histogram difference operator
is defined as follows:
χ2(g,h) =
1
2
∑ (gi − hi)2
gi + hi
, (2.3)
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(a) (b)
(c) (d)
Figure 2.4: (a): original image from Optis sequence (first frame), (b): visual representations
of the hierarchical segmentation using the algorithm from [11], (c): only top-level
segments from (b) and (d): different colors assigned to each segment.
where gi and hi are the elements of the vectors g and h and represent the number of pixels
attributed to texton i in the respective disc halves.
While Figure 2.4 presents how texture properties are used for segmentation, it is simulta-
neously a demonstration of what can be currently achieved in terms of segmentation. As
already mentioned, a basic idea for image or video coding is to delimit texture regions by
segmentation, and then, based on a compact model, synthesize the content in this region
which should then yield an image that is visually equivalent to the original. That this
will remain a topic of research in the future is simply demonstrated by the given example,
since, as can be seen in Figure 2.4 (d), some parts of the image are erroneously attributed
to the water surface.
2.6 Texture synthesis in image and video coding
One approach to image coding is to identify different textured regions, and then apply
texture synthesis to reproduce each of them using a very compact model. An early
reference is given in [1] where it is proposed to use a first-order Markov model to synthesize
texture like in [14] for parts of images that are considered as microtexture. Microtexture is
defined in [14] along the lines of the idea that texture consists of small repetitive primitives,
however requiring that the primitives be small in size, as opposed to macrotexture with
bigger primitives. It is however acknowledged in [1] that such a method would require a
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segmentation algorithm to discern different parts of the image. Another problem arises
when it comes to rating the quality of reconstructed images, since measures like mean
squared error as used in conservative image video coding do not apply any more.
A more modern approach of synthesis based video compression is incorporated in [15].
Here, images are classified into detail-relevant and detail-irrelevant textures. Regions in
videos that are classified as irrelevant are treated differently from ones that are classified
as relevant. As above, irrelevant regions are filled with content that may significantly
differ from the original but is visually equivalent. This yields a lower bitrate and comes
along with a lower Peak-Signal-to-Noise-Ratio (PSNR) but equal visual impression than
conventionally coded material. For still images, a similar procedure is used and parts of
images are generated using texture synthesis, as described in [16].
What these concepts have in common is that they have to delimit textured regions. A
person in an image like in Figure 2.4 cannot be synthesized using a texture model from
the water surface. However, finding persons in an image is not always straightforward,
like the example tells. Since the work of [16] precedes [11] in time, it can be assumed that
the method in [16] is also lacking in some respect when it comes to correct segmentation.
This problem is the reason why in this thesis, which deals with texture, a conservative
approach is chosen, that is, a reproduction of video frames aiming at pixel fidelity. More-
over, degradation in videos is measured using PSNR, the predominant method in video
and image coding.
In fact, texture synthesis methods need not be applied necessarily for synthesis in the
sense of reproducing an only optically similar image part, but since the synthesis provides
a model for the image, it could be also used for prediction. [17] and [18] are examples
where this has been done. In fact, a texture synthesis principle called template matching,
which is used for texture synthesis in computer graphics, see [19], has been adapted for
the purpose of intra prediction. Template matching basically consists in finding similar
pixel neighborhoods in images, that is, templates around image patches are compared.
When similar neighborhoods are found, it is assumed that the pixels in the patch will be
similar as well. This can be used for synthesis by copying pixel intensities from locations
with similar neighborhoods. In [17] this concept has been used as a predictor for intra
coding and it was shown that rate savings of up to 11%, that is a rate saving with equal
PSNR were achieved compared to H.264/MPEG-AVC.
The method for dynamic texture that will be presented in Chapter 3 has the same goal
and is similar in spirit, but it uses past frames for temporal prediction of texture instead
of doing a spatial prediction. It will now be shown how the concept of texture can be
extended to video.
2.7 From texture to dynamic texture
As the main definitions of texture are rooted around the idea of repetition, it is natural
to look for the latter in video. Since videos are collections of images, the simplest way to
find texture in video is to look for repetition in video. It is interesting to note that the
first time the concept of texture was introduced for video in the context of the computer
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graphics is in [20], a paper called “Video textures” from 2000. In this paper, the idea
was presented that sample videos that are somehow repetitive can be used to generate
endless videos by just displaying the video over and over again, that is, generating a longer
sequence from the given frames with transitions at frames that blend together well. It
is a relatively simple extension of the principle of texture synthesis to video. An earlier
reference to texture in video is [21], however here just an attempt was given at providing
a spatio-temporal analysis of videos with similarities in both the spatial and temporal
domain. Shortly after so-called dynamic textures were introduced in [22], where the idea
is very similar to video textures, however repetition is modeled in a slightly different way,
which is explained in detail in Chapter 3.
To be able to use the concepts from [20] throughout this work, so-called similarity matrices
will be introduced in the sequel. By the same token, a general analysis of video can be
performed by using similarity matrices.
2.7.1 Similarity matrices for video sequences
Change in a typical video test sequence is composed of change in the scene and camera
motion or zoom. Usually, change is gradual, and hence, for video compression purposes
only a limited number of frames surrounding the currently coded frame are considered
for inter prediction. This can be illustrated by constructing matrices where each entry
represents the mean squared error (MSE) between the respective frames. Figure 2.5 (a)
shows an MSE matrix for the first 100 frames of the Mobile sequence. In the context of
mutual differences between elements of a set, a heat kernel is often used for normalization,
see e.g. [23]. If the MSE dij between two frames i and j are defined as
dij =
1
n
∑
(Ii(x, y)− Ij(x, y))2, (2.4)
n being the number of pixels in the frame, then a similarity sij can be defined as
sij = e
−
dij
t , (2.5)
with an appropriate factor t. A similarity matrix can be derived by normalization so that
the sum of each row is one, which turns it into a so-called Markov matrix, a representation
often used in data clustering. An example of a normalized similarity matrix is given
in Figure 2.5 (b). Here light areas signify a high similarity, and dark means that the
frames are dissimilar. Mobile is a typical example for a non-texture since there is only a
high similarity between directly adjacent frames and for the most part, the similarity is
monotonically decreasing with the distance between frames. A blend of camera motion,
zoom, and a lot of moving objects in the scene are responsible for this effect, and it
also explains in part the typical inter prediction structures as they are used in video
compression.
2.7.2 Similarity matrices for videos containing dynamic texture
Unlike typical video sequences like Mobile, some sequences have the property that simi-
lar frames are recurring after some time. This property is typical for so-called dynamic
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(a) (b)
Figure 2.5: Illustration of similarity between frames in the Mobile sequence: (a) MSE values
between frames i and j and (b) normalized similarity matrix.
texture sequences and Figure 2.6 shows an instance of dynamic texture, that is a water
surface from the BQTerrace sequence. The property of repetitiveness and long-term sim-
ilarity is expressed in the similarity matrices by light off-diagonals. As an example, the
similarity matrix of the cropped region from Figure 2.6 is shown in Figure 2.7. Long-term
similarity is expressed by the special form of the similarity matrix as opposed to the one
from Figure 2.5. In fact, to unveil this long-term redundancy camera motion and zoom
compensation has to be performed first, for which methods will be presented in Chapter 5.
Figure 2.6: BQTerrace sequence contains dynamic texture, see the box on the right. The
cropped region is used for the computation of similarity matrices.
The concept for dynamic texture is slightly different, since it relies on stationarity. That
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(a) (b)
Figure 2.7: Similarity matrices of similarities between frames i and j of a cropped region of
the BQTerrace sequence (containing only the water surface next to the bridge)
before (b) and after (a) camera motion compensation performed with an algorithm
that will be presented in Chapter 5. Two light diagonals reveal some long-term
temporal redundancy, that is inherent to dynamic or video texture.
is, in terms of synthesis, it is assumed that the temporal mean value of the sequence
remains constant. The concept is not exactly identical to that of recurring patterns,
however a conceptual similarity is given in the sense that to fulfill the requirement just
mentioned, frames have to resemble each other, that is, stationarity has to be given. The
dynamic texture model further uses dimension reduction and a linear dynamic model,
both of which will be treated in Chapter 3.
2.8 Chapter summary
In this Chapter the concept of visual texture in images was introduced. Starting with a
selection of definitions that are typically used in literature, the concept was spun around
the idea that textures consist of primitives that are repeated spatially. The fact that the
HVS perceives textured regions as a whole was explained by using early literature in the
field. It was shown that so-called textons are not only useful when it comes to explain how
humans perceive texture, but that it is a useful tool for texture segmentation in computer
vision. The latter task is a prerequisite for so-called content-based video or image coding.
Hence a state-of-the-art segmentation algorithm was briefly introduced and applied to an
image from a test sequence. The result not being perfect, this was used as a foundation to
explain why it may still be premature to use synthesis in unsupervised video coding, but
a successful example of using synthesis for classical video coding was provided. Finally
the concept of texture was extended to video.
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Chapter 3
The Dynamic Texture Model in Video
Coding
3.1 Introduction
The concept of texture being introduced, this Chapter is dedicated to showing how the
dynamic texture model can be used for prediction in video coding1. The idea is to intro-
duce the mechanism behind dynamic texture first and then show how the model can be
applied in an adapted way to the problem of classical video compression.
This Chapter is structured as follows: First some related work will be presented. Af-
terwards, the dynamic texture model and its shortcomings related to prediction will be
presented. Introducing an adapted version of the dynamic texture model will allow to
propose a dynamic texture prediction algorithm, that is then integrated into an existing
video coding system. Finally rate-distortion improvements for the system using dynamic
texture prediction will be presented.
3.2 Related work
The main principle of video coding is to exploit the temporal and spatial correlation of
natural image sequences for bitrate reduction. Recently, some algorithms have been pre-
sented that require intelligent decoders. This refers to the fact that the encoder does
some extra computation to “guess” some of the parameters that until now were signaled
to the decoder. In case the guessed information is useful, the encoder instructs the de-
coder to try to “guess” the missing parameters using exactly the same algorithm. This
simple instruction may be much more efficient in terms of bitrate than writing the entire
information explicitly into the bitstream. A practical realization of this idea is given in
[27] and [28], where techniques are presented to estimate motion vectors at the decoder
side. The basic principle behind these methods, i.e. template matching, is borrowed from
the field of computer graphics, where it was initially used for texture synthesis [19].
Another approach to achieve bitrate reduction is to classify sequences into detail-relevant
and detail-irrelevant textures as given in [15]. Regions in videos that are classified as ir-
1Parts of this Chapter have been published in [24, 25, 26]
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relevant are treated differently from ones that are classified as relevant. Irrelevant regions
are filled with content that may significantly differ from the original but is visually equiv-
alent. This yields a lower bitrate and comes along with a lower PSNR but equal visual
impression than conventionally coded material. For still images, a similar procedure is
used and parts of images are generated using texture synthesis, as described in [16].
On the other hand, new techniques for the manipulation and management of the ref-
erence picture buffer have been presented recently. Algorithms for error resilience and
enhanced compression efficiency under the special circumstance of using only the limited
number of two reference frames by appropriate usage of the long-term reference frames
in bitstreams conforming to H.264/AVC have been presented in [29]. Furthermore, in
[30], Paul et al. presented a technique where reference frames are used to generate an
additional reference frame by dynamic background modeling. They used this frame as
reference at the encoder and decoder to achieve better compression efficiency and lower
encoder complexity. Another recent technique to overcome problems with encoding videos
with content that is not well described by H.264/AVC syntax is presented in [31], where
an affine motion model along with spline interpolation is used. It is very interesting to
observe that this technique shows the best results with a sequence consisting largely of a
water surface, i.e. a dynamic texture.
Another extension of H.264/AVC is given in [32, 33]. In the latter global motion is handled
using homographies, since classical H.264/AVC based encoders need to partition static
regions in case of e.g. global rotation. The latter occurs typically in 2D and 3D navigation
video sequences, which are typcially recorded by test engineers for later analysis. This
gives this approach a confined application area.
The approach to the problem of coding complex and temporally changing textures is to
use synthesis for prediction. This means that in the same way as motion vectors are
estimated at the decoder side, here, the decoder estimates an entire reference frame. This
turned out to be sensible for dynamic textures, which are video sequences with moving
texture showing some stationarity properties over time, e.g. water surfaces, whirlwind,
clouds, crowds or even head-and-shoulder sequences.
Temporal textures have been investigated for more than a decade, like e.g. in [21]. Since
Scho¨dl et al. introduced video textures in [20], where they showed how to generate an
infinite video from a finite one, a lot of effort has been put into describing the temporal
statistics of sequences with repetitive patterns. A model for these textures, introduced in
[22], renamed them dynamic textures. It was initially meant for the purpose of texture
synthesis, as in [34], but was also used for texture segmentation, see [35], dynamic texture
registration, e.g. [36], and classification [37]. More recently the dynamic texture model has
been proposed as an alternative to classical video compression, however with application
limited to dynamic texture, see [38].
The rest of the Chapter is organized as follows: In Section 3.3 the reader is made familiar
with H.264/AVC inter coding and dynamic texture synthesis. In Section 3.4 a compre-
hensive description of the dedicated dynamic texture synthesis algorithm is given, and
in Section 3.5 it is shown how the algorithm was integrated into an existing H.264/AVC
coding system. Simulation results are summarized in Section 3.6 and a conclusion is given
in Section 3.7.
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3.3 Background
3.3.1 Inter prediction in H.264/AVC
In video coding data compression relies substantially on using the redundancy between
neighboring pictures. For this purpose there are P-slices in H.264/AVC which, among
other slice types, allow for the use of temporal redundancy. Namely P pictures are sub-
divided into macroblocks (MB) of size 16× 16 pixels using a regular grid. For each
macroblock there are different possibilities, so-called modes, to reference content from
previously decoded frames. Roughly speaking, different modes differ in the way MBs are
subdivided into smaller partitions. To each macroblock (or partition) a motion vector and
a reference frame is associated, and there is the possibility to code a quantized prediction
error signal. Special attention should be given to the P-skip mode, which is very efficient
in terms of rate, as all the parameters are computed automatically at the decoder without
any further information and no prediction error signal is coded into the bitstream. For
a more detailed description of the inter coding of P-slices in H.264/AVC it is referred to
[39] and a comprehensive description of H.264/AVC can be found in [40].
3.3.2 Dynamic Texture Synthesis
Let {y(t)}t=1...τ , {y(t)} ∈ Rm be a noisy video sequence, y(t) = I(t) + w(t), where
w(t) ∈ Rm is the noise in the sequence. Furthermore, let ym ∈ Rm be the temporal mean
of the sequence and yd(t) = y(t) − ym. A dynamic texture sequence of frames y(t) can
then be modeled as an ARMA-process (autoregressive moving average):{
x(t) = Ax(t− 1) + Bv(t)
y(t) = Cx(t) + ym + w(t),
(3.1)
with initial condition for the state vector x(0) = x0, an unknown stationary distribution
q(·) with v(t)i.i.d.∼ q(·), and given noise w(t)i.i.d.∼ pw(·). In this case yd = Cx(t). The
main assumption leading to this representation is that individual frames in a sequence
consisting of dynamic texture are realizations of the output of a dynamical system driven
by an independent and identically distributed (i.i.d.) process.
In this model A ∈ Rn×n is the state transition matrix, C ∈ Rm×n the observation matrix,
and n the order of the model and the dimension of the state vector x(t).
If a sequence is written in matrix form, each column in the sequence matrix Y is one frame
of the sequence. The frames are converted by writing the pixels of the frames consecutively
into one vector. For YUV sequences the two chroma components are appended, see [22]
and [41]. Y lk = [y(k), . . . , y(l)] ∈ Rm×(l−k+1) denotes the part of the sequence containing
the frames from k to l and m is the number of pixels per frame. (3.1) becomes{
Xτ1 = AX
τ−1
0 +BV
τ−1
0
Y τ−10 = CX
τ−1
0 + Ym +W
τ−1
0 ,
(3.2)
where Ym ∈ Rm×τ consists of τ equal columns ym. A suboptimal but computationally
very efficient method to determine the observation matrix C is computing a singular
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value decomposition
Yd = USV
T (3.3)
and set C = U and X = SV T. The number of singular values is equal to the number
of frames τ in the sequence (unless the images are not linearly independent, e.g. static
scene). If singular values are omitted as in Doretto’s approach, the result is
Y = C˜X˜ + Ym +W. (3.4)
In fact, Doretto et al. assume the order of the model n to be smaller than the number of
training frames τ , so only n singular values are kept. Further a least squares approximation
of A, Â(τ), can be found with:
Â(τ) = argmin
A
‖Xτ1 − AXτ−10 ‖. (3.5)
This model presented in [22] allows the extrapolation of a dynamic texture sequence to
infinite length by driving the model with a noise process v(t). Clearly, x(t) is a low-
dimensional representation of yd(t) and hence of y(t). The relation between x(t) and y(t)
is given in the second line of (3.1). In the low dimensional space an AR model can be
derived for x(t), which is given in the first line of (3.1). Once all the model parameters
are known, new frames are generated, which consists in finding new samples x(t + n) by
driving the model with random noise v(t+ n).
3.4 Dynamic texture prediction
3.4.1 New application scenario for the dynamic texture model
The dynamic texture model can be used in many scenarios, but it was initially designed
for texture synthesis. The goal here is to reproduce a video sequence resembling but not
identical to the original one. For this purpose, the original sequence is analyzed, and after
extracting the essential parameters from the original sequence, a similar sequence can be
generated from random noise.
The goal of this work however is to use some of these parameters for the purpose of
prediction. In other words, a deterministic extrapolation of the sequence is performed,
i.e. the frame that comes after the original sequence used for the analysis is predicted.
Figure 3.1 shows the difference between general-purpose synthesis and synthesis for the
special purpose of prediction. While the former aims at reproducing a video sequence
with similar visual impression and of potentially much longer duration, the latter will be
trying to approximate the shape of the frame succeeding the original frames. Clearly,
the model will have to undergo some adaptation to fit the new purpose, and also some
constraints in the application domain, i.e. video coding, will have to be considered.
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(a) Frames 1-16 taken from the original flame sequence
(b) Frames 1-16 taken from a synthesized sequence
(c) New application scenario: predict frame 16 from frames 1-15
Figure 3.1: Different application scenarios for the dynamic texture model.
3.4.2 Limits of the dynamic texture model
As the dynamic texture model can be used for synthesis, it clearly incorporates the tem-
poral behavior of the texture, and therefore it was considered using it for the purpose of
prediction in video coding. By prediction, the synthesis of a frame that comes directly
after the frames that have been used for the analysis is meant, as shown in Figure 3.1.
The process of prediction can be useful in the field of video coding where any information
of a picture that can be derived a priori doesn’t need to be transmitted and can be used
to save bitrate.
Still it was noticed that in its current form the dynamic texture model is not suitable to
be incorporated into a closed-loop video coding system. The reason is that under special
circumstances, the model shows a peculiar behavior, and these circumstances naturally
arise in a video coding system.
Since the long-term behavior of the dynamic texture is of importance for the purpose
of synthesis, the analysis of the dynamic texture is focused on finding temporally cyclic
patterns. The latter are described in the state transition matrix A. In many natural videos
the assumption of temporal stationarity is not valid and therefore the focus should rather
3.4 Dynamic texture prediction 21
be on short-time analysis for prediction. Clearly, this can be achieved by significantly
reducing the number of frames used for the analysis. Considering that an application in
the field of video coding is only realistic if the number of frames used is restricted to the
few frames in the decoded picture buffer, the latter will become essential.
Furthermore, it was noticed that in order to obtain a proper synthesis, the dimension of
the state transition vector n needs to be significantly lower than the number of frames
used in the analysis τ . This causes the overall visual quality of the synthesized pictures
to be below that of the original frames, as can be seen in Figure 3.2. Clearly, the quality
improves for higher values of n, but to achieve the quality of the original sequence, n = τ
has to be set.
(a) Frames from the original flame sequence
(b) Synthesized frames from flame with τ = 89
Figure 3.2: Comparison between original and synthesized frames. In (b) values n = 20, 40, 50
were used , respectively (from left to right).
Unfortunately, for this special case, the output of the synthesis process is a simple repeti-
tion of the original sequence. In terms of prediction, this means that the predicted frame
is the first frame of the initial sequence. The proof thereof will be given in two stages.
First it will be shown that the fact that the mean over time of Yd equals zero causes the
mean over time of X to be zero as well. In a second step it will be shown that a prediction
from a series of state vectors with this property will yield the first vector of the series as
a result. Both taken together proves the initial claim.
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If (3.3) is reconsidered under the assumption that n = τ , and for the purpose of simplifi-
cation, is noted Yd as Y , the result is that
Y =

y11 y12 . . . y1τ
y21 y22 . . . y2τ
...
...
. . .
...
ym1 ym2 . . . ymτ
 = C ·X (3.6)
with
C =

c11 c12 . . . c1τ
c21 c22 . . . c2τ
...
...
. . .
...
cm1 cm2 . . . cmτ
 (3.7)
and
X =

x11 x12 . . . x1τ
x21 x22 . . . x2τ
...
...
. . .
...
xτ1 xτ2 . . . xττ
 . (3.8)
This means that each pixel value yij, where i defines the pixel position and j the frame
in the sequence, can be computed using
yij =
τ∑
k=1
cikxkj. (3.9)
If the sum along a row i is considered, i.e. the sum over all frames for the same pixel
location, the following is given
τ∑
l=1
yil =
τ∑
l=1
τ∑
k=1
cikxkl, (3.10)
which can be rewritten as
τ∑
l=1
yil =
τ∑
k=1
cik
τ∑
l=1
xkl. (3.11)
This provides a relation between the sum along a row of X and Y , from where it is clear
that
∀k,
τ∑
l=1
xkl = 0⇒
τ∑
l=1
yil = 0, ∀i. (3.12)
Now, as in Doretto’s model the mean over time was previously subtracted from Y , it is
obvious that
∑τ
l=1 yil = 0. To prove that this will imply
∑τ
l=1 xkl = 0, the situation where
τ∑
l=1
xkl 6= 0 (3.13)
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is considered. From (3.11), it can be seen that this implies that either
τ∑
l=1
yil 6= 0, (3.14)
or
ci1
τ∑
l=1
x1l = −
τ∑
k=2
cik
τ∑
l=1
xkl. (3.15)
By logical negation of the latter statement, it is obtained that if
τ∑
l=1
yil = 0, (3.16)
and
ci1
τ∑
l=1
x1l 6= −
τ∑
k=2
cik
τ∑
l=1
xkl, (3.17)
the following applies:
τ∑
l=1
xkl = 0. (3.18)
Considering that 1 ≤ i ≤ m, (3.15) yields a set of m equations (τ ≪ m), and therefore
condition (3.17) will be met in practically every case.
Now it will be shown that with a set of state vectors for which (3.18) holds, the first
predicted vector will be the first vector from the set when using a linear dynamical system.
First, it should be restated how this is done in general. From a general set of succeeding
state vectors x(t) the state transition matrix A is derived by solving for A from
x(2) = Ax(1)
x(3) = Ax(2)
...
x(τ) = Ax(τ − 1).
This can be written in matrix form with the given conventions, i.e.
Xτ2 = A ·Xτ−11 , (3.19)
and the solution under the assumption that the dimension of the state vectors x(t) is
τ − 1, i.e. X ∈ R(τ−1)×τ , can be stated in closed form with
A = Xτ2 · (Xτ−11 )−1. (3.20)
What is to be shown is that if A is derived like in (3.20) and
τ∑
t=1
x(t) = 0 (3.21)
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then the predicted state vector will be the first vector of the set, i.e.
x(τ + 1) = Ax(τ) = x(1) (3.22)
First this will be demonstrated for the obvious case where X ∈ R1×2. If (3.21) holds then
x(2) = −x(1), (3.23)
so that
A = −1, (3.24)
which proves (3.22) for this case. The case where X ∈ R2×3 is more complicated, but all
the operations done for the prediction can be stated explicitly. In particular for (3.19)
this is (
x12 x13
x22 x23
)
=
(
a11 a12
a21 a22
)
·
(
x11 x12
x21 x22
)
, (3.25)
and for (3.20) this is given:
A =
(
x12 x13
x22 x23
)
·
(
x11 x12
x21 x22
)−1
. (3.26)
For a matrix of dimensions 2× 2 the inverse can be given explicitly provided the matrix
is not singular, which in this case yields
A =
(
x12x22−x13x21
x11x22−x12x21
−x212+x13x11
x11x22−x12x21
− −x222+x23x21
x11x22−x12x21
−x12x22+x23x11
x11x22−x12x21
)
. (3.27)
For the predicted vector, (
x14
x24
)
= A ·
(
x13
x23
)
(3.28)
is obtained, or, explicitly,
x(4) =
(
x23x12x22−x23x13x21−x33x212+x33x13x11
x11x22−x12x21
x23x222−x
2
23x21−x33x12x22+x33x23x11
x11x22−x12x21
)
. (3.29)
By substituting the conditions from (3.21), i.e.
x12 = −x11 − x13 (3.30)
x22 = −x21 − x23 (3.31)
into (3.29), finally the expected result is obtained, i.e.
x(4) =
(
x14
x24
)
=
(
x11
x21
)
= x(1). (3.32)
What was shown in dimensions one and two goes over to higher dimensions without any
difficulty. A proof can be given for any dimension, but the expressions become more
complex and a general proof for all dimensions is beyond the scope of this Chapter.
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It is clear that when the state vector x(τ + 1) = x(1) is predicted, the predicted frame
will be
y(τ + 1) = Cx(τ + 1) = Cx(1) = y(1). (3.33)
The problem is that such a prediction is totally useless for the purpose of video coding.
Furthermore, it was observed that this behavior is approached asymptotically by the
algorithm, when the order of the model n is coming close to τ . In other words, the more
the quality of the predicted frame is improved, the higher the resemblance between the
first and the predicted frame.
Combined with the fact that only few frames are available at video decoders for reasons
of limited memory, a model that on one hand provides maximal quality and on the other
hand avoids the behavior described here is proposed in the sequel.
3.4.3 The dynamic texture prediction algorithm
As already described, the purpose of the dynamic texture prediction algorithm (DTP) is
to learn the temporal behavior of a sequence from a very short learning sequence and then
predict one single future frame. The algorithm provided in this subsection shows how the
algorithm is implemented. The equations leading to the DTP algorithm will be stated
and motivation behind them will be given.
In a first step the original frames are written into a matrix Y . Again, it should be noted
that the pixels from an entire frame are written consecutively into one single column of
the matrix by writing all the columns of one frame into a column and appending the two
chroma components. As a result, each column in the sequence matrix is one frame from
the reference buffer. Clearly, the dimension of the matrix will be m× τ , where m is (1.5
times)2 the number of pixels in a frame and τ is the number of reference frames in the
reference picture buffer. The key idea now is to treat each column of the matrix as a
separate vector and find a low-dimensional equivalent for each vector.
Let us first state this in matrix form. A singular value decomposition can be applied on
Y resulting in:
Y = U · S · V T. (3.34)
By considering C = U as an observation matrix, and X = S ·V T as a state vector matrix,
it can be seen that a matrix X of dimension τ × τ is obtained, so that each frame is
represented by a low-dimensional vector of dimension τ , i.e. the corresponding column
from X. Note here that the transform from Y into X, i.e. the dimension reduction step,
is not given explicitly, but implicitly using a SVD. The inverse transform however, is given
explicitly by the simple multiplication with the matrix C. This is important since the
goal is to predict a future vector Xpred and then find its equivalent in the high dimensional
space, i.e. the predicted frame.
2The number of elements will be 1.5 times the number of pixels because raw sequences in YUV 4:2:0
format have two chroma components with only half of the luma resolution in horizontal and vertical
direction.
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The next step is to treat the vectors from X as state vectors from a linear dynamical
system and derive the state transition matrix A, which is in that case:
A = argmin
A
‖Xnn−τ+1 − A ·Xn−1n−τ ‖, (3.35)
where Xnn−τ+1 is the matrix containing the state vectors corresponding to frame number
n to n− τ + 1 and by analogy Xn−1n−τ the matrix containing the vectors corresponding to
n−1 to n− τ . The low dimension of the vectors is crucial here, as it guarantees that only
one single solution is found for A. Once A is known, the next vector can be predicted by
multiplying the last vector with A, and finding the corresponding predicted frame Ypred.
In fact:
Xpred = AX
τ
τ , (3.36)
and finally
Ypred = CXpred. (3.37)
For the given purpose, the extrapolation should be performed with omission of the inno-
vation term from equation (3.1). A part of the signal remains unpredictable and has still
to be coded in the residual. By doing the prediction as presented the same extrapolation
is obtained at the encoder and decoder. In this case the extrapolation result can be used
as a frame prediction in a conventional video coding system. The algorithm just described
is summarized below.
Input: The decoded picture buffer matrix Y nn−τ+1.
Output: The value of Yn+1.
1: if n >= τ then
2: U, S, V T ← SV D(Y nn−τ+1)
3: C ← U
4: Xnn−tau+1 ← S · V T
5: A← Xn−1n−τ+1 · pinv(Xnn−τ+2)
6: Xn+1 ← A ·Xn
7: Yn+1 ← C ·Xn+1
8: end if
9: return Yn+1
3.4.4 Example
As an example, it will now be shown how to obtain the extrapolated frame from the five
first frames in a sequence using the proposed algorithm. In particular, the following is
computed:
Y 40 = CX
4
0 (3.38)
using a SVD. Then
Â = X41
(
X30
)+
(3.39)
where (X30 )
+
is the Moore-Penrose pseudoinverse of X30 . Finally{
X55 = ÂX
4
4
Y 55 = CX
5
5 .
(3.40)
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In this case the extrapolated frame would be the vector Y 55 .
Fig. 3.3 shows the result of the algorithm applied to the frames 5-9 from the Foreman
QCIF sequence. As talking faces are regarded as dynamic texture, this example illustrates
the performance of the proposed algorithm on a macroscopic scale.
(a) Frame number 9 (b) Extrapolated frame (c) Frame number 10
Figure 3.3: Dynamic Texture extrapolation example. Extrapolated frame from frames 5-9 in
Foreman QCIF. Here, a visual impression of the output of the extapolation method
is given.
3.4.5 Alternate dynamic texture synthesis algorithm
To investigate the overall predictive power of the dynamic texture model, the prediction
algorithm stated below was considered, which is a straightforward application of the syn-
thesis algorithm from [22] to prediction. To circumvent the problem of sequence repetition
mentioned in Section 3.4, the order of the model that was selected is significantly lower
than the number of reference frames. Although this algorithm is practically difficult to
handle because it requires a huge amount of reference frames, and the inherent quality loss
from the low dimension of the model will prevent high gains, its investigation is imperative
if the goal is to assess the overall predictive power of the dynamic texture model.
The precise description of this algorithm is given below. Here leftk(A) is the operation
of taking the left k columns of the matrix A and similarly upperk(A) is the operation of
taking the upper k rows of the matrix A.
Input: The decoded picture buffer matrix Y nn−t+1.
Output: The value of Yn+1.
1: if n >= t then
2: Ymean ←mean(Y nn−t+1)
3: Ydiff ← (Y nn−t+1)− Ymean
4: U, S, V T ← SV D(Ydiff )
5: C ← leftk(U)
6: Xnn−t+1 ← upperk(S · V T )
7: A← Xn−1n−t+1 · pinv(Xnn−t+2)
8: Xn+1 ← A ·Xn
9: Yn+1 ← C ·Xn+1 + Ymean
10: end if
11: return Yn+1
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It is important to note that t >> τ , i.e. the number of learning frames is higher than for
DTP. For the results presented in Section 3.6, t = 30 and k = 20 was used. The reason
is that to test sequences consisting of 300 frames the number of frames used for training
should be minimal, and t = 30 is the minimum number for the synthesis to work properly,
and so this value was used along with k = 20 which shows the best results for synthesis.
3.4.6 Main differences between the original model and the proposed
model
The main differences between DTP and Doretto’s algorithm are stated below:
1. In Doretto’s approach the temporal mean of the sequence is computed and the
dynamical model is derived using the difference only.
2. A large number of frames is used for the analysis (i.e. 30-300) with Doretto’s algo-
rithm whereas DTP works with only few frames (i.e. 4-5).
3. With the old approach the order of the model is lower than the rank of the sequence
matrix, i.e. the smallest singular values are omitted. With DTP however, the rank
equals the number of reference frames.
In fact, the original algorithm is barely suitable for the usage in a video coding system,
since a general requirement in video coding is to use only a very limited number of
reference frames (e.g. 4 or 5), especially when considering very high resolutions. For
the experiments in Section 3.6, a separate decoded picture buffer was used only for the
purpose of the synthesis, as the memory requirements are met by modern PCs. However
the overall memory needs of such an algorithm are far beyond what any realistic decoder
could provide. Also the computational complexity is higher for the alternative algorithm.
While the decoder performing the DTP algorithm can still decode pictures in real time,
with the alternative algorithm the implementation of a real time version was not possible.
So the DTP algorithm is by far more suitable for video coding.
The term dynamical system, which in its mathematical sense accounts for the long-term
analysis of a system, or in other words the analysis of its periodicity, as stated in [42], is
misleading in this context. With the DTP algorithm, the mathematical foundations of
the linear dynamical model are used to describe the transient behavior of the sequence.
Conversely, Doretto’s model is aiming at finding some periodicity in the training sequence,
which is then used to repeat the original sequence with slight modifications and thus
enabling to synthesize an endless sequence.
3.4.7 Camera motion
The current algorithm is only appropriate for sequences with rather low or ideally no
camera motion. For dynamic textures, registration is a particularly difficult task, as unlike
with other sequences, there are no static objects that can be easily tracked throughout
the sequence. There have been attempts to propose registration algorithms for dynamic
textures, like in [43] and in [36], which is an extension of the former. The first problem
with these algorithms is that they assume that camera motion can be compensated by
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pure translation, i.e. one 2D motion vector for the entire frame, and the methods showed
good performance on synthetic sequences where this assumption was true. In video coding
however, camera motion often appears in scenes showing objects at different depth levels,
which will result in different motion vectors for different regions depending e.g. on the
distance of the object from the camera. The second problem is that in [43], the assumption
is made that for groups of few frames there is no motion. Hence, for DTP, this algorithm
would provide no compensation, as only very few frames are considered.
Camera motion and particularly zoom is dealt with in the second part of this thesis.
Effects stemming from the latter are more pronounced and therefore are worth being
investigated in their own right as will be seen in the second part.
3.5 Integration into the H.264/AVC coding system
Even though the algorithm presented below could be integrated in any video coding
system that uses motion compensation, it was decided to investigate the extrapolation
algorithm within H.264/AVC [39], as this is a widely used video coding standard. It
will be shown that it can improve the compression efficiency of H.264/AVC for sequences
containing dynamic texture. The basic idea is to create dynamic texture content that
can be referenced in the encoding and decoding process. In particular, one frame is
extrapolated from five frames in the decoded picture buffer, and used to replace the
oldest frame in the reference picture buffer. The encoder, and hence the decoder, will be
able to use the predicted frame as a reference frame. By this, dynamic texture can be
described by simple motion compensation when the model extracted from the preceding
frames matches the real dynamic texture. A conventional H.264/AVC encoder will have
difficulties to describe the local dynamics occurring in dynamic textures, and will need to
signal a residual, which is very expensive in terms of bitrate.
3.5.1 Dynamic texture prediction for H.264/AVC inter coding
The principle of the DTP algorithm is to use frames stored in the reference picture buffer
for learning and then predict the next picture to be encoded. The main modules of an
H.264/AVC encoder are shown in Figure 3.4. Yellow boxes show the modules generating
syntax elements that undergo entropy coding and are written into the bitstream. Clearly,
the DTP algorithm is automatic and does not generate any additional information that
has to be transmitted, as at the decoder side the identical DTP algorithm can be applied
to the reference pictures.
The principle of using DTP in a video encoder is illustrated in Figure 3.5. It consists in
applying the algorithm described in Section 3.4.3 on the reference frames whenever a new
reference frame is written into the reference picture buffer, and inserting the predicted
frame into it.
A question arising naturally concerns the implications of the latter. In practice, the
encoder can reference the new frame whenever it is useful in a rate-distortion way. As
already described in Section 3.3.1, the encoder has the possibility to reference previous
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Figure 3.4: The principle of the DTP prediction scheme within an H.264/AVC encoder.
frames on a sub-macroblock level. When an additional predicted frame is in the buffer,
this mechanism is automatically enhanced to the predicted frame. It may be interesting
to observe that there is no need for any kind of dynamic texture recognition because the
encoder will automatically find out where to use the predicted frame by applying the
usual rate-distortion decision after motion estimation and compensation. Furthermore
the prediction does not need to be perfect, as the predicted frame can be used along with
a residual for correction. This explains the terminological dilemma when it comes to the
terms prediction and synthesis. The original algorithm as described in [22] was created
mainly for synthesis, that is the reproduction of texture that is different from the original
but generates a similar impression for the human observer. The classical rate-distortion
decision in the JM software only takes the mean squared error between pixel values into
account and does not allow for perceptually similar content to be treated as equivalent.
Hence the synthesis algorithm was adapted for prediction in a scenario where pixel fidelity
is the goal as has been shown previously.
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3.5.2 Adaptive positioning in the decoded picture buffer
Experiments have shown that in the basic implementation, see [24], the referencing of
the predicted picture is costly because it is in the last position of the reference picture
buffer. The effect is that no PSNR gains or rate savings can be achieved for low bitrates.
The reason why this technique was chosen is that it has the advantage of not leading to
losses in case of conventional content, as the fifth picture has hardly any influence on the
encoding process.
Decoded Picture Buffer Synthesized Picture
Figure 3.5: The synthesized (predicted) picture replaces the oldest picture in the reference
picture buffer.
In order to keep the advantage of no losses for sequences with conventional content, and
provide gains for low rates simultaneously, it is proposed to adapt the position of the DTP
frame before encoding. The idea is to try different positions for the reference picture, as
can be seen in Figure 3.6.
The best location for the predicted picture is then chosen by a picture-level rate-distortion
decision, which is based on the findings from [44]. The used cost function is:
C = D + λR, (3.41)
where λ = 0.68∗2(QP−12)/3, D is the sum of the distortions of the luma and the two chroma
components, and R is the number of bits to encode the picture. The variant with the
lowest cost is then finally written into the stream, and the position of the predicted frame
is written into the picture parameter set. The computational complexity of the method
at encoder is an n-fold multiple of the complexity of classical encoding, with n being the
number of positions tried, which in our particular case is 5 since we compare all positions.
At the decoder the position is then known and after generation of the predicted picture
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Decoded Picture Buffer Synthesized Picture
Figure 3.6: Adaptive positioning of the synthesized picture in the decoded picture buffer.
it is set at the same position in the decoded picture buffer. Results for this method are
presented and discussed in Section 3.6.
3.5.3 New DT skip mode
The idea of introducing a new skip mode arises from the fact that with the old implemen-
tation of DTP from [25] and [24], the synthesized content can only be referenced using a
mode where the reference frame number is explicitly encoded into the bitstream. However,
a more efficient way to code a macroblock is the skip mode, which tells the decoder to de-
rive the motion vectors by computing the median from neighboring macroblocks, and use
the most recent reference frame. In practice, this will mean that the only way to use the
synthesis within the skip mode is to replace the most recent frame in the reference picture
buffer by the predicted picture. This is not viable, as this would strongly deteriorate the
compression efficiency.
In H.264/AVC, such a skip mode is available and represents the most efficient way in
terms of bitrate to use content from the most recent reference frame. To use a similarly
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efficient way to signal that the synthesized frame was used, a new mode called DT skip
was introduced in [26]. In contrast to the conventional skip mode which signals to the
decoder to automatically derive the motion vector and reference frame and simply copy
the content from there, with DT skip, the decoder doesn’t need to derive a motion vector
but simply copies the content from the same location in the DTP picture. In terms of
signaling, it was decided to use an additional flag in the conventional skip mode that
signals whether to use the conventional skip mode or DT skip.
3.6 Experimental Results
For the experimental investigations, the system described in Section 3.5 was used with
various test sequences, all of QCIF and CIF resolution, some of which were cropped from
higher resolutions. The reason why only sequences with spatial resolution are used is
because the basic assumption of DTP is that images can be represented using a very low
dimensional vector, an assumption that fails with higher resolution where more informa-
tion is present in the video. Furthermore it is difficult to find high resolution videos with
such fine-grained motion as can be found in QCIF sequences with dynamic texture. The
presented algorithm is integrated into the JM16.1 reference software [45]. The synthesized
reference frame is extracted from the five previously decoded frames. For the experimental
evaluation, testing conditions based upon [46] are used. Entire sequences were encoded
and the detailed setup is summarized in Table 3.1. Moreover, the comparison is done
using the same number of reference frames, i.e. H.264/AVC with k reference frames is
compared to the modified algorithm using k − 1 reference frames plus the extrapolated
frame.
Although the algorithms presented here are inspired from the texture synthesis algorithm
from [22], it is important to dispel the misunderstanding that the proposed algorithm
yields a lower PSNR at equal subjective visual quality, as can be clearly seen in the RD
curves. In other words, it should be emphasized that unlike synthesis-based algorithms,
e.g. the work from [15] and [16], where the principle of pixel fidelity was abandoned
for textured regions, which means that some textured regions were replaced by visually
equivalent content, this method yields improvements in compression efficiency in a classical
sense.
3.6.1 Results with DTP
A large set of QCIF and CIF sequences was encoded in order to determine the performance
of the prediction algorithm for any type of content that can be regarded as dynamic texture
or similar to dynamic texture, including head and shoulder sequences.
Table 3.2 shows Bjøntegaard Delta PSNR (BD-PSNR see [47]) results for some QCIF
sequences. For the Bridge-Far sequence BD-PSNR is not appropriate when using the QP
set recommended in [46].
The Preakness sequence is a sequence with complex motion of the crowd on a very small
scale and therefore regarded as dynamic texture. For higher rates, where these details are
34 The Dynamic Texture Model in Video Coding
Parameter Value
GOP Structure IPPP
QP I 22, 27, 32, 37
QP P 23, 28, 33, 38
Search Range 32 Pixels
FREXT Profile High
RDO On
Entropy Coding Mode CABAC
Frame Rate 30 Frames/s
Number Reference Frames 5
Full-Pel Distortion Metric SAD
Half-Pel Distortion Metric Hadamard SAD
Quarter-Pel Distortion Metric Hadamard SAD
Table 3.1: JM16.1 encoder setup. Group of picture (GOP) structure, quantization parameter
(QP) and Rate-distortion optimization (RDO) mode are defined. CABAC is an
abbreviation for Context-based adaptive binary arithmetic entropy coding and SAD
for sum of absolute differences.
Sequence Source ∆PSNR[dB ] ∆Rate[% ]
Bridge-Close Orig. 0.062 -2.264
Claire Orig. 0.105 -1.895
Container Orig. 0.377 -7.987
Foreman Orig. 0.064 -1.163
Miss-America Orig. 0.140 -3.236
Mother Orig. 0.073 -1.535
Preakness Orig. 0.091 -2.188
Sean Orig. 0.099 -1.800
Suzie Orig. 0.045 -1.018
Rushhour Crop. 0.139 -3.557
Shuttlestart Crop. 0.142 -3.344
Average 0.136 -3.090
Table 3.2: BD-PSNR results for JM16.1 compared to JM16.1 with adaptive DTP for selected
QCIF sequences, where the computation of BD-PSNR was possible.
transmitted with appropriate accuracy, significant bitrate savings were achieved which is
reflected by the BD-PSNR gains in Table 3.2.
Surprisingly, sequences showing mainly faces of talking people, turned out to show some
noticeable improvements. Talking faces, due to the complex motion, are only regarded
as dynamic texture in a wide sense, but still some bitrate savings can be observed with
Sean, Foreman, Claire, and Miss-America, see Tables 3.2 and 3.3.
The coding system including the DTP algorithm yields the same performance as the con-
ventional system for sequences with content that cannot be qualified as dynamic textures.
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At the same time, the DTP algorithm presented here improves the overall performance of
the coding system. The DTP algorithm is done at the encoder and decoder, so that the
additional complexity is an important factor to be mentioned. For QCIF sequences, the
additional processing time for DTP with the presented implementation is about 25 ms
per frame on a given system with an AMD Athlon 64 X2 Dual Core 3800+ CPU with
2GHz. With the JM decoder, real-time decoding for sequences with 30 frames per second
and DTP is possible. For CIF resolution, the additional time amounts to 120 ms, but as
was shown in [25], the algorithm can be implemented in a parallel fashion without losses
in compression efficiency, and hence run in real time on a multi-core architecture. The
alternative algorithm is more problematic as it requires an additional computation time
of 0.4 and 1.9 seconds per frame for QCIF and CIF respectively and is therefore currently
unrealistic for practical applications.
Sequence Source ∆PSNR [dB ] ∆Rate[% ]
Container Orig. 0.161 -4.334
Sea Orig. 0.093 -1.957
Rushhour 1 Crop. 0.074 -3.174
Rushhour 2 Crop. 0.061 -2.130
Shuttlestart Crop. 0.137 -3.618
Average 0.105 -3.043
Table 3.3: BD-PSNR results for JM16.1 and compared to JM16.1 with adaptive DTP for se-
lected CIF sequences, where the computation of BD-PSNR was possible.
3.6.2 Results for a combined system
When leaving practical aspects like computation time and memory requirements out of
consideration, a combination of the DTP and alternative dynamic texture prediction algo-
rithm can be considered to find the maximum performance improvements possible using
the algorithms based on the dynamic texture model and thereby measure the predictive
power of the latter. Here, the additional DT skip mode from Section 3.4.5 was used. To be
able to use the predicted frames from DTP and the alternative algorithm simultaneously,
a configuration was implemented where in the new skip mode content was copied from the
DTP picture, and the picture from the alternative algorithm was used as an additional
reference picture.
Figure 3.7 illustrates the usage of the different modes for the example of one single frame
from the Bridge Far sequence. Macroblocks marked by the letter S and NS use the
conventional and the new DT skip mode, respectively. Macroblocks or submacroblocks
having been coded using the predicted reference frame are colored in red. An effect
that can be observed is that the new DT skip mode and the frame from the alternative
algorithm are used on parts of the water surface, for the very fine-grained motion of people
walking on the bridge and e.g. in the preakness sequence, where a chaotically moving
crowd is shown from far away. As an example for the bridge-far sequence at QP=23
and with the algorithm where DTP is used for the new skip mode and the alternative
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algorithm for the additional reference frame, the new skip mode is used for 10.8% of the
macroblocks on average over 2100 frames. Measuring the frequency of using the new skip
mode or the additional reference frame is not so instructive, as the usage by itself does not
necessarily imply coding gains. In fact, the encoder uses these modes for some sequences
not containing dynamic textures, but does not yield any improvements in compression
efficiency. The reason for this is simple, the encoder may use predicted content that is
only slightly better than conventional reference frames, but the bottom line is that no
significant gains can be obtained.
Figure 3.7: Visualization of where the new skip mode and the DTP frame is used.
For lower rates, it was observed that it is more sensible to turn off the additional skip
mode. In fact, the amount of detail remaining in the sequence is not sufficient for a useful
prediction. Moreover, the conventional skip mode is selected very frequently and consid-
ering the new skip mode costs extra rate, turning it off for the low rates provides better
results. For this reason, the new skip mode was disabled for QP=38 in the simulation
results of Table 3.4, with sequences where further improvements were observed compared
to conventional DTP.
If furthermore a set of QPs that is different from the set recommended by VCEG [46] is
selected, i.e. {18, 20, 22, 24} and thereby only higher rates are considered, considerable
gains for Bridge and Container can be presented, with a BD-PSNR of as much as 33% for
the former, as can be seen from Figure 3.8 and Figure 3.10. When using the SSIM (see
[48]) implementation from JM16.1 to have SSIM as a metric for quality measurements,
similar results were obtained as can be seen in Figure 3.9 and Figure 3.11.
3.7 Conclusion
It was shown that after adapting the dynamic texture model adequately, it can be used to
improve the compression efficiency of a video coder. Thereby, a certain degree of predictive
power is inherent to the model. The conclusions are twofold. First, the model in its original
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Figure 3.8: For the Bridge-far sequence another set of QP’s was used {18, 20, 22, 24} so that
BD-PSNR [47] computation was possible, with savings of BD-Rate of 33% for the
bestperforming algorithm and still 20% for DTP as reference frame.
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Figure 3.9: Using SSIM [48] as a quality metric yields similar results.
form is barely suited for the use in video coding, because it requires the storage of too many
reference frames and was not originally designed for prediction. The modified form of it,
as presented in this Chapter, could however be used in practical video coding to improve
the coding efficiency. Second, the term dynamical system, which in its mathematical sense
accounts for the long-term analysis of a system, in particular its periodicity, is misleading
in this context. In fact, it turned out that the mathematical foundations of the simplest,
i.e. the dynamical model, were suitable to describe the transient behavior of the sequence,
and therefore, could be used to improve the compression efficiency. The current algorithm
is only appropriate for sequences with rather low and ideally no camera motion. In order
to make it work also with sequences with camera motion or, more generally, changes in
the camera setting, a warping of consecutive images into a synthetic camera view which
is static would be required, and will be dealt with in the second part of this work.
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Figure 3.10: Container QCIF sequence with QP = {18, 20, 22, 24}. BD-Rate saving was for
the bestperforming setting was 9%.
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Figure 3.11: SSIM results for the container QCIF sequence.
Sequence Source Pred. Ref. Frame Combined
∆ PSNR ∆ Rate [ % ] ∆PSNR ∆Rate[% ]
Bridge-close Orig. 0.058 dB -2.192 0.097 dB -3.647
Container Orig. 0.385 dB -7.922 0.438 dB -8.866
Preakness Orig. 0.094 dB -2.232 0.131 dB -3.044
Rushhour Crop. 0.084 dB -2.590 0.109 dB -3.003
Sean Orig. 0.095 dB -1.729 0.102 dB -1.849
Average 0.1432 dB -3.333 0.1754 dB -4.082
Table 3.4: BD-PSNR [47] results for JM16.1 compared to JM16.1 with adaptive DTP and com-
pared to the new combined algorithm for selected sequences where the computation
of BD-PSNR was possible.
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Chapter 4
Multiple view geometry fundamentals
The aim of this Chapter is to introduce two fundamental concepts of multiple-view geom-
etry that are central to the following analysis. Firstly, the pinhole camera model will be
used to explain the concept of focal length. Secondly, a simple method for the computation
of so-called homographies will be presented after introducing the concept of homographies
itself. There is vast literature on the topic, work that should be cited includes [49] and
[50]. The concepts that will be introduced in the sequel are explained in a more detailed
way in the books cited above.
4.1 Projective space
Projective space is a useful concept in multiple view geometry as it is used to handle
points at infinity. In 2D Euclidean geometry, all lines intersect, except for lines that are
parallel. It could be said that parallel lines intersect at infinity. Hence it would be useful
to add “points at infinity” to the set of points included in Euclidean space. The resulting
space with “points at infinity” is then called projective space and the latter “ideal points.”
It is then clear that in projective space all lines intersect.
4.2 Homogeneous coordinates
It is clear that an algebraic expression for ideal points from projective space is needed.
Infinity is often represented by the symbol “∞”, however a more elegant alternative to
represent the latter can be found by considering equations of lines. The equation of a
line in a 2D plane is given by ax + by + c = 0. A vector (a, b, c)T could hence be used
to represent the line. Noting that for any non-zero constant k, (ka)x + (kb)y + (kc) = 0
represents the same line on the plane, the vector from this equation is k(a, b, c)T, and
represents the same line. This provides an equivalence class of vectors related by a non-
zero scaling which are called homogeneous vectors. Furthermore every equivalence class
in R3 − (0, 0, 0)T belongs to the projective space P2.
With an algebraic expression for lines being given, remains to deal with ponits in projective
space. Starting from the fact that a point x, with 2D coordinates x = (x, y)T in Euclidean
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space, lies on a line l = (a, b, c)T if and only if ax + by + c = 0, it can be alternatively
expressed:
(x, y, 1)
 ab
c
 = (x, y, 1)l = 0. (4.1)
Again it is clear that for any non-zero scalar k the relation
(kx, ky, k)l = 0⇔ (x, y, 1)l = 0 (4.2)
holds true. In other words, there is an equivalence class of vectors (kx, ky, k)T for any
non-zero k as the homogeneous representation of (x, y)T ∈ R2. Any vector of the equiv-
alence class fulfills the condition of lying on the given line. The notation itself is termed
homogeneous coordinates of the point.
It is clear that any representation (a, b, c)T of the equivalence class of a point in P2, has a
representation in R2 as simple as (a
c
, b
c
). When thinking of the fact that projective space
enriches the Euclidean space by points at infinity, the algebraic representation of points in
projective space in homogeneous coordinates adds an elegant way to represent the latter
points at infinity by setting c = 0. With homogeneous coordinates it is now possible to
present the pinhole camera model and homographies, which can be well expressed using
the latter.
4.3 Pinhole camera model
The principle of a camera is to map the 3D world onto a 2D image plane. There are
different mathematical models for this mapping, and here the pinhole camera model will
be treated. The pinhole camera model is based on a central projection and a model with
a finite camera center, as opposed to cameras with center at infinity.
The pinhole camera model is described in Figure 4.1. The Figure shows a camera from
the side, such that the X dimension is perpendicular to the Y Z plane that can be seen.
A simplification with regard to a real pinhole camera is that the image plane is in front
of the camera center C instead of being behind.
The camera model allows to describe the mapping of a point X from Euclidean 3-space
R
3 to the plane in Euclidean 2-space R2, that is the image plane. It is assumed that the
origin of the world coordinate system coincides with the camera center. The coordinate
of the point X is retrieved by finding the intersection of the image plane and the line
connecting X and the camera center C. Figure 4.1 illustrates this for the 2D case. Here
it is shown that the height of the point in the image plane depends on the coordinates Y
and Z of the 3D point but also on the distance of the image plane from the camera center
C.
The projection of the 3D point on the image plane can be expressed as follows XY
Z
 7→ ( fX/Z
fY/Z
)
. (4.3)
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Figure 4.1: Pinhole camera model seen from the side: provides a simple explanation for the
focal length denoted by f here.
In homogeneous coordinates equation (4.3) can be rewritten as follows:
X
Y
Z
1
 7→
 fXfY
Z
 . (4.4)
It is now clear that by using matrix notation, the mapping can be written as follows:
 fXfY
Z
 =
 f 0 0 00 f 0 0
0 0 1 0


X
Y
Z
1
 , (4.5)
and that the matrix in equation (4.5) is the camera projection matrix P . The value f
will play an important role later. It is clear that f controls the size of objects as seen
in the camera plane. Furthermore some simplifications were assumed in order to achieve
the form of the camera matrix as given in equation (4.5). In particular, it was assumed
that the camera center coincides with the origin of the world coordinate system. Before a
more general formulation of the camera matrix can be given as follows, it should be noted
that the following decomposition of the camera matrix is possible
P = diag(f, f, 1)(I | 0). (4.6)
where diag(a, b, c) denotes a diagonal matrix with entries a, b and c on the diagonal,
and I is the identity matrix. Already here it is clear that diag(f, f, 1) relates to internal
parameters of the camera, which in the simplified model here is reduced to the parameter
f that controls the distance of the image plane from the camera center. The remainder
relates to the position of the camera in space and its orientation, which is straighforward
in the setting as given in Figure 4.1. The camera matrix can be generalized by assuming
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a different position and orientation of the camera, and by moving the image coordinate
origin to avoid negative coordinates. A general camera matrix P can then be factorized
as follows:
P = K(R|t), (4.7)
where K holds the intrinsic camera parameters, that is,
K =
 f 0 ox0 f oy
0 0 1
 . (4.8)
As just mentioned ox and oy are used to avoid negative coordinates, which leaves the
free intrinsic parameters to f . In the sequel, f will be called focal length. Instead of
speaking in coordinates in projective or Euclidean space, usually pixel coordinates are
used for images. The latter depend on the sensor used to capture the image, in particular
non-square pixels in the sensor could lead to the following effect:
K =
 fx 0 ox0 fy oy
0 0 1
 , (4.9)
that is, different focal lengths fx and fy in each direction.
Focal length will play a central role in Chapter 8, since controlling the focal length is how
zoom can be realized physically with cameras. The remaining parameters R and t are
extrinsic parameters that depend on the position and orientation of the camera in space.
They are dealt with in detail in [49]. Here it will be relinquished to say more than what
is necessary to understand what follows in Chapter 5.
In fact the knowledge of the intrinsic and extrinsic parameters is necessary in the following
context: when a video camera is moving along with tilt or zoom, the camera parameters
will change in every frame of the video sequence. It is clear that when given the task
to generate a new video with the same scenery but static camera, the first step would
be to compute the camera in every frame of the sequence. In fact the right procedure
would be to further estimate the physical location of every object in the video in 3D
space. The image pixel values can then be obtained by mapping the 3D points into the
image plane using one of the camera matrices. However in practice it is simpler to try
to find a transform that directly maps image locations to image locations, skipping the
steps of camera matrix and 3D pose estimation. The homography is such a transform and
presented below.
4.4 Homographies
Homographies will be used in Chapter 5 to warp frames of an entire sequence into a single
perspective. In this Chapter, the principles of how a homography can be computed from
point correspondences will be shown. Namely, it will be shown that computing homogra-
phies can be a problem with bad condition, and hence a normalization is presented. Fur-
thermore, some of the correspondences are simply wrong, hence the computation should
be robust to such so-called outliers.
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A homography defined in homogeneous coordinates just maps a point in one image to a
point in another. The used equation is as follows: x′y′
n′
 =
 h11 h12 h13h21 h22 h23
h31 h32 h33
 ·
 xy
n
 , (4.10)
and describes the relation between the position of a point x in one image and x′ in another.
It has 8 degrees of freedom, and the lower right entry h33 can have an arbitrary value or
it can be scaled to e.g. 1. What is of interest for Chapter 5 is how point correspondences
can be used to determine a homography. It can be shown (see e.g. [49]) that equation
(4.10) can be reformulated as follows:
(
0 0 0 −n′x −n′y −n′n y′x y′y y′n
n′x n′y n′n 0 0 0 −x′x −x′y −x′n
)

h11
h12
h13
h21
h22
h23
h31
h32
h33

=
(
0
0
)
,
(4.11)
a relation of the form
Ah =
(
0
0
)
. (4.12)
Considering more than one point correspondence, that is a set of correspondences xi ↔ x′i,
provides a set of equations of the form of (4.12). By simple concatenation the matrix A
is then growing into a matrix An. A is a 2 × 9 matrix whereas An is 2n × 9, where n is
the number of correspondences. Hence solving the problem
Anh =

0
0
...
0
 (4.13)
for h provides the homography. It should be noted that (4.13) does not necessarily apply
any more if the problem is overdetermined. In this case, the norm of Anh is minimized
instead which is a standard problem in linear algebra.
4.4.1 Condition of a problem
The results of algorithms are usually not exact, at least, when the computations are not
performed on integers. The error that occurs can have two different sources: one is linked
to the algorithm itself, that is, the error that arises from using a specific algorithm, and
the other is due to imprecision in the input data. The relation of the relative error of the
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input data compared to the relative error in output data is referred to as the condition of
a problem. More formally, given a function f that maps x ∈ R to y ∈ R, that is,
f : x 7→ y, (4.14)
and erroneous input data xˆ that is close to the real data x, then the condition number of
the problem κ can be defined as
κ(x) :=
∣∣∣∣f(xˆ)− f(x)f(x)
∣∣∣∣ · ∣∣∣∣ xˆ− xx
∣∣∣∣−1 , (4.15)
for a problem that consists in finding y through the function f . Hence the condition
number is just a description of how errors in the input data influence the result and are
specific to the problem, and not to the algorithm that is used to compute y. The condition
number can be generalized for higher-dimensional problems, and details on the condition
number can be found in [51]. So far, it is only important to underline that what follows,
that is, the normalization of point correspondence coordinates has the aim to improve the
condition number of the problem of finding a homography.
4.4.2 Normalization
Revisiting the problem of solving for h from (4.13), that is finding a homography from
point correspondences, under the aspect of the condition of a problem leads to the follow-
ing considerations: since it is clear that the point correspondence locations are not exact,
the errors in the latter will lead to an error in h, and this error should be minimized by
choosing an optimal coordinate frame to find h in a well-conditioned way.
Referring to [49] for details, it will only be said that this can be reached by normalizing
the coordinates. In fact, the coordinates in every image are centered around the origin
and then scaled such that the average distance from the origin is
√
2. The transform
consisting of a translation and scaling can be denoted by T in the first image and T ′ in
the second. The new coordinates are then given by
x˜ = Tx (4.16)
and
x˜′ = T ′x′, (4.17)
which then leads to
A˜nh˜ =

0
0
...
0
 , (4.18)
which is better conditioned than to (4.13). Finally, to obtain the homography searched
for, h˜ is rewritten to form the 3× 3 matrix H˜ and one has
H = T ′−1H˜T. (4.19)
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4.4.3 Random Sample Consensus and Least Median of Squares
While the normalization has helped to improve the condition of the problem of finding a
homography from correspondences, there is another effect that is usually taken care of,
that is, outliers. In fact the normalization helped minimize the effects of small errors on
point correspondence locations, but it does not attenuate the effects of correspondence
that are completely wrong, that is, subject to a large error.
The best way to handle large errors is to simply discard the point correspondences af-
fected by them. Typically the Random Sample Consensus (RANSAC) or Least Median
of Squares are used for the purpose. The underlying idea is to find a subset of corre-
spondences that match well together. In terms of computing homographies this works
as follows: a homography is computed from a small subset of correspondences that is
randomly selected. It is then used to compute estimated correspondences for the remain-
ing set using the given locations in one image. Working with a given threshold, every
point is either considered an outlier or an inlier, depending on how far the estimated
correspondence is away from the one contained in the set. The Euclidean distance can
be used for the purpose. Selecting different subsets and repeating the above procedure
many times, the homography with the highest number of inliers is selected as the best
one. In a similar way, the Least Median of Squares algorithm picks different subsets of
point correspondences. However here, instead of setting a fixed threshold to distinguish
between inliers and outliers, the median of least squares errors (the same distance as with
RANSAC can be used) is computed. The set with the lowest least median of squares is
then selected.
4.5 Chapter Summary
This Chapter briefly explained some basic notions and algorithms that will be useful in
the sequel. In particular, the concept of focal length was explained using the pinhole
camera model. Further algorithms were presented that will be used in Chapter 5. In
particular a normalization for point correspondences and robust methods for homography
computation from point sets containing outliers was presented.
47
Chapter 5
Camera pan and zoom compensation
5.1 Introduction
So far, the presented methods were aimed at sequences with a static camera. In some
work it is suggested that slow camera motion may not impair the quality of the dynamic
texture analysis if only a small number of frames is considered, see [36]. Even so, if the
scene contains static parts along with dynamic texture, a registration of the scene so as
to remove camera pan and/or zoom, may be sensible. Practically, the effects of doing so
can be huge. To showcase the advantages of applying camera motion compensation in
practice, Figure 5.1 illustrates dynamic texture synthesis using the algorithm from [22].
In the top row synthesis has been performed from a sequence where camera motion and
zoom have been compensated, that is, from a sequence with a synthetic static camera
view. Conversely, in the bottom row, synthesis using the original sequence with camera
motion and zoom was done. It is clear that the synthesis results from the bottom row
are seriously flawed and couldn’t be used in any kind of practical application. Moreover,
any prediction as done in Chapter 3 would not make sense unless the camera motion and
zoom are dealt with separately.
With this practical example it becomes clear that camera motion has to be addressed to
make methods dealing with temporal texture work in the general case. This is the aim of
this Chapter.
5.2 Synthetic static camera view synthesis
5.2.1 Preliminary remarks
The goal of this chapter is to generate a synthetic sequence with static camera from a
natural sequence with camera motion. A way to solve this problem in a general fashion
would require to compute the camera matrix in each frame, perform a 3D reconstruction
for each pixel in each frame and re-render the scene with a static camera perspective.
Considering that in addition to the dynamic texture there are moving objects in the scene,
this represents a cumbersome solution and we propose a significantly easier method that
is applicable to many situations involving dynamic textures. It simply consists in making
the simplification of estimating a single homography for the entire image.
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(a)
(b)
Figure 5.1: Synthesis of dynamic texture using the dynamic texture algorithm from [22]. (a):
Synthesis from a sequence where camera motion and zoom have been compensated,
that is from a sequence with a synthetic static camera view. (b): Synthesis using
original sequence with camera motion and zoom.
It is widely acknowledged that homographies can be used to warp planar surfaces from one
image to another, as shown in Figure 5.2 (a), but homographies can also be used to warp
between images having a common camera center (b). The latter property is the reason
why we can apply homographies to entire images even though the 3D points represented
are not coplanar: dynamic textures are nearly always to be found in outdoor scenes and
here the translation of the camera center during a camera pan is negligible with respect to
the distance of 3D points in the scene from the camera center. In the sequel, we assume
that either property (a) or (b) is given and use homographies for the registration. Results
in Section 5.4 show that a visually appealing registration can be done for a wide variety
of sequences containing dynamic textures, but we are fully aware that it fails for other
cases, like indoor scenes with significant camera motion and rotation.
5.2.2 Basic principle
Practically speaking, we take the camera position of the first frame in the sequence as a
reference and warp all the succeeding images into the reference view. To this end, specific
points that are easy to track are identified over all the images in the sequence. From
these points the homography from each image into the reference image is computed using
a robust algorithm as described in [49]. By applying the homography to entire images
we get the new sequence with static camera. Figure 5.3 illustrates the principle for the
simple example of a static and planar scene.
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Figure 5.2: Situations where the relation of image points x and x′ can be described by a
homography: (a) 3D points lie on a planar surface and (b) non-coplanar 3D points,
but same camera center
(a) (b) (c)
Figure 5.3: (a) is the image with the reference view, (b) is the same scene from a different
point of view and (c) is the image from (b) warped into the reference perspective.
5.2.3 Handling non-static objects in the scene
Unfortunately, unlike the scene from Figure 5.3, natural video sequences tend to contain
non-static objects, which are not yet prevented from being used to compute the homogra-
phy. Hence it is often impossible to do the registration accurately by simply applying the
basic algorithm as presented in the previous section. The fact that non-static objects are
usually easily findable and therefore often chosen as reference points for the computation
of the homography exacerbates the situation even further.
To deal with this problem we used the Least Median of Squares algorithm from the
OpenCV library [52], similar to the RANSAC paradigm from [53] but not needing any
threshold, which is known to deal very well with outliers in image correspondence match-
ing. In case of strong motion between frames, correspondences lying on non-static objects
will be classified as outliers and thereby excluded from the set of points used to compute
the homography. Still, points from moderately moving objects tend to remain in the set
and deteriorate the result of the registration. For this reason we introduce another sup-
plemental approach that detects non-static objects in the scene. Figure 5.4 summarizes
the procedure: after an initial basic estimation of the homography done as described pre-
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viously, the image from the center is warped to the view of the left image. Even though
the homography was only a rough estimation, the difference image will clearly highlight
the moving objects from the scene. In Figure 5.4 the difference image highlights the cars
driving on the highway. From the latter a mask is generated by applying successively a
flood-fill and a dilation algorithm.
Estimation of H
H-1
Absdiff
 Derive   Mask 
Figure 5.4: Schematic representation of the difference image computation and mask generation.
Moving objects and dynamic textures are detected.
As the mask is computed for the reference view, it can be used to discard points when the
next frame from the sequence is processed. Once the algorithm has found a good mask,
i.e. non-static objects are detected, a better homography from the remaining points can
be computed.
5.2.4 Influence of point correspondence distribution on the accuracy
of the homography estimation
It has long been known that the epipolar geometry describing the relation of a stereo
image pair or homographies of planes in these images can only be estimated up to a certain
accuracy and uncertainty is inherent to them. The uncertainty of the homography has a
different impact on different parts of the image depending on the point correspondences
chosen to compute the latter, as is illustrated in Figure 5.5. In scenario (a) and (b) the
same number of correspondences is used for the computation of the homography, and while
the precision of the correspondence locations can be regarded as equal, the distribution is
different. When warping the first image into the view of the second image (top right), the
error (bottom right) clearly varies in the two scenarios. Obviously, regions that have been
neglected in the correspondence selection show larger errors than regions that didn’t.
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(a) (b)
Figure 5.5: Influence of point correspondence distribution on the accuracy of the registration.
While theoretical aspects of this problem have largely been discussed, see e.g. [54], [55], and
[24], we used a simple but very effective approach to enforce a mostly equal distribution
within the frames. The basic idea is to attribute a surrounding area to each point, and
then try to find a subset where the distribution of the areas is as close as possible to a
uniform distribution.
As a logical consequence, we used the Kullback-Leibler divergence of the given distribution
from the uniform distribution as a criterion. We generate subsets Ω\i of the current feature
point set Ω by ignoring a single feature point i, respectively. We then compare the cells
of each subset to a set of equally sized cells. The divergence is computed using:
s(i) =
∑
jǫΩ\{i}
(
(1− q(j))
N − 1 −
(1− q(j)) a(j)
aΣ
)
· log
(
1
N−1
a(j)
aΣ
)
, (5.1)
where N denotes the cardinality of Ω and a(j) is the area corresponding to point j. The
latter is computed by finding a Voronoi cell corresponding to each point (a corresponding
function is given in OpenCV [52]), and the area of the cells can be computed by division
into triangles since each Voronoi cell is a convex polygon. Further aΣ is the sum of all
considered areas and q(j) the quality of the match (0 < q(j) ≤ 1), which is derived from
the error paramater returned by the Pyramidal Lukas Kanade Optical Flow algorithm
implemented in the OpenCV library [52]. The subset with the lowest score is kept which
means that we simply remove point i from the set. The procedure is repeated until the
number of remaining points is small enough. It should be noted that there may be different
approaches to enforce a good distribution of point correspondences in the image.
5.3 Interpolation
Homographies are efficiently described using homogeneous coordinates. That is, the basic
equation  x′y′
n′
 =
 h11 h12 h13h21 h22 h23
h31 h32 1
 ·
 xy
1
 , (5.2)
52 Camera pan and zoom compensation
(a) (b)
Figure 5.6: (a): Points only selected by quality. (b): Points selected by quality and distribution
relates the point coordinates in a first image with the point coordinates in a second. More
precisely, if the coordinates in a first image are given with (x, y)T, the same 3D point
will have coordinates (x
′
n′
, y
′
n′
)T in the second image. If the first image is the existing real
image reference that is used for warping, then it is clear that all the values x and y will
be integer values, that is, the simple pixel coordinates. The values of x
′
n′
and y
′
n′
however
are not necessarily integer values, considering that they are obtained using equation (5.2),
which may consist of more than a mere 2D integer translation. That is, if warping has
to be performed, pixel values at positions “between” pixels have to be found, which is a
problem of interpolation.
The task at hand in the context of creating a synthetic sequence with static camera entails
warping, and inherently with this interpolation for the reason just presented. Hence, in
this Section a general description of the problem of interpolation will be given and a short
description of the used solution.
5.3.1 General problem statement
A comprehensive reference explaining the principles of interpolation is given in [51], which
serves as a basis for the definitions presented in the sequel. A general statement of the
given problem can be stated as follows. Let x0, . . . , xn ∈ R be a set of nodes for which
corresponding data f0, . . . , fn ∈ R is given. Let Gn be a (n + 1) dimensional space of
continuous functions. The problem of interpolation is to find a function gn ∈ Gn, such
that
gn(xi) = fi i = 0, . . . , n. (5.3)
In simple words, a function is required taking on the values of f0, . . . , fn at the nodes
x0, . . . , xn. Once such a function gn is given, it can be evaluated at other positions than
the already given x0, . . . , xn, and values of the function at these positions can then be
called interpolated values. The general procedure as defined above is called Lagrange
interpolation.
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5.3.2 Linear interpolation
A very simple, yet effective solution is linear interpolation. That is, if function values fi
and fi+1 at interpolation nodes xi and xi+1 are given, the value at y with xi < y < xi+1
is given with
g(y) =
y − xi
xi+1 − xifi+1 +
xi+1 − y
xi+1 − xifi. (5.4)
In fact, it is assumed that the value of g(y) is given by the value on the line relating fi
and fi+1, which explains the name of linear interpolation.
5.3.3 Polynomial interpolation
A more elaborate method than simple linear interpolation is given when polynomials
are used for the interpolation. That is, if more then only two nodes xi and their data
values are given, a polynomial interpolation can be calculated. More formally, if a set
of interpolation nodes x0, . . . , xn ∈ R with x0 < x1 < . . . < xn, and their respective
values f(x0), . . . , f(xn) ∈ R are given then a polynomial interpolation consists in finding
a polynomial Pn with
Pn(xj) = f(xj), j = 0, 1, . . . , n. (5.5)
It should be noted that Pn ∈ Πn and Πn is the set of all polynomials with degree n defined
with
Πn =
{
n∑
j=0
ajx
j | a0, a1, a2, . . . , an ∈ R
}
. (5.6)
For n nodes xj, a polynomial with degree n can be computed, e.g. using a Vandermonde
matrix. However, it will be relinquished to present any methods to find such polynomials.
It is important to note that for the application at hand, even when simplified to 1-D by
only considering one column of an image, the values for n would be huge. Furthermore,
it would not be reasonable to assume that a single function can represent the signal over
the entire length. Hence, in practice, to interpolate a value y with xi < y < xi+1 only a
limited number of values from neighboring nodes should be used, an idea incorporated in
spline interpolation that will be treated later.
5.3.4 Hermite interpolation
Until now, only so-called Lagrangian interpolation methods were introduced, that is, the
interpolation was performed by using the values of the function at the interpolation nodes
where the function values are given. Further information that can be used if given, is
the value of derivatives at interpolation nodes. In that case a function will be searched
that not only takes on the given values at the interpolation nodes but also has a given
derivative there. The second or third derivative can be considered as well. The concept
can be formulated as follows. First, an expression has to be found which allows to deal
with the derivatives. A slightly different definition of the nodes is given as follows:
x0 ≤ x1 ≤ x2 ≤ . . . ≤ xn, (5.7)
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that is, the nodes are not pairwise different. With an index j = 0, 1, 2, . . . , n,
νj(f) = f
(pj)(xj), pj = max {t : xj = xj−t} . (5.8)
defines ν(f). The concept behind this is that a value xj that is present more than once
in the set of nodes will imply that derivatives at that node will be considered.
With this a concept called Hermite interpolation can be formulated. Let f be a continuous
function that is k times differentiable on an interval [a, b] , and be ν as defined in equation
(5.8). Furthermore, let xj ∈ [a, b], and the all pj < k for all j. With this, the interpolation
problem considering derivatives can be formulated in a simple way.
To restate the above more formally, the following is given. With f ∈ Ck [a, b] and ν as in
(5.8) with xj ∈ [a, b] and pj < k for all j, the Hermite interpolation problem consists in
finding a polynomial Pn ∈ Πn with
νj(Pn) = νj(f), j = 0, 1, 2, . . . , n, (5.9)
where Πn is as defined in equation (5.6). It will again be relinquished to show methods to
find solutions to the problem. However it should be noted that the Hermite interpolation
constitutes the basis for spline interpolation.
5.3.5 Spline interpolation
It has already been mentioned in Section 5.3.3 that the usage of polynomial interpolation
with a large number of nodes may not be sensitive. A simple solution was proposed by
postulating that for every part of the domain on which the function has to be found
a specific solution is found using only a limited number of neighboring nodes. In that
context one may consider f as a piecewise polynomial. A typical concept incorporating
the idea is cubic spline interpolation.
Again let the nodes be given with
a = x0 ≤ x1 ≤ x2 ≤ . . . ≤ xn = b, (5.10)
and their values at the nodes with
fj = f(xj) j = 0, 1, 2, . . . , n. (5.11)
Cubic spline interpolation consists in finding in the space Sn3 with
Sn3 =
{
f ∈ C2 [a, b] |f[xi,xi+1] ∈ Π3, i = 0, 1, 2, . . . , n− 1
}
(5.12)
a function S ∈ S3n with
S(xj) = fj, j = 0, 1, 2, . . . , n, (5.13)
where fj are the values of the function at the nodes. To make the problem have a single
solution a constraint can be added by demanding
S ′′(a) = S ′′(b) = 0. (5.14)
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The constraints imposed on S can be summarized as follows. On one hand functions in
Sn3 are polynomials of degree 3 in every interval of [a, b]. Furthermore the functions are
differentiable twice on [a, b]. It should be noted that the differentiability at the nodes puts
restrictions on the space that are then used to find a unique solution for S. In fact, it will
be stated that the problem has a unique solution without providing a proof.
In practical applications, instead of working with the simple restriction of differentiability
at the nodes, an estimate of the first derivative is often used to constrain the problem
beyond the values at the nodes. In fact, in cubic spline interpolation, for every interval
[xj, xj+1] a polynomial of degree three has to be found, that is, there are four unknowns.
The values fj and fj+1 however only provide two constraints, that is, there is a set of
only two equations, but four unknowns. As said before, the missing constraints are added
by demanding that the resulting function S is differentiable twice at the nodes. The
simplification then consists in replacing the condition of differentiability by just estimating
the first derivative at the nodes, which then provides the two additional constraints. When
this is done for a node by just drawing a line between the previous and the next node,
this is called a Catmull-Rom spline. This provides an estimate of the first derivative in
every node, which delivers the two additional equations.
With the above, it can be seen that cubic spline interpolation is an advanced interpolation
method, combining the concepts of polynomial and hermite interpolation. Cubic spline
interpolation can also be done in 2D which is then called bicubic spline interpolation.
The principle remains the same. For practical reasons, that is, since a bicubic spline
interpolation for the purpose of warping with homographies is available in the the OpenCV
library, see [52], it was decided to use the latter in the sequel. It has been shown in
[31]1 that bicubic spline interpolation is superior to the interpolation methods used in
H.264/AVC, but for reasons that for the sake of conciseness are not discussed here, another
interpolation variant is used in HEVC (note that the interpolation method used in HEVC
is also superior to the method in H.264/AVC and can be considered as the current state-of-
the-art). A drawback of the method employed in this work is the usage of floating point
operations. Hence an investigation of whether the usage of the standard interpolation
methods as in HEVC in combination with the algorithms that will be described in this
work could be conducted but is beyond the scope of this work.
5.3.6 Relation to signal processing
In theory, it is impossible to guess the values of functions that are “between” two nodes.
That is why in practice, assumptions are made for interpolation, either explicitly or im-
plicitly. A popular assumption used in signal processing is that the underlying function is
a low-pass signal. It will be seen in Chapter 7 that this allows to find exact interpolation
values in case the assumption holds true. The assumptions made here are different and
were presented above. In video coding, so-called multi-tap filters are used for interpola-
tion, which in principle use only a few nodes and multiply the values of neighboring nodes
with given factors that may also be negative. A very simple instance is linear interpola-
tion, which has the factor 1
2
when the value to be interpolated is exactly in the middle of
the two nodes.
1Here the interpolation was realized in a slightly different way than in this work
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5.4 Experiments
To validate the approach that has been presented in this Chapter, some experimental
results will be presented. In a first step, the performance of the algorithm will be tested
for sequence with artificial camera motion, that is, the camera motion was added to
sequences with static camera for testing. This has the advantage that a ground truth is
given and hence the results from the algorithm can be compared with it. In a second
step, the algorithm will be tested on natural sequences with camera pan and zoom. For
the latter no ground truth is given but a subjective evaluation can be done by watching
the compensated sequences.
5.4.1 Results achieved on sequences with known ground-truth
The parameters that are set for the following experiments are the ones needed by the
different functions from the OpenCV library. Namely, the function cvGoodFeaturesTo-
Track requires a parameter to set the maximum number of corners returned (set to 1000),
a parameter for the quality level set to 0.0001 and the size of a block for computing a
derivative covariation matrix over a pixel neighborhood is set to 2. Beyond, the posi-
tions of the found corner locations are refined using the function cvCornerSubPix with
the parameters winSize set to 2 (this parameter indicates half of the side length of the
search window) and an epsilon parameter set to 0.03 as the termination criterion of the
iterative position refinement procedure unless the maximum number of iterations (set to
20) has already been reached. The function cvCalcOpticalFlowPyrLK needs the following
parameters to be set: winSize which is the size of the search window at each pyramid level
and is set to 4, maxLevel which is the maximal pyramid level number and is also set to 4
and finally again the termination criteria with an epsilon of 0.03 or maximum number of
iterations equal to 20.
To measure the efficiency of the presented algorithm in a controlled environment synthetic
sequences with camera motion and zoom were generated from sequences with a static
camera. In this case the set of homographies that was used to generate the test sequences
is known and the results provided by the presented algorithm can be evaluated.
Sequence Resolution MDRP PSNR[dB ]
Cactus 352x288 0.074 49.11
Traffic 1 352x288 0.174 40.44
Traffic 2 480x360 0.195 39.69
Traffic 3 480x360 0.115 42.70
Treno 2 480x360 0.089 43.49
Table 5.1: Performance on synthetic sequences with known ground-truth. The difference be-
tween the original static sequence and the reprojected sequence is expressed in
PSNR.
To measure the performance we used two different measures, PSNR from the reprojected
sequence using the known homographies and a measure we namedMDRP, which stands
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for Mean Distance from Reprojected Point, which is given by
γ =
1
card(Ω)
∑
x∈Ω
dist(Hx, Ĥx), (5.15)
where Ω is a subset of pixels from a sample image obtained by sub-sampling, card(Ω) its
cardinality, H is the ground-truth homography, Ĥ its respective counterpart computed by
the algorithm, and dist(x,y) the distance between x and y in pixels. It is an adaptation
of a common measure to the situation where the ground-truth is known. The selected
sequences contain moving objects and dynamic texture (e.g. trees moving in the wind)
in order to underpin the capability of the algorithm to differentiate between static and
non-static objects in the scene. In the given examples the visual quality is excellent and
a difference from the original is hardly noticeable. This is demonstrated by the results in
Table 5.1. All the reprojected sequences have a PSNR close to or above 40 dB (differences
in PSNR mostly arise from the different amount of noise present in the sequences), a value
which is regarded as representing a quality level where it is difficult for a human observer
to tell original and compared sequence apart.
5.4.2 Results on natural sequences and synthesis results
As no ground truth is given for natural sequences, the evaluation has to be performed in
a different way. In this case, it is done by subjective assessment. For this purpose, only a
few frames from every sequence are shown. This gives an impression of the performance of
the algorithm. Figure 5.7 shows the result after registration for the BQTerrace sequence.
The sequence contains both static background and non-static foreground. It has already
been used in Figure 5.4 to illustrate how foreground/background separation works. Here
it is shown that the registration is possible and works well with the proposed algorithm.
Considering the motivation for the registration, an application scenario going beyond
simple registration is of interest. That is, it would be interesting to see the result of
synthesis applied to a sequence after registration. This is shown in Figure 5.8. While in
(a) frames from the original sequence are shown, in (b) the result after registration can be
seen. Finally, in (c) a few synthesized frames are presented. In fact, the sequence shown
in (b) was cropped so that the only parts of the sequence visible in every frame are used,
and then the dynamic texture model derived from this artificial sequence for the upper
part of the sequence. It can be seen that the synthesis is visually appealing. Another
synthesis example with and without registration was already given in Figure 5.1 when
discussing the necessity of registration for dynamic texture synthesis.
5.5 Chapter Summary
In this Chapter, a method to compensate camera pan, tilt and/or zoom has been pre-
sented. It was shown that it is important that points used for the registration are well
distributed over the image, but at the same time only belong to background objects. After
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(a)
(b)
Figure 5.7: (a): Original sequence with camera pan. (b): Sequence after registration.
briefly evaluating the method, it was shown what interpolation method was used to gen-
erate synthetic sequences with static camera. Examples were shown where the synthesis
after registration worked seamlessly.
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(a)
(b)
(c)
Figure 5.8: (a): Original sequence with camera pan and zoom. (b): Sequence after registration.
(c): A few synthesized frames using the sequence from (b). It can be seen that
the registration is working properly and the synthesis after registration is visually
appealing.
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Chapter 6
Homography coding in video
compression
6.1 Overall system
6.1.1 New approaches
In this work1 a method is introduced that makes the estimation of camera motion and
zoom in an entire sequence2 possible. It can decide automatically when to choose a new
key reference frame from where to estimate the latter. These key frames need a good
estimation w.r.t. the previous key frame as any error occurring in this frame is carried
over until the end. Therefore, a special technique to refine the estimation is introduced.
While in [57] the Levenberg-Marquardt algorithm is used to find an affine transformation
between a high resolution image and a cropped or scaled low resolution version of the same,
here the Levenberg-Marquardt method is used for a final refinement step to obtain a better
estimate of the homography, and with a very good initialization, since the homography
has already been estimated.
6.1.2 Enhanced video encoder
At its core, the method presented in this Chapter is rather simple. Camera motion and
zoom is estimated throughout a sequence. This information is encoded into the bitstream
and will be available at the decoder. Hence the information can be used at the encoder
for compression purposes. In practice, the reference picture buffer is enhanced. This
means that with the estimated camera motion and zoom information, a picture with a
fixed time displacement is warped into the perspective of the picture that is currently
encoded and is used as a substitute to the oldest reference picture. This warped picture
is therefore available for motion compensated coding in the same way as conventional
reference pictures in the decoded picture buffer. The same procedure has to be performed
at the decoder, obviously using camera motion parameters from the bitstream.
1Parts of this Chapter have been published in [56].
2In practice “sequence” means between two successive I-frames
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One rationale for using a long–term buffer is that previous work [26] has shown that
for so-called dynamic or video textures, frames or parts of frames tend to reappear in
a similar form. In its simplest form, this model would assume a sequence to be almost
cyclic, which explains our procedure. In this Chapter the focus lies on compensating
effects from camera motion and zoom, which are particularly difficult to handle for this
type of sequences.
It will however be shown in Chapter 7 that the same enhanced system also presents
advantages with sequences where objects change their scale, like e.g. in sequences with
zoom. Hence the methods presented in this Chapter can be used for those sequences as
well.
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Figure 6.1: Overall concept of the proposed method.
6.1.3 Related work
Some time ago so-called sprite coding was fashionable. The idea which has since consid-
erably lost in importance is that video sequences can be separated in three main parts:
static background, camera motion, and moving foreground. Hence, the coding procedure
consists in coding a so-called sprite, that is an image containing the entire background
scene, and the camera motion, which are then used appropriately through warping for
the background in every frame of the sequence. Foreground is coded separately, using
e.g. motion compensation. MPEG-4 sprite coding and global motion compensation are
existing standards incorporating this concept. A potential advantage of the method is
that background can be assumed as less important for high quality coding, and errors
stemming from interpolation that naturally occur with camera pan and zoom may not
need extra compensation, unlike in hybrid video compression like MPEG-AVC or HEVC.
In the case of the aforementioned sprite coding techniques, a serious challenge is the proper
representation of the camera motion, which maps the sprite to the background of each
frame of the sequence and vice-versa. An assumption that is used and works relatively
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well is that camera motion can be represented using an affine motion model. This model
is a simplification of the model using homographies introduced in Chapter 5 in the sense
that it does not account for perspective effects.
A reference often cited in this context is [58], where a model going beyond an affine motion
model is introduced for sprite coding, and along with this a framework for the compu-
tation of camera motion is presented. Using the standard exemplary Stefan sequence,
the performance of the algorithm is demonstrated. However, this very sequence already
demonstrates what problems can be encountered with this concept. It turns out that a
portion of what is considered static background in this sequence, the spectators in the
tennis court, are partially non-static. Coding the spectators as foreground would seriously
impair the performance of the method. Hence, a part of foreground motion has to be con-
sidered semantically irrelevant. This introduced a new paradigm in video coding, that is,
consciously not coding parts of the content (content can also mean motion in this context)
since it is regarded as irrelevant. A reason why this concept never really caught on in main
stream video coding may be the difficulty to design an algorithm to detect semantically
irrelevant content that proved to be accurate beyond reasonable doubt. Another idea on
global motion compensation is given by so-called background mosaicking. Here in the
context of hybrid video compression, all background content visible at any time in the
sequence is stored in a separate picture buffer, so that it can be re-used at any time, as
presented in [59]. This method was used in MPEG-4, however lost its importance and was
disregarded in MPEG-AVC. The idea was used again in [60], where affine motion com-
pensation is used for motion prediction using multiple reference frames. Similar ideas are
expressed in [61], however the idea of affine motion was dropped in favor of conventional
block-based coding, which simplifies the idea to long-term reference frame buffers, which
can be used in H.264/AVC since syntax to move some frames in a long-term reference
buffer is provided.
These problems notwithstanding, foreground/background separation was further used in
video compression in some applications, namely in the field of perceptive video compres-
sion, see [15], [16], or [62], to name only a few, or, earlier, in an application similar in
spirit to sprite coding, which was presented in [63]. In this work, the main idea was again
that optimal PSNR in background portions of the sequence is not necessary. The change
in the background arises from simple camera motion and hence it is sufficient to provide
a sequence that reproduces the camera motion without necessarily keeping pixel fidelity.
The resulting algorithm provided bitrate savings with equal visual quality, however lower
PSNR. It should be noted that the used interpolation method was bilinear interpolation.
The difficulty here again is to identify background correctly and to quantify the visual
decay that comes from the simplification of the motion model that is not capable of recre-
ating the actual change in the sequence stemming from the physical camera motion. The
elegance of this idea notwithstanding, the method has not been further used until recently
in the context of multi-view video coding, where similar ideas are now discussed.
Another related approach was specifically developed for navigation video sequences, see
[32, 33]. In this type of video rotational background motion is predominant, and is dealt
with by compensating through warping of reference frames and insertion into the reference
picture buffer.
During the standardization process of HEVC, higher order motion models have again
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become relevant. The context here however is not perceptional video coding or separate
foreground/background coding, but the classical rate-distortion optimized video compres-
sion aiming at optimal PSNR for a given rate or minimal rate for a given PSNR. Work to
be cited here is [64], where the usage of an affine motion model along with new interpo-
lation techniques results in some performance improvements. However, separate results
for improvements stemming from interpolation and the affine motion model, respectively,
suggest that the affine motion model does not really provide a significant advantage, par-
ticularly not in the way it was used for video compression by the authors. However, every
time new interpolation methods are introduced, the aforementioned ideas will probably be
reconsidered, at least this has been the case in the past, since results from using different
motion models will also depend on the interpolation method used to render image parts
with subpixel displacement with respect to the reference.
Recently, a method [65] was introduced to deal specifically with zoom in video. Basically,
it proposes to enhance H.264/AVC motion vector prediction such that it can deal better
with zoom. However, the method still assumes equal motion vectors for entire blocks, an
assumption that will be validated for a large set of sequences in Section 6.5. However,
it will be shown that this assumption does not hold true when the temporal distance
between the reference frame and the frame to be encoded increases and a single motion
vector per pixel becomes sensible. The idea from [65] has been used in the context of
HEVC as well, see [66].
A more promising path to advanced motion models has been taken in [67] and [68], work
that will be described in more detail in Section 6.5. This proposition has common ground
with the work described here, that is, incorporating homographies into a video stream to
represent “complex” motion, to use the terminology of the authors. While in this thesis
a dedicated algorithm computes a single homography as a representation of camera pan
and/or zoom, in the cited work a set of homographies is computed from the different point
correspondences that are divided into clusters, each cluster represented by a homography.
The method achieves good performance for high resolution videos containing strong zoom.
The theoretical background therefore is provided in Section 6.5. The reason why it was
not adopted into the HEVC standard was given in [69], saying the sequences on which
the gains are achieved are easy to code in the sense that they contain neither moving
objects nor texture and were not used in standardization for that reason. Indeed, the
sequences with good performance, e.g. the Station sequence, are particularly static, but
the theoretical foundations behind the mere effect of better compression ratio remain
unrevealed. In Section 6.5, an attempt at explaining the advantages of the method was
made, and, more importantly, will be crucial in delimiting the work presented here from
the proposition of the authors of [68]. In fact, the main difference of the work that will be
presented in this thesis compared to work from [67] and [68] is that a temporal distance
between the frame to be coded and the warped frame is given. In HEVC there is a
mechanism for long-term prediction as well, but it does not work with homography based
coding and in the presence of e.g. zoom it cannot be applied as will be seen at the end of
this Chapter.
To conclude, the domains in which global motion compensation and higher order motion
models are used range from sprite coding and perception oriented video coding to classical
hybrid video compression methods. In the sequel, the particularities of the proposed
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method will be shown, and what is different from previous work. In particular, the
motivation for developing a complex tool as presented in Chapter 5 will be given.
6.2 Camera motion and zoom compensation
6.2.1 Basic principle
The basic principle of the method for camera motion and zoom compensation was pre-
sented in Chapter 5 and was published in [70], an overview article dealing with two differ-
ent topics, i.e. coding of static textures on one hand, and dynamic textures and camera
motion in such on the other. The latter technique proved to be necessary for dynamic
texture synthesis as the original model from [22] does not take into account effects from
camera motion. Here it was assumed that the view warping can be compensated by ap-
plying a homography to each frame in the sequence. As this assumption turned out to be
valid for the case of the considered sequences containing dynamic textures, the remaining
problem was to determine the homography corresponding to each frame with maximum
accuracy. In a first step, point correspondences between the frames were determined and
then used for homography computation. In particular, it turned out that three factors are
decisive for an accurate homography estimation, that is (a) a robust method like Least
Median of Squares has to be used for homography computation, (b) points on moving
objects have to be excluded and only static background points should be used and finally
(c) point correspondences should be spatially well distributed in order to attain an equally
accurate registration over the entire frame.
6.2.2 Continuous estimation
At the encoder, original frames are available so a technique called continuous estimation
is applied to obtain a set of homographies that fully describe relative camera perspectives
between the frames. In fact, first, a homography between frame 0 and the following frames
in the sequence is computed, as can be seen in Figure 6.2 (a). For a relatively short
period, camera motion, zoom and/or moving foreground object displacement is relatively
small, such that the method described in [70] was applicable. However, when entire
sequences of 300 frames or more with substantial camera motion and high foreground
activity are considered, the static background portion of the frame may become so small
that registration becomes impossible. For this reason, our algorithm selects new reference
frames, which is termed key reference frames, from where warping is re-initialized in an
automatic way. Re-initialization with a new key reference is triggered every time one of
the following three criteria falls below a predefined threshold:
- Frame overlap: This criterion is based on the percentage of the frame area visible
in both views. In the presence of camera motion a part of the visible area disappears
and another appears. This criterion prevents that the area visible in the two views
becomes too small and hence the registration imprecise due to the effect described
in Figure 5.3. It should be noted that in case of zoom the visible area in both views
is also restricted to the central part of the frame.
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- Size of Background w.r.t. foreground: Percentage of static background com-
pared to moving foreground. This criterion is used to deal with scenes containing a
lot of moving foreground. In fact, every foreground object will create a foreground
region that includes the region where the object was in the first frame and the re-
gion where it is in the other image. With substantial motion, these regions become
disjunct, and hence, with increasing frame distance, the foreground area grows to
the level of being twice the area of the moving object. Since only points from the
background are used for the registration, the background area has to be beyond a
certain threshold.
- Number of point correspondences: Number of correspondences remaining in
the set. This criterion is linked to the two above but takes into account another
effect. The tracker (Lukas-Kanade) used for the motion estimation of the points
may not find a correspondence. This can be due to the fact that for some points
the correspondence is not within the search region any more, or in case of zoom, the
point cannot be retrieved due to the change in scale. This will cause the number
of frames to diminish and below a given threshold the selection of a new reference
frame is triggered.
H0,20
0 1 ... 20 21
H20,22
Frame #
Figure 6.2: Example with key reference frames at frame 0 and 20.
While these criteria were originally selected for the reasons just presented, they have the
advantage of making the algorithm very robust. In practice it could be observed that an
erroneous estimation of the camera motion immediately triggered a new reference frame.
More importantly, the homography used in the sequel is the one estimated before the new
key reference frame was selected. Hence the presented criteria are helpful beyond their
initially designated purpose.
There are parameters related to the criteria described above that have to be set, in addition
to the parameters that were already described and used in Chapter 5. First a parameter
sets the limit for the minimum percentage of the field of view that has to be seen in the
reference and current (85% was selected). Practically, as soon as this value is lower than
85%, a new reference frame is selected. Furthermore, the maximum area that can be
taken as foreground is limited to 50%, and this with respect to the remaining area that is
visible in both views. A further parameter combines the two above by setting a minimum
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percentage of the image area that can be used for registration taking into account both,
the mask and visible area due to camera motion, and is set to 45%. Finally, the minum
number of reference points is set to 40. Again, if one of the conditions is not verified any
more, a new reference frame is selected.
With the above set of criteria the estimation becomes extremely robust with regard to the
final result and parameters varying from the above will still deliver very similar results.
Experience has shown that while the behavior of the algorithm may change significantly
depending on the parameters (e.g. many key reference frames or only few), the final result
is mostly similar as long as the parameters remain within reasonable bounds. The camera
motion and zoom of the sequences that were of interest for this work could be estimated
with the proposed method. It was however relinquished to conduct a study on how the
algorithm would behave in a realistic scenario, that is with sequences significantly longer
than typical video coding test sequences and including scene changes. Furthermore the
effect of a wrong estimation of camera motion in the enhanced video coding process as
shown in Figure 6.1, would be an erroneous reference frame which the encoder simply
wouldn’t use as a reference.
6.2.3 Subsequent refinement for key reference frames
Computation of camera motion beyond the limits of key references can be done by simple
matrix multiplication of homographies. It is clear that any error in these key frames will
be carried over to successive views. Hence a good estimation for the latter is imperative.
Our method separates static background from foreground and therefore, background in
the reference and warped image should be identical in the ideal case. In practice however,
slight imprecision in the point correspondence locations will lead to a squared error S that
is defined by:
S(H) =
∥∥IB − IWB (H)∥∥22 , (6.1)
where H is the homography, IB and I
W
B are the pixel intensities of background portions of
the reference frame and the warped frame, respectively. The idea is to slightly change each
entry of the homography and see how it affects S. The difficulty is that every entry has a
different influence on the warped image, and to identify in what range each component can
be varied, a preliminary experiment is required, that is, the sensitivity of the homography
with respect to noise in the point correspondence locations used for its computation
needs to be determined. Figure 6.3 shows histograms for each of the parameters of the
normalized homography (in the sense that the last entry is always equal to 1) for the case
where Gaussian noise was added to point correspondence locations and multiple instances
of similar homographies were computed. In fact, the Monte Carlo method is used to
derive the variances of the different entries of the homography since it was impossible to
derive a closed-form solution. Now, to find iteratively a homography with minimal S, the
Levenberg-Marquardt algorithm is used. While it has been reported in, e.g. [49], that this
method can be used to minimize different geometric distances, it was successfully used
to minimize pixel value differences. This is mainly due to the good initialization, as the
method was only used for refinement. It should be mentioned that the two perspective
parameters were too sensitive, so the algorithm was only executed with the 6 upper entries
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of the matrix. The algorithm consists in finding iteratively a δ that can be added to the
elements of the homography. The equation to be solved is given by:
(JTJ + λI)δ = −JTS, (6.2)
where I is the identity matrix and the elements Ji of the Jacobian J can be computed
using:
Ji =
S(H +∆hi Ei)− S(H −∆hi Ei)
2∆hi
. (6.3)
Here Ei is a matrix that is zero everywhere except in the position of the considered element
of the homography where it is 1. The step size ∆hi = c∗σi is different for each entry hi of
the homography H and derived from the estimated standard deviation of the entries from
the Monte Carlo simulation used to generate Figure 6.3, while c is a constant positive
weighting factor.
To limit the computational complexity in this step a pyramid based approach was used,
i.e. starting from a down-sampled and low pass filtered version of the images the estimate
was refined at each level. The procedure is only performed for key reference frames, so
that the overall computational complexity remains limited and the algorithm is very fast
compared to the encoding time of the HM software.
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Figure 6.3: Histograms of elements of homography matrix.
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Figure 6.4: Error in the background when varying the values of the homographies. The range
of variation is defined by the ranges that emerged from the experiment in Figure
6.3.
6.3 Homography coding
Predicting frames in a scenario with camera motion makes the coding of homography
parameters necessary. Homography parameters are known at the encoder and have to
be encoded into the bitstream so that they are available at the decoder as well. In the
sequel, the difficulties with encoding of homographies will be explained and a simple but
effective solution of the problem will be presented.
6.3.1 Homography quantization
Considering that a homography is a 3 × 3 matrix a straightforward way of coding and
transmitting the parameters is to quantize the different elements and code the quantized
values as side information. Finding an adequate quantization scheme is however rather
difficult as the sensitivity of the parameters to quantization noise is varying strongly.
Deeper insight and an interpretation of the different elements of the homography has
recently been the object of a lot of research. A comprehensive study can be found in [71].
While the latter technical report gives deeper insight into the elements of the homography
and possible decompositions, here only the effects of noise, in this case quantization noise,
are of importance. The transmission of homography elements to the decoder serves the
purpose of compensating camera motion and so, only the effects of quantization on the
compensation are relevant.
Basically, a homography relates coordinates of points in two views. Defined in homogenous
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coordinates, the equation is given by x′y′
n′
 =
 h11 h12 h13h21 h22 h23
h31 h32 1
 ·
 xy
1
 . (6.4)
Translated into 2-D coordinates, the equation states that a point located at the coordinate(
x
y
)
in the first perspective can be found at the coordinate
(
x′/n′
y′/n′
)
in the second
perspective. The division by n′ makes it possible to map non-infinite coordinates in the
first view to infinity, namely when n′ = 0. This being only the extreme case, it still
shows the relevance of the perspective parameters h31 and h32 which solely have impact
on the value of n′. Hence quantization errors in h31 and h32 can have a high impact on
the precision of the registration.
This effect has already been studied in Section 6.2.3 from another perspective, that is,
how errors in the point correspondence locations affect the homography, see Figure 6.3.
Furthermore it was shown how the error in the registration is affected by change in the
homography entries, see Figure 6.4. The noise in the homography entries was selected
to remain within the range that can be derived from Figure 6.3, and is strongly varying
between the entries. The same problem has received a lot of attention in the context of
the so-called epipolar geometry, a general description of the relation between two camera
views. An algebraic expression of the latter is given by the fundamental matrix. How
uncertainty in the point correspondences that are used in for the computation of the
latter is affecting the different elements has been described in [72, 73, 74, 75]. Similarly,
there is the problem here that noise in the homographies will affect the precision of point
correspondence locations and hence the quality of the registration. From the above, it
can be said without further analysis that the quantization noise with equal variance has
highly varying effects on the precision of the coordinate mapping.
As a result, a quantization scheme for the homography entries becomes necessary, designed
in a fashion such that it adapts the step size of the quantization to the sensitivity of the
respective entry to noise. However, the role that the adaptation of the quantization has
to take on is to limit the error of the coordinate locations in the warped perspective on
one hand, and the bitrate necessary for the task on the other. A simple way to circumvent
the problem and still achieve the goal will be described in the sequel.
6.3.2 Quantization in motion vector domain
The goal is to keep the quantization error of warped coordinates within reasonable bounds3
while using only a very limited bitrate. A scheme that can be used in this context is to code
the motion vectors of corner points of the image instead of the homography parameters.
This procedure entails that the decoder does not receive the values of the homography,
but rather 4 point correspondence pairs, from which the homography is derived with a
3A notion of what this means will be introduced later in this Chapter when dealing with motion vectors
that are derived from homographies. For now it can be assumed that this is the case when the
quantization error remains below 1/10 of a pixel.
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standard procedure for homography computation as described in Chapter 4, which uses
floating point values. In Figure 5.5 it has already been shown on an exemplary basis how
the choice of point correspondence locations affects the precision of the registration. It
goes without saying that when a good distribution of point correspondences is required,
the corner points of the image are a good choice.
Consequently, the procedure for quantization simply consists in quantizing the corner
locations of warped coordinates. Hence a unique solution can be found by solving a system
of 8 equations at the encoder and decoder using the transformed corner coordinates from
the bitstream. The latter can be obtained by filling each of the 4 point correspondences
ci, c
′
i into the equation:
c′i = Hci. (6.5)
The method to be used is the Direct Linear Transform that has been introduced in Chapter
5 at both encoder and decoder. Figure 6.2 illustrates the action of a homography on corner
points. From a coding point of view it is equivalent to transmit either the corner points
c′i, or the displacement xi = c
′
i − ci. As the latter displacement vectors bear similarity
to conventional motion vectors they can be coded in a similar fashion as motion vectors
from prediction units. For later reference these vectors will be termed corner vectors.
It is also important to note that the location of the points ci will depend on the image
size, since they are selected as always being at the end corner of the image.
Figure 6.5: Illustrative example: A homography associates every point ci with a unique point
in the next image c′i . Conversely, the 4 (nonaligned) point correspondences c1...c4,
c′1...c
′
4 fully define a homography.
6.3.3 Predictive corner vector coding
At the encoder, the four corner vectors xi are coded using a predictive coding scheme as
shown in Figure 6.6. The rationale is that the displacement between consecutive frames
varies only slightly. In practice, camera motion is usually smooth and zoom is constant
over a certain time period, facts that make the usage of the proposed encoder a reasonable
choice. The design of the encoder is kept simple, however it is sufficient to serve the
intended purpose.
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For each component x and y of x = (x y)T and each point xi, an individual encoder is
used. For simplicity the vector notation x will be used, all the equations remaining true
for vectors. The goal is to predict the current value x[n], that is compute a prediction
corner vector xP[n]. It will be seen in Section 6.5.2 that a precision of .1 pixel is more
than sufficient for practical purposes (in the main application scenario it will be dealt
with zoom and hence the error at the corners can serve as an upper bound) and hence the
quantization will be selected in this fashion. Since the error is hence maximally .1 pixel
at the corners of the image, it can be generally assumed to be smaller at the center of the
image. The prediction corner vector is given by:
xP[n] = 2x[n− 1]− x[n− 2], (6.6)
where for clarity it should be added that
x[n− 1] = x[n− 2] +∆[n− 1], (6.7)
and, hence, inserting (6.7) into (6.6) results in
xP[n] = x[n− 1] +∆[n− 1]. (6.8)
∆ is defined as the difference between two corner vectors, that is,
∆[n] = x[n]− x[n− 1]. (6.9)
Hence the prediction scheme is based on the assumption that the difference between
succeeding corner vectors remains constant over time, which can also be interpreted as an
acceleration equal to zero.
Another element of the encoder is the quantizer. For simplicity the quantization block in
the diagram of Figure 6.6 encompasses not only quantization but also scaling. In fact the
quantization process can be described by the following equation:
q(x) = ⌊10x+ 0.5⌋. (6.10)
This operation makes sure only integer values are the result of the operation, or in terms
of the above equations:
eQ[n] =
⌊
10x[n] +
(
0.5
0.5
)⌋
(6.11)
is a vector of integer values that is then coded into the bitstream using entropy coding.
The inverse quantizer only consists in a division by ten. That is, the inverse operation is
given by:
i(q) = q/10. (6.12)
The respective decoder is shown in Figure 6.7 and is simply the counterpart to Figure 6.6.
It uses the division by factor 10 to convert the difference signal from integer value to the
.1 pixel precise corner vector update.
The motivation for applying a compression technique on the homography is that for some
sequences, simply writing the float values into the bitstream can significantly decrease the
performance of the algorithm. Namely, using 8 times 32 bits of floating point values for
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Figure 6.6: Predictive encoder for transmission of quantized corner vector values.
T
T
2-
Figure 6.7: Decoder for transmission of quantized corner vector values.
the homography leads to an extra bitrate of approximately 8 kbit/s at a frame rate of 30
frames per second. It will be seen in Chapter 8 that this constitutes a significant increase
in bitrate for some of the main sequences the methods in this work aim at. It should
also be mentioned that the central mechanism for bitrate reduction is the usage of corner
points, and the prediction scheme used here could be left out or replaced by a different
prediction scheme.
6.4 Relative perspective warping
So far the problem of homography estimation and coding was described as the problem of
obtaining the continuous set of homographies between the first and every other frame in a
video sequence. Formulating the problem in such a simple way was helpful to get a simple
and concrete problem description. However, more information is required in practical
scenarios like the one introduced in Figure 6.1, which can be derived in a relatively simple
fashion from the continuous sequence of homographies. In this Section, a few simple
equations will be introduced to show how every relative perspective between any two
frames in the sequence are computed in practice.
6.4.1 Homography inversion
A homography can be inverted in the sense that when a homography that warps a view
1 into view 2 is given, the homography that warps view 2 into view 1 can be computed.
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If equation (6.4) is restated, that is, x′y′
n′
 =
 h11 h12 h13h21 h22 h23
h31 h32 1
 ·
 xy
1
 , (6.13)
this easily leads to the following equation: h˜11 h˜12 h˜13h˜21 h˜22 h˜23
h˜31 h˜32 h˜33
 ·
 x′y′
n′
 =
 h˜11 h˜12 h˜13h˜21 h˜22 h˜23
h˜31 h˜32 h˜33
 ·
 h11 h12 h13h21 h22 h23
h31 h32 1
 ·
 xy
1
 . (6.14)
When the condition that h˜11 h˜12 h˜13h˜21 h˜22 h˜23
h˜31 h˜32 h˜33
 ·
 h11 h12 h13h21 h22 h23
h31 h32 1
 =
 1 0 00 1 0
0 0 1
 , (6.15)
is met, it follows directly that xy
1
 =
 h˜11 h˜12 h˜13h˜21 h˜22 h˜23
h˜31 h˜32 h˜33
 ·
 x′y′
n′
 , (6.16)
where the vector and the homography can be individually scaled to meet the form of
equation (6.13) and where H˜ is the desired homography.
It remains to be seen what exactly equation (6.15) implies. Equation (6.15) principally
states that H˜ is the inverse of H, that is,
H˜ = H−1, (6.17)
which means that all the theory on matrix inversion can directly be applied to the problem.
An important property of matrices is the rank, and, in this particular case, it is important
to know whether H has full rank, or, differently expressed, whether
det(H) 6= 0 (6.18)
is given. It is clear that for a homography the condition is met in general. Especially
considering that every homography will be the result of the computation from point corre-
spondences, the probability to obtain a rank deficiency is extremely low. Particularly for
the sequences analyzed within the scope of this work, no problems related to homography
inversion have been encountered when using standard implementations from the OpenCV
library for matrix inversion.
6.4.2 Homography concatenation
In Section 6.2.2 the concept that homographies can be simply multiplied for concatenation
was already used. For further use, the homography H1 that describes the relation between
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a view 1 and a view 2, and H2 that describes the relation between view 2 and 3 are defined
as follows:
x′ = H1x, (6.19)
and
x′′ = H2x
′, (6.20)
where x, x′, and x′′ are coordinates in the first, second and third view, respectively. A
clear definition is necessary since matrices are not commutative.
A homography describing the relation between view 1 and 3 is given by the matrix H3
defined as follows:
x′′ = H3x. (6.21)
H3 should now be expressed using H1 and H2. For that purpose, equation (6.20) can be
rewritten using the notation from equation (6.13), x′′y′′
n′′
 =
 h211 h212 h213h221 h222 h223
h231 h
2
32 1
 ·
 x′y′
n′
 , (6.22)
and inserting (6.13) into the above, x′′y′′
n′′
 =
 h211 h212 h213h221 h222 h223
h231 h
2
32 1
 ·
 h111 h112 h113h121 h122 h123
h131 h
1
32 1
 ·
 xy
n
 , (6.23)
which shows that for the notations and definitions as introduced it can be said that
H3 = H2 ·H1. (6.24)
The concatenation of homographies poses the problem of error accumulation, that is, mul-
tiplying different erroneous homographies will lead to an increasing error. Especially when
a registration of an entire sequence is to be done, investigating the effects of error accumu-
lation would be important. It will be seen in the next Section how homographies between
two arbitrary views are computed. In practice, all results from this thesis are achieved
using homographies with only a limited distance, that is a maximum of 35 frames. This
means that to obtain these homographies only a few (that is 2 or 3) homographies that
were computed by tracking points are effectively “involved”, and hence it is relinquished
to present results on error accumulation.
6.4.3 Finding a homography between any two perspectives
Relation (6.17) shows how a homography can be inverted, while equation (6.24) provides
the means to concatenate two homographies. With the above, it remains to be shown how
it is now possible to relate any two views of a video by a homography. For the notation, a
slightly different stance will be taken to allow for generalization. In a video, a homography
that warps from frame i to frame j shall be defined as follows:
xj = Hi,j · xi, (6.25)
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where xj is the coordinate of a point in frame j. From the above it is clear that until now
only homographies H0,k where k can be any frame from the video are directly available.
Using the set of homographies H0,k, the task is now to provide a closed-form formulation
for how to derive an arbitrary homography Hi,j.
Without loss of generality, it can be assumed that for the two frame indices i and j
i < j (6.26)
is given. As k takes the values i and j, the two homographies H0,i and H0,j from equations
xi = H0,i · x0 (6.27)
and
xj = H0,j · x0 (6.28)
are known. Inverting equation (6.27) gives:
x0 = H
−1
0,i · xi, (6.29)
which can be inserted into (6.28) and finally provides the desired relation:
xj = H0,j ·H−10,i · xi. (6.30)
Equation (6.30) provides the means that are necessary to realize a system like the one
presented in Figure 6.1. In fact with a set of continuous homographies H0,k encoded as
described and hence available at the encoder and decoder, any frame can be warped into
the perspective of any other frame in the video sequence.
6.5 Deriving classical motion vectors from homographies
In this Chapter, methods to code homographies in a video stream were presented. How-
ever, as far as motion in video is concerned, this is already dealt with by using block-based
motion compensation. The remaining part of this Chapter will be dedicated to show in
which cases a homography is advantageous and useful in the context of video coding. For
that purpose, motion vectors will be derived from homographies and then conceptually
compared to classical block-based motion vectors.
6.5.1 Analogy with motion vectors
The basic equation for homographies states that for background objects, that is parts
in the scene that are static, a relation between two pixel positions in two frames of a
sequence with camera pan and/or zoom can be described as follows: x′y′
n′
 =
 h11 h12 h13h21 h22 h23
h31 h32 1
 ·
 xy
1
 , (6.31)
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using homogeneous coordinates. Practically, this means that a pixel located at (x, y) will
be located at position (x′/n′, y′/n′) in the corresponding image. In video compression, a
model is used that is commonly referred to as motion vectors. In this context a motion
vector v would amount to: (
vx
vy
)
=
(
x
y
)
−
(
x′/n′
y′/n′
)
, (6.32)
that is a vector pointing from the position (x′/n′, y′/n′) to (x, y). A conceptual difference
between motion vectors in video compression and view warping using homographies for
the description of camera motion, is that every motion vector is valid for a group of pixels,
that is a prediction unit in HEVC or a macro- or submacroblock in H.264/AVC, while the
motion vector v from equation (6.32) can differ from pixel to pixel. Hence the availability
of a homography is only an advantage if an individual motion vector in every pixel is
really necessary.
In literature, the reason often provided for using a block-based partitioning of frames into
blocks is that this is an efficient means of delimiting boundaries of moving objects, that
is foreground. It will be shown in the sequel that for some sequences, the subdivision
into blocks for prediction is sensible to describe complex camera motion like pan and/or
zoom as well. To explain and show where homographies are useful, a way of visualizing
motion vector differences will be introduced, and with two exemplary sequences it will be
shown in which cases the usage of homographies constitutes an advantage compared to
conventional motion vector coding.
6.5.2 Visualization of homography-derived motion vectors
One way of demonstrating the advantages of homographies is by visualization. However,
not motion vectors themselves are of interest, but rather their spatial variation. So some
new notations are necessary which are introduced now. The notation
xj = Hi,j · xi (6.33)
to describe the relation between coordinates in frame i and j has already been introduced.
Extending the notation of vectors from equation (6.32) to account for frames provides
vi,j(xj) = xi − xj. (6.34)
Equation (6.34) shows that the vectors vi,j(xj) do not only depend on the frames i and j
which they relate, but also on (xj). Through equation (6.33) vi,j is implicitly depending
on xi as well. A further concept that will be useful is defined as follows:
∆i,j(xj) = vi,j(xj)− vi,j(
 00
1
) (6.35)
and which will be referred to as motion vector difference. In fact, it is the spatial motion
vector difference between the motion vector at location x and the motion vector in the
upper left corner which in homogeneous coordinates is defined as (0, 0, 1)T.
6.5 Deriving classical motion vectors from homographies 77
To visualize motion vector differences, the sequence BQSquare, which was used in the
standardization process of HEVC, will serve as an example standing for all sequences
with comparable resolution and complex camera motion. The sequence has resolution
WQVGA, and contains camera pan and zoom simultaneously, as can be seen in Figure
6.8. In Chapter 5, it was described how this kind of camera motion can be compensated
using homographies.
Figure 6.8: Frames number 1, 50, 100, 150, 200, and 250 from BQSquare sequence with res-
olution WQVGA (left to right, top to bottom). The change in perspective comes
from zooming out and camera pan.
To understand the peculiarities of homography-derived motion vectors, the upper left part
of each frame in the image will be used. Figure 6.9 shows the cropped upper left region
of the size 128x128 pixels of BQSquare. Arrows show the motion vector difference as
defined in equation (6.35), that is, the process of generating motion vector difference is as
follows; first, for every pixel in the image, a motion vector is derived. It is computed using
a homography that describes the relation in between the first frame and the respective
frame using the algorithm for camera motion compensation introduced in Chapter 5.
Second, the motion vector of the upper left pixel is taken as a reference and motion vector
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differences with respect to this vector are computed. In a final step quantization is applied
to the motion vectors. That is, the horizontal and vertical components of motion vector
differences are both multiplied by 8 and then a rounding operation is applied, namely the
floor operation which associates the maximum integer less than or equal to the argument.
The arrows are normalized, that is, the length of the arrows is independent of the length
of the motion vector difference. Hence only the change in direction can be illustrated.
Every arrow stands for a region of 4x4 pixel, as visualizing a vector in every pixel would
not be viable.
It is clear that the motion vectors differ from pixel to pixel, however not every difference
is also visualized in Figure 6.9 due to quantization as just described. The reason for
which this quantization was applied is that in video compression motion vector precision
is limited to 1
8
of a pixel. That a motion vector precision going beyond this will not result
in a better compression ratio in a realistic video encoder was shown in [76], and is still
widely accepted. There is a lot of literature on sub-pixel motion compensation, however
details are provided in the context of interpolation, see Chapter 5.
The result is that for motion vector differences less than 1
8
of a pixel will not be considered,
which will result in no motion vector differences in large parts of the considered region of
frame number 2. Furthermore, in frame number 3, for the considered region of 128x128
pixels, only four regions with a different motion vector seem to arise. It can be concluded
that, in the context of video compression, a homography is not necessary to describe
camera pan and zoom. As it turns out the same motion vector can be used for large parts
of the image, if the precision is limited to 1
8
of a pixel. This is true as long as the temporal
difference between the considered frames is limited. The sequence BQSquare is only an
example, however experiments with sequences with similar camera motion like Waterfall,
Tempete, and Concrete have been done with similar results.
Figure 6.10 is the same visualization, however for the sequence Station, which has 1080p
resolution. Here the situation is different, that is, the motion vectors seem to differ
spatially from pixel to pixel. This is due to the particularly strong zoom on one hand and
the high resolution on the other.
6.5.3 Conclusion
It can be concluded that from the analysis done so far, two cases emerge for which a
motion compensation design with homographies is sensible:
1. Strong zoom with high resolution video, as in the example of Station (1080p) se-
quence.
2. Motion compensation with frames that are temporally distant.
In the former case it has been shown that gains in video compression with HEVC can be
achieved, see [68]. Figure 6.10 illustrates this. So for high resolution video with strong
zoom using a different motion vector for every pixel is not only viable, but even constitutes
a significant advantage compared to block-based motion compensation. Beyond this,
in this work, it will be dealt with the latter case, that is, motion compensation using
temporally far distant frames. Here the same applies as with high resolution and strong
zoom, that is, it is necessary to use a different motion vector for almost every pixel. This
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Figure 6.9: Cropped upper left region of the size 128x128 pixels of BQSquare. Frames number
1, 2, 3, 9, 14, and 19 (left to right, top to bottom) are shown. In addition, arrows
show the motion vector difference from the upper left motion vector and the motion
vector at the current location. All motion vectors are derived for the pixel position
using a precomputed homography as described in Chapter 5.
effect is well illustrated in the second row of Figure 6.9. In fact, when considering the
motion vectors between frame one and 9, 14 and 19 respectively, one can see a diversity
from pixel to pixel. It will be shown that in some cases using far distant frames for motion
compensation is advantageous, which in turn will justify the usage of homographies in
video compression.
6.6 Chapter summary
This Chapter was dedicated to explaining how the ideas from Chapter 5 can be used in
video coding and where the availability of homographies constitutes an advantage. Sec-
tion 6.2 introduced an algorithm for long-term homography estimation, that is, estimation
of homographies between frames that are temporally very distant up to the limit which
is between the first and last frame in a sequence. A few criteria for homography esti-
mation re-initialization were presented and a method that allows the exact estimation of
homographies that are crucial for concatenation. In Section 6.3 methods for the coding
of homographies into the video bitstream were presented and it was shown that corner
vectors are more appropriate for transmission than homography entries themselves.
Section 6.4 introduced concepts that allow to derive any homography between arbitrary
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Figure 6.10: Cropped upper left region of the size 128x128 pixels of Station. Frames number 1,
2, 3, 5, 7, and 9 (left to right, top to bottom) are shown. In addition, arrows show
the motion vector difference from the upper left motion vector and the motion
vector at the current location. All motion vectors are derived for the pixel position
using a precomputed homography as described in chapter 5.
frames in the sequence from a set of homographies that relate only the first frame to every
other frame in the sequence. The operations that have to be done at the encoder and
decoder to compute the necessary homographies were presented.
Finally, in Section 6.5 a justification for why homographies are used in video compression
in the first place is given. It turns out that two cases for which the latter makes sense
emerge. Consequences arising from one of these two use cases will be treated in detail in
the next Chapter.
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Chapter 7
Effects of texture scaling in motion
compensation
We like to think of textures as of regions characterized by the repetition of specific pat-
terns and it is well known that accurate intra coding of textures is expensive in terms
of rate. Thinking along the lines of the definition in [5], where texture is introduced as
the macroscopic view on what is essentially the repetition of structure, it is reasonable to
say that what is texture at one scale may be structure when observed at a different scale.
In the sequel, we will show that texture is more likely to disappear in the compression
process than structure, and as texture seamlessly becomes structure when the scale is
changing, that it becomes visible in reconstructed video from a certain scale on. Figure
7.1 shows a particular instance of a case of texture appearance in a sequence encoded
using the HM software. Zooming in causes details that were not visible beforehand to
pop up gradually. An example is the teddy bear, where the texture on the scarf is invisible
until frame 140 and then suddenly appears at frame 141, as the scale reaches a critical
stage. It is important to note that this behavior is typical for hybrid video compression
at low rate.
To keep things simple, many practitioners speak of the transformation of images while
being coded at low rate and with high distortion as ideal spatial low-pass filtering. This
simplification is not accurate but still explains the effect observed in Figure 7.1. As will
be seen in this Chapter, scaling the signal, that is zooming in, will cause the spectrum of
objects to move towards lower frequencies and increase in amplitude. Hence the model
with the ideal low-pass filtering is suitable to explain the observation in Figure 7.1.
While this seems to be a relatively simple observation, it can serve as an illustration for
the inverse mechanism that can be exploited for video compression. In fact, it turns
out that zooming out can partially “compensate” effects from quantization, that is, the
degradation of the image from compression. In this Chapter, a mathematical model and
practical experiments quantifying and describing the distortion introduced by compression
will be given. Furthermore, the effect of scaling signals will be described, which, when
sampling is not considered, is equivalent to zooming in videos. It will be shown that these
two effects can be combined in a fashion such that zooming out compensates effects from
compression. Finally a method which is similar in spirit to dynamic or video texture
coding is introduced that exploits this effect for practical applications. This Chapter
provides the mathematical background that underpins the practical results from video
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Figure 7.1: The top picture shows the first frame of the PartyScene sequence coded at QP 37.
The region framed in blue containing the teddy bear illustrates an effect that can
be observed all over the sequence. Due to zooming in, details become visible in
later frames that were not visible previously due to coefficient quantization. In
particular, a difference in the boxed region can be observed between frames 140
and 141, which are shown below: the texture on the scarf of the teddy bear, which
is not present in frame 140, becomes visible in frame 141. It should be noted that
in the uncompressed original sequence, the texture is visible in all the frames of
the sequence and only disappears due to quantization.
coding that will be presented in Chapter 8.
The Chapter is structured as follows: first the notion of rate distortion theory is intro-
duced. Second, the principle that allows to code a sequence at different rates, that is
coefficient quantization is described. For further use, a theoretical model for distortion is
introduced. It will be shown with practical experiments that this model roughly describes
the real distortion in a true video coder. Further effects of scaling will be described, both
with continuous and sampled signals and its relation to zooming or change in perspective
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in videos. Finally, after explaining the necessity of homographies in special cases of video
coding, the insights from compression and signal scaling will blend together to explain
improved compression ratio that will be shown in Chapter 8.
7.1 Rate distortion theory in video
7.1.1 General rate distortion theory
A basic insight in information theory is that a source with a given amount of“information”
cannot be compressed beyond a certain limit, that is, a certain rate will be necessary to
transmit the information (without losses), see [77]. If, however, in practical applications
the available rate on a (lossless) channel is limited, ways to transmit the information
nevertheless have to be found. Here, the principle of Rate Distortion can be applied, that
is, a certain distortion is allowed to guarantee that the rate is not exceeded. Simply put,
rate distortion theory is the answer to the following questions:
1. Given a source and a distortion measure, what is the expected minimum for distor-
tion when only limited rate is available?
2. What is the expected minimal rate necessary to compress a source with a distortion
that is less or equal to a certain limit?
This problem can be reformulated in the following way: The rate distortion function R(D)
is the infimum of rates R such that the rate distortion pair (R,D) is in the achievable
rate distortion region of the source for a given distortion D.
This definition along with a more detailed introduction to Rate Distortion Theory in
hybrid video coding can be found in [78]. What will be of importance for this work is
not as much the R(D) curve in video coding that has already been extensively studied.
Instead the focus will be on how the distortion introduced in the process of coding af-
fects the images and give a mathematical description approximating the process of video
compression.
7.1.2 Rate distortion in 1-D
As a basis the theory for 1-D signals from [79] shall be used. Before the results from
[79] can be presented, some basic notational conventions should be introduced. A basic
measure for distortion in video compression is Peak Signal to Noise Ratio (PSNR) which
is based on the Mean Squared Error (MSE) E:
E =
1
N
N∑
n=1
(s′n − sn)2, (7.1)
where s′ is the distorted and s the original undistorted signal. The expected distortion
being based in MSE, the distortion can be expressed as:
D = E
{
(s′ − s)2} . (7.2)
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E {·} denotes the expected value of a given expression. Presuming that the information
is generated by a memoryless Gaussian source, that is, the output of the source symbols
is assumed to be random variables with normal distribution N (0, σ), the lower bound for
the rate can be given by:
R(D) =
1
2
log2(
σ2
D
) for σ2 ≥ D. (7.3)
This is the case for memoryless sources. When dealing with image data, it has to be
assumed that neighboring pixels are correlated, and hence our focus should shift to corre-
lated signals. Correlation can be described using the autocorrelation function of a signal
s(t)
ϕss(τ) = E {s(t)s(t+ τ)} , (7.4)
for continuous signals and
ϕsdsd(n) = E {sd(k)sd(k + n)} , (7.5)
for discrete signals. The Fourier transform of the autocorrelation function is related to
the power spectral density by the Wiener-Khinchin theorem:
Φss(ω) =
∫ ∞
−∞
ϕss(τ)e
−iωτdτ, (7.6)
with the convention that ω = 2pif . In the case of discrete signals, the relation is given by:
Φsdsd(ω) =
∞∑
m=−∞
ϕsdsd(m)e
−iωm, (7.7)
where Φsdsd(ω) is periodic. Hence the notation Φsdsd(e
−iω) is appropriate. Another way
of expressing the power spectral density is given by:
Φsdsd(e
−iω) = E
{∣∣S(eiω)∣∣2} . (7.8)
S(eiω) is the Discrete Time Fourier Transform of the sampled signal sd(n), which is peri-
odic as well.
After introducing the concept of spectral density, R(D) can be characterized for a discrete
stationary Gaussian source, using the following relation from [79]. In fact, it turns out that
for such a signal with a spectral density Φ(ω), as given by equation (7.7), the distortion
can be given in a parametric form by:
Dθ =
1
2pi
∫ π
−π
min [θ,Φ(ω)] dω, (7.9)
and
R(Dθ) =
1
4pi
∫ π
−π
max
[
0, log
Φ(ω)
θ
]
dω. (7.10)
The R(D) curve is generated by assigning values from the interval [0, sup Φ(ω)] to θ. The
notation sup(·) is used for the supremum of a function.
7.1 Rate distortion theory in video 85
H(ω) = max(0,1− ΘΦ(ω) )s +
Gaussian non-white
noise
s′
Figure 7.2: The principle of the optimum forward error channel to model the distortion of a
compressed source.
More importantly, for the case described by equations (7.9) and (7.10), the distortion of
the source can be characterized by the the so-called forward error channel, as shown in
Figure 7.2. The source signal is filtered with a filter H(ω),
H(ω) = max
[
0, 1− θ
Φ(ω)
]
(7.11)
and Gaussian noise with a spectral density
Φnn(ω) = max
[
0, θ(1− θ
Φ(ω)
)
]
(7.12)
is added to the signal. This is an idealized description of how the compression will affect
the signal in order to achieve a given rate and does not propose a real system that will
have the given properties. Hence the proposed R(D) curve is a simplification that may
not be accurate. Furthermore, the assumption of a Gaussian distribution does not fit
the reality with DCT coefficients, where the distribution for DCT coefficients of residual
signals from hybrid video coding are closer to a Laplace distribution, see e.g. [80]. All
the before-mentioned notwithstanding, the given model provides useful insight in how the
signal is affected by compression and will be very important to explain effects that can
be observed with methods building upon HEVC.
7.1.3 Rate distortion in 2-D
The rate distortion theory above is true for the 2-D case as well, and the reformulation
for images has been presented in [81]. The parametric formulation for equations (7.9) and
(7.10) for the 2-D case are given by
Dθ =
1
4pi2
∫
ωx
∫
ωy
min [θ,Φ(ωx, ωy)] dωxdωy, (7.13)
and
R(Dθ) =
1
8pi2
∫
ωx
∫
ωy
max
[
0, log
Φ(ωx, ωy)
θ
]
dωxdωy. (7.14)
Again the more interesting part is how the compression affects the signal to be encoded.
The analog equations to (7.11) and (7.12), that is the filter H(Ω) applied to the signal
and the power spectral density Φnn(Ω) of the additive noise from Figure 7.2 are given by:
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H(Ω) = max
[
0, 1− θ
Φ(Ω)
]
(7.15)
and
Φnn(Ω) = max
[
0, θ(1− θ
Φ(Ω)
)
]
. (7.16)
Ω is simply a vector of spatial frequency, that is Ω = (ωx, ωy). It is clear that the effect
of compression on the images, that is the signal that is of interest, cannot be simply
described by ideal low-pass filtering. However, if typical power spectral densities as they
are assumed for images are used, the resulting effect of filtering withH(ω) can be described
as non-ideal low-pass filtering. This result can be obtained when inserting, for instance,
the power spectral density of an auto-regressive, e.g. AR(1), into equation (7.15).
7.2 Characterization of video distortion through
compression
7.2.1 Compression in a typical hybrid video coding system
In a system for lossy compression a mechanism that reduces the rate while introducing dis-
tortion is necessary. In a typical hybrid video encoder this mechanism is realized through
quantization of DCT coefficients1, as can be seen in Figure 7.3. Importantly, quantization
of the DCT coefficients is the only way of introducing distortion in video compression, if
the different skip modes are bracketed off. Hence the quantization parameter is used to
control the rate and distortion, that is for selecting a given point in the rate distortion
curve. Skip modes realize compression by simply leaving out the residual signal, but this
procedure will be treated in the sequel in the same way as coefficients that are simply
quantized to zero. There are two kinds of signals that are compressed using quantization
of DCT coefficients: residuals after intra prediction in intra frames, and residuals after
prediction in inter frames (which may contain some intra modes as well). To shed some
light on how the quantization affects the signal, a relation between the well-known Fourier
Transform and the DCT will be established, as lossy video compression is mainly achieved
by quantizing DCT coefficients. The transform and quantization used in H.264/AVC are
presented in [82]. A relation between DCT coefficients and the Fourier Transform, that
is, between a sampled signal sd(t) that can be computed from DCT coefficient and the
Fourier transform of the respective s(t) will be shown.
7.2.2 Relation between continuous Fourier Transform and the
Discrete Cosine Transform
As digital signal processing deals with sampled signals rather then continuous ones, there
is a transform dedicated to discrete signals called the Discrete Fourier Transform. In its
1In the HEVC standardization process Discrete Sine Transform (DST) coefficients have come up as an
alternative, however DCT coefficients are mainly used in HEVC as well.
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Figure 7.3: A generic hybrid video encoder. The only way of saving rate and introducing
distortion between the original and reconstructed video consists in quantizing DCT
coefficients.
simplest form, sampling with sampling rate 1
T
can be expressed as multiplication with a
series of Dirac delta functions:
sd(t) = s(t)
∞∑
n=−∞
δ(t− nT ) =
∞∑
n=−∞
s(nT )δ(t− nT ). (7.17)
One of the basic properties of the Fourier transform is that multiplication in time domain
of two signals is equivalent to the convolution in the Fourier domain:
F(s(t) · h(t)) = F(s(t)) ∗ F(h(t)) = S(f) ∗H(f). (7.18)
The Fourier transform of the sampled signal is given by:
S1/T (f) = F
(
s(t)
∞∑
n=−∞
δ(t− nT )
)
, (7.19)
and using equation (7.18) and the Fourier transform of the Dirac delta function it can be
rewritten as:
S1/T (f) = F(s(t)) ∗
(
1/T
∞∑
n=−∞
δ(f − k/T )
)
. (7.20)
This means that the Fourier transform of the sampled signal is a periodic repetition of
the Fourier transform of the continuous signal as described in the above equation (7.20).
Conversely, sampling S1/T (f) will imply the periodic repetition of the sd(t). Evaluating
the Fourier transform of sd(t):
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S1/T (f) =
∫ ∞
−∞
∞∑
n=−∞
s(nT )δ(t− nT )e−i2πftdt
=
∞∑
n=−∞
s(nT )e−i2πfnT .
(7.21)
It turns out that sampling S1/T (f) leads to the so-called Discrete Fourier Transform:
SDFT (k) =
M−1∑
n=0
sDFT (n)e
−i2πnk/M , (7.22)
where sDFT (n) is the periodic repetition of sd(nT ) with period M . To establish a direct
relationship between a continuous signal and the DFT of its sampled counterpart, one
can think of the DFT as the sampled Fourier transform of the periodic sampled version
of the continuous signal s(t).
The relation between the DFT and the DCT is described in literature, see e.g. [83]. In
fact, there are four versions of the discrete cosine transform, but the DCT-II is used in
practical application. As can be seen from equation (7.22), only M values of the signal
are considered for the DFT computation, and implicitly, the signal is regarded as periodic
as described above. Hence a difference in amplitude between sd(0) and sd(M − 1) is
interpreted as a high frequency. For the DCT however, sd(t) is mirrored with the result
that
sd(n) = sd(−n− 1) (7.23)
for 0 ≤ n ≤ M − 1. As sd(t) is symmetric with respect to the center m = −12 , a DFT
over the double length and phase-shifted base function by half a sample would be:
S ′DFT (k) =
M−1∑
n=−M
sd(n)e
−i2π(n+ 1
2
)k/2M , (7.24)
and, by exploiting the symmetry one can rewrite this as:
S ′DFT (k) =
M−1∑
n=0
sd(n)
[
e−i2π(−n−
1
2
)k/2M + e−i2π(n+
1
2
)k/2M
]
=
M−1∑
n=0
sd(n)cos
(
−ik(n+ 1
2
)
pi
M
)
.
(7.25)
The latter expression is exactly the DCT-II up to a scaling factor in the basis functions
that changes it into an orthogonal transform.
There are two reasons why a relation between the DCT and the Fourier transform was
established. First, because in the sequel, it will be handy to speak of high and low
frequencies, concepts well known in Fourier analysis. That the concept is hardly different
in the DCT domain is revealed in the above. Hence power spectral densities will be
good indicators for the occurrence of high frequency coefficients in the DCT domain.
Second, scaling, that will be introduced in equation (7.29), is an operation that is only
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defined for a continuous signal with a given analytical expression, and the concept is not
so easily extensible to sampled signals. The analogy between the continuous-time Fourier
Transform and the DCT will help elucidate effects that occur when dealing with motion
prediction from images with a different scale.
7.2.3 DCT coefficient distribution and quantization
It has been shown in early work that the frequency distribution of the DFT of natural
images follows a certain pattern. An early reference is given by [84], where for a limited
number of natural images amplitude spectra have been computed. While the amplitude
varies from image to image, the spectra all fall off by a factor of roughly 1/f , f being
the frequency. Rather than simply computing amplitude spectra, here the power spectral
density of an image will be estimated.
Figure 7.4 is the first frame of the frequently used sequence waterfall, which contains both,
static and dynamic texture. As this sequence is also used in Chapter 8 as a test sequence,
it is considered an appropriate example for the subsequent experiments.
Figure 7.4: First frame of the frequently used sequence Waterfall, which contains both, static
and dynamic texture.
To obtain an estimate of the power spectral density of an image, the relation given by
equation (7.8), which defines the power spectral density as the expected value of the
squared absolute value of the spectrum, is used as a basis. Practically, the expected value
will be estimated by computing the mean over a series of square regions of the size 8× 8
pixels. For the sake of simplicity the two chroma channels will be discarded and only
luma will be used. The result in Figure 7.5 is computed as follows:
Z(eiΩ) =
1
N
N∑
n=1
∣∣Sn(eiΩ)∣∣2 , (7.26)
where Ω = (ωx, ωy). Hence Z is an estimate for the expected value of the power spectral
density of the image. For convenience, the natural logarithm of Z was plotted. While the
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Figure 7.5: The logarithm of the power spectral density is estimated by computing the mean
over a series of square regions of the size 8×8 pixels. For simplicity, the two chroma
channels are discarded and only luma is used.
absolute values are not of importance, the shape is of interest, especially when compared
to compressed images, as will be shown later.
From here the conclusion that high frequency DCT coefficients will have lower expected
values than low frequency coefficients is straightforward. More recent work confirmed
this assumption see e.g. [80]. Here, in a first step histograms of DCT coefficients were
computed from natural images. In this work, and in the example of Figure 7.5, images
were subdivided in quadratic blocks of equal size. In [80] a DCT transform is performed
in vertical and horizontal direction and the resulting histograms were suggesting that
the probability density function (PDF) of ac coefficients can be described by a Laplace
distribution with different variance for every coefficient. The literature on whether this
assumption is justified is vast, but what is more important in this context is that, with
increasing frequency, the variance decreases, a fact that is also stated in [80]. This can
be rephrased by simply saying that high values for high frequency coefficients are less
probable than for low frequencies. Using the relation between the DFT and the DCT
introduced above, it can be said that the observations from [84] and [80] are two sides of
the same coin.
For the case of video, it is assumed that residuals have similar DCT coefficient PDFs as
images, which is the reason why a DCT-based transform is used for residuals as well. This
is particularly true when a video like the Waterfall sequence is considered at high QP.
As already shown in Chapter 5, accurate motion estimation in static parts is feasible and
when motion compensation is performed, a major part of the residual will stem from the
fact that reference frames already had significant residual signals. This may not be true
for non-static parts, but this is not the main focus of the work presented here.
The reason why the distribution of DCT coefficient is introduced is to explain how com-
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pression, that is quantization affects the signal. Without loss of generality, it can be
assumed that in current video compression schemes uniform quantization on all coeffi-
cients is applied. The aforementioned distribution of coefficients will hence imply that
the probability of a high frequency coefficient to be quantized to zero is higher than for
low frequencies.2 Implicitly, the process of quantization can be regarded as a kind of
non-ideal low-pass filtering. However, due to the fact that quantization is not a linear
operation, the process cannot be described with a linear filtering. This explains why the
considerations of rate-distortion theory were introduced in this Section, as in this theoretic
framework, the effects of compression can be described as low-pass filtering. Equations
(7.15) and (7.16) provide a simple model, and, now that an example of an estimate of
the power spectral density is given in Figure 7.5, introducing the power spectral density
estimate into equation (7.15) delivers the non-ideal low-pass filter that was suggested from
the considered quantization process above.
It can be concluded that one side-effect of compression is non-ideal low-pass filtering, a
conclusion that one comes to regardless of the perspective taken on the process. What
remains to be done is to verify the assumption by simply re-estimating the power spectral
density in coded images. This will be done in the sequel.
7.2.4 Practical verification
The above assumptions about image degradation by compression will now be verified for
the example of the first frame of the waterfall sequence by practically encoding the image
from Figure 7.4. The frame was encoded as an I frame using the HM software (version
2.2) using the settings shown in Table 8.1 with different QP settings ranging between a
QP of 2 and 42. While the first is close to lossless coding, a QP of 42 delivers a severely
degraded image, as can be seen in Figure 7.6 (d). Yet the content can still be easily
recognized. Both the lowest and the highest value are not typical QP and are usually not
considered in the standardization process. However, the effect of low-pass filtering can
still be observed, and it is interesting to note that while it is difficult to find a difference
between the case (a) and (b) by observing the image, there is noticeable difference in the
power spectra. This difference becomes ever more apparent, the higher the value of the
QP is rising.
Figure 7.6 is an illustration of the principle described in this Section. The “information”
lost during compression is primarily high “frequent information”, as defined above. This
effect will be of high importance in the context of long-term redundancy, that is prediction
in video coding from frames that are temporally far distant. However it will only be
possible to explain these effects after considering another aspect in this context, that is
scaling.
2This has lead to research for encoder optimization that predicts the occurrence of zero-quantized
coefficients, starting with [85], finding further application in H.264/AVC, see e.g. [86], and is already
mentioned related to HEVC, see [87].
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(d)
Figure 7.6: The logarithm of the power spectral density is estimated for reconstructed images
using the HM software at QP=2 (a), QP=22 (b), QP=32 (c), and QP=42 (d).
The used parameters for the encoder are the same as those described in Chapter
8.
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7.3 Effects of changes in scale or perspective in video
The usage of homographies in video coding allows the prediction between images that may
differ in scale. This can result either from zoom, which is straightforward, or from camera
motion and/or change in perspective as can be seen in Figure 7.7. It will be seen that
the effects of scaling can be contrary to those from compression and in Chapter 8 results
on how this can be exploited for video compression will be shown. Hence an analysis of
how scaling affects the signal will complement the analysis conducted above. Starting
from continuous signals, it will be shown that the concept of scaling can be transferred to
sampled signals, the effects remaining the same.
Figure 7.7: Frame number 1 and 120 from the ParkScene sequence. The moving camera causes
some objects to increase in size, particularly those that are close to the camera,
e.g. the pillars in the center.
7.3.1 Definition of scale
In the image processing and computer vision literature the concept of scale is extensively
used. A widely accepted definition of scale is used in [88]. For a signal s(t), and a scale
parameter σ, a so-called scale dependent scale-space image F (t, σ) is given by:
F (t, σ) = f(x) ∗ g(t, σ) =
∫ ∞
−∞
f(τ)
1
σ(2pi)
1
2
e−
(t−τ)2
2σ2 dτ. (7.27)
For σ taken from a finite set, F (t, σ) is just a collection of filtered versions of the orig-
inal signal s(t) using a Gaussian filter kernel. For large values of σ, the filtered signal
approaches the mean value, and for small values, the original signal. The former case is
referred to as coarse scale, and the latter as fine scale.
The notion of scale that will be used here is slightly different. It is motivated by the effect
observed in Figure 7.8. Here, due to zoom, the same scene is shown at a different scale
in every frame, that is, the objects in the scene decrease in size from frame to frame.
On the basis of the above concept, frames from the beginning of the sequence will be
called fine scale images, whereas the ones from the end will be attributed to coarse scale.
The fact that filtering in the images is implicitly performed during the scaling process
notwithstanding, the concept from [88] cannot be used as defined in equation (7.27) as it
is intended for a different purpose.
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In fact, the notion of scale to be used here is very simple. It is assumed that in images that
are seen in a video the sampling remains unchanged, which corresponds to the physical
reality. Beyond the sampled signal (which is the image) it is assumed that there is
a corresponding continuous signal, s(t), which is sampled during the imaging process.
While the sampling remains unchanged, the effect from Figure 7.8 is modeled by simply
scaling the continuous signal, that is the scaled signal is given by s(αt), where α is the
scaling factor that will be used in the sequel, with α always being strictly positive.
Figure 7.8: Frames number 1, 50, 100, 150, 200, and 250 from Station sequence (left to right,
top to bottom). The change in perspective is extreme, considering that within a
few seconds the scale of the scene has completely changed due to zooming out.
7.3.2 Scaling in the Fourier domain
Let us define a continuous 1-D signal s(t) with its corresponding Fourier transform
F(s(t)) = S(f) with:
S(f) =
∫ ∞
−∞
s(t)e−i2πftdt. (7.28)
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We are interested in the effect of scaling a signal (e.g. zooming in sequences), or more
precisely in the effect of scaling on the Fourier transform. Indeed, the Fourier transform
of a signal s(αt) is
Sα(f) =
∫ ∞
−∞
s(αt)e−i2πftdt
=
∫ ∞
−∞
1
α
s(τ)e−i2πf
τ
αdτ
=
1
α
S(
f
α
),
(7.29)
for positive α.
Infinite in time, the signal s(t) has a spectrum S(f) that is limited, as in the example of
Figure 7.9. The influence of scaling can be illustrated easily in this case, as a scaling with
α in time implies a scaling with 1
α
in the frequency domain, and weighting with factor 1
α
.
S(f)
−f1 f1
1
Sα(f)
−f1α f1α
1
α
α > 1
Sα(f)
−f1α f1α
1
α
α < 1
Figure 7.9: Effect of scaling the signal s(t) on the the Fourier transform S(f).
Practically this implies that when a signal is scaled with a factor α < 1, that is, the
shape of the signal broadens, the Fourier spectrum will become narrower and multiplied
by 1
α
> 1, which is an increase in amplitude. Speaking of video sequences, this property
can easily be extended to the 2-D image case, where zooming into a scene can be regarded
as the scaling of the signal with an α < 1 in both spatial directions. Considering that
imaging is the process of mapping the real world on a 2-D plane, and the real word is
obviously continuous, zooming in can be reasonably thought of as scaling in the real world.
This analogy being made, we can now analyze the video compression process with special
focus on zooming in videos.
7.3.3 Simple model for the imaging process
For the sake of conciseness, a highly simplified model of image acquisition will be intro-
duced. In Chapter 5 the pinhole camera model was introduced, and the imaging process
described as the mapping of the real word onto a plane, introduced as the image plane.
The imaging process is the recording of light or color intensities (that is the frequency of
the incoming light) on this plane at a certain time. Regardless of the technology, e.g. CCD,
CMOS, etc., this measurement is only done at discrete points in space. Mathematically
this can be modeled as a sampling process. This allows to use the theory of sampling for
digital images.
Images being 2-D signals notwithstanding, theory from 1-D signals applies to images, or
can be extended to the 2-D case. A comprehensive description of sampling in the 2-D case
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can be found in [83]. For the sake of simplicity, and as this is only intended as a qualitative
description rather than aiming at quantitative results, theoretical considerations will be
done in the 1-D case.
7.3.4 Sampling process and aliasing
Equations (7.17) to (7.20) describe sampling in the time and Fourier domain. It turns out
that the Fourier transform of the sampled signal is a periodic repetition of the Fourier
transform of the continuous signal as described in those equations. For the particular
instance of s(t) this will look as shown in Figure 7.10 and 7.11. It shows that in order to
avoid aliasing, a signal should either be band-limited with
1
T
> 2f1, (7.30)
or, prior to sampling, the signal should be low-pass filtered so that (7.30) is given again.
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Figure 7.10: Sampling with 1T > 2f1.
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Figure 7.11: Sampling with 1T < 2f1. The overlapping spectra are known as aliasing.
7.3.5 Implicit low-pass filtering in image acquisition
It should be noted that the mapping of the real world onto a plane will not result in a
band-limited signal. However, in practical cameras, effects of aliasing only appear with
cameras with a bad design. Without trying to describe the physical process, it can be
assumed that at some stage in the imaging process low-pass filtering takes place.
This can be illustrated using Figures 7.8 and 7.12. Figure 7.8 shows a few frames of the
Station sequence with a temporal distance of 50 frames, respectively. It is a static scene
but for the person crossing the rails and a locomotive driving forward. The sequence
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is mainly characterized by camera pan and zoom. All the frames are obviously taken
using the same camera, so the sequence can also be interpreted as a collection of images
of the same scene but at different scales. This collection of images can now be used to
demonstrate that the imaging process entails low-pass filtering.
Figure 7.12 shows two images of approximately the same background scene, but generated
in two different ways. The left picture is the first frame of the original Station sequence
with 1080p resolution, however down-sampled with factor four. Practically speaking, the
image consists of one out of four pixels from the original image in the horizontal and
vertical direction. On the right there is the same scene, but resulting from cropping a
region of roughly a fourth of the original size in the last frame of the sequence. In the left
picture, more details can be found, but on the other hand aliasing can be observed on the
power line. In fact, the right picture is the result of zooming out. It is important to note
that in this case no image artifacts resulting from aliasing can be observed. Furthermore,
some details, like the clock on the bell tower of the church in the center of the image, are
not visible any more. This comparison is particularly useful to state some basic facts:
1. The real world mapped onto a plane results in a signal with high spatial frequency.
2. In general, the imaging process entails low-pass filtering such that the resulting
images do not contain artifacts from aliasing.
3. The amount of detail visible in an image depends on the zooming factor that is used
during recording.
Figure 7.12: Left picture is the first frame of the original Station sequence, however down-
sampled with factor four. Right picture shows the same scene, but resulting from
cropping a region of roughly a fourth of the original size in the last frame of the
sequence. In the left picture, more details can be found, but on the other hand
aliasing can be observed on the power line.
The example of Figure 7.12 and the conclusions resulting thereout show that there is a
short-coming in the model introduced in Section 7.3.3. In fact, sampling of the image as
described there does not take into account the low-pass filtering. There are two possible
points of view that can be taken: one is to consider the sampling with Dirac impulses as
over-simplified, as the sensor in e.g. CCD chips has a width that is not infinitely small,
so that the sampling process should rather be described as:
sd(t) = s(t)
∞∑
n=−∞
δ(t− nT ) ∗ rect( t
Tsamp
). (7.31)
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The other is to assume that before sampling, low-pass filtering is applied to the signal
s(t). While the former can be underpinned by the physical imaging process, the latter is
more tractable from a mathematical point of view and will therefore be used in the sequel
for all considerations.
7.3.6 Scaling with special attention to low-pass filtering
Knowing that the imaging process entails low-pass filtering, it is now interesting to review
the process of scaling (zooming when speaking of video sequences). It has been seen in
Chapter 5 that sub-pel precise motion compensation requires interpolation. A simple way
of realizing interpolation is to generate a continuous signal and re-sample this signal. In
the Fourier domain a continuous signal can be gained by simple low-pass filtering of the
sampled signal sd(t) as indicated in Figure 7.13.
f
Sd(f)
Hlp(f)
Figure 7.13: First step of interpolation: gaining a continuous signal, which can be realized by
simple ideal low-pass filtering.
From a video coding point of view, this process implicitly takes place whenever motion
compensation is done. An interesting special case is the following problem from Figure
7.8: What kind of problems would arise when frame 50 is used to predict frame 150 or
vice versa? With the above the answer is short and simple. Predicting frame 150 from
frame 50 is possible (at least in the central part of the frame), however low-pass filtering
should be applied in order to emulate the implicit low-pass filtering from the imaging
process. Predicting frame 50 from frame 150 is possible as well, it will however have the
shortcoming that a certain amount of detail that is visible in frame 50 is not present in
frame 150.
The problem amounts to whether s(t) can be obtained from a sampled version of sα(t).
The basic assumption is that the sampling rate is always the same, and low-pass filtering
with the cut-off frequency f1 is applied before filtering. Figure 7.14 illustrates that for
α < 1 this is possible, as the low-pass filtering does not affect the shape of the Fourier
Transform. Reconstruction works seamlessly for this case. In the case of α > 1 however,
low-pass filtering will cause some loss of high frequency information, which however in the
case of images is discarded like in the imaging process and hence is of no importance.
7.3.7 Conclusion on scaling of sampled signals
We have seen that in the course of image acquisition a continuous signal is discretized to
form a digital image. Mathematically, this process can be modeled with a combination of
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Figure 7.14: When the low-pass filter is adapted for the reconstruction of the target signal, an
α < 1 may cause aliasing or the signal lacks high-frequency components, see case
(a). For α > 1, the signal contains enough information, so that high-frequency
components can be readily discarded.
low-pass filtering and sampling in the spatial domain. If the purpose is to exploit long-
term redundancies in video coding, it can be necessary to use images with a different scale
for the prediction of the current image. In this context the following conclusions will be
of importance in the sequel:
1. Usage of signals (images) with coarser scale for prediction can be done if appropriate
scaling is performed, however some high-frequent information may be missing
2. When predicting from signals with a finer scale some high frequency information
may be available that is not present in the signal to be predicted. In the ideal case,
low-pass filtering would enable proper prediction.
The second conclusion will be of special interest in the sequel, as in the context of com-
pressed and hence distorted signals, low-pass filtering is not necessary when the difference
in scale is rather small.
7.4 Aggregation
The considerations in Section 7.3 were all concerned with uncompressed video. To explain
one of the main advantages of long-term motion compensation in HEVC, the concepts from
Section 7.1 will be used to establish a closed loop model of scaling in video compression.
7.4.1 Open loop versus closed loop models
The difference between closed loop and open loop models can be expressed very simply.
When past images of a video I(n) are used to predict a current sample, that is, with a
linear operation like warping H,
I(n) = H(I(n− 1)) + ε, (7.32)
with ε representing the residual. In an open loop model, it will be assumed that the value
of I(n− 1) is exactly the value of the original signal. Contrarily, in a closed loop model,
the reconstruction of I(n) will be taking into account the distortion of the signal,
I(n) = H(I ′(n− 1)),+ε. (7.33)
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where I ′(n− 1) is a reconstructed image.
In Chapter 5 all experiments were carried out on undistorted videos. It goes without
saying that compression does not affect global camera motion, and hence the encoding
of true camera motion, regardless of distortion happening during encoding, is preferable.
Furthermore, usually in motion compensation only frames encoded with higher or equal
QP are used, so that there is no real advantage in using one or the other frame, as the
distortion that is present in neighboring frames is very similar. That is also why in the
field of motion compensation the effects from compression on the reconstructed images
are not so important.
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Figure 7.15: By computing the relation between temporally distant pictures and describing it
with a homography, pictures of slightly different scale can be used as reference
frames.
When a system as presented in Figure 7.15 from Chapter 6 is introduced this does not hold
true any more. The usage of homographies for motion compensation brings the advantage
that zoom or change in perspective, which changes the scale of objects in the video, can be
handled up to a certain degree. Particularly, motion compensation between temporally
distant images can be carried out. The advantages of this are relatively obvious for
repetitive patterns like dynamic texture, but less obvious in the context of scaling, which
will be dealt with below.
7.4.2 Deblocking filter
Another effect that has to be mentioned in the context of a closed-loop model is the
deblocking filter shown in Figure 7.15. It is a logical consequence from the way video is
coded, that at block boundaries artifacts arise. A filter for smoothing at block boundaries
in H.264/AVC is presented in [89]. The reason for the appearance of block boundaries is
explained in [89] as follows: interior samples of a coded block have several surrounding
samples that support their adequate reconstruction, which is not the case for edge samples.
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This heuristic explanation is supported by an example of a practical distribution of the
square error distribution over a 4× 4 block, which in [89] is given with
122 107 106 111
103 102 101 112
106 100 98 108
118 105 106 120
and clearly shows that the error is higher at block boundaries. The effect has been studied
in literature but further discussion of the effect is beyond the scope of this work.
The solution proposed to suppress such effects presented in [89], which is implemented in
a similar fashion in HEVC, is to apply filtering to the block edges. In fact, a few factors
have to be considered before filtering is applied which can be summarized as follows:
1. Block-edge type: depending on the block-edge type, that is depending on whether
the blocks surrounding the edge are intra coded, resp. inter coded using different
frames, or coincides with a macroblock edge, different filter strengths are used,
including a filter strength zero, that is, no filtering.
2. True edge discrimination: a mechanism that prevents filtering of true edges that
did not arise artificially through quantization of DCT coefficients is put in place.
Basically it is a heuristic with some parameters that is used for the purpose.
3. Adaptive filtering: Depending on the block-type different filtering operations are
performed. The basic filter operation consists in computing a difference factor that
depends on the edge which is added on one side and subtracted on the other.
The filtering operations are limited to addition of integer values and multiplication and
division by bit shifting and are hence rather simple operations. That is, floating point
operations are avoided, which is necessary to limit decoder complexity and prevent drift
between encoder and decoder due to floating point operations.
In HEVC the implementation is slightly more complicated, as the adaptivity of the filter
has to be extended to deal with the different types of block edges, that is edges of coding
units (CU), prediction units (PU) and transform units (TU). A practical observation is
that in HEVC as implemented in the HM software, the resulting images show hardly
any block artifacts, see Figure 7.6. This contrasts with the previous standards and im-
plementations thereof, like e.g. JM, where blocking artifacts were common for high QP
values.
All that is important in this context is to notice that the effect of block artifacts in video
compression exists, but is handled by the deblocking filter. In fact, if this effect was not
handled, scaling images would imply to move errors from boundaries into blocks, which
is not desirable and would pose a problem to the concept presented in Figure 7.15.
7.4.3 Prediction from compressed images with different scale
It is now useful to briefly summarize all the elements introduced in this Chapter:
1. Compression that is achieved by quantizing DCT coefficients can be modeled by a
combination of non-ideal low-pass filtering and addition of non-white noise.
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2. When objects in a video are shrinking from frame to frame, they implicitly undergo
low-pass filtering.
3. A hybrid video encoder uses compressed images for motion compensation and hence
the degradation of the latter should be considered when modeling the system.
4. Block artifacts due to block-based coding are handled by a deblocking filter which
provides reconstructed images void of blocking artifacts.
The juxtaposition of 1. and 2. makes clear that both scaling and compression can have the
same effect, that is low-pass filtering. Now, taking a different perspective, the following
question is interesting for practical considerations. If only compressed, and hence low-
pass filtered images are available for motion-compensation, wouldn’t it make sense to use
a slightly scaled image that contains some more detail for motion compensation? In spite
of the fact that all images are degraded by compression, the thinking is that at higher
scales only details, that is, “high frequency”content disappears, which, due to implicit low-
pass filtering, is not present in coarser scale images anyway. Even though it is obviously
impossible to recover the exact original image, the prediction from a higher scale image
may be sensible. As an exact mathematical model of a state-of-the-art hybrid video coder
like HEVC would be intractable, the qualitative considerations presented in this Chapter
will be the only theoretical underpinning for later coding results.
As the presented idea is not straightforward, it will be explained using the concepts
introduced in this Chapter, however with a few simplifying assumptions:
1. An image can be modeled by a 1-D Fourier amplitude spectrum.
2. Effects from zoom can be modeled as simple scaling, additional details that appear
or disappear as described in Section 7.3.5 due to zoom can be disregarded as long
as only one prediction direction is used, that is, prediction is done from finer scale
images.
3. Despite what was shown in Section 7.1 and 7.2, the distortion from compression will
be modeled as ideal low-pass filtering.
The compression process can hence be modeled as shown in Figure 7.16 (a). The Fourier
Spectrum is simply low-pass filtered, so that the spectrum of the compressed image is
given by Scomp(f) from Figure 7.16 (b). With the above assumption 2. the same image
at a slightly finer scale has the Spectrum Sα(f). As this image was compressed with
the same QP, the same Hcomp(f) can be used to model the low-pass filtering that results
from the compression, see (c). The resulting Spectrum Sα,comp(f) is shown in (d). The
difference between Scomp from (b) and Sα,comp(f) from (d) is that a part of the Spectrum
is “saved” by the contraction of the Spectrum caused by scaling.
Now, the two cases of prediction from images with equal and finer scale can be directly
compared. The signal available in the former case is given in Figure 7.17 (a) which can
be directly taken from Figure 7.16 (b). In the latter case, the compressed signal has to be
scaled with factor 1
α
first in order to match the current image. The process results in what
is given in Figure 7.17 (b), that is, S 1
α
,comp(f), which is obtained by re-scaling Sα,comp(f)
from Figure 7.16 (d). Comparing the (a) and (b) shows that in (b) more “high-frequent”
information is available, that could be useful since the original S(f) should be predicted.
A quantitative description of the effect will be presented in Section 8.3.3.
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Figure 7.16: (a) shows the Fourier Spectrum of an image being low-pass filtered, and (b) the
resulting Spectrum of the compressed image given by Scomp. The same image
at a slightly finer scale has the Spectrum Sα(f) which is shown in (c). As this
image was compressed with the same QP, the same Hcomp(f) can be used to
model the low-pass filtering that results from the compression, see Figure 7.16
(c). The result is in turn the Spectrum Sα,comp(f) that is shown in Figure 7.16
(d). The difference with respect to Scomp(f) from Figure 7.16 (b) is that a part
of the Spectrum is “saved” by the contraction of the Spectrum caused by scaling.
What is derived here in a basic theoretic setting, has yet to be proven to work in state-of-
the-art video compression. A practical system that can use this effect is already presented
in Figure 7.15, and the next Chapter will be mostly dedicated to present quantitative
coding results with methods taking advantage of the presented effects.
7.5 Chapter summary
At the very beginning of this Chapter, in Figure 7.1, the effect was introduced that
depending on scale, details in images can disappear from images due to compression. A
framework was presented giving theoretic bounds for the rate and distortion. Moreover,
a model for the distortion, that is a characterization of the error introduced through
distortion was given. This model was showing that the distortion can be described by
non-ideal low-pass filtering. This framework obviated a precise model of the distortion,
yet a brief overview was given of how a modern hybrid video coder achieves compression.
This made it become apparent that non-ideal low-pass filtering is one of the effects that
happen during compression. Finally this hypothesis was verified by comparing estimated
power spectral densities of compressed and uncompressed images.
As a next step, it was shown that changes in scale also imply low-pass filtering, by in-
troducing a sequence with strong zoom. Closed-loop considerations finally led to the
conclusion that when both change in scale and compression imply low-pass filtering, an
image coded before scaling could be a good predictor for motion compensation, an idea
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Figure 7.17: (a) is the Spectrum already shown in Figure 7.16 (b), which is now compared to
the re-scaled signal S 1
α
,comp(f). The latter is obtained by scaling the Sα,comp(f)
with the factor 1α . It becomes apparent that in case (b) more “high frequent”
information is available, and since ideally the full signal as seen in Figure 7.16 (a)
should be reconstructed, using Sα,comp(f) seems to pose an advantage.
that will be verified by practical coding experiments in the next Chapter.
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Chapter 8
Results
8.1 Sequence analysis
Sequences recently used in the video coding standardization process of the joint collab-
orative team on video coding (JCT-VC) tend to be very complex and to contain a lot
of elements that are rather difficult to compress. Many sequences contain camera PTZ
and, in particular, temporal texture appears in addition in the BQSquare or PartyScene
sequence. In this Chapter, it will be analyzed in how far compensation of PTZ in the
long term can lead to a better compression ratio due to change in scale but it will also be
tried to uncover some other long-term temporal redundancies that are typical for dynamic
texture by compensating PTZ.
At first glance, temporal texture in the PartyScene sequence may go unnoticed, especially
due to camera motion and zoom. However, there are some elements that are recurring,
an example of which is shown in Figure 8.1, which will serve as an example but is by
far not the only recurring element in the video. The plush toy that can be seen in the
center box is dancing as shown at the bottom of Figure 8.1. The executed motion is
composed of complex patterns including deformation and 3-D rotation. The video is only
a projection of the scene into a plane, which inevitably leads to 2-D motion patterns
that are hard to model with block-based motion models, like uncovered content and
deformation. Hence the compression of this part of the sequence is expensive in terms
of bitrate, which contributes to the high rate of the PartyScene sequence in general. An
analysis of sequences with such properties can be performed using methods from Section
2.7.1 in Chapter 2.
8.1.1 Temporal redundancies in parts of selected video sequences
To discover temporal redundancies in video the formula from Section 2.7.1 can be used.
That is, if the MSE dij between two frames i and j are defined as
dij =
1
n
∑
(Ii(x, y)− Ij(x, y))2, (8.1)
n being the number of pixels in the frame, then the similarity sij can be defined as
sij = e
−
dij
t , (8.2)
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with an appropriate factor t. As shown in Section 2.7.1, similarity matrices can be derived
by normalization which leads to Markov matrices. The latter will now be used to analyze
some of the sequences that will be used in the sequel to measure the performance of the
warping scheme proposed here.
For the PartyScene sequence, particularly for the cropped region from Figure 8.1, there is
a temporally repetitive pattern. It is important to note that the sequence contains cam-
era motion and zoom, and effects arising from the latter have to be removed before an
analysis of the scene itself can take place. Hence camera motion and zoom compensation
was performed before cropping the region in Figure 8.1. It turns out that the region is
temporally quasi-periodic, the period being 128 frames, see Figure 8.2 (a). Furthermore, it
appears that very similar frames are about 32 frames apart, a fact that could be exploited
for compression purposes, as will be shown later. That camera motion and zoom compen-
sation are crucial to recognize the periodicity in this part of the sequence is illustrated in
Figure 8.2 (b), which shows the similarity matrix for the same region as in Figure 8.2 (a),
however without camera motion and zoom compensation, that is, the original cropped
region was taken. It clearly shows that particularly long-term redundancies cannot be
identified.
Another noteworthy sequence is the Waterfall sequence. It has been been extensively
used in the field of perception-oriented video compression, that is, video compression
with the focus on reproducing a sequence that is visually equivalent to the original signal
without necessarily achieving a low MSE between original and reconstructed video, see
e.g. [90]. Figure 8.3 may help reveal why this sequence is so particularly suitable for
this type of compression scheme. First, camera motion and zoom play a significant role
in the sequence, see Figure 8.4. A second element of the sequence is the flow of the
waterfall. It is a typical instance of so-called dynamic, temporal or video texture, see
e.g. [91]. What makes this sequence so special is the property of the waterfall to repeat
itself in a somehow ordered manner. Like in the previous case of the PartyScene sequence,
camera motion and zoom have to be compensated in order to unveil long-term similarities
in the sequence, see Figure 8.3 (a) versus (b). Beyond, the two sequences seem to share
another property. While the cropped region in PartyScene was almost periodic, which in
turn is illustrated by the light diagonals off the main diagonal in Figure 8.2 (a), similar
diagonal components are visible in Figure 8.3 (a). While in the former there were only
a few diagonals, their number is higher in the latter, yet not so intense. Anyhow, these
diagonals seem to suggest that not only some frames seem to re-occur after a given time,
but entire sets of frames seem to re-occur. It is an argument for the usage of an AR-model
as described in Chapter 3, but also can be seen as a fundament for the methods presented
for enhanced video compression presented in this part of the thesis, especially since PTZ
is contained in most test sequences.
8.2 Comparing video compression algorithms
A video compression system is very flexible in the sense that there are many settings that
can be changed which will affect the compression ratio. Hence, to compare different video
compression algorithms, or like in this case, to show the benefit of one additional tool,
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Figure 8.1: PartyScene sequence contains some temporally periodic elements, see the box in the
center. The cropped region at the bottom shows that the plush toy is performing a
quasi-periodic motion trajectory. The region has been cropped after compensating
camera motion and zoom on the entire sequence.
the settings of the reference encoder have to be fully specified, and, when comparing to
the enhanced system, all the parameters have to remain the same. In this case, all things
being equal, the advantage of the method can be verified.
In fact, video compression standards only specify what constitutes a “decodable” bit-
stream, and do not give any recommendations whatsoever on how to generate bitstreams
that are compact representation of videos. However, in the standardization process, a so-
called reference software is devised, that is usually regarded as the state-of-the-art video
compression software with regard to the compression ratio in the context of the respective
standard. In the case of the High Efficiency Video Coding project, this software is called
HM and is publicly available at [92]. This software was used as a starting point for the
implementation of the tools and for comparison purposes.
In addition to the reference software a document is adopted that provides a set of config-
urations that are chosen in a way so as to achieve the best possible compression results
under given circumstances. In the case of the HM software, a collection of test conditions
is provided in [93]. Six different test condition sets are described, namely intra, random
access and low delay, each in a low complexity and high efficiency variant. The intra
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(a) (b)
Figure 8.2: Similarity matrices for the cropped region of the PartyScene sequence from Fig-
ure 8.1. (a): after camera motion and zoom compensation. (b): original cropped
region without compensation. The horizontal and vertical axes both denote the
frame number.
(a) (b)
Figure 8.3: Similarity matrix of a central cropped region of the waterfall sequence (containing
mainly the waterfall) after camera motion compensation (a), and without camera
motion compensation (b). In (a) the temporal texture does not show the same
periodic regularity as could be observed in Figure 8.2, but the many light diagonals
reveal a strong long-term temporal redundancy. The horizontal and vertical axes
both denote the frame number.
coding only configuration is of no interest in this context, because, for obvious reasons,
our tool can only be applied in an inter coding scenario. In fact, in this scenario, every
frame of the sequence is encoded individually with no reference to previous frames and
hence only coding tools for I-frames can be used. The second scenario, random access,
uses a Group of Pictures (GOP) size of 32 frames, so that coding is re-initialized every 32
frames. The rationale behind the small size of the GOP is that with certain applications
an independent decoding of very short parts of video sequences is crucial. In the given
case, the decoder is able to restart decoding of the bitstream approximately every 1 sec-
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Figure 8.4: Selected frames from the Waterfall sequence: change in the sequence hails from
only two components, that is, camera motion and zoom (which are responsible for
disclosure of new regions) and change in the waterfall, which unlike the static forest
background changes over time.
ond, that is, for a frame rate of 30 frames per second (fps). For alternative frame rates,
that is 24, 50 or 60 fps, a GOP size of 24, 48, or 64 is used, respectively. The small size of
the GOP implies that the occurrence of I frames, that are much more expensive in terms
of bitrate than B or P frames, is much more frequent than with bigger GOP sizes, which
affects the compression ratio in a negative way. The last configuration, low delay, allows
for bigger GOP sizes, the only restriction is that display order and decoding order of the
frames is the same. This provides the advantage that there is no delay between display
and decoding of the video that hails directly from video coding. In both scenarios, only
frames within the same GOP can be used for the purpose of prediction. Considering that
dynamic texture models capture long-term statistics of a texture over time and warping
using homographies only makes a difference when the temporal difference between the
respective frames is high, the best configuration to test the tools is one that is based on
the low delay configuration.
As mentioned before, each of the three configurations, have a low complexity and a high
efficiency variant. The difference between the two configurations is that for the low com-
plexity case some tools deemed as particularly complex in terms of computation time are
turned off or run in a less complex fashion. Computational complexity is difficult to esti-
mate as the hardware architectures of devices that will be used as encoders or decoders
are not predefined and may vary significantly depending on the application scenario. The
uncertainty notwithstanding, JCT-VC has defined a low-complexity and high efficiency
test set and simulations for both test scenarios have been done. In the current implemen-
tation, and in the most simple configuration, the algorithm is computationally by far less
complex than other techniques, but it has to be acknowledged that complexity always
depends on the platform and implementation at hand. It was still decided to test the
proposed technique with low complexity settings and results were published in [56].
8.3 Performance of the algorithm with fixed temporal
distance
Initial tests of the performance of the algorithm presented in Figure 7.15, that is, a
system that warps old reference frames into the perspective of the frame to be encoded
are presented here. A fixed temporal distance of 20 frames between encoded and warped
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reference frame is used. A more detailed analysis on how the temporal distance affects
the gains achieved with the method will be conducted in Section 8.4.2, while the results
presented here give a general idea of what can be achieved with the method described
in this work and published in [56]. After discussing the decoder settings used in the
experiments a set of RD curves will be presented along with Bjøntegaard Delta results.
8.3.1 Encoder settings for high efficiency
The encoder settings are listed in Table 8.1 and are practically identical to those listed
in [93] in the section about low delay and high efficiency, up to one factor that had to be
changed because the initial configuration would not allow the system to work properly. In
fact, the low delay configuration implies the QP to vary from frame to frame, that is, the
parameter RateGOPSize has been changed from 4 to 1. The implications of changing the
parameter are illustrated in Figure 8.5. It is believed that a slightly varying quality from
frame to frame is hardly noticed, and hence a variation of the QP value is claimed not
to have a dramatic influence on quality perception while some rate can be saved. In this
case however, a variation in the reconstructed video implies a variation of quality in the
references frames, which in turn would require mechanisms to prevent the usage of lower
quality frames for warping and the experiments that will follow in Section 8.4 would not
be possible in this form since in that case the temporal distance would be varying from
frame to frame. Hence the case described in Figure 8.5 (a) was used instead of (b). To
prove that the mechanism also works with the setting (b), a few results with the setting
will be presented as well.
B B B BI
33 33 33 3332
(a)
B B B BI
35 34 35 3332
(b)
Figure 8.5: Illustration of the variation of the QP parameter over a group of frames. (a) shows
the classical approach as used for our tests, where every B frame has the same QP,
that is, the QP of the I frame plus 1 (in this example 33). (b) shows the alternative
used in JCT-VC.
The encoder settings for high complexity differ from the low complexity settings in a few
points, particularly settings that affect the computational complexity. Table 8.1 summa-
rizes the settings used in this mode. In particular, the depth of the quadtree for trans-
form units has increased by one for inter transform units and by two for intra transform
units. Furthermore, entropy coding is not the specifically tailored low complexity method
LCEC1, but a method known from H.264/AVC, called Context-based Adaptive Binary
1As of now, it seems that LCEC will not be part of the final High Efficiency Video Coding standard.
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Arithmetic Coding (CABAC). Another method that is specific to the high complexity
settings is the Adaptive Loop Filter (ALF), which is deactivated in the low-complexity
case.
Parameter Value
GOP Structure IBBB
QP I 22, 27, 32, 37
QP B 23, 28, 33, 38
Frame Rate 24, 30, 50 or 60 Frames/s
Number Reference Frames 4
Search Range 64 Pixels
Maximum Coding Unit Width 64 Pixels
Maximum Coding Unit Height 64 Pixels
Maximum Coding Partition Depth 4
Maximum TU Transform Size 25
Minimum TU Transform Size 22
Inter TU Maximum Depth 3
Intra TU Maximum Depth 3
Entropy Coding Mode CABAC
Hierarchical B Coding Off
Deblocking Loop Filter On
Merge Mode On
Adaptive Loop Filter On
Table 8.1: HM2.2 Encoder setup for high efficiency and low delay.
8.3.2 Results for high efficiency setting
The coding results for the high efficiency setting are given in Table 8.2 and Figure 8.6.
Figure 8.6 shows Rate-Distortion curves for a set of sequences containing temporal texture
but more importantly camera pan and/or zoom. A significantly better compression ratio
can be observed with all sequences in the sense that better PSNR at almost equal rate is
obtained. It is important to note that, despite the fact that Sheriff does not contain zoom,
and in PartyScene there is zooming into the scene, an improved compression ratio can
be observed with each of the selected sequences. That implies that the effects described
in Chapter 7 are only responsible for a part of the rate savings. The method presented
in Figure 7.15 seems to introduce a lot of novel aspects to HEVC based compression
since it incorporates elements that used to play a role in outdated video coding standards
under new conditions, that is, state-of-the-art global motion estimation, transmission and
particularly interpolation.
All the sequences presented have a frame rate of 30 frames per second, except for Par-
tyScene with 50 frames per second and BQSquare with 60. The resolution is given in
Table 8.2, and furthermore the first 300 frames were used for the BQSquare sequence, as
will also be seen in Figure 8.10.
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For comparison, with a QP setting like in Figure 8.5 (b) for both reference encoder and
enhanced system a Bjøntegaard Delta Rate of -27.5 % can be achieved for the Waterfall
sequence and -7.5 % for the BQSquare sequence. Hence the coding gains are slightly
lower, but a discussion of this setting and the development of an enhanced system that is
optimized for this QP setting is beyond the scope of this thesis and would be a starting
point for future work.
Sequence Res. ∆PSNR ∆Rate
Waterfall 336x272 1.393 dB -28.765 %
BQSquare WQVGA 0.342 dB -7.632 %
Concrete CIF 0.586 dB -10.585 %
Tempete CIF 0.727 dB -14.949 %
PartyScene WQVGA 0.222 dB -4.576 %
Sheriff 360p 0.234 dB -4.813 %
Average 0.578 dB -12.23 %
Table 8.2: Bjontegaard Delta results for HM2.2 and a fixed temporal distance of 20 frames
between reference frame and frame to be encoded.
8.3.3 Power spectral density of reconstructed frames
Beyond the mere gains in terms of PSNR, the reason for the latter can be analyzed by
considering the power spectral density of reconstructed frames. The power spectral density
of an image can be estimated as described in Section 7.2.3, which is by averaging using
equation (7.26). For the case of the Waterfall sequence and QP 37 the power spectral
density of the last frame was estimated for both the encoding method with the long-
term warped prediction and the original encoder and shown in Figure 8.7 where (a) is
the original encoder and (b) the enhanced system. The gains in PSNR from Figure 8.6
are reflected in the fact that the power spectral density contains more high frequency
components when warping is used. It is a practical proof of the theoretical findings from
Section 7.4.3 that prediction from images with different scale is advantageous. It also
serves as a quantitative description of the effect, in spite of the fact that the last frame
will also show some cumulation effects. Hence the high frequent component in the power
spectral density may be stronger than what can be expected for the first frame encoded
with warping (which would be frame 20 in this particular case). The last frame was
selected nevertheless, since it allows to clearly demonstrate the conjecture that by using
the presented long-term warping technique, higher frequencies can be better predicted.
The effect does not appear in an idealized fashion as presented in Figure 7.17, but the
model seems to capture well the principal mechanism behind the presented gains for
sequences with zooming out.
8.3.4 Remark on low complexity setting
For the results presented in [56] the low complexity setting was used, however the results
achieved hardly differ from those with high efficiency since the mechanisms for rate saving
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Figure 8.6: Rate-distortion curves for a set of sequences and with a temporal distance of 20
frames between encoded and warped reference frame.
remain the same and the additional tools turned on in the high efficiency setting are not
dealing with any of those problems. Comparing Tables 8.1 and 8.3 shows that the main
difference between the high and low complexity is the usage of CABAC instead of LCEC
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Figure 8.7: The estimated power spectral density for the last frame of the sequence Waterfall.
(a) is the original encoder and (b) the enhanced system with warping. It shows
that the gains in PSNR are reflected in the fact that the power spectral density
contains more high frequency components when warping is used. It is a practical
proof of the theoretical findings from Section 7.4.3 that prediction from images with
different scale is advantageous. At the same time it is a quantitative description
of the effect. Differences can best be perceived when considering values close to
{ωx, ωy} = {−pi,−pi}.
for entropy coding. It will be relinquished to show the coding results from [56] for low
complexity since the configuration plays no role in standardization any more. However,
it is interesting to note that the observed rate savings of our method are preserved with
a different coder setting. It should be noted that here the case from Figure 8.5 (a) was
used as well.
8.4 Influence of temporal distance on compression
efficiency
8.4.1 Results with different frame distances
The usage of homographies in video compression allows the usage of far distant frames for
reference despite camera motion and zoom, as described in Chapter 6. With the principle
of prediction from images with different scale from Chapter 7, it will now be shown that the
relative scale is decisive for the gains in coding efficiency due to the introduced prediction.
For the purpose the Bjøntegaard Delta Rate savings depending on the temporal distance
between the frame to be coded and the reference frame that is warped are presented
in Figure 8.8 on one hand, and the focal length in every frame of the same sequences
are presented in Figure 8.10 on the other. This allows an analysis of the rate savings
depending on the relative focal length.
For Figures 8.8 and 8.9 (b) and (d) the settings from Section 8.3.1 are used, that is, high
efficiency settings as described there. It should be noted that the results presented here
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Parameter Value
GOP Structure IBBB
QP I 22, 27, 32, 37
QP B 23, 28, 33, 38
Frame Rate 30 Frames/s
Number Reference Frames 4
Search Range 64 Pixels
Maximum Coding Unit Width 64 Pixels
Maximum Coding Unit Height 64 Pixels
Maximum Coding Partition Depth 4
Maximum TU Transform Size 25
Minimum TU Transform Size 22
Inter TU Maximum Depth 2
Intra TU Maximum Depth 1
Entropy Coding Mode LCEC
Hierarchical B Coding Off
Deblocking Loop Filter On
Merge Mode On
Adaptive Loop Filter Off
Table 8.3: HM2.2 Encoder setup for low complexity and low delay.
are average results over the entire sequence, so that they are particularly stable in the
sense that the role of outliers that can occur during encoding is marginal due to averaging
over the large number of frames contained in the sequence.
A general dependence on the temporal distance can be observed. In some cases, there is
only zoom in the scene and no temporal texture like in the concrete sequence, see Figure
8.8 (c), which allows all the gains to be attributed to scale. The BQSquare (Figure 8.8 (b))
sequence contains dynamic texture (water surface) only at the end which will cause effects
of better compression efficiency to be due mostly to change in scale as well. In waterfall
(Figure 8.8 (d)) there is the waterfall in the center of the sequence which is a typical
instance of dynamic texture and can be synthesized with the model presented in Chapter
3. Whirlwind with leaves flying chaotically and a pond in Tempete (Figure 8.8 (a)) can
be regarded as dynamic texture as well. Yet a central feature of the sequences is zooming.
Both, temporal texture and zoom will influence the efficiency of the long-term warping
method, however the change in scale is the predominant factor compared to the dynamic
texture component. This can be deduced from the fact that in the waterfall and tempete
sequence the PSNR gains start from the first frame encoded with the additional reference
frame and do not fluctuate which would be expected with such a simple dynamic texture
prediction method as the long-term warping. Since the change in all those sequences can
be attributed to change in scale an analysis with respect to this will be conducted in
Section 8.4.2.
The sequences Sheriff and PartyScene for which coding results are presented in Figure 8.9
(b) and (d) are two special cases. The former does hardly show any change in focal length,
but a significant pan. Hence, the camera motion in the scene causes different objects to
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Figure 8.8: Bjøntegaard Delta Rate savings for a set of sequences containing both temporal
texture and camera motion and zoom. Varying the distance between the frame
to be coded and the reference frame causes significant change to the compression
ratio which indicates that the relative focal length seems to be the most important
factor for the compression efficiency.
change in scale due to perspective effects. Furthermore it contains a lot of dynamic
texture, that is a large water surface. The latter does change in focal length, however
in the opposite direction, that is, zooming in occurs in the sequence. At the same time,
there are a lot of temporally recurring temporal texture elements in the sequence, and
the maximum of the bitrate savings coincides with the period of the motion of the plush
toy shown in Figure 8.1. For high temporal distances the effect illustrated in Figure 7.1
is then increasingly becoming a problem, that is prediction from coarser scales is difficult
as discussed in Section 7.4.3. In general the bitrate savings are much more modest than
those obtained for sequences from Figure 8.8.
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In the sequel, only effects from change in scale will be considered. For that purpose, other
effects will be disregarded for the sequences from Figure 8.8, and it will be attempted to
find an appropriate relative scale that allows a prediction from far distant frames that
significantly improves the coding efficiency.
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Figure 8.9: The sequences Sheriff and PartyScene are two special cases. The former does
hardly show any change in focal length. However, the camera motion in the scene
causes different objects to change in scale due to perspective effects. Furthermore
it contains a lot of dynamic texture, that is a large water surface. The latter does
change in focal length, however in the opposite direction, that is, there is zooming
in. At the same time, there are a lot of temporally recurring temporal texture
elements in the sequence, and the maximum of the bitrate savings coincides with
the period of the motion of the plush toy shown in Figure 8.1.
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8.4.2 Focal length estimation
The results presented in Figure 8.9 and 8.10 are obtained by estimating the focal length
(focal length is defined in Section 4.3) in every frame of the sequence. As already discussed
in Chapter 5, a homography is not sufficient to explain all the change in between two
views that is caused by camera pan and zoom. In particular, a camera matrix P would
be required which contains the focal length as one of the intrinsic camera parameters.
However, homographies can be decomposed into their different components, as has been
shown e.g. in [71], where the semantic information thereout is used for the vision based
control of robots. In a similar fashion as is done in [94], here the focal length is estimated
using the following method. If the homography is given by the standard equation x′y′
n′
 =
 h11 h12 h13h21 h22 h23
h31 h32 1
 ·
 xy
1
 , (8.3)
the focal length in the second view can be related to the focal length of the first view
using
f ′
f
=
√
det(H) =
√√√√√det
 h11 h12 h13h21 h22 h23
h31 h32 1
. (8.4)
This relation however only holds true for the case of no translation. Even so, it will be
used in the sequel to provide an estimate in the general case. A more simple form of
equation (8.4) can be obtained by setting the focal length in the first frame, that is, for
simplicity, f = 1, and assume the perspective parameters to be zero. This provides:
f ′ =
√√√√√det
 h11 h12 h13h21 h22 h23
0 0 1
, (8.5)
which can be simplified with
f ′ =
√
det
(
h11 h12
h21 h22
)
=
√
h11h22 − h21h12. (8.6)
Equation (8.4) is used to estimate the focal length in the results from Figure 8.10, which
shows the properties with regard to zoom of the sequences.
8.4.3 Fitting focal length curves
The results presented in Figure 8.10 are only interesting when used to interpret the rate
savings from Figure 8.8. Hence the two Figures will now be related to allow a proper
analysis. In fact the knowledge of the focal length over every frame in relation to the first
frame in the sequence makes it possible to relate the focal length of any two frames in the
sequence. In fact, with
fk
f
= c1 (8.7)
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Figure 8.10: Estimated focal length for the sequences from Figure 8.8 if the focal length for
the first frame is assumed to be 1. The sequences have different lengths, e.g. the
concrete sequence has 600 frames, in which it undergoes a strong change in scale.
If one is interested in an optimal relative scale between the reference frame and
the frame to be encoded, the slope of the curves can be considered and compared
with the bitrate savings from Figure 8.8.
and
fl
f
= c2, (8.8)
with f the focal length in the first frame, and fk and fl focal lengths from any two other
frames, it is straightforward to find
fk
fl
=
c1
c2
, (8.9)
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which relates the two focal lengths of frames k and l. Similarly, if the focal length ratios
fl
f
and fk
fl
are known, it is straightforward to find
fk
f
=
fl
fl
· fk
f
. (8.10)
Now, the following question is of interest: For which relation fk
fl
the coding performance
is optimal when k is the frame to be coded and l is the reference frame? To answer that
question, different frame distances were used in Figure 8.8. The principal assumption is
that the focal length ratio fk
fl
remains constant for a given temporal distance, that is
fk
fl
= c ∀ k, l : k − l = ∆. (8.11)
Since the focal length ratios can be computed according to equations (8.9) and (8.10),
and the condition from (8.11) has to hold over the entire sequence, ∆ = 1 can be assumed
without loss of generality and hence
fk+1
fk
= c ∀ k, (8.12)
which directly implies that with m > 0
fk+m
fk
= cm ∀ k,m. (8.13)
For a given sequence from Figure 8.10, with k = 0 and m being the last frame of the
sequence, the relative focal length for a ∆ = 1 can then be computed with
fk+1
fk
= m
√
fm
f0
= c ∀ k. (8.14)
In fact, the assumption of a constant relation in focal length between two consecutive
frames stated in (8.12) has lead to (8.14). In particular, by setting k = 0 and hence
fk = 1, m being any frame in the sequence, a simple formula can be used to derive fm,
that is,
fm = c
m, (8.15)
which is of the form
y = cx, (8.16)
and is known to be close to a straight line for values of c and y close to one. By using
the formula from (8.14) a regression is performed using only two values, that of the first
frame (set to be 1) and the one from the last frame. Indeed, Figures 8.10 (a), (b) and (d)
strongly resemble a straight line and can well be approximated, which obviates the usage
of more complex functions and will be particularly useful when comparing results from
Figures 8.8 and 8.10.
The formula from (8.14) can hence be seen as a way to perform a regression of the curves
from Figure 8.10. The fact that a basic function is given in (8.16) renders unnecessary
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the search for the latter which has to be done in symbolic regression, see e.g. [95]. The
result for the example of the Waterfall sequence is shown in Figure 8.11 (a). For obvious
reasons, only the first and last values match exactly, and yet the overall deviation of the
real values from the fitted curve is rather small considering the simplicity of the used
equation. For the Tempete and BQSquare sequences, similar results were achieved with
the method, since the respective curves, that is Figure 8.10 (a) and (b) are also very close
to lines.
For the case of the concrete sequence, the curve has a different form. However, this is
mostly due to the fact that the sequence is longer than the other sequences used. Speaking
in terms of equation (8.16), the value of c is still close to 1, but y takes on very small
values. Furthermore zoom is not present in the entire sequence. As a simple solution the
above formula was applied only to the central part of the sequence, that is from frame 17
to 451. The result is shown in Figure 8.11 (b). While being a fair approximation in the
first part, it is quite a precise fit in the later part of the sequences.
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Figure 8.11: Estimated focal length for the sequences waterfall (a) and concrete (b) in blue
with the fitted functions when using a simple regression, represented by the black
dashed line.
8.4.4 Finding appropriate values for the relation of focal length
It is clear that a method that generates a closer fit could be used. It is however crucial to
use the function from equation (8.16) for fitting. The reason is that the results presented
in Figure 8.8 are results over entire sequences which are reliable since they constitute
averages. Since the same temporal distance between the frame to be coded and the frame
to be warped is used to code the entire sequence, it can be assumed with equation (8.14)
that this will imply an equal relative focal length between the frame to be coded and the
frame to be warped.
Hence, it will be logical to ask for an optimal relation between the focal lengths of warped
frame and frame to be coded. “Optimal” however may overstate the conclusions that
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can be drawn from this kind of experiment. The term “appropriate” will be used, since
many other factors are influencing the results like e.g. recurring patterns in temporal and
dynamic texture. It is simple to find the optimal values for ∆, the frame difference between
coded and warped reference frame by looking for maximal values in Figure 8.8. The latter
are listed in Table 8.4. It should however be noted that for the waterfall sequence, not the
∆ with the best value is selected, but one that is close to the optimum and has a higher
value. The reason is that when a higher ∆ is used, the prediction starts “later” and hence
the overall performance decreases. Hence the optimal value when this effect is considered
is ∆ = 21.
Sequence optimal ∆ f∆
Waterfall 21 0.9566
BQSquare > 35 < 0.9536
Concrete 17 0.9463
Tempete 23 0.91
Table 8.4: Table contains values for optimal ∆ between warped reference frame and frame to
be coded. Furthermore the estimated relation between focal lengths is computed
for the respective value of ∆.
With the assumption from equation (8.13) the focal length relation f∆
f
that corresponds
to the according ∆ can be computed from the value obtained by computing fk−1
fk
using
equation (8.14), that is, taking the estimated value for two consecutive frames to the
power of the optimal ∆. The latter yields the results presented in the last column in
Table 8.4.
From the values presented in Table 8.4 it can be concluded that the best relation between
relative focal length for the considered sequences lies between 0.91 and 0.95. However, it
has to be considered that Bjøntegaard Delta can only be computed for a set of QP values,
but the optimal ∆ may depend on the value of the QP. Since coding results come as a
pair, that is, PSNR and rate, it is difficult to compare two pairs of values, unless one of the
values of the pair is equal, which is difficult to achieve2 in most cases. Furthermore, the
spatial characteristics of the images in the sequence will play a role as well. As an example,
a sequence showing a flat surface with no structure and zoom will behave differently from
one showing spatial texture.
8.5 Interpretation of results and comparison to previous
work
So far, a method with homography based long-term motion compensation with a fixed
temporal distance between the current and the warped frame for HEVC has not been
presented in literature, except for [56], which serves as a basis of this Chapter. By long-
term, a difference of a quarter of a second to one second is meant, which may strongly
2Rate control is a technique that can achieve a specific rate, however it introduces new problems.
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differ from other definitions of “long-term.” In particular, the effects from Chapter 7
can only be used with a state-of-the art interpolation method as used in this thesis. A
particularity is that, while the effect is obvious when pictures of different resolution and
hence completely different scale are used for prediction, the difference in scale is very
small in the just presented experiments and the bitrate differences are still considerable.
Many similar methods have been presented in different contexts, all however aiming at
other means or designed for a different purpose or in another context. A short review of
related work will be given, followed by an analysis of how the proposed method achieves
its performance.
8.5.1 Comparison of the methods with related work
The principal goal of this work is to achieve a better compression ratio, and the measure
for video quality is PSNR. Of the previously described methods, only [68] is recent work
having the same goal, that is, improving the compression ratio of a state-of-the-art video
compression system, which currently is HEVC. Older work on classical PSNR-based video
compression like [59] describes techniques that relate to video compression technologies
that are now outdated. Comparison with these methods is not sensible as they deal
with problems of video compression that meanwhile have been resolved with alternative
methods. In the latter case improved interpolation filters have made the method obsolete,
and it does not play any role in recent standards.
The particularity of the method can best be described by reconsidering Figure 6.1. Two
differences emerge compared to the work in [68]:
1. Homographies are used to relate pictures that are temporally far distant one from
the other.
2. A single homography per picture suffices to describe camera motion.
3. The accuracy is high enough so that any relative homography can be computed by
matrix multiplication.
The latter fact is assumed through the special techniques described in Chapter 5. As a
single homography per picture is not costly in terms of bitrate, a precise description of
change stemming from camera motion between far distant pictures is assumed at low cost.
This is specific to the algorithm, and it was shown in theory (Chapter 7) and practice
(this Chapter) why in some cases it constitutes an advantage compared to conventional
methods and particularly [68] where homographies have only been used for short term
prediction.
The work on far distant reference frames has been published in [56]. A more extensive
theoretical background on how these gains are achieved is given in this work. Work that
appeared after the publication of [56] deals with homographies in the context of HEVC
as well. In particular, in [96] a method is presented that uses multiple reference frames
and derives a global motion model from them. Temporal filtering of aligned pixels is then
performed which provides some gains, which are however significantly below the gains
presented in [68]. The basic method is already presented in [97], so that [96] constitutes
an adaptation for usage in the context of HEVC.
124 Results
Principally it can be assumed from the results shown is Section 8.3 that the method
described here provides good performance only for a special kind of sequences. Namely,
sequences with non-static camera which this part of the thesis is devoted to. Figure 8.6
suggests that beyond sequences with non-static camera and particularly change in scale
(e.g. concrete), for sequences with repetitive patterns like PartyScene or Sheriff, long-term
motion compensation is beneficial as well. It is important to note that BQSquare was
used in the standardization process, and the method from [68] did not provide any gains
since the temporal distance was not granted and the mechanism described in this thesis
yet undiscovered.
A comparison to perception based algorithm is possible as well. Most recent work in this
field can be found in [90]. Here the sequence Waterfall was evaluated as it contains both,
static and dynamic texture, and therefore can be coded partially using texture synthesis.
More importantly, warping in the static part was carried out as well. The effects described
in Chapter 7 were not addressed and not discovered in this work, which is due to the fact
that the used interpolation was the one from H.264/AVC.
8.6 Chapter summary
In this Chapter, results that can be achieved with a system as presented in Figure 6.1
are presented. While some sequences are particularly challenging when it comes to global
motion estimation due to multiple foreground elements in the scene, and the how this is
addressed is described in Chapter 5, here emphasis is given on how methods presented in
the latter Chapter lead to bitrate savings. Along with the gains that come from temporally
repetitive patterns, it was shown that the effect of changing scale has a strong impact on
scale as well. Hence an analysis was conducted on how the temporal distance, or more
precisely the relation of focal lengths, affects the compression ratio. Finally, the work was
compared to previous work and recent techniques that are related to the topic in order to
view the presented techniques in context.
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Chapter 9
Conclusion
In this thesis two concepts for the prediction of texture were presented. The first prediction
algorithm is dedicated to predicting dynamic texture in sequences with static camera.
The second is a technique that proposes to use reconstructed texture frames that are
temporally far away as a predictor. Unlike long-term compensation in HEVC where only
motion vector scaling is turned off, in the presented work a homography is used to allow for
prediction from images with different scale. Both aim at the same goal, the improvement
of the compression ratio in a hybrid video coding system. The target sequences are
however different, sequences with static camera on one hand and sequences with camera
motion on the other. The different kinds of target sequences have been used to subdivide
the thesis into two parts, with dedicated methods presented in each part.
The first part dealt with dynamic texture in the context of H.264/AVC-based video com-
pression, a kind of texture that was defined as having the property of stationarity and that
can be modeled as a linear dynamical system after dimension reduction. The property
that the model can be used for dynamic texture synthesis was the motivation to use it
for prediction as well. It was shown that for sequences that can be regarded as dynamic
texture, a system that uses dynamic texture prediction in addition to conventional hybrid
coding will achieve a better compression ratio. The system with dynamic texture pre-
diction was realized by adding additional reference frames into the reference frame buffer
that contains the predicted signal at encoder and decoder. Furthermore, the system,
which was specifically designed to work on top of a H.264/AVC-based coding system, was
adapted such that the additional frames are optimally positioned in the reference frame
buffer, which provided better results.
The second part dealt with sequences with camera motion in the context of HEVC-based
video coding. It was shown that a homography is a suitable model for camera motion for
a given set of video sequences. A system for the precise computation of homographies
was introduced and it was shown that it can also be used for far distant frames. It was
designed in a particularly robust way by reinitializing the estimation at so-called key
reference frames. An interpolation method for warping of frames was explained in detail
since it was used later on for the purpose of warping in video coding. Furthermore, it
was shown why the usage of homographies is necessary in the presence of e.g. zoom, that
is, conventional block-based motion compensation cannot be used to relate far distant
frames. After showing how homographies can be coded into a bitstream, models from
rate-distortion theory were used to show why it is sensible to use the just mentioned far
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distant reference frames, that is, why it is useful to use finer scale images as predictors
in combination with warping. Finally a practical system which is based on the HM
software was presented that takes advantage of the effects described. It turns out that it
is sufficient to add again an additional reference frame into the buffer that contains an
old frame with a given temporal distance and which is warped into the right perspective.
The methods for homography computation and coding along with the interpolation are
important factors to achieve the coding results presented in this thesis. In fact, it could
be shown that the change of scale of objects in the scene is the effect that leads to the
mentioned improvements. An analysis of optimal parameters to take advantage of the
described effects was performed on a set of different sequences.
Finally it can be concluded that there are different ways of improving the compression ratio
with texture in video by using prediction, and those methods have to be adapted to the
underlying coding scheme. In the case of dynamic texuture prediction with H.264/AVC
a number of methods was presented that show how dynamic texture prediction can be
efficiently used in the context of H.264/AVC-based encoding schemes. While the basic
principle of the practical realization was to create additional reference frames in both
parts of the thesis, the solution with the HEVC-based system was simpler in the sense
that it only consisted in replacing the oldest reference frame in the reference picture buffer.
Considering that homographies for the compensation of camera motion are available at
the decoder in a system as presented in the second part of this thesis, a natural way to
continue the presented work would be to consider methods that can perform dynamic
texture prediction with sequences containing camera motion. This however requires to
treat static and dynamic texture in a different way in order to keep the advantages coming
from warping and simultaneously use dynamic texture prediction.
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Appendix A
Additional syntax for DTP in JM16.1
A.1 DTP related additional syntax
The required syntax changes are presented in Tables A.2–A.1.
Table A.1: Sequence parameter set syntax.
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Table A.2: Slice data syntax.
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Appendix B
Integration of CLAPACK library into
the JM software
B.1 The LAPACK library
The LAPACK library used for computation of the Singular Value Decomposition in DTP.
LAPACK is an abbreviation for Linear Algebra PACKage. The original code was written
in Fortran, to take advantage of the fact that matrix data are stored in a special fashion
in Fortran which in turn accelerates the computation of matrix operations.
MATLAB (meaning ”matrix laboratory”) was invented in the late 1970s and was originally
meant to provide access to LINPACK and EISPACK without having to learn Fortran.
In 2000, MATLAB was rewritten to use LAPACK, the newer set of libraries for matrix
manipulation. In a certain sense one could say that MATLAB c© is an interface to the
LAPACK library.
As JM is written in C, CLAPACK was used, a C version of the LAPACK library for the
implementation. CLAPACK was generated by automatically converting LAPACK into C
using f2c, a Fortran to C converter.
B.2 LAPACKWRAP
CLAPACK functions have non-trivial function calls, as they require pre-allocated memory
and multiple parameters. Without insisting on the meaning of the different variables, the
function call for a Singular Value Decomposition is provided as an example:
int dgesvd_(char *jobu, char *jobvt, integer *m, integer *n,
doublereal *a, integer *lda,doublereal *s, doublereal *u,
integer * ldu, doublereal *vt, integer *ldvt,
doublereal *work, integer *lwork, integer *info)
To prevent the original code from getting too complex, a Lapackwrap class was written and
constitutes the interface to the remaining code. Lapackwrap features simple creation of
matrices in Matlab-style, automatic computation of parameter values, automatic memory
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allocation and deallocation. As a result, all the LAPACK functions become easy to use
and all the required parameters are automatically computed in Lapackwrap, along with
the allocation.
As a result, the call for the computation of the pseudo-inverse of a matrix A becomes as
simple as this:
DMat dpinvwrap(DMat A)
With the presented simplifications that are made possible by the implementation of La-
packwrap, the implementation of DTP was made possible in a relatively simple way.
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