ABSTRACT
INTRODUCTION
This Machine learning systems bid an unparalleled resilience in acting with emerging input in a variation of applications, such as Intrusion Detection Systems (IDS) [1] and the spam filtering of e-mails. Whenever machine learning is used to prevent illegal or unsanctioned activity [2] and there is an economic incentive, adversaries will attempt to avoid the stability provided. Constraints on how adversaries can employs the training data (TR) and test data (TS) for classifiers used to encounter incredulous behaviour make problems in this area tractable and interesting. Pattern classification has earned eminence in different fields which contains security concerned applications like the Spam Filtering, the Network Intrusion Detection System (NIDS), and Biometric Authentication to distinguish between the legitimate and malicious samples [3] .
In specific, there are three main clear issues can be recognized: (a) examining the weaknesses (vulnerabilities) of classification algorithms, and the corresponding attacks; (b) creating the novel methodologies to assess the classifier security under these attacks, which is not possible using the classical performance evaluation methodologies; (c) establishing the design methods [4] to guarantee the classifier security in an adversarial environment. The goal of attacker is to defeat the normal process of spam filters so that they can send spams [5] .
The respite of the paper is unionized as follows: The section II, scrutinize about the problem definition on the Security Evaluation. The section III, discuss a proposed system framework for Spam Filtering Security Evaluation. The section IV scrutinizes the algorithms and evaluation of these algorithms using examples. The remainder of section V covers expected results of classifiers. The section VI, summarize the conclusion and the future scope.
PROBLEM STATEMENT

Problem statement
• Existing methods address one of the main open issues of evaluating at design phase the security of pattern classifiers.
• Even though the design phase of secure classifiers is a different issue than security evaluation, existing framework could be exploited to this end. For instance spam filtering existing system considers SVM and LR classifier.
• To apply an empirical security evaluation framework and provide security to Spam Filtering application and use best classifier in our framework.
Solving approach
The proposed system focuses on multiple instance logistic regression (MILR) strategy. In the recommended strategy, emails are treated as bags of multiple instances [6] and a logistic model at the instance level is indirectly learned by exploiting the bag level binomial log-likelihood function [14] .
PROPOSED FRAMEWORK
The contribution of this paper is-
• Classification of email using SVM, LR and MILR classifiers.
• Intent to increase classification results, classifier called Multiple Instance Logistic Regression (MILR) is used.
• MILR differs from a single instance supervised learning [7] , such that by splitting an email into several instances, a MI learner will be capable to identify the spam part of the text mail even though text mail has been injected with good words which solve the efficiency issue for GWI attack [14] .
The data distribution gives the training data and testing data separately [8] . The testing data can be manually generated by the user during the compose emails. The assumptions can be given with the help of Adversary Model [9] . Modelling the adversary is dependent on the attack scenarios. It consists of goal, knowledge, capability, strategies of the adversary as shown in figure 1.
The classification application can be authenticated by authenticator. The Pattern classifier classifies or distinguishes the pattern (which is combination of feature which can be characterized by the individuals) into the feature space or word space within a boundary [10] , [12] , [13] . The goal is to partition the feature or word space in the class labeled decision regions. Therefore, for the ambition of model selection considers that the developer wants to appoint a Support Vector Machine (SVM) with a linear kernel, a Logistic Regression (LR) classifier, and Multiple Instance Logistic Regression (MILR). In the proposed system, for the classification purpose SVMs are actualized with the LibSVM, Logistic Regression (LR) and Multiple Instance Logistic Regression (MILR) is used for practical analysis.
ALGORITHMS WITH EXAMPLE
Firstly, a framework is presented for the empirical evaluation of classifier based on simulation of potential attack scenarios. The existing system considers SVM and LR classifiers [11] . The proposed system focuses on multiple instance logistic regression (MILR) strategy.
SVM Classifier
Algorithm: SVM classifier
Input:
Set of email data , (Combination of positively and negatively labeled data)
Output: Classified email data (Spam/Ham)
Process:
Step1: Distribution of positively and negatively labeled data according to features.
Step2: Compute Mapping function Ø().
Step3: Set bias as 1 to every vectors
Step4: Compute dot (.) products equations
Step5: Calculate the value of discriminate Hyperplanes α1, α2, α3,..
Step6: Predict positive and negative samples
Example: Figure 2 shows the evaluation of SVM classifier with an example. 
MILR Classifier Algorithm: MILR classifier
Input:
Set of email data , Be probability that the i th email is Positive, Be probability that the i th email is Negative Is a vector of the word frequency counts (or tf-idf weight) of unique terms in every email.
Process:
Step 1: Binomial log-likelihood function is:
Step 2: In a single instance setting, probability has sigmoid response function as:
Step 3: In multiple instances, setting estimate the instance-level class probabilities has a sigmoidal response function as:
Where, is the j th instance in the i th data, and and are the parameters that need to be estimated.
Step 4: In a single instance setting, probability has sigmoid response function as:
Step 5: In multiple instance setting estimate the instance-level class probabilities has a sigmoidal response function as:
EXPECTED RESULTS
The experimental results of the classification of legitimate (normal) and Spam e-mails are computed using the accuracy of the classifiers. The input of the proposed system is the number of testing samples. The computations of results are based on different mails. Some mails are trained before test and some new mails are also tested in proposed system. The analysis shows that MILR approach perform better as compare to SVM and LR algorithm by considering parameters like time, mean absolute error, etc. The accuracy can be calculated using following formula, Classification accuracy: In this experiment, the efficiency of SVM, LR and MILR [11] , [14] is evaluated to test the ability of classifiers [15] . Figure2 shows the output of accuracy on every classifier. Here we use the Spring Tool Suite (STS) with wampserver for database connectivity. 
CONCLUSION
This paper focused on experimental security evaluation of the pattern classifiers which improve prediction accuracy of spam filtering application. For classification and analysis three classifiers are used, are called SVM, LR and MILR. The proposed framework acquainted on a model of the adversary, and on a model of data distribution; accommodates an analytical approach for the training and testing sets generation that accredits security evaluation and can furnish the application distinct techniques. In the future, we will extend the data classification algorithm that will improve accuracy and performance of the system by means of spam detection.
