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THE MAPPING CLASS GROUP OF A MINIMAL SUBSHIFT
SCOTT SCHMIEDING AND KITTY YANG
Abstract. For a homeomorphism T : X → X of a Cantor set X, the map-
ping class group M(T ) is the group of isotopy classes of orientation-preserving
self-homeomorphisms of the suspension ΣTX. The group M(T ) can be inter-
preted as the symmetry group of the system (X, T ) with respect to the flow
equivalence relation. We study M(T ), focusing on the case when (X, T ) is
a minimal subshift. We show that when (X, T ) is a subshift associated to a
substitution, the group M(T ) is an extension of Z by a finite group; for a
large class of substitutions including Pisot type, this finite group is a quotient
of the automorphism group of (X, T ). When (X, T ) is a minimal subshift of
linear complexity satisfying a no-infinitesimals condition, we show that M(T )
is virtually abelian. We also show that when (X, T ) is minimal, M(T ) embeds
into the Picard group of the crossed product algebra C(X) ⋊T Z.
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1. Introduction
By a Cantor system (X,T ) we mean a homeomorphism T : X → X where X is
a Cantor set; when T is minimal we call (X,T ) a minimal Cantor system. The sus-
pension ΣTX (sometimes called the mapping torus) comes with a natural R-action
whose orbits correspond to the T -orbits in X , and we let Homeo+ΣTX denote the
topological group of homeomorphisms of ΣTX which respect the orientation of the
flow. Maps f, g ∈ Homeo+ΣTX are isotopic if they are connected by a path in
Homeo+ΣTX , and we define the mapping class group M(T ) to be the group of
isotopy classes of maps in Homeo+ΣTX .
The purpose of this paper is to study the groupM(T ) when (X,T ) is a minimal
Cantor system. Apart from some general analysis, we focus especially on the case
when (X,T ) is conjugate to a subshift of low complexity.
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Cantor systems (X,T ), (Y, S) are said to be flow equivalent if there is a homeo-
morphism h : ΣTX → ΣSY such that h preserves the orientation of the respective
R-orbits. While conjugate systems are flow equivalent, flow equivalence is typically
a weaker relation than conjugacy; for example, any system (X,T ) is flow equivalent
to the return action on a discrete cross section of (X,T ). For systems presented as
the Vershik map on a simple ordered Bratteli diagram, flow equivalence corresponds
to the relation generated by conjugacy and making a finite number of changes to
the Bratteli diagram (see [26, Theorem 3.8]). In general, flow equivalence is an
important relation for studying Cantor systems and has applications to the study
of various C∗-algebras associated to Cantor systems. In this framework, the group
M(T ) plays the role of a symmetry group of (X,T ) with respect to the flow equiv-
alence relation.
A fundamental study of M(T ) when (X,T ) is an irreducible shift of finite type
was undertaken in [9], which itself built on results from [10] and [15]. Similar to
[9], we are motivated in part by the connection between M(T ) and the group of
automorphisms Aut(T ), which consists of all homeomorphisms of X that commute
with T . The group Aut(T ) has been the subject of significant interest; when (X,T )
is a shift of finite type, Aut(T ) is known to possess a rich structure (see [13], [31],
[55]), while recent results (e.g. [20], [21], [19], [23], [18]) indicate Aut(T ) is more
tame when (X,T ) is a subshift of lower complexity. Toward understanding the
relation between the groups Aut(T ) and M(T ), in Proposition 3.2 we show that
when (X,T ) is minimal, Aut(T )/〈T 〉 always embeds into M(T ). Essential to our
investigation is then examining how muchM(T ) differs from the image of this em-
bedding.
Results from [9] indicate the groupM(T ) is quite complicated when (X,T ) is an
irreducible shift of finite type; in particular, it is a countable group (see [9, Corol-
lary 2.3]) which is not residually finite (see [9, Theorem 6.2]), and properly contains
Aut(T )/〈T 〉 (see [9, Theorem 5.5]), which is itself a large group. In [9, Question 3.9]
it was asked whether, like the automorphism groups, the structure of the mapping
class group of a low complexity subshift was necessarily more constrained. Two of
our main results address this question directly. First we prove:
Theorem 1.1 (Theorem 5.1 in the main text.). Suppose (Xξ, σξ) is a minimal
subshift associated to a primitive substitution ξ. Then M(σξ) fits into an exact
sequence
(1.2) 1→ F →M(σξ)→ Z→ 1
where F is a finite group. If ξ is of type CR (see Definition 5.5), then F is iso-
morphic to Aut(σξ)/〈σξ〉.
The class of substitutions of type CR include those of Pisot type, as well as those
dual to a constant length substitution.
Key to our investigation is a representation of M(T ) arising from its action on
the ordered abelian group of coinvariants defined by
GT = C(X,Z)/〈γ − γ ◦ T
−1〉
G+T = {[γ] ∈ GT | there exists non-negative γ
′ ∈ C(X,Z) such that [γ] = [γ′]},
where C(X,Z) denotes the group of continuous functions from X to Z. States
on GT correspond bijectively to T -invariant Borel probability measures on X , and
the subgroup Inf GT of infinitesimals in GT consists of the elements which vanish
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under every state. The (unital) ordered group GT , together with the infinitesimals,
plays an important role in the classification of minimal Cantor system up to orbit
equivalence (see [26]). Letting PX(n) denote the number of admissible words of
length n in X , we prove:
Theorem 1.3 (Theorem 6.1 in the main text.). Let (X,T ) be a minimal subshift
for which Inf GT = 0 and
lim inf
n
PX(n)
n
<∞.
Then M(T ) is virtually abelian.
For (X,T ) uniquely ergodic the condition Inf GT = 0 is satisfied when the group
of coinvariants (GT ,G
+
T ) is totally ordered. This class includes Sturmians and cer-
tain IETs (see Remark 6.3 for more details). We also give a complete description
of the mapping class group of a Sturmian subshift in Example 4.24: either the
Sturmian system is conjugate to a substitution, and Theorem 1.1 applies, or the
mapping class group is trivial.
Let us say briefly how we approach both Theorem 1.1 and 1.2. We can associate
a cocycle to any self-flow equivalence f of ΣTX , which determines how f scales
leaves (i.e. path components of ΣTX). There are only finitely many asymptotic
leaves in the low complexity setting, so some power of f must fix a leaf. The goal is
to show that if f acts by the identity on this leaf on average, then it is isotopic to the
identity. In general, the presence of non-trivial infinitesimals provides meaningful
obstructions to carrying this out. For substitution systems however, even though
non-trivial infinitesimals may exist (for example, in the Thue-Morse system), the
substitution map allows for an ironing out procedure (as employed in [36]) that lets
us overcome these obstructions.
The layout of the paper is as follows. We give general definitions and back-
ground in Section 2, and then specialize to minimal systems in Section 3. Section
4 contains background on the representation of M(T ) arising from the action on
the coinvariants GT . In Section 5 we study M(σ) for (X, σ) a minimal subshift
associated to an aperiodic substitution and prove Theorem 1.1. Section 6 concerns
M(σ) when (X, σ) is a subshift of linear complexity, and we prove Theorem 1.2.
In Section 7 we construct, for any Cantor system (X,T ), a homomorphism from
M(T ) to the Picard group of the crossed-product C∗-algebra C(X) ⋊T Z associ-
ated to (X,T ). If (X,T ) is minimal, we show this homomorphism is injective, and
propose studying its image in the Picard group.
1.1. Acknowledgements. The authors wish to thank Mike Boyle, John Franks,
and Bryna Kra for several helpful suggestions and comments. This work was sup-
ported in part by the National Science Foundation grant ‘RTG: Analysis on mani-
folds’ at Northwestern University.
2. The mapping class group of a Cantor system
By a Cantor system (X,T ) we will always mean a homeomorphism T : X → X
where X is a Cantor set. Given a Cantor system (X,T ), the suspension ΣTX is the
space X × I/ ∼, where (x, t) ∼ (T n(x), t − n). Elements in ΣTX are equivalence
classes [(x, t)], where x ∈ X and t ∈ R; since every class in ΣTX has a unique
representative of the form [(x, t)] where 0 ≤ t < 1, we will often refer to points in
ΣTX as simply (x, t) where 0 ≤ t < 1. We often suppress the ordered pair notation
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and simply denote points by z ∈ ΣTX , with the understanding that such a point
is given by z = (x, t) for some x ∈ X, 0 ≤ t < 1.
The space ΣTX is compact, is locally the product of a totally disconnected set
with an arc, and comes with an R-action defined by
(2.1) Υ: R× ΣTX → ΣTX, Υ(s, [(x, t)]) = [(x, t+ s)].
We will almost exclusively use the more simple notation
Υ(s, z) = z + s.
In particular, for k ∈ Z we have Υ(k, (x, t)) = (x, t) + k = (T kx, t). We refer to the
Υ-orbit of a point z as the leaf containing z, and observe that the leaf containing
z coincides with the path component in ΣTX which contains z.
There is a distinguished cross section to the flow that we denote by
Γ =
{
[(x, 0)] | x ∈ X
}
⊂ ΣTX.
We will at times make use of suspensions of (X,T ) using more general roof
functions. For a positive locally constant function r : X → R (called a roof function)
we define the suspension (with roof function r) by
ΣrTX = X × R
/
∼
(x, t) ∼ (T (x), t− r(x)).
The space ΣrTX also carries a flow defined analogously to that of (2.1).
A flow equivalence between Cantor systems (X,T ) and (X ′, T ′) is a homeomor-
phism f : ΣTX → ΣT ′X ′ such that f takes Υ-orbits onto Υ-orbits in an orientation
preserving way. Two systems (X,T ), (X ′, T ′) are flow equivalent if there exists a
flow equivalence between them.
The group of self-flow equivalences Homeo+ΣTX is a subgroup of the topolog-
ical group of homeomorphisms of ΣTX , and we say f ∈ Homeo
+ΣTX is isotopic
to the identity if f is in the path component of the identity map in Homeo+ΣTX .
Equivalently, f ∈ Homeo+ΣTX is isotopic to the identity if and only if there exists
a continuous η : ΣTX → R such that f(z) = z + η(x) for all z ∈ ΣTX (see [11,
Theorem 3.1], together with [8], for a proof of this). The collection
Homeo+0 ΣTX = {f ∈ Homeo
+ΣTX | f is isotopic to the identity}
forms a normal subgroup, and we define the mapping class group of (X,T ) to be
the quotient group
M(T ) = Homeo+ΣTX
/
Homeo+0 ΣTX.
Thus M(T ) consists of the group of isotopy classes of self-flow equivalences of the
system (X,T ).
2.1. Flow Codes. As a consequence of the work of Parry and Sullivan in [49], any
flow equivalence between Cantor systems is isotopic to one given by a conjugacy
of return systems. We briefly outline here the parts from this theory relevant for
our purposes; our presentation follows closely that of [11], which consolidates, and
greatly expands upon, results from [49], and we refer the reader to [11] for details
and more background on flow equivalence and isotopy for Cantor systems.
A clopen subset C ⊂ X is called a discrete cross section if there is a continuous
function r : C → N defined by r(x) = min{i ∈ N | T i(x) ∈ C} for which X =
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{T i(x) | x ∈ C, i ∈ N}. Any discrete cross section C ⊂ X determines a return
system (C, TC) by defining
TC : C → C, TC : x 7→ T
rC(x)x.
The systems (X,T ), (C, TC) are always flow equivalent. Note that if (X,T ) is min-
imal, then any clopen subset is a discrete cross section, and any return system
(C, TC) is also minimal.
For Cantor systems (X,T ), (X ′, T ′), an (X,T ), (X ′, T ′)-flow code is a triple
(ϕ,C,D) where C ⊂ X,D ⊂ X ′ are discrete cross sections and ϕ : (C, TC) →
(D,TD) is a conjugacy
1. Any (X,T ), (X ′, T ′)-flow code (ϕ,C,D) induces a flow
equivalence Sϕ : ΣTX → ΣT ′X ′ as follows: since C is a cross section, we can rep-
resent any point z ∈ ΣTX by z = (x, t) with x ∈ C (with t possibly larger than 1).
The flow code maps the segment with endpoints (x, t) and (x, t+ rC(x)) ∼ (TCx, t)
linearly to the segment in ΣT ′X
′ with endpoints (ϕx, t) and (ϕx, t + rD(ϕx)) ∼
(TD(ϕx), t). Since ϕ is a conjugacy, the map is well-defined at endpoints. As C
is a discrete cross section, any leaf is a union of such segments, and the flow code
defines a flow equivalence from ΣTX to ΣT ′X
′.
The following is a fundamental result in the study of flow equivalence of zero-
dimensional systems. While originally due to Parry and Sullivan in [49], the version
below is stated differently, and we refer the reader to [11] for details.
Theorem 2.2. [11, Theorem 4.1] Let (X,T ), (X ′, T ′) be Cantor systems. For any
flow equivalence f : ΣTX → ΣT ′X ′ there exists a flow code (ϕ,C,D) such that f is
isotopic to Sϕ : ΣTX → ΣT ′X ′.
We will often refer to an (X,X)-flow code simply as a flow code. The following
is a consequence of Theorem 2.2.
Proposition 2.3. [9, Corollary 2.3] If (X,T ) is a subshift then M(T ) is countable.
Remark 2.4. The subshift hypothesis in Proposition 2.3 cannot be dropped. For
odometers (see Example 3.7) the group M(T ) is uncountable.
2.2. Asymptotic leaves. Points z1, z2 ∈ ΣTX are said to be asymptotic (under
the flow) if lim
t→∞
d(z1+ t, z2+ t) = 0 (even though this is really forward asymptotic,
we will not be concerned with backward asymptotic points, so we suppress the term
forward). We say two leaves ℓ1, ℓ2 are asymptotic if there are points z1 ∈ ℓ1, z2 ∈ ℓ2
such that z1 and z2 are asymptotic. Note that two leaves ℓ1, ℓ2 are asymptotic if and
only if there exists points x1, x2 ∈ X such that (x1, 0) ∈ ℓ1 ∩Γ, (x2, 0) ∈ ℓ2 ∩Γ, and
x1, x2 are asymptotic under T (so lim
n→∞
d(T nx1, T
nx2) = 0). The relation defined
by
ℓ1∼
as
ℓ2 if ℓ1 and ℓ2 are asymptotic
defines an equivalence relation on leaves. We call a leaf ℓ asymptotic if its equiva-
lence class [ℓ]as under∼
as
contains more than one element, and denote the set of
equivalence classes of asymptotic leaves by as(T ).
Any flow equivalence must take asymptotic leaves to asymptotic leaves. As a
result, there is a homomorphism
(2.5) M(T )
πas−−→ P (as(T ))
1When ϕ is a map between subshifts, ϕ is induced by a word block code (an analogue of a
sliding block code), motivating our use of the phrase flow code; see [9, Appendix A].
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where P (as(T )) denotes the permutation group on the set as(T ).
3. Minimal Cantor systems
For a Cantor system (X,T ), any f ∈ Homeo+ΣTX permutes the set of leaves.
The permutation induced by f depends only on the isotopy class of f , giving an
action ofM(T ) on the set of leaves. It can happen that for a topologically transitive
subshift (X, σ), a map f ∈ Homeo+ΣσX fixes every leaf but is not isotopic to the
identity (see [11, Example 3.3]). The following result (which can also be obtained
from [1, Theorem 2.5]) shows that when (X,T ) is minimal, this representation of
M(T ) is faithful.
Proposition 3.1. Let (X,T ) be a minimal Cantor system and f ∈ Homeo+ΣTX.
The following are equivalent:
(1) f is isotopic to the identity.
(2) f is homotopic to the identity.
(3) f maps every leaf to itself.
Proof. That (1) implies (2) implies (3) is straightforward. For (3) implies (1),
suppose f ∈ Homeo+ΣTX maps every leaf to itself. Then there exists some
β : ΣTX → R satisfying
f(z) = z + β(z)
for all z ∈ ΣTX , and the main Theorem of [35] shows that, when (X,T ) is minimal,
the map β is continuous. One can verify that for all t, the map
ft(z) = z + t · β(z)
lies in Homeo+ΣTX (see for example [11, Prop. 3.1], together with [8]) and hence
the family ft provides an isotopy from f to the identity. 
Given a discrete cross section C ⊂ X , any automorphism ϕ ∈ Aut(C, TC) defines
a flow code for (X,T ), which in turn induces a self-flow equivalence Sϕ. This gives
a well-defined homomorphism
ΨC : Aut(TC)→M(T )
ΨC : ϕ 7→ [Sϕ].
The most fundamental case is when C = X , which we denote by
Ψ: Aut(T )→M(T ).
The map Ψ can also be defined explicitly by
Ψ(ϕ)([x, t]) = [ϕ(x), t].
We call a Cantor system (X,T ) topologically transitive if it has a dense orbit.
Proposition 3.2. Let (X,T ) be an aperiodic topologically transitive Cantor system
and C ⊂ X be a discrete cross section. Then kerΨC = 〈TC〉. In particular, there
is an embedding
Ψ: Aut(T )/〈T 〉 →֒ M(T ).
Proof. To see that TC ∈ kerΨC , first note the map STC sends each leaf to itself.
Moreover, the function β : ΣTX → R satisfying
STC (z) = z + β(z)
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is continuous, from which it follows (see [11, Prop. 3.1], together with [8]) that STC
is isotopic to the identity.
Conversely, suppose ΨC(ϕ) is isotopic to the identity. Since (X,T ) is topolog-
ically transitive, we may choose x ∈ C such that the TC -orbit of x is dense in C.
Then ϕ(x) = T k(x) for some k, and since ϕ(x) ∈ C, this means ϕ(x) = T jC(x) for
some j. Thus the automorphism T−jC ϕ ∈ Aut(TC) fixes x. Since x has a dense
TC-orbit in C, this implies ϕ = T
j
C . 
The following proposition, while unsurprising, is useful.
Proposition 3.3. Let (X,T ) be a minimal Cantor system and let f ∈ Homeo+ΣTX.
If f(z + t) = f(z) + t for all z ∈ ΣTX, t ∈ R, then [f ] ∈ ImageΨ.
Proof. The hypotheses imply there exists 0 ≤ s < 1 such that f(Γ) − s = Γ. For
any x ∈ X there is then a unique point y ∈ X such that f(x, 0) − s = (y, 0), and
the map ϕf (x) = y defines an automorphism of (X,T ) such that Ψ(ϕf ) = [f ] in
M(T ). 
Example 3.4. Example 3.9 in [13] constructs a minimal subshift (Y, σ) for which
Aut(σ) ∼= Q and the isomorphism takes σ to 1 ∈ Q. Proposition 3.2 then implies
there is an embedding Q/Z −→ M(σ). Since any subgroup of a residually finite
group must also be residually finite, and Q/Z is not residually finite, the mapping
class group M(σ) of (Y, σ) is not residually finite.
Suppose (X,T ) is an aperiodic Cantor system. Given a self-flow equivalence
f ∈ Homeo+ΣTX , the map
αf : ΣTX × R→ R
defined implicitly by
f(z + t) = f(z) + αf (z, t)
is well-defined, and satisfies the cocycle condition
αf (z, t1 + t2) = αf (z, t1) + αf (z + t1, t2).
For a flow code (ϕ,C,D), the cocycle αSϕ is piecewise linear, where the slopes are
given by the ratios of the return times. Given x0 ∈ C, for 0 < t < rC(x0) the slope
of αSϕ((x0, 0), t) is given by
rD(ϕx0)
rC(x0)
.
More generally, for
k−1∑
i=0
rC(T
i
Cx0) < t <
k∑
i=0
rC(T
i
Cx0), k ∈ N
the slope of αSϕ((x0, ), t) is given by
(3.5)
rD(T
k
Dϕx0)
rC(T kCx0)
.
while for t < 0, for times
−1∑
i=−k
−rC(T
i
Cx0) < t <
−1∑
i=−k+1
−rC(T
i
Cx0), k ∈ N
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the slope is given by
(3.6)
rD(T
−k
D ϕx0)
rC(T
−k
C x0)
.
We end this section with a discussion of M(T ) when T is an odometer system.
This is not a new result, and has appeared in some form or another in various
works; we refer the reader to [34], and the discussion at the end of Section 1 in [34],
for a list of some.
Example 3.7 (Odometers). Given an infinite sequence of prime numbers P =
{pi}
∞
i=1, let Q = {qj =
∏j
i=1 pi}
∞
j=1. The compact abelian group
OP = lim←−
{Z/qkZ, πk}
πk : Z/qkZ→ Z/qk−1Z
πk : a mod qk 7→ a mod qk−1.
together with the translation map
TP : OP → OP
TP : x 7→ x+ (1, 1, . . .)
form a minimal equicontinuous Cantor system (OP , TP ) which we refer to as the
P -odometer. The suspension ΣTPOP is homeomorphic to the P -adic solenoid
SP = lim←−
{S1, wpk}
wpk : S
1 → S1, wpk : z 7→ z
pk
We give here a presentation of M(TP ) based on [34, Theorem 1].
There is a short exact sequence
1→ Aut(TP )/〈TP 〉 →M(TP )→ Aut(GTP ,G
+
TP
)→ 1(3.8)
where Aut(GTP ,G
+
TP
) denotes the group of automorphisms of the abelian group
GTP = {v ∈ Q | qk · v ∈ Z for some k}
preserving the non-negative cone
G+TP = {v ∈ Q | qk · v ∈ Z+ for some k}.
(The ordered group (GTP ,G
+
TP
) is isomorphic to the ordered group of coinvariants
defined in Section 4.) When p is a prime which appears infinitely often in P the
map
ϕp : OP → OP
ϕp : (x1, x2, . . .) 7−→ (p · x1, p · x2, . . .)
is injective and ϕp : Op → Imageϕp defines a flow code, giving a self-flow equiv-
alence Sϕp ∈ Homeo
+ΣTX . (Our Sϕp agrees with the Frobenius automorphisms
defined in [34].)
As a group Aut(GTP ,G
+
TP
) is generated by the set of automorphisms
{mp : x 7−→ p · x | p appears infinitely often in P}
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and the map
Aut(GTP ,G
+
TP
)→M(TP )
mp 7−→ Sϕp
defines a right-splitting map for the sequence (3.8). The group Aut(TP ) is known
to be isomorphic to OP (see [23, Lemma 5.9]), so we have a semidirect product
presentation for the mapping class group
M(TP ) ∼= OP /〈(1, 1, . . .)〉⋊Aut(GTP ,G
+
TP
).
As an explicit example, for the set of primes P2,3 = {pi} defined by{
pi = 2 if i is even
pi = 3 if i is odd
we have Aut(GTP ,G
+
TP
) ∼= Aut(Z[ 16 ],Z+[
1
6 ])
∼= Z2 and
M(TP2,3) ∼= OP2,3/〈(1, 1, . . .)〉⋊ Z
2.
4. The Coinvariants Representation
Let (X,T ) be a Cantor system, and let C(X,Z) denote the abelian group of
continuous integer valued functions on X . The map ∂ : γ 7→ γ − γ ◦ T−1 defines a
homomorphism ∂ : C(X,Z)→ C(X,Z), and we define the group of coinvariants to
be the abelian group
GT = C(X,Z)/Image(∂).
The group GT contains a positive cone
G+T = {[γ] ∈ GT | there exists non-negative γ
′ ∈ C(X,Z) such that [γ] = [γ′]},
and together with the distinguished order unit [1] (the class of the constant function
1 ∈ C(X,Z)), the triple (GT ,G
+
T , [1]) becomes a unital preordered group (in the
sense of [12, Section 1.2]). When (X,T ) is minimal, GT is a simple dimension
group (see [26]). By an isomorphism of ordered groups we mean an isomorphism
taking the positive cone onto the positive cone; if the isomorphism in addition
takes the distinguished order unit to the distinguished order unit, we say it is an
isomorphism of unital ordered groups.
The pair (GT ,G
+
T ) is an invariant of flow equivalence: if (X,T ) and (X
′, T ′) are
flow equivalent, then (GT ,G
+
T ) and (GT ′ ,G
+
T ′) are isomorphic. A proof of this can
be found in [12, Theorem 1.5]. Note that the triple (GT ,G
+
T , [1]) is not in general
an invariant of flow equivalence; in general, a flow equivalence may not preserve the
distinguished order unit.
Let π1(Y ) denote the group [Y, S1] of homotopy classes of maps from Y to S1
(the group structure being given by pointwise multiplication [f ] + [g] = [fg]). For
a compact Hausdorff space Y , the group π1(Y ) is isomorphic to the first integral
Cˇech cohomology group Hˇ1(Y,Z) (see [33]).
Given a roof function r : X → R and map η : ΣrTX → S
1, given z ∈ ΣrTX there
exists a continuous function gz : R → R satisfying η(z + t) = η(z)e
2πigz(t) for all
t ∈ R. Let C+(ΣrTX,S
1) denote the set of maps η : ΣrTX → S
1 such that for all
z ∈ ΣrTX , gz is non-decreasing. The group π
1(ΣrTX) becomes a pre-ordered group
by defining the positive cone associated to the ‘winding order’
π1+(Σ
r
TX) = {[η] | η ∈ C+(Σ
r
TX,S
1)} ⊂ π1(ΣrTX).
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Given γ ∈ C(X,Z), define ηγ ∈ C(ΣTX,S1) by
ηγ(x, t) = e
2πitγ(x), 0 ≤ t < 1.
The following result relating the groups GT and π1(ΣTX) is classical, though
the claim regarding the order structures is less so. A proof may be found in [12,
Proposition 4.5].
Proposition 4.1. For a Cantor system (X,T ) the map
(4.2)
GT → π
1(ΣTX)
[γ] 7−→ [ηγ ]
is an isomorphism of groups. When (X,T ) is minimal, the isomorphism respects
the order structures, giving an isomorphism of ordered groups
(GT ,G
+
T )
∼= (π1(ΣTX), π
1
+(ΣTX)).
In general, the isomorphism GT → π1(ΣTX) in Proposition 4.1 may not be an
order isomorphism (see [12, Example 4.7]).
Two maps f, g ∈ Homeo+(ΣTX) which are isotopic induce the same map on
π1(ΣTX). It follows from Proposition 4.1 that any [f ] ∈ M(T ) induces an auto-
morphism f∗ ∈ Aut(GT ); the map f∗ will also preserve the positive cone G∗T , and
there is a well-defined homomorphism
(4.3)
πT : M(T )→ Aut(GT ,G
+
T )
πT : [f ] 7−→ f
∗.
Note that in general, πT does not takeM(T ) to Aut(GT ,G
+
T , [1]); the induced map
f∗ may not preserve the order unit [1].
Let us briefly describe how flow codes provide a convenient way to explicitly
compute the map f∗ on GT induced by some [f ] ∈ M(T ). Let C ⊂ X be a discrete
cross section. Given [γ] ∈ C(X,Z), define γC(x) ∈ C(C,Z) by
(4.4) γC(x) =


rC(x)−1∑
i=0
γ(T ix) if x ∈ C
0 if x 6∈ C.
The map resC : [γ] 7→ [γC ] induces an isomorphism resC : GT
∼=
−→ GTC (a proof of
this can be extracted from the proof of Theorem 1.5 in [12]). Now given [f ] ∈M(T ),
let (ϕ,C,D) be a flow code representing [f ]. Then the map f∗ : GT → GT coincides
with the composition
(4.5) GT
resD−−−→ GTD
S∗ϕ
−−→ GTC
res−1
C−−−−→ GT .
and the map S∗ϕ : GTD → GTC is given by S
∗
ϕ([f ]) = [f ◦ Sϕ]GTC .
Remark 4.6. There are minimal Cantor systems (X,T ) which admit automorphisms
ϕ ∈ Aut(T ) such that πT (ϕ) acts non-trivially on (GT ,G
+
T ). Many such examples
may be found in [37, Section 4]. For a particular example (coming from [37]), for
the substitution defined on {0, 1, 2, 3} by
(4.7) ξ : 0 7→ 012230, 1 7→ 123301, 2 7→ 230012, 3 7→ 301123
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the map ϕ : Xξ → Xξ given by ϕ(xj) = xj + 1 mod 4 defines an automorphism,
and one check directly that it acts non-trivially on the dimension group (for de-
tails, we refer the reader to [37, Section 4]). We also note that, by a result of
Matui [37, Theorem 3.3], any finite subgroup in the kernel of the composition
πT ◦Ψ: Aut(T )→ Aut(GT ,G
+
T ) must be cyclic.
Theorem 4.8. Suppose (X,T ) is a minimal Cantor system. If [f ] ∈M(T ) satisfies
f∗[1] = [1], then [f ] ∈ ImageΨ. In particular, kerπT ⊂ ImageΨ.
Proof. Choose a flow code (ϕ,C,D) representing [f ]. We claim there exists some
γ ∈ C(X,Z) such that rD ◦ϕ−rc = γ−γ◦T
−1
C . By assumption we have [f
∗(1)]GT =
[1]GT in GT . Using (4.5), this implies that in GTC
[rC ]GTC = resC([1]GT ) = resC(f
∗([1]GT )) = [rD ◦ Sϕ]GTC
so there exists γ ∈ C(C,Z) such that rD ◦ Sϕ − rC = γ − γ ◦ T
−1
C . Let x0 ∈ C. For
tk =
∑k−1
i=0 rC(T
i
Cx0) we have
αf ((x0, 0), tk)− tk =
k−1∑
i=0
rD(ϕT
i
Cx0)− tk =
k−1∑
i=0
rD(ϕT
i
Cx0)−
k−1∑
i=0
rC(T
i
Cx0)
=
k−1∑
i=0
γ(T iCx0) = γ(T
k−1
C x0)− γ(T
−1
C x0)
which is bounded for all k. Since αf ((x0, 0), t) is piecewise linear with uniformly
bounded slopes between tk and tk+1, αf ((x0, 0), t)− t is bounded for t ≥ 0. Using
minimality of the R-action, it follows that for all z ∈ ΣTX , αf (z, t)− t is bounded.
An application of Gottschalk-Hedlund (see e.g. [38, Theorem C]) then implies the
cocycle αf (z, t) − t is equal to a coboundary, and there exists η : ΣTX → R such
that αf (z, t)− t = η(z)− η(z + t) for all z ∈ ΣTX, t ∈ R.
Given z ∈ ΣTX , define β : ΣTX → ΣTX by β(z) = f(z) + η(z). The map β is
continuous, and satisfies
β(z + t) = f(z + t) + η(z + t) = f(z) + αf (z, t) + t− αf (z, t) + η(z)
= f(z) + η(z) + t = β(z) + t
for all z ∈ ΣTX, t ∈ R. It is then straightforward to check that β is both injective
and surjective on leaves, and hence β ∈ Homeo+ΣTX . Thus β is a conjugacy of
(ΣTX,R) to itself, so [β] ∈ ImageΨ by Proposition 3.3. Since f is isotopic to β,
[f ] ∈ ImageΨ as well. 
Remark 4.9. For any α ∈ Aut(T ) it is clear that Ψ(α)∗([1]) = [1]. However, by
Remark 4.6 it is not true in general that kerπT and ImageΨ agree. Theorem 4.8
shows that, instead, we have ImageΨ = {[f ] ∈M(T ) | f∗[1] = [1]}.
Remark 4.10. When (X, σ) is a non-trivial irreducible shift of finite type, it follows
from [9, Corollary 3.3] that the map M(σ)→ Aut(Gσ,G+σ ) is injective.
As a consequence of Theorem 4.8, for a minimal Cantor system (X,T ) the group
M(T ) fits into an exact sequence
(4.11) 1→ K →M(T )→ ImageπT → 1
where K = kerπT can be identified with a subgroup of Aut(T )/〈T 〉, and ImageπT
is a subgroup of Aut(GT ,G
+
T ). We remark that from a group-theoretic point of view,
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(4.11) does not provide much restriction on how ‘large’ M(T ) can be. When the
rank of the abelian group GT is finite, the group Aut(GT ,G
+
T ) embeds into GL(k,R),
where k = rankGT . While the order-preserving condition does provide restrictions
on Aut(GT ,G
+
T ), even in the finite rank case the group Aut(GT ,G
+
T ) need not be
finitely-generated, nor amenable (see Examples 6.7 and 6.9 in [13]).
Corollary 4.12. If [f ] ∈ M(T ) satisfies f∗([1C ]) = [1C ] for some clopen C ⊂ X,
then [f ] ∈ ImageΨC .
Proof. Let h : ΣTX → ΣTCC be a flow equivalence, giving an induced isomorphism
h∗ : M(T ) → M(TC). Since resC([1C ]) = [1] ∈ GTC , the hypotheses imply the
induced action of h∗([f ]) on GTC sends [1] to [1]. By Theorem 4.8, this implies
h∗([f ]) is isotopic to an automorphism of (C, TC), and hence [f ] ∈ ΨC . 
In what follows, by a “box” in ΣTX we mean a set of the form
{C + t | t0 − ǫ ≤ t ≤ t0 + ǫ}
for some t0 ∈ R, ǫ > 0, and C ⊂ X clopen.
Theorem 4.13. Let (X,T ) be a minimal Cantor system. If [f ] ∈ M(T ) is finite
order then [f ] ∈ ImageΨC for some clopen set C ⊂ X.
Proof. Let [f ] be order n > 1. It follows from Proposition 3.1 that for some leaf ℓ,
for 0 ≤ i ≤ n−1 the leaves f i(ℓ) are distinct. Choose z0 ∈ l∩Γ, and for 0 ≤ i ≤ n−1
let zi = f
i(z0). Define ti = min{t ≥ 0 | zi + ti ∈ Γ}, and let yi = zi + ti. Note that
since the leaves f i(ℓ) are all distinct, the arcs Li = {zi+ t | 0 ≤ t ≤ ti} are distinct
(some of these arcs may be points, since it could be that zi ∈ Γ). We claim there
exist boxes Bi, for 1 ≤ i ≤ n− 1, which satisfy the following:
(1) for each i, Bi contains Li, and hence also zi, in its interior
(2) Bi ∩Bj = ∅ if i 6= j
(3) Bi ∩ Γ is a clopen containing yi.
Given these disjoint Bi, we may define η : ΣTX → R such that suppη ⊂ ∪
n−1
i=1 Bi
and η(zi) = ti. Define Sη ∈ Homeo
+ΣTX by Sη(z) = z + η(z), so Sη(zi) = yi for
0 ≤ i ≤ n− 1. Let g = SηfS−1η and note that, since Sη is isotopic to the identity,
g is isotopic to f . Furthermore, g satisfies g(yi) = yi+1 for 0 ≤ i ≤ n− 2. We now
construct a finite sequence of small boxes Di, for 0 ≤ i ≤ n− 1, which each satisfy
the following properties:
(1) Di ∩ Γ = Ei is clopen
(2) yi ∈ Ei
(3) g(Di) ∩Di = ∅
(4) Di+1 ⊂ g(Di) for 0 ≤ i ≤ n− 2.
This can be done inductively: to begin, we can choose a box D0 such that D0∩Γ =
E0 is clopen, E0 contains y0, and g(D0) ∩ D0 = ∅. Now given Di, choose a box
Di+1 satisfying the first three properties such that Di+1 ⊂ g(Di), using continuity,
and the fact that the yi’s are all distinct.
Now let DF = (g
−1)n−1(Dn−1) = g
1−n(Dn−1) ⊂ D0. Then the sets gi(DF ) are
disjoint for all 0 ≤ i ≤ n− 1, and hence so are the clopen sets Fi = g
i(DF ) ∩ Γ.
We claim
(4.14) g∗([1Fi ]) = [1Fi+1 ], 0 ≤ i ≤ n− 2.
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This can be seen either by examining the proof of Proposition 4.1 in [12, Section
4], or by adjusting g by a small isotopy so that g actually takes Fi to Fi+1.
Now consider the element of GT
(4.15) ω =
n−1∑
i=0
(gi)∗([1F0 ]).
Since [f ] is order n, [g] is order n, so the order of g∗ divides n, and g∗(ω) = ω. On
the other hand, by (4.14), and using the fact that the Fi’s are disjoint, we have
ω =
n−1∑
i=0
[1Fi ] = [1F ], F =
n−1⋃
i=1
Fi.
Thus g∗, and hence f∗, fixes [1F ], so by Corollary 4.12, [f ] ∈ ImageΨF . 
4.1. States. We call a homomorphism τ : GT → R a positive homomorphism if it
satisfies τ(G+T ) ⊂ R+. A positive homomorphism τ is called a state if τ([1]) = 1.
Let p(T ) denote the monoid of all positive homomorphisms τ : GT → R, and let
S(T ) ⊂ p(T ) denote the set of states. Any T -invariant Borel probability measure
µ on X gives rise to a state τµ given by τµ([γ]) =
∫
X
γdµ, and there is a bijection
between S(T ) and the set m(T ) of all T -invariant Borel probability measures on X
given by
(4.16)
m(T )→ S(T )
µ 7−→ τµ.
(see [12, Section 1.6] for details regarding this bijection). Under the correspondence
in (4.16) an ergodic measure µ corresponds to an extremal state τµ. If (X,T ) has
exactly k < ∞ T -invariant ergodic probability measures {µi}ki=1, then p(T ) may
be identified with the positive orthant in Rk given by {v =
∑k
i=1 ciτµi | ci ∈ R+}.
The subgroup of infinitesimals of GT is defined to be
(4.17) Inf (GT ) = {[γ] ∈ GT | τ([γ]) = 0 for all τ ∈ S(T )}.
Equivalently, we have
Inf (GT ) = {[γ] ∈ GT | n[γ] ≤ [1] for all n ∈ Z}.
An automorphism α ∈ Aut(GT ,G
+
T ) induces a dual map p(α) : p(T ) → p(T )
given by p(α)(τ)([γ]) = τ(α([γ])), so there is an action of M(T ) on the space of
positive homomorphisms, giving a representation
(4.18) LT : M(T )→ Aut(p(T )).
For [f ] ∈ M(T ), we will denote LT ([f ]) by f∗.
4.2. Uniquely ergodic systems. Recall a system (X,T ) is called uniquely er-
godic if it has only one T -invariant probability measure µ. In this case there is a
unique state τµ and p(T ) corresponds to a ray. It follows that for any [f ] ∈ M(T )
there exists λf ∈ R∗>0 such that f∗τµ = λfτµ and we may identify the map LT in
(4.18) with
(4.19)
M(T )
Rµ
−−→ R∗>0
[f ] 7−→ τµ(f
∗([1]))
where R∗>0 denotes the group of positive reals under multiplication.
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Lemma 4.20. Suppose (X,T ) is a minimal Cantor system with a unique invariant
probability measure µ. If [f ] ∈ M(T ) and (ϕ,C,D) is a flow code representing [f ],
then Rµ([f ]) = µ(C)/µ(D).
Proof. Since ϕ(C) = D, we have
µ(C) = τµ(1C) = τµ(f
∗(1D)) = λf τµ(1D) = λfµ(D).

Following [24], we say a minimal Cantor system (X,T ) is self-induced if there
exists a non-empty proper clopen set C ⊂ X such that (X,T ) and (C, TC) are
conjugate. The following result of [24] classifies expansive self-induced minimal
systems.
Theorem 4.21. [24, Theorem 14] The system (X,T ) is a self-induced expansive
minimal Cantor system if and only if (X,T ) is conjugate to a substitution subshift.
Proposition 4.22. Suppose (X,T ) is a minimal uniquely ergodic Cantor system.
If there exists f ∈M(T ) such that Rµ([f ]) 6= 1, then (X,T ) is flow equivalent to a
self-induced system.
Proof. If f∗(1) = λ 6= 1, we can assume (by passing to f−1 instead, if necessary)
that λ > 1. Choosing a flow code (ϕ,C,D) representing f , by Lemma 4.20 we have
f∗(1) = µ(C)/µ(D) > 1, so µ(C) > µ(D). Since (X,T ) is uniquely ergodic, we
claim there exists C′ ⊂ C and conjugacy ϕ˜ : (D,TD) → (C′, TC′). Indeed, a proof
of this can be found in the proof of Proposition 7 in [24]. The composition ϕ˜ϕ
gives the self-induction map C → C′. Since (X,T ) is flow equivalent to (C, TC),
the result follows. 
Corollary 4.23. Let (X,T ) be a uniquely ergodic minimal subshift which is not flow
equivalent to a substitution. If Inf GT = 0, thenM(T ) is isomorphic to Aut(T )/〈T 〉.
Proof. Since we are assuming (X,T ) is not flow equivalent to a substitution, Propo-
sition 4.22 impliesM(T ) = kerRµ. The condition Inf GT = 0 then impliesM(T ) =
kerπT , so by Theorem 4.8 we have M(T ) ⊂ ImageΨ. 
Example 4.24. Let (Xβ , σβ) be a minimal Sturmian subshift associated to an ir-
rational 0 < β < 1 (see [25, Ch 6.1], [39]). Then Inf Gσβ = 0 (this can deduced
from [50, Theorem 5.3]), and Aut(σβ) ∼= Z = 〈σβ〉 (see [48, Example 4.1]). A
classical result (see for example [6, Theorem 1]) is that (Xβ , σβ) is conjugate to a
substitution system if and only if β is a Sturm number : that is, β is a quadratic
irrational whose algebraic conjugate lies outside the interval [0, 1]. Thus we have
the following dichotomy:
(1) Suppose β is not a Sturm number. Then Corollary 4.23 and the above
discussion implies M(σβ) is trivial.
(2) Suppose β is a Sturm number, so (Xβ, σβ) is conjugate to a substitution
subshift. Then by Theorem 5.1,M(σβ) is isomorphic to F⋊Z where F is a
finite group. However F must be trivial: by Theorem 4.13, an element of F
is induced by an automorphism of a return system. But this return system
can have at most one pair of asymptotic points, and hence has no finite
order automorphisms (by [23]). Thus in this case, we have M(σβ) ∼= Z.
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Remark 4.25. In Example 4.24, there are non-trivial elements of the mapping class
group, namely those associated to substitutions, which fix a leaf. The existence of
such elements demonstrates a key difference betweenM(T ) and Aut(T ), since any
automorphism of a minimal Cantor system (X,T ) which is not a power of the shift
must act freely on the T -orbits of X .
Remark 4.26. Flow equivalent systems must have isomorphic mapping class groups.
However systems with isomorphic mapping class groups need not be flow equivalent.
For example, by Fokkink’s Theorem ([5]), for irrationals β, γ, the Sturmian systems
(Xβ, σβ), (Xγ , σγ) are flow equivalent if and only if β and γ are in the same orbit
of the action of SL(2,Z) given by
(
a b
c d
)
α = a+bα
c+dα . It follows then from Example
4.24 that there are uncountably many Sturmian systems, each of whose mapping
class group is trivial, which are pairwise not flow equivalent.
5. The mapping class group of a substitution system
Throughout this section, ξ will denote a primitive aperiodic substitution on a fi-
nite alphabet {1, · · · , d}, and we denote by (Xξ, σξ) the minimal subshift associated
to ξ. We let λPF denote the Perron-Frobenius eigenvalue for the incidence matrix
Mξ associated to ξ, and v
(ℓ)
PF = (v1, v2, . . . , vd) a left Perron-Frobenius eigenvector.
The first main goal of this section is to prove the following.
Theorem 5.1. Suppose (Xξ, σξ) is a minimal subshift associated to a primitive
substitution ξ. Then M(σξ) fits into an exact sequence
(5.2) 1→ F →M(σξ)
Rµ
−−→ Z→ 1
where F is a finite group.
Since the group on the right in (5.2) is Z, the sequence splits. Choosing a split-
ting map s : Z → M(σξ) gives a presentation of M(σξ) as a semidirect product
M(σξ) ∼= F ⋊Z, and the associated structure map Z→ Aut(F) can be determined
by examining the action of s(1) on the asymptotic leaves of ΣσξXξ. It also follows
that M(σξ) is virtually Z.
Let us say a bit more about the group F . The proof of Theorem 5.1 shows that
F always embeds as a subgroup of the permutation group on the set of asymptotic
classes, which is finite. Moreover, it follows from Theorem 4.13 that F consists of
self-flow equivalences induced by automorphisms of return systems of (Xξ, σξ).
The second main goal of this section is to show that, for a large class of substitu-
tions which we now define, we can identify F with the group Aut(σξ)/〈σξ〉. Before
defining this class, we first briefly introduce the necessary notation.
Define the roof function rPF : Xξ → R by rPF (x) = vx0 , where x0 denotes
the symbol of x at the 0th coordinate. We denote the suspension ΣrPFTξ Xξ by Ωξ;
the space Ωξ is also known as the tiling space, or hull, associated to an aperiodic
tiling of the real line which can be constructed from the data ξ, v
(l)
PF . There is a
homeomorphism (see [16, Theorem 1.1])
(5.3)
hΩ : ΣTX → Ωξ
hΩ : (x, t) 7−→ (x, t · rPF (x0))
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and the induced map (hΩ)∗ : Homeo
+ΣTX → Homeo
+Ωξ takes ξ˜ to a substitution
map which we denote by ξΩ. The roof function rPF is distinguished in that Ωξ
makes ξΩ into a self-similarity, in the sense that
ξΩ(x+ t) = ξΩ(x) + λPF t
for all x ∈ Ωξ, t ∈ R (see [2]).
For a constant c > 0, let rc denote the constant roof function rc(x) = c. For any
c > 0, there is a homeomorphism
(5.4)
hc : ΣTX → Σ
rc
T X
hc : (x, t) 7→ (x, ct).
Definition 5.5. We say a substitution ξ is of type CR if there exists a constant c > 0
(which may depend on ξ) and a conjugacy hCR : (Ωξ,R) → (Σ
rc
T Xξ,R) satisfying
the following:
(5.6)
(
hCR ◦ hΩ
)
(l) = hc(l) for every leaf l ∈ ΣTX, .
We denote by SCR denote the collection of substitutions of type CR.
Any substitution whose left Perron-Frobenius eigenvector is a scalar multiple of
1 (by 1 we mean the vector of all 1’s) is clearly of type CR (such substitutions are
precisely those dual to a constant length substitution, i.e. for every letter i ∈ A, #
i’s in ξ(j) is independent of j). More generally, it follows from [16, Theorem 3.1]
that if the incidence matrix Mξ satisfies
(λkPF v
(l)
PF − c · 1)M
m m→∞−−−−→ 0 for some k
then ξ is of type CR using the constant c. From this one can deduce (see [16,
Corollary 3.2]) that substitutions of Pisot type (i.e. substitutions whose Perron-
Frobenius eigenvalue is a Pisot number) are of type CR.
Theorem 5.7. Let ξ be a primitive substitution and (Xξ, σξ) the minimal subshift
associated to ξ. If ξ is of type CR then the sequence
(5.8) 1→ Aut(σξ)/〈σξ〉
Ψ
−→M(T )
Rµ
−−→ Z→ 1
is exact.
Remark 5.9. Analogous to (5.2), the sequence (5.8) also splits, and hence in the
CR case M(σξ) is isomorphic to the semidirect product Aut(σξ)/〈σξ〉⋊ Z.
We now prepare for the proofs of Theorems 5.1 and 5.7. Let r, be a roof function
and suppose (ΣrTX,R) has a unique R-invariant probability measure µ. Given
f ∈ Homeo+ΣTX there exists λf ∈ R such that for any x ∈ ΣTX
1
t
αf (x, t)
t→∞
−−−→ λf .
This can be shown using the Ergodic Theorem (see [36, Lemma 4.1] for details).
Recall for a space Y we denote by π1(Y ) the group [Y, S1]. For any class
[g] ∈ π1(ΣrTX), we may choose a leaf-wise smooth (with respect to the leaf-wise
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derivative df(z) = lim
t→0
f(z+t)−f(z)
t
) representative gs : Σ
r
TX → S
1 of [g] and define
a homomorphism
(5.10)
Cµ : π
1(ΣrTX) −→ R
Cµ : [g] 7−→
∫
ΣrTX
1
2πi
g−1s dgs dµr.
Upon identifying π1(ΣrTX) with Hˇ
1(ΣrTX,Z), the map Cµ is the degree one part
of the Ruelle-Sullivan map (see [30]).
The relevant cases for us we notate by
CΩ : π
1(Ωξ)→ R
CΣTX : π
1(ΣTX)→ R.
and denote the kernels by
Inf Ω = kerCΩ
Inf ΣTX = kerCΣTX .
Recall hΩ : ΣTX → Ωξ denotes the homeomorphism defined in (5.3).
Lemma 5.11. The isomorphism (h∗Ω)
−1 : π1(ΣTX)→ π1(Ωξ) induced by the home-
omorphism h−1Ω : Ωξ → ΣTX satisfies (h
∗
Ω)
−1(Inf ΣTX) ⊂ Inf Ω.
Proof. Let a ∈ Inf ΣTX . By [12, Sec. 1.9], a satisfies na ≤ [1] for all n ∈ Z,
or equivalently, [1] − na ≥ 0 for all n. Since (h−1Ω )
∗ is order preserving, we have
(h−1Ω )
∗([1] − na) ≥ 0 for all n, and hence (h−1Ω )
∗([1]) − n(h−1Ω )
∗(a) ≥ 0. Note
that (h−1Ω )∗([1] ≥ 0. Then (h
−1
Ω )
∗([1]) ≥ n(h−1Ω )
∗(a) for all n ∈ Z, which implies
CΩ(h
−1
Ω )
∗(a) = 0, so (h−1Ω )
∗(a) ∈ Inf Ω. 
Recall the isomorphism GT
∼=
−→ π1(ΣTX) of Proposition 4.1 given by
[γ] 7−→ [ηγ ], ηγ(x, t) = e
2πitγ(x).
Since η−1γ dηγ(x, t) = 2πiγ(x), the isomorphism GT
∼=
−→ π1(ΣTX) takes Inf (GT ) to
Inf ΣTX .
Define 1Ω ∈ C(Ωξ, S1) by 1Ω(x, t) = e2πit, and note that CΩ(1Ω) = 1. It follows
from the Ergodic Theorem that λf = CΣr
T
X(f
∗(1Ω)) (see for example [29, Sec. 7]).
For any homeomorphism g : Σr1T X → Σ
r2
T X there is an induced isomorphism of
topological groups which we will denote by
g∗ : Homeo
+Σr1T X → Homeo
+Σr2T X
g∗(f) = gfg
−1.
Thus for hΩ : ΣTX → Ωξ we have
(hΩ)∗ : Homeo
+ΣTX → Homeo
+Ωξ
(hΩ)∗(f) = hΩfh
−1
Ω .
Lemma 5.12. If [f ] ∈ kerRµ, then λ(hΩ)∗(f) = 1.
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Proof. Since [f ] ∈ kerRµ, for any a ∈ GT we have f∗(a) − a ∈ Inf (GT ), and hence
f∗h∗Ω(1Ω)−h
∗
Ω(1Ω) ∈ Inf ΣTX . Write f
∗h∗Ω(1Ω) = h
∗
Ω(1Ω)+ b for some b ∈ Inf ΣTX .
Then
CΩ
((
(hΩ)∗(f)
)∗
(1Ω)
)
= CΩ
(
(h−1Ω )
∗f∗h∗Ω(1Ω)
)
= CΩ
(
(h−1Ω )
∗(h∗Ω(1Ω) + b)
)
= CΩ
(
1Ω + (h
−1
Ω )
∗(b)
)
= CΩ(1Ω) = 1
where we have used that CΩ((h
−1
Ω )
∗(b)) = 0 by Lemma 5.11. Thus
CΩ
((
(hΩ)∗(f)
)∗
(1Ω)
)
= 1,
and λ(hΩ)∗(f) = 1. 
Finally, we note that for a primitive substitution ξ, ΣσξX always has a finite
and non-zero number of asymptotic leaves (see either [52, V.21] or [3]).
The following lemma will play an important role.
Lemma 5.13. Suppose (Xξ, σξ) is a minimal substitution subshift and [f ] ∈ M(σξ).
If [f ] ∈ kerRµ and f fixes an asymptotic leaf, then f is isotopic to the identity.
Proof. Suppose [f ] ∈ kerRµ and fixes an asymptotic leaf ℓ. For notational reasons,
let us use the notation
(hΩ)∗(f) = f
′ ∈ Homeo+Ωξ.
Since the number of asymptotic leaves is finite, there exists j ∈ N such that ξjΩ fixes
every asymptotic leaf. Consider the sequence of homeomorphisms
g′m = (ξ
−j
Ω )
mf ′(ξjΩ)
m = ξ−jmΩ f
′ξjmΩ .
By [36, Lemma 5.4], this sequence is equicontinuous in Homeo+Ωξ, and by Arzela-
Ascoli converges along some subsequence mk to some f
′
∞ ∈ Homeo
+Ωξ. Moreover,
the homeomorphism f ′∞ satisfies αf ′∞(x, t) = λf ′t for all x ∈ Ωξ, t ∈ R (see Theorem
5.3 and its proof in [36]). Since [f ] ∈ kerRµ, Lemma 5.12 implies λf ′ = 1 and we
have
(5.14) αf ′
∞
(x, t) = t for all x ∈ Ωξ, t ∈ R.
Since hΩ(ℓ) is an asymptotic leaf in Ωξ, ξ
j fixes hΩ(ℓ). Then, recalling that f fixes
ℓ, we have that g′m, and thus f
′
∞, fixes hΩ(ℓ). Since the leaf hΩ(ℓ) is dense in Ωξ,
(5.14) implies f ′∞ is isotopic to the identity.
Finally, we will show f is isotopic to the identity. Let gk = (hΩ)
−1
∗ (g
′
mk
) and
define f∞ = (hΩ)
−1
∗ ((f
′)∞). Then gk → f∞ in Homeo
+ΣTX and f∞ is isotopic to
the identity. By [1, Prop. 1.2], the path component of the identity in Homeo+ΣTX
is open, so for some k we have gk is isotopic to the identity. But this implies
ξ˜−jmkf ξ˜jmk is isotopic to the identity, and hence f is as well.

We now prove Theorem 5.1.
Proof of Theorem 5.1. By Lemma 5.13, the restriction of the asymptotic leaf rep-
resentation (defined in (2.5)) to kerRµ
πas|kerRµ : kerRµ → P (as(T ))
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is injective. Since as(T ) is finite, P (as(T )) is finite, showing that F is finite.
It remains to show that ImageRµ ⊂ R∗ is isomorphic to Z. Before doing this,
we record the following folklore lemma. Recall v
(l)
pf = (v1, v2, . . . , vd) denotes a left
Perron-Frobenius eigenvector for the incidence matrix Mξ. Define spf =
∑d
i=1 vi,
let ui =
vi
spf
, and let u
(ℓ)
pf = (u1, u2, . . . , ud) denote the unique normalized left
Perron-Frobenius eigenvector.
Lemma 5.15. Let ξ be an aperiodic primitive substitution and let µ denote the
unique invariant probability measure for (Xξ, Tξ). Then
(5.16) Image τµ = {
1
λmξ
d∑
i=0
niui | m ≥ 0, ni ∈ Z}.
Continuing the proof of Theorem 5.1, let Sξ = {(
1
λξ
)m · snpf | m,n ≥ 0} ⊂ Z[λξ],
and consider the localization S−1ξ Z[λξ]. Note that Image τµ ⊂ S
−1
ξ Z[λξ] by Lemma
5.15, so that ImageRµ is contained in the group of units of S
−1
ξ Z[λξ]. By the S-
unit Theorem ([40, III.3.5]) (and a small argument, see for example [28]), the group
of units in S−1ξ Z[λξ] is finitely-generated. It follows that ImageRµ is a finitely-
generated free abelian group.
All that remains then is to show that ImageRµ is rank one. To do this, we
will show the following: for any α ∈ Image(Rµ) there exists p, q ∈ N such that
αp = λqξ. Given this, it follows that ImageRµ/〈λξ〉 is torsion and hence rank zero,
so ImageRµ is rank one as desired.
Suppose α ∈ Image(Rµ) and let (ϕ,C,D) be a flow code with Rµ(ϕ) = α.
By considering ϕ−1 instead if necessary, we can assume that α > 1. Lemma 4.20
implies µ(D) < µ(C), so there exists (see the proof of [24, Prop. 7]) a clopen E ⊂ C
with µ(E) = µ(D) such that (C, TC) is conjugate to (E, TE). By Proposition 4.22,
(C, TC) is thus a self-induced system. Note that (C, TC) is also uniquely ergodic,
with unique TC-invariant measure µ¯ given by µ¯(A) = µ(A)/µ(C) for any A ⊂ C.
By [24, Theorem 14], (C, TC) must be conjugate to an aperiodic, primitive sub-
stitution (Y, S), given by θ : A → A∗ for some alphabet A. Let g : C → Y denote
such a conjugacy. The proof of [24, Theorem 14] shows that that for any a ∈ A,
|θ(a)| = rE(x), where x ∈ E satisfies g(x)0 = a. The value of the return time
is well-defined, regardless of the choice of x. The induced transformation for the
system (θ(Y ), Sθ(Y )) is given by the lengths of substitution θ (see [52, Cor. 5.11])
Sθ(Y )(z) = S
|θ(y0)|(y) where z = θ(y), y ∈ Y.
It follows that the return times of x to E are precisely the return times of z = θ(g(x))
to θ(Y ).
Computing the Birkhoff sums
1
N
N−1∑
i=0
rU (T
i
Ux) =
1
N
N−1∑
i=0
rθ(Y )(S
i
θ(Y )z),
we see that µ¯(E) = ν(θ(Y )), where ν is the unique invariant probability mea-
sure on (Y, S). Thus, the Perron-Frobenius eigenvalue associated to θ is given by
1/µ¯(E) = α. By construction, (X,T ) and (Y, S) are aperiodic primitive substi-
tution systems which are flow equivalent. Since ΣTX is homeomorphic to Ωξ and
ΣSY is homeomorphic to Ωθ, it follows that Ωξ and Ωθ are homeomorphic. Then by
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[4, Theorem 2.1], there must exist m,n ∈ N such that ξmΩ and θ
n
Ω are topologically
conjugate. Since the entropy of ξΩ and θΩ are given by λ, α respectively, we have
λm = αn. 
Remark 5.17. For a substitution ξ, the element [ξ˜] ∈ M(T ) may or may not map
to a generator of Z under the Rµ. For example, for any substitution ξ and p ∈ N,
let ξp denote the substitution obtained by composing ξ with itself p times. Then
ξ itself gives a flow code defining a map ξ˜ ∈ Homeo+ΣTξpXξP , and the element
[ξ˜] ∈M(Tξp) satisfies (Rµ([ξ˜])
p = Rµ([ξ˜p]).
We now prove Theorem 5.7.
Proof of Theorem 5.7. Let [f ] ∈ kerRµ and consider f ′ = (hΩ)∗(f) in Homeo
+Ωξ.
As in the proof of Lemma 5.13, the sequence g′mk = ξ
−jmk
Ω f
′ξjmkΩ converges in
Homeo+Ωξ to a homeomorphism f
′
∞ for which αf ′∞(x, t) = t for all x ∈ Ωξ, t ∈ R.
Since ξ is of type CR, there exists c > 0 and a conjugacy hCR : Ωξ → Σ
rc
T X in-
ducing an isomorphism of topological groups (hCR)∗ : Homeo
+Ωξ → Homeo
+ΣrcT X .
Let fa = (hCR)∗(f
′
∞).
Since hCR is a conjugacy, hCR(z+s) = hCR(z)+s for all z ∈ Ωξ, s ∈ R. Thus fa
is isotopic to a map preserving the cross section X×{0} in ΣrcT X , and an argument
analogous to the one given in Proposition 3.3 shows there exists an automorphism
ϕ ∈ Aut(T ) such that fa is isotopic to the map ϕ˜ ∈ Homeo
+ΣrcT X defined by
ϕ˜ : (x, s) 7−→ (ϕ(x), s).
Let ℓ be an asymptotic leaf in ΣTX . We claim f
−1Ψ(ϕ) in Homeo+ΣTX fixes ℓ. To
see this, note that since ξjΩ fixes every asymptotic leaf in Ωξ, we have g
′
mk
(hΩ(ℓ)) =
hΩ(f(ℓ)) for all mk, and hence f
′
∞(hΩ(ℓ)) = hΩ(f(ℓ)). Likewise, fa
(
hCRhΩ(ℓ)
)
=(
hCRhΩ
)
(f(ℓ)). By condition (5.6), this implies fa(hc(ℓ)) = hc(f(ℓ)), and since
fa and ϕ˜ are isotopic, we have ϕ˜(hc(ℓ)) = hc(f(ℓ)). One can now check that
ϕ˜(hc(ℓ)) = hc(Ψ(ϕ)(ℓ)), giving f(ℓ) = Ψ(ϕ)(ℓ), so f
−1Ψ(ϕ) fixes ℓ as desired.
Now to finish the proof, since both f and Ψ(ϕ) are in kerRµ, f
−1Ψ(ϕ) ∈ kerRµ.
By the above, f−1Ψ(ϕ) also fixes an asymptotic leaf, so by Lemma 5.13, f−1Ψ(ϕ)
is isotopic to the identity, and [f ] = [Ψ(ϕ)] in M(T ). 
6. The mapping class group of a subshift of linear complexity
For a subshift (X,T ), let PX(n) denote the number of admissible words in X
of length n. We consider in this section the mapping class group associated to
subshifts whose complexity function grows linearly. We note that this is a more
general setting than the primitive substitution subshifts of the previous section;
while substitution subshifts have linear growth of complexity, the collection of sub-
shifts of linear complexity is a significantly larger class. On the other hand, to say
something we must now assume a vanishing condition on the infinitesimals. The
main result is the following.
Theorem 6.1. Let (X,T ) be a subshift satisfying
lim inf
n
PX(n)
n
<∞.
If Inf GT = 0, then M(T ) is virtually abelian.
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Remark 6.2. In [23, Theorem 3.1] it was shown that when a subshift (X,T ) sat-
isfies lim inf
n
PX (n)
n
< ∞, the group Aut(T )/〈T 〉 is finite. The key to this result is
Lemma 6.5 below (which is Lemma 3.2 in [23]). Furthermore, the hypothesis is
not trivial; see [23, Ex 4.1] for a subshift whose complexity function P (n) satisfies
lim infn P (n)/n is finite but lim supn P (n)/n is infinite.
Remark 6.3. Any uniquely ergodic Cantor minimal system (X,T ) for which (GT ,G
+
T )
is totally ordered satisfies Inf GT = 0. In particular, Theorem 6.1 applies to the
collection of symbolic interval exchange transformations whose coinvariants are to-
tally ordered. In [47, Theorem 1] it is shown that if (H,H+, [u]) is any simple
and totally ordered dimension group which is free abelian of finite rank, then there
exists an interval exchange transformation (YH , SH) whose natural symbolic cover
has coinvariants which are isomorphic to (H,H+, [u]).
Before beginning the proof of Theorem 6.1, let us make some comments about
our approach. To summarize, there are two key finiteness results for subshifts with
linear complexity which we make use of: namely, finitely many asymptotic leaves
(Lemma 6.5 below) , and finitely many ergodic measures (Theorem 6.4 below). Any
[f ] ∈ M(T ) then induces some permutation on the finite set of asymptotic leaves
and the finite set of rays in the state space corresponding to extremal traces (at the
end of the section, we give an example of an automorphism of a minimal system
permuting two ergodic measures, showing this action can be non-trivial). What we
then seek is a lemma analogous to Lemma 5.13.
However, the presence of non-trivial infinitesimals provides meaningful obstruc-
tions to a result like Lemma 5.13 in general, and we must settle for Lemma 6.7.
While substitution systems can have non-trivial infinitesimal subgroups (for exam-
ple the Thue-Morse system), it is the substitution map (in particular, the self-similar
version on the space Ωξ) and the ironing out procedure (as employed in [36]), that
lets Lemma 5.13 avoid dealing with infinitesimals. (We remark that, while it is still
possibly to manually smooth out the cocycle by repeatedly refining the domain of
the flow code, this approach does not work for us; in particular, we do not invoke
Lemma 6.1 of [36], as the author has confirmed with us in a personal communica-
tion that the proof of the Lemma there is incomplete.)
We first establish some preliminaries.
Theorem 6.4 ([7]). Suppose (X,T ) is a subshift and there exists k ∈ N satisfying
lim inf
n
PX(n)
n
< k.
Then (X,T ) has at most k − 1 ergodic non-atomic probability measures.
If (X,T ) is a Cantor system, by an asymptotic orbit we mean the orbit of a point
x for which there exists some y 6= x such that x and y are asymptotic in (X,T ).
Asymptotic orbits in (X,T ) correspond bijectively to asymptotic leaves in ΣTX .
Lemma 6.5 (Lemma 3.2 in [23]). If (X,T ) is a subshift for which
lim inf
n
PX(n)
n
<∞
then the number of asymptotic orbits in (X,T ), and hence the number of asymptotic
leaves in ΣTX, is finite.
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Recall m(T ) denotes the space of T -invariant finite Borel measures. By Theorem
6.4 we may assume (X,T ) has K ergodic probability measures which we denote by
{µi}Ki=1.
Recall from Section 4.1 there is a representation ofM(T ) on the space of positive
homomorphisms
LT : M(T )→ Aut(p(T ))(6.6)
LT ([f ]) = f∗
Upon choosing an isomorphism between RK and the linear space spanned by the
collection {µi}Ki=1, the map LT gives rise to a matrix representation
LT : M(T )→ GLK(R).
Moreover, for any [f ] ∈M(T ), LT ([f ]) must preserve the extremal elements of p(T )
and hence preserves the set of positive half-lines spanned by the τµi ’s. It follows that
the map LT lands in the subgroup GL
perm
K (R) of generalized permutation matrices,
i.e. matrices which have exactly one non-zero entry in each row and column.
Let D ⊂ GLpermK (R) denote the subgroup of diagonal matrices. The subgroup
D is normal, and GLpermK (R) fits in to an extension
1→ D → GLpermK (R)→ SK → 1
where SK denotes the permutation group on K symbols.
Recall πas : M(T ) → P (as(T )) denotes the map defined in (2.5) taking M(T )
to the permutation group on asymptotic leaves. Let F (T ) denote the kernel of πas.
When (X,T ) has finitely many asymptotic equivalence classes, F (T ) is a finite
index subgroup.
Lemma 6.7. Let (X,T ) be a minimal Cantor system such that Inf GT = 0. Suppose
f ∈ Homeo+ΣTX fixes a leaf l, and satisfies f∗µ = µ for all ergodic measures
µ ∈ m(T ). Then f is isotopic to the identity.
Proof. Since f∗µ = µ for all ergodic measures µ, it follows that τµ(f
∗[1]) = f∗([1])
for all extremal states τµ, and hence τ(f
∗([1])) = f∗([1]) for all states τ ∈ S(T ).
This implies f∗([1]) − [1] ∈ InfGT , and hence f∗([1]) = [1] since we are assuming
InfGT = 0. Then Theorem 4.8 implies [f ] ∈ ImageΨ. Since f fixes a leaf, this
implies f is isotopic to the identity. 
Proof of Theorem 6.1. Let N = L−1T (D) ∩ F (T ). We first show that N is a finite
index normal subgroup of F (T ). Consider the map Q defined to be the composition
map
F (T )
LT−−→ GLpermK (R)→ SK .
Since D = ker(GLpermK (R) → SK) and N ⊂ L
−1
T (D), we have N ⊂ kerQ. By
Lemma 6.7, LT |F (T ) is injective, and it follows that if a ∈ kerQ, then LT (a) ∈ D.
Thus kerQ = N , and since Q maps to a finite group, N is finite index.
Since N is finite index in F (T ) and F (T ) is finite index in M(T ), N is finite
index in M(T ).
Finally, since LT |N is injective and its image lies in D, N must also be abelian.

THE MAPPING CLASS GROUP OF A MINIMAL SUBSHIFT 23
Example 6.8 (Thue-Morse). Consider the Thue-Morse substitution given by
ξ :
1 7→ 12
2 7→ 21
By [17], Aut(σξ) is isomorphic to Z/2Z × Z, where Z/2Z is generated by the
involution ι which permutes the letters and Z is generated by σξ. Since ξ is of type
CR (see Definition 5.5) by Theorem 5.7 we have
M(σξ) ∼= Z/2Z⋊ Z.
In this case the involution ι commutes with the substitution, so in fact
M(σξ) ∼= Z/2Z× Z.
We note that, while Aut(σξ) andM(σξ) are abstractly isomorphic in this example,
the generators for the Z components are very different:
Aut(σξ) ∼= Z/2Z× Z = 〈ι〉 × 〈σξ〉
M(σξ) ∼= Z/2Z× Z = 〈Ψ(ι)〉 × 〈ξ˜〉.
We also remark that the involution Ψ(ι) ∈ M(σξ) acts trivially on (Gσ,G+σ ), as
can be checked directly.
The following example shows that Aut(T ), and hence M(T ), can permute the
ergodic measures of (X,T ). The construction is based on techniques from [22].
Example 6.9. We construct a minimal subshift of linear complexity and an auto-
morphism which permutes two ergodic measures. Define base words
w10 = 0 · · · 0︸ ︷︷ ︸
N1
1, w11 = 1 · · · 1︸ ︷︷ ︸
N1
0.
Note that w10 is the image of w
1
1 under the involution 0↔ 1. We define the second
level words
w20 = w
0
0 · · ·w
0
0︸ ︷︷ ︸
N2
w01 , w
2
1 = w
1
1 · · ·w
1
1︸ ︷︷ ︸
N2
w10 .
and recursively define (i+ 1)st level words by
wi+10 = w
i
0 · · ·w
i
0︸ ︷︷ ︸
Ni+1
wi1, w
i+1
1 = w
i
1 · · ·w
i
1︸ ︷︷ ︸
Ni+1
wi0.
At each stage, note that wi0 is image of w
i
1 under the involution 0 ↔ 1. Consider
the infinite word w = limi→∞ w
i
0. By construction, w is uniformly recurrent, so the
subshift (O(w), σ) is minimal. Since the involution of wi0 is contained in w
i+1
0 , the
involution of w is in the orbit closure of w. Thus, the 0-block code which permutes
0 and 1 induces an automorphism π ∈ O(w). The frequency of 0s which appear
in wi0 is greater than
N1
N1 + 1
· · ·
Ni
Ni + 1
. We can choose {Ni} to grow sufficiently
quickly (for example geometrically) to ensure that the frequency of 0s in each wi0
is greater than 1/2 and that the complexity is linear. A standard construction
then gives an ergodic measure µ0 such that µ0[0] > 1/2 (see [22]). Similarly, by
considering wi1, we get a distinct ergodic measure µ1 with µ1([1]) > 1/2. Since the
automorphism π maps the cylinder set [0] to [1], it must send µ0 to µ1.
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7. M(T ) and the Picard group of C(X)⋊T Z
For a Cantor system (X,T ) we will consider the crossed product C∗-algebra
A = C(X) ⋊T Z (see [51] for definitions and more regarding A). For any C∗-
algebra B, the collection of equivalence classes of B-B-imprimitivity bi-modules
forms a group under tensor product. This group, denoted by PicB, is called the
Picard group of B, and was introduced by Brown, Green and Rieffel in [14]. The
algebra B itself, considered as a B-B bi-module, serves as the identity element in
PicB. For example, if one considers the C∗-algebra C(Y ) of continuous functions
on Y where Y is a compact Hausdorff space, then PicC(Y ) is isomorphic to the
semidirect product of the multiplicative group of line bundles over Y with the group
of homeomorphisms of Y . We refer the reader to [14, Section 3] for definitions and
background regarding PicB.
The goal of this section is to construct, for a Cantor system (X,T ), a homo-
morphism Θ: M(T ) → PicA. We then show that when (X,T ) is minimal, Θ is
injective.
The group PicA has been studied for crossed product algebras arising from var-
ious systems: for irrational rotations of the circle in [32], and for uniquely ergodic
Cantor minimal systems in [42] (see also [44], [46], [41]). By [14, Prop. 3.1], there
is an injective homomorphism AutA/InnA = OutA → PicA, which is often not
surjective. In some cases, e.g. substitutions, the image of the map Θ constructed
here will contain classes not in the image of OutA in PicA.
Before beginning, we first introduce some notation. For a clopen C ⊂ X , we
let AC denote the algebra χCAχC . Note that AC ∼= C(C) ⋊rC Z (see [26, Prop.
3.9]). We denote the A-AC bi-module AχC by PC . Given another clopen D and an
isomorphism AD
α
−→ AC , let AαD be the vector space AD, and equip A
α
D with the
structure of an AD-AC bi-module defined as follows: the left action is the natural
multiplication, right action is given by x ·a = xα−1(a), where x ∈ AD, a ∈ AC , and
the inner products are defined by
AD 〈x, y〉 = xy
∗, 〈x, y〉AC = α(x
∗y).
Given a flow code (ϕ,C,D) there is an induced isomorphism AD
ϕ∗
−−→ AC , and
we define an A-A-bi-module
Xϕ = PD ⊗A
ϕ∗
D ⊗ P
−1
C .
Before defining Θ, we record a useful lemma.
Lemma 7.1. Let (ϕ,C,D) be a flow code, E ⊂ C a discrete cross section, and let
F = ϕ(E). Then (ϕ|E , E, F ) is a flow code.
Proof. It suffices to show that ϕTE(x) = TFϕ(x) for any x ∈ E. Since E ⊂ C,
TE(x) = T
k
C(x) for some k. Then ϕTE(x) = ϕT
k
C(x) = T
k
Dϕ(x), so it suffices to
show that rF (ϕ(x)) =
∑k−1
i=0 rDT
i
D(ϕ(x)).
Since T kC(x) ∈ E, we have T
k
Dϕ(x) = ϕT
k
C(x) ∈ F , and hence rF (ϕ(x)) ≤∑k−1
i=1 rD(T
i
Dϕ(x)).
For the other direction, if T jϕ(x) ∈ F , then T jϕ(x) = T ℓDϕ(x) for some ℓ, since
F ⊂ D. Then T jϕ(x) = T ℓDϕ(x) = ϕT
ℓ
C(x), and hence T
ℓ
C(x) ∈ E, so ℓ ≥ k. It
follows that rFϕ(x) ≥
∑k−1
i=0 rDT
i
D(x). 
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Towards defining Θ, we will show that if (ϕ,C,D) is any flow code, then the
following hold:
(1) If Sϕ is isotopic to the identity, then Xϕ is equivalent to AAA.
(2) If E ⊂ C is a discrete cross section, the restriction (ϕ|E , E, ϕ(E)) is a flow
code, and Xϕ is equivalent to Xϕ|E .
(3) If (ψ,B,C) is another flow code, then Xϕ ⊗Xψ is equivalent to Xϕψ.
Proof of (1). Suppose (ϕ,C,D) is a flow code for which Sϕ is isotopic to the
identity. By Proposition 3.1, there exists α ∈ C(C,Z) such that ϕ(x) = Tα(x)x
for all x ∈ C. Let Ci = α−1(i), so {Ci} provides a (finite) partition of C, and let
v =
∑
i∈Z u
iχCi ∈ A. Note that v is a partial isometry with v
∗v = χC , vv
∗ = χD,
for which the isomorphism ϕ∗ : AD → AC is given by Adv∗(x) = v∗xv. Consider
the linear map
Φ: PD ⊗A
ϕ∗
D → PC
given by Φ(aχD ⊗χDbχD) = aχDbχDv. For any c ∈ A, we have Φ(cv∗χD ⊗χD) =
cv∗χDv = cχC , so Φ is onto. By [53, Remark 3.27], to show Φ is an equivalence of
A-AC -bi-modules, it is enough then to show that Φ preserves the inner products,
which is a straightforward calculation.
Proof of (2). First note that, by Lemma 7.1, ϕ|E : E → F is also a flow code. We
want to show that there is an equivalence of bi-modules
(7.2) PD ⊗A
ϕ∗
D ⊗ P
−1
C
∼= PF ⊗A
ϕ|∗E
F ⊗ P
−1
E .
For any clopens V ⊂ U , we may consider PV as an AU -AV -bi-module, and the map
aχU⊗bχV 7→ aχU bχV induces an equivalence of bi-modules PU⊗(AUPV AV )
∼= PV .
Applying this to E ⊂ C,F ⊂ D, it follows that P−1C ⊗PE is equivalent to ACPEAE ,
and P−1D ⊗ PF is equivalent to ADPFAF . Thus to show (7.2) it is enough to show
that Aϕ
∗
D ⊗ PE and PF ⊗A
ϕ|∗E
F are equivalent. Consider the map
Φ: Aϕ
∗
D ⊗ PE → PF ⊗A
ϕ|∗E
F
Φ: χDaχD ⊗ χCbχE 7→ χDaχF ⊗ (ϕ|
∗
E)
−1(χEbχE).
One can check that Φ is indeed a bi-module isomorphism.
Proof of (3). First observe that Aϕ
∗
D ⊗A
ψ∗
C
∼= A
ψ∗ϕ∗
D ; this can be checked directly
(or see [14, Section 3]). Then we have
Xϕ ⊗Xψ = PD ⊗A
ϕ∗
D ⊗ P
−1
C ⊗ PC ⊗A
ψ∗
C ⊗ P
−1
B
∼= PD ⊗A
ϕ∗
D ⊗A
ψ∗
C ⊗ P
−1
B
∼= PD ⊗A
ψ∗ϕ∗
D ⊗ P
−1
B
∼= PD ⊗A
(ϕψ)∗
D ⊗ P
−1
B
= Xϕψ.
Now consider the map
ΘM : M(T )→ PicA
defined as follows: given [f ] ∈ M(T ), by Theorem 2.2 there exists a flow code
(ϕ,C,D) such that [Sϕ] = [f ], and we set ΘM([f ]) = [Xϕ]
−1 (the choice of the
inverse is to make Θ a homomorphism instead of an antihomomorphism). We will
show that Θ is a well-defined homomorphism using (1), (2) and (3) above. First,
we record the following lemma from [9], which shows how to compose flow codes
(up to isotopy).
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Lemma 7.3. [9, Prop. A.3] If (ϕ,C,D), (ψ,E, F ) are a pair of flow codes, there
exists clopen subsets K ⊂ C,L ⊂ E and a flow code η : ϕ(K) → L such that η is
isotopic to the identity and Sψ ◦ Sϕ is isotopic to Sψ|L◦η◦ϕ|ϕ−1(K) .
Note that by (3) and (1) we have [Xϕ−1 ] = [Xϕ]
−1. Now to show that ΘM is
well-defined, if (ϕ1, C1, D1), (ϕ2, C2, D2) are flow codes for which [Sϕ1 ] = [Sϕ2 ], then
Sϕ−12
◦Sϕ1 is isotopic to S
−1
ϕ2
◦Sϕ1 which is isotopic to the identity. Applying Lemma
7.3 gives η,K,L for which Sϕ−12 |L◦η◦ϕ1|ϕ−1(K)
is isotopic to the identity. Then using
(1), (2), and (3) above, in PicA we have 1 = [Xϕ−12
⊗ Xϕ1 ] = [Xϕ2 ]
−1[Xϕ1 ], so
[Xϕ1 ] = [Xϕ2 ]. That ΘM is a homomorphism also follows similarly using (1), (2)
and (3).
Proposition 7.4. If (X,T ) is a minimal Cantor system then ΘM : M(T )→ PicA
is injective.
The group PicA acts on K0(A); in general, this action may be defined using
the linking algebra, as in the discussion preceding Theorem 2.5 in [54]. Letting
Aut(K0(A)) denote the group of order-preserving automorphisms of K0(A) (not
necessarily preserving [1]), there is then a homomorphism P : PicA → Aut(K0(A)).
The groups GT and K0(A) are isomorphic (see [51, Theorem 1.1]), and upon iden-
tifying GT and K0(A), the composition map P ◦ΘM
(7.5)
M(T )
ΘM
//
P◦ΘM
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
PicA
P

Aut(K0(A))
agrees with πT .
Proof of Proposition 7.4. If [f ] is in the kernel of ΘM then it is in the kernel of
P ◦ ΘM . It follows from the above discussion that [f ] is then in the kernel of πT ,
so by Theorem 4.8, [f ] = Ψ(α) for some α ∈ Aut(T ). The composition Aut(T )→
M(T ) → PicA coincides with the composition map Aut(T ) → AutA → PicA. If
ΘMΨ(α) is trivial in PicA, then α gives rise to an inner automorphism of A. Since
α∗ preserves C(X) in A, there exists some continuous function δ : X → Z such that
for g ∈ C(X), g ◦ α = α∗(g) = g(T−δ(x)x) (this follows from [51, Lemma 5.1]; for
details, we refer the reader to the discussion preceding Proposition 2.4 in [27]). But
this implies α maps a T -orbit to itself (in fact every T -orbit), and hence must be
in 〈T 〉, giving [f ] = [α] = 1 in M(T ). 
Remark 7.6. Proposition 7.4 also holds in the case where (X,T ) is a (non-trivial)
irreducible shift of finite type. This follows from (7.5), and injectivity of the map
M(T )→ Aut(K0(A)), which itself can be deduced using Corollary 3.3 in [9].
Recall by [14, Prop.3.1] the kernel of the map AutA → PicA is the subgroup
InnA of inner automorphisms of A, giving an injective map OutA → PicA. It
follows from Theorem 4.8 that
(7.7) ImageΘM ∩ OutA = Image(Ψ: Aut(T )/〈T 〉 → OutA)
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It would be interesting to know how large the image ofM(T ) is under the compo-
sition
(7.8) M(T )
ΘM−−→ PicA → PicA/OutA
and how it relates to the work in [43], [45].
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