(1). Let µ(n) be the Moebius function and consider the Schrödinger operator on
(1). Let µ(n) be the Moebius function and consider the Schrödinger operator on Z + H = ∆ + λµ (λ = 0 arbitrary).
(1.0)
We prove the following Recalling the spectral theory of 1D Schrödinger operators with a random potential, Theorem 1 fits the general heuristic, known as the 'Moebius randomness law' (cf. [Sa] ). The question whether (1.0) satisfies Anderson localization remains open and is probably difficult.
The fact that H has no ac-spectrum is actually immediate from the following result of Remling. We will use again Proposition 1 later on, in the proof of the Theorem.
(2). Let X ⊂ {0, 1, −1}
Z be the point-wise closure of the set {T j ω; j ∈ Z}, where T is the left shift and ω defined by
and ν ∈ P(X) a weak * -limit point of {ν N }.
Then ν is a T -invariant probability measure on X.
The only property of the Moebius function exploited in the proof of Theorem 1 is the following fact.
Lemma 1. For no element ω ∈ X, (ω n ) n≥0 is eventually periodic, unless ω n = 0 for n large enough. Similarly for (ω n ) n≤0 .
Proof. Suppose ω eventually periodic. Hence there is n 0 ∈ Z + and d ∈ Z + such that
Take N = 10 3 (n 1 + d 3 ) and choose n 1 ≥ n 0 and k ∈ Z + such that
Combined with Proposition 1, Lemma 1 implies
Proof. Denoting H ± ω the corresponding halfline SO's, we have
) and these sets are empty, unless
{ω ∈ X; ω n = 0 for all n ≥ k or all n ≤ −k}.
(2.5)
Clearly ν (2.5) = 0.
The measure ν need not be T -ergodic, so we consider its ergodic decomposition
(2.6)
For each α, let γ α (E) be the Lyapounov exponent of H ω , i.e.
Next, we apply Kotani's theorem (for stochastic Jacobi matrices, as proven in [Si] , Theorem 2).
Proposition 2. (assuming (Ω, µ, T ) ergodic).
If γ(E) = 0 on a subset A of R with positive Lebesque measure, then E ac ω (A) = 0 for a.e. ω.
(E ac denote the projection on the ac-spectrum).
Apply Proposition 2 to H ω on (X, ν α ). By Lemma 2, E ac ω = 0, ν α a.e., hence {E ∈ R; γ α (E) = 0} is a set of zero Lebesgue measure. For E outside a subset E * ⊂ R of zero Lebesque measure, we have that γ α (E) > 0 for almost all α in (2.6), therefore lim inf
(2.8)
Recall that by Cramer's rule, for 1
and also the formula
(2.10)
Using the above formalism, it is well-known how to derive from positivity of the Lyapounov exponent, bounds and decay estimates on the restricted Green's functions. Since ergodicity of the measure is used, application to the preceding requires to start from the ν α .
Using Fubini arguments and (2.6), we derive the following Lemma 3. Given ε > 0, there is b > 0, such that for all δ > 0, there is a subset E ε ⊂ R, mes E ε < ε and some scale M satisfying
. Using the definition of ν, we re-express (2.13) in terms of the Moebius function.
Let H be as in (1.0). For I ⊂ Z + an interval, denote
and
Let S = S E,δ,N be defined by
Property (2.13) then translates as follows
for E ∈ E ε and N > M. Here 'lim' refers to the Banach limit in the definition of ν.
Fix ε > 0 a small number, take 0 < b < 
Next we rely on a construction from [B] , Lemma 6.1 and Corollary 6.54. We recall the statement 
Let U ⊂ R be a set of energies E such that for each E ∈ U, the following holds:
holds, and
Then there is a set E ′′ ⊂ R so that
and for E ∈ U\E ′′ , max 1≤x≤ c 0 10
The proof of Lemma 4 is a bit technical, but uses nothing more than the resolvent identity and energy perturbation.
Let v n = λµ(n). satisfy (3.6) . From the definition (3.3) of S E,δ,M and (3.6), we clearly obtain a collection {I α } of M-intervals in [1, ℓ] such that (3.9)-(3.11) hold.
It follows that for E outside of the set E Note that b ′ > 0 depends on ε and ν and E ′′ ε depends on ℓ, which can be taken arbitrarily large in the subsequence of Z + used to define ν. Since this subsequence is arbitrary, it follows that there is some b ′ = b ε and ℓ ε ∈ Z + such that for ℓ > ℓ ε mes [E ∈ R; max 
Taking ℓ large, one has by projection
where ψ (ℓ) = 1≤x≤ℓ ψ x e x , {e x } the unit vector basis.
Hence
and fixing some coordinate x ≥ 1, for ℓ large enough
Take x with ψ x = 0. Assuming
it follows from (3.17) that
From the definition ofẼ ℓ in (3.15), this means that
which is a set of measure ≤ ε.
Letting ε → 0, Theorem 1 follows.
(4). Taking into account the comment made prior to Lemma 1, our argument gives the following more general result, that can be viewed as a refinement of [R] . whenever ω = (ω r ) r≥0 is a periodic sequence in the pointwise closure of the sequences (V n+j ) n∈Z + (j ∈ Z + ).
Then the Schrödinger operator H = ∆ + V satisfies the conclusion of Theorem 1.
