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a b s t r a c t
We study a generalization of the concept of harmonic conjugation from projective
geometry and full algebraic matroids to a larger class of matroids called harmonic matroids.
We use harmonic conjugation to construct a projective plane of prime order in harmonic
matroids without using the axioms of projective geometry. As a particular case we have a
combinatorial construction of a projective plane of prime order in full algebraic matroids.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Lindström [8] generalized the concept of harmonic conjugation from projective geometry to full algebraic matroids.
He used this concept to construct many algebraically nonrepresentable matroids. The method of harmonic conjugation
generalizes to many other matroids. Here we prove that some basic properties of harmonic conjugation in projective
geometry can be generalized to a larger class of matroids called harmonic matroids of which the full algebraic matroids
are an example. Also, we show that harmonic conjugation gives a geometric construction of a projective plane of prime
order in any harmonic matroid without using the axioms of projective geometry.
We show in Section 3 that our generalized harmonic conjugacy has the usual symmetries. In the main theorem
(Theorem 5) we show that if a small matroid called Lp is embeddable in a harmonic matroid M , then Lp can be extended
using only harmonic conjugation to a projective plane of order p prime, in M . As a corollary, this construction holds in full
algebraic matroids. In the Section 5 we show that a smaller submatroid Rcycle[p] of Lp is a minimal matroid that extends
by harmonic conjugation to a projective plane of order p prime. In the last section we generalize the concept of harmonic
sequence from projective geometry to harmonic matroids. We prove that this sequence gives rise to a finite field and a
Möbius harmonic net in a harmonic matroid.
A question raised by Lindström [6] asks which projective geometries can be embedded in a full algebraic matroid. He
gave a partial answer to this question in [7] and [9], constructing some examples. Evans and Hrushovski [2] gave a complete
answer using model theory and the theory of algebraic groups. It is still open how to solve the question using algebraic or
geometric techniques. In this paper we make a contribution to the solution.
2. Preliminaries
We denote the closure operator and the rank function of matroids by cl and r, respectively.
For elements y, x, z, o, q, r, s of amatroidM , defineHP(y, x, z; o, q, r, s) tomean that the restrictionM | {y, x, z, o, q, r, s}
is either of the matroids in Fig. 1. For elements y, x, z of M , define x′ to be a harmonic conjugate of x with respect
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Fig. 1. (a) The Fano matroid F7 . (b) The non-Fano matroid F−7 .
to y and z denoted H(y, z; x, x′), to mean that there are elements y, x, z, o, q, r, s with HP(y, x, z; o, q, r, s) for which
cl({y, z}) ∩ cl({o, r}) is x′. A harmonic matroid is a matroid such that each set {y, x, z, o, q, r, s} with HP(y, x, z; o, q, r, s)
gives rise to a harmonic conjugate x′ of x with respect to y and z, and, furthermore, x′ depends only on x, y, and z, and not
on the choice of o, q, r and s.
Familiar examples of harmonic matroids include Desarguesian planes and all projective geometries of rank four or more.
Also, a little Desargues plane is a harmonic matroid; this is a projective plane whose ternary ring is an alternative ring
[10]. Such a plane is also called an alternative or Moufang plane [10, Corollary 14.2.5]. In projective planes the definition
of harmonic conjugate does not require uniqueness; it is known that, given three collinear points in any projective plane, a
harmonic conjugate of one point with respect to the other two points always exists, but it is not necessarily unique. For a
projective plane having no F7 restriction, all harmonic conjugates in the plane are unique if and only if the plane is a little
Desargues plane [10, Theorems 5.7.4 and 5.7.12]. Thus, a projective plane having no F7 restriction is a harmonic matroid if
and only if it is a little Desargues plane.
Full algebraic matroids are harmonic, as Lindström [8] proved. Let F and K be two fields such that F ⊆ K . Assume that F
andK are algebraically closed andK has finite transcendence degree over F . Then those subfields ofK which are algebraically
closed and contain F form a lattice. The lattice of such subfields, ordered by inclusion, is isomorphic to the lattice of flats of
a matroid. We call this matroid the full algebraic matroid A(K/F). A set S ⊆ K is independent in this matroid if and only if its
elements are algebraically independent over F . A full algebraic matroid A(K/F) of rank 3 consists of the field F (the flat of
transcendence degree zero over F ), atoms or points (flats of transcendence degree one over F ), lines (flats of transcendence
degree two) and a plane, which is the field K (since K is of transcendence degree 3 over F ).
An algebraic representation (or embedding) over a field F of a matroid M is a mapping f from the elements of M into an
extension fieldK of F , such that a subset S is independent inM if and only if f is injective and f (S) is algebraically independent
over F .
We use a natural notation for points and lines given by the projective plane PG(2, p)where p is a prime (following [10]).
So, we use homogeneous coordinates. For the pointswewrite [x, y, z] andwehave [x, y, z] = [γ x, γ y, γ z]whenever γ 6= 0.
For the lines we define
〈a, b, c〉p =: {[x, y, z] : ax+ by+ cz = 0}
and we have 〈a, b, c〉p = 〈γ a, γ b, γ c〉p whenever γ 6= 0. Here a, b, c, x, y, z ∈ Zp and not all of a, b, c or x, y, z can be zero.
Denote by Lp the restriction of PG(2, p), to three concurrent lines. An explicit description of this matroid is as follows.
The ground set is
E := {[0, i, 1], [1, i, 1], [1, i, 0] : i ∈ Zp} ∪ {[0, 1, 0]} .
The dependent lines are given by:
〈1, 0, 0〉p := {[0, i, 1] : i ∈ Zp} ∪ {[0, 1, 0]},
〈1, 0,−1〉p := {[1, i, 1] : i ∈ Zp} ∪ {[0, 1, 0]},
〈0, 0, 1〉p := {[1, i, 0] : i ∈ Zp} ∪ {[0, 1, 0]},
〈j,−1, i〉p := {[0, i, 1], [1, i+ j, 1], [1, j, 0]} for i, j ∈ Zp.
3. Properties of harmonic conjugation
In this section we generalize to harmonic matroids some elementary properties of the harmonic conjugate that hold in
a projective geometry. (Lindström [8] proved Proposition 2 (i) for full algebraic matroids.)
Lemma 1. If HP(y, x, z; o, q, r, s) and H(y, z; x, x′) in a harmonic matroid, then H(y, r; s, t) for some point t that is collinear
with q and x′.
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Proof. Since H(y, z; x, x′), the points o, r, x′ are collinear. Thus, HP(y, s, r; x′, z, q, o), so there is a point t with H(y, r; s, t).
Therefore {y, s, r, t} and {q, t, x′} are collinear sets. 
Proposition 2. In a harmonic matroid,
(i) H(y, z; x, x′) if and only if H(y, z; x′, x),
(ii) if x 6= x′ and y 6= z then H(y, z; x, x′) if and only if H(x, x′; y, z).
Proof. If H(y, z; x, x′), then there are points o, q, r, s with HP(y, x, z; o, q, r, s) and with o, r, x′ collinear. Thus,
HP(y, x′, z; q, o, s, r), so there is a point x′′ with H(y, z; x′, x′′). The point {x′′} being the intersection of the lines cl({q, s})
and cl({y, z}), is {x}, so H(y, z; x′, x), proving part (i).
If H(y, z; x, x′), then there are points o, q, r, s with HP(y, x, z; o, q, r, s) and with o, r, x′ collinear. Furthermore by
Lemma 1 there is a point t with {y, s, r, t} and {q, x′, t} collinear sets. Thus, HP(y, q, o; x′, z, s, r), so there is a point q′ with
H(y, o; q, q′) andwith x′, s, q′ collinear. Therefore, HP(q, t, x′; o, y, z, r) and HP(q, t, x′; q′, y, x, s), these and the uniqueness
of the harmonic conjugate imply that there is a pointwwith H(q, x′; t, w) andwith {q′, x, w} and {s, o, z, w} collinear. Thus,
HP(x, y, x′; s, q, w, q′), so there is a point y′ with H(x, x′; y, y′). The point y′, being the intersection of the lines cl({o, s}) and
cl({x, x′}), is {z}, so H(x, x′; y, z), proving part (ii). 
Corollary 3. If HP(y, x, z; o, q, r, s) and H(y, z; x, x′) in a harmonic matroid, then
(i) H(y, o; q, q1) and H(z, r; q, q2) for some points q1 and q2 in cl
({s, x′}),
(ii) H(o, r; u, x′) for some point u in cl ({q, x}).
Proof. Part (i) follows from the proof of Proposition 2(ii).
Taking q1 instead of q′ in the proof of Proposition 2(ii) we obtain HP(o, q1, y; r, x′, z, s). Hence, by part (i) there is a point
uwith H(o, r; x′, u) and with {s, u, q} collinear. 
4. Projective planes
In this section we introduce the concept of harmonic closure and state its basic properties (Lemma 4). Using this notion
we show that given an embedding of Lp in a harmonic matroid M , the harmonic closure of Lp is a Desarguesian projective
plane of order p. This is a constructive geometric proof. Indeed, using the concept of harmonic conjugation, we extend each
line of the form 〈j,−1, i〉p to get a set in M with p + 1 elements. The set formed by the union of all these extended sets in
M and the point [0, 1, 0]will be the set of points of a projective plane inM . This method seems to work fully only for prime
orders and therefore depends on coordinates and indeed on primality.
LetP (M) be the power set of the ground set of a harmonic matroidM . We define h:P (M)→ P (M) by h(S) = S ∪ {x ∈
M: H(a, c; b, x) for some a, b, c ∈ S}, h0(S) = S, hn(S) = h(hn−1(S)), and h∞(S) =⋃n≥0 hn(S). We call h∞(S) the harmonic
closure of S inM . Note that h∞ is an abstract closure operator. If h∞(S) = S, then we say S is harmonically closed.
For Lemmas 6–9 we assume that p is an odd prime and that Lp is embedded in a harmonic matroidM . For i, j ∈ Zp define
〈j,−1, i〉 := h∞ (〈j,−1, i〉p) .
This defines a set inM from a set in Lp. The notation for points in Lp is carried over from the projective plane, but note that
the projective points [a, b, c] that are not in Lp are not inM . Instead, we will construct points inM with those same names,
by harmonic conjugation, and show that they have the same incidence structure inM as the points of the same name in the
projective plane. That will justify the use of the projective names.
Lemma 4. For a set S in a harmonic matroid, S ⊆ h∞(S) ⊆ cl(S) and r(S) = r(h∞(S)).
Theorem 5. For each embedding of Lp in a harmonic matroid M, h∞(Lp) is a Desarguesian projective plane of order p in M.
The proof for p 6= 2 is based on Lemma 6 and Propositions 10 and 11. In Lemmas 6 and 8 and Proposition 11 we show
that 〈x, y, z〉 is, in fact, a collinear set. Lemma 6 is the hardest part of the proof. It is proved by building lines, repeating the
harmonic conjugation until all the affine points are completely constructed.
Lemma 6. For each pair s, k of elements of Zp, there is a point [1, s, k] in M such that:
(i) for each i, j ∈ Zp,⋂t∈Zp〈j+ kt,−1, i+ t〉 = {[1, j− ki,−k]},
(ii) for each i, j, t ∈ Zp, {[0, i+ t, 1], [1, j+ kt, 0], [1, j− ki,−k]} is a collinear set,
(iii) the points [1, s,−k], [0, t, 1], [0, 1, 0] for s, t ∈ Zp, are all different,
(iv) for each k ∈ Zp, {[1, t,−k] : t ∈ Zp} ∪ {[0, 1, 0]} is a collinear set.
Proof. For k ∈ Zp, let P(k) be the statement: for each pair i, j of elements of Zp there is a point [1, j− ki,−k] such that the
properties (i)–(iv) above hold.
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Note that P(−1) and P(0) hold by the definition of Lp. We prove P(k) for 1 ≤ k ≤ p− 2.
We now suppose that for some fixed k ∈ {1, . . . , p− 2}, P(k′) holds for 1 ≤ k′ < k.
Let s ∈ Zp. From P(k− 2)(ii) and P(k− 1) (ii) both with t = 0 and j+ s instead of j, we deduce that
{[0, i, 1], [1, j+ s− (k− 2)i,−(k− 2)], [1, j+ s− (k− 1)i,−(k− 1)]}
is collinear. Taking t = s and j+ s instead of j in P(k− 2) (ii), and t = s in P(k− 1) (ii) we deduce that
{[0, i+ s, 1], [1, j+ s− (k− 2)i,−(k− 2)], [1, j− (k− 1)i,−(k− 1)]}
is collinear. Similarly taking t = s and j+ 2s instead of j in P(k− 2) (ii), and t = s and j+ s instead of j in P(k− 1) (ii), we
deduce that
{[0, i+ s, 1], [1, j+ 2s− (k− 2)i,−(k− 2)], [1, j+ s− (k− 1)i,−(k− 1)]} (1)
is collinear. These three sets with s 6= 0, and P(0) (iv), P(k− 2) (iv) and P(k) (iv) imply that
HP([0, i+ s, 1], [1, j− (k− 2)i+ 2s,−(k− 2)], [1, j− (k− 1)i+ s,−(k− 1)];
[0, i, 1], [0, 1, 0], [1, j− (k− 1)i,−(k− 1)], [1, j− (k− 2)i+ s,−(k− 2)]). (2)
Thus, there is a point xs such that
H ([0, i+ s, 1], [1, j− (k− 1)i+ s,−(k− 1)]; [1, j− (k− 2)i+ 2s,−(k− 2)], xs) .
By Corollary 3 (ii),
H ([0, i, 1], [1, j− (k− 1)i,−(k− 1)]; u, xs) ,
where u belongs to cl ([0, i, 1], [1, j− (k− 1)i,−(k− 1)]) ∩ cl ([0, 1, 0], [1, j− (k− 2)i+ 2s,−(k− 2)]). In particular xs
is independent of s. The point xs is called [1, j− ki,−k]. Thus
{[0, i+ t, 1], [1, j− (k− 2)i+ 2t,−(k− 2)], [1, j− (k− 1)i+ t,−(k− 1)], [1, j− ki,−k]} (3)
is collinear. This and P(k− 1) (ii) imply that
[1, j− ki,−k] ∈ 〈(j+ t)+ (k− 1)t,−1, i+ t〉.
Therefore⋂
t∈Zp
〈j+ kt,−1, i+ t〉 = {[1, j− ki,−k]} , (4)
thus proving P(k) (i).
By P(k− 1) (ii) with j+ t instead of j, we deduce that [1, j+ kt, 0] is collinear with the points in (3). So, P(k) (ii) holds.
We now prove P(k) (iii). We prove that [1, j− ki,−k] is a new point. Suppose that this point is not new. Then the point
is either [0, i, 1] or is of the form [1, j′ − si,−s] for some s in {−1, 0, 1, . . . , k− 1} and j′ ∈ Zp.
By the definition of harmonic conjugate [1, j− ki,−k] 6= [0, i, 1].
We now suppose that [1, j− ki,−k] = [1, j′ − si,−s]. First of all, suppose that j = j′. If i 6= 0, then P(s) (ii) with t = −i
and j′ instead of j and P(k) (ii) with t = −i imply that{[0, 0, 1], [1, j+ k(−i), 0], [1, j′ + s(−i), 0]}
is collinear. That is a contradiction because the set is not collinear in Lp. For i = 0, the analysis is as above but taking t = 1.
We suppose that j 6= j′. P(s) (ii) with t = 0 and j′ instead of j and P(k) (ii) with t = 0 imply that{[0, i, 1], [1, j′, 0], [1, j, 0]} is collinear. That is a contradiction because the set is not collinear in Lp.
Since [1, j− ki,−k] is a new point, {[1, t,−k] : t ∈ Zp} is a set of new points inM . We now prove that the points in this
set are different. We suppose that there are two points [1, r1,−k] and [1, r2,−k] that are equal with r1 6= r2. P(k) (ii) with
i = 0, j = r1 and t = 0 and P(k) (ii) with i = 0, j = r2 and t = 0 imply that {[0, 0, 1], [1, r1, 0], [1, r2, 0]} is collinear. That
is a contradiction because the set is not collinear in Lp.
We prove P(k) (iv). Let [1, t,−k] be a point in {[1, t,−k] : t ∈ Zp} ∪ {[0, 1, 0]}. We fix i = 0 and j = 0 in (2), and take
s = −t . By Lemma 1,
H ([0,−t, 1], [1, 0,−(k− 1)]; [1,−t,−(k− 2)], xt)
for some point xt that is collinear with [0, 1, 0] and [1, 0,−k]. By taking i = 0 and j = t and−t instead of t in (3), we obtain
that xt = [1, t,−k]. So,
{[1, t,−k] : t ∈ Zp}∪{[0, 1, 0]} is a collinear set. (By uniqueness of the harmonic conjugate we see
that the result does not depend on the choice of i and j.) This completes the proof of P(k). 
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We remark that if we repeat the above procedure again to obtain P(p− 1) from P(p− 3) and P(p− 2), then we obtain
the point [1, j− (p− 1)i,−(p− 1)]with⋂
t∈Zp
〈j+ (p− 1)t,−1, i+ t〉 = {[1, j− (p− 1)i,−(p− 1)]} .
By the definition of 〈j+ (p− 1)t,−1, i+ t〉p, the point [1, j+ i, 1] belongs to 〈j+ (p− 1)t,−1, i+ t〉. So,
[1, j+ i, 1] ∈
⋂
t∈Zp
〈j+ (p− 1)t,−1, i+ t〉.
Thus, [1, j− (p− 1)i,−(p− 1)] = [1, j+ i, 1].
The set
{[1, t,−k] : t ∈ Zp} ∪ {[0, 1, 0]} is denoted by 〈1, 0, k−1〉 if k 6= 0 and by 〈0, 0, 1〉 if k = 0. The set{[0, i, 1] : i ∈ Zp} ∪ {[0, 1, 0]} is denoted by 〈1, 0, 0〉. Note that this set is the line 〈1, 0, 0〉p in Lp. From Lemma 6 parts
(iii) and (iv) we deduce that the intersection of any two sets 〈0, 0, 1〉, 〈1, 0, 0〉, . . . , 〈1, 0, (p − 1)〉 is {[0, 1, 0]}. From the
proof of the previous lemma, part (iv), we also deduce that 〈j,−1, i〉 ∪ 〈1, 0, k−1〉 has rank 3.
Lemma 7. The point [x, y, z] belongs to 〈a, b, c〉 if and only if xa+ yb+ zc = 0.
Proof. A point [x, y, z] is either [0, 1, 0], or of the form [1, l, k] or [0, l, 1] for l, k ∈ Zp. A set 〈a, b, c〉 is either 〈0, 0, 1〉, or of
the form 〈1, 0, k〉, or of the form 〈j,−1, i〉 for i, j, k ∈ Zp.
First of all we consider the point [0, 1, 0]. This point does not belong to a set of the form 〈j,−1, i〉. Indeed, suppose that
[0, 1, 0] ∈ 〈j,−1, i〉. So, {[0, 1, 0], [0, i, 1], [1, j, 0]} ⊆ 〈j,−1, i〉. Therefore by Lemma 4
r ({[0, 1, 0], [0, i, 1], [1, j, 0]}) ≤ r (〈j,−1, i〉) = 2.
That is a contradiction because {[0, 1, 0], [0, i, 1], [1, j, 0]} is not a collinear set of Lp. This, Lemma 6 (iv) and the definition
of lines in Lp imply that the point belongs only to the sets 〈0, 0, 1〉 and 〈1, 0, k〉. Thus [0, 1, 0] ∈ 〈a, b, c〉 if and only if
xa+ yb+ zc = 0.
We suppose that [x, y, z] is a point of the form [0, l, 1] for l ∈ Zp. From Lemma 6 parts (iii) and (iv) we deduce that
[0, l, 1] 6∈ 〈1, 0, t〉 for t ∈ {1, . . . , p− 1}. By the incidence relation between points and lines in Lp, the point [0, l, 1] belongs
exactly to the sets 〈1, 0, 0〉 and 〈t,−1, l〉p for t ∈ Zp. These imply that [0, l, 1] belongs exactly to the sets 〈1, 0, 0〉 and
〈t,−1, l〉 for t ∈ Zp. Now, for [x, y, z] = [0, l, 1] is easy to verify that [x, y, z] ∈ 〈a, b, c〉 if and only if xa+ yb+ zc = 0.
We suppose next that [x, y, z] is of the form [1, l, s] for l, s ∈ Zp. From Lemma 6 parts (iii) and (iv) we deduce that
neither 〈1, 0, t〉 for t 6= −s−1 nor 〈0, 0, 1〉 contain the point [1, l, s] if s 6= 0 and we also deduce that [1, l, 0] 6∈ 〈1, 0, t〉 for
t ∈ {1, . . . , p− 1}.
We now suppose that [1, l, s] ∈ 〈m,−1, n〉. Thus, {[1, l, s], [0, n, 1], [1,m, 0]} is collinear. This, taking l = j+ si for some
i, j ∈ Zp and Lemma 6 (ii) with t = n− i, implies that
{[1,m, 0], [1, j+ si, s], [1, j− st, 0], [0, i+ t, 1]}
is collinear. So, {[1,m, 0], [1, j− st, 0], [0, i+ t, 1]} is collinear in Lp. This implies that [1,m, 0] = [1, j − st, 0]. Therefore
〈m,−1, n〉 = 〈j − st,−1, i + t〉. This completes the proof that [1, l, s] belongs only to 〈j − st,−1, i + t〉 for t ∈ Zp and
belongs either to 〈1, 0,−s−1〉 if s 6= 0 or 〈0, 0, 1〉 if s = 0. Thus, [1, l, s] ∈ 〈a, b, c〉 if and only if xa+ yb+ zc = 0. 
For i, j ∈ Zp we denote by C(j, i) the set
C(j, i) := {[0, i, 1], [1, j− ki,−k] : k ∈ Zp} .
Lemma 8. Let i, j, s, t ∈ Zp. Then
(i) C(j, i) ⊆ 〈j,−1, i〉
(ii) If j 6= s or i 6= t then C(j, i) and C(s, t) are different and they intersect in a point.
Proof. We only prove one of the two cases of (ii). If i 6= t and C(j, i) = C(s, t), then [0, t, 1] ∈ C(j, i). Thus, by Lemma 7
0j + t(−1) + 1(i) = 0. That is contradiction because i 6= t . By Lemma 6(i) and taking s = j + kl and t = i + l for some
k, l ∈ Zp, it follows that C(j, i) and C(s, t) intersect in a point. 
Lemma 9. If i, j, k are elements of Zp, then 〈j, k, i〉 is subset of h∞(Lp).
Proof. For each pair i, j of elements of Zp, 〈j,−1, i〉p ⊂ Lp and 〈0, 0, 1〉 ⊂ Lp. Then h∞
(〈j,−1, i〉p) ⊂ h∞(Lp) and
h∞ (〈0, 0, 1〉) ⊂ h∞(Lp). To complete the proof, we deduce from the procedure in the proof of Lemma 6 that for each
k ∈ Zp, 〈1, 0, k〉 is a subset of⋃
i,j∈Zp
〈j,−1, i〉
 ∪ 〈0, 0, 1〉. 
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For p a prime we define:
P := {[x, y, z] : x, y, z ∈ Zp, not all equal 0} ,
:= {[1, i, k], [0, i, 1], [0, 1, 0] : i, k ∈ Zp} ,
L1 :=
{〈0, 0, 1〉, 〈1, 0, k〉 : k ∈ Zp} ,
L2 :=
{
C(j, i) : i, j ∈ Zp
}
,
L := L1 ∪L2.
Proposition 10. The sets P andL are the sets of points and lines of a Desarguesian projective plane of order p.
Proof. For p = 2 the proof follows from the definition of L2.
Now suppose that p 6= 2. First we prove that any two sets in L intersect in a point. By Lemma 8(ii), the intersection of
any two sets of the form C(j, i) is exactly a point. Let l ∈ L1. If l = 〈1, 0, k−1〉 for some k 6= 0 in Zp then a point in l \ [0, 1, 0]
has the form [1, s,−k] for s ∈ Zp. Taking s = j− ki, it follows that [1, j− ki,−k] ∈ C(j, i) ∩ l. A similar argument applies if
l equals 〈1, 0, 0〉 or 〈0, 0, 1〉. Finally, any two sets inL1 intersect at [0, 1, 0]. Therefore the intersection of any two sets inL
is a point.
We nowprove that given two points in P there exists a set inL containing both points. Let v ∈ P be distinct from [0, 1, 0].
The construction in the proof of Lemma 6, and the definition of Lp, imply that there are p sets of the type C(j, i) and one set
that is either 〈0, 0, 1〉 or is of the form 〈1, 0, k〉, such that all these p + 1 sets intersect in v, and that P is contained in the
union of those p+ 1 sets. Therefore, given s in P , there is a set inL that contains both points v and s.
For v = [0, 1, 0], the analysis is as above but taking the sets 〈0, 0, 1〉, 〈1, 0, k〉 for k ∈ Zp.
By Lemma 7 it follows thatΠ is Desarguesian. 
We denote by Π the projective plane given in Proposition 10. This proposition shows that we have constructed a
projective plane withinM , but we still need to prove thatΠ is the harmonic closure of the initial matroid Lp.
Proposition 11. Assume that Lp is embedded in a harmonic matroid M. Then P and all lines inΠ are harmonically closed in M.
In fact P = h∞(Lp) and for any pair i, j of elements of Zp, C(j, i) = 〈j,−1, i〉.
Proof. If p = 2 then L2 = Π , so there is nothing to prove.
First of all we prove that every line inΠ is harmonically closed. Let a, b, c be distinct points in a line l ∈ Π . Let t be a point
inΠ that is not in l. It is easy to show that four points in a projective plane of order p, where exactly three are collinear give
rise to a matroid as in Fig. 1(b). Thus, there are points x, y, w ∈ P with HP(a, b, c; x, t, y, w) in P , therefore inM . So there is
a point v ∈ M with H (a, c; b, v) and with cl ({a, , c}) ∩ cl ({x, y}) = {v}. As v is the unique point of M in this intersection,
it follows that v ∈ C(j, i) becauseΠ is a projective plane.
We now prove that P is harmonically closed. By Lemma 6 and Proposition 10, every three collinear points in P belong to
a set 〈j, k, i〉. Since this set is harmonically closed, the conclusion follows. 
The proof of Theorem 5 follows from Propositions 10 and 11.
Proposition 12. Assume that Lp is embedded in a harmonic matroid M. Then
〈j,−1, i〉 = cl (〈j,−1, i〉p) ∩ h∞ (Lp) .
Proof. By Lemma 4, 〈j,−1, i〉 = h∞ (〈j,−1, i〉p) ⊆ cl (〈j,−1, i〉p). By Lemma 9, 〈j,−1, i〉 ⊆ h∞ (Lp). These imply that
〈j,−1, i〉 ⊆ cl (〈j,−1, i〉p) ∩ h∞ (Lp).
We now prove the reverse containment. Since Lp ⊆ P , h∞(Lp) ⊆ h∞(P) = P . Let x ∈ cl(〈j,−1, i〉p) ∩ h∞(Lp).
Thus, {x, [0, i, 1], [1, j, 0]} is a collinear subset of h∞(Lp). Hence, by Proposition 10, {x, [0, i, 1], [1, j, 0]} ⊆ C(j, i). So, by
Proposition 11, x ∈ 〈j,−1, i〉. 
Corollary 13. Let F be a field of characteristic p. If A(K/F) is a full algebraic matroid of rank at least three, then there exists an
embedding of Lp in A(K/F), and for every such embedding h∞(Lp) is a Desarguesian projective plane of order p in A(K/F).
Proof. By [3, Theorem 8] the matroid Lp embeds in A(K/F). Since a full algebraic matroid is a harmonic matroid, apply
Theorem 5. 
5. A minimal matroid
As a natural question we ask: what is a minimal matroid whose harmonic closure is a projective plane? In [3] Flórez
proved thatM(p) := Lp \ {[1, 2, 0], . . . , [1, p− 1, 0]} can be extended by harmonic conjugation to Lp. The matroidM(p) is
also known as Rcycle[p], which is the Reid cycle matroid [5, page 52]. Here we prove that Rcycle[p] is a minimal matroid whose
harmonic closure is a projective plane. Note that the ground set of Rcycle[p] is
E := {[0, i, 1], [1, i, 1] : i ∈ Zp} ∪ {[1, 0, 0], [1, 1, 0], [0, 1, 0]} .
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Lemma 14 (See [3]). Any embedding of Rcycle[p] in a harmonic matroid M extends uniquely to an embedding of Lp in M.
Theorem 15. Let p be a prime number. Suppose that Lp is embedded in a harmonic matroid M. Then Rcycle[p] is a minimal
submatroid of Lp for which h∞(Rcycle[p]) is equal to h∞(Lp).
Proof. By Lemma 14 and Theorem 5, h∞(Rcycle[p]) is equal to h∞(Lp), which is a projective plane. Note that every proper
minor of Rcycle[p] embeds in a full algebraic matroid over the rational numbers Q [4, Proposition 12].
We prove that h∞(Rcycle[p] \ x) 6= h∞(Lp) for x ∈ E. Indeed, we suppose that there is a point x ∈ E such that
h∞(Rcycle[p] \ x) = h∞(Lp) in M . Thus, h∞(Rcycle[p] \ x) is a projective plane Π of order p. Since Rcycle[p] \ x embeds in
a full algebraic matroid overQ, the projective planeΠ embeds in a full algebraic matroid overQ. Since Lp is a submatroid of
Π , the matroid Lp embeds in a full algebraic matroid overQ. That is a contradiction because Lp is algebraically representable
only over fields of characteristic p [3, Theorem 7]. 
6. Möbius harmonic nets
Veblen and Young [11] introduced the concept of a Möbius harmonic net into projective geometry to construct the field
of rational numbers and the finite fieldZp. We generalize the concept of conjugate sequence (see [1] or [11]) from projective
geometry to a harmonic matroidM . We prove without using the axioms of projective geometry that this sequence gives rise
to a finite field withinM and that the idea of a Möbius harmonic net generalizes toM . In fact we prove that if h∞(F−7 ) has a
finite number of points, then it is a projective plane of prime order.
A conjugate sequence is a sequence of points A, a0, . . . , an, . . . in a harmonic matroid with H(A, ai; ai−1, ai+1) for i ∈ Z≥0.
A conjugate sequence is modular if at least one of its points is equal to one of the preceding points. A modular sequence
where an is the first point that is equal to one of its preceding points is denoted A, a0, a1, . . . , an−1. A sequence S of collinear
points is aMöbius harmonic net or net of rationality if h∞(S) = S.
Thematroid Rcycle[p] defined in the previous section generalizes to Rcycle[n] for n ≥ 2. Rcycle[n] is a simplematroid of rank
3. We need only specify the lines of size at least three, because any set of two points not belonging to the same dependent
line is also a line. The points are denoted by: a0, b0, a1, b1, . . . , an−1, bn−1, c0, c1, d. The dependent lines are:
{a0, a1, . . . , an−1, d}, {b0, b1, . . . , bn−1, d}, {c0, c1, d}, {ai, bi, c0}, {ai, bi+1, c1},
for i = 0, 1, . . . , n− 1, where bn = b0.
Proposition 16. If d, b0, . . . , bn−1 is a modular sequence in a harmonic matroid M, then n is a prime number and there are
points c1, c0, a1, a0 in M such that h∞ ({d, b0, b1, c1, c0, a1, a0}) is a projective plane of order n.
Proof. Since H(d, b1; b0, b2), there are points c1, c0, a1, a0 with HP(d, b0, b1; c1, c0, a1, a0) and {c1, a1, b2} collinear. Note
that by Lemma 1 there is a point a2 such that {a2, b2, c0} and {d, a0, a1, a2} are collinear sets.
For t ∈ Zn, let P(t) be the statement: There is a point at in M such that {at , bt , c0}, {at , bt+1, c1} and {d, a0, . . . , at} are
collinear sets.
From the first paragraph we can see that P(0) and P(1) hold.
We now suppose that P(t − 2) and P(t − 1) hold for some fixed t ∈ {2, . . . , n− 1}, and we deduce P(t).
From the modular sequence d, b0, . . . , bn−1, HP(d, b0, b1; c1, c0, a1, a0), P(t − 2), and P(t − 1)we deduce that
HP(d, bt−2, bt−1; c1, c0, at−1, at−2).
Thus, there is a point x with H(d, bt−1; bt−2, x) and such that {c1, at−1, x} is a collinear set. Since H(d, bt−1; bt−2, bt), by
uniqueness of the harmonic conjugate x = bt . Therefore by Lemma 1 there is a point at with {at , bt , c0} and {d, at−2, at−1, at}
collinear sets. These imply that
HP(d, bt−1, bt; c1, c0, at , at−1).
Thus, there is a point bt+1 such that H(d, bt; bt−1, bt+1) and {c1, at , bt+1} is collinear. (Note that if t = n−1 then {an−1, bn, c1}
is collinear and bn ∈ {d, b0, . . . , bn−1}.) That proves P(t).
We now prove that h∞ (HP(d, b0, b1; c1, c0, a1, a0)) is a projective plane of prime order.
By the definition of harmonic conjugation we deduce that bn 6= d. We suppose that bn = bt for some t ∈ {1, . . . , n− 1}.
Since {c1, at−1, bt} and {c1, an−1, bn} are collinear, the set {c1, at−1, an−1} is collinear. This implies that {c1, a0, a1} is collinear.
That is a contradiction because the set is not collinear in HP(d, b0, b1; c1, c0, a1, a0). This implies that bn = b0.
Note that M|E where E = {d, a0, . . . , an−1, b0, . . . , bn−1, c0, c1} is the matroid Rcycle[n]. Thus Rcycle[n] is embedded in a
harmonic matroid. By [3, Theorem 10], n is a prime number.
By definition of E we deduce that
h∞({d, b0, b1; c1, c0, a1, a0}) = h∞(M|E) = h∞(Rcycle[n]).
Therefore, by Theorem 15 h∞(Rcycle[n]) is a projective plane of order n. 
Corollary 17. If d, b0, . . . , bn is a modular sequence in a harmonic matroid M, then it is a Möbius harmonic net.
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7. Remarks
Question. The definition of the complete lift matroid of a group expansion graph, L0(GK3), where G is a group can be
found in [12]. Our Lp is L0(ZpK3). In [3] Flórez proved that L0(ZnK3) is not embeddable in any harmonic matroid if n is not a
prime number. It will be interesting to know whether, if L0(ZK3) embeds in a harmonic matroid M , then h∞(L0(ZK3)) is a
projective plane in M . It is known that L0(ZK3) embeds in a full algebraic matroid over the rational numbers and it is also
known that this matroid embeds in a Desarguesian plane coordinatized over the rational numbers.
Our construction does not produce a projective plane except for a prime order. In fact, if G = (Zp)n where n ≥ 2, then
L0(GK3) embeds in a harmonic matroid (in fact in a projective plane of order pn) but h∞ (L0(GK3)) is not a projective plane.
(The proof will appear elsewhere.) It follows that our method requires prime coordinates. So, it cannot be done in a manner
without coordinates.
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