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Resumen Es comu´n, hoy en d´ıa, recibir mucha ma´s informacio´n de la
que se desea o se puede procesar. Gran parte de dicha informacio´n es
de tipo textual; razo´n por la cual, las aplicaciones vinculadas al Proce-
samiento del Lenguaje Natural (PLN) adquieren, d´ıa a d´ıa, una mayor
relevancia. Distintos trabajos en Ingenier´ıa del Lenguaje, una disciplina
que es la interseccio´n entre la Ingenier´ıa de Software y el PLN, han rea-
lizado aportes interesantes al tratar de solucionar el problema de la baja
tasa de reuso e integracio´n de componentes que en general se puede ob-
servar en los desarrollos de PLN. Sin embargo, estos trabajos suelen pre-
sentar la falencia de que el costo de entenderlos y usar sus abstracciones
es ma´s alto que el costo estimado por el programador en desarrollarlo
nuevamente desde cero. En estos casos, un problema adicional es el he-
cho de que muchas de las arquitecturas introducidas se han concentrado
en modelos muy generales y poco flexibles para ciertos problemas par-
ticulares de PLN. En este trabajo, se presenta un prototipo de marco
de trabajo que sea igualmente flexible como sencillo de aplicar, brin-
dando interfaces y clases abstractas ba´sicas para las tareas involucradas
en el pre-procesamiento sema´ntico de documentos. Uno de los benefi-
cios principales del framework desarrollado es la reusabilidad de co´digo,
generando un ahorro de tiempo importante en la implementacio´n de ex-
perimentos, y que incentiva a continuar en esta l´ınea de investigacio´n.
Keywords: Marco de trabajo, Procesamiento del Lenguaje Natural, In-
genier´ıa del Lenguaje
1. Introduccio´n
El exceso de informacio´n a la que una persona esta´ expuesta hoy en d´ıa,
generalmente ocasiona la imposibilidad de identificar, seleccionar y procesar lo
que realmente se necesita. En la sociedad de la informacio´n y la comunicacio´n
en que estamos inmersos, el problema tiende a profundizarse debido a que el
conjunto de textos en lenguaje natural aumenta exponencialmente. En este
contexto, las aplicaciones y te´cnicas vinculadas al procesamiento y organizacio´n
* El trabajo del segundo y tercer autor ha sido soportado por el proyecto MICINN
((Plan I+D+i) TEXT-ENTERPRISE 2.0 (TIN2009-13391-C04-03).
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automa´tica de documentos (recuperacio´n, categorizacio´n, agrupamiento, etc.)
juegan un papel importante en nuestros d´ıas. En este sentido, el desarrollo de
me´todos efectivos para lograr mejoras en estas tareas, continu´a siendo un tema
abierto de investigacio´n. A pesar de que se han obtenido importantes aportes
en trabajos pertenecientes al a´mbito de PLN [1,3,13] en el aspecto ingenieril se
pueden encontrar un nu´mero limitado de estudios realizados.
En relacio´n a lo anterior, algunas de las falencias en los sistemas de PLN,
tales como robustez, productividad (a trave´s del reuso de componentes) y flexi-
bilidad, son los temas de mayor relevancia en la Ingenier´ıa del Lenguaje (IL). Si
consideramos, por ejemplo, la baja reutilizacio´n de componentes en aplicaciones
de PLN se observa que es uno de los problemas ma´s complejos a solucionar. Esto
se debe a que la reutilizacio´n en este caso presenta una doble limitacio´n, necesi-
tando no so´lo intercambiar datos usando el mismo formato e interpretacio´n, sino
que tambie´n se necesita realizar la comunicacio´n entre componentes que pueden
estar escritos en distintos lenguaje e incluso ejecutar en diferentes plataformas.
Por todo esto, generalmente cuando se hace mencio´n al reuso de componentes en
PLN en realidad se esta´ trabajando en un t´ıpico problema de integracio´n. Clara-
mente, e´ste es un obsta´culo que puede ser superado aplicando conceptos ba´sicos
de la Ingenier´ıa de Software (IS) como son las Interfaces de Programacio´n de
Aplicaciones (APIs) o los marcos de trabajo (en ingle´s, Frameworks).
La literatura vinculada a la IL, nos brinda ejemplos interesantes de sistemas,
prototipos y propuestas de entornos de integracio´n y herramientas vinculadas a
PLN. Entre las arquitecturas existentes orientadas al desarrollo de componentes
y su integracio´n para la creacio´n de sistemas PLN, se pueden citar como ejemplos
a GATE [4] y TEXTRACT [9]. E´stas y otras propuestas disponibles tienen la
particularidad de ser muy completas pero demasiado complejas y poco flexibles
en determinadas situaciones.
La hipo´tesis de trabajo en que se basa el presente trabajo de investigacio´n, es
que el disen˜o y desarrollo de frameworks para tareas espec´ıficas y relevantes del
PLN, como lo es el pre-procesado para la incorporacio´n de informacio´n sema´ntica
en la representacio´n de documentos, puede resultar beneficiosa respecto al uso
de sistemas de PLN de cara´cter general. En este contexto, el principal objetivo
es realizar un aporte en el a´rea de la IL brindando un prototipo de marco de
trabajo flexible y lo suficientemente simple para ser usado en diferentes proyectos
en el pre-procesado sema´ntico de documentos para aplicaciones vinculadas a
PLN. Dicho proceso de pre-procesamiento fue dividido en un nu´mero de tareas
ma´s pequen˜as implementadas como mo´dulos separados. El ana´lisis sinta´ctico,
el proceso de lematizado y los algoritmos de desambiguacio´n (que realizan el
ana´lisis sema´ntico) son algunas de tales tareas. Al ser sencilla su extensibilidad,
es posible acoplar nuevos mo´dulos variando las tareas nombradas anteriormente
las cua´les conforman el framework desarrollado. La efectividad del enfoque pro-
puesto, es analizada a partir de las experiencias logradas en su aplicacio´n a dos
problemas de Miner´ıa de Textos recientemente abordados.
El resto del trabajo se organiza de la siguiente manera: las Secciones 2 y 3
presentan conceptos ba´sicos relacionados al PLN y trabajos relacionados en IL;
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la descripcio´n del framework y algunas experiencias de su uso se describen en las
Secciones 4 y 5. Finalmente, la Seccio´n 6 presenta las conclusiones y los posibles
trabajos futuros.
2. Conceptos Introductorios
Considerada generalmente como una rama de la Inteligencia Artificial, el
PLN se encarga de facilitar la comunicacio´n hombre-computadora por medio
del lenguaje natural. Las aplicaciones y te´cnicas vinculadas al PLN, tales como
recuperacio´n de la informacio´n y categorizacio´n de textos, entre otras, deben no
so´lo estructurar y almacenar la gran cantidad de informacio´n que se recibe cada
d´ıa sino tambie´n deben ser capaces de procesarla en forma eficiente.
Las aplicaciones de PLN requieren para un adecuado procesamiento del
lenguaje natural de un estudio profundo del mismo y para lo cua´l se aplican
distintos tipos de ana´lisis. El estudio del lenguaje natural supone abarcar ba´sica-
mente 4 niveles lingu¨´ısticos [2], estos son:
1. Ana´lisis morfolo´gico: ana´lisis de las palabras para extraer ra´ıces, rasgos fle-
xivos, unidades le´xicas compuestas y otros feno´menos.
2. Ana´lisis sinta´ctico: ana´lisis de la estructura sinta´ctica de la frase mediante
una grama´tica de la lengua en cuestio´n.
3. Ana´lisis sema´ntico: extraccio´n del significado de la frase, y la resolucio´n de
ambigu¨edades le´xicas y estructurales.
4. Ana´lisis pragma´tico: ana´lisis del texto ma´s alla´ de los l´ımites de la frase, por
ejemplo, para determinar los antecedentes referenciales de los pronombres.
Adema´s de los nombrados, se pueden incluir otros niveles de conocimiento
como por ejemplo, la informacio´n fonolo´gica, pero van ma´s alla´ del esquema
ba´sico mı´nimo necesario.
Estas etapas de ana´lisis forman una cadena o un flujo de aplicacio´n. Por
ejemplo, para realizar el ana´lisis sema´ntico se pueden necesitar los resultados del
ana´lisis sinta´ctico y a su vez el ana´lisis sinta´ctico podr´ıa utilizar los resultados
del ana´lisis morfolo´gico. Cada uno de estos ana´lisis se vale del resultado de
los ana´lisis anteriores. Adema´s, es importante destacar que es posible que para
realizar correctamente una tarea se necesiten recursos externos como dicciona-
rios, ontolog´ıas o grama´ticas.
Para cada una de las tareas de ana´lisis existen distintos enfoques de imple-
mentacio´n. Debido a que el lenguaje natural es intr´ınsecamente ambiguo, una
de las tareas ma´s importantes del esquema planteado, y en la que nos enfocare-
mos en este trabajo, es el ana´lisis sema´ntico de un texto. El uso de informa-
cio´n sema´ntica implica, en este contexto, la incorporacio´n del significado de los
te´rminos a la representacio´n de los documentos. La determinacio´n de cua´l es el
significado que corresponde a los distintos te´rminos no es una tarea directa de-
bido a los problemas de polisemia y sinonimia. Por este motivo, se requieren de
me´todos de “desambiguacio´n del sentido de las palabras” (WSD, por sus siglas
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en ingle´s) para decidir el significado correcto de cada palabra en el documento
dependiendo de su contexto.
Muchas investigaciones en el campo del PLN han estudiado diferentes enfo-
ques para resolver la ambigu¨edad sema´ntica de las palabras. Una manera general
y simple de clasificar los distintos me´todos utilizados para WSD es diferenciando
al grupo de las estrategias que necesitan colecciones de entrenamiento etique-
tadas sema´nticamente, denominado el grupo de los sistemas supervisados de
aquellos que no necesitan esa anotacio´n para poder funcionar correctamente,
los sistemas no supervisados. Una forma alternativa de clasificar los sistemas
de WSD es basa´ndose en la principal fuente de conocimiento utilizada para es-
tablecer los diferentes sentidos [16]. En este sentido, los experimentos de este
trabajo fueron realizados a partir del enfoque de WSD denominado basado en
conocimiento que, como se explica en [10], utiliza diccionarios, tesauros o bases
de conocimiento le´xicas para la desambiguacio´n y constituye en muchos casos
la u´nica alternativa posible cuando no se cuenta con una coleccio´n etiquetada
previamente. La resolucio´n de la ambigu¨edad sema´ntica es considerada como
una “tarea intermedia” necesaria y esencial para diversas aplicaciones del PLN.
Es importante destacar que, el preprocesado de un texto, que requiere gene-
ralmente pasar por algunas o todas las etapas de ana´lisis planteadas anterior-
mente se realiza sobre una representacio´n del documento. Esto es, se aplica un
“modelo de indexacio´n” al texto a procesar para transformarlo en una repre-
sentacio´n formal. Distintos modelos han sido definidos y ampliamente usados,
como por ejemplo el “Modelo Bayesiano”, el “Modelo Booleano extendido” y el
“Modelo de espacio vectorial” (VSM, por sus siglas en ingle´s) [12] entre otros.
En este trabajo se aplico´ una variante al VSM en la que se incluye informacio´n
sema´ntica brindada por la etapa de WSD. Se hara´ referencia a estas representa-
ciones como “conceptos” y “te´rminos+conceptos” [10]. Limitaciones de espacio
impiden una descripcio´n detallada de estos enfoques, pero la idea intuitiva es
que en el primer caso, so´lo se incluye en la representacio´n los significados de
los te´rminos del documento, mientras que en el segundo, estos significados son
agregados al conjunto de te´rminos originales .
Por otro lado, desde el punto de vista de la IS, se puede ver cada etapa como
un mo´dulo diferente. Los mo´dulos forman la cadena o flujo, y la informacio´n va
pasando por cada uno de ellos, hasta que llega al final de la cadena donde se
obtiene el resultado. De esta manera, la propuesta es simple: desarrollar un marco
de trabajo para el conjunto de tareas, que fuera flexible y lo suficientemente
simple para ser usado en diferentes proyectos de PLN. En este sentido, un marco
de trabajo (framework) se considera como un disen˜o reusable para todo o parte
del sistema de ana´lisis. El framework estara´ compuesto por “un conjunto de
bloques de construccio´n de software ya desarrollados, que los programadores
pueden usar, extender, o adaptar a soluciones espec´ıficas” [6].
En un lenguaje ma´s te´cnico, un framework expone una coleccio´n de clases
individuales que proveen un conjunto de servicios para un dominio particular y
que los clientes pueden usar o adaptar [8]. Es equivalente a un librer´ıa de clases
que han sido disen˜adas para un cierto dominio dotadas de una buena docu-
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mentacio´n que incluye detalles precisos de la API exportada junto con ejemplos
de co´mo ser usada en contextos de problemas particulares. Dicha librer´ıa puede
ser adaptada y/o extendida para solucionar problemas en un dominio espec´ıfico.
El concepto de framework se basa en el desarrollo basado en componentes [15].
Mediante la provisio´n de una infraestructura esta´ndar, a trave´s del frame-
work, se decrementa la cantidad de co´digo que el desarrollador tiene que es-
cribir, testear y depurar. Esto tambie´n puede bajar los costos de mantenimiento
y acelerar la puesta en produccio´n de una aplicacio´n o la puesta en ejecucio´n de
experimentos por parte de un investigador en el dominio.
3. Trabajos Relacionados en Ingenier´ıa del Lenguaje
La mayor´ıa de los sistemas de PLN desarrollados hasta el momento tienen
arquitecturas similares. Esto es, cada plataforma permite encadenar y combinar
los diferentes componentes de ana´lisis de acuerdo a una jerarqu´ıa de ejecucio´n.
En general, los sistemas permiten crear flujos lineales de mo´dulos, donde las
salidas de uno son las entradas del que le sigue. Ejemplos de estos sistemas:
GATE : General Architecture for Text Engineering. Arquitectura que permite
construir sistemas PLN a partir de componentes previamente desarrollados.
Proporciona un nu´cleo con los mo´dulos ba´sicos de ana´lisis del lenguaje (mor-
folo´gico y sinta´ctico) permitiendo el acoplamiento de nuevos componentes.
Esta´ implementado en Java por lo que la integracio´n de componentes se
realiza considerando a todo recurso como una clase Java [4].
ALEP : The Advanced Language Engineering Platform. Proyecto soportado
por la Commission of the European Community que tiene como objetivo
proporcionar a la comunidad de investigadores en PLN de Europa, un en-
torno de desarrollo abierto, versa´til y de uso general. El sistema ofrece un
formalismo basado en la unificacio´n y una ma´quina lingu¨´ıstica con ana´lisis,
generacio´n y transferencia de componentes. Implementado mayoritariamente
en Prolog [14].
NLTK : Natural Language Programming Toolkit. Sistema que provee herra-
mientas ba´sicas para la manipulacio´n de datos y para la realizacio´n de tareas
PLN. Debido a sus caracter´ısticas, es ampliamente usado con un enfoque
pedago´gico en el a´mbito acade´mico, permitiendo construir fa´cilmente sis-
temas PLN usando Python [7].
TEXTRACT : The TALENT System. Similar a GATE, pero pensado para el
procesamiento a gran escala de textos y con un enfoque industrial. Desarro-
llado en C++, ofrece una serie de componentes (plugins) con las funciones
ba´sicas de PLN (tokenizer, PoSTagger, etc). Estos plugins comparten un
repositorio, asociado a cada documento, a trave´s del cual se comunican [9].
En la actualidad, los nuevos sistemas de PLN continu´an implementando la mis-
ma arquitectura pero con mayor flexibilidad y simplicidad para la integracio´n
de nuevos mo´dulos de ana´lisis. E´ste es uno de los objetivos del “framework”
desarrollado: facilitar el acoplamientos de nuevos algoritmos que implementen
las diferentes tareas.
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4. Descripcio´n del Framework Desarrollado
En este trabajo se propone un framework sencillo, orientado al dominio PLN
que brinda interfaces y clases abstractas ba´sicas para las tareas involucradas en
el pre-procesamiento sema´ntico de los documentos. Los componentes abstractos
ofrecidos deben ser implementados por las clases que desean hacer uso de los ser-
vicios que brinda el framework. Siguiendo esta convencio´n, dichas clases pueden
luego ser manipuladas de forma predecible por los entornos de desarrollo y las
aplicaciones.
Un aspecto a tener en cuenta sobre el disen˜o y creacio´n de un marco de
trabajo, es que inclusive el framework ma´s “elegantemente” disen˜ado nunca va
a ser usado a menos que el costo de entenderlo y usar sus abstracciones sea ma´s
bajo que el costo estimado por el programador en desarrollarlo nuevamente. La
ganancia real se obtiene cuando las clases y los mecanismos son reutilizados a
menudo, indicando que otros obtienen beneficios del desarrollo, permitiendo que
el desarrollador/investigador se enfoque en la parte particular del problema sin
tener que lidiar con cuestiones adyacentes al mismo.
El framework desarrollado tiene un arquitectura simple y modular. La tarea
de pre-procesamiento de documentos fue dividida en un nu´mero de tareas ma´s
pequen˜as implementadas como mo´dulos separados que representan las distintas
etapas del ana´lisis lingu¨´ıstico.
Figura 1. Diagrama de clases
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La Figura 1 muestra la arquitectura general simplificada del sistema desarro-
llado mediante un diagrama de clases. Se muestra un conjunto de clases ba´sicas
que realizan distintas tareas de pre-procesado de documentos. Se tienen clases
abstractas tales comoWSD que luego son implementadas de acuerdo al algoritmo
espec´ıfico utilizado en cada caso. Por ejemplo, para implementar el algoritmo de
desambiguacio´n llamado “EnhancedLesk” [1] so´lo se debe heredar de la clase
abstracta WSD e implementar el me´todo disambiguate(String[] words) segu´n la
lo´gica propia de dicho algoritmo sin tener que preocuparse por cuestiones de
entrada y salida con la etapa anterior y posterior de este mo´dulo.
Para la API de la ontolog´ıa Wordnet1 so´lo se detallan las clases principales
Lexicon y WNDB con algunos de sus me´todos ma´s importantes. A continuacio´n
se precisan los componentes del diagrama de clases obviando los detalles de sus
atributos y me´todos:
InOutProcess, provee funcionalidad de entrada y salida de archivos para el
procesamiento de los diferentes documentos de una coleccio´n.
StopWordsHandler, provee me´todos para determinar si una palabra pertenece
a la lista de palabras de paro (stopword).
POSTagger, representa la clase abstracta que brinda el etiquetado (ana´lisis)
sinta´ctico de cada palabra.
WSD, representa la clase abstracta que realiza la tarea de desambiguacio´n
del sentido de las palabras (ana´lisis sema´ntico).
GetSynsetOffset, obtiene el identificador u´nico del synset (offset) determina-
do por el algoritmo de desambiguacio´n utilizando la ontolog´ıa WordNet.
TermsPlusConcepts, se obtiene la representacio´n formal del documento, una
variante del VSM constitu´ıda por los te´rminos ma´s los conceptos obtenidos
con el proceso de WSD.
La Figura 2 muestra las diferentes tareas que conforman el proceso. Cada
subtarea acepta datos de la etapa previa, aplica una transformacio´n a los datos
y los pasa procesados a la pro´xima etapa. A la figura de esta seccio´n, se le ha
anexado al lado de cada tarea la clase abstracta de la que pueden heredar los
algoritmos que la llevar´ıan a cabo.
El framework comprende un grupo de clases programadas en lenguaje Java.
Los objetos de estas clases pueden ser instanciados en programas del usuario, los
me´todos pueden ser invocados sobre estos objetos e inclusive se pueden heredar
las clases para brindar una mayor funcionalidad a las ya existentes. Un usuario
podr´ıa crear sus propios mo´dulos (algoritmos) para ejecutar cualquiera de las
tareas mencionadas anteriormente, siempre y cuando los mo´dulos adhieran al
protocolo especificado por el esquema. Por ejemplo, para implementar el algo-
ritmo de ana´lisis sinta´ctico (POS-tagging) llamado “Brill tagger” so´lo se debe
heredar de la clase abstracta PosTagger e implementar u´nicamente el me´todo
posTag(String[] words) donde debe desarrollarse la lo´gica propia de dicho algo-
ritmo sin tener que preocuparse por cuestiones de entrada y salida con la etapa
anterior y posterior de este mo´dulo.
1 Base de datos le´xica ampliamente utilizada en PLN que define los diferentes sentidos
de las palabras y las relaciones entre ellas http://wordnet.princeton.edu/.
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De esta manera, se podr´ıan incluir diversos algoritmos para los diferentes
mo´dulos pudiendo llegar a crear un conjunto de posibilidades que se pueden
combinar de formas variadas para la creacio´n y ejecucio´n de experimentos de
forma ma´s sencilla sin tener que desarrollar de cero muchas cuestiones que es-
tar´ıan ya solucionadas en el framework.
Figura 2. Diagrama de actividades e interaccio´n de clases
5. Experiencias en el uso del Framework
El framework propuesto en este trabajo, fue inicialmente utilizado en tareas
de categorizacio´n de textos cortos [10], en estudios que incluyeron 7 colecciones
de textos cortos, y el uso de 5 de los me´todos ma´s difundidos de categorizacio´n,
provistos en este caso por el sistema Weka. En este estudio, quedo´ demostrado
la importancia de contar con un framework como el propuesto en este traba-
jo, facilitando de manera significativa el desarrollo del trabajo experimental. Las
razones de estas afirmaciones esta´n fundamentadas en las caracter´ısticas particu-
lares que surgen al incorporar informacio´n sema´ntica en tareas de categorizacio´n
de textos. En estos casos, al igual que en otros dominios de PLN que utilizan in-
formacio´n sema´ntica, es sabido que la efectividad de incorporar los conceptos en
la representacio´n de documentos, depende fuertemente del tipo de codificacio´n
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usada en los documentos, del algoritmo de clasificacio´n, del me´todo de WSD y,
fundamentalmente, de las caracter´ısticas particulares de los documentos de las
distintas colecciones. En este sentido, el uso del framework permitio´ un ra´pido
desarrollo de las distintas instancias experimentales, simplificando la generacio´n
de las distintas combinaciones de para´metros y me´todos para detectar aquellas
que resultaran ma´s efectivas en cada caso.
La experiencia lograda en este primer trabajo con el framework permitio´, en
un plazo muy breve, analizar si el excelente desempen˜o en tareas de clustering
de textos cortos logrado por el algoritmo iterativo ITSA? [5], tambie´n se verifi-
caba en aquellos casos en que la representacio´n de los documentos incorporan
informacio´n sema´ntica. Como resultado de este ana´lisis, en [11] se concluye que
los resultados obtenidos son altamente prometedores respecto a la efectividad
de este enfoque, obtenie´ndose resultados muy competitivos en la mayor´ıa de
las instancias experimentales consideradas y, en algunos casos, alcanza´ndose los
mejores resultados reportados en la literatura espec´ıfica en el a´rea.
Es importante notar que, si bien los estudios citados previamente se encua-
dran claramente en la investigacio´n cient´ıfica, varias de las colecciones utilizadas
en estos casos, corresponden a documentos originales del mundo real obtenidos
de repositorios pu´blicos de empresas. Este es el caso, por ejemplo, de las sub-
colecciones del corpus con cables de noticias Reuters-21578, en el que el enfoque
sema´ntico utilizado mostro´ en algunos casos, los mejores valores reportados al
d´ıa de la fecha. Estos resultados, sumados a la simplicidad en el uso del frame-
work, sugiere que la utilizacio´n efectiva del mismo en problemas empresariales
concretos del mundo real (como la categorizacio´n automa´tica de noticias), es
altamente factible y es un aspecto a ser abordado en el futuro.
6. Conclusiones y Trabajos Futuros
El presente trabajo, nos permite concluir que el uso de frameworks para ta-
reas espec´ıficas y relevantes del PLN, como lo es el pre-procesado sema´ntico de
documentos, puede resultar beneficiosa no so´lo para el desarrollo de trabajos
de investigacio´n, sino tambie´n para aplicaciones futuras en problemas empre-
sariales/industriales que involucran te´cnicas de PLN. El framework desarrollado
brinda un acceso ma´s sencillo a los archivos que se utilizan en los experimentos,
un acceso unificado a la base de datos le´xica WordNet, algoritmo de lematizado
(o stemming), de ana´lisis sinta´ctico (o pos-tagging) y de ana´lisis sema´ntico (o
WSD). En base a esta experiencia se puede concluir que durante el desarrollo
de los algoritmos particulares de las distintas tareas del proceso, la parte ba´sica
de acceso a recursos externos (como los archivos de WordNet) ya estar´ıa solu-
cionada mediante las clases superiores lo que permite concentrarse en la lo´gica
de solucio´n del problema sin tener que preocuparse por los dema´s aspectos.
Si bien la combinacio´n de los diferentes algoritmos en las distintas etapas
au´n se hace manualmente, e´sta es ma´s sencilla por lo mencionado previamente.
El framework puede ser mejorado creando un “controlador” que, basa´ndose en
patrones de disen˜o (p.ej. factory o abstract factory) y con configuraciones apro-
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piadas, pueda construir anticipadamente un flujo y no tener que ejecutar cada
mo´dulo por separado, sino de forma integral. Otra posible extensio´n, es exportar
y acoplar los mo´dulos de desambiguacio´n al framework GATE.
Los trabajos futuros incluyen la aplicacio´n del framework a problemas de
deteccio´n de plagio, e incorporar en el framework el manejo de hipero´nimos. Es
importante notar que, debido a restricciones de espacio, no es posible profundizar
en la descripcio´n del framework en detalles particulares de su implementacio´n
y uso. No obstante esto, el lector interesado puede solicitar al primer autor de
este trabajo, documentacio´n adicional de sus distintas componentes como asi
tambie´n del software desarrollado.
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