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a b s t r a c t
This paper presents two new results of somewhat different flavors.
The first result is a formula for the numbers of cells of each
dimension determined by an arrangement of closed subgroups of a
torus group. This is accompanied by a brief description of previous
work on cell counting in torus groups. In the course of things, two
distinct formulas yielding the numbers of cells are encountered.
The question of how to reconcile these two formulas motivates
a general result that applies to lattices whose elements are the
closed sets of a closure system. This result gives the characteristic
polynomial for the (lattice) dual of such a lattice as a sum of
characteristic polynomials of lattices of closed sets of deleted
minors of the closure system.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The setting here is the n-dimensional torus, the product of n circles, considered as a topological
group. We will study arrangements of certain types of objects, analogous to the more familiar
arrangements of linear or affine subspaces of Euclidean spaces. In the torus setting there are several
possibilities for the types of objects that one might consider. For two examples, one might consider
arrangements of cosets of closed connected subgroups (torus groups) or arrangements of arbitrary
closed subgroups. If the subgroups or cosets are of codimension 1 in the torus, the arrangement
determines a decomposition of the torus into cells of various dimensions. The main objective is to
count the cells.
A result presented in this paper (Theorem 3) involves the second type of arrangement, of closed
subgroups of codimension 1. The complement of such an arrangement is then a union of cells. When
the interest is in the union (or in the complement of the union) of the objects of the arrangement,
the first option yields more generality than the second, since each closed subgroup of the torus is a
finite union of cosets torus groups; but the two views can lead to different techniques of enumeration.
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The problem of enumerating these cells can be studied using either type of arrangement, and it has
in fact already been studied by Ehrenborg et al. in [6], using arrangements of cosets of torus groups.
These authors built upon work of [10], who studied the unimodular case. In the unimodular case, the
distinction between the two types of arrangements largely disappears, because the subgroups, as well
as their intersections, are (connected) torus groups.
Combinatorial problems involving torus arrangements have been considered in several places
for various reasons. There are close connections between the enumeration problems for vector
spaces with their relatives in torus groups. This is already evident in [6]. Lawrence [8,9] studied
certain arithmetical problems of a linear Diophantine nature. These problems are related to rational
approximation, classical theorems of Kronecker and Dirichlet, and the Mahler selection principle.
Combinatorial problems in the torus have also receivedmuch attention thanks to interest in questions
about toric varieties. For example, Bayer et al. [2] study unimodular torus arrangements in connection
with the determination of minimal free resolutions of certain toric ideals. Their paper provided
motivation for [10]. Borisov [3] used results of [8] to study classification of singularities of toric
varieties.
In the next section we will present some background material that is of use later. Also, in
Theorems 1 and 2, we will present samples of results in [6,9], in order to enable the comparison of
the summation formulas for cell counting derived in the Ehrenborg–Readdy–Slone paperwith the one
given in Theorem 3. It is surprising at first glance to find that these two papers, written independently,
one on the cell-counting problem and the other on the arithmetical problem, utilize the same posets
(called ‘‘coset posets’’ here and in [9]) to frame the summations.
In Section 3, the cell-counting problem will be revisited, but in the case of arrangements of
codimension 1 closed subgroups. Theorem 3 gives the new enumeration formula. It is a somewhat
more compact summation than seems possible in the more general case. The results relate this
enumeration problem to the characteristic polynomials of the duals of certain geometric lattices
obtained from the arrangement of subgroups. This can be compared to the analogous enumeration
problem in the case of arrangements of hyperplanes in Euclidean space. In that case, studied
by Winder [12], Las Vergnas [7], and Zaslavsky [13,15] (and many others), and reformulated for
enumeration of Radon partitions in [14,4], the geometric lattice of interest consists of the subspaces
which can be obtained as intersections of hyperplanes of the arrangement, as a lattice under reverse
inclusion. There it is the characteristic polynomial of the geometric lattice itself that is of relevance;
in the present case, that of the dual lattice is also of interest.
Some simplification occurs if one considers the unimodular case, as studied by Novik et al. [10].
The summation formula first given in [10] is presented here in Theorem 4 of Section 4. Theorem 3
can course be applied in this more special case; but it is curious that the expression in Theorem 4
is quite different from that obtained from Theorem 3. In [10], the theorem is given two proofs. One
of these is credited there to Vic Reiner, and we present essentially his proof. In Section 5, we give a
third proof, deriving the theorem as a corollary of Theorem 3, by using a general theorem concerning
characteristic polynomials of lattices arising as lattices of closed sets of a closure system. The result in
Section 5 was suggested by the relationship between Theorems 3 and 4.
Also in Section 4, to illustrate the results, we briefly consider the graphical case. An interesting
sidelight is the appearance of Hamiltonian cycles. In Theorem 5, we see that the Hamiltonian cycles
in the graph correspond to the n-dimensional simplicial cells in the arrangement.
For background on matroids, see [5]; and for Möbius functions of partially ordered sets and
characteristic polynomials, see [11].
2. Some background
In this section we collect some necessary background material and review some of the previous
work on torus arrangements.
Torus groups and their closed subgroups. Let T denote the circle group T = R/Z and denote by T n the
Lie groupRn/Zn, a torus group. Topologically, T n is an n-dimensional torus. The one-dimensional torus
group T 1 = T is the circle group. The connected, topologically closed subgroups of T n are isomorphic
to torus groups. We call these the toric subgroups of T n.
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In general, a closed subgroup of T n is isomorphic to the product of a torus group and a finite abelian
group. Any coset of a toric subgroup is homeomorphic to the group; thus it is topologically a torus.
Following [6], we call such a coset a toric subspace. If its dimension is n − 1, it is a toric hyperplane. If
W ⊆ T n is a closed subgroup then, denoting by 0W the connected component of W that contains 0,
0W is a toric subgroup. The quotient group A = W/0W is a finite abelian group; W ≈ 0W ⊕ A; and
W is the union of the |A| distinct cosets (toric subspaces) of the form 0W + a, a ∈ W .
Given a closed subgroupW ⊆ T n, the inverse image ofW under the canonical mapping π : Rn →
Rn/Zn = T n is a closed subgroup of Rn which contains Zn. Such a subgroup can be specified by a
matrix. LetM be anm×nmatrix of integers. Since T is an abelian group – aZ-module –multiplication
by elements of Z makes sense. We can view T n as the set of column-vectors α¯ =
 α1..
.
αnr
, where
αi ∈ T (1 ≤ i ≤ n). Then Mα¯ ∈ Tm; thus, M determines a mapping of T n to Tm. The kernel of this
mapping, the set W = {x ∈ T n : Mx = 0}, is a closed subgroup of T n; and it can be shown without
difficulty that each closed subgroup of T n arises in this way. The subgroupW depends only upon the
additive group (lattice) generated by the rows ofM . We may assume that the rows ofM form a basis
for this lattice. Thenm ≤ n. The subgroupW is connected if and only if the greatest common divisor
of the determinants of the m × m minors of M is 1. Matrices M and M ′ of size m × n yield the same
subgroup if and only if there is anm×m unimodular matrix N such that NM = M ′. The inverse image
ofW under π is {x ∈ Rn : Mx ∈ Zm}.
Coset posets and their use in two enumeration problems. We consider finite collections A of cosets of
proper closed subgroups of the torus group T n. Such a collection A is called a coset arrangement. We
will be interested in properties pertaining to the set X = ∪C∈A C . If C is a coset in the arrangementA
and C is a coset of the subgroup A of T n, then C is a finite union of cosets of the toric subgroup 0A. We
may therefore consider instead the derived arrangementA′ consisting of the toric subspaces that are
connected components of cosets ofA; again we have X = ∪C∈A′ C .
Various posets are naturally associated with a coset arrangement A. One of these consists of the
subsets of T n that are obtained by taking intersections of the cosets in A. This collection is partially
ordered by inclusion. It includes T n itself as the ‘‘empty intersection’’ and forms a lattice. We call this
the intersection lattice ofA. The arrangementsA andA′ usually have different intersection lattices.
Another poset, called the coset poset and denoted here by P , consists of all subsets of T n that are
obtained as connected components of intersections of elements of A. Again we consider T n itself to
be an element of P .
The coset poset was used in [9] in the problem of enumerating the solutions x ∈ X to the
equation kx = 0, for k a positive integer. The same poset was used in [6] (where it is called
the ‘‘intersection poset’’), in the case of arrangements of toric hyperplanes in connection with the
problem of enumerating the connected components of the complement T n \X , and other related cell-
enumeration problems.
Given the coset arrangement A, let X = ∪C∈A C and let P denote the coset poset, as before. We
wish to determine the function f which for each positive integer k yields the number f (k) of solutions
x ∈ X to kx = 0. For positive integers b and k let
⟨b | k⟩ =

1 if b | k,
0 otherwise.
We will let µ denote the Möbius function of P . Also, the order ord(C) of a toric subspace C is the
smallest k ∈ Z+ such that 0 ∈ kC (if such a k exists); if A is the toric subgroup of which C is a coset,
then ord(C) is the order of C in the quotient T n/A.
Theorem 1 ([9], Corollary 1 of Theorem 3). Given a coset arrangement A and X,P , f , as above,
f (k) =
−
a≥0,
b≥1
αa,b⟨b | k⟩ ka,
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Table 1
Enumeration of the toric subspaces.
a \ b 1 2 3 4 6 12
0 1 (2) 1 (2) 2 (2) 4 (1) 2 (2) 8 (1)
1 3 (1) 1 (1) 2 (1) 2 (−1)
where
αa,b = −
−
C∈P ,
dim(C)=a,ord(C)=b
µ(C, T n).
The function f (k) is a quasi-polynomial. Considering the restriction of this function to values of k
that are relatively prime to the quasi-period, the difference kn − f (k) is the characteristic polynomial
of the intersection lattice of the subgroup arrangement, ranked by dimension. This result in essentially
this generality is due toAthanasiadis [1],whose statement involved finite groups rather than the torus.
See [9], Theorems 2 and 5, for more details. When k is a multiple of the quasi-period, kn − f (k) is the
characteristic polynomial of the coset poset.
Theorem 2 ([6], Theorem 3.5). Let A be an arrangement of toric hyperplanes in T n. The complement of
X is the union of the open regions which are its connected components. If these n-dimensional regions are
(open) balls then their number is
(−1)n
−
C∈P ,
dim(C)=0
µ(C, T n).
This is the absolute value of the constant term of the characteristic polynomial of the coset poset.
Corollary 3.11 of [6] gives a formula for the number of i-dimensional cells. The formula is the double
summation obtained by applying Theorem 2 to each i-dimensional toric subspace in the arrangement
and summing. Also, in [6], the ab-index of the coset poset and its relation to the ab-index of the cell
poset is studied.
We illustrate the two theorems above with the following example. Consider the arrangement
A = {W1,W2,W3}, where the cosetsW1,W2, andW3 (which are in fact subgroups) are
W1 = {(x1, x2) ∈ T 2 : 3x1 = 0},
W2 = {(x1, x2) ∈ T 2 : 4x2 = 0},
and
W3 = {(x1, x2) ∈ T 2 : 3x1 + 2x2 = 0}.
This is depicted in Fig. 1, a picture of a square. The torus can be obtained as usual by identifying
opposite sides. The coset posetP ofA consists of 24 singleton sets in T 2, eight one-dimensional toric
subspaces, and T 2 itself.
Table 1 accounts for all of these toric subspaces C and their Möbius function values µ(C, T 2).
Theorem 2 gives the number of (two-dimensional) regions determined by the arrangement as the
sum −
C∈P ,
dim(C)=0
= 1 · 2+ 1 · 2+ 2 · 2+ 4 · 1+ 2 · 2+ 8 · 1 = 24,
the terms arising from the first row of the table, which can be verified by inspection of the figure.
According to Theorem 1, the number f (k) of solutions to kx = 0 in X = W1 ∪W2 ∪W3 is given by
the quasi-polynomial
f (k) = (3+ ⟨2 | k⟩ + 2 · ⟨3 | k⟩ + 2 · ⟨4 | k⟩)k− (2+ 2 · ⟨2 | k⟩ + 4 · ⟨3 | k⟩ + 4 · ⟨4 | k⟩
+ 4 · ⟨6 | k⟩ + 8 · ⟨12 | k⟩).
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Fig. 1. An arrangement of toric hyperplanes.
Letting g denote the greatest common divisor of k and 12, we may write this as
f (x) =

3k− 2 if g = 1
4k− 4 if g = 2
5k− 6 if g = 3
6k− 8 if g = 4
6k− 12 if g = 6
8k− 24 if 12 | k.
Observe that the characteristic polynomial of the intersection lattice of the arrangement, which is
also the characteristic polynomial of the geometric lattice of the three-point line, is k2 − 3k+ 2; and
the characteristic polynomial of the coset poset is k2 − 8k + 24. These agree with the restrictions of
k2 − f (k) to the cases g = 1 and g = 12.
Torus Polyhedra. Let π : Rn → T n be the canonical projection. A nonempty subset C ⊆ T n is said to
be a cell if there is a set C0 ⊆ Rn that is the relative interior of a convex polytope such that π(C0) = C
and such that the restriction of π to C0 is bijective. The dimension of C, dim(C), coincides with the
dimension of C0, which is also the dimension of the affine hull of C0.
A torus polyhedron is a subset of T n which is empty or a finite union of cells. Any torus polyhedron
P can be written as a (possibly empty) union of pairwise disjoint cells,
P =
k
i=1
Ci.
When this is done, the Euler characteristic of P can be computed as
χ(P) =
k−
i=1
(−1)dim(Ci).
(This is considered to be 0 if it is the empty sum: the Euler characteristic of the empty set is 0.)
This number does not depend on which decomposition into pairwise disjoint cells is utilized; it is
an invariant of C .
If
P =
k
i=1
Pi,
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where the Pi’s are torus polyhedra, then the Euler characteristic of P is given by the principle of
inclusion and exclusion, as follows. For I ⊆ [k], I ≠ ∅, let χI denote the Euler characteristic of the
set

i∈I Pi. Then the Euler characteristic of P is−
I⊆[k],
I≠∅
(−1)|I|−1χI .
The Euler characteristic of a finite set is the cardinality of that set.
The group T n itself is a torus polyhedron, as is any closed subgroup of T n. The Euler characteristic
of T n (for n ≥ 1) is 0. If H is a closed subgroup and if H is finite, then χ(H) = |H|, its cardinality; if H
is infinite then χ(H) = 0.
3. Cell counting
We now leave the arrangements of toric subspaces to consider the arrangements of closed
subgroups of T n.
LetA = {K1, K2, . . . , Km} be an arrangement of (n− 1)-dimensional subgroups of T n. Each group
Ki is determined by a single row-vector ui of integers as Ki = {x ∈ T n : uix = 0}. We form the m× n
matrixM having rows u1, . . . , um:
M =

u1
u2
...
um
 .
We assume that the rank ofM is n; consequently,m ≥ n. (If this is not the case then the counting
problems that we consider here reduce easily to equivalent problems in a torus of smaller dimension.)
For x ∈ T n, write I(x) = {i ∈ [m] : x ∈ Ki}. Write x ∼ y if I(x) = I(y). This is an equivalence
relation on T n. The connected components of the equivalence classes are the cells of A.
Given a subset S ⊆ T n let I(S) = {i ∈ [m] : S ⊆ Ki}. If S is a cell ofA then I(S) coincides with I(x)
for any x ∈ S.
LetL denote the collection of subgroups A of T n which can be represented as intersections of Ki’s:
A = i∈Λ Ki, for some Λ ⊆ [m]. (If A ∈ L, we may take Λ = I(A) here, for instance.) We consider
T n ∈ L, taking Λ = ∅. When ordered by inclusion, the poset L is a lattice. Its least element is the
trivial group {0}, also denoted by 0ˆ; and its greatest element is 1ˆ = T n.
We identify the tangent space at 0 ∈ T n with Rn in the obvious way. Given A ∈ L we denote by
τ(A) the tangent space of A at 0: τ(A) ⊆ Rn. Then B = {τ(K1), . . . , τ (Km)} is an arrangement of
hyperplanes through the origin in Rn. LetM denote the lattice of subspaces which are intersections
of hyperplanes of B (ordered by inclusion). Then τ provides a mapping, τ : L → M; and for
A1, A2 ∈ L, τ (A1 ∩ A2) = τ(A1) ∩ τ(A2).
The arrangementB, likeA, is determined by the matrixM: τ(Ki) = {x ∈ Rn : uix = 0}.
The latticeM, being the lattice of the arrangementB, is the dual of a geometric (matroid) lattice.
The matroid itself is also denoted byM. Its underlying set is the index set [m], and a subset I ⊆ [m]
is independent if and only if the rows of the matrixM which are indexed by elements of I are linearly
independent. The rank r(I) of I ⊆ [m] in this matroid coincides with the dimension of the linear space
spanned by the corresponding rows ofM .
For each subset I ⊆ [m], let pI(t) denote the characteristic polynomial of the matroid similarly
determined by the rows of M indexed by elements of I; that is, pI(t) is the characteristic polynomial
of the matroid which is obtained fromM by deletion of [m] \ I . It is given by
pI(t) =
−
J⊆I
(−1)|J|t r(I)−r(J).
The torus is partitioned into the cells determined by the arrangementA, and we wish to count the
cells of each dimension.
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For 0 ≤ k ≤ n, let γk denote the number of cells of A of dimension k, and write q(t) = γ0 +
γ1t+· · ·+γntn. For I ⊆ [m], let χI denote the Euler characteristic of the seti∈I Ki, a subgroup of T n.
Theorem 3. Let A = {K1, K2, . . . , Km} be the arrangement of closed subgroups of T n determined as
above by the m× n rank n matrix M, and let q(t) and χI be as above. We have
q(t) =
−
I⊆[m]
(−1)|I|χIpI(−t).
Proof. Certainly,
q(t) =
−
U
(−1)dim(U)χ(U)tdim(U),
where we sum over all cells U ofA. For each I ⊆ [m], consider the collection of cells U ofA such that
I(U) = I . It is clear that these sets of cells form a partition of the set of cells ofA. For given I , the union
of the cellsU forwhich I(U) = I is

i∈I Ki

\

i∈[m]\I Ki

. By the principle of inclusion and exclusion,
the Euler characteristic of this set is the numberχI−∑ J⊇I,
J≠I
(−1)|J\I|−1χJ =∑J⊇I(−1)|J\I|χJ . Therefore,
if

i∈I Ki

\

i∈[m]\I Ki

is of dimension k, this number times (−1)k gives the contribution to the
coefficient of tk. The dimension of a set of the form

i∈I Ki is n− r(I). It follows that
q(t) =
−
I⊆[m]
−
J⊇I,
J⊆[m]
(−1)|J\I|+n−r(I)χJ tn−r(I)
=
−
J⊆[m]
(−1)|J|(−t)n−r(J)χJ
−
I⊆J
(−1)|I|(−t)r(J)−r(I)
=
−
J⊆[m]
(−1)n+|J|−r(J)tn−r(J)χJpJ(−t).
The result now follows from the fact that χJ = 0 when r(J) < n. 
The numbers χI occurring in Theorem 3 are determined from the matrix, as follows. Letting MI
denote the submatrix of M consisting of the rows indexed by I, χI = 0 if the rank of MI is less than
n, and otherwise χI is the greatest common divisor of the determinants of the nonsingular n × n
submatrices ofMI .
Considering again the example from Section 2, the appropriate matrixM is
M =
3 0
0 4
3 2

,
and we see that Theorem 3 gives the polynomial q(t) for that arrangement as
q(t) =
−
I⊆[3]
(−1)|I|χIpI(−t)
= 12(t + 1)2 + 6(t + 1)2 + 12(t + 1)2 − 6(t + 1)(t + 2)
= 24t2 + 42t + 18.
4. The unimodular case
Here it is assumed thatM is anm× nmatrix of integers of rank n, as before, but now it is assumed
that each maximal (n × n) submatrix of M has a determinant in {−1, 0, 1}; that is, the matrix M is
unimodular. As before, denoting the rows of M by u1, . . . , um, the arrangement A = {K1, . . . , Km}
consists of the subgroups Ki = {x ∈ T n : uix = 0} (1 ≤ i ≤ m). In this case, each of the subgroups
in the intersection lattice L is connected. From this it follows that the mapping τ : L → M is an
isomorphism.
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The following theoremwas given two proofs in [10]. One of these proofs proceeds as follows. First
it is shown that the k-cells of the toric arrangement are in bijective correspondence with the bounded
(k− 1)-cells of an affine hyperplane section of the corresponding (central) hyperplane arrangement.
Then a theorem of Zaslavsky is used to complete the proof: the number of bounded cells in such an
arrangement is given by the absolute value of the Möbius invariant of the matroid. The second proof,
attributed to V. Reiner, is essentially that given below. We give yet another proof in Section 5.
Theorem 4. Let M be an m× n rank n matrix of integers and suppose that M is unimodular. Let A be the
corresponding arrangement of toric subgroups of dimension n− 1 in T n, as above. Then
(1) the number γn of n-dimensional cells of A is the absolute value of the Möbius invariant of L, and
(2) tnq(−1/t) is the characteristic polynomial of L.
Proof. For A ∈ L let γ (A) denote the cardinality of the collection of cells U ⊆ A having dimension
that of A : dim(U) = dim(A), or equivalently, cells U such that I(U) = I(A). Recall that the Möbius
invariantsµ(0ˆ, A) of initial intervals [0ˆ, A] ofL can be found by determining the (unique) solution to
the following triangular system of equations:
(a) µ(0ˆ, 0ˆ) = 1, and
(b)
∑
A′⊆A µ(0ˆ, A′) = 0 for A ≠ 0ˆ.
Now observe that
(a′) γ (0ˆ) = 1, and
(b′) when A ≠ 0ˆ,−
A′⊆A
(−1)dim A′γ (A′) =
−
A′⊆A
 −
I(U)=I(A′)
χ(U)

=
−
U⊆A
χ(U) = χ(A) = 0.
Therefore the required unique solution is µ(0ˆ, A) = (−1)dim Aγ (A). Now (1) holds, since γn =
γ (1ˆ) = (−1)nµ(0ˆ, 1ˆ); and (2) holds, since the characteristic polynomial ofL is−
A∈L
µ(0ˆ, A)tdim A =
−
A∈L
(−1)dim Aγ (A)tdim A = tnq(−1/t). 
The second proof is relegated to the last section,where the general result given in Theorem7 allows
us to derive it from Theorem 3.
Graphs. We consider the graphic case of Theorem 4, as an illustration. Suppose G is a connected
graph having vertex set {0, 1, . . . , n}. Let x0 denote the number 0, and for integers i and j such that
0 ≤ i < j ≤ n for which {i, j} is an edge of G, let Ki,j denote the group
Ki,j = {[x1, . . . , xn]t ∈ T n : xj = xi, 0 ≤ i < j ≤ n}.
Then {Ki,j} is an arrangement of (n− 1)-dimensional toric subgroups of T n, each corresponding to an
edge of G.
For an element x ∈ T n, we denote by E(x) the set of edges e = {i, j} of G for which xj = xi. Two
points x, y ∈ T n lie in the same cell of the arrangement if and only if (i) E(x) = E(y) and (ii) there is a
topological path connecting x and ywhich is contained in the set {z : E(z) = E(x)(=E(y))}.
Suppose that the subgraph of G having edge set E(x) has c connected components. Let the vertex
sets of these components be V1, . . . , Vc , so that the Vj’s form a partition of {0, . . . , n}. Then xi has the
same constant value γj ∈ T for each i ∈ Vj, and we may suppose that the indexing is chosen such that
these values are in counterclockwise order around the circle T . We may then consider the partition
{V1, . . . , Vc} to be a circularly ordered partition of {0, . . . , n}. If x and y are in the same cell, then there
is a sequence of such partitions, each differing from its predecessor by a transposition of blocks Vi and
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Fig. 2. A graph.
Vi+1 of the circularly ordered partition, where no edges of G connect a vertex in Vi with one in Vi+1.
This is an equivalence relation on the circularly ordered partitions. Call such an equivalence class a
cell class; then the cell classes correspond to the cells of the arrangement. The dimension of the cell
corresponding to the equivalence class of {V1, . . . , Vc} is c − 1. As an example, we see that for the
complete graph, two circularly ordered partitions are equivalent if and only if they are equal, so the
cell classes and the circularly ordered partitions essentially coincide.
This argument yields the following statement, which, according to [10], is due to V. Reiner. A
different proof is given in [10].
Theorem 5. Let G be a graph with n+ 1 vertices and let A denote the arrangement of toric hyperplanes
in T n determined as above by the graph G. The k-cells of the arrangement correspond to the cell classes of
circularly ordered partitions into n− k+ 1 parts.
For central arrangements of hyperplanes having intersection {0} in Euclidean n-space, there
are always n-cells which are simplicial cones. One might wonder whether, analogously, each toric
arrangement in T n would always have n-cells which were simplexes. Easy examples show that this is
not the case. In the graphic case, there is the following correspondence.
Theorem 6. With the hypotheses of Theorem 5, the n-cells of A that are simplexes correspond to the
Hamiltonian cycles of G.
Proof. The n-dimensional cells correspond to the equivalence classes of circular permutations
(V0, . . . , Vn) of {0, . . . , n}. In this case, each block Vj of the partition contains a unique vertex ij, where
0 ≤ ij ≤ n. It is clear that the cell is an open simplex if and only if (i0, i1, . . . , in) constitutes a
Hamiltonian circuit in the graph. 
The number of n-dimensional cells is the absolute value of the Möbius invariant of the graph. The
numbers of cells of each dimension, as given by Theorem 4, are the absolute values of the coefficients
of the characteristic polynomial ofL. In this case, since τ is an isomorphism, the latticesL andM are
isomorphic.We have seen thatM is dual to the geometric (matroid) lattice of the arrangement, which
in this case is that of the graphic matroid corresponding to the graph. G. This usually differs from
the characteristic polynomial of the lattice M itself, whose coefficients are those of the chromatic
polynomial of the graph G. We refer the reader to [10] for a more thorough discussion, and to
computations involving the complete graphs and the complete bipartite graphs.
As an example, we consider the graph depicted in Fig. 2. The matrixM is
M =

1 0 0
0 0 1
−1 0 1
−1 1 0
0 −1 1
 .
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Fig. 3. Intersection lattice.
The lattice L is shown in Fig. 3. The number adjacent to each element x of L is the value µ(0ˆ, x).
The characteristic polynomial is t3 − 6t2 + 9t − 4, so q(t) = 4t3 + 9t2 + 6t + 1. The cell classes are
{0123}, {0231, 0312}, {0132, 0213}, and {0321}, corresponding to the four 3-cells of the arrangement.
5. A general result
In the unimodular case the expressions given in Theorems 3 and 4 must of course coincide. This
also follows from the general observation contained in the next theorem.
SupposeL is a finite lattice. Let 0ˆ denote its least element, and 1ˆ, its greatest element. Suppose that
there is a function r , an integer-valued function onL termed its rank function, such that (a) r(0ˆ) = 0
and (b) if A, B ∈ L and A ≤ B (where≤ denotes the order inL) then r(A) ≤ r(B).
Let µ denote the Möbius function of L. The characteristic polynomial of the ranked lattice L is
defined by
q(t) =
−
A∈L
µ(0ˆ, A)t r(1ˆ)−r(A).
This is a polynomial of degree at most r(1ˆ).
For the next theorem, it will be assumed that the latticeL arises from a closure operator. Suppose
that Γ is a closure operator on a finite set E, and thatL is the lattice of Γ -closed subsets of E. Suppose
also that L is equipped with a rank function r . This function is extended to all subsets A of E by the
formula r(A) = r(Γ (A)). In this case, the Möbius function ofL can be obtained by use of
µ(A, B) =
−
C∈L:A⊆C⊆B,
Γ (C)=B
(−1)|C |.
It follows that the characteristic polynomial may be given without reference to the Möbius function,
as
q(t) =
−
A⊆E
(−1)|A|t r(E)−r(A).
IfΓ is the closure operator of amatroid, and soL is a geometric lattice, and if r is the usualmatroid
rank function, then this is the usual notion.
Given the ranked lattice L, the characteristic polynomial of its dual L, with the rank functionr(A) = r(E)− r(A), is clearlyp(t) =−
A∈L
µ(A, 1ˆ)t r(A),
in terms of the rank function and the Möbius function ofL.
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For A ⊆ E, denote by ΓA the closure operator on A given for B ⊆ A by ΓA(B) = A ∩ Γ (B); and let
pA be the characteristic polynomial of the lattice of ΓA-closed sets, ranked by the (restriction to sets
in this lattice of the) rank function r . Then,
pA(t) =
−
B⊆A
(−1)|B|t r(A)−r(B).
The following theorem relatesp and the functions pA.
Theorem 7. Suppose the latticeL arises from the closure operator Γ on E, and supposep and pA (A ⊆ E)
are as above. We have
p(t) = t r(E) −
A⊆E,
Γ (A)=E
(−1)|A|pA

1
t

.
Proof. For each Γ -closed set B ∈ L define
qB(t) = t r(B)
−
A:Γ (A)=B
(−1)|A|pA

1
t

.
For each C ∈ Lwe have−
B:B⊆C,
B∈L
qB(t) =
−
B:B⊆C,
B∈L
t r(B)
−
A:Γ (A)=B
(−1)|A|pA

1
t

=
−
A:Γ (A)⊆C
t r(Γ (A))(−1)|A|pA

1
t

=
−
A:Γ (A)⊆C
t r(Γ (A))(−1)|A|
−
D⊆A
(−1)|D|

1
t
r(Γ (A))−r(Γ (D))
=
−
D:D⊆C
 −
A:D⊆A⊆C
(−1)|A|

(−1)|D|t r(Γ (D)).
Considering that the expression in parentheses on the last line has the value (−1)|C | if D = C and 0
otherwise, we see that this is t r(C).
It follows by Möbius inversion that
qE(t) =
−
C∈L
µ(C, E)t r(C)
so qE(t) is the characteristic polynomial of L. That is,
p(t) = qE(t) = t r(E) −
A:Γ (A)=E
(−1)|A|pA

1
t

. 
It is possible using Theorem 7 to show that Theorem 3 implies Theorem 4. From Theorem 3, we
have, in the unimodular case,
q(s) =
−
I⊆[m],
spanning
(−1)|I|pI(−s).
Also, by Theorem 7, ifp(t) is the characteristic polynomial ofL, thenp(t) = tn −
I⊆[m],
spanning
(−1)|I|pI(1/t).
Letting s = −1/t we getp(t) = tnq(−1/t), as desired.
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