We present some results on a certain type of alternating sums which frequently arise in connection with the average-case analysis of algorithms and data structures. Whereas the so-called Rice's method for treating such sums uses complex contour integration we perform manipulations of generating functions in order to get explicit results from which asymptotic estimates follow immediately.
Introduction
In the present paper we deal with alternating sums of the type N X k=a N k ! (?1) k f(k); (1) where a is a natural number ful lling 0 a N. If a = 0; this expression is an N-th order di erence of the sequence (f(n)). Sums of the referred type occur frequently in the average case analysis of divide-and-conquer algorithms resp. data structures like tries or digital search trees. We refer to 2], 7], 9], 10] and 13] for a number of examples.
A standard method for the treatment of sums of that type, attributed to S.O.Rice by D.E. Knuth 7] , but in fact already contained e.g. in N orlund's classical book on Di erenzenrechnung 12], is to rewrite the nite sum as a complex contour integral 
where B(x; y) = ?(x)?(y) ?(x + y) is the Beta function, C is a positively oriented closed curve surrounding the points a; a+1; : : :; N and f(z) is an analytic continuation of the discrete sequence f(k) to the complex plane, with no poles within the region surrounded by C.
If the integrand decreases su ciently fast towards i1, the asymptotic evaluation of this expression can be achieved by extending the contour of the integral to the left and collecting the residues at the newly encountered poles. The residue computations can often be performed automatically using a Computer algebra system like MAPLE. In a forthcoming paper 3] Flajolet and Sedgewick give an excellent overview of this technique. In particular it is proved that for meromorphic functions f(z) which are of polynomial growth on concentric circles around the origin not passing through a pole, the summation of residues leads to explicit summation formul .
In this note we will con ne ourselves to functions f(z) of that type and concentrate on generating function manipulations that allow to gain explicit results. We start with the observation that by Mittag-Le ler's theorem a meromorphic function f(z) allows a partial fraction decomposition of the type
; (3) where the f i (z) are the principal parts of f(z); the p i (z) are polynomials and g(z) is an entire function. In 6] an algorithmic approach for establishing this decomposition is discussed.
Considering functions of polynomial growth in the above de ned sense we will assume that g(z) is a polynomial. The summation of the polynomial parts of f is trivial, since, with denoting the di erence operator f( 
where S(i; j) denote the Stirling numbers of the second kind. In particular the sum equals 0 for N > m.
The main problem is therefore to be able to sum up the polar contributions
for positive integers m.
In the next section we give an explicit expression for sums of that type, discuss special instances and analyze the contribution of regularly spaced poles in the complex plane.
In the nal section we apply these results to some concrete examples originating from the average case analysis of an algorithm called \Approximate Counting" as well as from the analysis of the path length in digital search trees.
Some Explicit Summation Formul
Let us start with the instance = K 2 f0; : : :; Ng in expression (5). Extracting the coe cient of t m we nd the announced formula.
It is worthwhile to mention the following most important special instances of Proposition 2.1: The instance = 2 f0; 1; : : :g in expression (5) can be treated by an even more direct calculation.
Since it will appear (in di erent but equivalent formulation) in the forthcoming paper 3] (where the special instance (3) of Corollary 2.1 may be found, too), we only cite the nal formula. (1 ? k )e =k ; (10) where is Euler's constant.
It is not di cult to see that this expression is asymptotic to N (1 + O( 1 N )) for N getting
large.
An interesting situation arises if the meromorphic function f(z) that continues the discrete sequence f(k); has regularly spaced poles on a line parallel to the imaginary axis. Let us consider for instance the situation of rst order poles n = +in ; with ; xed real numbers and n running through the integers. We denote the residues of f(z) in n by c n . The sum 
3 Examples
Approximate Counting is a probabilistic algorithm proposed by R. Morris 11] that allows an approximate count in the interval 1 to N using only about log 2 log 2 N bits. The algorithm uses a counter C, which is set to 1 at the beginning. Then, in each incremental step, the actual value C is incremented by 1 with probability 2 ?C ; resp. remains as it is with probability 1 ? 2 ?C :
The idea is that after N increments C should contain a good approximation to log 2 N:
In 1] Ph. Flajolet has presented a detailed analysis of this algorithm using real analysis and the Mellin integral transform. In 8] H. Prodinger and the author presented an alternative approach using Rice's integral method in order to gain asymptotic results on the expectation E N and the variance of the content of the counter after N incremental steps. In the following we present explicit results for these expectations in the style of Section 2.
We start from the following alternating sum expression of the expectation, which is proved (1); (14) we have
and now k can be replaced by z being a complex number di erent from a negative integer.
According to Euler's identity 1 (
In the next step we treat the sums 
A similar treatment is possible for the variances. Digital Search Trees are a prominent data structure for storing and retrieving information with keys from random bit streams. N items, represented by 0,1-sequences with bits chosen independently with equal probabilities, are stored in the internal nodes of a binary tree according to the following principle. The rst item is stored in the root, and then, recursively, the next item is stored in the rst nonoccupied internal node of the tree, where the path to this node is determined by the pre x of the key, a 0 reading for going left and a 1 reading for going right. One of the most important parameters for the performance of algorithms on this data structure is the internal path length, i.e. the sum of distances of all occupied nodes from the root. The asymptotics of the expectation E N of this parameter (adopting the symmetric Bernoulli model for the input keys) has been analyzed using di erent techniques by a number of authors. Compare 10] for references, as well as for information on the variance of the referred parameter. In the context of this note we want to achieve an explicit formula for the expectations E N of the path length, from which the asymptotics is immediate, too. Again we may start from an alternating sum expression in the style of eqn. 
This can be performed in the same style as we treated 1 ; but it should be noted that in fact 0 is the classical instance of such alternating sums studied by Rice himself. The solution may be found in Knuth the electronic journal of combinatorics 3 (2) (1996), #R7
