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Abstract
Energy auditing is an effective but costly approach for reducing the long-
term energy consumption of buildings. When well-executed, energy loss can
be quickly identified in the building structure and its subsystems. This then
presents opportunities for improving energy efficiency. We present a low-cost,
portable technology called “HeatWave” which allows non-experts to generate
detailed 3D surface temperature models for energy auditing. This handheld
3D thermography system consists of two commercially available imaging sen-
sors and a set of software algorithms which can be run on a laptop. The 3D
model can be visualized in real-time by the operator so that they can monitor
their degree of coverage as the sensors are used to capture data. In addition,
results can be analyzed offline using the proposed “Spectra” multispectral
visualization toolbox. The presence of surface temperature data in the gen-
erated 3D model enables the operator to easily identify and measure thermal
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irregularities such as thermal bridges, insulation leaks, moisture build-up
and HVAC faults. Moreover, 3D models generated from subsequent audits
of the same environment can be automatically compared to detect temporal
changes in conditions and energy use over time.
Keywords: 3D mapping, 3D thermography, Energy auditing, Handheld,
HeatWave, Portable sensor, Temperature monitoring
1. Introduction
The building sector is responsible for 26% of greenhouse gas emissions in
Australia, with a similar contribution in other developed nations [1]. While
new materials and designs can reduce the carboon footprint of modern build-
ings, the long life-cycle of buildings means that the majority have aged con-
siderably and are likely to have significant levels of physical degradation in
their structure and systems. The ability to identify where this degradation
has occurred, and to monitor the integrity of building structures and systems
into the future, can provide opportunities to improve energy efficiency by re-
ducing waste, such as in the form of heat loss. Monitoring is also important
in the context of responding to the changing nature of building interiors and
exteriors due to renovation, refurbishment and retrofitting.
Thermal cameras and other temperature sensors have long been utilized
as a tool for inspecting buildings in the context of energy consumption [2]
[3]. Such inspections aim to determine ways to reduce the need for heating
and cooling, which may be electrically powered or sourced directly from such
devices as gas or solar heaters. Problems that are identified through thermal-
infrared imaging include cracks, lack of insulation, damaged door and window
2
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seals [4], and the build-up of moisture [5]. Successful inspections may lead to
addressing these issues, along with achieving refinements in building design,
which will ultimately improve building operation and save energy. However,
the process of obtaining and analyzing thermal data captured during an
inspection is labor-intensive, and the successful identification of problems
with the building depends heavily on the expertise of the auditor. Moving
towards automation and a more quantitative approach towards the lifecycle
monitoring of energy consumption in buildings using thermal measurement
devices therefore has the potential to greatly improve efficiency in the sense
of both energy consumption and monitoring effort.
Current methods for thermal energy auditing of buildings include 2D ther-
mal imaging, and employing sensor networks containing multiple thermome-
ters and other measurement devices. These networks are able to continuously
or intermittently record environment properties such as temperature at many
locations. There is also growing interest in moving towards 3D thermal build-
ing modelling. Table 1 summarizes the advantages and disadvantages of the
state-of-the-art energy efficiency monitoring approaches.
As can be seen from the table, while sensor networks have low ongo-
ing labour requirements after initial installation, the installation itself re-
quires physical modification of the environment. In addition, temperature
measurements are spatially sparse. Alternatively, 2D thermal imaging can
produce much more complete models, however it has significantly greater
labour requirements. In addition, 2D thermal imaging lacks information
on the geometry, location and orientation of objects with reference to each
other, particularly across temporally separate images. 3D thermal modelling
3
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harnesses the advantages of 2D thermal imaging, but with a much higher
potential for complete models that can be easily compared over temporal
separations. However, existing approaches are generally expensive and time-
consuming, requiring equipment such as static tripod mounted terrestrial
lasers, in combination with 2D thermal cameras. In addition, there is usu-
ally a requirement for significant operator expertise for the calibration of
equipment, data acquizition and execution of the modelling process. This
increased cost and difficulty of execution has greatly limited the uptake of
3D thermal modelling approaches by industry.
To address limitations of existing 3D thermal modelling solutions, we
propose a new system called “HeatWave”, a small handheld 3D thermogra-
phy system for energy auditing. HeatWave has simpler equipment and data
capture requirements compared to existing 3D mapping techniques, and is
capable of generating accurate, high-resolution 3D models of large environ-
ments such as that shown in Figure 1. The proposed system consists of
a light-weight thermal-infrared camera, a low-cost commercially available
range sensor and a color camera. Data is captured by wave of the hand
and requires no specially set up platforms or additional equipment. This
makes it highly suitable for monitoring clutter environments as subsequent
audits do not require substantial labour. In addition, HeatWave device has 6
DoF (Degrees of Freedom) which can be freely moved around the objects in
comparison to existing approaches which are constrained by the mechanics
of a tripod or wheeled platform [6]. The completeness of the 3D tempera-
ture model can be visualized in real-time as data is being captured. This
can help the operator avoid accidentally failing to collect data for important
4
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spatial regions, which is an easy mistake when using the 2D thermal imaging
approach.
The rest of this paper is organized as follows. In Section 2 a background
of existing work on 3D thermal mapping systems is provided. Section 3 then
gives a high-level overview of the HeatWave system including the sensors,
data capture and data processing. This is followed by a discussion of the
once-off calibration requirements in Section 4. An outline of the procedure for
generating a 3D model in real-time from the captured data is given in Section
5. This includes a discussion of techniques employed to improve the accuracy
of temperature estimation compared to previous approaches [7]. Section 6
showcases results from a number of experiments conducted. These results
demonstrate the utility of HeatWave in identifying and measuring anomolies
and other phenomena necessary for effective thermal energy inspections. A
discussion of limitations and future directions is presented in Section 7. The
paper is concluded in Section 8.
2. Related Work
Several works in the literature have already demonstrated the strong po-
tential of 3D thermal mapping as a technique to improve thermal energy
auditing for buildings. Table 2 summarizes the advantages and disadvan-
tages of these approaches.
Perhaps the most common method for 3D building thermography in-
volves using terrestrial LiDAR (Light Detection And Ranging) to generate
a 3D point cloud, and registering thermal-infrared data to the model, such
as in [8] and [9]. The significant cost of a 3D-laser scanner makes these
5
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approaches comparatively expensive to the proposed system. In addition,
the deployment of these lasers requires a tripod or other stable mounting
equipment, because the device cannot be in motion when scans are taking
place. This can limit the diversity of environments for which mapping can
be performed, given that the placing of a tripod or similar mount may not
be possible in confined or cluttered environments, or on certain surfaces.
Furthermore, several positions will typically be needed as bases for scans,
in order to avoid the problem of LiDAR shadowing. As a result, the data
acquisition process can require a significant amount of time to execute.
The ThermalMapper project [6] takes automation a step further than the
regular LiDAR approach. By attaching a laser scanner and thermal camera
rigidly to a mobile, wheeled robot, the laborious process of repositioning the
LiDAR manually is avoided. However, the scans themselves are still static
(stop-and-go) and therefore time-consuming, and data acquisition is limited
to the 3 degrees of freedom associated with the motion of the robot. These
degrees of freedom are motion in the X- and Y-directions relative to the
ground plane, and rotation parallel to the ground plane. Because of this
limited freedom, it may be impossible to map areas of the building that
are occluded from the perspective of the robot. This is in contrast to the
continuous scanning approach of HeatWave, which enjoys the 6 degrees of
freedom associated with a human hand. This refers to motion in the X-, Y-
and Z-directions, and rotation about all three axes. Further limitations of
this robotic approach [6] is that it is not capable of traversing up stairs or
exploring difficult terrain or confined spaces. There is also a considerable
cost difference with our approach, as the 3D laser and robotic platform is
6
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considerably more expensive than the proposed alternative.
The work of [10] explored an approach using only a single color camera
together with a thermal-infrared camera. Structure from Motion (SfM) and
Multi-View Stereo (MVS) techniques are employed to solve for the geometry
of the cameras and form a colored point cloud with thermal data overlaid.
However, as with all vision-based SfM approaches it is vulnerable to many
failure conditions such as lack of visual texture or low levels of lighting. These
conditions are not problematic for the operation of HeatWave. Thermal au-
diting in low-lighting or unlit conditions is useful to explore differences in en-
ergy usage between night and day, and to help in reducing the environmental
impacts of energy consumption at night. A further limitation of SfM-based
systems such as [10] is that point clouds lack density for surfaces with low vi-
sual texture, and are therefore sub-optimal for proper quantitative analysis.
In contrast, HeatWave is capable of generating dense surface representations
of surfaces regardless of their visual appearance. Single-camera SfM systems
also have the problem of lacking a global scale, so the true dimensions of
the generated model cannot be determined accurately without a reference of
known size.
Other 3D thermal mapping methods such as [11], [12] and [13] may de-
pend on a prior 3D model, because they lack any ability to form new models
for unseen environments. This makes them inappropriate for implementa-
tion in a system designed to map environments for which reliable existing
3D models may not exist.
7
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3. The HeatWave System
The HeatWave 3D thermography system includes a light-weight (less than
500 grams) handheld device consisting of a thermal-infrared camera, a range
sensor and a color camera rigidly attached in close proximity and mounted
on an ergonomic handle (Figure 2). As an operator holding the device in a
single hand smoothly waves it around an object or environment, the range
sensor captures the geometric information from the scene and specialized
software generates a precise 3D model by incorporating information from each
new range measurement in real-time. The device position and orientation
(i.e., pose) with respect to the model are estimated simultaneously, allowing
appearance information and temperature distribution from the color and
thermal camera to be overlaid on the 3D model, generating a single complete
3D multispectral model of the scene.
By capturing multiple viewpoints of each part of the scene, the operator
assists the system in generating a more dense and accurate model that can
be used to generate novel synthetic views for analysis. The approach to data
capture can be considered similar to existing thermal energy audits involving
2D thermal imaging, with the exception that best results are achieved when
the operator smoothly sweeps between views that they may be particularly
interested in.
3.1. Sensors
The thermal-infrared camera in our current system is a Thermoteknix
Miricle 307K. This camera contains an uncooled microbolometer to detect
radiation with wavelengths within the long-wave infrared (LWIR) band of
8
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the electromagnetic spectrum. The presence of a temperature thermistor at-
tached to the imaging sensor facilitates the accurate conversion of the digital
output of the camera to surface temperature estimates in the scene. The
specifications of the Miricle 307K thermal-infrared camera are provided in
Table 3.
For range and color camera we use a commercially available ASUS Xtion
Pro Live RGB-D (color and range) sensor. This sensor is similar in concept to
the very popular Microsoft Kinect. The Xtion was preferred for integration
into the HeatWave system because it provides synchronized range and color
information in a compact form factor. It has an effective range of up to
four meters which is ideal for effective close-range 3D thermography. The
specifications for the ASUS Xtion pro Live are shown in Table 4. The total
mass of the HeatWave handheld device including a 3D-printed handle is
under 500 grams.
In addition to the handheld device, the HeatWave hardware system also
includes a portable Li-ion (Lithium-ion) battery pack and a laptop to record,
process and visualize results. Data from the handheld device is streamed
through USB interfaces to a laptop that can be carried in a backpack (as
shown in Figure 2). Alternatively, if the operator desires to see the com-
pleteness of the model as they are recording, the laptop can be hold by hand
for real-time visualization. Power to the thermal-infrared camera is provided
by a Li-ion battery pack regulated to 5V DC, which can be comfortably
attached to a belt or placed in the backpack.
9
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3.2. Resolution and Positioning
Several parameters can be modified by the operator depending on the
scale and resolution requirements. These parameters define the size of a 3D
volume, and its position in 3D space relative to the initial camera position.
Only surfaces within the defined 3D volume can be reconstructed, and this
is provided that these surfaces are viewed by the sensor at some point during
the sequence.
The spatial resolution of the volume is determined by the memory capac-
ity of the GPU. For the computing platform used for the experiments of this
paper, this divides the volume into 5123 (approximately 134 million) voxels.
As a result, larger volumes will have larger 3D voxels, and the 3D spatial
resolution of the final model will be lower.
The default parameters which have been empirically found by [14] to
achieve the best resolution whilst still giving stable results for indoor scenes
consist of a 3m × 3m × 3m (27m3) volume defined with the initial cam-
era position just outside the volume. This results in a reconstruction with
approximately 6mm resolution.
Alternatively, a larger volume may be defined (e.g. 5m × 5m × 5m or
125m3), enabling more surfaces to be modelled but at a resolution of ap-
proximately 10mm. Similarly, a smaller volume (e.g. 2m×2m×2m or 8m3)
may be used, which will result in a resolution of approximately 4mm. How-
ever, with both smaller and larger volumes the stability of the system may
suffer, because the accurate estimation of the camera pose depends on the
model being both precise, and reasonably structured.
With the current system, the resolution may be slightly increased if only
10
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temperature and no color data is required, or if framerate requirements are
relaxed.
The spatial resolution of the thermal-infrared camera has no effect on the
spatial resolution of the 3D model, although higher thermal-infrared resolu-
tion may slightly improve the accuracy of the estimated temperature distri-
bution over the model surfaces. The spatial resolution of the range sensor is
also, in general, not a limiting factor for the resolution of the model, however,
it does influence the ability to accurately map distant surfaces, as discussed
in Section 7.
4. Calibration
For any new sensor configuration, one-time process of calibration is re-
quired in order to ensure that the system can achieve accurate reconstruction
and temperature mapping results. After the initial calibration is performed,
further calibration is only necessary if system parameters are expected to
have changed significantly due to replacement or repositioning of compo-
nents. The only form of calibration that may need to be revisited in the
future is radiometric calibration (Section 4.2) because of the gradual change
in condition of components in the thermal camera that may effect its opera-
tion.
This section outlines the techniques employed for calibrating the phys-
ical components of HeatWave, divided into three key forms of calibration:
geometric, radiometric and temporal.
11
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4.1. Geometric Calibration
The purpose of geometric calibration is to learn what are known as the
intrinsic camera parameters, which define the relationship between the 3D
world and the images captured by each sensor (thermal-infrared camera, color
camera, and range sensor). This is known as intrinsic calibration. In addi-
tion, a second form of geometric calibration known as extrinsic calibration
is employed to determine the 3D relationship between each sensor. Effective
geometric calibration is a critical factor in achieving accurate 3D models, and
is also important for ensuring that the 3D model is accurately assigned colors
and temperatures. Once geometric calibration has been completed once, it
is not required again unless the relative positions of the sensors are changed,
or new lenses are used.
The intrinsic camera parameters includes such information as the focal
length, optical center (relative to the image) and a model for radial lens
distortion. A knowledge of the parameters allows the image data from the
camera to be understood correctly in terms of its geometry. Intrinsic calibra-
tion results for the RGB-D device were provided by the manufacturer. How-
ever, intrinsic calibration data is typically not provided for thermal-infrared
cameras, and instead was determined using a mask-based approach not re-
quiring specialized equipment [15]. The method involves moving around a
heated geometric pattern with square holes cut out in front of a background
of uniform temperature. This is used to generate a video sequence in which
the locations of the squares can be detected and tracked, and then used to
mathematically optimize an estimate of the intrinsic parameters.
Extrinsic calibration parameters are the physical translations (in the X-,
12
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Y- and Z-axes) and rotations (about the same axes) that describe the relative
poses of the sensors. Combined with the intrinsic parameters, these results
can be used to fully understand the geometry between each camera and the
physical world according to the same reference frame. A method for extrin-
sic calibration not requiring artificial targets was adapted [16]. The method
simply requires that both the RGB-D and thermal-infrared camera share
similiar fields of view, so that 3D linear features extracted from the range
data can be associated with the 2D linear features from the thermal cam-
era. Compared to other conventional approaches [17] this is a less laborious
process for performing extrinsic calibration.
4.2. Radiometric Calibration
Radiometric calibration is required for HeatWave to ensure accurate tem-
perature estimates are achieved using the digital output of the thermal-
infrared camera. It is designed to determine the relationship between the
pixel values in the thermal-infrared image, and the best estimate of the
surface temperature corresponding to that pixel. It may be beneficial to
re-perform radiometric calibration periodically to compensate for the grad-
ual change over time in performance of components in the thermal camera.
For some thermal cameras this can be performed by the manufacturers or
other service providers, who may also offer recommendations for an appro-
priate frequency for re-performing radiometric calibration. Nevertheless, the
following method can be used to avoid the financial and accessibility costs
relating to commercial calibration.
The voltage output of the camera is affected by many factors independent
of the received irradiance. These factors include the temperature of the sen-
13
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sor, non-uniformities in the sensor response that are an unavoidable result of
the manufacturing process, and the optics of the lens. Many commercially
available thermal-infrared cameras have mechanisms in place to correct for
non-uniformities in converting the voltage to a digital signal, but it is less
common for them to have compensated for the effect of the lens and sensor
temperature. Nevertheless, such cameras with built-in radiometric calibra-
tion (i.e. that output a digital signal directly convertible to temperature or
irradiance) may still benefit from the proposed technique due to the require-
ment of periodic re-calibration.
This demand for radiometric calibration has motivated the development
of an easily applied technique for modelling the influence of the optics and
sensor temperature on the digital output. The only equipment required for
this approach is a controllable blackbody source. A limitation of the pro-
posed approach for radiometric calibration is that the model loses validity
when applied for ambient temperatures that deviate significantly from those
experienced during the calibration procedure. In our case this limitation is
not problematic because the calibration environment (within a building) has
a similar temperature range to the inspection environments. To combat this
limitation, it is recommended to use a temperature controlled environment
to investigate the behaviour of the camera with different steady-state sensor
temperatures [18].
In the general case, the relationship between the radiation level and the
target temperature is further affected by many factors. Sensed radiation is
a product of the radiation emitted and reflected by the object, subject to
atmospheric effects. The emitted radiation depends on the emissivity of the
14
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target as well as its temperature, with the reflected component depending on
the target emissivity and the temperature of the background. The ambient
temperature, atmospheric attenuation coefficient and distances between the
camera and the target and the target and its background all have further
effects.
Luckily during the blackbody calibration procedure these factors can be
disregarded. Given the extremely small distance (less than 15cm) between
the camera and the blackbody source, the atmospheric effects are near zero.
In addition, the emissivity of the blackbody source is close to unity so there
is negligible reflection. Therefore when the blackbody is in use, the inci-
dent irradiance on the camera can be calculated easily from the blackbody
temperature, using the Stefan-Boltzmann Law (Equation 1).
j∗ = σT 4 (1)
Here j∗ is the irradiance or emissive power of the blackbody, and T is the
temperature in degrees Kelvin. σ is the Stefan-Boltzmann constant.
For the proposed method, a relationship is learned between the camera’s
digital output and the incident irradiance. In the ideal case (an emissivity of
1.0 and and an atmospheric attenuation coefficient of 0.0), the temperature
of the target can simply be calculated by reversing the Stefan-Boltzmann
Law. However, a knowledge of the target emissivity and other factors such
as ambient temperature and background properties can be integrated into
the model if available, to improve the accuracy of the estimate in real-time.
The proposed methodology is shown in Algorithm 1. It is divided into
three phases: I. Initial setup, II. Blackbody procedure and III. Model for-
15
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mation. The result of the blackbody procedure is a large number of images
with corresponding target and sensor temperature information. From this
information, a 3D plot can be generated which is overlaid as black marks on
the final model in Figure 4.
It is useful to have the entire field-of-view of the camera occupied by the
blackbody, so that differences in pixel behaviour throughout the image can
be understood and modelled. As a summary of the behaviour of the digital
output, Figure 3 shows the median pixel values for images with different
target temperatures as the camera heats up. Tracking the behaviour of the
median gives a good indication of the overall average affect that the heating
up of the camera has on the digital output. From the plots, it can be seen
that all curves dip down to a global minima as sensor temperature increases,
regardless of the starting temperature. This behaviour is due to the transient
behaviour of the sensor as its temperature stabilizes. In order to form a
radiometric model that can be used when the camera is operating in steady-
state, only data from sensor temperatures greater than that of the global
minima for each curve are considered.
Returning to Step 12 of the algorithm, we chose valid digital output and
temperature limits to model as being one full range below and above the
minimum and maximum recorded digital values and sensor temperatures.
Multiple linear regression was then used to learn a relationship between the
image graylevel, sensor temperature and blackbody target temperature. This
relationship is shown in Equation 2, where TT is the blackbody target temper-
ature, TS is the sensor (thermistor) temperature and G is the pixel graylevel.
16
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Algorithm 1 Radiometric Calibration
I. INITIAL SETUP
1: Position camera so that full field-of-view is covered by blackbody target.
II. BLACKBODY PROCEDURE
2: for tBB ← tmin : tmax do ⊲ tBB : blackbody temp.
3: Set blackbody temperature to (tBB)
4: Power up camera
5: while Camera is heating up do
6: Perform a NUC (Non-Uniformity Correction).
7: Immediately record an image.
8: Record the thermal sensor (thermistor) temperature.
9: Record the blackbody source temperature.
10: end while
11: Switch camera off and allow it to return to ambient temp.
12: end for
III. MODEL FORMATION
13: Create a 3D plot of:
[digital output, sensor temperature, blackbody temperature].
14: Determine valid limits for the model.
15: Use multiple linear regression to fit a model to the data.
17
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TT = −(7.7106× 10
2) + (7.1515× 100)TS + (2.0024× 10
−1)G
− (1.2025× 10−1)TS
2 − (1.3039× 10−5)G2 (2)
The second-order regression model achieved a coefficient of determination
of 0.9996. The model is illustrated as a mapping between pairs of digital pixel
graylevels and separate temperatures, and blackbody target temperature, in
Figure 4. Equation 1 can be used to convert TT to a sensed radiance, so that
the model can be applied to cases outside the context of controlled blackbody
calibration.
4.3. Temporal Calibration
The temporal calibration process seeks to determine the timing offset be-
tween the clocks on the different sensors. The result enables more accurate
pose estimates of the sensors to be made, which in turn improves the accu-
racy of temperatures assigned to the 3D model. Temporal calibration only
needs to be performed once, unless changes are made to the sensor, computer
processor or CPU loading.
Temporal calibration is required for HeatWave because the two devices
(the thermal-infrared camera and the range sensor) are not able to be syn-
chronized. This is due to an incompatibility in the design of the sensors in
that they do not share a common trigger mechanism. Because typical appli-
cations for thermal cameras and range sensors do not demand the degree of
timing precision that HeatWave does, it is unlikely that in the near future
there will be appropriate sensors available which are able to be synchronized.
18
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As a result, temporal calibration will continue to be a required step in the
preparation of HeatWave or a HeatWave-like 3D thermography system.
In addition, the Xtion Pro Live (and other available and appropriate range
sensors) does not support hardware synchronization between the color and
range sensors. Therefore, corresponding color and range frames are captured
with varying time disparity. Fortunately, the device has internal clocks which
run at 60 MHz and generate frame timestamps. The difference between the
color internal clock Cc and the range internal clock Cd frames can be used to
recover the offset of clock Cd(t) relative to clock Cc(t) at each time stamp t.
Unfortunately, the thermal-infrared camera does not have a directly ac-
cessible internal clock, and therefore each frame of the thermal-infrared cam-
era is only timestamped upon receipt on the host computer. In order to
temporally calibrate the thermal camera and color camera (i.e. to deter-
mine the offset between the sensor capture times), we utilized the temporal
calibration method of [7] which was designed specifically for this problem.
The method involves capturing a single video sequence containing a series
of random cyclic motions while the platform is pointing at a hot, bright
object. In our case we used a computer monitor displaying a full-screen
red image, which appeared hot in the thermal band. Then, we apply blob
detection to detect and track the region of interest in both the color and
thermal images. The centroid location of the blob in each modality generates
two sequences that can be used to determine the time delays between the
two cameras.
In addition, an adaptation of the convex hull algorithm [19] also pre-
sented by [7] was employed to correct for timing noise associated with buffer-
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ing which may occur on the sensor, or the bus or the host interface. This
method first finds the lower boundary of the convex hull of the measurement
timestamps. Then, a straight hypothesis line is fitted to each consecutive
point of the convex hull, and the residuals between each hypothesis line and
the points on the lower boundary of the convex hull are calculated. The
line with the minimum residual error is selected as the optimal straight line
representing the smoothed timestamp signal, and measurement timestamps
are corrected using these values.
5. Data Processing
The HeatWave system can generate large-scale 3D models with accurate
surface temperature information. This is achieved as the result of two main
processes. First, the trajectory of the sensor in 3D space is simultaneously
estimated along with the 3D structure of the object or environment being
explored. This is done by employing a SLAM (Simultaneous Localization
And Mapping) solution that can function in real-time, and is discussed in
Section 5.1. Second, a new raycasting method is applied to accurately assign
temperature and color estimates to the 3D model from multiple views. This
method depends on radiometric image correction (Section 5.2) and imple-
ments a multi-variable weighting scheme to achieve more accurate estimates
than previous methods, and is outlined in Section 5.3.
Visualization for the output of the system comes in two forms; online/real-
time visualization for verification of the completeness and integrity of the
model as data is being captured, and offline visualization for in-depth anal-
ysis and the optimization of display properties. This visualization capability
20
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includes the conversion of the model into one of a number of alternative
multimodal representations that allow temperature and visible-spectrum in-
formation to be viewed simultaneously.
Offline processing post-capture is highly recommended, as the relaxed
restrictions on processing time allow more precise and thorough calculations
to be performed, resulting in improvements in spatial resolution and accuracy
relative to the real-time model.
5.1. Trajectory and 3D model estimation
To generate accurate 3D models which can be visualized in real-time, a
SLAM solution was employed [14] as discussed in our previous work [7]. This
algorithm utilizes the video stream of range images from the range sensor
to continuously update and optimize a 3D voxel model. The algorithm also
generates an accurate trajectory estimate of the HeatWave device throughout
the sequence, with 6 DoF: X-, Y- and Z-position, and rotation about all three
axes. The GPU (Graphics Processing Unit) is heavily utilized in order to
perform this process quickly so that it can keep up with the framerate of the
range sensor.
The first range image received from the range sensor is processed to ini-
tialize a voxel occupancy map stored on the GPU. As further range images
are received, they are incrementally registered to this 3D model using the
Iterative Closest Point (ICP) algorithm. This process also leads to an esti-
mate of the relative 6 DoF pose of the camera for the new frame, and this
pose is utilized to further optimize the voxel occupancy map.
Figure 5 shows a sequence representing how the model is gradually built
and refined with increasing numbers of video frames.
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5.2. Radiometric correction
Radiometric correction refers to the re-processing of captured digital
thermal-infrared images so that each pixel contains an estimate of the tem-
perature of the surface rather than a unitless digital value. Radiometric
calibration results achieved using the method discussed in Section 4.2 can
be used in conjunction with additional environmental information to achieve
this.
First, the radiometric model can be used to obtain an estimate of irradi-
ance j∗ from the pixel graylevel and the thermistor temperature. Under ideal
conditions, this irradiance can be easily converted to a temperature using the
Stefan-Boltzmann Law (Equation 1). However, if more environmental and
material properties are known, a more accurate estimate of temperature can
be made by using Equation 3, which is an extension of the formula presented
in [20].
To =
(
Rs − (1− ǫ)τ oτ bRb − (1− τ o(τ b + ǫ(1 − τ b)))Ra
στ oǫ
) 1
4
(3)
Here, To is the improved temperature estimate of the target object and ǫ is
the emissivity of the target surface. Rs is the measured incident irradiance on
the sensor, while Rb and Ra are the irradiances estimated for the background
and atmosphere respectively based on their temperatures. τ o and τ b are
the atmospheric transmissions between the object and the sensor, and the
background and the sensor respectively.
While previous models are generally accurate in normal situations [20],
our proposed model avoids the assumption that there are no atmospheric
22
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effects on background radiation by including a parameter for the atmospheric
transmission between the background and the object. The two transmission
factors (τ o and τ b) can be estimated using the distance travelled d and the
atmospheric extinction a, as shown in Equation 4.
τ = e−ad (4)
There still exists an assumption in our proposed model that the back-
ground itself behaves as a blackbody, however, the influence of this assump-
tion is expected to be even less than the existing assumption. For enhanced
accuracy, it may be possible to further analyze the reflected ray given the
emissivity of its origin surface, in order to determine how much of that ray
was reflected and how much was emitted, and any additional atmospheric
influence. This “tracing back” coul be done ad infinitum, however, slight
errors in the accuracy of the model would reduce the reliability of the ge-
ometry estimates allowing the ray path to be fully understood. As a result,
improvements in accuracy may not be possible using this approach except
in exceptional circumstances where the geometry of the scene is known with
extreme precision.
Nevertheless, by generating an accurate 3D model with geometry that is
consistent with the physical world, the output of our system could in theory
be used to formulate an optimization problem that considers the full paths
of reflected rays, including the distances travelled and the emissivities of all
involved surfaces. This could be solved iteratively to converge on a solution
in a closed system, or obtain more accurate results in an open system. This
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is a very interesting area for future work.
5.3. Raycasting and temperature assignment
We propose a new method for accurately assigning temperature estimates
to a 3D model using thermal-infrared image data. The method considers a
variety of factors that influence the reliability of temperature measurements,
as well as utilizing a large number of images, in order to improve the esti-
matation of temperature for surfaces in the 3D model. Furthermore, many
of the advantages of the method apply equally to the visible modality so the
technique is also used to improve the raycasting of colors on the model.
Given the estimate of the pose of the range sensor for all frames, which is
an output of the aforementioned SLAM algorithm, estimates of the pose of
the color and thermal camera for all their respective frames can be made. The
accuracy of the estimates depend on the effectiveness of both the geometric
and temporal calibration procedures.
For a single image, the estimated pose of the camera relative to the 3D
model and the camera instrinsic parameters can be utilized to perform ray-
casting. This refers to the process through which pixels in the image are
associated with vertices in the 3D model. For the thermal camera, duplicate
frames are ignored because these represent false images that were output by
the camera during its NUC (Non-Uniformity Correction) procedure. This
periodic interruption to data is a characteristic of many commercially avail-
able thermal-infrared cameras and is required to prevent the accumulation of
noise. There is currently a trend towards shutterless thermal-infrared cam-
eras which do not experience this interruption, but at present these cameras
are unable to achieve the level of accuracy of those built with a built-in
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shutter.
Given that the video sequences have many frames, most vertices will have
many images and therefore many rays (pixels) associated with them. A naive
approach would simply use a single pixel value to assign an estimate to each
vertex. A more sophisticated approach may average the pixel values that
are associated with each vertex, which is likely to reduce noise and achieve
a slight improvement in accuracy. However, this assumes that each ray (the
association between a pixel and a vertex) is equally valid.
For our proposed approach, we assign temperatures and colors based
on a weighted sum of pixel values. The overall weighting for a ray Wray
(corresponding to an image pixel) is based on a number of factors that reflect
how reliable that ray is for estimating the value for the vertex. Metrics
denoting the confidence C of the color or temperature estimate with respect
to each of these N factors are defined on the interval of [0, 1]. Each confidence
metric Ci can be raised to a specified power pi, to vary the relative influence of
the metric as they are combined in a product, to generate the total confidence.
This is denoted in Equation 5.
Wray =
N∏
i=1
(Ci)
pi (5)
The following 5 factors were considered for assigning a confidence level
to a ray (for both modalities unless otherwise stated):
(1) C1: the velocity of the camera
(2) C2: the position of the pixel in the field of view
(3) C3: the angle between the ray and the surface normal of the vertex
25
Page 26 of 72
Ac
ce
pte
d M
an
us
cri
pt
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
(4) C4: the distance of the vertex from the camera
(5) C5: the validity of the radiometric model (thermal modality only)
For (1) it was assumed that when the camera was moving faster (either
in translation or rotation), motion blur in the image would decrease the
accuracy of the ray. Empirical testing determined that translational velocities
(vt) above a maximum (vt−max) of 0.5m per second and rotational velocities
(vr) above a maximum (vr−max) of 0.2 radians per second were problematic.
Penalties were applied accordingly, so that the confidence of rays with these
higher velocities were decreased, as shown in Equation 6 and 7.
C1(vt, vr) = Svt × Svr (6)
where:
Svt = max
(
1−
vt
vt−max
, 0
)
Svr = max
(
1−
vr
vr−max
, 0
) (7)
Regarding (2), a lower confidence was given to rays associated with pixels
(x, y) located far from the camera centre (cx, cy), based on the assumption
that points closer to the center have less distortion, and less thermal noise.
This is expressed in Equations 8 and 9, where σ was chosen to be one half of
the longest dimension of the image (320 pixels).
C2(x, y) = exp
(
−rd(x, y)
2
2σ2
)
(8)
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rd(x, y) =
√
(x− cx)2 + (y − cy)2 (9)
For (3) the angle between the ray r and the normal n of the vertex was
considered because rays that are closer to parallel to the surface are likely to
be less accurate. This is due to the fact that slight errors in pose estimation
have a larger effect at these angles. Equation 10 shows how the confidence
was calculated using the angle between the surface normal and the ray.
C3(r) = exp
(
− cos −1
(
r · n
|r||n|
))
(10)
In considering (4), higher confidence was assigned to vertices that were
closer to the camera, up to a certain distance. Rays travelling less distance
were favoured because calibration inaccuracy was likely to have less effect.
Distances closer than dopt of 0.8m were penalized because the fixed focus of
the camera was tuned to this distance. The implementation of this weighting
calculation is shown in Equation 11.
C4(r) = exp
(
− |d(r)− dopt|
8
)
(11)
Finally for (5), consideration was given to how valid the radiometric model
(discussed in Section 4.2) was for the specific ray. This involves comparing
the graylevel (g(x, y)) and sensor temperature (T ) for the ray with the limits
(L) of the radiometric model, in order to obtain scores Sg and ST respectively.
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These scores are then combined to get the total model confidence. If the pixel
graylevel or sensor temperature was outside the limits then the corresponding
score S is reduced, and it is set to 0 if the value is outside either the upper
or lower limit by more than 1 times the range between the limits. The
implementation of this logic is illustrated in Equation 12.
C5(x, y, T ) = S ((g(x, y))× S(T ) (12)
Where each score is calculated using a value V of g(x, y) to calculate the
graylevel score S (g(x, y)) and a value V of T for the sensor temperature
score S(T ) as in Equation 13.
S(V ) =


if (abs(V − LC) < LR) :
1
else if (abs(V − LC) > 3LR) :
0
else
1.5−
abs(V − LC)
2LR
(13)
Where LC is the midpoint of the upper and lower model limits, and LR
is the range between the upper and lower model limits. Note that these are
different depending on whether Equation 13 is being used to calculate a score
for the graylevel g(x, y) or the sensor temperature T .
For the results showcased in the paper, the powers p for each of these 5
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factors was left at 1.
5.4. Visualization
As mentioned previously, visualization can be a useful tool both during
and after data capture. During data capture, the thermal-infrared, range
and color video streams can be watched in order to gauge what parts of the
scene have been explored by the HeatWave sensors. In addition, progress
in the generation of the 3D model can be visualized using a specialized
ROS (Robotics Operating System) driver, and the open-source ROS program
RViz. This can aid the operator in determining if a feature or region of the
scene has had sufficient data recorded so that other parts of the environment
can then be explored.
For the purpose of multispectral visualization after data capture, we re-
cently developed a toolbox called Spectra [21]. Visualization using this ap-
plication can enable a detailed inspection of the object and environment that
was modelled, with both thermal (temperature) and color data incorporated
into a dense 3D model. Spectra provides several different fusion schemes to
enable both thermal data and color or visible-spectrum data to be visual-
ized simultaneously. Two of these schemes are IH (Intensity Hue) Mapping
and Thermal Highlighting. IH Mapping discards color information from the
visible-spectrum, but uses visible gray data to enhance the texture of the 3D
model and display features such as text-based labels. In contrast, Thermal
Highlighting retains RGB information, but displays extreme temperatures
as colormapped thermal hues. Figure 6 shows examples of these two fusion
schemes, along with the RGB-only and thermal-only visualization options.
While in some cases pure thermal (Subfigure (a)) or visible-spectrum
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(Subfigure (b)) information may be preferred individually, there are many
situations in which the presentation of both forms of data in the same model
(fusion) may be desired. For example, for the purpose of reading text-based
labels on the thermal-infrared model, the IH Mapping (Subfigure (c)) fusion
scheme may be suitable [7]. Alternatively, if only extreme temperatures need
to be noted, and color information needs to be retained, then the Thermal
Highlighting (Subfigure (d)) fusion scheme may be appropriate [7].
6. Experiments
In this section we conduct several experiments to evaluate the effective-
ness and accuracy of HeatWave for the purpose of energy auditing. The
experiments focussed on 3D modelling of HVAC systems and machinery be-
cause of their relevance to building energy audits, and their interesting ther-
mal properties. However, the effectiveness of the system in modelling build-
ing segments including floors and walls is also demonstrated. The following
three challenges were addressed, the first two of which have been particularly
problematic for previous approaches:
(a) Change detection in 3D
(b) Reflection management
(c) Case studies
The data captured for the evaluation will be made publicly available and
can be found along with demonstration videos on the project page.1
1http://youtu.be/wZWN1frZ7mo
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The nature of the captured datasets and associated experiments, and a
discussion of the results are included in Sections 6.1 (a), 6.2 (b) and 6.3
(c) respectively. A summary of the processing time required to generate 3D
models for each dataset is provided in Section 6.4.
6.1. Change detection
Change detection refers to the problem of detecting and quantifying dif-
ferences in surface temperature of an environment between two inspections
that may be separated significantly in time, or even performed by a different
operator. Effective change detection is very useful for energy auditing for a
number of cases. For example; analysing a change in heat loss associated
with the repair or replacement of an electrical appliance, by scanning the
scene both before and after the servicing. In addition, changes in energy
consumption throughout different times of year can be investigated.
Change detection in 2D is less than ideal due to the difficulty in obtain-
ing measurements that are directly comparable between inspections. For
example, if two images of the same appliance are taken on separate occa-
sions, but the view point is not exactly identical (which may be impossible),
then a transform between the images cannot be accurately determined and
a detailed quantitative comparison cannot be made. 3D thermography ap-
proaches such as HeatWave are well suited to solve the problem of change
detection, because the dense but separate 3D models can be easily aligned
and then automatically compared on a vertex-by-vertex level. This align-
ment can be done using standard approaches such as the Iterative Closest
Point (ICP) algorithm.
ICP works by progressively optimizing a rigid 3D transformation between
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two point clouds that minimizes the difference between the two clouds. In 3D
medical imaging this process is referred to as co-registration. Once registered,
the temperatures from one model can be transferred to a duplicate of the
other, so that point-by-point comparisons of temperatures for each vertex
can be made.
To evaluate the effectiveness of HeatWave for change detection, two sep-
arate datasets were collected.
The first dataset (A) for the change detection experiments involved the
imaging of a single hotwater system by two separate operators. Each op-
erator recorded video footage of the hotwater system from approximately
1.2m away, following a trajectory of their own preference. No information
was shared between operators regarding the inspection path or the particu-
lar characteristics of the inspection target. The purpose of this experiment
was to see if HeatWave was capable of generating models independently that
could later be registered and compared quantitatively, without requiring a
similar style of recording to be performed.
Figure 7 shows the results for each of the two scans, along with the
trajectory of the HeatWave device as manipulated by the unique operators.
Figure 8 then shows the discrepancy model successfully generated from
these separate scans.
From this experiment, it can be seen that the two 3D models formed
by HeatView are geometrically very similar, despite being generated from
footage recorded by two different operators at two different times. Because
of the geometric similarity, the resulting 3D models from each independent
procedure were able to be accurately aligned, despite the very different scan-
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paths (trajectories) favored by each operator. The descrepancy model, which
was calculated by finding the difference in temperature between the two
models at each vertex, shows that the overwhelming majority of the model
had very little temperature change between scans. This was expected because
the two scans were taken at similar times where thermal conditions were
almost identical.
Figure 9 shows the scan results for the second change detection experi-
ment (B). This involved a single operator scanning a large industrial vehicle
(Hot Metal Carrier) both before and after operation (a time window of ap-
proximately 5 hours). No markers or records were kept of vantage points or
the path or stance of the operator when capturing data - the only assumption
was that it was the same environment being scanned.
The discrepancy model for this part of the experiment is then showed in
Figure 10.
For this experiment, it can be seen that while the results of the two scans
(Figure 9) are similar, there are some important differences. It is clearly
evident that the engine of the vehicle had recently been running in the right
subfigure, based on the large difference in surface temperature between the
outside and inside of the hull. However, the discrepancy model in Figure 10
indicates that both the hull and ground have a slightly lower temperature in
the second scan, which is reflects the lower ambient temperature. The safety
lights (highlighted) have a particularly lower temperature, indicative that
they have been switched off for longer for the second scan. Results of this
experiment strongly suggest that HeatWave can be effectively employed for
the automatic comparison of surface temperatures of the same environment
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from scans taken at different times.
Although results suggest that good registration was able to be achieved,
and that this can be effectively utilized to enable comparisons of the envi-
ronment from temporally-separated scans, there are some minor limitations
in the method. It may be observed that at small-scale regions of discontinu-
ity that have vastly different temperatures to surrounding regions (such as
bolts and small valves) there are significant temperature differences recorded
in the descrepancy model. These particular temperature differences (which
cover only small parts of the model) are not reliable, because they tend to
reflect slight geometric inaccuracies in the models and estimated trajectories.
However, it is easy for a user visualizing the model to identify where temper-
ature differences are due to changes in conditions, and where they are simply
due to small inaccuracies in the model or registration. In addition, 3D mesh
filtering methods may be able to partially or fully remove these effects from
the model before operator visualization.
In general, temperature disparities covering larger areas can be trusted,
and where there are bidirectional differences in temperature in close prox-
imity at a small scale, they should be ignored. Furthermore, automatic
quantitative analysis which calculates heat loss or heat flow on a macro-scale
would be minimally affected by these inaccuracies.
6.2. Reflection
A common problem in thermography is the effect of reflected objects in
surfaces with relatively low emissivity [20] [22]. This can result in inaccurate
temperature estimates as the reflected object’s temperature influences the
temperature reading of the surface of interest. In addition, it adversely affects
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the appearance of the thermal images by making them more cluttered and
ambiguous in appearance.
If the emissivity of the target surface, the temperature of the reflected sur-
face and other environmental variables are well understood, then the method
outlined in Section 5.2 can be used to improve the temperature estimate.
However, avoiding severe reflections (i.e. those of objects not at the typical
background temperature) in the first place improves the accuracy of the ra-
diometric model, as the assumption of a uniform background temperature
becomes more reliable.
Reflections from other objects in the scene in thermal images are often
avoided by the operator deliberately positioning themselves at a particular
angle, such that the reflection is visually absent. As well as requiring addi-
tional effort, this has the problem of resulting in sub-optimal measurements
as the selected angle to the target may not be ideal for achieving an accurate
reading [23]. Figure 11 shows an example of two images of the same target
with different reflections. The left subfigure has an obvious reflection of the
operator which intereferes with the image, while the right subfigure does not.
In the conventional approach, the left subfigure would be chosen for analysis
- however its accuracy and appropriateness is still questionable.
A more sophisticated approach involves the isolation of the reflected com-
ponent of the temperature estimate using a video sequence with a changing
background [20]. By carefully positioning the camera in such a way that the
reflected background in the surface is entirely occupied by the sky, the pass-
ing of clouds in front of the sun can be used to achieve this. This can allow
the emitted component of the irradiance, and therefore the surface temper-
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ature, to be determined more accurately. The method is highly constrained
in that it depends on both appropriate weather conditions, and the camera
being kept precisely still for an extended period of time.
The use of IR polarizers has also been proposed for dealing with the
problem of reflection [22]. These polarizers can be very effective in filtering
out specular reflections from planar surfaces. However, the IR polarizer
must be oriented either perpendicular or parallel to the reflecting surface.
This makes the approach ineffective for complex environments with multiple
reflective surfaces, or where the reflectivity of surfaces is initially unknown.
HeatWave overcomes these shortcomings by multi-variable weighted ray-
casting of many captured images as discussed in Section 5.3. The weighting
mechanism biases measurements towards those taken from favourable angles,
and the averaging reduces the effect of reflections of hot or cold objects which
may appear in a subset of captured video frames. These techniques are only
possible with a 3D understanding of the scene, which is a key feature of
HeatWave.
For this experiment, three physical points were tracked throughout the
recorded data sequence as shown in Figure 12. Point “A” has a stable ap-
pearance across all frames, and corresponds to a physical surface with low
reflectivity. Although Point “B” has high reflectivity, it has a consistent
background throughout the sequence and therefore also has a stable appear-
ance across all frames. In contrast, the highly reflective Point “C” has a
changing background throughout the sequence, and therefore its appearance
changes significantly.
Single-frame estimates for these points were made for each image, and
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are shown in contrast to the full-sequence temperature estimates made by
our proposed system in Figure 12. As expected, the single-frame estimate for
Point “C” varies considerably from frame-to-frame due to the inconsistent
background. However, our proposed approach nevertheless assigns this point
a more reasonable temperature estimate and is therefore less vulnerable to
abnormal reflection effects.
Figure 13 demonstrates how the 3D model with thermal data overlaid
avoids this problem of reflections compared with the 2D images shown in
Figure 11, without any additional operator effort. Furthermore, the accuracy
and appearance of the model is also improved simply by the utilization of a
larger amount of data (i.e. hundreds of images as opposed to just a single
image).
6.3. Case studies
The final experiments involved a number of case studies, designed to test
the system for several reconstruction tasks. The first case study was an
outdoor HVAC unit. The second case study focussed on a compressed air
container. The final case study involved mapping another more intricate
HVAC unit, with many thin pipes that are often problematic for automatic
reconstruction. Figures 14, 15 and 16 show the results graphically for these
experiments. All figures were generated using the Spectra 3D multimodal
visualization toolkit.
These results show that the HeatWave system is capable of adapting to
many different environments in order to generate rich, accurate 3D models
with both temperature and color information. However, in undertaking the
experiments, several limitations became apparent, which are discussed in
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detail in Section 7.
6.4. Processing Time
This section is designed to give a clear indication of the typical processing
times required to generate good results using the HeatWave system. Process-
ing time is divided into three stages: capture time, which refers to the time
taken to record the data, generation time, which refers to the time taken to
generate the 3D model, and assignment time, which refers to the time taken
to assign temperature estimates to the model. Table 5 shows the total pro-
cessing time broken down into these three components for the experimental
data introduced in Sections 6.1, 6.2 and 6.3.
From the table it can be seen that capture times are modest given the size
and complexity of the objects and environments explored. It is unlikely that
this could be improved without radical technological improvements of the
current sensors. Generation times are slower, but in general a 3D model can
be produced within a few minutes if the model is not particularly large. It
is likely that significant improvements in generation time could be achieved
with current technology through a more efficient management of the large
amount of data associated with datasets exploring larger environments.
Assignment times are significantly slower, taking up to an hour for
moderate-sized models. Nevertheless, this is still not anticipated to be pro-
hibitive for the uptake of the proposed technology. In addition, this is the
processing step with the most room for improvement, chiefly through an
integration of GPU-based raycasting, rather than the current CPU-based
technique. This will be a focus of future development work by the authors.
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7. Discussion
This discussion mainly focusses on the present limitations of HeatWave,
and future plans for addressing these where possible. Future work will focus
on improving the speed, stability, accuracy and usability of HeatWave, as
well as increasing the maximum size of environments that it can map.
The present reliance on an RGB-D sensor for range measurement brings
with it limitations relating to the range and resolution of the sensor itself.
The RGB-D sensor returns a range image of 640 by 480 pixels only, and
can only accurately map surfaces up to approximately four meters away.
While for many tasks this range limitation is not a problem, there may be
cases where surfaces at more remote locations (such as on the exterior of a
building) may need to be modelled. All that would be required to achieve
this is a range sensor of the same nature and performance level, but with a
longer focal length. While at present there is no such model on the market,
the current popularity of this relatively new type of range sensor should lead
to more commercial competition and therefore perhaps such an option will
exist in the near future.
However, the option exists to replace the RGB-D sensor with an alterna-
tive range sensor, such as LiDAR or a spring-mounted sensor [24], if longer
operating ranges are required. Another limitation of the sensor is that the
near-infrared band that it uses to estimate distance is vulnerable to very
bright conditions, and may not be able to detect certain materials such as
glass. In addition, some shiny surfaces are difficult for the device to detect
unless it has a perpendicular view.
Restrictions on GPU memory limit the size and resolution of the working
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volume which is used to optimize the 3D model. Presently a cubic volume
of 27.0m3 is used with a resolution of approximately 6mm. This volume can
be increased or decreased, however, the resolution will scale up accordingly.
In general the 27.0m3 volume was found to be adequate for most tasks,
however, work will be done to determine the feasibility of dynamically and
automatically increasing and decreasing the volume (and therefore also the
resolution) depending on task requirements.
The potential of defining non-cubic volume shapes that will allow larger
volumes to be modelled at the same resolutions will also be explored. For
example, for a relatively flat building facade, a non-cubic rectangular prism
could be defined that is 8m × 8m × 1m, could potentially be mapped at
a similar resolution to a cubic 4m × 4m × 4m volume without increasing
processing requirements.
In its current form, HeatWave cannot reliably move beyond the initially
defined volume and still retain an accurate and coherent model. Systems such
as [25] and [26] have made good progress towards the goal of extending the
model past the initial volume. However, empirical testing has shown that
these methods are highly vulnerable to instability in the pose estimation
procedure, and are also highly restricted by CPU memory. Nevertheless,
work will be undertaken to improve the capability of the system to map
extended environments using these methods as a basis.
The HeatWave system was found to be very stable for most environments,
however, there were a few exceptions which if addressed could also help
to extend the maximum size of mappable environments. Conditions which
cause instability in the estimation of sensor pose and therefore degrade the
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accuracy of the model include the domination of repeated geometric patterns
in the scene such as steps, blinds and corregated iron, or the complete lack
of interesting geometry which is required for accurate registration between
frames. A solution proposed by [27] attempts to address this problem by
improving pose estimation with visual odometry. Results achieved using this
method are promising, and therefore there are plans to integrate a similar
approach into HeatWave.
In operation, it is important that the user does not move the camera faster
than a slow walking pace, or else the system will have difficulty registering
between frames and accuracy will be decreased. This was not found to be
problematic in the experiments, however, if an RGB-D sensor with a faster
framerate becomes available then it would be an appealing choice for future
versions of the HeatWave device. Similarly, a faster framerate for the color
camera could reduce motion blurring which can result in less precise coloring
of the 3D model. At typical operating speeds this was not found to be a
problem. Nevertheless, replacing the built-in color camera with an alternative
model that has the ability to have auto-gain disabled would have the added
benefit of improving the consistency of the colors allocated to the model.
The system still relies somewhat on user expertise in order to tune a small
number of parameters (such as the start and finish point in a data sequence,
and the starting pose within the initial volume). It is planned to include
built-in mechanisms that automatically identify the most effective settings
without user intervention, which will streamline the process and reduce the
depenency on operator experience.
It is possible that more accurate results in terms of both the generation
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of the 3D model and the assignment of colors and temperatures could be
achieved by improving the calibration procedure. Future work includes inves-
tigating potential errors that may occur during calibration and determining
how to address them. However, existing calibration results were found to be
reasonably accurate and this is not seen as a major limitation of the system.
More comprehensive radiometric calibration will be performed that ex-
plores the effect of a variety of ambient conditions on the steady-state opera-
tion of the thermal camera. In addition, confidence metrics for the weighted
averaging of pixel-rays used to assign temperatures and colors to the model
will be optimized based on experimentation.
Reducing the raycasting time is a key priority, which if achieved suffi-
ciently may allow the entire mapping process to be completed in real-time.
This will be attempted through moving towards a GPU-based approach,
rather than the current CPU-based approach.
8. Conclusion
We have proposed HeatWave; a convenient and powerful handheld system
for thermal energy auditing which overcomes many limitations of current 2D
and 3D approaches. These include practical weaknesses such as cost and
dependence on operator expertise, as well as technical weaknesses such as
a vulnerability to reflection and an inability to easily compare audit results
from different times.
HeatWave can be moved around by hand to capture thermal video and
other sensory data in much the same way that a conventional thermal en-
ergy audit is performed. The system can then process the data to generate
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accurate 3D models with both dense temperature and appearance informa-
tion incorporated. These models can be visualized using the Spectra toolbox
which can simultaneously represent both modalities for an enhanced user ex-
perience. Models can also be quantitatively evaluated, and compared easily
with results from previous scans by different operators.
The evaluation shows that the system in its current form is capable of
generating useful results for energy auditing. However, future plans will
enhance the capabilities of HeatWave by addressing limitations particularly
in its stability and ability to map large environments.
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Figure Captions
Figure 1 Example output model generated by HeatWave. The model shows
two HVAC units in an industrial setting, and was produced from a 30 second
video sequence of an environment of 2.03 (8) cubic meters volume. The
model has been colored according to temperature using the “Iron” false-
color scheme to the left, which serves to help the operator to quickly and
accurately identify surface temperatures. Visible-spectrum information has
also been incorporated into the 3D representation. The spatial resolution is
4mm.
Figure 2 The portable device used by HeatWave for data acquisition. (a)
The device held by the operator for scale. (b) The specific sensors which
comprise the device. (c) The device being used for data acquisition. The
computer is stored in the backpack worn by the operator.
Figure 3 Radiometric calibration curves showing the pixel graylevel as inter-
nal sensor temperature increases for several blackbody target temperatures.
Figure 4 Radiometric model relating pixel graylevel, sensor temperature and
target temperature.
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Figure 5 Ongoing refinement of a scene using SLAM using a 3.03 (27) cubic
meter volume and a spatial resolution of 6mm.
Figure 6 Demonstration of alternative fusion schemes for texturing a 3D
model with color and thermal data simultaneously. The model is of a 3.03
cubic meter subsection of an aircraft cabin which is used for training air-
craft crews. A heat source has been hidden in this particular door, which
HeatWave is able to easily locate. The spatial resolution is 6mm.
Figure 7 Registered 3D models with trajectories from Part 1 of the correlation
experiment. The volume size was 1.53 (3.375) cubic meters and a spatial
resolution of approximately 3mm was achieved.
Figure 8 Discrepancy model for Part 1 of the correlation experiment. 90%
of vertices varied less than 1.0 degree between scans.
Figure 9 Registered 3D models with trajectories from Part 2 of the correlation
experiment. A volume size of 3.03 (27.0) cubic meters was used, resulting in
a spatial resolution of 6mm.
Figure 10 Discrepancy model for Part 2 of the correlation experiment. Safety
lights are highlighted by black rectangles.
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Figure 11 Two separate 2D thermal images of a target exhibiting reflective
behaviour. The highly reflective material is a metallic pipe, however, its
reflectivity is not obvious from its visual appearance.
Figure 12 Comparison of the single-frame and full-sequence temperature es-
timates for three physical points of interest in the 3D model.
Figure 13 3D Reconstruction of reflective target (same as shown in Figure
11). The volume size was 2.03 (8.0) cubic meters and the spatial resolution
was 4mm.
Figure 14 Case study 1: Outdoor HVAC (Volume size: 4.03 (64.0) cubic
meters. Spatial Resolution: 8mm.)
Figure 15 Case study 2: Compressed Air Unit (Volume size: 3.03 (27.0) cubic
meters. Spatial Resolution: 6mm.)
Figure 16 Case study 3: HVAC with pipes (Volume size: 2.03 (8.0) cubic
meters. Spatial Resolution: 4mm.)
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Tables
Table 1: Current energy efficiency monitoring methods
Method Advantages Disadvantages
Sensor
Networks
[6] [7]
- Measurements can be taken
continuously (temporally
continuous)
- Low ongoing labour requirement
(once-off labor)
- Spatially non-continuous (sparse)
- Building is physically modified by
sensors (invasive)
2D Thermal
Imaging
[8] [2]
- Simple equipment requirements
(accessible)
- Dense temperature information
(dense)
- No 3D information
(non-geometric)
- Data processed manually
(labor-intensive)
- Difficult to replicate (low
repeatability)
- Easy to accidentally leave out
regions of interest (incomplete)
3D Thermal
Modelling
[9] [10] [11]
- Includes 3D information
(geometric)
- Highly accurate and complete
models (dense)
- Enables quantitative estimates of
surface heat loss (quantitative)
- More difficult data processing
(complex)
- Requires specialist equipment
(expensive)
Table(s) with Caption(s)
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Table 2: Existing 3D thermal mapping approaches
Approach Advantages Disadvantages
3D-laser
[12] [13]
- Long-range mapping capability - Significant additional expense
- Equipment requirements limit
flexibility
Robot-
mounted
[10] [14]
- Potential to be fully-automated - Unable to traverse obstacles
- Physical motion limited to 2D floor
plane
- Additional occlusion problems
due to limited flexibility of viewpoint
- The robot and laser scanner adds
a significant cost to the system
Structure
from Motion
[11]
- Can operate in motion
- 6 DoF
- Very long operating range
- Generates sparse/incomplete
models
- Fails without lighting or with
low/variable lighting levels
- No global scale information
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Table 3: Thermal-infrared Camera Specifications
Field Properties
FOV 60 degrees
Resolution 640 × 480
Wavelength 6 – 14µm
FPS 25
NEDT 50mK
Power 5V (Regulated)
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Table 4: RGB-D Sensor Specifications
Field Properties
FOV 58 degrees
Resolution 640 × 480
Effective Range 0.8 – 4.0m
FPS 30
Power USB
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Table 5: Data processing time for the experiments
Dataset Capture (sec) Generation (min) Assignment (min)
6.1(A)-1 60 4.5 38
6.1(A)-2 60 4.5 38
6.1(B)-1 57 4.3 47
6.1(B)-2 47 3.8 32
6.2 4 0.2 9
6.3-1 80 6.0 52
6.3-2 70 5.6 46
6.3-3 60 5.5 48
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Figure 2
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Figure 4
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(a) Initial model (b) After 50 frames (c) After 1400 frames
Figure 5 
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Figure 6
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Figure 7
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Figure 9
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Figure 12
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Figure 14 
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Figure 15
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Highlights
• We present a new handheld system for 3D thermography called Heat-
Wave.
• Temperature change detection for revisited environments is performed
successfully.
• Multivariable weighted raycasting is proposed for accurate temperature
estimates.
• The system is shown to be more resiliant to reflection than existing
approaches.
*Highlights (for review)
