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On an integral formula for Fredholm determinants
related to pairs of spectral projections
Martin Gebert
Abstract. We consider Fredholm determinants of the form identity minus
product of spectral projections corresponding to isolated parts of the spectrum
of a pair of self-adjoint operators. We show an identity relating such determi-
nants to an integral over the spectral shift function in the case of a rank-one
perturbation. More precisely, we prove
− ln
(
det
(
1− 1I(A)1R\I(B)1I(A)
))
=
∫
I
dx
∫
R\I
dy
ξ(x)ξ(y)
(y − x)2
,
where 1J (·) denotes the spectral projection of a self-adjoint operator on a set
J ∈ Borel(R). The operators A and B are self-adjoint, bounded from below and
differ by a rank-one perturbation and ξ denotes the corresponding spectral shift
function. The set I is a union of intervals on the real line such that its boundary
lies in the resolvent set of A and B and such that the spectral shift function
vanishes there i.e. I contains isolated parts of the spectrum of A and B. We
apply this formula to the subspace perturbation problem.
1. Introduction
In this paper we study Fredholm determinants of products of spectral projections
corresponding to isolated parts of the spectrum of self-adjoint operators A and B
which differ by a rank-one operator. We are interested in Fredholm determinants
of the form
det
(
1− 1I(A)1R\I(B)1I(A)
)
(1.1)
where 1J(·) denotes the spectral projection of a self-adjoint operator corresponding
to a set J ∈ Borel(R). I is a finite union of intervals such that its boundary lies in
the intersection of the resolvent sets, i.e. ∂I ⊂ ̺(A) ∩ ̺(B). This together with a
trace-class assumption on B−A ensures that 1I(A)1R\I(B)1I(A) is trace-class and
(1.1) is actually well-defined. We investigate in this paper if there is an elementary
integral representation for the determinant (1.1). The answer is yes in the case of a
rank-one perturbation and it is given in terms of a rather simple integral depending
on the spectral shift function ξ of the pair A and B. More precisely, we prove in
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Theorem 2.1 the integral representation
− ln
(
det
(
1− 1I(A)1R\I(B)1I(A)
))
=
∫
I
dx
∫
R\I
dy
ξ(x)ξ(y)
(y − x)2
, (1.2)
where we assume that B − A is rank one and that the spectral shift function
vanishes on ∂I. To the best of the author’s knowledge this identity is new. Apart
from products of spectral projections, (1.2) directly implies a similar result for
differences of spectral projections 1I(A)− 1I(B), see Corollary 2.4.
In the literature, such determinants are sometimes called section determinants
and are studied for example in [18, 19]. There the Fredholm determinant (1.2)
is computed abstractly in terms of solutions of particular operator-valued Wiener-
Hopf equations. However, apart from existence results the solutions to this equations
are not found explicitly.
Over the last years further interest in Fredholm determinants of the form (1.1)
emerged in mathematical physics, see [13, 8, 9, 6, 14, 4]. The determinant (1.1)
appears when computing the thermodynamic limit of the scalar product of two
non-interacting fermionic many-body ground states filled up to the Fermi energy
E ∈ R. In this case, the underlying one-particle operators are given by a pair of
Schrödinger operators whose difference is relatively trace class, i.e. both systems
differ only locally. The identity (1.2) gives a tool to compute this many-body scalar
product explicitly if the one-particle operators differ by a rank-one perturbation
and the Fermi energy lies in a spectral gap. This might be the case for periodic
Schrödinger operators or Schrödinger operators with constant magnetic fields. We
will not go into more details about this problem here and refer to the aforementioned
papers for further reading.
Apart from the latter motivation, we apply the integral formula to the subspace
perturbation problem. This constitutes of finding a bound on the operator norm
of the difference of certain pairs of spectral projections. We refer to Section 2.1 for
further explanations.
2. Model and results
Let H be a separable Hilbert space and A be a self-adjoint operator on H which is
bounded from below, i.e. there exists a constant c ∈ R such that A > c. Let B be
a rank-one perturbation of A, i.e. we define
B := A+ V, (2.1)
where V := |φ〉〈φ| for some φ ∈ H. Throughout, we use the notation σ(·) for the
spectrum and ̺(·) for the resolvent set of an operator and we write 1 for the identity
operator on H. Moreover, we denote by ∂J the boundary of a set J ∈ Borel(R).
We write S1 for the set of all trace-class operators on H.
The spectral shift function of the pair A and B is defined by the limit
ξ(E) := lim
ε→0
1
π
arg
(
1 +
〈
φ,
1
A− E − iε
φ
〉)
, (2.2)
where arg(z) ∈ [0, 2π) denotes the argument of a complex number z ∈ C. The latter
limit is well-defined and exists for Lebesgue almost all E ∈ R, see [23, Sec. 11]. The
non-negativity of limε→0 Im
〈
φ, 1A−E−iεφ
〉
≥ 0 implies that 0 ≤ ξ ≤ 1. Additionally,
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standard results provide that ξ ∈ L1(R) with norm ‖ξ‖L1(R) =
∫
R
dx ξ(x) = tr(V ) =
〈φ, φ〉. A priori the spectral shift function is defined only for Lebesgue almost all E ∈
R. However, the spectral shift function is defined for all energies E ∈ ̺(A)∩ρ(B)∩R
and is given for such E by
ξ(E) := tr
(
1(−∞,E)(A)− 1(−∞,E)(B)
)
, (2.3)
where the later difference is trace-class, and ξ(E) ∈ {0, 1}, see e.g. [23, Sec. 11].
In particular, ξ is constant with values in {0, 1} on any connected component of
ρ(A)∩ρ(B)∩R. The definition (2.2) of the spectral shift function is specific to rank-
one perturbations. Further properties in the rank-one case can be found in [23, Sec.
11], whereas we refer to [26] for the general theory beyond rank-one perturbations.
The second central quantity in this paper is the Fredholm determinant. We
briefly recall the definition. For an operator K ∈ S1 with eigenvalues (cn)n∈N, listed
according to their algebraic multiplicities, we define the Fredholm determinant of
1−K by the product
det
(
1−K
)
:=
∏
n∈N
(1− cn). (2.4)
The latter product is well defined by the trace-class assumption on K, see [20, Sect.
XIII.17]. Fredholm determinants share most properties with the usual determinant
in finite dimensional spaces. Especially, we will need the multiplicativity of Fredholm
determinants.
Now, we are ready to state the main result of the paper, which relates Fredholm
determinants of products of spectral projections corresponding to isolated spectral
subsets to a particular integral over the spectral shift function:
Theorem 2.1. Let N ∈ N and
I :=
N⋃
i=1
[E2i−1, E2i] (2.5)
where −∞ ≤ E1 ≤ E2 < ... < E2N−1 ≤ E2N ≤ ∞. We further assume that the
boundary of I satisfies
∂I ⊂ ρ(A) ∩ ρ(B) (2.6)
and that the spectral shift function vanishes on ∂I, i.e. for all x ∈ ∂I
ξ(x) = 0. (2.7)
Then, 1I(A)1Ic(B)1I(A) ∈ S
1 and the identity
− ln
(
det
(
1− 1I(A)1Ic(B)1I(A)
))
=
∫
I
dx
∫
Ic
dy
ξ(x)ξ(y)
(y − x)2
(2.8)
holds, where Ic := R\I.
Remarks 2.2. (i) The spectral shift function ξ is initially only defined for
Lebesgue almost all E ∈ R, but ξ makes sense for all E ∈ ∂I ⊂ ρ(A) ∩ ρ(B), see
identity (2.3).
(ii) Both quantities in (2.8) are well-defined under the assumptions of the the-
orem: Loosely speaking, the trace-class property follows from ∂I being in a spectral
gap of both operators A and B and B − A ∈ S1. The convergence of the integral
follows from (2.7).
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(iii) One word about the notation. If we consider 1I(A)1I(B)1I(A) : H
′ → H′
for H′ := ran(1I(A)), the latter determinant equals
det
(
1− 1I(A)1Ic(B)1I(A)
)
= det
(
1I(A)1I(B)1I(A)
∣∣
H′
)
. (2.9)
Thus, one can formulate the result as well in the notation of restricted products of
spectral projections. Such determinants are sometimes called section determinants
[18, 19].
Corollary 2.3. Under the assumptions of Theorem 2.1 we obtain
1Ic(A)1I(B)1Ic(A) ∈ S
1 and the identity
− ln
(
det
(
1− 1Ic(A)1I (B)1Ic(A)
))
=
∫
I
dx
∫
Ic
dy
ξ(x)ξ(y)
(y − x)2
(2.10)
holds.
A simple calculation shows that differences of spectral projections can be ex-
pressed as products of spectral projections and the following holds:
Corollary 2.4. Under the assumptions of Theorem 2.1 we obtain
(
1I(A) −
1I(B)
)2
∈ S1 and the identity
− ln
(
det
(
1−
(
1I(A)− 1I(B)
)2))
= 2
∫
I
dx
∫
Ic
dy
ξ(x)ξ(y)
(y − x)2
(2.11)
holds.
The proof is short and follows directly from the previous results. Therefore, we
do not postpone it for later and present it straight away:
Proof of Corollary 2.4. A straight forward calculation shows that the identity
1I(A)− 1I(B) = 1I(A)1Ic(B)− 1Ic(A)1I(B) (2.12)
holds and therefore multiplying the latter with its adjoint we obtain(
1I(A)− 1I(B)
)2
=
(
1I(A)− 1I(B)
)(
1I(A)− 1I(B)
)∗
= 1I(A)1Ic(B)1I(A) + 1Ic(A)1I(B)1Ic(A). (2.13)
Theorem 2.1, Corollary 2.3 and the multiplicativity of Fredholm determinants give
the result. 
Remark 2.5. In particular, formula (2.11) holds for Fermi projections, i.e. choosing
I = (−∞, E]. In this situation, the above determinant (2.11) is related to the scalar
product of the ground states of two non-interacting fermionic systems at Fermi
energy E, see [9] and references cited therein. The above formula can be used to
compute this scalar product exactly in cases where the Fermi energy lies in a spectral
gap.
Considering the results of Theorem 2.1, it is natural to ask if condition (2.7) is
necessary for formula (2.8) or (2.11) to hold. We will discuss this in the following:
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Proposition 2.6. Assume that I is given by (2.5) and satisfies (2.6). Then,
1I(A)− 1I(B) ∈ S
1. If tr
(
1I(A)− 1I(B)
)
> 0 the identity
det
(
1− 1I(A)1Ic(B)1I(A)
)
= 0 (2.14)
holds, whereas if tr
(
1I(A)− 1I(B)
)
< 0 then
det
(
1− 1Ic(A)1I(B)1Ic(A)
)
= 0. (2.15)
In particular, tr
(
1I(A) − 1I(B)
)
6= 0 implies det
(
1−
(
1I(A)− 1I(B)
)2)
= 0.
The above is an immediate consequence of the theory of indices of pairs of
spectral projections [2]. The condition tr
(
1I(A) − 1I(B)
)
6= 0 is opposite to (2.7)
in the sense that under assumption (2.7) we obtain tr
(
1I(A) − 1I(B)
)
= 0. The
condition tr
(
1I(A) − 1I(B)
)
= 0 alone should imply an integral formula for our
Fredholm determinant. However, such formulas must in general be different from
(2.8) as we see in the next theorem:
Theorem 2.7. Let N ∈ N and I :=
⋃N
i=1[E2i−1, E2i] where −∞ ≤ E1 ≤ E2 < ... <
E2N−1 ≤ E2N ≤ ∞. We assume that the boundary of I satisfies ∂I ⊂ ρ(A) ∩ ρ(B)
and that the spectral shift function satisfies for all x ∈ ∂I
ξ(x) = 1. (2.16)
Then, 1I(A)1Ic(B)1I(A) ∈ S
1 and the identity
− ln
(
det
(
1− 1I(A)1Ic(B)1I(A)
))
=
∫
I
dx
∫
Ic
dy
(
ξ(x)− 1
)(
ξ(y)− 1
)
(y − x)2
(2.17)
holds.
We end this section with several general remarks concerning extensions of the
above integral formulas to higher-rank perturbations.
Remarks 2.8. (i) Since the spectral shift function makes sense for general
trace-class perturbations, one can define the above integrals as well for such per-
turbations. However, we emphasise that Theorem 2.1 and its descendants are only
valid for rank-one perturbations in the particular form stated. This can already be
seen in the matrix case. Let
A :=
(
0 0
0 3
)
and B :=
(
0 0
0 3
)
+
(
1 0
0 1
)
. (2.18)
Then, A and B differ by a rank-two perturbation. For I := [−1, 2] the difference
satisfies 1I(A)−1I(B) = 0 and accordingly det
(
1−
(
1I(A)−1I(B)
)2)
= 1. Hence,
− ln
(
det
(
1−
(
1I(A)− 1I(B)
)2))
= 0. (2.19)
On the other hand, the corresponding integral does not vanish, i.e.∫
I
dx
∫
Ic
dy
ξ(x)ξ(y)
(y − x)2
=
∫ 1
0
dx
∫ 4
3
dy
1
(y − x)2
> 0. (2.20)
However, it is an interesting question if a similar identity to (2.11) holds beyond
rank one perturbations.
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(ii) On a more abstract level one reason for the Fredholm determinant (2.8) to
be actually computable is that 1I(A)1Ic(B)1I(A) is an integrable operator in the
sense of [5]. Let us illustrate this very briefly. For this, we assume that the spectral
measures
µA( · ) := 〈φ,1(·)(A)φ〉 and µB( · ) := 〈φ,1(·)(B)φ〉 (2.21)
are absolutely continuous with densities ddxµA = f and
d
dxµB = g. Moreover, we
assume that φ is cyclic with respect to A. Hence, the mappings
U∗ : H → L2(σ(A)), h(A)φ 7→ hf1/2
V ∗ : H → L2(σ(B)), h(B)φ 7→ hg1/2
(2.22)
are well-defined unitaries, where L2(I) denotes the space of square integrable func-
tions on I ∈ Borel(R) w.r.t. Lebesgue measure. Then we obtain
U∗1I(A)1Ic(B)V = K, (2.23)
where K : L2(Ic ∩ σ(B)) → L2(I ∩ σ(A)) is an integral operator with kernel
K(x, y) =
f1/2(x)g1/2(y)
x− y
for x ∈ I, y ∈ Ic, (2.24)
see [15, Thm. 2.1]. Using this we obtain that 1I(A)1Ic(B)1I(A) is unitarily equiv-
alent to the integral operator R := KK∗ : L2(I ∩ σ(A)) → L2(I ∩ σ(A)) with
kernel
R(x, y) :=
f1/2(x)G(y) − f1/2(y)G(x)
x− y
for x, y ∈ I ∩ σ(A) (2.25)
where G(x) :=
∫
Ic dz
g(z)
x−zf
1/2(x). This operator is integrable because f1/2(x)G(x)−
f1/2(x)G(x) = 0. Such operators have the property that one can invert 1−R on an
abstract level solving a matrix-valued Riemann-Hilbert problem, see [5]. For rank-k
perturbations, the product 1I(A)1Ic(B)1I(A) can, under some assumptions, still
be identified by a more complicated integrable operator. Hence, we conjecture in
the case of a trace-class perturbation a formula of the form
− ln
(
det
(
1− 1I(A)1Ic(B)1I(A)
))
= 2
∫
I
dx
∫
Ic
dy
H(x, y)
(y − x)2
(2.26)
for some function H : R2 → C.
Even though our operator admits this integrable structure, we are not using it
directly in the proof and we are not solving any matrix-valued Riemann Hilbert
problem. We rather prove the theorem in a more elementary way, first for operators
with discrete spectrum using the Cauchy determinant formula and then taking the
limit in a suitable way.
2.1. An Application: The subspace perturbation problem. Let A be a self-
adjoint operator such that its spectrum consists of two sets Σ and σ(A)\Σ which
are separated by a distance δ > 0. Now, we perturb A by a self-adjoint perturbation
V of norm ‖V ‖ < δ/2. In this way V does not close the gaps in the spectrum. We
introduce the enlarged set
Σ˜δ/2 := {x ∈ R : dist(x,Σ) < δ/2}. (2.27)
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Then [12] posed the question if this is sufficient to imply ‖1Σ(A) − 1Σ˜δ/2
(B)‖ < 1
and proved that this is indeed the case for Σ being a convex set in σ(A). Even
though there was some progress for general sets Σ, it seems to be an open problem
to prove this for general sets. For the moment, one has to assume that ‖V ‖ < c δ
for some explicit c < 0.46, see [1, 21, 16] and references cited therein. Theorem 2.1
provides a tool to prove this for arbitrary sets Σ in the very special case of V being
a rank-one perturbation. In the case of a non-negative perturbation the spectrum
is moved in a definite direction by the perturbation. Hence, in our case it is more
convenient to work with the set
Σδ := Σ + [0, δ] := {x+ δ˜ : x ∈ Σ, δ˜ ∈ [0, δ]}. (2.28)
Corollary 2.9. Let A,B be self-adjoint and bounded with B−A = |φ〉〈φ| := V for
some φ ∈ H and Σ ⊂ σ(A) such that
dist(Σ, σ(A)\Σ) = δ > 0 (2.29)
and ‖V ‖ = ‖φ‖2 < δ. Let Σδ be defined by (2.28) then
‖1Σ(A)− 1Σδ (B)‖ < 1. (2.30)
It is of certain interest to give a quantitative bound in terms of the distance δ
and the operator norm of V . The above result is rather indirect and doesn’t pro-
vide this. With the method used in the above proof one cannot expect to obtain
an optimal quantitative bound because we take all eigenvalues of 1Σ(A) − 1Σδ(B)
into account instead of only the relevant one with the biggest modulus. But us-
ing different methods, one can prove an optimal bound in the case of a rank-one
perturbation:
Theorem 2.10. Let A,B be self-adjoint and bounded with B − A = |φ〉〈φ| := V
for some φ ∈ H and Σ ⊂ σ(A) such that
dist(Σ, σ(A)\Σ) = δ > 0 (2.31)
and ‖V ‖ = ‖φ‖2 < δ. Let Σδ be defined by (2.28) then
‖1Σ(A)− 1Σδ(B)‖ < ‖V ‖/δ. (2.32)
Even though the above theorem makes Corollary 2.9 obsolete, the argument in
Corollary 2.9 may help to prove the bound (2.30) in more general cases provided
an integral formula exists for more general perturbations, see (2.26). We emphasise
that our proof of the sharp result Theorem 2.10 fails for perturbations other than
rank one.
3. Proofs
3.1. Proof of Theorem 2.1 for finite-rank operators. Throughout the proof
we assume that φ is cyclic with respect to A. If this is not the case from the
beginning we have to restrict ourselves to the cyclic subspace which we omit to
keep the notation simple. We first prove the result for matrices. For M ∈ N, we
denote by CM×M the set of all M ×M matrices with C-valued entries.
Let M ∈ N. From now on we assume in this section that A,B ∈ CM×M , are
self-adjoint and B := A+ |φ〉〈φ|, where φ ∈ CM .
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Lemma 3.1. Under the assumptions of Theorem 2.1 on the set I, the identity
− ln
(
det
(
1− 1I(A)1Ic(B)1I(A)
))
=
∫
I
dx
∫
Ic
dy
ξ(x)ξ(y)
(y − x)2
(3.1)
holds.
Similarly, we formulate Theorem 2.7 for matrices:
Lemma 3.2. Under the assumptions of Theorem 2.7 on the set I, the identity
− ln
(
det
(
1− 1I(A)1Ic(B)1I(A)
))
=
∫
I
dx
∫
Ic
dy
(
ξ(x)− 1
)(
ξ(y)− 1
)
(y − x)2
(3.2)
holds.
To prove this we need some auxiliary results. In the following, we write (ai)
M
i=1
and (bi)
M
i=1 for the sequences of eigenvalues of A and B ordered non-decreasingly.
Since we restricted ourselves to cyclic φ, the eigenvalues interlace strictly, i.e.
a1 < b1 < a2 < · · · < aM < bM . (3.3)
We denote by (ϕj)
M
j=1 and (ψk)
M
k=1 the corresponding normalised eigenvectors of A,
respectively, of B. In particular, the spectral shift function is given by
ξ(E) = tr
(
1(−∞,E)(A)− 1(−∞,E)(B)
)
=
M∑
n=1
1(an,bn](E) (3.4)
for E ∈ ρ(A)∩ρ(B)∩R, see [23, Prop. 11.11]. Here, with 1I we denote the indicator
function of the set I ⊂ R on R.
Lemma 3.3. Let I ∈ Borel(R) such that the index sets JI(A) :=
{
j ∈ {1, ...,M} :
aj ∈ I
}
and JI(B) :=
{
k ∈ {1, ...,M} : bk ∈ I
}
have the same cardinality. Then
det
(
1− 1I(A)1Ic(B)1I(A)
)
= det
(
1− 1Ic(A)1I(B)1Ic(A)
)
=
∣∣det (〈ϕj , ψk〉)j∈JI(A),k∈JI(B)∣∣2. (3.5)
Proof of Lemma 3.3. Define S := detO where O is the |JI(A)|× |JI (B)| matrix
O :=
(
〈ϕj , ψk〉
)
j∈JI(A),k∈JI(B)
. (3.6)
Moreover, we use the abbreviations P := 1I(A) and Q := 1I(B). Then, the matrix
entries of OO∗ and O∗O read
(OO∗)jl =
∑
k∈JI(B)
〈ϕj , ψk〉〈ψk, ϕl〉 = 〈ϕj , PQPϕl〉, (3.7)
(O∗O)jl =
∑
k∈JI(A)
〈ψj , ϕk〉〈ϕk, ψl〉 = 〈ψj , QPQψl〉. (3.8)
Using the multiplicativity of the determinant, |S|2 can be rewritten in two ways:
|S|2 = det(OO∗) = det
(
PQP
∣∣
ranP
)
= det
(
1− P (1−Q)P
)
, (3.9)
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and likewise as
|S|2 = det(O∗O) = det
(
QPQ
∣∣
ranQ
)
= det
(
1−Q(1− P )Q
)
= det
(
1− (1− P )Q(1− P )
)
. (3.10)
The last equality follows from the fact that the non-zero singular values of Q(1−P )
coincide with the non-zero singular values of its adjoint (1− P )Q. Now, equations
(3.9) and (3.10) give the assertion. 
Lemma 3.4. Let J1, J2 ⊂ {1, ...,M} be two index sets with the same cardinality
N ∈ N, with N ≤M , i.e. J1 = {l1, .., lN} and J2 = {m1, ...,mN} for some numbers
l1 < l2... < lN and m1 < m2... < mN . Then,∣∣∣det(〈ϕlj , ψmk 〉)
16j,k6N
∣∣∣2 = N∏
j=1
M∏
k=N+1
∣∣bmk − alj ∣∣ ∣∣alk − bmj ∣∣∣∣alk − alj ∣∣ ∣∣bmk − bmj ∣∣ , (3.11)
where (lk)
M
k=N+1 is a sequence such that {l1, ..., lN} ∩ {lN+1, ..., lM} = ∅ and
{l1, ..lN} ∪ {lN+1, ..., lM} = {1, ...,M}. The sequence (mk)
M
k=N+1 is defined accord-
ingly.
Remark 3.5. If J1 = J2 = {1, 2..., N} formula (3.11) reads∣∣∣det(〈ϕj , ψk〉)
j∈J1,k∈J2
∣∣∣2 = N∏
j=1
M∏
k=N+1
|bk − aj| |ak − bj|
|ak − aj| |bk − bj|
. (3.12)
Such a formula is known in the physics literature in the context of scalar products
of ground states of non-interacting fermionic systems and goes back at least to [17].
In this context it was also revisited in [7].
Proof of Lemma 3.4. The strict interlacing of the eigenvalues, see (3.3), implies
that none of the denominators in the above product vanishes and the product is
well-defined. In the following, we assume w.l.o.g. that J1 = J2 = {1, ..., N}. The
general case follows from this case after relabelling. The eigenvalue equations imply
for all j, k ∈ N
〈ϕj , ψk〉 =
〈ϕj , φ〉〈φ,ψk〉
bk − aj
. (3.13)
This and the properties of the determinant give∣∣∣det(〈ϕj , ψk〉)
16j,k6N
∣∣∣2 =∣∣∣ det(〈ϕj , φ〉〈φ,ψk〉
bk − aj
)
16j,k6N
∣∣∣2
=
N∏
j=1
N∏
k=1
|〈ϕj , φ〉〈φ,ψk〉|
2
∣∣∣det( 1
bk − aj
)
16j,k6N
∣∣∣2.
(3.14)
The remaining determinant det
(
1
bk−aj
)
16j,k6N
is the determinant of a Cauchy ma-
trix. Such Cauchy determinants can be computed explicitely, see e.g. [25, Lem.
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7.6.A], and we end up with
(3.14) =
N∏
j=1
N∏
k=1
|〈ϕj , φ〉〈φ,ψk〉|
2
∏N
j,k=1,j 6=k |bk − bj | |aj − ak|∏N
j,k=1 |bk − aj |
2
. (3.15)
The remaining scalar products of the eigenvectors can be computed explicitly, see
Lemma A.1 in the appendix. This implies
(3.15) =
N∏
k=1
M∏
l=1
l 6=k
|al − bk|
|bl − bk|
N∏
j=1
M∏
l=1
l 6=j
|bl − aj|
|al − aj |
N∏
j,k=1
j 6=k
|bk − bj| |aj − ak|
|bk − aj|
2
=
N∏
j=1
M∏
k=N+1
|bk − aj| |ak − bj|
|bk − bj ||aj − ak|
. (3.16)
Now, the assertion follows from (3.14), (3.15) and (3.16). 
Proof of Lemma 3.1. We define the sets J1 := {m1,m2, ...,mN} = {k ∈
{1, ...,M} : bk ∈ I} and J2 := {l1, l2, ..., lN} = {j ∈ {1, ...,M} : aj ∈ I} and the
sequences {mN+1, ...mM} and {lN+1, ..., lM} as in Lemma 3.4. Assumption (2.7)
implies that these index sets coincide, i.e. J1 = J2 =: J . Lemma 3.3 and Lemma 3.4
yield
det
(
1− 1I(A)1Ic(B)1I(A)
)
=
N∏
j=1
M∏
k=N+1
∣∣bmk − alj ∣∣ ∣∣ajk − bmj ∣∣∣∣alk − alj ∣∣ ∣∣bmk − bmj ∣∣
=
∏
j∈J
∏
k/∈J
|bk − aj| |ak − bj |
|ak − aj | |bk − bj |
, (3.17)
where and we used in the last line that J1 = J2 = J .
On the other hand, the spectral shift function is given by
ξ(x) =
M∑
n=1
1(an,bn](x). (3.18)
Inserting this in the integral on the r.h.s of (2.8), we compute∫
I
dx
∫
Ic
dy
ξ(x)ξ(y)
(y − x)2
=
M∑
j=1
M∑
k=1
∫
I
dx
∫
Ic
dy
1(aj ,bj ](x)1(ak ,bk](y)
(y − x)2
=
∑
j∈J
∑
k/∈J
∫ bj
aj
∫ bk
ak
dxdy
(y − x)2
. (3.19)
Integrating the latter, gives∑
j∈J
∑
k/∈J
∫ bj
aj
∫ bk
ak
dxdy
(y − x)2
=
∑
j∈J
∑
k/∈J
ln
(
|ak − aj | |bk − bj |
|bk − aj | |ak − bj |
)
. (3.20)
This gives the assertion taking the logarithm in (3.17). 
Proof of Lemma 3.2. We define the sets J1 := {m1,m2, ...,mN} = {k ∈
{1, ...,M} : bk ∈ I} and J2 := {l1, l2, ..., lN} = {j ∈ {1, ...,M} : aj ∈ I} and
the sequences {mN+1, ...mM} and {lN+1, ..., lM} as in Lemma 3.4. These sets have
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the same cardinality |J1| = |J2| by (2.7) but J1 6= J2. However, both sets are still
very close: Since the spectral shift function is 1 on ∂I, we obtain
J1 + 1 = {m1 + 1,m2 + 1, ...,mN + 1} = J2, (3.21)
where we used the convention M + 1 := 1 here. We apply Lemma 3.3 and Lemma
3.4 to the l.h.s. of (3.2) and obtain the product representation
det
(
1− 1I(A)1Ic(B)1I(A)
)
=
N∏
j=1
M∏
k=N+1
∣∣bmk − alj ∣∣ ∣∣alk − bmj ∣∣∣∣alk − alj ∣∣ ∣∣bmk − bmj ∣∣
=
∏
j∈J1
∏
k/∈J1
|bk − aj+1| |ak+1 − bj|
|ak+1 − aj+1| |bk − bj|
, (3.22)
where we used (3.21) in the last line.
On the other hand, we compute
ξ(x)− 1 = −
M−1∑
n=1
1(bn,an+1](x)− 1R\(a1 ,bM ](x) = −
M∑
n=1
1(bn,an+1](x), (3.23)
where 1(bM ,aM+1] := 1R\(a1,bM ](x). Inserting this in the r.h.s of (3.2) and evaluating
the integral, gives∫
I
dx
∫
Ic
dy
(ξ(x)− 1)(ξ(y) − 1)
(y − x)2
=
M∑
j=1
M∑
k=1
∫
I
dx
∫
Ic
dy
1(bj ,aj+1](x)1(bk ,ak+1](y)
(y − x)2
=
∑
j∈J1
∑
k/∈J1
∫ aj+1
bj
∫ ak+1
bk
dxdy
(y − x)2
=
∑
j∈J1
∑
k/∈J1
ln
(
|ak+1 − aj+1| |bk − bj|
|bk − aj+1| |ak+1 − bj|
)
. (3.24)
This and taking the logarithm in (3.22) implies the assertion. 
3.2. General bounded operators: An approximation argument. In this
section we lift the results obtained for matrices in the previous section to general
bounded operators. To do so, we define particular finite-rank approximations which
respect the spectral gaps of the limiting operators up to a security distance.
We assume in this section that A and B are bounded self-adjoint operators
which satisfy (2.1) and I be such that the assumptions of Theorem 2.1 are met.
Additionally, we assume w.l.o.g. that 0 ∈ σ(A) which can always be achieved by
adding a multiple of the identity. Let (ϕm)m∈N be an orthonormal basis of H and
IM :=
∑M
m=1|ϕm〉〈ϕm | be the projection on the first M basis vectors of this basis.
For M ∈ N, we define
A˜M := IMAIM . (3.25)
Since we assumed A and B to be bounded, it follows directly that A˜M converges
strongly to A as M →∞. Since ∂I ⊂ ρ(A) ∩ ρ(B) and ∂I is a finite set, we obtain
that
δ := dist(∂I, σ(A) ∪ σ(B)) > 0 (3.26)
and we choose
0 < ε < δ/2. (3.27)
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We define an enlarged spectrum σε(A) := {x ∈ R : dist(x, σ(A)) ≤ ε} and set
AM := A˜M1σε(A)(A˜M ) and BM := AM + IM |φ〉〈φ|IM . (3.28)
Since ∂σε(A) ⊂ ρ(A), we have that 1σε(A)(A˜M ) → 1 strongly as M → ∞, see e.g.
[24, Cor. 6.40]. Hence, AM converges strongly to A as M → ∞. Using the strong
convergence IMφ→ φ, we obtain as well that BM → B strongly as M →∞.
Let us first comment on the spectral structure of the operators AM and BM .
The construction of the operator AM implies that for η := δ − ε > 0
2N⋃
i=1
(Ei − η,Ei + η) ⊂ ρ(AM ). (3.29)
Here we need that 0 ∈ σ(A). Otherwise, it might happen that by accident 0 ∈
(Ei − η,Ei + η) for some i ∈ {1, ..., 2N} and the inclusion (3.29) might fail. In the
following, we use the notation
ξM (E) := tr
(
1(−∞,E)(AM )− 1(−∞,E)(BM )
)
∈ {0, 1} (3.30)
for the spectral shift function corresponding to the pair AM , BM of restricted op-
erators at energy E ∈ R. Concerning the spectrum of the operator BM , we know
the following:
Lemma 3.6. Let η := δ − ε. Then there exists some M0 ∈ N such that for all
M ≥M0
2N⋃
i=1
[Ei, Ei + η) ⊂ ρ(BM ). (3.31)
Moreover, the spectral shift function satisfies ξM (E) = 0 for all E ∈
⋃2N
i=1[Ei, Ei+η)
and all M ≥M0.
We accept this for the moment and prove it at the end of this paragraph. In
particular, the above implies for all M big enough that
dist(I, (σ(AM ) ∪ σ(BM ))\I) ≥ η. (3.32)
Hence, we are in position to apply the following general result. It allows for repre-
senting products of spectral projections as particular Bochner integrals:
Lemma 3.7. Let C,D be two self-adjoint operators with D − C := V ∈ S1. Let
J,K ∈ Borel(R) be two sets with dist(J,K) > 0. Let f ∈ L1(R) such that fˆ(s) = 1s
for all s ∈ J −K := {c− d : c ∈ J, d ∈ K}. Then
1J(C)1K(D) =
∫
R
dt e−itC1J(C)V 1K(D)e
itDf(t) (3.33)
where the integral is a trace-class convergent Bochner integral. In particular,
1J (C)1K(D) is trace class.
Remark 3.8. This identity is well-known and a main tool in estimating norms of
spectral subspaces of pairs of self-adjoint operators, see e.g. [3, Chap. 7].
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Proof. We set Y := 1J (C)V 1K(D). Since 1J(C)1K(D) solves the Sylvester equa-
tion XD − CX = Y strongly, we obtain from e.g. [21, Thm. 3.1] that the identity
(3.33) holds where the integral is a priori understood in the weak sense. However,
the bound
‖e−itC1J (C)V 1K(D)e
itD‖1 = ‖V ‖1 (3.34)
holds, where ‖ · ‖1 stands for the trace norm. This together with f ∈ L
1(R) implies
that the integral in (3.33) is not just a weakly convergent but a well-defined trace-
class convergent Bochner integral and the identity (3.33) follows. 
Proposition 3.9. Let I be the set given in Theorem 2.1. Then we obtain that the
limits
lim
M→∞
1I(AM )1Ic(BM ) = 1I(A)1Ic(B) (3.35)
and
lim
M→∞
1Ic(AM )1I(BM ) = 1Ic(A)1I(B) (3.36)
exist in trace class. In particular, 1I(A)1Ic(B), 1Ic(A)1I(B) ∈ S
1. Moreover,
lim
M→∞
det
(
1− 1I(AM )1Ic(BM )1I(AM )
)
= det
(
1− 1I(A)1Ic(B)1I(A)
)
(3.37)
and
lim
M→∞
det
(
1− 1Ic(AM )1I(BM )1Ic(AM )
)
= det
(
1− 1Ic(A)1I(B)1Ic(A)
)
. (3.38)
Proof. We set Z :=
⋃N
i=1[E2i−1 + η,E2i − η]. Using (3.29), we obtain that
1I(AM )1Ic(BM ) = 1Z(AM )1Ic(BM ). (3.39)
We fix from now onM ≥M0, whereM0 is given in Lemma 3.6. Since dist(Z, I
c) ≥ η,
Lemma 3.7 implies the integral representation
1Z(AM )1Ic(BM ) =
∫
R
dt e−itAM1Z(AM )V 1Ic(BM )e
itBM f(t), (3.40)
where f ∈ L1(R) such that fˆ(s) = 1s for all s ∈ Z − I
c. By definition, we have that
∂Z ⊂ ρ(A) and ∂Ic ⊂ ρ(B). Using [24, Cor. 6.40], this implies that 1Z(AM ) →
1Z(A) and 1Ic(BM ) → 1Ic(B) strongly as M → ∞. Since e
it(·) is continuous, we
obtain the strong convergence
e−itAM1Z(AM )→ e
−itA
1Z(A) and e
−itBM1Ic(BM ) → e
−itB
1Ic(B) (3.41)
as M →∞, see e.g. [24, Thm. 6.31]. Applying the latter to φ gives that
e−itAM1Z(AM )|φ〉〈φ|1Ic(BM )e
itBM → e−itA1Z(A)|φ〉〈φ|1Ic(B)e
itB (3.42)
in trace norm as M → ∞. Additionally, we have the M -independent trace-class
bound
‖e−itAM1I(AM )V 1Ic(BM )e
itBM f(t)‖1 ≤ ‖ϕ‖
2|f(t)|, (3.43)
where we recall that f ∈ L1(R). Now, the convergence (3.35) follows from the inte-
gral representation (3.40) and dominated convergence for Bochner integrals using
(3.42) and (3.43).
To prove (3.36) , we define Z ′ := R\
⋃N
i=1[E2i−1 − η,E2i + η]. Then, (3.29)
implies
1Ic(AM )1I(BM ) = 1Z′(AM )1I(BM ), (3.44)
where dist(I, Z ′) ≥ η. The rest of the proof follows along the same lines as above.
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The convergence in (3.37) and (3.38) follow from continuity of Fredholm deter-
minants with respect to trace norm, see [23, Thm. 3.4]. 
The last lemma establishes convergence of Fredholm determinants and we can
approximate the l.h.s. of (2.8) by finite-rank operators. To prove Theorem 2.1 we
also need convergence of the r.h.s. of (2.8) which we obtain from vague convergence
of ξM to ξ:
Lemma 3.10. Let f ∈ Cc(R), where Cc(R) denotes the set of all compactly sup-
ported continuous functions. Then we have the convergence
lim
M→∞
∫
R
dxf(x)ξM(x) =
∫
R
dxf(x)ξ(x). (3.45)
Remark 3.11. Related convergence results for the spectral shift function can be
found in [11, 10]. Since we are considering rank-one perturbations only, we give here
a short and elementary proof for completeness.
Proof. Define BM (s) := AM + s|1Mφ〉〈1Mφ|, B(s) := A + s|φ〉〈φ| and let f ∈
Cc(R). The Birman-Solomyak formula implies∫
R
dx f(x)ξM(x) =
∫ 1
0
ds 〈1Mφ, f(BM (s))1Mφ〉, (3.46)
see e.g. [22]. Since f ∈ Cc(R), the strong convergence BM (s) → B(s) holds as
M → ∞. Moreover, 1M → 1 stongly as well as M → ∞ and we obtain that the
integrand in the latter converges, i.e.
〈1Mφ, f(BM (s))1Mφ〉 → 〈φ, f(B(s))φ〉 (3.47)
as M →∞. Furthermore, the integrand is bounded by
〈1Mφ, f(BM (s))1Mφ〉 ≤ ‖f‖∞‖φ‖
2 (3.48)
independently of s ∈ (0, 1). Thus, the lemma follows from dominated convergence.

Proposition 3.12. Let the set I be given as in Theorem 2.1. Then we have the
convergence
lim
M→∞
∫
I
dx
∫
Ic
dy
ξM (x)ξM (y)
(x− y)2
=
∫
I
dx
∫
Ic
dy
ξ(x)ξ(y)
(x− y)2
. (3.49)
Proof. This follows from the vague convergence in Lemma 3.10 using that ξM (x) =
0 for all x ∈
⋃2N
i=1[Ei, Ei+ η) and all M ≥M0 which was proved in Lemma 3.6. 
Proof of Lemma 3.6. Fix i ∈ {1, ..., 2N}. From our assumptions we know that
(Ei− δ,Ei + δ) ⊂ ρ(A)∩ ρ(B) and that ξ(Ei) = 0. Since the spectral shift function
is constant on any connected component of ρ(A) ∩ ρ(B) ∩ R, we obtain that
ξ(x) = 0 for all x ∈ (Ei − δ,Ei + δ). (3.50)
Using that AM differs from BM by a rank-one perturbation and that (Ei −
η,Ei + η) ⊂ ρ(AM ) for all M ∈ N, it follows that at most one eigenvalue of BM
lies in the interval (Ei − η,Ei + η). Assume by contradiction that there exists a
sequence (bMn)n∈N of eigenvalues of BMn such that bMn ∈ (Ei − η,Ei + η) and
bMn → b ∈ (Ei−η,Ei+η) as n→∞. Since AMn and BMn have discrete spectrum,
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it follows that ξMn(x) = 1 for all x ∈ (Ei − η, bMn). The latter and Lemma 3.10
then yield for any f ∈ Cc((Ei − η,Ei + η)) with 0 ≤ f ≤ 1 and f 6= 0 that∫ Ei+η
Ei−η
dx ξ(x) ≥ lim
n→∞
∫ Ei+η
Ei−η
dx f(x)ξMn(x)
≥ lim inf
n→∞
∫ bMn
Ei−η
dx f(x)ξMn(x) =
∫ b
Ei−η
dx f(x) > 0. (3.51)
This contradicts (3.50) and therefore, for all M big enough, [Ei, Ei + η) ⊂ ρ(BM )
and ξM = 0 for a set of positive Lebesgue measure in [Ei, Ei+η). The spectral shift
function is constant on any connected component of ρ(AM )∩ ρ(BM )∩R. Hence, it
follows in particular that ξM (x) = 0 for all x ∈ [Ei, Ei + η). 
3.3. Proof of Theorem 2.1, Corollary 2.3, Proposition 2.6 and Theo-
rem 2.7.
Proof of Theorem 2.1. For the moment we additionally assume that A,B are
bounded. Let AM and BM be the finite-rank operators defined in (3.28). We fix
M ≥ M0 where M0 is given in Lemma 3.6. Then, the inclusion (3.29) and Lemma
3.6 imply that ∂I ⊂ ρ(AM ) ∩ ρ(BM ) and ξM (x) = 0 for all E ∈ ∂I. Hence, the
assumptions of Lemma 3.1 are satisfied and we obtain
− ln
(
det
(
1− 1I(AM )1Ic(BM )1I(AM )
))
=
∫
I
dx
∫
Ic
dy
ξM (x)ξM (y)
(y − x)2
. (3.52)
The theorem follows from taking the limit M → ∞ in (3.52) using Proposi-
tion 3.9 and Proposition 3.12.
This proves the result for bounded operators. For unbounded operators which
are bounded from below, let c be constant such that A > c and B > c. Then, we
apply the latter to their self-adjoint resolvents 1/(A − c) and 1/(B − c) which are
bounded operators. 
Proof of Theorem 2.7. The proof of Theorem 2.7 follows along the same lines
as Theorem 2.1: For matrices it follows from Lemma 3.2. The general Theorem
2.7 follows from applying the result for matrices to the finite-rank approximation
introduced in Section 3.2 and then taking the limit. In doing so one has to adapt
Lemma 3.6. 
Proof of Proposition 2.6. Since B − A is rank one and ∂I ⊂ ρ(A) ∩ ρ(B), it
follows from Lemma 3.7 that 1I(A)− 1I(B) ∈ S
1 and its trace is given by
tr(1I(A)− 1I(B)) = ker(1I(A)− 1I(B)− 1)− ker(1I(A)− 1I(B) + 1), (3.53)
see [2, Prop. 3.1]. If tr(1I(A)−1I(B)) > 0, this implies that ker(1I(A)−1I (B)−1) 6=
0. Let ϕ ∈ ker(1I(A) − 1I(B) − 1). Then it is straight forward to check that
ϕ ∈ ran1I(A)∩ker1I(B) and hence 1 ∈ σ(1I(A)1Ic(B)1I(A)). This implies (2.14).
The identity (2.15) follows along the same lines. 
Proof of Corollary 2.3. This follows for matrices along the same lines as
Lemma 3.1 using Lemma 3.3. By approximating general operators by matrices as
done in Section 3.2, the general result follows from the matrix case using Proposition
3.9 and Proposition 3.12. 
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3.4. Proof of Corollary 2.9 and Theorem 2.10.
Proof of Corollary 2.9. Since dist(Σ, σ(A)\Σ) > 0 and A is bounded, Σ is of
the form Σ =
⋃2N
i=1[E2i−1, E2i] for some N ∈ N and E1 ≤ E2 < E3 ≤ E4 < ... ≤
E2N .
Since Σδ\Σ ⊂ ρ(A), we obtain that 1Σ(A) = 1Σδ(A) and therefore
1Σ(A)− 1Σδ (B) = 1Σδ (A)− 1Σδ(B). (3.54)
The assumption ‖φ‖2 < δ yields
Iδ := Σδ\Σ‖φ‖2 ⊂ ρ(A) ∩ ρ(B). (3.55)
Hence, Lemma 3.7 implies that 1Σδ (A)1R\Σδ (B) ∈ S
1 and 1R\Σδ (A)1Σδ (B) ∈ S
1
and
(1Σδ (A)− 1Σδ (B))
2 ∈ S1 (3.56)
by identity (2.13). Moreover, we obtain that
ξ(x) = 0 for all x ∈ Iδ. (3.57)
This follows for example from the Birman-Solomyak formula [22]∫
Iδ
dx ξ(x) =
∫ 1
0
dλ 〈φ,1Iδ (A+ s|φ〉〈φ|)φ〉. (3.58)
Since Iδ ⊂ ρ(A+ s|φ〉〈φ|) for all s ∈ [0, 1] as well, we obtain that the latter integral
is 0 and ξ(x) = 0 for Lebesgue almost all x ∈ Iδ. Using that the spectral shift
function is constant on connected components of ρ(A) ∩ ρ(B) ∩R, (3.57) holds for
all E ∈ Iδ.
It follows from (3.56) that the equivalence
‖1Σδ (A)−1Σδ(B)‖ < 1 if and only if det
(
1− (1Σδ(A)−1Σδ(B))
2
)
> 0 (3.59)
holds. Now, (3.55) and (3.57) allow for applying Theorem 2.1 which gives
det(1− (1Σδ (A)− 1Σδ(B))
2) = exp
(
− 2
∫
Σδ
dx
∫
R\Σδ
dy
ξ(x)ξ(y)
(x− y)2
)
= exp
(
− 2
∫
Σ‖φ‖2
dx
∫
R\Σδ
dy
ξ(x)ξ(y)
(x− y)2
)
(3.60)
where the last equality follows from (3.57). Since dist(Σδ,Σ‖φ‖2) > 0 the latter
integral is finite and the l.h.s. positive. Hence, (3.59) gives the result. 
Proof of Theorem 2.10. The identity (2.13) implies that
‖1I(A)− 1I(B)‖ ≤ max{‖1I (A)1Ic(B)1I(A)‖
1/2, ‖1Ic(A)1I(B)1Ic(A)‖
1/2}.
(3.61)
Hence, it suficies to prove the result for the latter products. We perform the argu-
ment for ‖1I(A)1Ic(B)1I(A)‖ only. The other term is estimated analogously. We
define the spectral measures
µA( · ) := 〈φ,1(·)(A)φ〉 and µB( · ) := 〈φ,1(·)(B)φ〉 (3.62)
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and assume w.l.o.g. that φ is cyclic with respect to A. Hence, the spectral theorem
in multiplication operator form gives that the mappings
U∗ : H → L2(σ(A),dµA), h(A)φ 7→ h
V ∗ : H → L2(σ(B),dµB), h(B)φ 7→ h
(3.63)
are well-defined unitary operators. Then we have
U∗1I(A)1Ic(B)V = K, (3.64)
where K : L2(σ(B) ∩ Ic,dµB) → L
2(σ(A) ∩ I,dµA) is the integral operator with
kernel
K(x, y) =
1
x− y
for x ∈ I, y ∈ Ic, (3.65)
see e.g. [15, Thm. 2.1]. Using this, we obtain
‖1I(A)1Ic(B)1I(A)‖ ≤ ‖KK
∗‖. (3.66)
For h ∈ L2(σ(A) ∩ I,dµA) we compute
〈K∗h,K∗h〉 =
∣∣∣ ∫
Ic∩σ(B)
dµB(x)
∫
I∩σ(A)
dµA(y)
h(y)
x− y
∫
I∩σ(A)
dµA(z)
h(z)
x− z
∣∣∣
≤
1
δ2
〈φ,1Ic∩σ(B)(B)φ〉 〈φ,1I∩σ(A)(A)φ〉 ‖h‖
2
L2(Ic∩σ(B),dµB )
≤
1
δ2
‖φ‖4‖h‖2L2(Ic∩σ(B),dµB ), (3.67)
where we used that dist(I∩σ(A), Ic∩σ(B)) ≥ δ and the Cauchy-Schwarz inequality.
This gives the assertion. 
Appendix A. Rank-one analysis and residues of resolvents
In the appendix A,B ∈ CM×M are self-adjoint and B := A+ |φ〉〈φ| where φ ∈ CM
and M ∈ N. Moreover, we assume φ to be cyclic with respect to A. We use the
notation of Section 3.1.
Lemma A.1. Let j, k ∈ N. We obtain the identities
|〈ϕj , φ〉|
2 = (bj − aj)
M∏
l=1
l 6=j
(bl − aj)
(al − aj)
(A.1)
and
|〈ψk, φ〉|
2 = (ak − bk)
M∏
l=1
l 6=k
(al − bk)
(bl − bk)
. (A.2)
Proof. Let z ∈ C\σ(A). The identities
|〈ϕj , φ〉|
2 = lim
z→aj
(aj − z) 〈φ,
1
A− z
φ〉 = lim
z→aj
(aj − z)
(
1 + 〈φ,
1
A− z
φ〉
)
(A.3)
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hold. On the other hand, since (B− z)(A− z)−1 = 1+V (A− z)−1 and V = |φ〉〈φ|
is a rank-one perturbation, we obtain
1 + 〈φ,
1
A− z
φ〉 = det
(
1+ V (A− z)−1
)
= det
(
B − z
)
det
(
(A− z)−1
)
=
N∏
n=1
(bn − z)(an − z)
−1. (A.4)
(A.3) and (A.4) together imply the assertion. 
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