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DIRECT INTEGRAL DESCRIPTION OF ANGULON
RYTIS JURSˇE˙NAS
Abstract. We propose a representation of angulon in which the angulon oper-
ator is decomposable relative to the field of Hilbert spaces over the probability
measure space, and the probability measure corresponds to the total-number
operator of phonons. In this representation we are able to find the system of
N ` 1 equations whose solutions form the eigenspace of the angulon operator,
where 1 ď N ă 8 is the number of phonon excitations. Using this result we
estimate the infimum of the spectrum. In the special case N “ 1, the lowest
energy approximates to the value which is already known in the literature.
Our findings indicate that two-phonon excitations (N “ 2) contribute notably
to the energy of a molecule in superfluid 4He.
1. Introduction
In this paper the object of interest is the angulon, first introduced in [1] and
later developed in [2, 3]. Angulon represents a rotational analogue of polaron, ac-
tively studied in the context of solid state and atomic settings [4,5]. However, non-
commutativity and discrete energy spectrum inherent to quantum rotations renders
the angulon physics substantially different compared to any of the polaron models.
The concept of angulon considerably simplifies the problems involving an impurity
possessing orbital angular momentum immersed into a bath of bosons. Thereby it
paves the way for understanding cold molecules rotating inside superfluid helium
nanodroplets [6] and ultracold gases [3,7], Rydberg electrons in Bose–Einstein con-
densates [8, 9], electronic excitations coupled to phonons in solids [10], and several
other systems.
The angulon operator describes a linear-rotor molecule dressed by the bosonic
field. The operator consists of the kinetic energies of a molecule and the bosonic
field, as well as the interaction potential. The kinetic energy of a molecule is
given by cJ2, where c ą 0 is the rotational constant and where the vector-valued
operator J is called the angular momentum operator of a linear-rotor impurity.
The bosonic part of the Hamiltonian for a molecular impurity describes bosons
with some dispersion relation (typically k2, where k ě 0) and with contact in-
teractions. Using the Bogoliubov transformation which maps bosonic particles to
quasi-particles, called phonons, one transforms the bosonic part to the Hamiltonian
that describes phonons with a dispersion relation, say ωpkq. One further expresses
the creation/annihilation operators of phonons in the angular momentum basis so
that the kinetic energy of the bosonic field is the free Hamiltonian,
ş
ωpkqnpkqdk,
of mass ω. Here npkq is the sum of occupation numbers corresponding to the ιth
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phonon state; ι runs over the set I of pairs pλ, ρq, where λ P N0 is the phonon an-
gular momentum and ρ P Iλ :“ t´λ,´λ` 1, . . . , λu. The integration is performed
over R` :“ r0,8q.
In its original form, the interaction potential is given by
(1.1) 2ℜ
ż ÿ
λ,ρ
UλpkqYλ,´ρpoˆqbˆλρpkqdk.
The angular momentum dependent coupling Uλpkq signifies the strength of the
potential and it depends on the microscopic details of the two-body interaction
between the impurity and the bosons [3]; typically, Uλpkq ” 0 for λ ą 1. The
spherical harmonic Yιpoˆq is parametrized by the spherical angles oˆ of a molecule.
The dependence on the molecular orientation gives rise to a nonzero commutator
rJ, Yιpoˆqs, which is calculated in a usual way [11,12]. The bosonic creation and an-
nihilation operators, bˆιpkq and bˆιpkq˚, respectively, are defined as ordinary operator
fields in the sense of quadratic forms; the reader may refer to [13], [14, Sec. 5.2],
and [15, Sec. X.7] for a classic exposition.
Within the framework of the variational approach applied to the ansatz [1] for
the many-body quantum state with single-phonon excitation, the eigenvalue E ă 0
of the angulon operator satisfies a Dyson-like equation
(1.2) E “ cLpL` 1q ´ ΣLpEq
where the so-called self-energy is defined as
(1.3) ΣLpEq :“
ż ÿ
J,λ
2λ` 1
4π
„
L λ J
0 0 0
2
Uλpkq2
cJpJ ` 1q ` ωpkq ´ Edk.
and
“
L λ J
0 0 0
‰
is the Clebsch–Gordan coefficient for the tensor product rLs b rλs of
SO3-irreducible representations [24–26]. The eigenvalue E “ EL is labeled by the
total angular momentum L obtained by reducing the tensor product rJs b rλs; the
highest weight J P N0 of the third component of the operator J “ pJ1, J2, J3q is
referred to as the angular momentum of a linear-rotor impurity. We have that E
is of multiplicity 2L` 1.
1.1. Problem setting. In order to overcome the problem of adding a large number
of angular momenta necessary for the analysis of higher-order phonon excitations,
the authors in [2] make a one step further by introducing a rotation operator which
is generated by the collective angular momentum operator of the many-body bath.
The angular momentum operator has the highest weight Λ P N0 and the total
angular momentum L is obtained by reducing rJs b rΛs in a standard way. The
transformation is useful when the rotational constant cÑ 0, since in this regime the
transformed angulon operator can be diagonalized. Still, the eigenvalue is calculated
by using the variational ansatz based on single-phonon excitations, though on top
of the transformed operator.
In this paper we propose a scheme for treating higher-order phonon excitations
self-consistently. We do not rely on the limit of a slowly rotating impurity (cÑ 0),
nor we need an auxiliary variational ansatz. In fact, we construct a reference
Hilbert space so that, to some extent, the ansatz is represented by an element of
that space (cf. (5.20a) and [1, Eq. (3)]). On the other hand, in our approach the
number N P N of phonon excitations is arbitrarily large but finite. The angular
momentum Λ is then obtained by reducing the tensor product of n P t0, 1, . . . , Nu
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copies of SO3-irreducible representations rλs. The latter requires some angular
momentum algebra, but the exposition becomes elegant once we introduce certain
symmetrization coefficients. As a result, we come by the system of N `1 equations
whose solutions form the eigenspace of the angulon operator.
To achieve our goals, we reformulate the definition of the angulon operator, which
we now show is equivalent to the original one.
1.2. Description of the model. We construct the angulon operator as a decom-
posable operator, A “ ş‘Apkqµpdkq, relative to the field k ÞÑ Hpkq of Hilbert
spaces over the probability measure space pR`,F , µq; the reader may refer to [16,
Sec. 12], [17, Chap. II.2] for basic definitions. Here and elsewhere, the direct in-
tegral is assumed over R`. The crucial point is that now we are able to put the
sum npkq of occupation numbers aside in a certain sense and yet to considerably
simplify the spectral analysis of the angulon operator independently of npkq. As-
suming further that µ ! dk, with the Radon–Nikodym derivative φ supported on
the whole R` “ R` Y t8u, we show that the greatest lower bound of A does not
depend on φ, and hence on k ÞÑ npkq.
‚ Measure v. number operator. To see the connection between npkq and φpkq,
let us consider a measurable field k ÞÑ V pkq of Hilbert spaces over the probability
measure space pR`,F , µq. Let K “ ş‘ Kpkqµpdkq be the direct integral of Hilbert
spaces and let Kpkq be the symmetric tensor algebra SpV pkqq equipped with an ap-
propriate scalar product. Assume we are given two operators, ω and n, defined by
measurable fields k ÞÑ ωpkqIpkq and k ÞÑ npkq, respectively. Here ωpkq is the disper-
sion relation, as discussed above, Ipkq is the identity map in Kpkq, and npkq is the
multiplication operator by n P N0, provided that npkq acts on vectors from the nth
symmetric tensor power SnpV pkqq. Given a unit vector vpkq P SnpV pkqq, the scalar
product xv, nωvy
K
in K reads n
ş
ωpkqµpdkq. Now take µ ! dk with the Radon–
Nikodym derivative φ P L1pR`q. Then, the scalar product reads ş ωpkqnφpkqdk
with nφpkq :“ φpkqn. We thus have obtained a formal analogue of the free bosonic
Hamiltonian of mass ω, but now the sum of phonon modes is given by nφpkq for a.e.
k. The example suggests that the absolutely continuous (a.c.) probability measure
corresponds to the total-number operator of phonons.
‚ Coherent v. incoherent phonons. In our approach the creation and annihilation
operators1, bι and b
˚
ι , are decomposable operators relative to the field k ÞÑ Kpkq,
and their commutator is given by
(1.4) rbιpkq˚, bι1pkqs “ διι1Ipkq
where διι1 ” δλλ1δρρ1 is the product of Kronecker symbols. At first glance one could
expect from (1.4) that such a formulation of the bosonic field is suitable for the
study of coherent phonons only. However, the following argument shows that this
is not the case.
Recall that R` is the union of Borel sets σd P F defined by tk |F pkq “ du for
d P N0 and some µ-simple F : R` Ñ C. That is, for every k P σd, the Hilbert
space Kpkq is isomorphic to a separable Hilbert space, say hd, of dimension d. Let
jpkq be the isomorphism of Kpkq onto hd for k P σd. To the operator bιpkq in Kpkq
1The symbol bιpkq˚, rather than bιpkq, for denoting the annihilation operator seems to us
more natural because, as we shall see, the creation operator bιpkq defines the irreducible tensor
operator in the sense of Fano–Racah, while its adjoint bιpkq˚ does not. Here we follow the notation
of [11, 12].
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corresponds the operator bι,d :“ jpkqbιpkqjpkq˚ in hd for every k P σd. By (1.4),
the operators b˚ι,d and bι1,d1 satisfy the commutation relation
(1.5) rb˚ι,d, bι1,d1s “ διι1δdd1Id
where Id :“ jpkqIpkqjpkq˚, with k P σd, is the identity map in hd. We see that (1.5)
and the vanishing commutators
rbι,d, bι1,d1s “ 0, rb˚ι,d, b˚ι1,d1s “ 0
together define an infinite-dimensional Heisenberg algebra. Thus we have that both
the creation/annihilation operators defined via the operator-valued distributions
(as in (1.1); see also [14, Example 5.2.1]) and the creation/annihilation operators
defined as decomposable operators relative to k ÞÑ Kpkq are the representations of a
centrally extended Lie algebra gˆ “ g‘C1, with g a commutative Lie algebra. The
commutation relations in gˆ are defined by r1, gˆs “ rgˆ, 1s “ 0 and rx, ys “ xx, yy 1 for
x, y P g. gˆ is a Lie algebra provided that r¨, ¨s : gˆˆ gˆ Ñ gˆ is an alternating bilinear
map, and a bilinear form x¨, ¨y : g ˆ g Ñ C is g-invariant. More on this topic can
be found in [19].
Now let T be a representation of gˆ in K. Since K and the Fock space FpL2pR`qq
are infinite-dimensional separable Hilbert spaces, there exists an isomorphism χ
mapping K onto FpL2pR`qq, and hence Tχpgˆq :“ χT pgˆqχ´1 is a representation of gˆ
in FpL2pR`qq. It is a classic result that, for a suitable choice of the bases, the two
equivalent representations T pgˆq and Tχpgˆq are given by identical matrices; i.e. T pgˆq
in the basis B of K has the same matrix as Tχpgˆq in the basis χB of FpL2pR`qq. In
this respect, the direct integral description of angulon is equivalent to the original
one.
1.3. Main results. We now briefly describe our main results, Theorems 7.1, 8.3.
‚ Eigenspace. Since the angulon operator A is defined by a measurable field
k ÞÑ Apkq relative to k ÞÑ Hpkq, E is an eigenvalue of A iff E is an eigenvalue of
Apkq for µ-a.e. k (recall e.g. [18, Theorem XIII.85(e)]). In Sec. 6 we show that A
is the orthogonal sum of its parts AL acting in reducing subspaces HL Ă H. Thus,
E is an eigenvalue of ALpkq for µ-a.e. k and some L.
An element ψ of H is a square-integrable vector field k ÞÑ ψpkq, and ψ is in
one-to-one correspondence with its coordinates calculated with respect to the field
of orthonormal bases of Hpkq (Theorem 5.3 and (5.18)). When ψLMLpkq, with
ML P t´L,´L` 1, . . . , Lu, is an eigenvector of ALpkq belonging to E “ ELML , the
coordinates satisfy the relations as given in Theorem 7.1.
‚ Greatest lower bound. Assuming that µpdkq “ φpkqdk with suppφ “ R`,
we examine the infimum E “ ELML of the spectrum of AL. We show in Theo-
rem 8.3 that E solves (1.2) for N phonon excitations, but with different self-energy
ΣLpEq ě 0; if however ΣLpEq ď 0 then E “ cLpL ` 1q. In particular, when N “ 1
(Corollary 8.4), E approximates to (1.2), (1.3). When N “ 2 and L “ 0 (Corol-
lary 8.5), E ď 0 solves E “ ´Σ0pEq, where the self-energy is defined as
(1.6) Σ0pEq :“
 ÿ
λ
2λ` 1
4π
Uλpkq2
cλpλ ` 1q ` ωpkq ´ E ´ ǫλpE , kqdk
and
ffl
is the Cauchy principal value of the integral over R`. Comparing (1.6) with
(1.3) for L “ 0, we see that now the denominator contains an additional ǫλpE , kq,
DIRECT INTEGRAL DESCRIPTION OF ANGULON 5
which is defined as
(1.7) ǫλpE , kq :“ 1
2π
p´1qλp2λ` 1qUλpkq2
ÿ
Λ
„
λ λ Λ
0 0 0
2
cΛpΛ` 1q ` 2ωpkq ´ E
for a.e. k, and the sum runs over even numbers Λ P t0, 2, . . . , 2λu. The lowest
energy E ď 0 for a molecule in superfluid 4He is shown in Fig. 1. If we compared
the energy with the curve 00,0 in [1, Fig. 2(a)] for N “ 1, we would see that adding
the two-phonon excitations reflects in a significant increase of the lowest energy.
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-
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-
-
-
-

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Figure 1. The lowest energy E ď 0 (in units of c) of the part A0 of
the angulon operator A acting in reducing subspace labeled by L “
0, when only two-phonon excitations are considered. The angulon
operator describes a molecule in superfluid 4He. The energy is
regarded as a function of the logarithmic superfluid density ρ˜. The
functions k ÞÑ ωpkq and k ÞÑ Uλpkq and the parameters are adapted
from [1].
We would like to point out that E might not belong to the numerical range ΘL
of AL. Yet E lies at the bottom of the closure ΘL.
1.4. Outline of the paper. Sec. 2 is of preliminary character. Here we sum up
basic definitions that we use throughout the paper. In Sec. 3 we give a precise
definition of the angulon operator within the framework of the direct integral ap-
proach. Our definition relies on the hypothesis that the functions k ÞÑ ωpkq and
k ÞÑ řλp2λ ` 1q3{2Uλpkq are µ-essentially bounded. The hypothesis considerably
simplifies the presentation, since in this case the angulon operator is a self-adjoint
decomposable operator defined on the domain dom J2 b K, where dom J2 is the
maximal domain of J2. In Sec. 4 we show that the angulon operator A is uni-
tarily equivalent to the SO3-scalar tensor operator A
1, and we further identify A
with A1. In Sec. 5.1 we introduce the symmetric coefficients of fractional parentage
(SCFPs) and describe their properties. With the help of the SCFPs we construct
the field of orthonormal bases that transform under rotations in Kpkq as an irre-
ducible tensor operator of rank Λ (Theorem 5.3). Then, reducing the tensor product
rJs b rΛs Ñ rLs, we find reducing subspaces HL for the angulon operator (Secs. 5.3
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and 6). We study the eigenvalues in Sec. 7. Using Theorem 7.1 we examine the
numerical range in Sec. 8, and we summarize our findings in Theorem 8.3 and the
subsequent corollaries.
2. Preliminaries and notation
Here and elsewhere, V is the direct integral
ş‘
V pkqµpkq of a measurable field
k ÞÑ V pkq of Hilbert spaces over the probability measure space pR`,F , µq. Mea-
surable fields are assumed to be µ-measurable. The integral
ş‘
(
ş
) means the
integral over R` unless specified otherwise. The scalar product is indexed by the
Hilbert space in which it is defined; e.g. x¨, ¨yV refers to the scalar product in V . Fix
peιpkqqιPI as an orthonormal basis of V pkq; the sequence peιqιPI of measurable vector
fields k ÞÑ eιpkq is a measurable field of orthonormal bases [17, Proposition II.1.4.1].
Let ι “ pι1, . . . , ιnq P In. To the basis vector eιpkq :“ bni“1eιipkq of the nth
tensor power T npV pkqq corresponds the basis vector eˆιpkq :“ eιpkq` IpV pkqq of the
nth symmetric tensor power SnpV pkqq. The ideal IpV pkqq of the tensor algebra
T pV pkqq is generated by the elements of the form wpkq b vpkq ´ vpkq b wpkq with
wpkq, vpkq P V pkq. When n “ 0, ι “ ι0 is empty and eι0pkq :“ 1pkq P T 0pV pkqq is
the unit element. For notational convenience, we usually write eˆιpkq in the form
bˆni“1eιipkq, where the symbol bˆ alludes to the symmetrized tensor product. With
this notation eˆιι1pkq, with ι1 P In1 , implies eˆιpkqbˆeˆι1pkq, and vice verse. According
to [17, Proposition II.1.8.10], the field k ÞÑ eιpkq is measurable, hence so is the field
k ÞÑ eˆιpkq.
The action of the symmetric group Sn on a sequence ι P In of length n is defined
as π ¨ ι “ pιpip1q, . . . , ιpipnqq with π P Sn and n P N; when n “ 0, π ¨ ι0 “ ι0. We have
an important, although obvious, relation eˆpi¨ιpkq “ eˆιpkq.
Assume that bˆni“1vipkq, bˆni“1uipkq P SnpV pkqq. The symmetric tensor algebra
SpV pkqq completed with the norm that is induced by the scalar product
(2.1) xbˆni“1vipkq, bˆni“1uipkqyKpkq :“
1
n!
ÿ
piPSn
nź
i“1
xvipkq, upipiqpkqyV pkq
is the Hilbert space, denoted by Kpkq [20, Secs. IV.2.4, V.3]; K “ ş‘ Kpkqµpdkq is
the direct integral of a measurable field k ÞÑ Kpkq of Hilbert spaces.
An element v of K is a square-integrable vector field k ÞÑ vpkq with the value
(2.2) vpkq “
ÿ
nPN0
ÿ
ιPIn
cιpvpkqqeˆιpkq, cιpvpkqq :“ xeˆιpkq, vpkqyKpkq
defined for µ-a.e. k. Indeed, (2.2) implies
xeˆι1pkq, vpkqyKpkq “
ÿ
nPN0
ÿ
ιPIn
cιpvpkqq xeˆι1pkq, eˆιpkqyKpkq
with ι1 P In1 . But, using (2.1)
xeˆι1pkq, eˆιpkqyKpkq “
δn1n
n1!
ÿ
piPS
n1
δι1,pi¨ι
and δι1ι is the product of Kronecker symbols δλ1
1
λ1δρ11ρ1 ¨ ¨ ¨ δλ1n1λn1 δρ1n1ρn1 , abbrevi-
ated as δι1
1
ι1 ¨ ¨ ¨ δι1
n1
ι
n1
. Now use the fact that the coordinate cιpvpkqq of vpkq P Kpkq
is invariant under the action of Sn.
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The function k ÞÑ pcιpvpkqqqιPIN0 is of class L2pR`, µ; ℓ2pIN0qq. Thus, (2.2) defines
a one-to-one correspondence between the latter Hilbert space and K.
The algebra SpV pkqq is canonically isomorphic to the commutative polynomial
algebra which, by definition, consists of elements indexed by finite sequences [21,
Sec. II.1, Theorem 1.1]. Therefore, there exists a finite N P N0 such that cιpvpkqq
vanishes identically for n ą N :
(2.3) pcιpvpkqq | ι P InqnPN0 P c00pN0q.
Let us recall that c00 is the space of eventually vanishing sequences.
3. Angulon operator. Main definition
3.1. Kinetic energy of phonons. For every k, the creation operator in the
Hilbert space Kpkq is defined by
(3.1) bι1pkqvpkq “
ÿ
nPN0
?
n` 1eι1pkqbˆvnpkq
where ι1 P I and vpkq “
ř
n vnpkq P Kpkq; vnpkq is found from (2.2). Using definition
(2.1), ‖eι1pkqbˆvnpkq‖Kpkq ď ‖vnpkq‖Kpkq. Using (2.3), bι1pkq P BpKpkqq is bounded
in Kpkq:
(3.2) ‖bι1pkqvpkq‖Kpkq ď Cv‖vpkq‖Kpkq
where the constant Cv ě 1 depends only on a field v.
The formal adjoint of bι1pkq coincides with the adjoint bι1pkq˚, which is called
the annihilation operator. Using (2.1) and (3.1)
(3.3) bι1pkq˚vpkq “
ÿ
nPN
?
n
ÿ
ιPIn´1
cι1ιpvpkqqeˆιpkq.
Using (2.1) and (3.3), the definition of the coordinate cι1ιpvpkqq in (2.2), and then
applying the Cauchy–Schwarz inequality and relation (2.3)
(3.4) ‖bι1pkq˚vpkq‖Kpkq ď C 1v‖vpkq‖Kpkq
where the constant C 1v ě 0 depends only on v.
Using (3.1) and (3.3)
(3.5)
ÿ
ι1PI
bι1pkqbι1pkq˚ “ npkq where npkqvpkq “
ÿ
nPN0
nvnpkq
and the sum over ι1 is understood as a strong limit of partial sums; the cre-
ation/ahhinilation operators satisfy the commutation relations
(3.6) rbι1pkq#, bι2pkq#s “ 0, rbι1pkq˚, bι2pkqs “ δι1ι2Ipkq
for ι1, ι2 P I. Here bι1pkq# denotes either bι1pkq or bι1pkq˚.
By definition, for every v P K, the field k ÞÑ bι1pkq#vpkq is measurable. Thus
the field k ÞÑ bι1pkq# of bounded operators is measurable, and it defines a bounded
decomposable operator b#ι1 “
ş‘
bι1pkq#µpdkq [17, Definition II.2.3.2], called the
creation/annihilation operator in K. Let npkq P BpKpkqq be as in (3.5). A bounded
self-adjoint operator n “ ş‘ npkqµpdkq is called the number operator. Interpreting
b#ι1 as the creation/annihilation operator of the ι1th phonon state, one concludes
that the number operator n is the sum of occupation numbers bι1b
˚
ι1
of phonon
states, i.e. n is the total-number operator.
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Let k ÞÑ ωpkq be a continuous nonnegative function such that the field k ÞÑ
ωpkqIpkq is measurable. A diagonalizable operator
ω “
ż ‘
ωpkqIpkqµpdkq
defined on the domain
domω “ tv P K |ωpkqvpkq P Kpkq µ-a.e.,
ż
‖ωpkqvpkq‖2Kpkqµpdkq ă 8u
is self-adjoint. We call the operator nω on domω the kinetic energy of phonons.
For future reference, let us remark the following.
Proposition 3.1. When k ÞÑ ωpkq is of class L8pR`, µq, domω “ K.
This is merely due to Ho¨lder inequality [22, Theorem 2.4 and Corollary 2.5].
3.2. Kinetic energy of a molecule. Let L0 be a separable complex Hilbert space
with an orthonormal basis pwJM q; M P IJ :“ t´J, . . . , Ju, J P N0. L0 admits a
decomposition, ‘JL0,J , where each Hilbert space L0,J has the basis pwJM qM . The
kinetic energy of a molecule is described as follows. Let Jx, with x P t1, 2, 3u, be
the su2-algebra representation on L0,J corresponding to the xth generator of su2.
The action of Jx on L0,J is defined as in [11, Eq. (14.5)]; so Jx is simple (or else
irreducible). Considering L0,J as a vector space, one extends Jx P EndL0,J to L0 by
linearity. The extensions form the vector-valued operator J “ pJ1, J2, J3q referred
to as the angular momentum operator of a linear-rotor impurity. The operator
J
2 ” JJ defined on its maximal domain reads
(3.7) J2 “
ÿ
JPN0
ÿ
MPIJ
JpJ ` 1qwpJM b wJM , dom J2 “ tw P L0 | J2w P L0u
where pwpJM q is the adjoint basis. One identifies wpJM b wJM : L0 Ñ L0 with a
rank one projection xwJM , ¨yL0 wJM . The operator J2 is written in its spectral
representation, hence it is self-adjoint. For c ą 0, cJ2 is called the kinetic energy of
a molecule.
3.3. Phonon excitations. Let H :“ L0 b K be the Hilbert tensor product. Con-
sider the constant field k ÞÑ Lpkq of complex Hilbert spaces corresponding to L0.
That is, L “ ş‘ Lpkqµpdkq coincides with L2pR`, µ;L0q. Then ş‘ Hpkqµpdkq, with
Hpkq :“ Lpkq b Kpkq, is isomorphic to H [17, Sec. II.1.8] and therefore will be
identified with H in what follows.
Let λ P N0 and let Uλ : k ÞÑ Uλpkq be a nonnegative measurable function. Let
us define
U : k ÞÑ Upkq :“
ÿ
λPN0
p2λ` 1q3{2Uλpkq,(3.8a)
U :“ tv P K |Upkqvpkq P Kpkq µ-a.e.,
ż
‖Upkqvpkq‖2Kpkqµpdkq ă 8u.(3.8b)
Remark 3.2. Similar to Proposition 3.1, if U P L8pR`, µq then U “ K.
Let I0 be the identity map in L0 and consider the operator in H defined by
Q :“
ÿ
λPN0
ÿ
ρPIλ
Yλ,´ρpoˆqI0 b Uλρ, domQ “ tψ P H |Qψ P Hu(3.9a)
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Uλρ :“
ż ‘
Uλρpkqµpdkq, Uλρpkq :“ Uλpkqbλρpkq.(3.9b)
The infinite sum over λ is understood as a strong limit of partial sums. The
spherical harmonic Yλρpoˆq depends on the molecular orientation given in terms
of the spherical angles oˆ; i.e. the commutator rJx, Yλρpoˆqs is calculated using [11,
Eq. (14.13)], [12, Eq. (3.53)].
Lemma 3.3. L0 b U Ď domQ.
Proof. Let w b v P H. By (3.9), and then using the Cauchy–Schwarz inequality
‖Qpw b vq‖2H ď
ż
p
ÿ
λ,ρ
‖Yλ,´ρw‖L0‖Uλρpkqvpkq‖Kpkqq2µpdkq.
Using ‖Yλρw‖L0 ď
ap2λ` 1q{p4πq‖w‖L0 , it follows from (3.2) and (3.8) that
‖Qpw b vq‖H ď p4πq´1{2Cv‖w‖L0p
ż
‖Upkqvpkq‖2
Kpkqµpdkqq1{2.
Therefore w b v P L0 b U ùñ w b v P domQ. 
Lemma 3.3 suggests that our discussion considerably simplifies provided that
Hypothesis 3.4. k ÞÑ ωpkq and k ÞÑ Upkq are of class L8pR`, µq.
Yet Hypothesis 3.4 encloses the physically interesting cases. We thus have that
Q P BpHq is a bounded operator in H. Then, the operator
(3.10) W :“ Q`Q˚
is bounded, self-adjoint, and decomposable relative to the field k ÞÑ Hpkq. The
operator W describes phonon excitations and is referred to as the impurity-boson
interaction potential (cf. (1.1)).
3.4. Angulon operator. Using Hypothesis 3.4, the operator
(3.11) A0 :“ cJ2 b I ` I0 b nω
is a self-adjoint operator defined on domA0 “ dom J2 b K. The operator
(3.12) A :“ A0 `W, domA “ domA0
is called the angulon operator. Since W “ ş‘W pkqµpdkq is bounded decomposable
and A0 “ ş‘A0pkqµpdkq is self-adjoint decomposable, the angulon operator A “ş‘
Apkqµpdkq is decomposable [23] with Apkq :“ A0pkq `W pkq. Since dompA0 `
W q “ domA0, the operator sum A of two self-adjoint operators A0 and W is
self-adjoint.
4. Rotated angulon operator
By definition (3.12), the angulon operator A “ Apoˆq depends on the molecular
orientation, as defined by the spherical angles oˆ “ pϑ, ϕq. Here we show that, with
a suitable choice of oˆ1, the operator A1 “ Apoˆ1q is unitarily equivalent to A and
it commutes with rotations in H. It is this result that eventually implies that the
angulon is an eigenstate of the total angular momentum L of the system.
By construction, the vector space V pkq admits a decomposition‘λVλpkq. Similar
to Jx on L0,J , we let Λx, with x P t1, 2, 3u, be a simple su2-algebra representation
on Vλpkq. We denote by MpRq be the rotation operator generated by tΛ1,Λ3u [12,
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Eq. (3.8)]. Here R “ RpΦ,Θ,Ψq is a rotation matrix of SO3 parametrized by Euler
angles.
Using (3.1), eιpkq “ bιpkq1pkq for ι P I. Therefore bλρpkq is the ρth component of
a rank-λ irreducible tensor operator bλpkq in the sense of Fano–Racah [11,12]. Un-
like bλpkq, the adjoint operator bλρpkq˚ does not transform as the irreducible tensor
operator, since there arises an additional phase factor in the complex conjugate of
the Wigner D-function Dλρρ1pRq, i.e. Dλρρ1pRq “ p´1qρ´ρ
1
Dλ´ρ,´ρ1pRq for ρ, ρ1 P Iλ
(see e.g. [11, Eqs. (2.19) and (2.21)]). However, the operator
(4.1) bλρpkq„ :“ p´1qλ´ρbλ,´ρpkq˚
does define the ρth component of a rank-λ irreducible tensor operator bλpkq„. Here
the extra phase p´1qλ is introduced for convenience.
The tensor product module L0,J bVλpkq is the tensor product vector space with
the action of su2 determined by the relation
(4.2) Lxpw b vpkqq “ Jxw b vpkq ` w b Λxvpkq
for w b vpkq P L0,J b Vλpkq. Similar to MpRq, let LpRq and KpRq be the rotation
operators generated by tJ1, J3u and tL1, L3u, respectively. Using (4.2)
(4.3) KpRq “ LpRq bMpRq.
By linearity, a unitary KpRq extends to the operator in L0 b V pkq.
Given two simple modules, Vλpkq and Vλ1 pkq, the tensor product module Vλpkqb
Vλ1pkq is the tensor product vector space with the action of su2 determined by the
condition
Λxpvpkq b upkqq “ Λxvpkq b upkq ` vpkq b Λxupkq
for vpkq b upkq P Vλpkq b Vλ1 pkq. The tensor product of finitely many su2-modules
is defined analogously. Using the latter, KpRq extends to the unitary operator in
L0 b Kpkq. There exists a unique isomorphism mapping w b v P L0 b K into the
field k ÞÑ w b vpkq; so the operator
KpRq :“
ż ‘
KpRqµpdkq
is a unitary decomposable operator in H.
Let Roˆ :“ Rpϕ`π{2, ϑ, 0q. According to [11], this particular Roˆ is useful in that
it gives
(4.4) Yλρpoˆq “
a
p2λ` 1q{p4πqDλρ0pRoˆq and Yλρpoˆq “ Yλ,´ρpoˆ1q
for oˆ1 ” oˆ˘ p0, πq mod p0, 2πq. Let us define
(4.5) A1 “ A1poˆq :“ KpRoˆqApoˆqKpRoˆq˚
and call A1 the rotated angulon operator. We have that
Theorem 4.1. A1poˆq “ Apoˆ1q.
An immediate consequence of Theorem 4.1 is that A1 is the SO3-scalar tensor
operator. To see this, put Yλρpoˆ1q “ p´1qρYλρpoˆq in Apoˆ1q and sum over ρ P Iλ.
Applying the rules for reducing the tensor product rλs b rλs of SO3-irreducible
representationsÿ
ρPIλ
Yλ,´ρpoˆ1qI0 b bλρpkq “ p´1qλ
?
2λ` 1tYλpoˆqI0 b bλpkqu0
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where tYλpoˆqI0 b bλpkqu0 is a rank-0 SO3-irreducible tensor operator. With the
help of (4.1), the same is done for the adjoint operator. By (3.9)–(3.12)
A1 “A0 `W 1, W 1 “
ż ‘
W 1pkqµpdkq with(4.6a)
W 1pkq :“
ÿ
λPN0
?
2λ` 1Uλpkqpp´1qλtYλ b bλpkqu0 ` tYλ b bλpkq„u0q(4.6b)
where Yλ “ Yλpoˆq and, for simplicity, we omit I0.
Proof of Theorem 4.1. Since A0 is invariant under rotations in H, it suffices to
examine W . Using the tensor structure of measurable fields k ÞÑ bλρpkq and k ÞÑ
bλρpkq„, one writes W pkq as a sum of rank-L tensor operators
(4.7) W pkq “
ÿ
λ,L
UλpkqxλLptYλpoˆq b bλpkquL0 ` p´1qλtYλpoˆq b bλpkq„uL0q
where L P t0, 2, . . . , 2λu and xλL is the sum of Clebsch–Gordan coefficients:
xλL :“
ÿ
ρ
„
λ λ L
´ρ ρ 0

.
Let bλρpkq# denote either bλρpkq or bλρpkq„. Using (4.3)
KpRq˚pYλ,´ρpoˆqI0 b bλρpkq#qKpRq
“
ÿ
ρ1
Dλ´ρ,ρ1pRqYλρ1 poˆqI0 b
ÿ
ρ2
Dλρρ2pRqbλρ2pkq#.
Now choose R “ R´1oˆ . Using (4.4), the sum over ρ1 P Iλ gives a factor δρ0 and
KpRoˆqtYλpoˆqI0 b bλpkq#uL0KpRoˆq˚
“
„
λ λ L
0 0 0
ÿ
L1
xλL1tYλpoˆ1qI0 b bλpkq#uL10.(4.8)
Apply (4.8) to (4.7) and calculate the sum over L, which is 1. Using (4.5), conclude
that A1poˆq “ Apoˆ1q. 
Since the operators A1 and A are unitarily equivalent, hereafter we identify A1
(resp. W 1) with A (resp. W ).
5. Field of orthonormal bases
Here we construct the field of orthonormal bases of Kpkq that transform under
rotations as an irreducible tensor operator.
By construction, T pV pkqq “ ‘λT pVλpkqq as a vector space. The ideal IpV pkqq
is homogeneous in the sense that it obeys the form ‘λIpVλpkqq, where IpVλpkqq
denotes IpV pkqq X T pVλpkqq. Thus
(5.1) SpV pkqq “ ‘λSpVλpkqq, SpVλpkqq :“ T pVλpkqq{IpVλpkqq.
We explore this fact below.
For ι “ ppλ, ρ1q, . . . , pλ, ρnqq, ρ “ pρ1, . . . , ρnq P Inλ, put
eˆλnρpkq :“ eˆιpkq.
When n “ 0, ρ “ ρ0 is empty and eˆλ0ρ0pkq :“ 1pkq. Thus
(5.2) peˆλnρpkq | ρ P InλqnPN0
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is the basis of SpVλpkqq.
Further, for ι1 “ ppλ, ρ11q, . . . , pλ, ρ1n1qq, ρ1 “ pρ11, . . . , ρ1n1q P In
1
λ , put
eˆλn`n1ρρ1pkq :“ eˆιι1pkq.
The action of Sn on ρ P Inλ is defined similar to that of Sn on ι P In.
5.1. SCFP. Let Γλn be the set of pairs
γ :“ pΛ,Mq, M P IΛ :“ t´Λ,´Λ` 1, . . . ,Λu
where Λ is obtained by reducing the tensor product of n copies of SO3-irreducible
representations rλs. We look for a transformation—as a collection of coefficients
cρpλnγq P C—that maps a measurable field k ÞÑ vλnγpkq of orthonormal bases onto
the field of bases in (5.2):
(5.3) eˆλnρpkq “
ÿ
γPΓλn
cρpλnγqvλnγpkq.
By (5.3), cρpλnγq is invariant under the action of Sn. When n “ 0 and n “ 1,
(5.3) is trivial
cρ0pλ0ΛMq :“δΛ0δM0, vλ0ΛM pkq :“ δΛ0δM01pkq,(5.4a)
cρpλ1ΛMq :“δΛλδMρ, vλ1ΛM pkq :“ δΛλeλM pkq.(5.4b)
We require pvλnγpkqq be an orthonormal basis of Kpkq. By (5.4a), vλ0γpkq is an
element of T 0pV pkqq and it does not depend on λ. Thus we have
xvλnγpkq, vλ1 n1γ1pkqyKpkq “δnn1δγγ1δλλ1 , n, n
1 P N,(5.5a)
xvλnγpkq, 1pkqyKpkq “δn0δγ0, n P N0.(5.5b)
Here and elsewhere, δγγ1 reads δΛΛ1δMM 1 , and δγ0 reads δΛ0δM0.
Now assume that n “ 2; ρ “ pρ1, ρ2q P I2λ. We have that rλs b rλs reduces to rΛs
for Λ P t0, 1, . . . , 2λu. However, using the first commutation relation in (3.6), the
basis vector teˆλ2pkquΛM of the space of the representation labeled by rΛs vanishes
identically for Λ odd. That is
teλpkqbˆeλ1pkquΛM “ p´1qλ`λ1´Λteλ1pkqbˆeλpkquΛM .
Thus, for λ “ λ1, Λ P t0, 2, . . . , 2λu. Using the latter, (5.3) holds for
cρ1ρ2pλ2ΛMq :“pλλ}λ2Λq
„
λ λ Λ
ρ1 ρ2 M

,(5.6a)
vλ2ΛM pkq :“pλλ}λ2Λqteˆλ2pkquΛM , pλλ}λ2Λq :“ 1` p´1q
Λ
2
.(5.6b)
A one-to-one correspondence between pvλnγpkq | γ P ΓλnqnPN0 and (5.2) requires
the transformation in (5.3) to have an inverse. We look for the inverse transforma-
tion by generalizing (5.6b) by induction
(5.7) vλnΛM pkq “
ÿ
Λ1
tvλn´1Λ1pkqbˆeλpkquΛM pλn´1pΛ1qλ}λnΛq
and Λ1 is obtained by reducing the tensor product of n´1 copies of SO3-irreducible
representations rλs. One assumes that the coefficient satisfies
pλ0pΛ1qλ}λ1Λq :“δΛ10δΛλ,(5.8a)
pλ1pΛ1qλ}λ2Λq :“δΛ1λpλλ}λ2Λq,(5.8b)
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pλn´1pΛ1qλ}λnΛq ”pλnΛ}λn´1pΛ1qλq, n P N.(5.8c)
Then, relation (5.7) holds for all n P N, and it is compatible with (5.4) and (5.6b).
The coefficient formally plays the same role as the coefficient of fractional parent-
age (CFP) in an antisymmetric case of fermionic particles (when describing electron-
shells of an atom). Thus we call pλn´1pΛ1qλ}λnΛq the symmetric coefficient of
fractional parentage (SCFP).
5.2. Coefficient identities. The properties of the SCFPs are somewhat similar
to those of regular CFPs. For our purposes we need only two of them. By (5.5),
(5.7)
(5.9) 1 “
ÿ
Λ1
|pλn´1pΛ1qλ}λnΛq|2, n P N
(cf. [11, Eq. (9.13)], [27, Eq. (11.9)]). Applying relation (5.7) twice
0 “
ÿ
Λ1
a
2Λ1 ` 1
"
λ λ Λ1
Λ2 Λ Λ1
*
¨ pλn´2pΛ2qλ}λn´1Λ1qpλn´1pΛ1qλ}λnΛq, n P Ně2(5.10)
for Λ1 odd (cf. [11, Eq. (9.12)], [27, Eq. (11.8)]). The coefficient t¨ ¨ ¨ u is the 6j-
symbol. Using (5.9) and (5.10), and assuming that the SCFPs are real numbers,
some numerical values are shown in Tab. 1. There, the SCFPs with missing numbers
Λ, Λ1 allowed by the rules of angular reduction vanish identically.
Table 1. Numerical values of some pλn´1pΛ1qλ}λnΛq.
λn´1pΛ1q Λ pλn´1pΛ1qλ}λnΛq λn´1pΛ1q Λ pλn´1pΛ1qλ}λnΛq
12p0q 1 a5{3 22p2q 4 a11{21
12p2q 1 2{3 22p4q 2 2
a
3{35
22p0q 2
a
7{15 3 ´
a
2{7
22p2q 2 a2{21 4 a10{21
3
a
5{7
By analogy to the recurrence relation (5.10) for the SCFPs, one finds the recur-
rence relation for the coefficients in (5.3).
Lemma 5.1. Let ρ1 P Iλ and ρ P Inλ and pΛ,Mq P Γλn`1 and n P N0. Then
cρρ1 pλn`1ΛMq “
ÿ
pΛ1,M 1qPΓλn
cρpλnΛ1M 1qpλn`1Λ}λnpΛ1qλq
„
Λ1 λ Λ
M 1 ρ1 M

.
Proof. By (5.4) and (5.6a), it suffices to examine the case n ě 2. Using (3.1) and
then (5.3)
(5.11) bλρ1pkqeˆλnρpkq “
?
n` 1
ÿ
γ1PΓλn`1
cρρ1 pλn`1γ1qvλn`1γ1pkq.
On the other hand, using (5.3) and then (3.1)
(5.12) bλρ1pkqeˆλnρpkq “
?
n` 1
ÿ
γ2PΓλn
cρpλnγ2qvλnγ2pkqbˆeλρ1pkq.
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Projecting (5.11) “ (5.12) on vλn`1γ1pkq and then using (5.5a)
cρρ1pλn`1γ1q “
ÿ
γ2PΓλn
ÿ
γ3PΓλn`1
cρpλnγ2q
„
Λ2 λ Λ3
M2 ρ1 M3

¨ xvλn`1γ1pkq, tvλnΛ2pkqbˆeλpkquγ3yKpkq .(5.13)
Next, using (5.5a) and (5.7)
δγ1γ3 “
ÿ
Λ2
pλnpΛ2qλ}λn`1Λ3q xvλn`1γ1pkq, tvλnΛ2pkqbˆeλpkquγ3yKpkq .
The latter together with (5.9) implies
(5.14) xvλn`1γ1pkq, tvλnΛ2pkqbˆeλpkquγ3yKpkq “ δγ1γ3pλn`1Λ1}λnpΛ2qλq.
Substitute (5.14) in (5.13) and deduce the relation as claimed. 
Corollary 5.2. Let n P N0. For γ P Γλn such that cρpλnγq is not identically zero
(5.15)
ÿ
ρPIn
λ
cρpλnγqcρpλnγ1q “ δγγ1 .
Proof. Let ρ1 P Iλ and ρ P Inλ and γ1, γ2 P Γλn`1 . By Lemma 5.1ÿ
ρ,ρ1
cρρ1pλn`1γ1qcρρ1pλn`1γ2q
“
ÿ
γ1
1
,γ1
2
PΓλn
pλn`1Λ2}λnpΛ12qλqpλnpΛ11qλ}λn`1Λ1q
¨
ÿ
ρ1
„
Λ11 λ Λ1
M 11 ρ1 M1
 „
Λ12 λ Λ2
M 12 ρ1 M2
ÿ
ρ
cρpλnγ11qcρpλnγ12q.(5.16)
We argue by induction. Assume that the sum over ρ on the right-hand side is δγ1
1
γ1
2
.
Then, using (5.9), the right-hand side of (5.16) is δγ1γ2 . That is, if (5.15) holds
for cρpλnγq with ρ P Inλ, γ P Γλn , then (5.15) holds for cρpλn`1γq with ρ P In`1λ ,
γ P Γλn`1 . Now, we know from (5.6a) that (5.15) is valid for n “ 2. Thus, (5.15)
holds for all n ě 2. For n “ 0 and n “ 1, (5.15) applies trivially; see (5.4). 
5.3. Hilbert space decomposition. With the help of the previously obtained
results one deduces the following.
Theorem 5.3. The sequence
p1, pvλnγ | γ P Γλnqpλ,nqPN0ˆNq with vλnγ “
ÿ
ρPIn
λ
cρpλnγqeˆλnρ
is a measurable field of orthonormal bases of Kpkq.
Proof. We show that the field of orthonormal bases
Bλpkq “p1pkq, pvλnγpkq | γ P ΓλnqnPNq with(5.17a)
vλnγpkq “
ÿ
ρPIn
λ
cρpλnγqeˆλnρpkq all k(5.17b)
is in one-to-one correspondence with a measurable field of bases in (5.2). Then the
proof is accomplished by using (5.1), since pBλpkqqλPN0 is a sequence of orthonormal
vectors by (5.5).
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Relation (5.17b) follows from (5.3) and Corollary 5.2. We show the converse.
Multiply (5.17b) by cρpλnγq and sum over γ P Γλn . We haveÿ
γ
cρpλnγqvλnγpkq “
ÿ
ρ1
Cλnρρ1 eˆλnρ1pkq
with
Cλnρρ1 :“
ÿ
γ
cρpλnγqcρ1pλnγq.
On the other hand, projecting (5.17b) on eˆλnρpkq and then using (2.1) and that
cρpλnγq is invariant under the action of Sn
cρpλnγq “ xvλnγpkq, eˆλnρpkqyKpkq .
By assumption, Bλpkq is complete; hence
Cλnρρ1 “
ÿ
γ
xeˆλnρ1pkq, vλnγpkqyKpkq xvλnγpkq, eˆλnρpkqyKpkq
“xeˆλnρ1pkq, eˆλnρpkqyKpkq “
1
n!
ÿ
piPSn
δρ1,pi¨ρ.
i.e. ÿ
ρ1
Cλnρρ1 eˆλnρ1pkq “ eˆλnρpkq.
Thus, (5.17a) is in one-to-one correspondence with (5.2). 
The key conclusion following from Theorem 5.3 is that K is the orthogonal sum
‘ΓKΓ of irreducible invariant subspaces KΓ spanned by square-integrable vector
fields
t1, vΓM |M P IΛu, Γ ” pλn,Λq, n P N.
Further, using the rules for reducing the tensor product rJs b rΛs Ñ rLs, the space
L0,JbKΓ is the orthogonal sum ‘LHJΓL of irreducible invariant subspaces spanned
by square-integrable vector fields
(5.18) twLML b 1, hJΓLML |ML P ILu, hJΓLML :“ twJ b vΓuLML .
Therefore
(5.19a) H “ H0 ‘ Hex
where
H0 :“à
L
H0L, H
0
L :“ L0,L b C1,(5.19b)
Hex :“à
L
HexL , H
ex
L :“
à
J,Γ
pně1q
HJΓL.(5.19c)
Physically, H0 is the Hilbert space of vector fields without phonons (n “ 0); Hex is
the Hilbert space of vector fields that account for phonon excitations pn ě 1q.
The spaces H0L and H
ex
L are direct integrals of measurable fields k ÞÑ L0,LbC1pkq
and k ÞÑ HexL pkq, respectively, of Hilbert spaces over pR`,F , µq. The space H0Lpkq
has an orthonormal basis pwLMLb1pkqqML ; HexL pkq is the orthogonal sum of Hilbert
spaces HJΓLpkq with orthonormal bases phJΓLMLpkqqML .
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We have that
(5.19d) H “à
L
HL, HL :“ H0L ‘ HexL .
Using (5.19), an element ψLML of HL is a vector field k ÞÑ ψLMLpkq, with the value
(5.20a) ψLMLpkq “ cLMLpkqwLML b 1pkq `
ÿ
J,Γ
cJΓLMLpkqhJΓLMLpkq
belonging to HLpkq for µ-a.e. k. The sum over pJ,Γq P Z (an index set) is a vector
norm limit of partial sums. The coordinates
cLMLpkq ”cLλ00LMLpkq :“ xwLML b 1pkq, ψLMLpkqyKpkq ,(5.20b)
cJλnΛLMLpkq :“xhJλnΛLMLpkq, ψLMLpkqyKpkq , n P N(5.20c)
are such that
k ÞÑ pcLMLpkqqMLPIL is of class L2pR`, µ; ℓ2pILqq,(5.20d)
k ÞÑ pcJΓLMLpkqqppJ,Γq,MLqPZˆIL is of class
L2pR`, µ; ℓ2pZ ˆ ILqq.(5.20e)
According to (2.3), there exists a finite N P N0 such that cJΓLMLpkq vanishes
identically for n ą N . Thus, the sum over n P N in (5.20a) is actually the sum over
n P t1, 2, . . . , Nu for some finite N .
An element ψ of H is a vector field k ÞÑ ψpkq, with the value given by the linear
span of (5.20a).
6. Decomposition of angulon operator
Here we calculate the matrix elements of the (rotated) angulon operator (4.6)
with respect to the field (5.18) of orthonormal bases of H0Lpkq ‘HJΓLpkq; here and
elsewhere, we assume that n P N when we write HJΓLpkq. The results have direct
influence on the spectral analysis of angulon.
The orthonormal bases represent the SO3-irreducible tensor operator of rank L.
Since the angulon operator A is the SO3-scalar tensor operator, the Wigner–Eckart
theorem [11, Eq. (5.15)], [12, Eq. (3.41)], [27, Sec. I.2] implies that the matrix
elements of A are diagonal with respect to pL,MLq. Thus A maps domAXHL into
HL, i.e. HL is an invariant subspace for A. Then, the operator
(6.1) AL :“ A| domAL, domAL :“ domAX HL
is the part of A in HL. The domain domAL consists of measurable vector fields
k ÞÑ ψLMLpkq, with ψLMLpkq as in (5.20), and with the coordinates satisfying in
addition the property that
k ÞÑ pLpL` 1qcLMLpkqqMLPIL is of class L2pR`, µ; ℓ2pILqq,(6.2a)
k ÞÑ pJpJ ` 1qcJΓLMLpkqqppJ,Γq,MLqPZˆIL is of class
L2pR`, µ; ℓ2pZ ˆ ILqq.(6.2b)
Thus domAL Ď HL densely.
The results below imply that AL is self-adjoint and decomposable. Indeed, let
PLpkq be the projection of Hpkq onto HLpkq. Let BLpkq :“ PLpkqApkq. Since
PLpkq is orthogonal and Apkq is self-adjoint, we have BLpkq˚ “ ApkqPLpkq. By
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Lemma 6.2 below, BLpkq is symmetric. Thus BLpkq Ď BLpkq˚. On the other hand,
domBLpkq˚ Ď HLpkq; so for ψLpkq P domBLpkq˚ and φLpkq P HLpkq
BLpkqPLpkqψLpkq “BLpkqψLpkq,
xBLpkqPLpkqψLpkq, φLpkqyHpkq “xApkqPLpkqψLpkq, φLpkqyHpkq
Thus BLpkq˚ Ď BLpkq and we have that BLpkq is a self-adjoint operator in HLpkq.
Since the projection PLpkq commutes with Apkq, HLpkq is a reducing (and hence
invariant) subspace for Apkq and we have BLpkq “ ALpkq. To a measurable field
k ÞÑ ALpkq of self-adjoint operators corresponds a self-adjoint decomposable oper-
ator AL “
ş‘
ALpkqµpdkq. Using (5.19), A is the orthogonal sum
(6.3) A “à
L
AL
of self-adjoint decomposable operators (6.1), and the sum over L is understood as
a strong limit of partial sums.
Let us define
(6.4) UλLpJ 1Λ1JΛkq :“ p´1qJ`LUλpkqpJ 1}Yλ}Jq
"
J 1 Λ1 L
Λ J λ
*
and
τpλnΛ1Λq :“p´1qΛ1
a
pn` 1qp2Λ1 ` 1qpλn`1Λ1}λnpΛqλq, n P N0,(6.5a)
υpλnΛ1Λq :“τpλn´1ΛΛ1q, n P N.(6.5b)
Here pJ 1}Yλ}Jq is the reduced matrix element for xwJ 1M 1 , YλρwJM yL0 .
Remarks 6.1. (1) pJ 1}Yλ}Jq “ p´1qJ 1´J pJ}Yλ}J 1q, which follows from the
Wigner–Eckart theorem. For example, let L0 “ S2 be a unit sphere and wJ “ YJ ;
then
(6.6) pJ 1}Yλ}Jq “
c
p2λ` 1qp2J ` 1q
4π
„
J λ J 1
0 0 0

.
The reduced matrix element in (6.6) is nonzero iff the integer J ` λ` J 1 is even.
(2) UλLpJ 1Λ1JΛkq “ UλLpJΛJ 1Λ1kq, which is due to (6.4) and the above remark.
Lemma 6.2. The matrix elements of the angulon operator (4.6) with respect to
the field (5.18) of orthonormal bases of HLpkq are given by
rApkqsLML,LML “cLpL` 1q,(6.7a)
rApkqsLML,JλnΛLML “δn1δΛλp´1qλ
?
2λ` 1UλLpL0Jλkq(6.7b)
for n P N, and
rApkqsJ 1λ1 n1Λ1LML,JλnΛLML “δJ 1JδΓ1ΓpcJpJ ` 1q ` nωpkqq
` δλ1λUλLpJ 1Λ1JΛkq
¨ pδn1,n`1τpλnΛ1Λq ` δn,n1`1υpλnΛ1Λqq(6.7c)
for n, n1 P N.
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Proof. Using (3.7) and (3.5), J2wLML “ LpL ` 1qwLML and npkq1pkq “ 0 (all k).
Using (3.1) and (3.3), (4.1), rW pkqsLML,LML “ 0 (all k); hence (6.7a).
By the same arguments, rA0pkqsLML,JΓLML “ 0 (all k; n ě 1). Using in addition
[12, Eq. (3.47)], for n ě 1
rW pkqsLML,JΓLML “
UΛpkqpL}YΛ}Jqa
p2Λ` 1qp2L` 1q p0k}bΛpkq
„}Γkq.
On the one hand, the Wigner–Eckart theorem reads
x1pkq, bΛ,´M pkq„vΓM pkqyKpkq “
p´1qΛ`M?
2Λ` 1 p0k}bΛpkq
„}Γkq.
On the other hand, by the definition of the annihilation operator
x1pkq, bΛ,´M pkq„vΓM pkqyKpkq “ δn1δΛλp´1qλ`M .
This shows (6.7b) written in terms of (6.4).
Yet again by the same arguments
rA0pkqsJ 1Γ1LML,JΓLML “δJ 1JδΓ1ΓpcJpJ ` 1q ` nωpkqq,
rW pkqsJ 1Γ1LML,JΓLML “p´1qΛ
1
ÿ
λ2
Uλ2LpJ 1Λ1JΛkq
¨ ppΓ1k}bλ2pkq}Γkq ` p´1qλ
2pΓ1k}bλ2pkq„}Γkqq.
We claim that, for n ě 1, the reduced matrix element
(6.8) pΓ1k}bλ2pkq}Γkq “ δλ1λδλ2λδn1,n`1
?
n` 1pλn`1Λ1}λnpΛqλq.
Then, using
pλn´1Λ1k}bλpkq„}λnΛkq “ p´1qΛ`Λ
1`λpλnΛk}bλpkq}λn´1Λ1kq
one deduces (6.7c).
By the Wigner–Eckart theorem, for γ P Γλn and γ1 P Γλ1n1 and ρ2 P Iλ2
xvλ1n1γ1pkq, bλ2ρ2pkqvλnγpkqyKpkq “
„
Λ λ2 Λ1
M ρ2 M 1
 pΓ1k}bλ2pkq}Γkq?
2Λ1 ` 1 .
On the other hand, using (3.1)
xvλ1n1γ1pkq, bλ2ρ2pkqvλnγpkqyKpkq “ δn1,n`1
?
n` 1
ÿ
Λ2,M2
„
Λ λ2 Λ2
M ρ2 M2

¨ xvλ1 n`1γ1pkq, tvλnΛpkqbˆeλ2pkquΛ2M2yKpkq .
By (5.17b) and then using (5.14), for n ě 1
xvλ1 n`1γ1pkq, tvλnΛpkqbˆeλ2pkquΛ2M2yKpkq
“ δλ1λδλ2λ xvλn`1γ1pkq, tvλnΛpkqbˆeλpkquΛ2M2yKpkq
“ δλ1λδλ2λδΛ2Λ1δM2M 1pλn`1Λ1}λnpΛqλq
from which (6.8) follows. This completes the proof of the lemma. 
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7. Eigenspace of angulon
Let E be an eigenvalue of the angulon operator A. According to the decomposi-
tion (6.3), E “ ELML is an eigenvalue of the part AL of A in HL for some L. Since
AL is decomposable relative to k ÞÑ HLpkq, E is an eigenvalue of ALpkq for µ-a.e.
k.
Theorem 7.1. Let E “ ELML be the eigenvalue of AL for some L. For µ-a.e. k,
the coordinates of the eigenvector satisfy (5.20), (6.2), and
0 “pcLpL` 1q ´ EqcLMLpkq
`
ÿ
J,λ
p´1qλ
?
2λ` 1UλLpL0JλkqcJλ1λLMLpkq(7.1a)
and
0 “δn1δΛλp´1qλ
?
2λ` 1UλLpJλL0kqcLMLpkq
` pcJpJ ` 1q ` nωpkq ´ EqcJλnΛLMLpkq
`
ÿ
J 1,Λ1
UλLpJΛJ 1Λ1kqrHpn´ 2qτpλn´1ΛΛ1qcJ 1λn´1Λ1LMLpkq
` υpλn`1ΛΛ1qcJ 1λn`1Λ1LMLpkqs(7.1b)
for n P N. The step function Hpxq “ 1 for x ě 0, and Hpxq “ 0 for x ă 0.
Let ΩLMLpkq be the set of solutions pELML , ψLMLpkq ı 0q satisfying (5.20),
(6.2), (7.1). ΩLMLpkq is defined for µ-a.e. k and is called the eigenspace of AL.
Remark 7.2. Recall that n ě 1 in (7.1b) is finite, i.e. (7.1b) splits into N equations
for some finite N . When n “ N , one puts cJ 1λN`1Λ1LMLpkq ” 0 in (7.1b).
When N “ 1 we have Corollary 7.3; when N “ 2 and L “ 0 we have Corol-
lary 7.5.
Let us define
(7.2) Σ
p1q
L pz, kq :“
ÿ
J,λ
p2λ` 1q|UλLpJλL0kq|2
cJpJ ` 1q ` ωpkq ´ z
for µ-a.e. k and some z P C; i.e. if Oµ is the union of all µ-null sets then
z PCr σ1, where σ1 :“ tσ1pkq | k P R` rOµu and(7.3a)
σ1pkq :“tcJpJ ` 1q ` ωpkq | J P N0u for µ-a.e. k.(7.3b)
In particular, (7.3a) holds for z ă 0. Note that σ1 is the subset of the essential
spectrum of A0. Indeed, A0 is viewed as A with Uλpkq ” 0 (all λ), and in this case
Theorem 7.1 says that cJpJ ` 1q ` nωpkq is an eigenvalue of infinite multiplicity of
A0pkq for µ-a.e. k. Now, z P σ1 implies k P tk P R`rOµ | z P σ1pkqu, which means
that z is such that µptk P R` | z P σ1pkquq ą 0.
When ωpkq in (7.3) is replaced by 2ωpkq, we write σ2 instead of σ1.
Corollary 7.3. For N “ 1, the eigenvalue E “ ELML P R r σ1 of AL satisfies
(7.4) E “ cLpL` 1q ´ Σp1qL pE, kq
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for µ-a.e. k, and the coordinates satisfy
(7.5) cJλ1λLMLpkq “
p´1qλ`1?2λ` 1UλLpJλL0kq
cJpJ ` 1q ` ωpkq ´ E cLMLpkq
for µ-a.e. k.
Corollary 7.3 corresponds to the case when the many-body quantum state ac-
counts for single bath excitations only [1,2]. We see that E is of multiplicity 2L`1.
The coordinate cLMLpkq is found from the normalization condition.
When two-phonon excitations contribute notably, one solves (7.1) for N “ 2.
The simplest example is when L “ 0. To state our results we find it convenient to
define
σ˚ :“tσ˚pkq | k P R` rOµu with(7.6a)
σ˚pkq :“
ď
λPN0
tz P Rr σ2pkq | cλpλ` 1q ` ωpkq ´ z “ ǫλpz, kqu(7.6b)
for µ-a.e. k, where one puts
(7.7) ǫλpz, kq :“ 2 p´1q
λUλpkq2
2λ` 1
ÿ
Λ
pλλ}λ2ΛqpΛ}Yλ}λq2
cΛpΛ` 1q ` 2ωpkq ´ z
for µ-a.e. k and z P Cr σ2.
Let us further define
(7.8a) Σ
p1,2q
0 pz, kq :“
ÿ
λ
Uλpkq2|pλ}Yλ}0q|2
cλpλ` 1q ` ωpkq ´ z ´ ǫλpz, kq , z P C r σ˚
and
Σ
p2q
0 pz, kq :“
ÿ
λ
Uλpkq2ǫλpz, kq|pλ}Yλ}0q|2
pcλpλ ` 1q ` ωpkq ´ zqpcλpλ ` 1q ` ωpkq ´ z ´ ǫλpz, kqq ,
z P Cr pσ1 Y σ2 Y σ˚q(7.8b)
for µ-a.e. k.
Remark 7.4. Note that, when the reduced matrix element pΛ}Yλ}λq is as in (6.6),
(7.7) formally coincides with (1.7). We mean ”formally”, since the exact agree-
ment between (7.7) and (1.7) requires an additional assumption imposed on the
probability measure µ. The same applies to (7.8a) versus the integrand in (1.6).
With the above definitions, our result for N “ 2 is the following.
Corollary 7.5. For N “ 2, the eigenvalue E “ E00 of A0 satisfies
E “´ Σp1,2q0 pE, kq, E P R r σ˚(7.9a)
“´ Σp1q0 pE, kq ´ Σp2q0 pE, kq, E P Rr pσ1 Y σ2 Y σ˚q(7.9b)
for µ-a.e. k, and the coordinates satisfy
cλλ1λ00pkq “ p´1q
λ`1Uλpkqpλ}Yλ}0q
cλpλ` 1q ` ωpkq ´ E ´ ǫλpE, kqc00pkq,(7.10a)
cΛλ2Λ00pkq “p´1q
λ`1
?
2Uλpkqpλλ}λ2ΛqpΛ}Yλ}λq?
2λ` 1pcΛpΛ` 1q ` 2ωpkq ´ Eq cλλ1λ00pkq(7.10b)
for E P R r pσ2 Y σ˚q and µ-a.e. k.
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We close the present section by providing the proofs of the above statements.
Proof of Theorem 7.1. Since AL is densely defined in HL, there exists a bounded
decomposable BL P BpHLq such that AL Ď BL. Hence we have ALpkq Ď BLpkq
for µ-a.e. k (recall e.g. [16, Proposition 12.1.8(i)]), and the matrix elements of
BL with respect to the field (5.18) of orthonormal bases of HLpkq are found from
Lemma 6.2. Since BpHLq is the strong closure of the finite rank operators, we have
BLpkq “
ÿ
i,j
rBLpkqsij xfjpkq, ¨yHpkq fipkq
(µ-a.e. k), where rBLpkqsij is the matrix element of BLpkq with respect to the
orthonormal basis pfipkqq of HLpkq; the infinite sum over indices i, j is a strong
limit of partial sums. Thus, for pfiq as in (5.18) and for ψLMLpkq P domALpkq
ALpkqψLMLpkq “BLpkqψLMLpkq
“trApkqsLML,LML xwLML b 1pkq, ψLMLpkqyHpkq
`
ÿ
J,Γ
rApkqsLML,JΓLML xhJΓLMLpkq, ψLMLpkqyHpkqu
¨ wLML b 1pkq
`
ÿ
J,Γ
trApkqsJΓLML,LML xwLML b 1pkq, ψLMLpkqyHpkq
`
ÿ
J 1,Γ1
rApkqsJΓLML,J 1Γ1LML xhJ 1Γ1LMLpkq, ψLMLpkqyHpkqu
¨ hJΓLMLpkq.(7.11)
When ALpkqψLMLpkq “ ELMLψLMLpkq, using (5.20) we thus have (7.1). 
Proof of Corollary 7.3. Put n “ 1 in (7.1b) and apply cJλnΛLMLpkq ” 0 for n ě 2
and cJλ1ΛLMLpkq “ δΛλcJλ1λLMLpkq by (5.20c). 
Proof of Corollary 7.5. First we note that, for µ-a.e. k and z P Cr pσ1 Y σ2Y σ˚q,
the relation
Σ
p1,2q
0 pz, kq “ Σp1q0 pz, kq ` Σp2q0 pz, kq
follows directly from (7.2) with L “ 0 and (7.8).
When L “ 0, using cJλ1ΛLMLpkq “ δΛλcJλ1λLMLpkq by (5.20c), relation (7.1b)
with n “ 1 and n “ 2 reads
cλλ1λ00pkq “p´1q
λ`1Uλpkqpλ}Yλ}0q
cλpλ` 1q ` ωpkq ´ E c00pkq
´
?
2Uλpkq
ř
Λpλλ}λ2ΛqpΛ}Yλ}λq?
2λ` 1pcλpλ ` 1q ` ωpkq ´ EqcΛλ2Λ00pkq(7.12a)
for E P Rr σ1 and µ-a.e. k, and
cΛλ2Λ00pkq “
p´1qλ`1?2Uλpkqpλλ}λ2ΛqpΛ}Yλ}λq?
2λ` 1pcΛpΛ ` 1q ` 2ωpkq ´ Eq cλλ1λ00pkq
` p´1q
λ`Λ`1Uλpkq?
2Λ` 1pcΛpΛ ` 1q ` 2ωpkq ´ Eq
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¨
ÿ
Λ1
pΛ}Yλ}Λ1qυpλ3ΛΛ1q
2Λ1 ` 1 cΛ1λ3Λ100pkq(7.12b)
for E P R r σ2 and µ-a.e. k. Since N “ 2, putting cΛ1λ3Λ100pkq ” 0 we deduce
(7.10). Relations in (7.9) then follow from (7.1a) and (7.12), since we have for L “ 0
Ec00pkq “
ÿ
λ
Uλpkqp0}Yλ}λqcλλ1λ00pkq
for µ-a.e. k. 
8. Infimum of the spectrum with a.c. measure
Let ΘL be the numerical range of AL. Then, ΘL is the set
(8.1) ΘL :“ tErψLMLs |ψLML P domAL r t0uu
of the real numbers
(8.2) ErψLMLs :“ ‖ψLML‖´2H xψLML , ALψLMLyH , ψLML ‰ 0.
Note that ψLML ‰ 0 means that ψLMLpkq ‰ 0 for µ-a.e. k. One regards Er¨s as a
functional domAL Ñ R whose value is given by (8.2). We put
(8.3) E “ ELML :“ inf ΘL
provided that ELML ą ´8 exists. By general principles, the spectrum σpALq of
AL is contained in the closure ΘL and
(8.4) inf σpALq “ ELML .
Let us further define the functional Er¨s : domAL Ñ R with the value
(8.5) ErψLMLs :“ ‖ψLML‖´2H
ż
ELML‖ψLMLpkq‖2Hpkqµpdkq
for pELML , ψLMLpkqq in the eigenspace ΩLMLpkq. We denote by EL the set of all
such (8.5).
Lemma 8.1. ELML “ inf EL.
Proof. Let ψLML P domAL. Using (7.11), the minimization of ErψLMLs with re-
spect to cLMLpkq and cJΓLMLpkq leads to (7.1a) and (7.1b), respectively, with
ELML “ ErψLMLs
for µ-a.e. k. Using (8.1), (8.3), and (8.5), we thus have the result as claimed. 
Remark 8.2. For ψLML as in (8.5), Theorem 7.1 says that ψLML ‰ 0 implies
cLMLpkq ‰ 0 for µ-a.e. k.
The next Theorem 8.3 allows one to estimate E for a.c. µ.
Theorem 8.3. Assume that µ ! dk, with the Radon–Nikodym derivative supported
on R`. Then
ELML “mintcLpL` 1q ´ ΣLML , cLpL` 1qu, where(8.6a)
ΣLML :“ sup
ż ÿ
J,λ
p´1qλ`1
?
2λ` 1UλLpL0JλkqcJλ1λLMLpkq
cLMLpkq
dk.(8.6b)
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The supremum is taken over the points of the eigenspace ΩLMLpkq for a.e. k, and
the coordinates satisfy in addition
(8.7) 1 “ |cLMLpkq|2 `
ÿ
J,Γ
|cJΓLMLpkq|2 for a.e. k.
The following Corollaries 8.4 and 8.5 are useful for evaluating the contribution
of single-phonon and two-phonon (for L “ 0) excitations.
Corollary 8.4. Assume that µ ! dk, with the Radon–Nikodym derivative supported
on R`. Then, AL ě E, where the infimum E “ ELML satisfies
E “mintcLpL` 1q ´ Σp1qL pEq ´ Σ1LML , cLpL` 1qu, with(8.8a)
Σ
p1q
L pEq :“
 
Σ
p1q
L pE , kqdk, Σp1qL p¨, kq as in (7.2),(8.8b)
provided that the principal value exists, and
Σ1LML :“ sup
 ÿ
λ,Λ
p´1qλ
a
2p2λ` 1qp2Λ` 1qpλλ}λ2Λq
¨
ÿ
J
cJλ2ΛLMLpkq
cLMLpkq
ÿ
J 1
UλLpL0J 1λkqUλLpJ 1λJΛkq
cJ 1pJ 1 ` 1q ` ωpkq ´ E dk(8.8c)
where E “ ELML is the eigenvalue of AL. The supremum is taken over the points
of the eigenspace ΩLMLpkq for a.e. k, with the coordinates satisfying in addition
(8.7).
Corollary 8.5. Assume that µ ! dk, with the Radon–Nikodym derivative supported
on R`. Then, A0 ě E, where the infimum E “ E00 satisfies
E “mint´Σp1q0 pEq ´ Σp2q0 pEq ´ Σ200, 0u, with(8.9a)
Σ
pjq
0 pEq :“
 
Σ
pjq
0 pE , kqdk, j P t1, 2u(8.9b)
provided that the principal value exists, where Σ
p1q
0 p¨, kq and Σp2q0 p¨, kq are as in (7.2)
and (7.8b), and
Σ200 :“ sup
 ÿ
λ
p´1qλ`1?2Uλpkq3p0}Yλ}λq?
2λ` 1pcλpλ ` 1q ` ωpkq ´ E ´ ǫλpE, kqq
¨
ÿ
Λ
cΛλ3Λ00pkq?
2Λ` 1c00pkq
ÿ
Λ1
pλλ}λ2Λ1qpΛ1}Yλ}λqpΛ1}Yλ}Λqυpλ3Λ1Λq?
2Λ1 ` 1pcΛ1pΛ1 ` 1q ` 2ωpkq ´ Eq dk(8.9c)
where E “ E00 is the eigenvalue of A0. The supremum is taken over the points of
the eigenspace Ω00pkq for a.e. k, with the coordinates satisfying in addition (8.7)
with L “ 0.
When single-phonon excitations contribute notably (N “ 1), Corollary 8.4 ap-
proximates to
(8.10) E “ cLpL` 1q ´ Σp1qL pEq for Σp1qL pEq ě 0.
In particular, relation (8.10) holds true for E ă 0. In this case ffl in (8.8b) is
just
ş
. If we further assume (6.6), we see that (8.10) is exactly (1.2), (1.3). That
is, Corollary 8.4 reduces to the equation for the energy first obtained in [1] by
24 RYTIS JURSˇE˙NAS
minimizing the energy functional based on an expansion in single bath excitations.
The coincidence should not be considered as an unexpected result if one recalls the
proof of Lemma 8.1.
By contrast, when two-phonon excitations contribute notably (N “ 2), Corol-
lary 8.5 approximates to
E “´ Σp1,2q0 pEq(8.11a)
“´ Σp1q0 pEq ´ Σp2q0 pEq(8.11b)
for Σ
p1,2q
0 pEq ě 0, where we put
Σ
p1,2q
0 pEq :“
 
Σ
p1,2q
0 pE , kqdk
with Σ
p1,2q
0 p¨, kq as in (7.8a). If we assume (6.6), we see that Σp1,2q0 pEq is exactly
(1.6).
We now close the present section by giving the proofs of Theorem 8.3 and Corol-
laries 8.4 and 8.5.
Proof of Theorem 8.3. Since µpdkq “ φpkqdk, with suppφ “ R` and φ ą 0 a.e. on
R`,
|σ| “ 0ðñ µpσq “ 0 and hence |σ| ą 0ðñ µpσq ą 0
for σ P F . Here |¨| is a standard Lebesgue (length) measure. Thus, the relations
that hold for µ-a.e. k, also hold for a.e. k, and vice verse. In particular, ELML
is an eigenvalue of AL iff ELML is an eigenvalue of ALpkq for a.e. k. If, further,
ψLMLpkq is the corresponding eigenvector of ALpkq such that ‖ψLML‖H “ 1, then
(8.5) coincides with
ErΨLMLs :“
ż
ELML‖ΨLMLpkq‖2Hpkqdk, where(8.12a)
ΨLMLpkq :“
a
φpkqψLMLpkq a.e.(8.12b)
The normalization of the vector field ψLML implies (8.7) and
(8.13) 0 ă ‖ΨLMLpkq‖2Hpkq ă 1 a.e.
By Theorem 7.1, for a.e. k
ELML “cLpL` 1q ´ ΣrΨLMLpkqs, where
ΣrΨLMLpkqs :“
ÿ
J,λ
p´1qλ`1
?
2λ` 1UλLpL0JλkqcJλ1λLMLpkq
cLMLpkq
since cLMLpkq ‰ 0 for a.e. k. Substitute the latter in (8.12) and get that
ErΨLMLs “cLpL` 1q ´ ΣrΨLMLs, where(8.14a)
ΣrΨLMLs :“
ż
ΣrΨLMLpkqs‖ΨLMLpkq‖2Hpkqdk.(8.14b)
The closure EL consists of real numbers rLML such that, for every ǫ ą 0, there
exists a ErΨLMLs P EL such that |rLML ´ ErΨLMLs| ă ǫ. Put
E˚rΨLMLs :“cLpL` 1q ´ Σ˚rΨLMLs, where(8.15a)
Σ˚rΨLMLs :“
ż
ΣrΨLMLpkqsdk.(8.15b)
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It follows from (8.13), (8.14), (8.15) that
cLpL` 1q, E˚rΨLMLs P EL.
Assume that ΣrΨLMLpkqs ą 0 a.e. Then ErΨLMLs ą E˚rΨLMLs and inf EL is
given by
inf E˚rΨLMLs “cLpL` 1q ` infp´Σ˚rΨLMLsq
“cLpL` 1q ´ ΣLML , ΣLML :“ supΣ˚rΨLMLs
where the infimum (resp. supremum) is taken over the points of ΩLMLpkq for a.e.
k, and with the coordinates satisfying (8.7).
Assume that ΣrΨLMLpkqs ď 0 a.e. Then cLpL ` 1q ď ErΨLMLs ď E˚rΨLMLs
and hence inf EL “ cLpL ` 1q. Since inf EL is unique and inf EL “ ELML by
Lemma 8.1, one deduces (8.6). This completes the proof. 
Remark 8.6. It follows from the above proof that E ă cLpL ` 1q is an exterior
point of ΘL. In this case E is not an eigenvalue of AL. However, E is an eigenvalue
of the discontinuous part of AL, i.e. E belongs to the closure of the point spectrum
of AL.
Proof of Corollary 8.4. According to (8.4), AL ě E , and E is found from Theo-
rem 8.3. Thus, using (8.6) and (7.1b) and (7.2)
ΣLML “ sup
 
Σ
p1q
L pE, kqdk ` Σ1LML .
We have the Cauchy principal value because, according to the definition (7.2) and
(7.3), we have to exclude the neighborhood of k such that E P σ1pkq a.e. Now
E ě E a.e. implies
(8.16) sup
 
Σ
p1q
L pE, kqdk “
 
Σ
p1q
L pE , kqdk
and this shows (8.8). 
Proof of Corollary 8.5. Eliminate cΛλ2Λ00pkq from the system (7.12), then substi-
tute the obtained cλλ1λ00pkq in (8.6) with L “ 0, and get that
Σ00 “ Σp1q0 pEq ` sup
 
Σ
p2q
0 pE, kqdk ` Σ200
where we also use (8.16), since E ě E a.e. For the same reason, the second integral
on the right equals Σ
p2q
0 pEq, and we have (8.9). Note that the Cauchy principal
value arises because, according to the definition (7.8b), we have to exclude the
neighborhoods of the k’s such that E P σ1pkq Y σ2pkq Y σ˚pkq a.e. 
9. Summary and concluding remarks
In the present paper our goal was to propose a systematic and self-consistent way
of dealing with higher-order phonon excitations induced by the impurity-boson in-
teraction potential. To achieve the goal, we found the direct integral description of
angulon most convenient, since in this representation we were able to work indepen-
dently of the initially unknown occupation numbers of phonon states. Subsequently,
the angular momentum algebra were less involved than it seemed to be from the
beginning. Our results agree with those obtained from the minimization of energy
26 RYTIS JURSˇE˙NAS
functional when the many-body quantum state is based on an expansion in single-
phonon excitations. We note that, within the framework of single bath excitations,
the variational approach coincides with the Green function formalism, as defined
by Feynman diagrams2. This indicates that the variational energy, and hence our
obtained infimum of the spectrum, is a ”true” lowest energy.
Most challenging tasks arise when one deals with higher-order phonon excita-
tions. Theorems 7.1 and 8.3 allow one to calculate the energies when finitely many
phonon excitations are considered. The solutions of equations in Theorem 7.1 seem
to be complicated in general, but in special cases they are elegant enough. As an
example, we have found that the two-phonon excitations cannot be ignored for a
molecule in superfluid 4He. When the impurity-bath interaction excites three and
more phonons at the same time, one needs in addition the values of the SCFPs as
given in Tab. 1; the other values are obtained from the formulas derived in Sec. 5.2.
We believe that the results reported in the paper can be further developed. Of
course, finding the solutions of Theorems 7.1 would be enough to accomplish the
major part of the task, but there are less complicated, yet physically relevant, pieces
of work to do as well. For example, one would like to say more about the spectral
parts of the angulon operator, as modeled in the present paper. In this respect the
resolvent is of special interest. The analysis of the resolvent allows one to extend
the present results of the eigenspace to the entire spectrum, including resonances.
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