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1. Introduction
This paper was inspired by problems connected with the possibility of the establishing of certain values of the notion
equivalent to the topological entropy in the discrete dynamical systems generated by maps, multifunctions or functions with
the ﬁnite (or inﬁnite) domain. The more precise discussion of these problems is described below. It turned out to be more
convenient to consider generalized topological space and, in consequence, following the idea connect these objects with
computer science [10]. This led us to certain techniques connected with elementary theory of graphs and some relationships
with matrices (see [2,1]).
At the end of the twentieth century Á. Császár introduced the generalized topology (see [5]). In 2002 it was shown in [6]
that every generalized topology in X can by generated by monotonic map γ from power set into itself, i.e., by map having
the following property γ (A) ⊂ γ (B) whenever A ⊂ B .
In 2007 the Chinese mathematician J. Li pointed out in [10] a relationship between theory of generalized topologi-
cal spaces and computer science (more precisely with the theory of information systems and information ﬂow (see also
[14,15,17])). Following this idea one can easily go on to the elementary theory of graphs (this is closely connected with
Markov graph [4]).
What problems can be examined in this way? We give two examples.
At ﬁrst, one can consider some function f : [0,1] → [0,1] and f — covering relation in the family exp([0,1]), i.e., A f→ B
iff B ⊂ f (A). Let us establish some sequence of pairwise disjoint intervals (on Fig. 1 we have the sequence of intervals
A1, . . . , A5). Now, any interval from our sequence can be regarded as a vertex in the graph and let us introduce directed
edges between vertices in accordance with covering relation, i.e., if Ai
f→ A j , then we draw an arrow from Ai to A j .
Consequently, we obtain the directed graph presented on Fig. 2.
Next, let us consider problem connected with information system and information ﬂow. In order to analyze a problem by
a computer, we ﬁrst must divide the set of some attributes (objects or event) on certain subsets (often equivalence classes)
with respect to the values of the attributes (or information function) and then check the possible outcomes. Sometimes
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Fig. 2. The directed graph connected with the function f .
we can immediately formulate a result of our investigations, but often we need to check other attributes. Therefore we
have to translate these objects or events to another set of attributes. Each considered set of attributes can be regarded as
a vertex of a graph and directed transfer as an arrow in a directed graph. Consequently, we obtain an illustration of the
single circulation of the information (Fig. 2). But, we often have to repeat the information ﬂow obtaining some version of
dynamical systems. Consequently, the following question is very important for such considerations: how complicated is this
information ﬂow if we repeat this information ﬂow a few or even several times. What happens if we keep repeating this
process (in the language of mathematics — if it tends to inﬁnity)? Will it stabilize or will it be chaotic?
There are various theories of chaos, but we have commonly accepted “measure” of the level of chaos: topological entropy.
However, the question is: how to apply it, if there is no topology or the space is ﬁnite? Let’s look at our graph again (Fig. 2).
The vertices of the graph are the subsets of X and a natural demand is to connect vertices with “the topology”. However,
intersections of sets being vertices do not need to be a vertex. Therefore, for our considerations, the theory of generalized
topological space is more convenient.
Following the ideas connecting this theory with computer science [10,14,15,17], we can easily create a lower approxi-
mation of a set: If we have family F consisting of pairwise disjoint subsets of X , then apr(A) =⋃{K ⊂ A: K ∈ F}. Thus we
have monotonic map γ : exp(X) → exp(X) (where exp(X) denotes the power set of X ) given by the formula γ (A) = apr(A)
and consequently one can consider generalized topology generated by γ .
2. Preliminaries
Throughout the paper N, R and I stand for the set of positive integers, real numbers and the closed unit interval,
respectively. The cardinality of the set A will be denoted by #A. Furthermore, if A, B are any subsets of a metric space
(X,ρ) then dist(A, B) means a distance between A and B . By f (A) and f −1(A) we will denote an image and a preimage of
a set A ⊂ X by a function f : X → X , respectively. Moreover, if ψ : X X is a multifunction then we put ψ(A) =⋃a∈A ψ(a)
for any A ⊂ X . Additionally, if f is a map (function or multifunction) and A, B ⊂ X then we will say that a set A f -covers
a set B if B ⊂ f (A). The restriction of a map f to a set A will be denoted by f  A.
If f : X → X then f 0(x) = x and f i(x) = f ( f i−1(x)), for i ∈ N. We will write Fix( f ) for the set of all ﬁxed points of f ,
i.e., the set of all points x ∈ X such that f (x) = x. Similarly, for ψ : X  X we put ψ0(x) = {x} and ψ i(x) = ψ(ψ i−1(x)), for
i ∈ N. A point x ∈ X such that x ∈ ψ(x) is a ﬁxed point of the multifunction ψ . The symbol Fix(ψ) stands for the set of all
ﬁxed points of the multifunction ψ .
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each x, y ∈ M , x = y there is 0 i < n such that ρ( f i(x), f i(y)) > ε. Let
maxsep[n, ε] =max{#(M): M ⊂ X is (n, ε)-separated set}.
The topological entropy of the function f is the number
h( f ) = lim
ε→0 limsupn→∞
[
1
n
log
(
maxsep[n, ε])].
Let X be any nonempty set. We shall say that a family G ⊂ exp(X) is a generalized topology in X (denoted by GT ) iff
∅ ∈ G and ⋃t∈T Gt ∈ G whenever {Gt : t ∈ T } ⊂ G . The pair (X,G) will be called a generalized topological space (brieﬂy
GTS). Moreover, if X ∈ G we shall say that (X,G) is a strong generalized topological space (brieﬂy SGTS). We shall follow
the terminology of [5–7].
From now on, we will consider a generalized topological space (X,G). For simplicity of notation, we will write X instead
of (X,G). Although in the theory of generalized topological space almost all notions are deﬁned similarly as in a standard
topological space, for the convenience of the reader, we recall some of them useful at the next part of this paper.
We shall say that a function f : X → X is G-continuous iff A ∈ G implies f −1(A) ∈ G . We shall call a bijection f : X → X
a generalized homeomorphism if both f and the inverse function f −1 are G-continuous.
The closure of A ⊂ X will be denoted by clX (A). We will write it simply cl(A) when no confusion can arise.
We will denote by D(X) the family of all nonempty, G-closed subsets of X . Consider the family VG ⊂ exp(D(X)) con-
sisting of sets α ∈ exp(D(X)) such that α = ∅ or for any A ∈ α there exist sets U1, . . . ,Un ∈ G such that A ∩ Ui = ∅, for any
i ∈ {1, . . . ,n} and {B ∈ D(X): B ⊂⋃ni=1 Ui ∧ ∀i∈{1,...,n} B ∩ Ui = ∅} ⊂ α. We check at once that the family VG is a general-
ized topology in the space D(X). Our deﬁnition agrees with the classical deﬁnition of Vietoris topology and therefore this
topology can be called generalized Vietoris topology.
We shall say that functions (multifunctions) f , g : X → X ( f , g : X  X ) are conjugate iff there exists a generalized
homeomorphism ϕ : X → X such that ϕ ◦ f = g ◦ ϕ .
We shall say that F ⊂ exp(X) is an invariant family with respect to homeomorphism if for any generalized homeomor-
phism ϕ : X → X we have ϕ(A) ∈ F whenever A ∈ F . For example, the following families are invariant with respect to
homeomorphism: the family of all nonempty, G-open (closed) subsets of X , the family of all connected subsets of X , the
family of all Borel subsets of X .
If we want to consider discrete dynamical systems, we need a map η : exp(X) → exp(X), a multifunction ψ : X X or a
function f : X → X describing the action. Our deﬁnition of generalized entropy will be formulated for the maps. However, if
we have a multifunction ψ (or a function f ) then we can consider a suitable map generated by this multifunction ηψ(A) =
ψ(A) (or by this function η f (A) = f (A)). The generalized entropy of a function or a multifunction will be generalized
entropy of suitable map.
3. F -entropy
Let F ⊂ exp(X) \ {∅}. We will denote by πF the set of all ﬁnite sequences (A1, . . . , An) of the sets belonging to the
family F such that cl(Ai) ∩ cl(A j) = ∅, for each i, j ∈ {1, . . . ,n} and i = j. Moreover, if (A1, . . . , An) ∈ πF then we write
[A j(1), A j(2), . . . , A j(m)] if j(i) ∈ {1, . . . ,n} for each i ∈ {1, . . . ,m} and A j(i−1) η-covers A j(i) for each i ∈ {2, . . . ,m}.
Let η : exp(X) → exp(X) be a map and A = (A1, . . . , An) ∈ πF . The matrix MA,η = [mi, j]i, jn is given by
mi, j =
{
1 if A j ⊂ η(Ai),
0 if A j \ η(Ai) = ∅. (1)
Let k ∈ N. The (F , η,k)-entropy of the sequence A = (A1, . . . , An) ∈ πF is the number
EkF,η(A) =
{
0 if tr(MkA,η) = 0,
log(tr(MkA,η))
1
k if tr(MkA,η) > 0,
(2)
where tr(MkA,η) denotes the trace of the matrix M
k
A,η .
To exemplify the above deﬁnition let us come back to the function f presented on Fig. 1 and the graph generated by this
function (Fig. 2). Deﬁne G = {A ⊂ [0,1]: A ⊂ f (A)}. It is easy to see that G is a generalized topology in [0,1], A1 /∈ G
and Ai ∈ G for i ∈ {2, . . . ,5}. Moreover, f ([0,1] \ Ai) = [0,1] ⊃ [0,1] \ Ai for i ∈ {1, . . . ,5}, so cl(Ai)∩ cl(A j) = ∅ for i, j ∈
{1, . . . ,5} and i = j. If we consider F1 = {A1, A2, A5} and A∗ = (A1, A2, A5) ∈ πF1 then we obtain that tr(MkA∗, f ) = 2
for any k ∈ N and, in consequence, EkF1, f (A∗) = 1k log2. However taking F2 = {A3, A4} and A∗∗ = (A3, A4) ∈ πF2 we
have that tr(Mk ) = 2k for any k ∈ N, so Ek (A∗∗) = log2.A∗∗, f F2, f
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EF,η(A) = limsup
k→∞
EkF,η(A).
Clearly, EF1, f (A∗) = 0 and EF2, f (A∗∗) = log2.
Finally, the F -entropy of the map η is the number
EF (η) = sup
A∈πF
EF,η(A).
We see at once that EF1 ( f ) = 0 and EF2 ( f ) = log2.
The above concept of entropy coincides with the one given in [1]. Of course, in this paper we consider generalized
topological spaces and maps η : exp(X) → exp(X) whereas in [1] the authors concentrated on trees and tree maps. Moreover,
it is worth adding that if X is a nonempty set, η : exp(X) → exp(X) and ρ1, ρ2 are equivalent metrics in X then, unlike in
the case of classical entropy, the F -entropy of the map η is always the same in both spaces (X,ρ1) and (X,ρ2).
We see at once that the following result explaining the main idea of the deﬁnition of F -entropy is valid.
Remark 1. Let (X,G) be a generalized topological space, η : exp(X) → exp(X) and F ⊂ exp(X) \ {∅}. Consider a sequence
A = (A1, . . . , An) ∈ πF and the matrix MA,η = [m1i, j]i, jn assigned to A and η. If MtA,η = [mti, j]i, jn , then mti, j is the
number of sequences [Ai, As1 , . . . , Ast−1 , A j] such that s1, . . . , st−1 ∈ {1,2, . . . ,n}. 
The next theorem seems to be interesting from the point of view of dynamical systems.
Theorem 2. Let (X,G) be a GTS. If f , g : X  X ( f , g : X → X) are conjugate and a family F ⊂ exp(X) \ {∅} is invariant via
homeomorphism then
EF ( f ) = EF (g).
Proof. We give the proof only for the case f , g : X X . The case f , g : X → X runs in the same way.
Let ϕ : X → X be a generalized homeomorphism such that ϕ ◦ f = g ◦ ϕ .
Claim 1. If A = (A1, A2, . . . , An) ∈ πF , then Aϕ = (ϕ(A1),ϕ(A2), . . . ,ϕ(An)) ∈ πF .
Let A = (A1, A2, . . . , An) ∈ πF . By assumption, ϕ(Ai) ∈ F for any i ∈ {1, . . . ,n}. Let us suppose that Aϕ = (ϕ(A1),ϕ(A2),
. . . ,ϕ(An)) /∈ πF . Thus, there exist i, j ∈ {1, . . . ,n} such that cl(ϕ(Ai)) ∩ cl(ϕ(A j)) = ∅. Obviously, there exists x ∈ X such
that ϕ(x) ∈ cl(ϕ(Ai)) ∩ cl(ϕ(A j)). It follows that x ∈ cl(Ai) ∩ cl(A j), which is impossible. We therefore get Aϕ ∈ πF .
Claim 2. MA, f = MAϕ,g .
Obviously, if A = (A1, . . . , An) ∈ πF then Claim 1 implies that Aϕ = (ϕ(A1), . . . , ϕ(An)) ∈ πF . We start off the proof of
Claim 2 with notation: MA, f = [mi, j]i, jn , MAϕ,g = [ki, j]i, jn .
Let us assume that mi, j = 1 for some i, j ∈ {1, . . . ,n}. Then
ϕ(A j) ⊂ ϕ
(
f (Ai)
)= ⋃
a∈Ai
(ϕ ◦ f )(a) =
⋃
a∈Ai
(g ◦ ϕ)(a) = g(ϕ(Ai)).
Therefore ki, j = 1.
Now, let ki, j = 1 for some i, j ∈ {1, . . . ,n}. It follows
ϕ(A j) ⊂ g
(
ϕ(Ai)
)= ⋃
a∈Ai
(
ϕ ◦ f ◦ ϕ−1 ◦ ϕ)(a) = ⋃
a∈Ai
(ϕ ◦ f )(a) = ϕ( f (Ai)).
Hence ϕ−1(ϕ(A j)) ⊂ ϕ−1(ϕ( f (Ai))), so Ai f -covers A j , which means mi, j = 1.
We can conclude from the above that
mi, j = 1 ⇔ ki, j = 1,
and ﬁnally MA, f = MAϕ,g .
Claim 3. EF ( f ) EF (g).
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consequence, EF ( f ) = supA∈πF EF , f (A) supA∈πF EF ,g(A) = EF (g).
We now apply arguments contained in the proof of Claim 3, with g replaced by f , to obtain
EF (g) EF ( f ),
which completes the proof. 
If we have a ﬁnite set, we can consider a permutation as a special generalized homeomorphism. In this case the above
theorem gives a possibility of computing the entropy of some functions. We exemplify the above idea by means of two
function deﬁned on the ﬁnite set. Let X = {a0,a1, . . . ,a10} and f : X  X be a multifunction deﬁned in the following
way: f (ai) = {ai,ai +
6
1} for i ∈ {0, . . . ,5}, f (ai) = {ai+1} for i ∈ {6, . . . ,9} and f (a10) = a6 (the symbol +
6
denotes addition
modulo 6). Clearly, Fix( f ) = {a0, . . . ,a5}. Set G = {B ⊂ X : B ⊂ f (B)}. It is easy to see that G is a generalized topology
in X and G = {B ⊂ X: X \ B ⊂ Fix( f ) ∨ {a6,a7,a8,a9,a10} ⊂ X \ B}. Moreover, cl({ai}) = {ai} for i ∈ {0,1,2,3} because
A \ {ai} ⊃ {a6,a7,a8,a9,a10}. Putting F = {{a0}, {a1}, {a2}, {a3}} we obtain EkF , f (A)  1k log4 for any A ∈ πF and k ∈ N.
Hence EF , f (A) = 0 for any A ∈ πF and, in consequence, EF ( f ) = 0. Let us consider a multifunction g = Π ◦ f ◦Π−1 where
Π : X → X is a permutation such that Π(Fix( f )) = Fix( f ). We check at once that Π is a generalized homeomorphism, so f
and g are conjugate. Moreover, F is invariant via homeomorphism because F ⊂ G . Theorem 2 shows that EF (g) = 0.
Now let f1 : X X be a multifunction given by the formula
f1(ai) =
{ {a0,a1,a2,a3,a4,a5} if i ∈ {0, . . . ,5},
f (ai) if i ∈ {6, . . . ,10}.
Obviously, Fix( f1) = Fix( f ). It is easy to see that EkF , f1 (A) log4 for any A ∈ πF and k ∈ N. Moreover, EkF , f1 (({a0}, {a1},
{a2}, {a3})) = log4 for k ∈ N. It follows that EF ( f1) = log4. Thus, if we consider a multifunction g1 = Π ◦ f1 ◦ Π−1, where
Π : X → X is a permutation such that Π(Fix( f1)) = Fix( f1), then we obtain EF (g1) = log4.
Of course, if a set X is ﬁnite and we consider a discrete topology in X then Theorem 2 gives that EF ( f ) = EF (Π ◦ f ◦
Π−1) for any multifunction (function) f : X X ( f : X → X ) and any permutation Π : X → X .
During the period 2003–2009, there appeared many papers in which authors compared properties of dynamic of func-
tions and suitable multifunctions and maps (e.g. [18,8,11]). Now we refer to these ideas.
Let A ∈ exp(X). If there exists a set B ∈ D(X) such that B ⊂ A, then put d(A) = {B ∈ D(X): B ⊂ A}. Otherwise put
d(A) = ∅. Moreover, set D˜(X) = {d(A): A ∈ D(X)}.
Lemma 3. Let (X,G) be an SGTS. If a set A is G-closed, then d(A) is VG -closed.
Proof. If A = X then d(A) = D(X), so it is obviously VG -closed.
If A = X and A is a G-closed set, then X \ A ∈ G \ {∅}. Moreover, βX\A = {P ∈ D(X): P ∩ (X \ A) = ∅} = D(X) \ d(A). It
suﬃces to show that βX\A ∈ VG . Clearly, βX\A = ∅. Let P ∈ βX\A . Consider the family of G-open sets {X, X \ A}. Obviously,
P ∩ X = ∅ and P ∩ (X \ A) = ∅. Moreover,{
C ∈ D(X) : C ⊂ X ∪ (X \ A) ∧ C ∩ X = ∅ ∧ C ∩ (X \ A) = ∅}= βX\A .
We thus get βX\A ∈ VG and consequently d(A) is VG-closed. 
Let (X,G) be a T1-SGTS and let f : X → X (or f : X X ). The multifunction ψ f :D(X)D(X) deﬁned by the formula
ψ f (A) = d( f (A)), where A ∈ D(X), has been considered in many papers (e.g. [18,8,19]). The authors considered this kind of
multifunction in connection with various problems of chaos and, of course, they considered topological spaces or compact
metric spaces. We can also investigate this multifunction with reference to our problems.
Theorem 4. Let (X,G) be a T1-SGTS. For any multifunction f : X X we have
ED(X)( f ) = ED˜(X)(ψ f ). (3)
Proof. We will divide the proof into a sequence of claims. Moreover, if A = (A1, . . . , An) then we will use the symbol Ad
to denote the sequence (d(A1), . . . ,d(An)). Conversely, the symbol A we will stand for the sequence (A1, . . . , An) whenever
Ad = (d(A1), . . . ,d(An)).
Claim 1. A ∈ πD(X) ⇔ Ad ∈ πD˜(X) .
If A = (A1, . . . , An) ∈ πD(X) then d(Ai) ∈ D˜(X) for each i ∈ {1, . . . ,n}. Moreover, according to Lemma 3, we have
d(Ai) is VG -closed for each i ∈ {1, . . . ,n}. Let us suppose that there exist i, j ∈ {1, . . . ,n}, j = j and C ∈ clD(X)(d(Ai)) ∩
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Ad = (d(A1), . . . ,d(An)) ∈ πD˜(X) .
If Ad = (d(A1), . . . ,d(An)) ∈ πD˜(X) then Ai ∈ D(X) for each i ∈ {1, . . . ,n}. Let us suppose that there exist i, j ∈ {1, . . . ,n},
j = j and a point z ∈ clX (Ai) ∩ clX (A j) = Ai ∩ A j . This gives {z} ∈ d(Ai) ∩ d(A j), which is impossible. We thus get A =
(A1, . . . , An) ∈ πD(X) .
Claim 2. MA, f = MAd,ψ f .
Denote MA, f = [mi, j]i, jn and MAd,ψ f = [mdi, j]i, jn . We begin by proving
mi, j mdi, j, for i, j ∈ {1, . . . ,n}. (4)
Assume that mi, j = 1 for some i, j ∈ {1, . . . ,n}. Thus A j ⊂ f (Ai) and, in consequence, d(A j) ⊂ d( f (Ai)). Moreover, Ai ∈
d(Ai), so d(A j) ⊂⋃Q ∈d(Ai) d( f (Q )) = ψ f (d(Ai)). From this we conclude that mdi, j = 1, which gives (4).
Let us suppose that there exist i, j ∈ {1, . . . ,n} such that mi, j <mdi, j , i.e., mi, j = 0 and mdi, j = 1. Since mi, j = 0, it follows
that there exists x ∈ A j \ f (Ai) and consequently {x} ∈ d(A j \ f (Ai)). Clearly, {x} ∈ d(A j). Since mdi, j = 1, one can infer
that {x} ∈ ψ f (d(Ai)) =⋃Q ∈d(Ai) d( f (Q )). Hence there exists a set Q 0 ∈ d(Ai) such that {x} ∈ d( f (Q 0)). We thus get {x} ⊂
f (Q 0) ⊂ f (Ai), which is impossible.
From the above and (4) we obtain mi, j =mdi, j for any i, j ∈ {1, . . . ,n}, so MA, f = MAd,ψ f .
Claim 3. ED(X)( f ) ED˜(X)(ψ f ).
Let A = (A1, . . . , An) ∈ πD(X) . According to Claim 1, we have Ad = (d(A1), . . . ,d(An)) ∈ πD˜(X) . Moreover, by Claim 2, we
obtain tr(MkA, f ) = tr(MkAd,ψ f ) for any k ∈ N and, in consequence, ED(X)( f ) = supA∈πD(X) EF , f (A) supA∈πD˜(X) EF ,ψ f (A) =
ED˜(X)(ψ f ).
Similarly, we can prove ED˜(X)(ψ f ) ED(X)( f ). Therefore ED(X)( f ) = ED˜(X)(ψ f ). 
The above theorem is still true if we replace a multifunction f : X X by a function f : X → X .
Now, we present the result which we will need in the proof of Theorem 9. We start with the following notion.
Let (X,G) be a GTS, F ⊂ exp(X) \ {∅} and ξ : exp(X) → exp(X). We shall say that ξ is (F ,n)-turbulent if there exists a
sequence A = (A1, A2, . . . , An) ∈ πF such that
n⋃
i=1
Ai ⊂
n⋂
i=1
ξ(Ai).
Note that the above deﬁnition coincides with well-known deﬁnition of turbulent map in the case of usual functions deﬁned
on a topological space.
The next theorem gives a convenient tool for lower estimation of a generalized entropy.
Theorem 5. Let n ∈ N. If ξ : exp(X) → exp(X) is (F ,n)-turbulent, then EF (ξ) logn.
Proof. There exists A = (A1, A2, . . . , An) ∈ πF such that ⋃ni=1 Ai ⊂ ⋂ni=1 ξ(Ai). To this sequence and the map ξ there
corresponds a matrix MA,ξ = [mi, j]i, jn . Obviously, mi, j = 1 for any i, j  n. We check at once that tr(MkA,ξ ) = nk for any
k ∈ N. It follows that EkF ,ξ (A) = log(nk)
1
k = logn. Hence EF ,ξ (A) = logn, and ﬁnally EF (ξ) logn. 
The important topic in the theory of combinatorial dynamics are theorems establishing mutual correspondence between
value of entropy and some numbers connected with either ﬁxed points or periodic points. We start our considerations
connected with this problems with a deﬁnition.
Let (X,G) be a GTS and F ⊂ exp(X) \ {∅}. We say that a multifunction ψ : X  X has the property IF if for every
sequence [A1, A2, . . . , An, A1] ∈ πF there exists a sequence (x1, x2, . . . , xn) such that xi ∈ Ai and x(i+1) mod n ∈ ψ(xi) for
i = 1,2, . . . ,n. Our deﬁnition agrees with the one given in [3] if ψ is a function from R to R and F is a family of all closed
intervals.
By Remark 1 we obtain immediately the following theorem.
Theorem 6. Let (X,G) be a GTS and ψ : X X be a multifunction having the property ID(X) . Then
ED(X)(ψ) limsup
n→∞
max
(
0,
1
n
log
(
#Fix
(
ψn
)))
. 
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The last theorem of the previous paragraph is similar to the well-known statement concerning continuous functions
mapping unit interval into itself (e.g. [2, Theorem 4.3.14, p. 219]). This fact leads us to the natural question about the
relation of generalized entropy (introduced in the previous part of this paper) and standard entropy for usual functions. For
that reason, in this part of the paper (keeping earlier notations) we will consider exclusively compact metric spaces and
usual functions.
Let (X,ρ) be a compact metric space. If f (x) = x for x ∈ X , it is clear that h( f ) = EF ( f ) = 0 for any family F ⊂
exp(X) \ {∅}. The following theorem shows that, without any assumptions connected with function f , one can prove that
generalized entropy is lower estimation of standard entropy.
Theorem 7. If (X,ρ) is a compact metric space and f : X → X then EF ( f ) h( f ), for any family F ⊂ exp(X) \ {∅}.
Proof. If EF ( f ) = 0 then the above inequality is obvious. Now, let us assume that EF ( f ) = p > 0. It is suﬃcient to show
that
h( f ) /∈ [0, p). (5)
Suppose, contrary to our claim, that
h( f ) ∈ [0, p). (6)
Obviously, there exists a sequence A0 = (A1, A2, . . . , Ak) ∈ πF such that
EF, f (A0) >
h( f ) + p
2
> 0. (7)
To the sequence A0 and the function f there corresponds a matrix MA0, f = [x(1)i, j ]i, jk . Let us introduce the following
notation MnA0, f = [x
(n)
i, j ]i, jk . From (7) we deduce that there exists a strictly increasing sequence {mn}n∈N of positive integers
such that
log
(
tr
(
MmnA0, f
)) 1
mn >
h( f )+ p
2
. (8)
Fix n ∈ N. If x(mn)t,t > 0, then according to Remark 1 there exist x(mn)t,t various sequences [At, As1 , . . . , Asmn−1 , At], where
s1, . . . , smn−1 ∈ {1,2, . . . ,k}. Let us denote the set of these sequences by Y(mn)t . Write Y(mn)t = {Y t1, . . . , Y tx(mn)t,t }.
There exists an injective function ξt : Y(mn)t → At such that if Y ti = [At, Ais1 , . . . , Aismn−1 , At] ∈ Y
(mn)
t , then
ξt
(
Y ti
) ∈ At, f (ξt(Y ti )) ∈ Ais1 , . . . , f mn−1(ξt(Y ti )) ∈ Aismn−1 , f mn(ξt(Y ti )) ∈ At . (9)
Indeed, ﬁx Y ti = [At, Ais1 , . . . , Aismn−1 , At] ∈ Y
(mn)
t and choose any z0 ∈ At . Since At ⊂ f (Aismn−1 ), it follows that there exists
z1 ∈ Aismn−1 such that f (z1) = z0. Moreover, the fact Aismn−1 ⊂ f (Aismn−2 ) implies that there exists z2 ∈ Aismn−2 such that
f (z2) = z1. Clearly, f 2(z2) = f (z1) = z0. We continue in this fashion obtaining points z0, . . . , zmn such that z0 ∈ At , z j ∈
Aismn− j for j ∈ {1, . . . ,mn − 1}, zmn ∈ At and f (z j) = z j−1. Putting ξt(Y ti ) = zmn we obtain that the condition (9) is satisﬁed.
Moreover, if Y ti = Y tj , where i, j ∈ {1, . . . , x(mn)t,t }, then ξt(Y ti ) = ξt(Y tj). In fact, since Y ti = Y tj , it follows that there exists
k0 ∈ {1, . . . ,mn − 1} such that Aisk0 = A
j
sk0
and, in consequence, cl(Aisk0
) ∩ cl(A jsk0 ) = ∅. If ξ(Y ti ) = ξ(Y tj) = z, we would have
f k0 (z) ∈ Aisk0 and f
k0 (z) ∈ A jsk0 , so Aisk0 ∩ A
j
sk0
= ∅, which is impossible.
Set Z = {t ∈ {1, . . . ,k}: x(mn)t,t > 0}. From (8) it follows that Z = ∅. Putting Qmn =
⋃
t∈Z ξt(Y
(mn)
t ) we obtain
#Qmn = tr
(
MmnA0, f
)
. (10)
Indeed, ﬁx t ∈ Z . Since ξt is an injective function, it follows that #ξt(Y(mn)t ) = x(mn)t,t . Moreover, if t = d then ξt(Y(mn)t ) ∩
ξd(Y
(mn)
d ) = ∅.
Consequently, we obtain #Qmn = #
⋃
t∈Z ξt(Y
(mn)
t ) = tr(MmnA0, f ).
Deﬁne ε∗ =min{dist(cl(Ai), cl(A j)): i, j ∈ {1, . . . ,k}, i = j} > 0. Obviously,
Qmn is (mn, ε)-separated set
for any ε ∈ (0, ε∗). Indeed, ﬁx ε ∈ (0, ε∗). If x, y ∈ Qmn and x = y, then there exist t1, t2 ∈ {1, . . . ,k} such that x ∈
ξt1 (Y
(mn)
t ) ⊂ At1 , y ∈ ξt2 (Y(mn)t ) ⊂ At2 . Obviously, ρ(x, y)  ε∗ > ε whenever t1 = t2. If t1 = t2 = t , then there exist1 2
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t
j ∈ Y(mn)t such that Y ti = Y tj and ξt(Y ti ) = x, ξt(Y tj) = y. Since Y ti = Y tj we obtain that there exists w ∈ {1, . . . ,mn − 1}
such that Aisw = A jsw . Clearly, f w(ξt(Y ti )) = f w(x) ∈ Aisw and f w(ξt(Y tj)) = f w(y) ∈ A jsw . Hence ρ( f w(x), f w(y))  ε∗ > ε.
We thus get that Qmn is an (mn, ε)-separated set. Therefore maxsep[mn, ε]  tr(MmnA0, f ) for any ε ∈ (0, ε∗). From this and
(8) it follows that
h( f ) limsup
n→∞
(
1
mn
logmaxsep[mn, ε]
)
 limsup
n→∞
(
1
mn
log tr
(
MmnA0, f
))
> h( f ),
which is impossible. Eventually, the condition (5) is satisﬁed and the proof is completed. 
If we have a function f : X → X , then (in accordance with our earlier settlements) one can consider a map η f generated
by f . If we restrict η f to the family of nonempty closed sets, then η f  D(X) can be regarded as a function mapping the
space D(X) equipped with Hausdorff metric (Vietoris topology) into itself. Functions such as above (so-called “functions
induced by f ”) have been considered in many papers ([18,19,11,8], etc.). It is well known that if f is a continuous function,
then η f  D(X) is a continuous function, too. According to the above theorem and results contained in papers [11,16,9] one
can easily observe
Corollary 8. If (X,ρ) is a compact metric space and f : X → X is a continuous function, then for an arbitrary nonempty family
F ⊂ exp(X) \ {∅} we have
EF ( f ) h( f ) h
(
η f  D(X)
)
. 
Let us consider the example of function f : [0,1] → [0,1] deﬁned in the following way: f (x) = 4x if x ∈ [0, 14 ], f (x) =
−4x+ 2 if x ∈ ( 14 , 12 ], f (x) = 4x− 2 if x ∈ ( 12 , 23 ] and f (x) = −x+ 43 if x ∈ ( 23 ,1].
Then we obtain that h( f ) > 0 and EF ( f ) = 0, for any F ⊂ exp(( 23 ,1]) .
According to the above observation and taking into account examples contained in the papers [11,16] one can easily
notice that inequalities in the conclusion of Corollary 8 can be strict. On the other hand we can prove that, under some
natural assumptions, arbitrary close to any continuous function one can ﬁnd a continuous function for which all entropies
considered in Corollary 8 have the same value. These considerations are a continuation of research related to the papers
[12] and [13].
Both, the formulation of the next theorem and the construction of the proof, are chosen to make them readable and
simultaneously to become a convenient basis for generalizations (see Remark 10).
Theorem 9. Let X = Im and A(X) be the set of all arcs in X. The set { f ∈ C(X): EA(X)( f ) = h( f ) = h(η f  D(X))} is dense in the
space C(X) with the metric of uniform convergence ρu .
Proof. Throughout the proof, ρE denotes the Euclidean metric in Rm , B(x, r) = {t ∈ Rm: ρE(x, t) < r}1 and B¯(x, r) = {t ∈
R
m: ρE(x, t) r} (where x ∈ Rm and r > 0).
Let f ∈ C(X) and ε > 0. We shall construct a continuous function g such that ρu( f , g) < ε and EA(X)(g) = h(g) = h(ηg 
D(X)).
By Brouwer’s Theorem, there exists a point w0 ∈ X such that f (w0) = w0. If there exists r > 0 such that B(w0, r) ⊂ X
then put f0 = f . Otherwise, let δ ∈ (0, ε6 ) be a number such that f (B(w0, δ) ∩ X) ⊂ B(w0, ε12 ). Put
f1(x) =
{
f (x) if x ∈ X \ B(w0, δ),
x if x ∈ B¯(w0, δ2 ) ∩ X .
Clearly, f1 : (X \ B(w0, δ)) ∪ (B¯(w0, δ2 ) ∩ X) → X is a continuous function. Then, there exists a continuous func-
tion f0 : X → X such that f0 is an extension of f1 and f0((B(w0, δ) \ B¯(w0, δ2 )) ∩ X) ⊂ B¯(w0, ε6 ). Thus ρu( f , f0) 
supx∈B(w0,δ) ρE( f (x), f0(x))
ε
3 .
Obviously, there exist x0 ∈ X and r0 ∈ (0, ε) such that f0(x0) = x0 and B(x0, r0) ⊂ X . Moreover, one can ﬁnd a positive
number δ0 < r0 such that f0(B(x0, δ0)) ⊂ B(x0, r06 ). Let y0 ∈ X \ {x0}. Set ε0 = min{ ε6 , δ03 , r02 ,ρE(x0, y0)}. Let us consider a
sequence {zn}n∈N ⊂ [x0, y0] ∩ B(x0, ε0) such that limn→∞ zn = x0 (where [x0, y0] denotes a segment with endpoints x0 and
y0).
Fix n ∈ N and consider the segment [zn+1, zn]. Let xn1, . . . , xn2n be different points belonging to this segment and
such that 0 < ρE(zn, xn1) < ρE (zn, x
n
2) < · · · < ρE(zn, xn2n ) < ρE (zn, zn+1). Moreover, put xn0 = zn and xn2n+1 = zn+1. If
x ∈ (X \ B(x0, ε0))∪ {x0}, deﬁne g1(x) = f0(x). If x ∈ B¯(x0,ρE(x0, z1)) \ {x0} then g1(x) is the point belonging to the half-line
with the initial point x0 and containing x, such that ρE (x0, g1(x)) = (ρE(x0, x)), where the function  : (0,ρE (x0, z1)] →
1 Note that B(x, r) is an open ball in Rm and therefore if x′ ∈ X and x′ is not an interior point of X then B(x′, r) ⊂ X for any r > 0.
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ρE (x0,zn+1)ρE (x0,xn2l)−ρE (x0,zn)ρE (x0,xn2l+1)
ρE (x0,xn2l)−ρE (x0,xn2l+1)
for t ∈ [ρE(x0, xn2l+1),ρE(x0, xn2l)], l = 0, . . . ,2n−1 and n ∈ N; (t) = ρE (x0,zn)−ρE (x0,zn+1)ρE (x0,xn2l)−ρE (x0,xn2l−1) ρE(x0, t) +
ρE (x0,zn+1)ρE (x0,xn2l)−ρE (x0,zn)ρE (x0,xn2l−1)
ρE (x0,xn2l)−ρE (x0,xn2l−1) for t ∈ (ρE (x0, x
n
2l),ρE(x0, x
n
2l−1)), l = 1, . . . ,2n−1 and n ∈ N.
Obviously, g1 : ((X \ B(x0, ε0)) ∪ B¯(x0,ρE(x0, z1))) → X is a continuous function. Then there exists a continuous function
g : X → X such that g  ((X \ B(x0, ε0)) ∪ B¯(x0,ρE(x0, z1))) = g1 and g(B(x0, ε0) \ B¯(x0,ρE(x0, z1))) ⊂ B(x0, ε6 ).
The function g is the required function. Indeed, since g(B(x0, ε0)) ⊂ B(x0, ε6 ) and g(x) = f0(x) for x /∈ B(x0, ε0), it follows
that ρu( f0, g) ε3 . Consequently, ρu( f , g) ρu( f0, f ) + ρu( f , g) < ε.
Note that
g is
(A(X),n)-turbulent for any n ∈ N.
Indeed, ﬁx n ∈ N and consider the sequence A = ([xn2l, xn2l+1])n−1l=0 ∈ πA(X) . Since g([xn2l, xn2l+1]) = [zn+1, zn], we have that
n−1⋃
l=0
[
xn2l, x
n
2l+1
]⊂ n−1⋂
l=0
g
([
xn2l, x
n
2l+1
])
,
so g is (A(X),n)-turbulent. Therefore EA(X)(g) logn for any n ∈ N by Theorem 5. Consequently EA(X)(g) = ∞. Corollary 8
now shows that h(g) = h(ηg  D(X)) = ∞. 
Remark 10. The choice of the family A(X) as an object of considerations in the last theorem is not accidental. Notice that
according to the structure of the proof we can easily infer that the above theorem remains true if we replace A(X) with
a family of all nonempty closed or connected or Borel subsets of X . Moreover, we can weight up non-singleton, convex
and compact subset of Rm instead of X . Finally, let us remark that we can consider some manifold instead of Rm (with
appropriate additional assumption). Of course, in this situation we must replace the set X with a set being a homeomorphic
image of a suitable convex set. In each of these cases the proof runs in similar way but its notion is a little more complicated.
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