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Abstract 
 
This study investigates the application of local search methods on the railway 
junction traffic conflict-resolution problem, with the objective of attaining a 
quick and reasonable solution.  A procedure based on local search relies on 
finding a better solution than the current one by a search in the neighbourhood of 
the current one.  The structure of neighbourhood is therefore very important to 
an efficient local search procedure.  In this paper, the formulation of the 
structure of the solution, which is the right-of-way sequence assignment, is first 
described.  Two new neighbourhood definitions are then proposed and the 
performance of the corresponding local search procedures is evaluated by 
simulation.  It has been shown that they provide similar results but they can be 
used to handle different traffic conditions and system requirements.  
 
 
1   Introduction 
 
A railway network may contain various kinds of track configurations.  Some 
sections of tracks can be approached by traffic from more than one directions 
and there will be dispute as to the assignments of right of way.  A traffic conflict 
occurs when two or more trains are approaching the same section of track, a 
conflict area, and they need to alter their progress to avoid collision.  A 
converging junction is a typical example of such conflict area and the conflict 
resolution at a junction is the main concern of this paper. 
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If the timetable is fully observed, there should not be any conflicts.  
However, any derivations from the timetable, or simply delays, are by no means 
desirable but they are inevitable in practice.  When a train has been delayed for 
some reason, it may approach a junction so late that the progress of other train(s) 
in the vicinity of the junction is affected.  More delays will then be inflicted on 
the trains involved as a result of conflict, which may lead to further conflicts in 
the subsequent junctions along the line. 
 
Current practices to assign the right of way at junctions usually achieve an 
orderly and safe passage of the trains, but do not attempt to reduce the delays 
imposed on the trains.  As the demands on the quality of railway services are 
always rising, any causes of delays should be avoided or at least minimised. 
 
In other words, appropriate traffic control measures, or indeed conflict 
resolutions, are therefore required to ensure the maximum utilisation of the 
junction capacity and hence limit the effects of conflict on the service.  Delay 
(or, in a more positive sense, punctuality) is the most commonly used 
measurement of quality of service in a railway system.  The total weighted delay 
of all trains involved in the conflict area thus makes the perfect performance 
index for the evaluation of any traffic control measures.  Besides, even though 
certain conflict detection mechanisms may be available to give early warnings, a 
fast control action in response to a junction conflict is necessary in real-time 
applications, which constitutes an important factor in the consideration of 
suitable resolution approaches.   
 
A railway junction usually consists of two converging routes.  Conflict 
resolution can be modelled as scheduling two ordered queues of jobs into a 
single processor while minimising the total weighted tardiness of the jobs.  It 
therefore becomes a typical single-machine deterministic scheduling problem.  
The resolution is a right-of-way assignment sequence indicating the order of 
how the two converging routes are given the right-of-way to allow the first train 
on the respective queue to pass through the junction.   
 
If the two converging routes are defined as routes 0 and 1, the right-of-way 
assignment sequence can be expressed as  
 
}{ iuS  : }1,0{iu  for 101 nni   
where 0n  and 1n  are the initial numbers of trains on routes 0 and 1 respectively. 
 
If )(aN  is defined as the number of occurrence of a, all possible S's must 
satisfy: 
 
0)0:( nuuN ii   and 1)1:( nuuN ii    (1) 
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2   Resolution approaches 
 
Simple methods, such as first-come-first-serve (FCFS) and scheduled sequence 
[1], have been applied to resolve traffic conflict at railway junction.  These 
strategies are easy to implement and effective when the traffic is not too 
congested and the number of trains involved is small.  Nevertheless, they do not 
take into account the consequences of the actions taken, particularly on the 
traffic near the conflict area or even on other parts of the railway network.  Thus, 
the overall delays imposed on the trains may not be reduced but even aggravate 
as a result.  A number of attempts have been made to apply higher-level control 
techniques to this problem. 
 
2.1   Dynamic programming 
 
Dynamic programming is a long-established technique for multi-stage decision 
problems [2].  It converts a multi-stage decision process, containing many 
interdependent decision variables, into a series of single-stage problems, each 
containing only a few variables.  It examines only a small subset of possible 
decision sequences, which guarantees to contain the optimal solution under the 
right conditions. 
 
The number of possible right-of-way assignment sequences S's to resolve a 
conflict increases sharply with the number of trains at the junction, so it is 
impractical to examine all sequences.  As each S is composed of a series of 
decisions between '0' or '1', conflict resolution can be regarded as a multi-stage 
decision-making process. 
 
In a previous study [3], dynamic programming was adopted to break this 
multi-stage decision process into a series of single-stage problems so that the 
iu 's in S are attained one by one.  The controller was tested under different 
traffic conditions.  The results showed that the optimal sequence Sˆ  can be found 
and hence delay reduction over the usual practice of FCFS is evident.   
 
Because of the structured nature of this approach, explicit definitions on 
states and state transformations are necessary to enable proper operation of this 
algorithm.  Besides, the computational demand is still substantial when the 
number of trains increases, which may be critical in real-time decision-making 
process.   
 
2.2   Genetic algorithm 
 
A genetic algorithm (GA) is a mathematical search technique based on natural 
evolution and population genetics [4].  It is a heuristic method and it offers an 
entirely different approach.  There are many versions of GAs and the variations 
depend on applications.  A simple GA [5] has been employed to tackle this 
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conflict-resolution problem, in which each possible sequence S is referred as a 
chromosome. 
 
A set of chromosomes is taken from the possible pool of S's to form the 
population the first generation.  There are two basic steps to evolve through the 
generations, selection and replacement.  The former is to decide which 
chromosome in the population is deemed to be fit to produce off-springs whilst 
the latter is to allow the chromosome with the worst fitness to vanish in order to 
make room for the better off-springs to compete. 
 
As a result, a generation of chromosomes consists of the surviving and the 
reproduced members of the previous generation.  Despite the convenient binary 
coding in S, the usual operations of crossover and mutation cannot be applied in 
the selection step because of the possible violation of the constraint (1).  Instead, 
an immediate neighbour of the fittest chromosome of one generation is chosen to 
reproduce in the next generation.  It is therefore a local search method because 
the search for better solution is carried out within a defined neighbourhood.  The 
generation evolution follows the steps below: 
 
Step 1 : Set g=1 
Randomly select p possible right-of-way assignment sequences  
 
Step 2 :   
Evaluate the cost of each function 
Identify the sequences with the highest and least cost, gS '  and gSˆ respectively 
Randomly select an immediate neighbour from gSˆ  to replace gS '  
 
Step 3: Increment g by 1 
If g = maximum number of generations, stop, else, go to Step 2 
 
Two sequences, aS  and bS , are immediate neighbours if and only if, for 
}{ ia uS   and }{ ib vS  , there exists j, 11 10  nnj  such that 
1 jj uu ; 1 jj vu ; jj vu 1  and  
kk vu  , for all k, 11 10  nnk , jk   and 1 jk  
 
This neighbourhood definition indicates how a selected chromosome evolves 
to the next generation and it only allows a chromosome to produce off-spring by 
swapping two adjacent '0' and '1' in the sequence.  It ensures ba SS   and 
guarantees a new generation contains no worse chromosomes than those in the 
previous generations. 
 
The generation evolution process stops after a specific number of generations 
and the chromosome with the least cost is taken as the solution.  A monotonous 
convergence to the optimal sequence Sˆ  down the generations is very much 
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expected.  It has been found that the solution obtained after 5-10 generations 
produces a cost usually within 5% of that of Sˆ .  Thus, it is a worthy trade-off 
between computation time and closeness to Sˆ . 
 
However, like most local search method, this GA does not guarantee a global 
optimal solution because it only finds a solution better than the current one 
through a search in the neighbourhood.  As the neighbourhood is restricted quite 
tightly in this GA, it is not uncommon for the generation evolution to be trapped 
within a neighbourhood containing just a local optimum.  GAs with more open 
definitions of neighbourhood are therefore proposed here to remedy this 
drawback.  The performance of the modified GAs is then compared by 
simulation.  
 
 
3   Improved neighbourhood 
 
Two GAs with improved neighbourhood to avoid local optimality are described 
here.  In order to distinguish them from the previous one, GA1, they are labelled 
as GA2 and GA3 and the revised definitions of neighbourhood are N2 and N3 
respectively.  All three GAs share the same procedures as shown in the previous 
section, with the exception of the neighbourhood definition. 
 
3.1   GA2 
 
In this GA, a chromosome evolves by swapping any single pair of '0' and '1' in 
the sequence.  This neighbourhood definition opens up the choice of neighbours 
and it offers a possible route for the next generation to get out of a local 
optimum.  N2 is given as follows: 
 
aS  and bS  are N2 neighbours if and only if, for }{ ia uS   and }{ ib vS  , 
there exist j and k, 10,1 nnkj   and kj   such that  
kj uu  ; kj vu  ; jk vu   and  
ll vu  , for all l, 101 nnl  , jl   and kl   
 
3.2   GA3 
 
With N3, the neighbourhood space is further expanded in GA3.  More than one 
pairs of '0' and '1' can be swapped during each generation evolution.  The 
number of pairs to be swapped is determined according to a probability 
distribution function which favours smaller number of swapping pairs.  It is to 
avoid unnecessary cross-reproduction between two sequences in successive 
generations due to a rather small neighbourhood space when a higher number of 
swapping pairs is allowed.  Despite its provision of an even wider choice of 
neighbours and hence a likely exit from local optimium, N3 easily leads to worse 
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off-springs than in the previous two GAs and the convergence to optimum may 
be affected.  N3 is defined below: 
 
aS  and bS  are N3 neighbours if and only if, for }{ ia uS   and }{ ib vS  , 
there exist m pairs of non-overlapping (j,k),  10,1 nnkj   and kj   such 
that  
kj uu  ; kj vu  ; jk vu   and  
ll vu  , for all l, 101 nnl  , jl   and kl   
 
With  10 ,min nnn  , m is chosen randomly from  n,,2,1   according to 
the probability  mP , which is defined as   

 n
s
s
mnmP
1
1 .  (It is apparent that 
  1
1


n
m
mP .) 
 
Two pairs,  11 , kj  and  22 , kj , are non-overlapping if and only if 21 jj   
and 21 kk  . 
 
 
4   Results and discussions 
 
Simulation results of the three GAs are given here to demonstrate their 
performance.  They are subject to various traffic conditions in which different 
numbers of trains are fed to the routes '0' and '1' (i.e. different values of 0n  and 
1n ).  It is obvious that the number of possible sequences increases sharply with 
the number of trains involved. 
 
As GAs do not recognise an optimal solution even when they come across it, 
the generation evolution process only comes to a halt after a pre-determined 
number of generations.  The chromsome with the lowest cost in the last 
generation is taken as the solution.  As shown in a similar study [5], the 
computation times for dynamic programming and GAs become comparable 
when the number of generations is increased to around half of the total number 
of the possible sequences.  Therefore, in this study, it is not worthwhile to 
investigate the generations further than the number stated above and the 
generation evolution process is instructed to stop accordingly. 
 
The population size of each generation is kept as two.  The choice of 
chromosomes for the first generation plays a vital role in the convergence toward 
the optimal solution.  In order to smooth out this effect, 20 tests have been 
carried out for each traffic condition with each GA.  In each test, the 
chromosomes of the initial generation are selected randomly from the possible 
7 
 
sequences.  The average of the minimum costs over the 20 tests is then 
calculated and its difference from the minimum cost attained by dynamic 
programming provides the perfromance indicator.   The results are shown in the 
Figures 1-5. 
 
In general, the results show a reasonable convergence toward the optimal 
cost for the 3 GAs, usually within 5-10% when generation evolution stops.  If 
the total number of trains approaching the junction is small, the number of 
possible sequences is quite limited, the convergence is slightly slower (Figure 1).  
GA1 may easily fall into local optimum whilst GA2 and GA3 need more 
generations to get out of local optimum. 
 
Even though the three GAs produces similar results, GA1 tends to enable 
faster convergence in the first few generations.  The convergence rate from GA2 
and GA3, particularly the latter, is a shade lower.  This observation can be well 
illustrated in Figures 2 and 5.  Nevertheless, it does not come as a surprise 
because N2 and N3 may lead to a wider neighbourhood, but not necessarily a 
better one. 
 
On the other hand, the minmium costs attained by GA1 settles rather quickly 
because the generation evolution process may be trapped within a neighbouring 
containing a local minimum and hence the cost cannot be improved further.  
With the provision of an exit route from local optimium in GA2 and GA3, 
continuous cost improvement along the generations is always possible (Figures 2 
and 4).   
 
With the same number of trains (i.e. 10 nn  =const), when there is a 
significant difference between 0n  and 1n  (i.e.  10 ,min nn  is smaller), the 
advantage of a more open neighbourhood offered by N3 diminishes as the size 
of the neighbourhood shrinks.  In fact, N2 is a special case of N3 for m=1.  As 
illustrated in Figure 3 where  10 ,min nn =2, the performance by GA3 is very 
similar to that by GA2.   
 
From the simulation results, the full advantage of the GAs can be brought out 
when the number of trains approaching the junction is higher.  However, there is 
no clear-cut winner for all traffic conditions.  Among the three GAs, the choice 
has to be made in individual cases, depending upon the traffic conditions and the 
trade-off between computation time available for more generations and the 
relative difference from the optimal solution. 
 
If a quick resolution is required, GA1 usually provides a reasonable one in a 
few generations.  When more time is allowed for further generation evolution, 
the resolutions obtained by GA2 and GA3 are more likely to move closer to the 
optimal solution.  If there is an imbalance of traffic demands between the two 
converging routes, GA3 loses its advantage gradually and can eventually be 
replaced by GA2. 
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5   Conclusions 
 
In this study, the application of GA techniques on the railway junction conflict-
resolution problem and the effects of different neighbourhood definitions for 
generation evolution have been investigated.   
 
It has been found that GAs do not guarantee the optimal solution but they 
usually produce a resolution which is close enough to the optimal solution.  
Besides, the computation time is reduced when compared with the structured 
methods such as dynamic programming, which favours the real-time 
applications. 
 
Although the proposed neighbourhood definitions, N2 and N3, do not 
significantly improve the convergence toward optimal solution or produce better 
resolution, they provide alternatives to deal with different traffic conditions and 
system requirements.  In order to enable better convergence along the 
generations, it will be interesting to explore the possibility of adopting the more 
commonly used evolution operators in GAs, mutation and cross-over, while 
keeping the system constraint (1) intact.   
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Fig. 1  Relative difference between the optimal cost and the average cost of the 
better sequence at each generation. ( 0n =3, 1n =3) 
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Fig. 2  Relative difference between the optimal cost and the average cost of the 
better sequence at each generation. ( 0n =2, 1n =5) 
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Fig. 3  Relative difference between the optimal cost and the average cost of the 
better sequence at each generation. ( 0n =3, 1n =4) 
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Fig. 4  Relative difference between the optimal cost and the average cost of the 
better sequence at each generation. ( 0n =3, 1n =5) 
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Fig. 5  Relative difference between the optimal cost and the average cost of the 
better sequence at each generation. ( 0n =4, 1n =4) 
