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CHAPTER 1:
INTRODUCTION
Most of our knowledge of the interior structure of the Earth comes from interpretations of
geophysical observations. These interpretations rely on accurate characterization of the
geophysical properties of known materials. Density, bulk and shear moduli have been measured
for a large number of rock types and single minerals at a variety of temperature and pressure
conditions (Weiss, 1999; Mainprice & Nicolas, 1989). As a result, we understand quite well how
a particular rock, or aggregate of known mineral proportions should appear at depth in terms of
isotropic seismic velocities. When it comes to distinguishing mantle rocks from crust, lower
crust from upper crust, or granite from basalt, isotropic seismic properties are quite effective.
However, isotropic seismic properties are not sufficient to distinguish between many rock types
believed to make up the middle and lower continental crust.
Seismic anisotropy is the directional dependence of seismic velocity, and can have a
number of causes including layering (Backus, 1962; Kern, 2008), aligned cracks (Kern et. al.,
2008), and preferred crystallographic orientation of minerals (Weiss, 1999; Drury, 2011). If the
causes of seismic anisotropy at the rock scale are known, we can use anisotropy to improve our
understanding of the composition and structure of the middle and lower continental crust.
Compared with the mantle, we know quite little about the composition and structure of
the lower continental crust. The mantle has a relatively simple composition, containing much
less mineralogic diversity than the crust, and a wealth of studies have focused on mineral
structures and deformation at mantle pressure and temperature conditions (Blackman, 2002). As
a result, we have a far better understanding of the seismic properties, including anisotropy, of the
mantle than we do of the crust.
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The main cause of anisotropy in the upper mantle is believed to be the preferred
orientation of olivine, which develops as a result of activation of preferred mineral slip systems
during deformation at particular conditions (Ji et al., 2004; Warren, 2008). The active
deformation mechanisms in olivine have been well-studied using laboratory experiments (Ji et al.,
2004; Warren, 2008), so interpreting flow directions from anisotropy as a result of olivine
preferred orientation is relatively straightforward, and is becoming somewhat routine (Warren,
2008).
The crust, on the other hand, is much more complex, but equally as important to
understand. The crust makes up a tiny proportion of Earth’s mass (~0.6%), but due to its high
concentration of refractory elements, the crust contains up to 70% of the total silicate Earth’s
budget of important heat producing elements (Rudnick and Fountain, 1995). Models of the
thermal structure of Earth thus rely on accurate characterization of the composition of the crust,
including the lower crust. Previous studies that have attempted to use seismic properties to
distinguish between lower crustal rock compositions have combined isotropic seismic properties
with other geophysical and geochemical measurements with relatively limited success. High
seismic velocities in the lower crust, in combination with lower than expected surface heat flow
measurements for felsic compositions, have been interpreted as indicating a mafic lower crust
(Rudnick and Fountain, 1995; Rudnick and Gao, 2003). However, there are felsic rocks that have
the same high isotropic velocities, and interpretations of surface heat flow are highly dependent
on the heat flux from the mantle, which is poorly constrained (Hacker et al., 2015). So even
when combined with other observations, isotropic seismic properties cannot place significant
constraints on the composition of the lower continental crust.
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Seismic anisotropy may hold the key to constraining crustal composition, but there are
complications. The crust has a very heterogeneous composition with a wide variety of rock types
and mineralogy. Some of the most abundant crustal minerals, such as feldspar, display a wide
range of complex and poorly understood deformation mechanisms (Llana-Fúnez, 2012; Shelley,
1989; Ji et al. 1987), making interpretation of crustal seismic anisotropy difficult. In addition to
compositional heterogeneity, the crust also has a heterogeneous structure, which can have an
influence on seismic anisotropy. This study is focused on the effects of structure on crustal
seismic anisotropy. In particular, we will focus on the effects of folding on the character,
magnitude and symmetry, of rock elastic tensors.
To consider the effects of structure on bulk elastic properties, we need to introduce two
sources of anisotropy: 1) intrinsic anisotropy is the small-scale elasticity of the rock itself,
without any external influences, such as cracks. Intrinsic anisotropy is mainly controlled by the
preferred orientation of minerals in a rock, and is oriented relative to the rock fabric (foliation
and lineation). 2) Extrinsic anisotropy is the observable anisotropy. Extrinsic anisotropy includes
effects of oriented cracks, layering, and changing orientation of intrinsic elasticity. As an
example, consider schist folded into a large anticline. At a given point, the intrinsic elastic tensor
of the rock oriented relative to the rock fabric might be exactly the same, but the orientation of
the rock fabric changes throughout the fold. The extrinsic anisotropy will be the result of
averaging the intrinsic elastic tensors in different orientations, also known as structural averaging.
The amount of structural averaging depends on the wavelength of the structure relative to the
wavelength of the seismic waves traveling through it. Because laboratory length-scales are much
smaller than seismic wavelengths, the effects of structural averaging must be accounted for when
comparing laboratory measurements to seismic observations. Structural averaging is typically
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modeled by rotating one measured intrinsic elastic tensor into different orientations to
approximate a structure, and then averaging the rotated tensors together. This method ignores
any potential heterogeneity of the intrinsic elastic tensor throughout the structure, but the effects
of folding on the intrinsic elasticity of a rock have not been studied.
The goal of this study is to determine what, if any, effect folding has on intrinsic elastic
tensors for the middle and lower crust. Our rationale is that seismic anisotropy in the middle and
lower crust is controlled by the crystallographic preferred orientation (CPO) of minerals, so by
studying the effects of folding on mineral CPO, we should be able to predict the effects on rock
elastic tensors. Although seismic anisotropy can have other causes, such as layering and aligned
cracks, these causes are assumed to be secondary in the lower crust because high pressure and
temperature conditions close and seal cracks, and layering in metamorphic rocks is at a much
finer length-scale than seismic wavelengths.
The main question we will address is: Do mineral CPOs vary throughout a fold, and if so,
how? We have three hypotheses as to how mineral CPOs will vary depending on location within
a fold:
1)

CPOs will indicate dominantly simple shear in the limbs of a fold, and pure shear (or
coaxial) in the hinge.

2)

CPOs in the hinge zone will display hinge-parallel shear directions.

3)

The limbs will display stronger CPOs than the hinge zone.

To test these hypotheses, we will measure mineral CPOs in different parts of a single folded
gneiss sample from the southern Appalachian Mountains (Figure 1.1).
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Figure 1.1 Geologic map of North Carolina with inlet map of the location where the sample used
in the study was taken.
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CHAPTER 2:
GEOLOGIC BACKGROUND
The sample we used for this study is folded gneiss from the Persimmon Creek gneiss,
also referred to generally as Carolina gneiss, exposed in North Carolina (Figure 1.1). We chose
this sample because it is a lower crustal rock type, and it contains a nearly isoclinal fold with a
relatively simple geometry (Figure 2.1a). Understanding how folding affects mineral CPOs in
this sample will have implications for interpreting seismic results from the southern Appalachian
Mountains.
2.1 APPALACHIAN MOUNTAINS
The Appalachian Mountains have a complex and long tectonic history. Exposed from
Alabama to Newfoundland, this expansive mountain range formed after the rifting of Rodinia
(1.2-1 Ga) during three or more orogenic events, Ordovician-Silurian, Devonian Acadian and
Devonian-Mississippian Neoacadian, and the Pennsylvanian-Permian (Hatcher, 2005). The
region has also experienced at least two metamorphic episodes. Ages for those events have not
been confirmed (Carpenter, 1970; McSween et. al., 1989). The southern Appalachians, known as
the Blue Ridge, are within the Carolinas and Georgia, and are characterized by thrusts and folds
(Hatcher, 2005; Hatcher, 1988).
2.2 COWEETA GROUP
The region from which our sample was collected is a part of the Coweeta Group in the
eastern part of the southern Blue Ridge in North Carolina. The group is comprised of three
formations. The oldest is the Persimmon Creek gneiss, overlain by Coleman River Formation,
and then the Ridgepole Mountain Formation. The Persimmon Creek is comprised of basal
coarse-grained quartz diorite gneiss. Overlying that are metasandstone and pelitic schist in the
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Coleman River formation. The top-most formation, the Ridgepole Mountain Formation, has
preserved synclines, sequences of cleaner quartzose metasandstone along with garnetiferous
muscovite and biotite schist, and some conglomerate (Hatcher, 1979). The rocks in the Coweeta
Group generally strike to the Northeast and dip towards the Northwest, possibly due to later
folding and rotation of early-formed foliations during later faulting (Hatcher, 1988).
Our sample is from the Persimmon Creek gneiss. This unit is a metamorphosed dioritic
pluton that was derived from melting associated with a subduction zone arc, and initially
emplaced in the middle crust (~6 kb) around ~460 Ma (Meschter et al., 2002). Peak metamorphic
conditions for similar rock types in the area are in the upper amphibolite facies reaching 7-9 kb
and 700 ˚C (Miller et al., 2006).

Figure 2.1. A) The folded gneiss sample we used has a
relatively simple geometry, with nearly isoclinal limbs.
B) We cut 39 billets, but were only able to make 11 into
thin sections, indicated by white boxes.
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CHAPTER 3:
MATERIALS & METHODS
3.1 SAMPLES
We used a sample of Persimmon Creek gneiss that was collected by Bill Cambray of the
Michigan State University Geology department. The sample was collected in North Carolina,
south of Bellwood Road, across from Lake Junaluska (Figure 1.1). The sample is approximately
50 by 30 cm in size, and contains a roughly isoclinal fold in the gneissic bands (Figure 2.1a). We
cut the sample into a slab ~48.5 x 28 x 5.1 cm3 that was roughly perpendicular to the fold hinge
line, and cut thin section billets parallel to the foliation at different positions through the fold
using a diamond blade rock saw. We cut a total of 39 billets using a numbering system to keep
track of where they came from in the fold (Figure 2.1b). Due to time constraints, only 11 billets
were made into thin sections for this study, 5 from the hinge zone, and 6 from the limbs.
3.2 THIN SECTION PREPARATION AND POLISHING
We prepared thin sections from the 11 billets chosen for study using standard procedures.
We used Petropoxy 154 for billet impregnation, and to attach the billets to standard 46 x 27 mm
glass slides. We used a combination of silicon carbide and aluminum oxide grinding powders
and papers in the thinning process, stepping down gradually from 240 to 1200 grit-size until the
sections were ~30 µm thick. We used quartz birefringence as a thickness indicator during
grinding.
After grinding, we polished the thin sections using diamond paste in 3 steps: 3 µm, 1 µm
and 0.25 µm for ~1.5 hours each using a LECO automatic polisher with ~25 psi pressure applied.
To prepare the thin sections for electron backscatter diffraction (EBSD), we further polished
them in colloidal silica for approximately 2-3 hours. Colloidal silica has colloid particles ~10 nm
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in size, and acts as both a chemical and mechanical polish. Care was taken to ensure large
differences in elevation did not develop during the final polishing step due to differential
polishing of minerals with varying hardness, as these can have effects on the EBSD patterns.
3.3 PETROGRAPHY
We used a Nikon 1000 Pol petrographic microscope to do preliminary petrographic
analysis of the thin sections prior to analysis in the scanning electron microscope. We estimated
mineral proportions, and looked for strain and shear sense indicators in each sample. Our thin
sections were oriented such that the surface of the thin section was perpendicular to the foliation
and the fold hinge line, and the long edge of the slide was parallel to the foliation. Because the
slides were not oriented parallel to lineation, visual shear sense indicators could be potentially
misleading, and were thus not analyzed in detail.
3.4 ELECTRON BACKSCATTER DIFFRACTION (EBSD)
Electron backscatter diffraction (EBSD) is a method of measuring crystallographic
orientation. In a scanning electron microscope (SEM), a beam of high-energy electrons is
directed at the sample surface at a low angle, usually 20˚ to the sample surface, which is tilted
70˚ from horizontal. The electrons enter the sample, and interact with the atoms in the material
producing low-energy backscattered electrons. The backscattered electrons are diffracted by the
crystal lattice as they exit the material.
Using a camera with a phosphor screen, we can take an image of the diffraction pattern
produced by the electrons after they exit the sample. The diffraction pattern consists of bands,
called Kikuchi bands, which are a result of diffraction by parallel lattice planes in the crystal
structure. The Kikuchi bands cross at crystallographic zone axes, and the pattern’s symmetry is
the same as the lattice symmetry along that zone axis. The exact pattern produced is a function of
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the mineral phase and its crystallographic orientation in the sample. By measuring the mineral
phase and crystallographic orientation at different points in the thin section, we can construct a
map that includes both phase and orientation.
We used two scanning electron microscopes (SEM) to collect our EBSD data. At Wayne
State, we used a Jeol 7600F SEM with Edax EBSD camera and OIM software. Due to issues
with the match unit database, and lack of automation, we collected most of our data at the
University of California, Santa Barbara, using a FEI Quanta 400f SEM with HKL EBSD camera
and Channel 5 software (Figure 3.1).
We used similar working conditions on both instruments: accelerating voltage 12-20 kV,
working distance 12-15 mm, probe current of 10 (WSU only), spot size of 6.0 (UCSB only).
Camera distance and pattern center were calibrated using a silicon standard. We collected our
data using a mapping approach, where EBSD patterns were collected and indexed every 100 µm
in a regular grid pattern.
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Figure 3.1. Photograph of the FEI Quanta SEM at UC Santa Barbara with the chamber open.
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Both EBSD programs use a Hough transform to automatically identify, or index the
diffraction bands in a diffraction pattern. The measured pattern is then compared to predicted
patterns from a specified list of minerals present in the sample. We included 4 minerals in our list,
quartz, plagioclase, biotite, and hornblende. The program identifies the closest match to the
observed diffraction pattern by minimizing the mean angular deviation between the predicted
and observed patterns, and then records the mineral phase and orientation based on the best-fit
pattern.
An example is shown in Figure 3.2. Sometimes, the mathematically closest matching
diffraction pattern is incorrect. At the same time as collecting the EBSD data, we also record
energy dispersive X-ray spectrographic (EDS) data, and save the counts for 8 elements: Na, Mg,
Al, Si, K, Ca, Ti, and Fe. The EDS data are used in post-processing to identify points that may
have been indexed as the wrong phase.

Figure 3.2. Example of automatically fit
pattern for feldspar with the 100 zone
axis labeled.
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Orientation is recorded as 3 Euler angles, which are the 3 rotations required to get from
the sample reference x, y, z directions to the crystallographic a, b, c directions at each point.
3.5 CRYSTALLOGRAPHIC PREFERRED ORIENTATIONS
From the EBSD map data we plot mineral crystallographic preferred orientations (CPO)
using stereonets of particular crystallographic planes or directions for all instances of a particular
mineral. We use one point per mineral grain so as to not bias the data toward large grains that
may have many measurements of a single orientation. At each point in our map we know the
orientation of the crystal lattice relative to the sample. By plotting a particular crystallographic
direction for each grain of a mineral we can visualize the CPO of that mineral. Most of our data
processing was done using the Matlab toolbox, MTEX (Mainprice et al., 2015). We calculated
the orientation distribution function (ODF) for each mineral using Mtex. The orientation
distribution function is a continuous function that fits the distribution of crystallographic
orientations. It is a function of both the crystal symmetry and the sample symmetry. The
calculated ODF allows us to view the distribution of particular crystallographic directions using
pole figures. Detailed discussion of the ODFs and the MTEX calculation method can be found in
Hielsher and Shaeben, 2008.
3.6 ELASTIC TENSOR AND SEISMIC ANISOTROPY CALCULATIONS
Rock elastic tensors can be calculated by combining mineral single crystal elastic tensors,
Cij, with the EBSD orientation data. After some post-processing to eliminate misindexed points,
the EBSD map contains mineral phase and orientation at each point. Using published
measurements of mineral Cij, we rotate the Cij into the proper orientation at each point in the
map, and then average them together to get a rock aggregate Cij.
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There are different averaging methods that can be used, and some work better for
different rock types (Ji et al., 2003). We used Voigt-Reuss-Hill averaging, which is a volume
average, and is the average of the Voigt (constant stress) and Reuss (constant strain) averaging
methods. This is a volume average, which assumes that the aggregate elastic properties are a
function of the elastic properties of the constituent minerals in their respective proportions. This
method of calculating rock elastic tensors has been shown to be within ~5% of laboratory
acoustic velocity measurements (Brownlee et al., 2011; Erdman et al., 2012; Mainprice et al.,
1993).
Seismic properties in all possible wave propagation directions can be calculated from the
elastic tensor using the Christoffel equation:
2

det | CijklXiXj – δikρV | = 0

[1]

where Cijkl is the elastic tensor, Xi and Xj are the direction cosines for wave propagation
directions, ik is the Kronecker delta,  is density, and V is one of 3 seismic velocities (Vp, Vs1,
or Vs2). From our elastic tensors, we can predict all possible observable seismic properties of
that sample.
The goal of this project is to improve interpretations of crustal seismic anisotropy, so we
will focus on the seismic properties most useful for that. For each sample, we predict Vp, Vs1,
and Vs2 in all propagation directions. Vp anisotropy is the difference between the maximum and
minimum Vp as a function of the mean Vp, and is calculated as follows
[

(Vpmax – Vpmin)

/((Vpmax + Vpmin)/2)]. Vs anisotropy is the difference between Vs1 and Vs2

in a particular propagation direction as a function of mean Vs1, and is calculated by
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[

(Vs1i – Vs2i)

/((Vs1max + Vs1min)/2)].

Vs anisotropy is comparable to seismic shear wave

splitting observations. Vs1 polarization directions are the polarization directions for the fast
shear wave in a particular propagation direction, and are usually observable in seismic studies
looking for shear wave splitting.
In addition to calculating and predicting seismic observables, we quantify the symmetry
of our elastic tensors by deconvolving them into their symmetry components using the
orthogonal vector projection method described in Browaeys and Chevrot, (2004). This is
important because seismic inversions for anisotropy require the assumption of over-simplified
elliptical transverse isotropy (TI) symmetry. TI symmetry has one unique axis around which all
elastic properties are symmetrical, typically the unique axis is assumed to be the slow velocity
direction, and orthogonal to it is a plane of maximum seismic velocity. TI symmetry is currently
required for seismic inversions, but understanding when this assumption might be more or less
valid is useful for understanding the misfit between seismic data and the inversion result. Our
results will relate symmetry to location within a fold.
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CHAPTER 4:
RESULTS
We grouped the samples into two groups based on their location within the fold: hinge
zone, and limb. The hinge zone is the zone nearest the line connecting points of highest curvature
between successive bands, shown as a black dashed line in Figure X. Hinge zone samples
include 2-5A, 3-4A, 3-4B, 4-3A, and 5-3A. The limbs are the relatively straight portions of the
bands, outside of the hinge zone. Limb samples include 1-6A, 1-2A, 2-2A, 3-2A, 3-5A, and 4-2A.
There are two hinge zones in the sample, both indicated with dashed lines in Figure X. Sample 16A is closer to the upper hinge zone (gray dashed line in Figure X), and may be part of a
different fold. However, we have included 1-6A in our group of limb samples.
4.1 GEOMETRY
The main fold is tight to isoclinal, with inter-limb angles that approach zero away from
the hinge zone, i.e. the limbs are nearly parallel far from the hinge. The bands vary in thickness
as they go through the hinge zone, with maximum thicknesses found in the hinge zone. There is
a moderate lineation fabric roughly parallel to the hinge line of the 3-dimensional fold structure
(Figure 4.1).
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Figure 4.1. Map of sample showing location of thin sections within particular gneissic bands,
shown with different colored lines.

4.2 COMPOSITION
The modal composition of each sample was determined from the EBSD map data after
post processing to remove incorrectly indexed points. The average modal composition is 27.4 ±
5.4 % quartz, 51.1 ± 3.2 % feldspar, 13.7 ± 4.3 % biotite, and 7.9 ± 5.6 % hornblende (Table 4.1).
There is some compositional variation between limb and hinge zone, mainly in proportions of
hornblende and biotite. Modal composition is dependent on the volume of particular bands that
are included in a sample. Because band thicknesses are greater in the hinge zone, two of the
hinge zone samples contain a large proportion of more mafic bands, resulting in roughly double
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the average hornblende content for the 5 hinge samples relative to the 6 limb samples, and higher
standard deviations for hinge zone compositions. Among all of the samples, modal compositions
show the most variation in proportions of quartz and hornblende, with standard deviations of 5.4
and 5.6 respectively. Feldspar and biotite modal proportions have slightly less variation with
standard deviations of 3.2 and 4.3 respectively.
Table 4.1 Modal mineral proportions vary between limb and hinge samples. Errors on
averages are ± 1 standard deviation.
quartz
feldspar
biotite
hornblende
Sample
(%)
(%)
(%)
(%)
1-2A
23.8
53.7
16.6
5.9
1-6A
25.2
54.5
17.9
2.4
2-2A
24.1
51.2
17.5
7.2
3-2A
24.6
50.8
16.8
7.7
3-5A
34.1
49.7
10.1
6.1
4-2A
32.3
53.9
11.0
2.8
Limb ave
± s.d.
27.4 ± 4.6
52.3 ± 2.0
15.0 ± 3.5
5.4 ± 2.2
2-5A
28.1
53.0
9.1
9.7
3-4A
20.0
45.5
20.6
13.9
3-4B
33.5
47.8
11.4
7.3
4-3A
34.8
54.4
8.4
2.4
5-3A
20.8
47.3
10.7
21.2
Hinge ave
± s.d.
27.4 ± 6.9
49.6 ± 3.9
12.0 ± 4.9
10.9 ± 7.1
Sample
ave ± s.d.
27.4 ± 5.4
51.1 ± 3.2
13.7 ± 4.3
7.9 ± 5.6

4.3 MINERAL CPOS
4.3.1 CPO STRENGTH
We used the texture index parameter of the orientation distribution function (ODF-J)
calculated in Mtex as a measure of CPO strength for each mineral in each sample. A texture
index of 1 occurs when an ODF is the same as a uniform ODF, which would indicate no
preferred orientation. Texture index values greater than 1 indicate a preferred orientation.
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Texture index, or ODF-J, is highly dependent on the number of grains (N) used in the
determination of the ODF, because small sample sizes from a uniform distribution will not
closely approximate a uniform distribution. Samples and minerals with low numbers of grains
will thus have artificially high ODF-J values. We consider grain counts less than 100 to be
unreliable.
Our samples are relatively course grained, and low grain counts are an issue, especially
with hornblende and biotite. Some CPO strength trends are still evident, mainly between
different minerals. Quartz has the weakest CPOs on average with ODF-J values of 1.3 ± 0.3,
followed by feldspar with ODF-J values of 2.6 ± 1.3 (Table 4.2). Biotite and hornblende both
have stronger CPOs, with ODF-J values of 6.7 ± 2.3 and 5.9 ± 1.6 respectively (Table 4.2).
Though biotite and hornblende have low grain counts, their higher CPO strengths are evident
upon visual inspection of ODF pole figures (Figures 4.3 and 4.4). There are minimal differences
between limb and hinge ODF-J values, and there is no consistent trend. Quartz and hornblende
ODF-J values are slightly higher in the limb than the hinge, while biotite has lower ODF-J values
in the limb.
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Table 4.2. ODF-J values for each mineral in each sample. ODF-J is dependent on number of
grain used in ODF determination (N), samples with low N have artificially high ODF-J values.
Samples with N < 100 are shaded gray, and are not included in averages. Errors on
averages are ±1 standard deviation.
quartz

feldspar

Sample

N

ODF-J

N

ODF-J

1-2A
1-6A
2-2A
3-2A
3-5A
4-2A
2-5A
3-4A
3-4B
4-3A
5-3A
Limb ave
± s.d.
Hinge
ave ± s.d.
Sample
ave ± s.d.

1457

1.33

2125

3878

1.23

5273

4113

1.17

134

biotite
N

ODF-J

2.14

615

1.56

1733

5860

1.47

2.19

547

5.73

1769

1.36

1512

8978

1.12

9100

1718

1.32

2673

hornblende
N

ODF-J

5.69

72

16.83

3.98

111

7.30

1484

3.82

139

4.21

21

32.99

95

11.51

3.25

300

10.28

121

7.57

1.41

1531

7.13

21

4.39

1851

3.04

184

6.99

37

20.05

1.14

3554

1.82

1714

5.34

78

5.80

1743

1.42

1718

2.98

358

9.99

257

4.39

8892

1.13

8554

1.39

1080

6.67

85

6.31

1458

1.24

1809

3.82

9

66.56

224

5.78

1.40 ± 0.4

2.59 ± 1.7

6.18 ± 2.7

6.36 ± 1.9

1.25 ± 0.1

2.61 ± 1.0

7.25 ± 2.0

5.09 ± 1.0

1.33 ± 0.3

2.60 ± 1.3

6.65 ± 2.3

5.85 ± 1.6

4.3.2 QUARTZ
Quartz has the weakest CPO in all of our samples. The quartz c-axes tend to be oriented
roughly perpendicular to the foliation, but slightly canted relative to the foliation (Figure 4.1).
Because the lineation in these samples is oriented perpendicular to the thin section, it would be
located at the center of the pole figures (Figure 4.2). The c-axis orientations are thus oriented
somewhere between perpendicular to foliation, and perpendicular to lineation. This CPO
suggests a combination of basal-a slip (c-axis perpendicular to foliation) and prism-a slip (c-axis
perpendicular to lineation within foliation). Quartz CPOs in the limb are not very different from
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those in the hinge zone. One hinge zone sample, 4-3A, has a slight cross-girdle pattern in c-axis
distribution, which is consistent with basal-a slip during pure shear, rather than simple shear
(Grujic et al., 1996) (Figure 4.2).
4.3.3 FELDSPAR
Feldspar CPOs are slightly stronger than those of quartz. Many of the samples have a
maximum of (001) poles perpendicular to the foliation (Figure 4.3) suggesting possible
deformation by dislocation glide on the (001) plane, which has been previously documented in
feldspar (Seigesmund et al., 1994). There is also a maximum of (100) poles roughly
perpendicular to the foliation in some samples (Figure 4.3). Slip on (100) has not been
previously documented, but there could be multiple active slip systems in feldspar, accounting
for some of the irregularity of feldspar CPOs in general. There are no obvious differences in
feldspar CPOs related to location in the limb or hinge zone.
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Figure 4.2. A) Quartz CPOs from limb samples. B) (On next page). The colors represent the
density of points, red for high and blue for low. White is where there are no points.
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Figure 4.2 continued. B) Quartz CPOs from the hinge zone.
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Figure 4.3. A) Feldspar CPOs from the limbs of the fold. B) (On next page).
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Figure 4.3 continued. B) Feldspar CPOs from the hinge zone.
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Figure 4.4. A) Biotite CPOs from the limbs. B) (On next page).
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Figure 4.4 continued. B) Biotite CPOs from the hinge zone are canted relative to the overall
foliation.
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4.5. A) Hornblende CPOs from the limbs. B) (on next page).
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Figure 4.5. continued. B) Hornblende CPOs from the hinge zone.

30
4.3.4 BIOTITE
Biotite has the strongest CPOs on average, and displays distinct maxima of (001) poles
perpendicular to the foliation (Figure 4.4). There is a maximum of [010] directions roughly
parallel to the lineation, suggesting slip on (001)[010] (Figure 4.4). This is not unusual for biotite,
which typically slips in any direction in the basal plane of the mineral, on the (001)[hk0] slip
system (Aleksandrov and Ryzhova, 1961). The hinge zone CPOs are slightly canted relative to
the main foliation, probably due to the rotation of foliation within the hinge zone.
4.3.5 HORNBLENDE
Hornblende CPOs are similar in strength to biotite CPOs (Figure 4.5). Hornblende shows
a maximum of (100) poles roughly perpendicular to the foliation, and generally has a maximum
of [001] directions sub-parallel to the lineation. The most common slip system in hornblende is
(100)[001] (Aleksandrov and Ryzhova, 1961). Our hornblende CPOs are consistent with this
mechanism. In some samples the maximum of (100) poles is canted relative to the overall fabric.
This behavior is not restricted to the hinge zone as it is for biotite.
4.4 SEISMIC PROPERTIES
4.4.1 ISOTROPIC PROPERTIES
Isotropic seismic properties are fairly consistent between limb and hinge, with the hinge
zone having slightly higher Vp and Vs wavespeeds (Table 4.3). Isotropic Vp ranges from 5.89 to
6.09 km/s with the limb samples averaging 5.93 ± 0.03, and hinge zone samples averaging to 6.0
± 0.06 km/s. Isotropic Vs ranges from 3.37 to 3.53, with a limb average of 3.44 ± 0.06 km/s and
a hinge average of 3.48 ± 0.06 km/s. Vp/Vs ratios range from 1.69 to 1.76, with identical limb
and hinge averages, with slightly higher standard deviation in the hinge zone.
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Table 4.3 Isotropic and anisotropic seismic properties derived from the calculated elastic
tensors. Errors on averages are ± 1 standard deviation.
VpIso
VsIso
VpMax VpMin
Avp
AVsMax
Sample
(km/s) (km/s) VpVsIso (km/s) (km/s)
(%)
(%)
1-2A
5.92
3.40
1.74
6.22
5.64
9.79
10.44
1-6A
5.89
3.39
1.73
6.10
5.64
7.88
8.57
2-2A
5.92
3.40
1.74
6.16
5.72
7.31
9.15
3-2A
5.93
3.42
1.74
6.25
5.63
10.37
15.27
3-5A
5.98
3.52
1.70
6.16
5.82
5.78
9.15
4-2A
5.95
3.50
1.70
6.17
5.79
6.35
8.56
2-5A
6.02
3.50
1.72
6.14
5.85
4.83
5.12
3-4A
5.93
3.37
1.76
6.25
5.66
9.91
12.74
3-4B
5.97
3.51
1.70
6.18
5.76
7.08
9.31
4-3A
5.98
3.53
1.69
6.17
5.83
5.67
6.54
5-3A
6.09
3.47
1.75
6.29
5.93
5.97
10.36
Limb ave
5.93
3.44
1.72
6.18
5.71
7.91
10.19
± s.d.
± 0.03 ± 0.06
± 0.02
± 0.05 ± 0.08 ± 1.84
± 2.58
Hinge ave
6.0
3.48
1.72
6.21
5.81
6.69
8.81
± s.d.
± 0.06 ± 0.06
± 0.03
± 0.06
± 0.1 ± 1.97
± 3.04
Sample
5.96
3.46
1.72
6.19
5.75
7.36
9.56
ave ± s.d. ± 0.06 ± 0.06
± 0.02
± 0.06
± 0.1 ± 1.91
± 2.75
4.4.2 ANISOTROPY
The magnitude of seismic anisotropy in individual samples varies from 4.83 to 10.37% in
AVp, and 5.12 to 15.27 % in AVs (Figure 4.5, Table 4.4). On average, the limb samples have
slightly higher anisotropy than the hinge zone, although the magnitudes of AVp and AVs are
within 1 standard deviation of each other for limb and hinge averages. All samples have a
minimum velocity perpendicular to the foliation in that region of the sample, except for 5-3A,
which has its minimum Vp almost parallel to the hinge-line of the 3-dimensional fold structure
(Figure 4.6). All samples except 5-3A also have a maximum Vp that is roughly parallel to the
lineation fabric, which is perpendicular to the thin section surface, and approximately parallel to
the 3-dimensional hinge line. The maximum Vp for sample 5-3A is roughly parallel to the axial
trace of the fold, and in Figure 4.6 would be approximately parallel to dashed hinge zone line.
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Figure 4.6. Stereonets of Vp, AVs, and Vp/Vs for A) limb samples, and B) hinge-zone samples
(on next page). Color scales are the same for all samples.
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Figure 4.6 continued. B) velocity stereonets for hinge-zone samples. Color scales are the same
for all samples.
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4.4.3 SYMMETRY
The isotropic component of the tensors ranges from 91.91 to 96.01%, and is slightly
higher on average in the hinge-zone than it is in the limbs, although once again the average
values are within 1 standard deviation (Table 4.4). All samples except for 5-3A have a higher
hexagonal symmetry component than orthorhombic. The hexagonal component ranges from 1.69
to 6.17% of the total tensor, and the orthorhombic component ranges from 0.70 to 3.08% of the
total tensor. 5-3A has the highest orthorhombic component, and is the only sample to have a
larger orthorhombic contribution than hexagonal. The maximum amount of tetragonal,
monoclinic, or triclinic symmetry is 1.09% of the total tensor. The limb samples have a slightly
higher hexagonal component than the hinge-zone samples, but again the averages are within 1
standard deviation.
Table 4.4 Symmetry components of the calculated elastic tensors
on averages are ± 1 standard deviation.
Sample
Isotropic
Hexagonal Orthorhombic Tetragonal
1-2A
91.91
5.73
2.02
0.01
1-6A
93.32
4.84
0.70
0.00
2-2A
93.80
4.07
1.41
0.02
3-2A
90.33
6.32
1.27
0.12
3-5A
94.17
3.92
1.22
0.04
4-2A
94.13
3.39
1.55
0.03
2-5A
96.01
2.01
1.23
0.02
3-4A
91.39
6.17
1.78
0.02
3-4B
93.61
3.64
2.62
0.02
4-3A
95.21
2.50
1.12
0.03
5-3A
94.23
1.69
3.08
0.00
Limb ave
± s.d.
92.94 ± 1.53 4.71 ± 1.13
1.36 ± 0.43
0.04 ± 0.04
Hinge ave
± s.d.
94.09 ± 1.77 3.20 ± 1.82
1.97 ± 0.86
0.02 ± 0.01
Sample
ave ± s.d. 93.46 ± 1.67 4.03 ± 1.61
1.64 ± 0.70
0.03 ± 0.03

for each sample. Errors
Monoclinic
0.11
0.04
0.22
0.88
0.49
0.22
0.12
0.56
0.04
0.14
0.01

Triclinic
0.22
1.09
0.49
1.08
0.16
0.67
0.61
0.08
0.08
1.01
0.98

0.33 ± 0.31 0.62 ± 0.41
0.17 ± 0.22 0.55 ± 0.46
0.26 ± 0.27 0.59 ± 0.41
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CHAPTER 5:
DISCUSSION
5.1 HYPOTHESIS TESTING
We had 3 hypotheses regarding CPO variations as a function of location within a fold.
Our measurement of mineral CPOs allows us to test these hypotheses.
Hypothesis 1. CPOs will indicate dominantly simple shear in the limbs of a fold, and pure shear
(or coaxial) in the hinge.
When rocks are deformed in coaxial strain conditions, mineral CPOs tend to develop
symmetrically about the maximum shortening direction, S3 (Law, 2014), or the direction
perpendicular to the foliation. CPOs that are not symmetrical generally suggest some amount of
simple shear. Quartz c-axis orientations are often used to determine the shear sense in deformed
rocks because they develop particular patterns related to the strain conditions (Grujic et al., 1996;
Menegon et al., 2008).
In our samples, nearly all of the quartz CPOs are asymmetric, which would suggest
simple shear (Little et al., 2013). However, interpreting these CPOs as simple shear is not
straight forward, as they are not canted towards the lineation. Instead they are canted towards S2,
which is the direction within the foliation that is perpendicular to the lineation. This can be
interpreted as arising from two mechanisms: inheritance of a preferred orientation, or activation
of 2 slip systems in quartz, possibly as a result of changing conditions.
The macroscopic lineation could have developed prior to the folding deformation, which
may have had a different shear direction leading to the quartz c-axis distributions. Quartz can
deform by dislocation glide on 3 main slip systems, each of which predominates at different
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temperature conditions. Another possible explanation for the quartz CPO is that temperature
conditions changed.
Basal-a slip is the dominant slip system in quartz at temperatures below ~300 ˚C. At
temperatures between ~400-600 ˚C prism-a slip dominates. It is possible that during exhumation,
deformation at lower temperatures occurred, overprinting the prism-a quartz CPO with a basal-a
CPO. Distinguishing between these two mechanisms is not possible with our quartz dataset alone.
However, many of the other minerals also have slightly asymmetric CPOs. Our interpretation is
that the asymmetric CPOs suggest that there was some simple shear in a direction perpendicular
to the lineation that probably occurred during late stage deformation, after the stretching
lineation had developed. We did not observe pure shear in the hinge zone and simple shear in the
limbs, as we had hypothesized might occur.

Hypothesis 2. CPOs in the hinge zone will display hinge-parallel shear directions.
Hornblende has the best CPO for determining shear direction because there is only one
slip system, (100)[001], which has a single shear direction in the (100) plane, parallel to [001].
As a result of this slip system, the location of the maximum of [001] directions aligns parallel to
the shear direction. Of the 5 hinge zone samples, 3 have reasonably well defined CPOs with
maxima of [001] ~parallel to the fold hinge-line. The remaining 2 samples either have a very low
grain count (2-5A with 37 grains], or high grain count with a poorly defined [001] maximum (53A). Of the 6 limb samples, 2 have maxima of [001] ~parallel to the fold hinge-line (1-6A and 35A). Based on those results, a higher proportion (3/5) of hinge-zone samples display hingeparallel shear directions than the limb samples (1/3). However, all of the samples suffer from low
grain counts of hornblende, with the maximum number of grains at 257. The CPOs are
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reasonably well-defined, but with such low grain counts we have low confidence in the shear
directions interpreted from individual samples.

Hypothesis 3. The limbs will display stronger CPOs than the hinge zone.
We hypothesized that the limbs would have stronger CPOs than the hinge zone because
the gneissic banding fabric must have formed before the fold, and the hinge-zone would be under
different strain conditions than the limbs during folding, which would potentially overprint the
original CPO. Our analysis of CPO strength was based on calculating ODF-J values. Based on
simulations of crystal plastic deformation, Mainprice et al. (2015) illustrated that ODF-J is
correlated with shear strain under simple shear conditions. ODF-J is very likely to be correlated
with shear strain under pure shear conditions, but the correlation may be different. Two of the
four minerals we analyzed, quartz and hornblende, do have higher ODF-J values for limb
samples than for hinge-zone samples (Table 4.2), but these values are well within error of one
another. Feldspar showed no difference between hinge and limb samples. Biotite is potentially
the best dataset for testing this hypothesis because biotite has reasonably high grain counts, and
well-defined CPOs. Biotite had higher ODF-J values in the hinge-zone than in the limbs, but
once again the values are well within error of one another.
The main complication with using ODF-J is the parameter’s dependence on grain count.
ODF-J is the difference between the orientation distribution function calculated from the data,
which is limited to N grains, and a uniform orientation distribution function. Even if a sample’s
true orientation distribution is uniform, if only a small number of orientations are actually
sampled, the calculated ODF will be very different from a uniform ODF, leading to an
artificially high ODF-J. To objectively compare ODF-J values, all samples must have similar
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grain counts. If we compare limb and hinge biotite ODF-J values between samples with similar
grain counts, their differences are not enhanced. For samples with grain counts above 1000, the
highest limb ODF-J is 7.1 (4-2A, N = 1531), which is higher than the highest hinge-zone ODF-J
at 6.7 (4-3A, N = 1080), but the average of the high-N samples is still higher in the hinge-zone
than in the limb. Clearly, more data are needed to evaluate our hypothesis. One strategy would
be to collect data by hand rather than by mapping, which would guarantee we include only one
point per grain to avoid over-sampling a single orientation, and the datasets could be collected to
similar grain counts to avoid ODF calculation issues associated with grain count.

5.2 SEISMIC ANISOTROPY
5.2.1 VARIATIONS THROUGH THE FOLD
The elastic tensors calculated from our EBSD data allow us to predict the seismic
properties in all propagation directions using the Christoffel equation (Equation 1). This provides
a tool for evaluating the seismic anisotropy in each sample. The elastic tensor is calculated from
3 kinds of data: 1) mineral modal proportions, 2) mineral orientations (EBSD data), and 3) single
crystal elastic tensors. All of our samples include the same 4 minerals, so differences between
them can only arise from differences in mineral modal proportions or mineral orientations. In
evaluating our hypotheses relating mineral CPO to location within a fold, we expected to observe
some variation between the different samples, but the CPO variations are actually quite minor
between individual minerals in different samples. The observed differences in seismic properties
between samples in the limb and hinge-zone are actually higher than we anticipated based on the
CPO differences, even though they are still within error of one another (Tables 4.3 and 4.4). This
observation suggests that the differences may be arising from compositional variation rather than
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variation in mineral orientations. To investigate this possibility, we calculated the elastic tensors
from the same EBSD data using the same average modal proportions for all samples. These
elastic tensors include the differences in mineral CPOs between samples, but do not include
compositional variation. When calculated in this way, the differences in seismic anisotropy are
dramatically decreased (Table 5.1). There are still some differences between hinge-zone and
limb samples, but all of these differences are smaller than the previous calculation.
The isotropic seismic properties are not surprisingly identical between samples because
isotropic seismic properties depend only on modal proportions, and not on mineral orientations
(Table 5.1). Anisotropic properties show the most variation in magnitude of anisotropy, which
ranges from 6.23 to 9.05 % in AVp, and 6.92 to 13.56 % in AVs, with an average of 10.02 ±
2.22 (1 s.d.). Magnitude of anisotropy is not different between the hinge-zone and limb samples.
The symmetry displays similar trends as the original calculation between limb and hinge-zone,
the hinge-zone has a slightly higher isotropic component (93.3 ± 0.9 %) than does the limb (93.1
± 1.2 %) (Table 5.2), but this difference is smaller than that for the original tensors, and the
values are well within error. The limb has slightly higher hexagonal component of symmetry (4.6
± 1 %) than the hinge-zone (4.1 ± 0.6 %), and slightly lower orthorhombic component (1.5 ±
0.4 %) than the hinge-zone (1.7 ± 0.6 %). All of these differences are well within error, which
suggests that for our dataset, compositional variation is more important than structural variation
for controlling intrinsic elastic behavior. It is possible that with more samples, the standard
deviations on limb and hinge-zone averages would decrease enough to make their differences
significant. It is also possible that those differences would further decrease with more samples.
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Table 5.1. Elastic tensors calculated using an average of modal proportions for all samples
display less variation than when modal proportions are different. Errors on averages are
±1 standard deviation.
Sample
VpIso VsIso VpVsIso VpMax VpMin
Avp
AVsMax
1-2A
5.96
3.45
1.73
6.23
5.70
8.84
9.19
1-6A
5.96
3.45
1.73
6.14
5.74
6.62
7.11
2-2A
5.96
3.45
1.73
6.16
5.79
6.23
7.82
3-2A
5.96
3.45
1.73
6.24
5.70
9.05
13.56
3-5A
5.96
3.45
1.73
6.20
5.75
7.48
11.88
4-2A
5.96
3.45
1.73
6.24
5.76
7.94
10.41
2-5A
5.96
3.45
1.73
6.11
5.74
6.21
6.92
3-4A
5.96
3.45
1.73
6.20
5.76
7.35
9.56
3-4B
5.96
3.45
1.73
6.20
5.71
8.17
10.97
4-3A
5.96
3.45
1.73
6.25
5.75
8.36
9.89
5-3A
5.96
3.45
1.73
6.20
5.77
7.22
12.94
Limb ave
5.96
3.45
1.73 ±
6.20 ± 5.74 ± 7.69 ±
9.99 ±
± s.d.
± 0.0 ± 0.0
0.0
0.04
0.04
1.15
2.46
Hinge ave 5.96
3.45
1.73 ±
6.19 ± 5.75 ± 7.46 ± 10.06 ±
± s.d.
± 0.0 ± 0.0
0.0
0.05
0.02
0.86
2.20
Sample
5.96
3.45
1.73 ±
6.20 ± 5.74 ± 7.59 ± 10.02 ±
ave ± s.d. ± 0.0 ± 0.0
0.0
0.04
0.03
0.98
2.2
Table 5.2. Symmetry components of elastic tensors calculated using average modal
proportions also display less variation, and show similar trends between hinge-zone and
limb samples. Errors on averages are ±1 standard deviation.
Sample
Isotropic
Hexagonal Orthorhombic Tetragonal Monoclinic Triclinic
1-2A
92.70
5.07
2.01
0.01
0.18
0.03
1-6A
94.41
3.83
1.24
0.02
0.21
0.30
2-2A
94.71
3.30
1.34
0.01
0.20
0.43
3-2A
91.50
5.28
1.32
0.15
0.57
1.19
3-5A
92.38
5.86
1.15
0.05
0.43
0.13
4-2A
92.82
4.37
2.01
0.03
0.30
0.48
2-5A
94.76
3.27
1.24
0.01
0.19
0.52
3-4A
93.61
4.16
1.42
0.01
0.65
0.14
3-4B
92.50
4.83
2.60
0.02
0.04
0.01
4-3A
92.89
4.23
2.03
0.06
0.13
0.66
5-3A
92.63
4.07
1.43
0.00
0.35
1.52
Limb ave
± s.d.
93.09 ± 1.23 4.62 ± 0.96 1.51 ± 0.39
0.05 ± 0.05 0.31 ± 0.15 0.43 ± 0.41
Hinge ave
± s.d.
93.28 ± 0.93 4.11 ± 0.56 1.74 ± 0.56
0.02 ± 0.02 0.27 ± 0.24 0.57 ± 0.59
Sample
ave ± s.d. 93.17 ± 1.06 4.39 ± 0.81 1.62 ± 0.47
0.03 ± 0.04 0.30 ± 0.19 0.49 ± 0.48
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5.3 IMPLICATIONS FOR MODELING STRUCTURAL EFFECTS ON SEISMIC
ANISOTROPY
The result of calculating the elastic tensors without the effects of compositional variation
suggests that compositional variation actually exerts the most control on intrinsic elastic tensors.
This is an important result, as it suggests that modeling the effect of structure by rotating a single
intrinsic elastic tensor and averaging over different orientations is valid as long as compositional
variation is not significant, or is averaged into the single elastic tensor used for modeling the
structure. The best way to approximate how seismic waves average over both compositional and
structural heterogeneity remains to be determined, but this result provides a basis for modeling
structural effects using intrinsic elastic tensors.
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CHAPTER 6:
CONCLUSIONS
The main question we set out to address was: Do mineral CPOs vary throughout a fold,
and if so, how? Variations in mineral CPO related to position within a fold would pose serious
difficulties for investigators trying to model the effects of structure on observable seismic
anisotropy. We did observe some CPO variations, but the differences between limb and hingezone samples were not pronounced. Biotite was the only mineral that displayed noticeable
differences in CPO, with the hinge-zone samples clearly canted relative to the macroscopic
foliation. The results of this study suggest that compositional heterogeneity is more important for
intrinsic seismic anisotropy than is structural variation. This is important because it suggests that
intrinsic seismic properties are controlled by the rock composition, and extrinsic seismic
properties related to structure, and can be modeled by taking a representative intrinsic tensor and
rotating it to model a structure. It may thus be possible to separate the intrinsic (composition)
from the extrinsic (structure) component of anisotropy, which could provide information on both
the composition and structure of the middle and lower crust. However, the best choice of
intrinsic elastic tensor to use for modeling structure is one that averages over the compositional
heterogeneity that may be present. The results of this work demonstrate that CPO variations
throughout a fold are unlikely to be the dominant cause of variations in seismic properties
through a structure. Future work will focus on developing methods of structural and
compositional averaging that best fit seismic observations.
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Isotropic seismic properties are not sufficient to distinguish between many rock types
believed to make up the middle and lower continental crust. Seismic anisotropy is the directional
dependence of seismic velocity, which we can use to improve our understanding of the
composition and structure of the middle and lower continental crust. Our rationale is that seismic
anisotropy in the middle and lower crust is controlled by the crystallographic preferred
orientation (CPO) of minerals. The effects of folding on mineral CPO in a folded gneiss from the
Coweeta Group in North Carolina is used for this study, and we should be able to predict the
effects on rock elastic tensors. From creating thin sections, analyzing the CPO, and collecting
electron backscatter diffraction (EBSD) patterns, seismic velocities were calculated throughout
the fold. It was found that CPO variations throughout a fold are unlikely to be the dominant
cause of variations in seismic properties through a structure.
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