Abstract-A common and practical paradigm in cooperative communication systems is the use of a dynamically selected 'best' relay to decode and forward information from a source to a destination. Such systems use two phases -a relay selection phase, in which the system uses transmission time and energy to select the best relay, and a data transmission phase, in which it uses the spatial diversity benefits of selection to transmit data. In this paper, we derive closed-form expressions for the overall throughput and energy consumption, and study the time and energy trade-off between the selection and data transmission phases. To this end, we analyze a baseline non-adaptive system and several adaptive systems that adapt the selection phase, relay transmission power, or transmission time. Our results show that while selection yields significant benefits, the selection phase's time and energy overhead can be significant. In fact, at the optimal point, the selection can be far from perfect, and depends on the number of relays and the mode of adaptation. The results also provide guidelines about the optimal system operating point for different modes of adaptation. The analysis also sheds new insights on the fast splitting-based algorithm considered in this paper for relay selection.
I. INTRODUCTION
R ELAY-BASED multi-hop cooperation, in which a source node transmits information to the destination with the help of a relay selected from the available nodes in the system, has attracted considerable attention in the literature [1] - [3] . The relay is selected depending on its instantaneous channel gains on the basis of a real-valued metric that is a function of the relay-destination (RD) channel gain or the sourcerelay (SR) channel gain or both. The function depends on the cooperation protocol. Relay selection has been shown to help the system exploit the spatial diversity afforded by having geographically spaced multiple relays. It improves the symbol error probability [1] or increases the data transmission rate [4] . Another benefit is the reduction in energy consumption [5] , which is important, for example, for cooperative networks that use battery powered nodes. In general, the extent and nature of the benefits from selection depend on both the selection criteria and the cooperation scheme [6] - [10] .
After the source broadcasts its data to the relays, these cooperative systems typically use two core phases to complete the transmission to the destination: (i) a relay selection phase, in which the 'best' relay with the highest metric is chosen by a selection mechanism, and (ii) a data transmission phase, in which data is transmitted to the destination by the selected relay. The selection phase is needed because the source does not know a priori which relay is the best one. Furthermore, since the metric is a function of local channel gains, each relay knows only its metric, and not that of the others.
In effect, the system expends time and energy in the selection phase and reaps the benefits of selection, in the form of increased throughput or lower energy consumption, in the data transmission phase. The simulations in [5] , [11] , which modeled several practical aspects of a contention-based selection process, indicate that the relative fraction of time and energy spent in the relay selection phase can be considerable. This overhead, and thus, the overall system performance, clearly depend on the selection mechanism. For example, in a centralized polling mechanism, the time for selection increases linearly with the number of available relays. In [11] , the source node uses overhead handshaking messages to exhaustively track the rate that each candidate relay can support. The selection phase overhead can be reduced by using distributed mechanisms based on back-off timers [12] , [13] or time-slotted splitting algorithms [14] - [16] .
Furthermore, the selection process may not always find the best relay. For example, the system may terminate the selection phase after a pre-determined time even if the best relay has not been selected. This leads to an outage during the subsequent data transmission phase. While increasing the selection phase duration reduces this outage probability, it does so at the expense of the overall system throughput since a smaller fraction of time is used for data transmission. Doing so also increases the energy consumed in the relay selection phase. Thus, the two phases affect each other, and cannot be optimized in isolation.
A comprehensive system-level analysis and optimization that considers the trade-offs between the two phases is, thus, relevant and essential, and is the focus of this paper. While the individual performances of the two phases have been analyzed, interesting open problems remain about a systemlevel analysis. For example, the possibility of outage and rate adaptation was analyzed in [17] , but the time and energy overhead of multiple access selection was not accounted for. The analysis in [5] focused on minimizing transmit energy and maximizing network lifetime, and did not consider energy consumption during relay selection.
We consider a generic system-level model that explicitly models the two phases and brings out the inherent tradeoffs between them. We develop analytical expressions for the overall throughput and energy consumption that account for both the relay selection overhead and the benefits from selection in the subsequent data transmission phase. As we shall see, our analysis helps us determine the optimal time duration of the relay selection phase. This point optimally trades off between using a large amount of time for selection, which increases the probability of benefiting from the best relay, and spending less time in selection, which decreases the selection overhead. Furthermore, by considering a nonadaptive system and various adaptive ones, we find that the optimal operating parameter settings for the two phases depend on the type of adaptation, if present, in the system. In the non-adaptive system, parameters such as transmit power, contention duration, and modulation scheme are kept fixed, while in the adaptive systems these parameters may vary dynamically.
In order to make system-level comparisons that are quantitative in nature, we consider a specific splitting-based algorithm for relay selection [14] , [16] . We make this choice because the algorithm is fast, distributed, and scales well with the number of relays. In the asymptotic regime of a large number of nodes, the average number of slots required to select the best node is upper bounded by 2.5 [14] , with the exact value being marginally less at 2.47 [16] . We shall see that even though this algorithm is fast, its overhead can be considerable. For example, the outage probability when the maximum time available is 3 slots (which is close to 2.47) is more than 20%. As our results show, from an overall system-level throughput perspective, the system is sometimes better off allocating more time to the selection phase, e.g., 7-8 slots, to improve the odds of selecting the best relay. Our results, thus, suggest that a joint design is also necessary in cooperative systems that use other selection mechanisms such as the back-off timer-based mechanism of [12] , [13] or the handshaking message-based tracking approach used in [11] .
A secondary contribution of the paper is its new insight into the splitting-based selection algorithm itself. Specifically, it develops, for use in the system-level analysis, new expressions for the outage probability of the selection algorithm. Hitherto, only the average number of slots required to select the best relay has been analyzed for this algorithm [14] , [16] .
The paper is organized as follows. The system model is set up in Sec. II. The non-adaptive and adaptive modes are analyzed in Sec. III and Sec. IV, respectively. The design implications are brought out in Sec. V, which also verifies the analysis with simulations. Our conclusions follow in Sec. VI. Several mathematical proofs are relegated to the Appendix. Figure 1 shows a cooperative relay network that contains a source node, a destination node, and decode-and-forward relays. The SR and RD channels are assumed to have flat frequency responses. We assume a block fading model, where the channel gains remain constant over the selection and data transmission phases. This assumption is valid when the total amount of time spent in the selection and transmission phase is smaller than the coherence time of the channel. Independent Rayleigh fading is assumed: the fading gains from the source to relay , |ℎ | 2 , and from the relay to destination, |ℎ | 2 , are independent, exponentially distributed random variables with unit mean. Additive white Gaussian noise with zero mean and unit variance is assumed at each receiver. For analytical tractability, we assume that the direct source to destination link is very weak or blocked, as is done, for example, in [18] , [19] . 1 The analysis is developed for a general and practically relevant case in which the relays are distributed over a geographical region . Therefore, the SR and RD channel gains for different relays are not statistically identical as their means depend on the relay position. We assume that the source is located at the origin. The location of relay , x , is set randomly according to the probability distribution (x ) defined over . Let x be the position of the destination. The distances of relay from the source and destination are denoted by |x | and |x − x |, respectively. Wherever possible, we also specialize the results for a simpler and more intuitive symmetric case, in which the SR (and RD) channels of different relays are statistically identical, since it leads to simpler closed-form expressions.
II. SYSTEM MODEL

A. Cooperation Model
We first describe the relay cooperation model for the baseline non-adaptive system, and then describe the modifications associated with the various adaptive systems. 1 The reader is referred to [20] for an interesting analysis that includes the source-destination (SD) link, and a discussion of why doing so complicates the analysis. Note that the gains may not be significant even if the SR link is comparable to the other links. This is because the diversity order achieved will increase by one, which is relatively small compared to the th order diversity already obtained by selecting from among
relays. An exact closed-form system-level trade-off analysis that accounts for the direct SD link remains an open problem. 
where is the transmission bandwidth in Hz. 2 2) Relay Selection Phase: In this phase, the relays contend for ∈ ℤ slots. Each slot is of duration slot sec, which includes possible transmissions from contending nodes and feedback. For example, in the IEEE 802.11n standard, slot would be at least 130 sec when = 10 MHz [13] , [24] . The selection algorithm is explained in detail below in Sec. II-E. 3) RD Data Transmission Phase: At the end of the relay selection phase, the selected relay transmits data to the destination at a power for seconds. If relay is selected for transmission, then the destination decodes the data if ≤ log 2
) .
An outage occurs when the destination cannot decode the source's message. B. Adaptive Modes
A variety of adaptations are possible to improve the performance of the above non-adaptive system. We analyze the following different adaptations in this paper: 1) Adaptive selection duration: To improve system throughput, the relay data transmission can start as soon as the best relay is selected instead of waiting for a fixed duration of slots. 2) Adaptive relay transmit power: Since local channel knowledge is available at the relays, the selected relay can adapt its transmit power (subject to a peak power constraint) in the RD data transmission phase, and improve the overall energy efficiency. 3) Adaptive relay transmit rate: The selected relay can instead adapt its transmit rate (not power) to reduce RD data phase duration and improve system throughput. Several other adaptations, including hybrid versions of the above, are indeed possible. For example, the SR data transmission phase can itself be made adaptive by making it follow the relay selection phase; the source can then acquire additional knowledge of the best source-relay channel [25] and adapt accordingly. Power control can be used in the relay selection phase itself to improve energy efficiency [5] . We choose the above three systems as they cover several common forms of adaptation [26] - [29] , and highlight the effect of individual adaptations on overall system performance.
C. Relay Selection Criterion
Selection is done on the basis of the suitability metric. Each relay only knows its metric and not that of others [18] . Only those relays that decode the source's message and have RD gains large enough to support transmission to the destination participate in the selection process. Other relays do not contend as this wastes energy without improving throughput. This is achieved by setting their metrics to 0.
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It follows from the discussion above that the local metric, after removing terms common to all relays, can be set to
where =
D. Complementary Cumulative Distribution Function (CCDF) of the Metric
We assume that the SNRs of the SR and RD channels of a relay, conditioned on its position, are exponentially distributed and independent. This is justifiable because the local scatterers that contribute to the fading in the SR channel are often different from those that contribute to the fading in the RD channel. Then, in general, based on (2), the CCDF of the metric takes the following form:
The exponential form of the integrand in (3) occurs because the SNRs of the SR and RD channels of a relay, conditioned on its position, are exponentially distributed and independent. 4 In practice, the CCDF and its inverse are numerically computed and stored in a lookup table. The special case where the SR (and RD) channels of different relays are statistically identical is equivalent to a set up where all the relays are at a virtual position x 0 and see independent fading to the source and destination. In this case, the CCDF simplifies to:
(4) Notice that, in general, the CCDF is constant in the interval (0, ), and jumps to 1 at = 0. This is a consequence of a relay setting its metric to 0 if its SR or RD channel is weak.
E. Relay Selection Algorithm
The goal of the selection algorithm is to choose the relay with the highest metric. At the beginning of a slot , each relay (independently) calculates two thresholds ( ) and ( ), and transmits with power if its metric satisfies ( ) < < ( ). The content of the transmission does not matter as long as every node remembers whether it transmitted or not in a slot. The source node then broadcasts one of three outcomes to all the relays: (i) idle when no relay transmitted, (ii) success when exactly one relay transmitted, or (iii) collision when multiple relays transmitted. The source can determine these outcomes based on, for example, the strength of the received power, which is measurable by many receivers today [15] . 5 The relays update their thresholds based on the outcome of the previous slot. The feedback messages are assumed to be received error-free given their low payload. If no relay has been selected within slots, the algorithm terminates and the system declares an outage.
We first formally describe the algorithm, and then provide a brief explanation. We first define the following: (i) min ( ), which is the largest value of the metric known up to slot above which the best metric surely lies, and (ii) the complementary CDF (CCDF) of the metric :
) , which ensures that, on average, only half the relays involved in the last collision transmit in the next slot [14] .
In the first slot, the variables are initialized to: 
. 3) If feedback is an idle and a collision has occurred in the past, then ( + 1) = ( ), min ( + 1) = min ( ), and
.
Brief explanation: Since the goal of the algorithm is to find the node with the highest metric, in the first slot it makes nodes with metrics between −1 (1/ ) and ∞ transmit. This ensures that, on average, only one node transmits in this slot. If no node transmits in this slot, the thresholds are lowered, ensuring again that one node transmits on average. The thresholds are lowered further in subsequent slots, until a collision or a success occurs. In case of a collision, since at least 2 nodes transmitted in that slot, the threshold intervals of the subsequent slots are successively split until success occurs. If a success occurs, the node that transmitted in that slot is selected, since success occurs only when one node has transmitted. This node then forwards the data in the subsequent RD transmission phase.
Note that our formulation above differs slightly from the original one in [14] because we introduce the max(.) function to prevent relays with metrics below from transmitting. This avoids the difficult problem of the source having to know how many nodes decoded the message, which is a random variable. By ensuring that only those relays that have decoded the source's message and have a strong enough RD channel contend, it also avoids wasting energy.
III. ANALYSIS: BASELINE NON-ADAPTIVE SYSTEM
We first analyze the throughput and energy consumption of the non-adaptive system. The adaptive modes are analyzed thereafter in Sec. IV.
A. Throughput Analysis
The destination can successfully decode only when all the following conditions are satisfied:
1) There is at least one relay that has decoded the message from the source, 2) Among the relays that have decoded the source message, at least one of them has a good enough link to the destination, and 3) The selection phase can select the best relay within slots. In our set up, the above conditions together are equivalent to the condition that the selection phase terminates successfully within slots. Let ( ) be the probability that the best node is successfully selected in the relay selection phase. Thus, ( ) is also the probability that destination can successfully decode the source's data. Therefore, the throughput, , for the non-adaptive system is
where 2 + slot is the total time taken over the three phases of the cooperation protocol. The time taken by the source to broadcast feedback is assumed to be negligible. (Alternately, it can be accounted for in slot .) To find the probability of successful selection, ( ), we first state an intermediate result about the selection algorithm.
Lemma 1: The probability, ( , ), that exactly slots are required to resolve a collision involving relays is
where the recursion is initialized by ( , 1) = /2 , ∀ > 1, and (1, ) = 0.
Proof: The proof is given in Appendix A. The main result on the probability of success now follows. Theorem 1: The probability of successful selection is given by (7) (on the next page), where { } is an indicator function that equals 1 if condition is true and is 0 otherwise, = ( ), = ⌈ ⌉ − 1, and ⌈⋅⌉ is the ceil function. Proof: The proof is given in Appendix B. In (7), the first and the second terms correspond to the first non-idle slot being a success. The remaining two terms correspond to the first non-idle slot ( th slot) being a collision among > 1 relays that is resolved in − slots.
B. Energy Analysis
The total energy consumed is the sum of the energy consumed by the SR and RD data transmission phases and by the relay selection phase. We limit our attention to transmit energy consumption because it is traditionally the dominant component. A more detailed characterization, which accounts for receive power consumption and transmit non-idealities, is beyond the scope of this paper. The reader is referred to [30] , for example, for a discussion of these issues.
To derive the expression for the average energy used in selection phase, , the following result about the number of transmissions in the selection algorithm shall come in handy.
Lemma 2: The average number of relays that transmit in the first slots that follow a collision among relays is
where the recursion starts with ( , 1) = /2, ∀ > 1, and
The proof is given in Appendix C. The main result on the energy consumed by the selection phase now follows.
Theorem 2: The average total energy consumed, , in the selection phase is given by (9) (on the next page).
Proof: The proof is given in Appendix D. The energy consumed in the RD data transmission phase is = ( ) and in the SR phase is . The ( ) factor occurs because a RD transmission occurs only if the selection phase is successful. Let denote the energy consumed by the source in sending the feedback message. Then, the average energy consumed by the source during the selection phase is ( ), where ( ) is the average number of slots per selection phase. An expression for it is derived in the next section and is not repeated here. Therefore, the total energy consumed is
IV. THREE ADAPTIVE SYSTEMS
We now analyze the throughput and energy consumption of the three adaptive systems.
A. Adaptive Selection Duration
In this system, the selection phase stops as soon as the best relay has been selected or it is obvious that no relay can be selected. It follows that the overall throughput of the system is
Notice that the above equation has ( ) in its denominator as compared to in the throughput expression in (5) for the non-adaptive scheme. ( ) is given as follows.
Lemma 3: The average number of slots required during the selection phase is
The proof is given in Appendix E. The above result clearly shows the throughput benefit of adaptation because ( ) < . The selection phase energy consumption is the same as in the non-adaptive case (Theorem 2).
B. Adaptive Relay Transmit Power
We now consider a system in which the selected relay adapts its transmit power in the RD data transmission phase to minimize energy consumption. From (1), it follows that a relay can adapt its transmit power to = The energy consumed in the source transmission and selection phases is the same as before since and are fixed. The RD energy consumption changes since the selected relay can adapt its transmit power. It must be noted that the energy consumed in the RD data transmission phase is coupled with the time at which success occurs in the selection phase. For example, the higher the best metric value, the fewer the number of initial idle slots required in the selection phase. Both these observations are captured in the expression for derived below.
Theorem 3: Let ( , ; ), 0 ≤ < , denote the average energy consumed for data transmission by the best relay selected from among relays whose metrics lie in the interval
It is given by
And, the average energy consumed, , in the RD data transmission phase is given by
where pow = ( pow ), and pow = ⌈ pow ⌉ − 1. Proof: The proof is given in Appendix F. For symmetric channel gains, ( , ; ) takes the following simpler closed form: The total average energy used is then total = + ( ) + + , where is given by Theorem 2.
C. Adaptive RD Data Transmission Phase Duration
In this system, the selected relay, if any, adapts its transmission rate to the destination since it knows its channel gain to the destination. Equivalently, it adapts its transmission duration, subject to a maximum duration of max (which is a system parameter). Thus, a relay contends only when
Also, in case the selection phase results in an outage, no time is spent in the RD phase.
The throughput of this system is now equal to
The probability of successful selection, ( ), and, consequently, the throughput is again given by (7), with replaced by rate . Lastly, the expression for adp is as follows. Theorem 4: Let ( , ; ), 0 ≤ < , denote the average time required by the selected relay to transmit data when it is selected from relays whose metrics lie in the interval
(17) The average duration of the adaptive RD data transmission phase is adp = min( ,
where rate = ( rate ), and rate = ⌈ rate ⌉ − 1. Proof: The proof is given in Appendix G. For symmetric channel gains, ( , ; ) simplifies to 
, as defined in [19] . (See also Appendix G.)
Since a relay transmits with constant power for an average duration of adp , the total energy consumed by the relays in this case is total = + ( ) + + adp ( ).
V. RESULTS AND SYSTEM DESIGN IMPLICATIONS
We now study the system-level trade-offs using our analytical results, and verify them independently using Monte Carlo simulations that use 10 5 samples. Simulation set up: We developed a custom time-driven simulator in Matlab that models all the phases of cooperation and selection and does not use any results or short cuts from the analysis. The figures are plotted for a propagation exponent = 4 and = log 2 (1 + 10 0.6 ), which implies that a relay or destination can decode successfully if its instantaneous received SNR is at least 6 dB. The source is located at the origin and the destination is placed at (2, 0). The relays are uniformly distributed in a rectangular region, whose vertices are given by (0.5, −1), (0.5, 1), (1.5, −1), and (1.5, 1). The source and relay transmit powers are set so that the fadingaveraged SNR at a unit distance from the transmitter is 9 dB. The figures are plotted for = 6 and = 15 nodes to show the effect of the number of nodes. Such node counts have also been used in the literature, see, for example, [2] , [4] , [10] , [12] , [17] , [20] ; even larger node deployments are likely in sensor networks.
A. Throughput vs. Selection Duration Trade-off
For a non-adaptive system, Fig. 2 shows that the probability of successful selection, ( ), increases as the number of contention slots, , or relays, , increases. For large , ( ) saturates at 1 − (1 − ) because (1 − ) is the probability that none of the relays participate in the selection phase. Notice that the analysis and simulation results match well.
While increasing improves ( ), it also increases the total duration of the three phases. This important trade-off is shown in Fig. 3 , which plots the normalized throughput, , for the non-adaptive system. Increasing when it is small improves throughput since the probability of outage decreases. However, for larger , the throughput starts decreasing because ( ) saturates. The figure shows that the optimal value for the selection phase duration depends on both and . In general, the throughput increases as or increase because the relative time overhead of the selection phase decreases. Figure 4 plots the average number of slots needed in the selection phase, ( ), when the selection phase duration is variable. Now, ( ) is often much smaller than , which improves throughput. Also, ( ) increases with because the odds that more relays contend increases. The corresponding throughput is plotted in Fig. 5 . Unlike the nonadaptive system, the overall time needed to send the data does not decrease for large ; it instead saturates. The figure provides guidelines on how to set the maximum selection phase duration. For example, to achieve 90% of the maximum throughput possible, the selection phase should have at least 3 and 4 slots for = 6 and = 15 relays, respectively. Otherwise, outage probability increases adversely.
Finally, the throughput when the RD transmission duration is adaptive (subject to a maximum duration of max = ) is plotted in Fig. 6 . Compared to the non-adaptive scheme, the optimal throughput is higher; for example, it is 29% more for = 15 and = 100 slot . And, the optimal selection phase duration decreases. For example, for = 13 slot , = 3 and 4 slots are optimal for = 6 and 15, respectively. Whereas, for = 100 slot , = 6 slots is optimal for both = 6 and 15. Notably, at the optimum point, ( ) need not be close to its maximum value. For example, for = 6, it is 91.2% and 98.2% of the maximum value of 0.57 for = 13 slot and 100 slot , respectively. As in the non-adaptive system, the throughput increases with both and .
Comparison with Cooperation without Selection: Since relay selection incurs an overhead, it is worthwhile to compare the performance -for the same simulation set up -with a cooperative system that does not select relays on the basis of their channel states and, consequently, does not incur the overhead of selection. Now, each source randomly selects any one of the relays and transmits to the destination through it. As before, an outage occurs if either the SR or the RD channel of the selected relay is weak. For the baseline non-adaptive system, the average throughput turns out to be 0.15 for all and . From Fig. 3 , we see that it is just 26.7% and 23.0% of the optimal throughput with selection for = 13 slot and = 100 slot , respectively. When the RD data transmission duration is adapted by the selected relay, the throughput of random selection increases to 0.28 for all . From Fig. 6 , we see that it is just 37.2% and 31.4% of the corresponding optimal throughput with selection. A key reason for the worse performance of random selection is its significantly lower probability of success. The performance of direct transmission is even worse given the relatively large distance between the source and the destination, and is not discussed here to conserve space. Figure 7 compares the relative contribution of the relay selection phase to the energy consumed in the RD data transmission phase for the non-adaptive and the adaptive relay transmit power systems for = 6 and = 13 slot . The energy consumed by the source in the SR transmission phase is a constant and is, therefore, not shown. Similarly, the energy, , consumed by the source to feedback messages is typically negligible, and is not shown. In the adaptive relay transmit power scheme, the peak power, max , is set so that the maximum fading-averaged SNR at a unit distance from transmitter is also 9 dB. In both cases, the total energy consumed increases with the selection phase duration. This is because increasing the selection phase duration increases since more relays have an opportunity to contend and transmit, and it also increases since it is more likely that a relay transmits in the RD phase after it has been successfully selected. 7 
B. Energy Consumption Overhead
VI. CONCLUSIONS
We saw that a cooperative relay selection system expends time and energy in the selection phase and reaps the benefits of selection in the form of increased throughput or lower energy consumption in the data transmission phase. We analyzed the interactions and trade-off between the selection and data transmission phases of both adaptive and non-adaptive cooperative relay systems. Even when a fast, distributed splittingbased selection algorithm was used, the optimal setting of the selection phase yielded significant gains over random selection, but still incurred a non-negligible time and energy cost. Thus, the amount of time allocated to the selection phase needs to be carefully chosen in order to maximize the overall system throughput. It depends on the number of relays, the data transmission duration, and the specific form of adaptation used. We also analyzed the relative energy overhead of the relay selection phase and showed that it can be significant especially when the selected relay adapts its transmit power. Our work encourages a careful analysis and optimization of this trade-off for other slower, but perhaps more energyefficient, selection mechanisms as well.
APPENDIX
A. Proof of Lemma 1
For = 1, the probability, ( , 1), that any one relay, among the that collided, transmits in the next slot equals /2 . This is because the new interval contains only half of the probability mass of the interval that was split and the metrics of the relays are independent and identically distributed. When > 1, the following three cases arise:
1) The next slot is idle: This case happens with probability ( 0 ) /2 . Now, the collision among relays needs to be resolved in exactly − 1 slots, which occurs with probability ( , − 1). 2) ≥ 2 relays collide in the next slot: This occurs with probability ( ) /2 . The probability that the collision can be resolved in exactly − 1 slots is ( , − 1).
3) The next slot is a success: In this case, the collision is resolved in strictly fewer than slots. Therefore, the probability that it will be resolved in exactly slots is 0.
B. Proof of Theorem 1
We first derive the probability that the th slot is the first non-idle slot and that ≥ 1 relays collide in it. When ≤ , this happens with probability
The case where = + 1 is slightly different. From (2), relays whose RD channel gains are below set their metrics to be 0. This occurs with probability 1− , where = ( ). Now, the probability that the first non-idle slot is the ( + 1) th slot with relays involved in it is the probability that relays have their metric between −1 ( ) and , and the remaining − relays have metric 0. Therefore, this probability equals
No non-idle slot can occur after the ( + 1) th slot. If relays are involved in the collision in the th slot, the probability that the collision is resolved in the remaining − slots is
( , ). Depending on and , the following two cases are possible: 1) ≤ : Successful data transfer occurs if in the first non-idle slot (say the th slot): (i) a success occurs, which happens with probability (
(ii) ≥ 2 relays collide, which happens with probability ( ) ( 1 ) ( 1 − ) − , and are resolved within − slots. Thus,
2) > : Successful data transfer occurs if during the first non-idle slot ( ≤ + 1) (i) a success occurs, or (ii) if ≥ 2 relays collide and this is resolved within − slots. If a collision occurs in the ( + 1) th slot, the interval that needs to be split has a probability mass − since only relays with non-zero metrics contend. The expression for ( ) becomes
Equation (7) compactly expresses the above two results using the indicator function.
C. Proof of Lemma 2
When = 1 and relays are involved in a collision, the average numbers of relays that transmit in the next slot is ( , 1) = /2 since the probability that a relay's metric lies in the split interval is 1/2. When > 1, the following three cases arise in calculating 
D. Proof of Theorem 2
If the first non-idle slot is the th slot and relays are involved in it, the average total number of relay transmissions is, by definition of (., .), is equal to ( , − ) + . As in the proof of Theorem 1 in Appendix B, the probability that the first non-idle slot is the th slot and relays are involved is ( ) ( ) ( 1 − ) − , for ≤ , and is ( ) ( − ) (1 − ) − , for = + 1. Thus, we get
Simplifying further, we get
Using combinatorial identities and simplifying results in (9) .
E. Proof of Lemma 3
Let be the random variable that denotes the number of slots required by the selection phase. Thus, ( ) = E [ ] = ∑ −1 =0 Pr ( > ). Now, Pr ( > 0) = 1, since at least one slot is required. And, Pr ( > ) = 1−Pr ( ≤ ), for ≥ 1. Thus, we get
Let max denote the maximum metric's value. From the law of total probability, we have
When max < , which occurs with probability (1 − ) , the selection phase lasts for = + 1 slots. Otherwise, when max ≥ , Pr ( ≤ ) is exactly ( ). Therefore, Pr ( ≤ ) = ( ), for 1 ≤ ≤ , and Pr ( ≤ ) = ( ) + (1 − ) , for + 1 ≤ ≤ − 1. Substituting this in (24) and (23) gives the required result.
F. Proof of Theorem 3
First, we derive the expression for ( , ; ). Given that a metric with CCDF (.) lies in ( −1 ( ), −1 ( )), its probability distribution function (PDF) is 1 ( ) = − ′ ( )/( − ) and its cumulative distribution function (CDF) is 1 ( ) = ( − ( ))/( − ). From (2), the energy transmitted given metric equals . For the node with highest metric selected from among relays, it follows from order statistics [32] that the average energy consumption equals ( , ; ) = Given that the first non-idle slot is the th slot and relays are involved in it, the average energy transmitted is   ( −1 , ; ) , if ≤ , and is ( , ; ) , if = + 1. The desired result follows by combining this with the probability that the th slot is the first non-idle slot, which was derived in Appendix B.
G. Proof of Theorem 4
First, we derive the expression for ( , ; ). The time taken by the relay with a metric to transmit to the destination equals . Using order statistics [32] , the average transmit time required by the best relay selected among relays with metrics in the above interval is then 
Further simplification using variable substitutions and
yields (19) . Given that the first non-idle slot is the th slot and relays are involved in it, the average time required is ( −1 , ; ) , if ≤ , and ( , ; ) , if = + 1. The probability of this event was derived in the proof of Theorem 1 in Appendix B. Combining this with (25) yields the desired result.
