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Abstract
Norovirus outbreaks can cause the closure of oyster harvesting waters and acute
gastroenteritis in humans associated with consumption of contaminated raw oysters. The
overall goal of this study was to develop a satellite-assisted forecasting system for oyster
norovirus outbreaks. The forecasting system is comprised of three components: (1) satellite
algorithms for retrieval of environmental variables, including salinity, temperature, and
gage height, (2) an Artificial Neural Network (ANN) based model, called NORF model,
for predicting relative risk levels of oyster norovirus outbreaks, and (3) a mapping method
for visualizing spatial distributions of norovirus outbreak risks in oyster harvest areas along
Louisiana coast. The new satellite algorithms, characterized with linear correlation
coefficient ranging from 0.7898 to 0.9076, make it possible to produce spatially distributed
daily data with a high resolution (1 kilometer) for salinity, temperature, and gage height in
coastal waters. Findings from this study suggest that oyster norovirus outbreaks are
predictable, and in Louisiana oyster harvest areas, the NORF model predicted historical
outbreaks from 1994 - 2014 without any confirmed false positive or false negative
predictions when the estimated relative risk level was > 0.6, while no outbreak occurred
when the risk level was < 0.5. However, more outbreak data are needed to confirm the
threshold for norovirus outbreaks. Gage height and temperature were the most important
environmental predictors of oyster norovirus outbreaks while wind, rainfall, and salinity
also predicted norovirus outbreaks. The ability to predict oyster norovirus outbreaks at their
onset makes it possible to prevent or at least reduce the risk of norovirus outbreaks by
closing potentially affected oyster beds. By combining the NORF model with the remote
sensing algorithms created in this dissertation, it is possible to map oyster norovirus
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outbreak risks in all oyster growing waters and particularly in the areas without direct
measurements of relevant environmental variables, greatly expanding the coverage and
enhancing the effectiveness of oyster monitoring programs. The hot spot (risk) maps,
constructed using the methods developed in this dissertation, make it possible for oyster
monitoring programs to manage oyster harvest waters more efficiently by focusing on hot
spot areas with limited resources.
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Chapter 1: Literature Review1
Introduction
Noroviruses are a group of non-enveloped, single-stranded RNA viruses belonging to
the human Caliciviridae family (Anbazhagi and Kamatchiammal 2010). As a common
finding in oyster-related outbreaks, norovirus is a highly infectious pathogen that causes
acute gastroenteritis (Koh et al. 2011) associated with the consumption of contaminated
raw oysters in all age groups (Puustinen et al. 2011, Takanashi et al. 2011). Norovirus can
accumulate and concentrate in the guts of oysters growing in contaminated waters. In situ
studies with bioaccumulation of a virus indicator in oysters have shown that oysters can
concentrate viruses up to 99 times compared to the surrounding water (Burkhardt and Calci
2000). Norovirus has been found to persist in oysters and are difficult to be eliminated from
contaminated oysters due to their specific attachment to oyster tissues such as gills and
digestive glands. The binding of norovirus to carbohydrate structures in oyster tissues is
similar to attachment of norovirus to ABH blood group antigen receptors in the human
digestive tract. The norovirus binding site for oyster cells is actually the same as that in
human infection (Maalouf et al. 2011). This binding enhances the survival of norovirus in
oysters due to the favorable environmental condition in oyster tissues.
In the United States, the first documented outbreak of norovirus following raw oyster
consumption occurred in Florida in January 1980 (Gunn et al. 1982). Between 1993 and
1996, three oyster-related gastroenteritis cases were attributed to norovirus outbreaks

This chapter previously appeared as [Wang, J. and Deng, Z. (2012) Detection and
forecasting of oyster norovirus outbreaks: Recent advances and future perspectives. Marine
Environmental Research 80, 62-69]. It was published in the journal Marine Environmental
Research, reprinted with the permission of the publisher.
1
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occurred in Louisiana, USA in association with the consumption of raw oysters (Kohn et
al. 1995). Three oyster harvest areas were closed for 8 days in 2010 after at least 39 people
became sick following consumption of raw oysters produced in Louisiana (Delaune 2010),
causing widespread closures of productive oyster grounds and serious damages to seafood
industry (La Peyre et al. 2011). In 2012, two areas were closed during oyster norovirus
outbreaks reported on April 26 and December 28.
Oyster norovirus outbreaks are not limited to the US and they take place all over the
world. Figure 1.1 shows the number of norovirus outbreaks occurred from October 2009

Figure 1.1 Comparison between number of norovirus outbreaks in the US and European
countries from October 2009 to June 2010.
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to June 2010 in European countries and the US. The records of historical norovirus
outbreaks are accessible in a public sequence dataset in Foodborne Viruses in Europe
(FBVE, http://www.noronet.nl/fbve/databases/) and the US Centers for Disease Control
and Prevention (CDC, http://wwwn.cdc.gov/foodborneoutbreaks/Default.aspx). It can be
seen from Figure 1.1 that norovirus outbreaks show strong seasonality with the outbreak
peaks occurring in December – March in the US and April – May in the Europe. A similar
finding was also reported by Verhoef et al. (2008). In addition to the seasonal variation,
norovirus outbreaks may also depend on the latitude.
Study Area
Louisiana is the main producing region of oysters in the US that occupies
approximately twenty percent of national shellfish harvest areas. As shown in Figure 1.2,
oyster harvest areas in Louisiana concentrate on two sides of the Mississippi River and

Figure 1.2 Louisiana oyster harvest areas.
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Calcasieu Lake along the Gulf of Mexico coast. This region extends from West 89°03’ to
West 93°27’, from North 28°49’ to North 30°14’, containing 30 areas altogether. Like other
oyster harvest areas with risks of norovirus outbreaks, Louisiana coast is impaired by
various environmental factors.
Scope of the Study
Many studies have proved that oyster is one of the most important carriers of norovirus
(Phan et al. 2007, Brake et al. 2014, Lowther et al. 2012). It is necessary to develop models
for oyster norovirus outbreaks based on environmental parameters in oyster harvest areas,
such as water level, temperature, salinity, wind, rainfall, etc. In terms of modeling and
predictions of oyster norovirus outbreaks, some statistical approaches have been used to
select model variables, for example, stepwise regression analysis. Thus, it is appropriate to
establish a relative risk level-based model to predict risks of oyster norovirus outbreaks at
individual stations using Artificial Neural Networks (ANN). In order to get rid of the
limitation of data deficiency, satellite algorithms were developed to retrieve environmental
variables for oyster harvest areas with no direct measurements of relevant variables. In this
way, discrete data were converted to continuously distributed data. In a word, this study
focused on development of the satellite-assisted forecasting system for oyster norovirus
outbreaks.
Overall Goal and Objectives
The overall goal of this study was to provide a satellite-assisted forecasting system for
predicting norovirus outbreak risks in oyster harvest areas along Louisiana coast. In order
to achieve this goal, specific objectives of this study were: (1) to identify environmental
variables for norovirus outbreaks; (2) to construct remote sensing algorithms for converting
4

remote sensing images to spatially distributed data for environmental variables; (3) to
develop a predictive model for determining risks of norovirus outbreaks; and (4) to map
spatial distributions of oyster norovirus outbreaks in oyster harvest areas.
Organization of the Dissertation
To achieve the goal and objectives, this dissertation is organized into seven chapters as
shown in Figure 1.3.
Chapter 1 was intended to provide introduction, study area, scope of present study,
overall goal, and objectives of this study. The data source, which provided environmental
variables in the predictive model, provided point data only. This greatly limited application
of the forecasting system for oyster norovirus outbreaks. Therefore, Chapters 2, 3, and 4
were intended to develop ANN based algorithms converting remote sensing reflectance to
selected environmental variables in the predictive model for oyster norovirus outbreaks:
gage height, sea surface temperature (SST), and sea surface salinity (SSS). Chapter 2 was
intended to develop a satellite gage height retrieval algorithm to derive gage height in
shallow water areas along Louisiana coast. Chapter 3 was intend to develop a SST retrieval
algorithm to derive SST in nearshore areas along the Gulf of Mexico coast, the Atlantic
coast, and the Pacific coast. Chapter 4 was intended to develop a satellite SSS retrieval
algorithm to derive SST in nearshore areas along the Gulf of Mexico coast, the Atlantic
coast, and the Pacific coast. Chapter 5 was intended to develop a predictive model for risks
of norovirus outbreaks in oyster harvest areas. Unfortunately, norovirus levels are not
widely monitored in Louisiana. Only accessible norovirus data are reports of confirmed
outbreaks. In Chapter 5, an ANN based model was developed in order to predict the relative
risk levels of norovirus outbreaks at individual stations. Based on algorithms developed
5
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Figure 1.3 Flowchart showing the dissertation structure.
from Chapters 2 - 5, Chapter 6 was intended to map the spatial distribution of oyster
norovirus outbreaks relative risk levels that was particularly important for oyster harvest
6

areas with no direct measurements of relevant variables. In addition, spatial patterns have
been analyzed and hot spots of oyster norovirus outbreaks have been identified. Chapter 7
presented summaries and major findings of this study.
References
Anbazhagi, S. and Kamatchiammal, S. (2010) A comparative study for the efficient
detection of norovirus from drinking water by RT-PCR and real-time PCR. Water Air and
Soil Pollution 213(1-4), 71-84.
Koh, S.J., Cho, H.G., Kim, B.H. and Choi, B.Y. (2011) An outbreak of gastroenteritis
caused by norovirus-contaminated groundwater at a waterpark in Korea. Journal of Korean
Medical Science 26(1), 28-32.
Puustinen, L., Blazevic, V., Salminen, M., Hamalainen, M., Rasanen, S. and Vesikari,
T. (2011) Noroviruses as a major cause of acute gastroenteritis in children in Finland, 20092010. Scandinavian Journal of Infectious Diseases 43(10), 804-808.
Takanashi, S., Wang, Q.H., Chen, N., Shen, Q., Jung, K., Zhang, Z.W., Yokoyama, M.,
Lindesmith, L.C., Baric, R.S. and Saif, L.J. (2011) Characterization of emerging
GII.g/GII.12 noroviruses from a gastroenteritis outbreak in the United States in 2010.
Journal of Clinical Microbiology 49(9), 3234-3244.
Burkhardt, W. and Calci, K.R. (2000) Selective accumulation may account for
shellfish-associated viral illness. Applied and Environmental Microbiology 66(4), 13751378.
Maalouf, H., Schaeffer, J., Parnaudeau, S., Le Pendu, J., Atmar, R.L., Crawford, S.E.
and Le Guyader, F.S. (2011) Strain-Dependent Norovirus Bioaccumulation in Oysters.
Applied and Environmental Microbiology 77(10), 3189-3196.
Gunn, R.A., Janowski, H.T., Lieb, S., Prather, E.C. and Greenberg, H.B. (1982)
Norwalk Virus Gastroenteritis Following Raw Oyster Consumption. American Journal of
Epidemiology 115(3), 348-351.
Kohn, M.A., Farley, T.A., Ando, T. and Curtis, T. (1995) An outbreak of norwalk virus
gastroenteritis associated with eating raw oysters: implications for maintaining safe oyster
beds. American Medical Association 273(6), 466-471.
Delaune, E. (2010) Norovirus Outbreak Investigation Raw Oyster Consumption - Gulf
Coast - Spring, 2010. Louisiana Morbidity Report, Department of Health and Hospitals.
21.

7

La Peyre, J., Casas, S. and Miles, S. (2011) Oyster responses to the deepwater horizon
oil spill across coastal Louisiana: Examining oyster health and hydrocarbon bioaccumulation. Journal of Shellfish Research 30(2), 543-543.
Verhoef, L., Depoorterej, E., Boxman, I., Duizer, E., van Duynhoven, Y., Harris, J.,
Johnsen, C., Kroneman, A., Le Guyader, S., Lim, W., Maunula, L., Meldal, H., Ratcliff,
R., Reuter, G., Schreier, E., Siebenga, J., Vainio, K., Varela, C., Vennema, H., Koopmans,
M. and Food Borne Viruses Europe, N. (2008) Emergence of new norovirus variants on
spring cruise ships and prediction of winter epidemics. Emerg Infect Dis 14(2), 238-243.
Phan, T.G., Khamrin, P., Akiyama, M., Yagyu, F., Okitsu, S., Maneekarn, N., Nishio,
O. and Ushijima, H. (2007) Detection and genetic characterization of norovirus in oysters
from China and Japan. Clinical Laboratory 53(7-8), 405-412.
Brake, F., Ross, T., Holds, G., Kiermeier, A. and McLeod, C. (2014) A survey of
Australian oysters for the presence of human noroviruses. Food Microbiology 44, 264-270.
Lowther, J.A., Gustar, N.E., Powell, A.L., Hartnell, R.E. and Lees, D.N. (2012) TwoYear Systematic Study To Assess Norovirus Contamination in Oysters from Commercial
Harvesting Areas in the United Kingdom. Applied and Environmental Microbiology
78(16), 5812-5817.

8

Chapter 2: Development of MODIS Data Based Algorithm for Retrieving Gage
Height in Coastal Waters
Introduction
High-resolution data for gage height, defined as the height of the water level above a
reference level (datum), are fundamental for characterizing benthic habitats and coastal
management (Ehses and Rooney 2012, Ma et al. 2014). Gathering gage height data for
nearshore waters is particularly important to the development and management of coastal
resources, such as oyster harvesting and recreational activities (Chigbu et al. 2006) Ground
truth gage height data are commonly measured at observation stations, while large areas
remain not monitored. It is, therefore, important to develop new approaches to gathering
distributed gage height data for coastal resources management and especially the
management of oyster harvest areas.
Shallow-water depths can be estimated using sound navigating and ranging (sonar),
LiDAR (Light Detection and Ranging), and high-resolution multi-band satellite imagery
techniques. Sonar is an underwater measuring technique, which determines the range and
orientation of an object by measuring the time lapse between the emission of the sound
pulse and its reception. Compared with remote sensing technique, conventional ship-based
acoustic surveys are proved to be expensive and time consuming (Vojinovic et al. 2013).
Airborne LiDAR is used to acquire bathymetry over large areas by measuring the
difference in travel times of wavelengths of near infrared bands and green band (Teng et
al. 2015, Bouhdaoui et al. 2014). Though it has difficulties to differentiate travel times
associated with the water surface and bottom returns when the water depth is lower than 1
meter (Guenther et al. 2000). As a result, optical remote sensing images from satellites
have been used as a major source of information for mapping bathymetry data. Visible
9

bands (380-750 nm) are attenuated in water with increasing depth. Thus, amount of
attenuation of different visible band wavelengths correlates with water depths (Ehses and
Rooney 2012).
Lyzenga (1978) first demonstrated the possibility of obtaining bathymetry data over
clear shallow water from remote sensing imagery. A linear regression relationship between
multi-band radiance and ground truth water depth was later developed under the
assumption that the depth was independent of optical properties, such as bottom type,
atmospheric conditions, water quality, and positions of the sun and satellite (Lyzenga et al.
2006). While this method required sufficient ground truth measurements over homogenous
seafloor which was difficult to be realized. A reflectance ratio model was developed using
attenuation ratio between blue band and green band (Stumpf et al. 2003). By requiring only
a few observation stations, this model achieved a good accuracy over heterogeneous
bottom types. However, the relationship between the water depth and band ratio may not
be necessarily linear. Thus, a machine learning approach based on band ratio was
developed to estimate shallow water depths from optical satellite images and sonar
measurements (Vojinovic et al. 2013). A Digital Elevation Model (DEM), which was based
on altitude data using an interpolation technique, was constructed using MODIS imagery
and in situ water level data in Dongting Lake, China (Yan et al. 2014). Bathymetry
estimation is usually referred to as the study of “beds” or “floors” of water bodies, and can
be converted to gage height. Similarly, estimation of gage height can be established using
theoretical, statistical, or empirical models based on relationships between measured gage
heights and water-leaving reflectance acquired from satellite images.
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The basis of this chapter was that different reflectance values responded to changes in
gage height. Currently, no remote sensing algorithms are available to map gage height data.
The main objective of this chapter was to develop a satellite algorithm to derive gage height
data from MODIS Aqua satellite imagery for shallow water areas along Louisiana coast.
Material and Methods
There are 30 oyster harvest areas along Louisiana coast with the latitude ranging from
29°N to 30°N and longitude ranging from 89°W to 93°W, respectively (Figure 2.1). Seven
years of ground truth gage height data from October 2007 and September 2014 were
collected from 13 observation stations of U.S. Geological Survey (USGS) in the oyster
harvest areas (http://waterdata.usgs.gov/nwis/dv/?referred_module=sw). Most of the
USGS observation stations are located in lakes, bays, or estuaries, as shown in Figure 2.1.

Figure 2.1 Map showing USGS gage stations along Louisiana coast.
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Aqua is a sun-synchronous satellite, a sister satellite of Terra, which is built as an
international project involving the US, Brazil, and Japan. Aqua has an ascending pass in
the afternoon at 1:30 PM local time. The scanning range of ±55°covers a 2330 kilometers
swath of the Earth’s surface. In 2002, the Moderate Resolution Imaging Spectoradiometer
(MODIS) on board the Aqua platform was launched to provide a daily coverage with a
resolution of 250 m to 1000 m: bands 1 and 2 are imaged with a resolution of 250 m; bands
3 through 7 are imaged with a resolution of 500 m; and bands 8 through 36 are imaged
with a resolution of 1000 m. The wavelength of these 36 spectral bands ranges from 0.414.4 μm. The quality of each image varied and depended on the environmental conditions
on the day of acquisition. In this chapter, water-leaving reflectance data from MODIS Aqua
imagery were collected for the period between October 2007 and September 2014.
Specifically, MODIS on board platform Aqua Level 2 products with a resolution of 1
kilometer were downloaded from the OceanColor (http://oceancolor.gsfc.nasa.gov) and
then processed in the SeaWIFS Data Analysis System (SeaDAS). Ten bands are accessible:
band 1 (645 nm), band 3 (469 nm), band 4 (555 nm), band 8 (412 nm), band 9 (443 nm),
band 10 (488 nm), band 11 (531 nm), band 12 (547 nm), band 13 (667 nm), and band 14
(678 nm).
In order to reduce the systematic difference among bands, water-leaving reflectance
was normalized using Equation 2.1. The maximum and minimum values used in this
equation refer to historical maximum and minimum values over the 7 years (October 2007
- September 2014).
~
Ri 

Ri  min( Ri )
max( Ri )  min( Ri )

12

(2.1)

~
where Ri refers to normalized water-leaving reflectance for band i and Ri refers to
water-leaving reflectance for band i ( i  1, 3, 4, 8, 9, 10, 11, 12, 13, and 14 ).
Band ratio is defined in Equation 2.2:

~
~
Band ratio  ln( R3 ) ln( R4 )

(2.2)

The advantage of using band ratio was that it compensates from different bottom types
implicitly because the change in ratio caused by water depth is much greater than the
change in ratio caused by bottom albedo (Stumpf et al. 2003).
A typical ANN model consists of three basic layers, including one input layer
(containing all independent variables), one hidden layer (containing multiple neurons), and
one output layer (containing the dependent variable), as shown in Figure 2.2. Input neurons
send variables via connections to the hidden layer that performs calculations and send
calculated results to the output layer via connections. Each connection has an unknown
parameter w, called “weight”, which is kept adjusting in model development phase until
the overall model performance is acceptable.
Artificial Neural Network (ANN) model was utilized to develop the satellite gage
height retrieval algorithm for shallow water areas along Louisiana coast using ground truth
gage height data and MODIS Aqua images. By simulating human brain functioning, ANN
model weights variables and investigates relationships between independent variables and
dependent variables. It is claimed that ANN model has overcome limitations of
conventional approaches in solving complex problems by learning from given examples in
order to construct an input output mapping to perform predictions (Senkal 2010). This
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chapter utilized MATLAB Neural Network Toolbox (version 2010a) to construct
development and cross-validation of the satellite gage height retrieval algorithm.

Figure 2.2 Artificial Neural Network (ANN) architecture (wij: the weight connecting
neuron i and neuron j).
In this chapter, the hidden layer comprised 20 neurons, which established connections
with variables in both input layer and output layer. In addition, the output layer comprised
normalized gage height as the only variable because normalization was able to avoid
discrepancy of gage height in different areas due to specific reference levels. Gage height
could be normalized on a station basis using Equation 2.3.

Normalized gage height 

gage height  min gage height 
max( gage height)  min( gage height)

14

(2.3)

A regression analysis was conducted to test importance of individual variables in the
satellite gage height retrieval algorithm (Table 2.1). Statistical analysis was performed
using SPSS version 22.0 (IBM 2014). SPSS is one of the most commonly used statistical

~
Table 2.1 Significance of algorithm variables ( Ri refers to normalized water-leaving
reflectance for band i , where i  1, 3, 4, 8, 9, 10, 11, 12, 13, and 14 ).

~
R1
~
R8

Significance (P value)
0.000
0.000
0.370

~
R9

0.222

~
R10
~
R11
~
R12
~
R13

0.000

~
R14

0.000
0.000
0.001

Band ratio

Latitude
Longitude

0.000
0.049
0.000

package that can perform highly complex data manipulation and analysis. Significance of
reflectance for bands 8 and 9 were larger than 0.05, which implied that relationships
between water-leaving reflectance for these two bands and ground truth gage heights were
not as strong as relationships between gage heights and other variables. When waterleaving reflectance for bands 8 and 9 were removed from the model inputs, value of model
correlation square dropped from 0.262 to 0.253. Although water-leaving reflectance for
bands 8 and 9 were not strongly correlated with gage height, removal of these two variables
still negatively affected overall performance of the algorithm. Therefore, water leaving
reflectance for band 1 (645 nm), band 8 (412 nm), band 9 (443 nm), band 10 (488 nm),
band 11 (531 nm), band 12 (547 nm), band 13 (667 nm), and band 14 (678 nm), band ratio,
15

latitude, and longitude were comprised in the input layer of ANN based satellite gage
height retrieval algorithm.
In development phase of satellite gage height retrieval algorithm, satellite data
collected from October 2007 to December 2011 were split into three groups: training (60%
of data), validating (20% of data), and testing (20% of data). In addition, satellite data
collected from January 2012 to April 2015 were used for cross-validation.
Results and Discussions
The relationship between water leaving reflectance and gage height was developed by
ANN model (Figure 2.3) using water leaving reflectance and ground truth gage height data
collected from October 2007 to December 2011. It was assumed that the relationship
between gage height and water-leaving reflectance follows Equation 2.4.

~ ~ ~ ~ ~ ~ ~ ~
Normalized gage height  f ( Band ratio, R1 , R8 , R9 , R10 , R11 , R12 , R13 , R14 , lat , lon)

(2.4)

where lat and lon refer to latitude and longitude of a specific USGS observation station,
respectively.
Both ground truth and derived gage height changed on an annually basis. During winter
period, the gage height reached valley point due to less precipitation in Louisiana in this
season. In addition, during summer period, the gage height reached the zenith. This
phenomenon directly related to the typical humid subtropical climate in Louisiana.
Although rain is frequent throughout the year, the summer is wetter than the rest of the
year. Heavy rainfall brings a large volume of water from inland streams into coastal areas.
As a result, the value of the gage height increased in summer and decreased in winter.
Derived gage height generally followed the variation of ground truth gage height measured
16

Figure 2.3 Comparison of derived gage height and ground truth gage height (USGS gage
height) for model development phase from October 2007 to December 2011in nearshore
areas along Louisiana coast.
at USGS stations. In low gage height retrieval, the developed algorithm demonstrated
better performance. While when normalized ground truth gage height was higher than ~0.6,
the correlation between ground truth gage height and derived gage height was not as good
as that in low gage height. In order to estimate the performance of satellite gage height
retrieval algorithm, a statistical analysis was conducted to compare the ground truth gage
height data with derived gage height data. Statistical indicators used in this chapter were
linear correlation coefficient (LCC), root mean square error (RMSE), standard deviation,
arithmetic mean, and median. Table 2.2 presents statistical measures for the gage height
derived using satellite retrieval algorithm and observed for the algorithm development
phase from October 2007 to December 2011.
The high Linear correlation coefficient (LCC) (LCC=0.7898) implied a strong
correlation between derived gage height and ground truth gage height. Root mean square
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error (RMSE) is a commonly used indicator for the purpose of demonstration of errors for
model prediction.
Table 2.2 Statistical measures for the gage heights derived using satellite retrieval
algorithm and observed from October 2007 to December 2011.
Linear correlation coefficient (LCC)
Root mean square error (RMSE)
Standard deviation
Arithmetic mean
Median
*NA: Not applicable

USGS gage height
NA*
NA
0.1210
0.3571
0.3494

Derived gage height
0.7898
0.07433
0.09965
0.3588
0.3561

The low RMSE in algorithm development phase indicated a good accuracy of the
satellite gage height retrieval algorithm. Standard deviation is a measurement that is used
to quantify the amount of variation of a set of data values. From the comparison of standard
deviation of ground truth gage height and derived gage height, it was observed that ground
truth gage height had higher variation than derived gage height, which was also implied by
Figure 2.3. Arithmetic mean is defined as the sum of a collection of gage height divided
by the number of sampling points. The average value of derived gage height was only 0.03
higher than that of ground truth gage height, which demonstrated the high accuracy of gage
height retrieval from another perspective. Median is the number separating the higher half
of gage height from the lower half of gage height. If gage height data were well distributed,
the arithmetic mean and median would be similar like values shown in Table 2.2. The
median of derived gage height was lower than that of ground truth gage height, which
implied that derived gage height was lower than ground truth gage height in most
circumstances. To better present the relationship between derived gage height and ground
truth gage height, a scatterplot was prepared as shown in Figure 2.4.
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Figure 2.4 Scatterplot of derived gage height against ground truth gage height measured at
USGS stations for model development phase (October 2007 to December 2011) in
nearshore areas along Louisiana coast (R refers to linear correlation coefficient).
Figure 2.4 clearly demonstrates performance of the satellite gage height retrieval
algorithm. Considering practical use of this algorithm, the output was converted back to
practical gage height. The slope was lower than 1, which was consistent with the fact that
the algorithm was likely to underestimate gage height. It was noted that when ground truth
gage height was higher than 1.2 meters; retrieval of gage height had a trend of
underestimation and stopped responding correctly. Therefore, it was necessary to define a
boundary criterion for the satellite gage height retrieval algorithm developed in this chapter.
Derived gage height was compared with ground truth gage height measurements in
order to validate the fitness of developed satellite gage height retrieval algorithm in
nearshore areas along Louisiana coast from January 2012 to September 2014 on a daily
basis (Figure 2.5).
In cross-validation phase of satellite gage height retrieval algorithm, derived gage
height followed the overall trend of ground truth gage height quite well except for three
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Figure 2.5 Comparison of derived gage height and ground truth gage height (USGS gage
height) for algorithm cross-validation phase from January 2012 to September 2014 in
nearshore areas along Louisiana coast.
outliers produced on March 4, March 27 in 2012 and September 6 in 2013. Although a gap
was observed between derived gage height and ground truth gage height in high gage
height retrieval, retrieval of low gage height using this algorithm was accurate. In order to
estimate the performance of satellite gage height retrieval algorithm, a statistical analysis
was conducted to compare the ground truth gage height data with derived gage height data
in different levels of gage height (Table 2.3).
The distribution of ground truth gage height indicated that gage height in shallow water
areas were lower than 0.6 meter (75.6% of observed gage height were in this range). LCC
increased when observed gage height rose up to 1.5 meters and decreased sharply after
then. RMSE at all gage height levels was less than 0.3 meter, which indicated a good
accuracy. Standard deviation of derived gage height was larger than that of ground truth
gage height because the variation of derived gage height was lower (Figure 2.5). By
comparing arithmetic mean of ground truth gage height and derived gage height, it was
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Table 2.3 Statistical measures for gage heights derived using satellite retrieval algorithm
and observed from January 2012 to September 2014.
USGS gage LCC
height (GH) *
(m)

RMSE* Standard
(m)
deviation (m)

Arithmetic mean Median (m)
(m)

USGS Derived USGS Derived USGS
GH
GH
GH
GH
GH
GH≤0
0.16 0.28
0.10
0.18
-0.11 0.09
-0.08
0<GH≤0.3
0.20 0.21
0.08
0.20
0.18
0.25
0.18
0.3<GH≤0.6 0.16 0.19
0.09
0.15
0.44
0.34
0.43
0.6<GH≤0.9 0.44 0.27
0.09
0.23
0.73
0.56
0.71
0.9<GH≤1.2 0.45 0.30
0.09
0.32
1.07
1.00
1.06
1.2<GH≤1.5 0.60 0.28
0.09
0.31
1.36
1.46
1.35
GH>1.5
0.08 0.23
0.14
0.18
1.75
1.67
1.72
Total
0.85 0.22
0.40
0.40
0.46
0.43
0.38
* LCC: Linear correlation coefficient; RMSE: Root mean square error.

Derived
GH
0.08
0.23
0.32
0.56
0.92
1.62
1.66
0.31

observed that the satellite algorithm had an overall trend to overestimate gage height when
the ground truth gage height was lower than 0.3 meter. When ground truth gage height was
higher than 0.3 meter, the algorithm had an overall trend to underestimate gage height.
Median of gage height presented similar results. For gage height at all levels, satellite gage
height retrieval algorithm had a trend to slightly underestimate gage height because
arithmetic mean was 0.01 meter lower and median was 0.07 meter lower than those of
ground truth gage height respectively, which was consistent with observations in Figure
2.5. To better interpret the relationship between derived gage height and ground truth gage
height, a scatterplot was prepared in Figure 2.6.
Square of the linear correlation coefficient and slope in algorithm development phase
were both slightly lower than those in algorithm development phase. Slope less than 1
indicated that the satellite gage height retrieval algorithm had the trend to underestimate
practical gage height. Lower the slope, higher the underestimation. Figure 2.6 illustrated
that the algorithm was well trained because it had similar performance in both development
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Figure 2.6 Scatterplot of derived gage height against ground truth gage height measured at
USGS stations in algorithm cross-validation phase (January 2012 to September 2014) in
nearshore areas along Louisiana coast (R refers to linear correlation coefficient).
phase and cross-validation phase. Retrieval of gage height had a trend of underestimation
and stopped responding correctly when ground truth gage height was higher than 1.2
meters. As a result, the algorithm was recommended to be used in shallow water areas
where gage height level was lower than 1.2 meters.
Developed satellite gage height retrieval algorithm was applied to shallow water areas
along Louisiana coast and the results were discussed. Figure 2.7 provided a specific
example of gage height spatial distribution for nearshore areas along Louisiana coast on
April 29, 2012. It illustrates spatial variation of practical gage height, which was calculated
using Equation 2.3.
An apparent north to south elevation gradient was shown in Figure 2.7. It was
discovered that the presence of sea grass negatively affects the correlation between ground
truth gage height and spectral radiance values (Doxani et al. 2012). Since the derived gage
height data was converted from normalized value, it was also affected by historical
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measurements at nearby stations. The accuracy of gage height retrieval was also influenced
by the limited number of monitoring stations. Errors of the algorithm increased with the
distance from nearshore areas where USGS stations locate to deep ocean areas.

Figure 2.7 Spatial pattern of derived gage height in nearshore areas along Louisiana coast
on April 29, 2012.
Conclusions
Satellite data were related to ground truth measurements to derive gage height for
shallow water regions along Louisiana coast. This is a novel method for deriving gage
height using MODIS images. With the remote sensing technique, spatially distributed data
for shallow water gage height could be produced efficiently. Artificial Neural Network
(ANN) method was utilized to derive the satellite gage height retrieval algorithm. Results
showed that derived gage height was an important alternative resource of ground truth gage
height. Unique contributions from this chapter could be summarized as follows:
(1) The new remote sensing algorithm includes 11 input variables, including band ratio,
latitude, longitude, and water-leaving reflectance for bands 1, 8, 9, 10, 11, 12, 13, and 14.
The variables were selected according to their strong correlations with gage height (p <
0.05).
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(2) The new remote sensing algorithm is capable to estimate gage height with high
linear correlation coefficient of 0.8465 and low root mean square error of 0.2238 meter
based on a comparison with ground-truth data from Louisiana coast. More efforts are
needed to apply this algorithm to other coastal regions.
(3) Once the elevation of reference point of gage height at each station is known, the
algorithm could be further revised to produce water depths.
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Chapter 3: Development of MODIS Data Based Algorithm for Retrieving Sea
Surface Temperature in Coastal Waters
Introduction
Sea Surface Temperature (SST) is one of the key physical parameters affecting water
quality and ecosystems in coastal waters (Kozlov et al. 2014). It is also a fundamental
parameter involved in models for oceanography, marine weather, and climate (Delgado et
al. 2014). Accurate specification of SST is important to both climate analysis and weather
modeling.
Lack of monitoring stations and buoys leads to a gap in SST observations and hinders
a variety of water temperature studies. Satellite is a useful tool for global and regional study
of SST, which promises global coverage of data over high spatial and temporal resolution.
Through detecting thermal emission from sea surface, a variety of infrared radiometers on
board satellites provide an effective way to derive SST (Qin et al. 2014). Remote sensing
of SST started with the launch of Advance Very High Resolution Radiometer (AVHRR)
sensor that was placed on board the National Oceanic and Atmospheric Administration
(NOAA) satellites since 1978. Visible Infrared Imaging Radiometer Suite (VIIRS),
providing finely calibrated bands, was launched in January 2012, but its monitoring period
was short (Liang and Ignatov 2013). Moderate Resolution Imaging Spectoradiometers
(MODIS) data were claimed to be closely related to in situ SST measurements with a
relatively high correlation coefficient of 0.74 (Chavula et al. 2009). MODIS-based SST
products show high accuracy and precision during daytime, bias of Aqua platform is the
lowest (0.1 to 0.3 K) compared with that of other platforms (Tomazic et al. 2011).
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The SST algorithm is based on infrared retrieval methodology, yielding a bulk SST
estimation, and uses both mid- and far bands that are corrected for atmospheric absorption
and cloud screened. The Ocean Biology Processing Group (OBPG) from NASA generates
SST products derived from far infrared bands, OceanColor SST, using a non-linear sea
surface temperature (NLSST) algorithm (Brown and Minnett 1999). Cross-validation
showed that SST derived from this standard product was lower than in situ SST, especially
when SST was lower than 10 ℃ and processing of satellite data using standard atmospheric
correction usually fails over turbid coastal areas (Hosoda and Qin 2011, Mao et al. 2013).
Although OceanColor SST is a global version of SST estimation, it is inadequate to
represent all atmospheric variation in different regions.
Local weather and various human activities directly influence variation of SST in
coastal areas, thus SST algorithms derived from the same satellite may vary. Existing SST
algorithms are applied to deep oceans, and a new algorithm is needed for SST retrieval in
nearshore shallow waters. Therefore, the objective of this chapter was to develop and
validate the satellite SST retrieval algorithm in nearshore areas along shorelines in
Louisiana, Texas, Florida, New Jersey, and California in the United States.
Material and Methods
Data used in this chapter consisted of three groups: the first group is in situ SST
measurements, the second group is satellite measurements of thermal bands, and the third
group is SST derived using an existing satellite SST retrieval algorithm (OceanColor
algorithm). In situ SST data were obtained from U.S. Geological Survey (USGS)
observation stations (http://waterdata.usgs.gov/la/nwis/dv/?referred_module=sw) and
World Ocean Database (http://www.nodc.noaa.gov/General/salinity.html). In coastal zone
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(Figure 3.1), SST data were collected from October 2007 to September 2014 at 39
observation stations: 14 stations in Louisiana, 2 stations in Texas, 4 stations in Florida, 9
stations in New Jersey, and 10 stations in California. SST data collected from USGS
observation stations were measured at a frequency of 1 hour. Three datasets from World
Ocean Database (WOD) provided in situ temperature data from January 2012 to December
2014: high-resolution conductivity/temperature/depth (12 stations), profiling floats (4
stations), and glider (16 stations) datasets. Locations of USGS stations and WOD stations
are shown in Figure 3.1.

Figure 3.1 Locations of U.S. Geological Survey (USGS) and World Ocean Database
(WOD) stations in nearshore areas along shorelines in Louisiana (LA), Texas (TX), Florida
(FL), New Jersey (NJ), and California (CA) in the United States.
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Louisiana is located in south-central region in the United States. Influenced by the Gulf
of Mexico, Louisiana has a classic humid subtropical climate: summers are humid with
high temperature and winters are mild. In coastal areas along shorelines in Texas, a
maritime climate prevails. Typical characteristics include relatively small diurnal
temperature variation, small seasonal temperature variation, and increasing precipitation
due to moist air. The climate of northern and central parts of Florida is humid subtropical
while the southern part of Florida has a tropical climate. Louisiana and Florida are two of
the most tornado-prone states in the United States. The accuracy of MODIS SST estimation
during daytime could be reduced under high wind speed conditions (Lee et al. 2010).
Located at the boundary of the Atlantic Ocean, coastal areas along the shorelines in New
Jersey have a humid mesothermal climate where summers are typically warm and humid
and winters are typically cold. Coastal areas along the shorelines in California have a
Mediterranean climate with dry summers and rainy winters. Influenced by the Pacific
Ocean, temperature is moderate with warm winters and cool summers in this region.
SeaDAS was utilized in this chapter to extract band reflectance from MODIS level 2
products

and

to

extract

temperature

data

from

OceanColor

SST

products

(http://oceancolor.gsfc.nasa.gov). In this chapter, thermal bands data of MODIS Aqua
imagery were collected in the period between October 2007 and September 2014. Since
instruments are unable to measure through cloud cover, the target areas should be cloud
free in order to ensure accuracy of infrared observations; otherwise, a cloud mask should
be applied. Level 2 imagery with a resolution of 1 kilometer was downloaded from the
LADDS Web (http://ladsweb.nascom.nasa.gov). It should be noted that for MODIS,
although errors could be reduced by excluding cloud contaminated data, they were not
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eliminated (Gentemann 2014). Bands 20, 31, and 32 are only three accessible thermal
bands provided by LADDS Web MODIS products. While Brown and Minnett (1999)
reported the use of band 20 would introduce a large dependency on the atmospheric
variability. On the other hand, the noises (random errors) and systematic errors were
smaller in bands 31 and 32 (Sobrino et al. 2003), thus these two bands are commonly used
to develop satellite SST retrieval algorithms (Azmi et al. 2015, Szczodrak et al. 2014,
Niclos et al. 2007). MODIS Aqua Level 2 daytime thermal infrared bands 31 (11 μ) and
32 (12 μ) with a resolution of 1 kilometer were used in this chapter. In order to reduce
systematic difference between bands, band values were normalized using Equation 3.1.
~
Ri 

Ri  min( Ri )
max( Ri )  min( Ri )

(3.1)

~
where Ri refers to normalized water-leaving reflectance for band i ( i  31, 32 ).
Performance of an algorithm is commonly evaluated using statistical analysis by
comparing satellite-derived retrievals with field measurements, which are referred to as
validation match-ups (Wang and Deng 2012). A match-up-pair indicated a data pair that
consisted of a MODIS SST and an in situ SST. The match-up was paired when time
difference was less than half an hour. A quality control procedure for in situ data was
required in order to exclude outliers. In situ SST data were removed if any of the following
conditions were satisfied: (1) recorded with NAN flag; and (2) SST data measured at an
observation station differed greatly from SST data measured at nearby stations.
ANN model was utilized to develop satellite SST retrieval algorithm in this chapter
using match-up pairs. This chapter utilized MATLAB Neural Network Toolbox (version
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2010a) to conduct development and cross-validation of satellite SST retrieval algorithm.
Number of hidden neurons was adjusted to be 20; input layer was comprised of two
variables: water-leaving reflectance for thermal infrared bands 31 and 32; and the output
layer was comprised of in situ SST as the only variable. In development phase of satellite
SST retrieval algorithm, satellite data collected from October 2007 to December 2011 were
split into three groups: training (60% of data), validating (20% of data), and testing (20%
of data). In addition, satellite data collected from January 2012 to September 2014 were
used for cross-validation.
Results and Discussions
Match-up pairs from October 2007 to September 2014 in coastal areas along shorelines
in Louisiana were used to develop satellite SST retrieval algorithm which is described by
Equation 3.2.
Derived SST  f ( Band 31, Band 32)  

(3.2)

where  is a correction function which is estimated by how errors change with distance to
shorelines. This equation was only applicable for areas where systematic overestimation or
underestimation occurred. An error is defined as the difference between arithmetic mean
of in situ SST and the SST derived using developed satellite SST retrieval algorithm (LSU
SST algorithm).
Figure 3.2 demonstrates comparison of SST derived using LSU SST algorithm, SST
derived using OceanColor algorithm, and in situ SST for algorithm development phase in
nearshore areas along Louisiana coast. It visualizes temporal variation of in situ SST, SST
derived using OceanColor algorithm, and SST derived using LSU SST algorithm. In this
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figure, USGS SST indicates in situ SST measurements, OceanColor SST indicates SST
derived from Level 2 SST products obtained from OceanColor, and LSU SST indicates
SST derived using LSU SST algorithm developed in this chapter.

Figure 3.2 Comparison of the SST values derived using LSU SST algorithm (LSU SST)
and the OceanColor SST algorithm (OC SST) against in situ SST (USGS SST) for the
algorithm development phase from October 2007 to December 2011 in nearshore areas
along Louisiana coast.
In order to assess the performance of the MODIS based LSU SST algorithm, a
statistical analysis was conducted to compare satellite data with in situ data. Statistical
parameters used in this chapter were linear correlation coefficient (LCC), root mean square
error (RMSE), standard deviation of bias (where bias refers to derived SST minus in situ
SST), arithmetic mean, and median. Table 3.1 presents statistical measures for in situ SST,
OceanColor SST, and LSU SST derived in this chapter.
SST derived using OceanColor algorithm had multiple abnormal values that were
significantly lower than in situ observations between February and December in 2010.
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Table 3.1 Statistical measures for SST derived using OceanColor algorithm (OceanColor
SST), SST derived using LSU algorithm (LSU SST), and in situ SST (USGS SST) from
October 2007 to December 2011 in nearshore areas along Louisiana coast.
Statistical indicators
Linear correlation coefficient (LCC)
Root mean square error (RMSE), ℃
Standard deviation of bias, ℃
Arithmetic mean, ℃
Median, ℃
*NA: Not applicable.

USGS SST
NA*
NA
NA
20.70
20.57

OceanColor SST
0.82
11.92
8.64
21.16
21.21

LSU SST
0.94
4.64
2.16
20.62
20.44

There were also abnormal values that were slightly higher than in situ observations during
summer periods in 2008, 2009, and 2011. Compared with OceanColor SST, LSU SST
followed the variation of in situ observations better according to higher LCC. RMSE
illustrates discrepancy between derived SST and in situ SST. RMSE of OceanColor SST
was significantly higher than that of LSU SST. Standard deviation of bias of OceanColor
SST and LSU SST were 8.64 ℃ and 2.16 ℃ respectively, which indicated how derived
SST deviated from in situ measurements. Errors of LSU SST algorithm were more likely
to be eliminated compared with OceanColor algorithm because its bias was more
homogeneous. The arithmetic mean of OceanColor SST was 0.46 ℃ higher than that of in
situ SST; and the arithmetic mean of LSU SST was 0.08 ℃ lower than that of in situ SST.
Although OceanColor SST had obvious positive and negative abnormal values, the positive
and negative bias did not offset by each other. In statistics and probability theory, a median
is the numerical value separating the higher half of a data set from the lower half. The
median of OceanColor SST was 0.51 ℃ higher than arithmetic mean of in situ SST; and
the median of LSU SST was 0.26 ℃ lower than arithmetic mean of in situ SST. It indicated
that SST derived using OceanColor algorithm was generally higher than in situ SST
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measurements. On the other hand, SST derived using LSU algorithm was closer to in situ
SST measurements in nearshore areas along Louisiana coast.
LSU SST closely followed the variation of in situ SST with bias as small as 0.08 ℃.
Errors of LSU SST were possible to be eliminated because the bias was well distributed.
As shown in Figure 3.3, match-up pairs demonstrated that OceanColor SST and LSU SST
linearly correlated with in situ SST. LSU SST evenly distributed on two sides of the fitting
line (red dash line). LSU SST algorithm showed stronger correlation with in situ SST
( R 2  0.88 ), while the OceanColor SST showed weaker correlation with in situ SST
( R 2  0.68 ).
Derived SST may has certain calibration errors associated with instrument noise, sun
glint, absorption of trace gases, and cloud contamination (Kozlov et al. 2014). The primary
uncertainty source of satellite SST retrievals comes from errors in spacecraft navigation,
sensor calibration, sensor noise, retrieval algorithm, and incomplete identification of
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Figure 3.3 Scatterplots of (a) OceanColor SST against USGS SST and (b) LSU SST against
USGS SST from October 2007 to September 2014 along Louisiana coast.
corrupted retrievals (Gentemann 2014). As a result, it was necessary to validate the results
with in situ SST measurements. In this chapter, SST derived using both OceanColor
algorithm and LSU SST algorithm were validated on a daily basis. Figure 3.4 demonstrates
the comparison of SST derived using OceanColor algorithm, SST derived using LSU
algorithm, and in situ SST for algorithm cross-validation phase in nearshore areas along
shorelines in Louisiana, Texas, Florida, New Jersey, and California. It visualized temporal
variation of in situ SST, OceanColor SST, and LSU SST. In this figure, USGS SST
indicates in situ SST measurements, OceanColor SST indicates SST derived from Level 2
SST products obtained from OceanColor, and LSU SST indicates SST derived using LSU
SST algorithm developed in this chapter. A statistical analysis was conducted to compare
in situ data with satellite data in order to estimate the performance of LSU SST algorithm
(Table 3.2).
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Figure 3.4 Comparison of the SST values derived using LSU SST algorithm (LSU SST)
and the OceanColor algorithm (OceanColor SST) against in situ SST (USGS SST) for the
algorithm cross-validation phase from January 2012 to September 2014 in nearshore areas
along shorelines in (a) Louisiana, (b) Texas, (c) Florida, (d) New Jersey, and (e) California .
Along Louisiana coast, LSU SST followed major trend of in situ SST measurements
with LCC of 0.87 (shown in Table 3.2), which was consistent with high LCC (LCC=0.94)
observed in algorithm development phase. Other statistical indicators of LSU SST also
showed high similarity with indicators in algorithm development phase. Based on median
comparison, OceanColor algorithm tended to yield SST lower than in situ observations and
LSU SST was even lower. When comparing arithmetic means, OceanColor algorithm
tended to yield higher SST than that of in situ measurements. The explanation for this
conflict was that SST derived using OceanColor algorithm had a lot of extremely low
values, which was confirmed by Figure 3.4(a). This panel demonstrates time series of SST
derived using OceanColor algorithm, SST derived using LSU algorithm, and in situ SST
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in nearshore areas along Louisiana coast. It also visualized that LCC (LCC=0.86) of
derived OceanColor SST was slightly lower than that of LSU SST. It was reasonable to
claim that the satellite SST retrieval algorithm was well developed in this chapter.
Table 3.2 Statistical measures for in situ SST (USGS SST), SST derived using OceanColor
algorithm (OceanColor SST), and SSS derived using LSU SST algorithm (LSU SST) from
January 2012 and to 2014 along shorelines in Louisiana, Texas, Florida, New Jersey, and
California.
Statistical indicators
USGS SST OceanColor SST
Louisiana LCC*
NA*
0.86
NA
2.52
RMSE*, ℃
9.40
Standard deviation (bias), ℃ NA
22.36
22.80
Arithmetic mean, ℃
23.20
22.74
Median, ℃
Texas
LCC
NA
0.78
NA
4.56
RMSE, ℃
7.58
Standard deviation (bias), ℃ NA
22.74
21.18
Arithmetic mean, ℃
22.70
21.44
Median, ℃
Florida
LCC
NA
0.73
NA
3.71
RMSE, ℃
4.06
Standard deviation (bias), ℃ NA
24.40
23.62
Arithmetic mean, ℃
24.70
23.96
Median, ℃
New
LCC
NA
0.93
Jersey
NA
3.13
RMSE, ℃
3.13
Standard deviation (bias), ℃ NA
16.84
16.27
Arithmetic mean, ℃
20.5
19.46
Median, ℃
California LCC
NA
0.80
NA
3.58
RMSE, ℃
3.88
Standard deviation (bias), ℃ NA
13.41
13.87
Arithmetic mean, ℃
12.90
12.80
Median, ℃
*NA: Not applicable; LCC: Linear correlation coefficient; RMSE: Root
error.

LSU SST
0.87
2.63
2.88
22.25
22.29
0.84
3.43
3.43
22.80
23.60
0.90
2.30
2.37
23.40
23.84
0.88
4.19
4.27
16.49
18.85
0.82
1.98
2.13
13.76
11.95
mean square

In order to extend the scope of application of LSU SST retrieval algorithm, LSU
algorithm was also validated in a few more states that located in coastal areas in the United
States. Figure 3.4(b) demonstrates time series of SST derived using OceanColor algorithm,
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SST derived using LSU algorithm, and in situ SST in nearshore areas along Texas coast. It
was obvious that OceanColor algorithm yielded multiple abnormal SST values from
January 2012 to December 2014. The results of statistical analysis also indicated that
OceanColor SST had higher RMSE and standard deviation of bias than LSU SST (Table
3.2). Both OceanColor algorithm and LSU algorithm in this region showed weaker
correlation compared with that along Louisiana coast. In Texas, OceanColor algorithm
tended to yield SST lower than in situ SST and LSU algorithm tended to yield SST higher
than in situ SST. Biases of OceanColor SST and LSU SST were -1.56 ℃ and 0.06 ℃,
respectively. Although RMSE of LSU SST along Texas coast was higher than that along
Louisiana coast where the algorithm was developed, bias of LSU SST in this region was
lower than that of OceanColor SST. According to comparison of median and arithmetic
mean, LSU SST was generally higher than in situ measurements. It implied that positive
and negative biases in LSU SST retrievals offset by each other. In a long term, SST derived
using LSU algorithm along Texas coast was close to in situ SST measurements.
Figure 3.4(c) demonstrates time series of SST derived using OceanColor algorithm,
SST derived using LSU algorithm, and in situ SST along Florida coast. In all areas where
the algorithm was validated, correlation between LSU SST and in situ SST along Florida
coast was the strongest. Compared with OceanColor SST, RMSE and standard deviation
of bias of LSU SST were both significantly lower. While arithmetic mean and median of
OceanColor SST were closer to those of in situ measurements than those of LSU SST.
Both OceanColor algorithm and LSU algorithm tended to yield SST lower than in situ
measurements according to this comparison. Biases of OceanColor SST and LSU SST
were -0.78 ℃ and -1 ℃, respectively. The median of OceanColor SST was 0.74 ℃, which

40

was lower than that of in situ measurements; and the discrepancy of median between LSU
SST and in situ SST was 0.12 ℃. It was observed that some SST derived using OceanColor
algorithm fell far away from major trending line of in situ SST measurements, which
significantly decreased the correlation between OceanColor SST and in situ SST to as low
as 0.73.
Figure 3.4(d) demonstrates time series of SST derived using OceanColor algorithm,
SST derived using LSU algorithm, and in situ SST along New Jersey coast. In situ SST in
this region was generally lower than that in the Gulf of Mexico due to higher latitude.
According to statistical measures shown in Table 3.2, median of SST derived using LSU
algorithm was lower than that of in situ SST. While according to relatively high LCC of
0.88, the variation of LSU SST was still similar to that of in situ measurements. The
correlation between OceanColor SST and in situ SST along New Jersey coast from January
2012 to September 2014 was the strongest among cross-validations along shorelines in all
five states with the highest LCC of 0.93. Both the RMSE and standard deviation of bias of
OceanColor SST were smaller than those of LSU SST. In this panel, abnormal values of
SST derived using OceanColor algorithm were also less than that derived using LSU
algorithm. The bias of OceanColor SST was -0.57 ℃ and the difference of median between
OceanColor SST and in situ SST was as low as 0.61 ℃. The similar variation and
distribution indicated that SST derived using OceanColor algorithm had strong correlation
with in situ SST measurement. Compared with OceanColor algorithm, LSU algorithm
tended to yield lower SST and the errors could not be easily eliminated due to high standard
deviation of bias (4.27 ℃).
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Figure 3.4(e) demonstrates time series of SST derived using OceanColor algorithm,
SST derived using LSU algorithm, and in situ SST along California coast. Both
OceanColor SST and LSU SST had abnormal values that were either higher or lower than
in situ SST measurements. The correlation between LSU SST and in situ SST
measurements was stronger than the correlation between OceanColor SST and in situ SST
with fewer errors. It should be noted that standard deviation of bias of LSU SST was 2.13 ℃,
which was lower than that of OceanColor SST. While comparison of median indicated that
SST derived using OceanColor algorithm was closer than SST derived using LSU
algorithm to in situ SST measurements. Thus bias of LSU SST was more homogeneous
than bias of OceanColor SST. Anyway, SST retrievals of LSU algorithm (LCC=0.82)
developed along Louisiana coast was more accurate than SST retrievals of OceanColor
algorithm (LCC=0.80) according to comparison of statistical measures and temporal
variation of SST.
Bias of satellite SST retrievals comes from two types of errors: prior error led by an
implicit state of atmosphere and systematic error led by a nonlinear SST-atmospheric state
relation (Tomazic et al. 2011). Different ways of measurements could lead to differences
between in situ data and satellite data. SST data obtained from USGS observation stations
were measured at certain water depths and they may not be identical with skin layer
temperature that is defined as SST. Instrument error and impropriate operation might be
another possible source of bias. Moreover, the LSU SST algorithm and OceanColor
algorithm were developed under different atmospheric conditions, which also led to
discrepancy. Under conditions of low wind speed (<2.5 m/s), satellite SST tended to be
overestimated due to thermal stratification effects in the ocean near the surface layer (Qin
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et al. 2014). LSU SST algorithm was demonstrated to be more accurate than OceanColor
algorithm along shorelines in Louisiana, Texas, Florida, and California, which are located
in or near the Gulf of Mexico; while OceanColor algorithm was demonstrated to be more
accurate than LSU SST algorithm along shorelines in New Jersey which is far from this
region. OceanColor algorithm, a global version of SST estimation, represented
atmospheric variation in New Jersey quite well where local weather and human activities
in the West Atlantic Ocean coastal areas differed from the Gulf of Mexico. However, it
was inadequate to represent all atmospheric variation among different regions, such as
nearshore areas along shorelines in Louisiana, Texas, Florida, and California.
MODIS Aqua images with cloud coverage less than 10% were collected to make sure
majority parts of the northern Gulf of Mexico were not covered by clouds. Figure 3.6

Figure 3.6 Comparison of in situ SST, SST derived using LSU algorithm (LSU SST), and
SST derived using OceanColor algorithm (OceanColor SST) in nearshore areas in the
northern Gulf of Mexico from January 2012 to September 2014.
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demonstrates comparison of in situ SST, SST derived using LSU SST algorithm, and SST
derived using OceanColor algorithm in nearshore areas in the norther Gulf of Mexico. SST
derived using satellite algorithm minus in situ SST defines error of SST. Average errors of
LSU SST and OceanColor SST were 0.73 ℃ and 1.41 ℃ respectively. This observation
was consistent with what was observed in LSU algorithm development phase and crossvalidation phase: in nearshore areas in the northern Gulf of Mexico, SST derived using
LSU algorithm was more accurate than SST derived using OceanColor algorithm.
Since LSU SST algorithm was developed in nearshore areas, errors of derived SST
evenly distributed around 0 when applied to this region. While in offshore areas, different
characteristics led to different types of error distributions. As a result, a correction was
necessary in order to apply this algorithm to offshore areas. Figure 3.7 demonstrates the

Figure 3.7 Comparison of in situ SST (WOD SST), SST derived using LSU algorithm
(LSU SST), and SST derived using OceanColor algorithm (OceanColor SST) in offshore
areas in the northern Gulf of Mexico from January 2012 to September 2014.
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comparison of in situ SST, SST derived using LSU algorithm, and SST derived using
OceanColor algorithm in offshore areas. The error of SST was estimated to be average bias
of derived SST, which was -1.43 ℃. It indicated that the error of SST was not strongly
correlated with distance to shorelines. Nearshore areas were frequently affected by sunglint
and cloud cover in a large extent and increasing reflectance led to fake high SST as a result.
Thus LSU SST algorithm had the trend to overestimate SST in this region. The furthest
distance from ground stations in nearshore areas to shorelines was 0.19 decimal degree and
the closest distance from WOD stations in offshore areas to shorelines was 0.26 decimal
degree. This chapter assumed that 0.22 was the boundary between nearshore region and
offshore region. It should be pointed out that this correction was only applicable when the
distance was further than 0.22 decimal degree because LSU algorithm tended to
underestimate SST in offshore areas.
In order to analyze spatial variation of sea surface temperature (SST), two satellite SST
retrieval algorithms (LSU SST algorithm and OceanColor algorithm) were applied to
estimate SST in the northern Gulf of Mexico in summer season (May 18, 2012) and winter
season (January 22, 2014). This chapter was concerned with sea surface temperature, so
horizontal distribution of SST was discussed. By subtracting estimated error from derived
SST, LSU SST was defined as SSTLSU (Equation 3.4)

Derived SST  Error  SSTLSU

(3.4)

In global scale, SST decreases from nearshore areas to offshore areas in summer and
increases from nearshore areas to offshore areas in winter; at same location, SST in summer
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is higher than that in winter. Figure 3.8 demonstrates spatial patterns of SSTLSU and SST
derived using OceanColor algorithm on May 18, 2012 and January 22, 2014.

(a)

(b)

(c)
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(d)

Figure 3.8 Spatial distributions of sea surface temperature (SST) derived using (a) LSU
SST algorithm and (b) OceanColor (OC) algorithm on May 18, 2012 and SST derived
using (c) LSU SST algorithm and (d) OceanColor algorithm on January 22, 2014 in the
northern Gulf of Mexico.
Derived SST was classified into 9 categories using Natural Jenks Break method, which
is a data clustering method designed to determine the best arrangement of values into
different classes. Categories were determined by seeking to minimize each class’s average
deviation from the class mean while maximizing each class’s deviation from the means of
the other groups. In other words, the method could reduce the variance within classes and
maximize the variance between classes. Spatial distributions of SSTLSU and OceanColor
SST generally yielded to the rule of global SST distribution. From spatial distributions of
both SSTLSU and OceanColor SST, it was observed that temperature increased with distance
from the shorelines in winter and decreased in the same direction in summer. In winter
period, heat exchange is faster in nearshore areas because water level is lower than that in
offshore areas. With more heat losses, SST in nearshore areas was lower than that in
offshore areas. While in summer period, higher specific heat of land determines that heat
absorption decreases from land to ocean. Thus, temperature in nearshore areas was higher
than that in offshore areas. Spatial distributions of SST derived from LSU algorithm were
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characterized by smooth, mainly along-coast isotherms with temperature changing from
shorelines toward the interior of the Gulf of Mexico. Isotherms of SST derived using
OceanColor algorithm were not as smooth as those of SSTLSU . According to results of
statistical analysis, LCC of SSTLSU was significantly higher than that of OceanColor SST in
four states (Louisiana, Texas, Florida, and California), and three of them (Louisiana, Texas,
and Florida) are located in the northern Gulf of Mexico. Both SSTLSU and OceanColor SST
had the trend to overestimate SST in this region. By introducing a correction function, the
LSU SST algorithm showed higher accuracy in SST retrieval ( SSTLSU ) even in offshore
areas. With continuous distribution of SST derived from LSU algorithm, retrieval of SST
was no longer limited by locations of observation stations.
Conclusions
A new ANN based algorithm, called LSU SST algorithm, was developed and validated
for retrieving SST by comparing temporal variation in derived SST and in situ SST for
nearshore areas along shorelines in Louisiana, Texas, Florida, New Jersey, and California
using data collected from October 2007 to September 2014. In order to train the satellite
SST retrieval algorithm, 39 stations that presented different temperature patterns along the
shorelines in the US were used together with satellite data. New contributions from this
chapter could be summarized as follows:
(1) The new remote sensing algorithm requires reflectance values of two input variables,
including thermal bands 31 and 32 due to smaller random errors and systematic errors in
these two bands.
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(2) The performance of LSU SST algorithm was better than that of OceanColor
algorithm for SST retrievals in nearshore areas along shorelines in Louisiana, Texas,
Florida, and California with higher linear correlation coefficient and lower root mean
square error, while OceanColor algorithm was more accurate than LSU SST algorithm for
SST retrievals in nearshore areas along shorelines in New Jersey. Both LSU SST and
OceanColor SST had the trend to overestimate SST in the northern Gulf of Mexico. By
introducing a correction function, the LSU algorithm ( SSTLSU ) showed higher accuracy
when the algorithm was applied to offshore areas.
(3) Results of cross-validation of based on data from nearshore areas along Louisiana,
Texas, Florida, New Jersey, and California showed that the SST derived from the LSU
algorithm is in agreement with in situ SST measurements with LCC ranging from 0.82 to
0.90 and RMSE ranging from 1.98 ℃ to 4.19 ℃, suggesting that the LSU SST algorithm
could be further used to analyze the SST variation in this region. LSU SST algorithm
developed in this chapter best presented SST along Louisiana coast and was also applicable
along shorelines in Texas, Florida, and California.
(4) With continuous distribution of SST derived from LSU algorithm, retrieval of SST
was no longer limited by locations of observation stations. The LSU SST algorithm was an
efficient tool for coastal studies and water resource management, especially in areas where
in situ SST was not available.
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Chapter 4: Development of MODIS Data Based Algorithm for Retrieving Sea
Surface Salinity in Coastal Waters
Introduction
Sea surface salinity (SSS) is a fundamental parameter affecting ocean circulation,
global water balance, climate variations, and coastal water quality, which can be
determined using multiple methods. Although in situ observations are important, remote
sensing data have been increasingly used for estimation of SSS (Sena Martins et al. 2015).
Two satellite missions, the Soil Moisture-Ocean Salinity (SMOS) satellite launched in
November 2009 and the Aquarius/SAC-D launched in June 2010, provided an opportunity
to observe SSS from the spaceborne platforms. Both satellites provide retrieval of SSS over
oceans in a global scale with a resolution of 150 kilometers, but the resolution is too coarse
to monitor SSS in coastal waters (Geiger et al. 2013; Qing et al. 2013). In addition, the
temporal overpass frequencies of SMOS and Aquarius satellites are once every 3 and 7
days, respectively, making it impossible to obtain daily SSS data for coastal waters. The
Moderate Resolution Imaging Spectroradiometer (MODIS) on board the Aqua platform is
viewing the entire Earth's surface every 1 to 2 days with a resolution of 250 m to 1 kilometer
and crosses the equator at 1:30 PM local time, potentially providing a daily view of a given
area. Due to the high temporal frequency, Aqua data have been widely utilized particularly
in coastal water quality studies (Bukata 2005, Zhang et al. 2015).
In terms of remote sensing-based retrieval of SSS for coastal waters, inverse CDOMsalinity relationships between SSS and the CDOM (Colored Dissolved Organic Matter) are
commonly employed in combination with the CDOM absorption mapped using both
SeaWiFS and MODIS images (Hu et al. 2004, Bowers and Brett 2008, Mannino et al. 2008,
D’Sa and DiMarco 2009). Instead of using the inverse CDOM-salinity relationships and
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CDOM algorithms, Wong et al. (2007) stated that SSS could also be estimated directly
using multiple MODIS bands water-leaving reflectance. As a result, a number of direct
algorithms have been presented, using MODIS Aqua bands 1 (645 nm), 3 (469 nm), 4 (555
nm), 8 (412 nm), 9 (443 nm), 10 (488 nm), 11 (531 nm), 12 (547 nm), 13 (667 nm), and
14 (678 nm), for retrieval of SSS for the Chesapeake Bay, USA (Urquhart et al. 2012) and
Bohai Sea, China (Qing et al. 2013). While the algorithms are applied to coastal waters,
they are site-specific algorithms and are rarely tested with data from other regions.
The primary objective of this chapter was to develop a general algorithm for daily
retrieval of SSS for coastal waters with emphasis on nearshore waters, such as oyster
harvesting waters and recreational beach waters, where coastal resources are extensively
utilized. To that end, an Artificial Neural Network (ANN)-based algorithm was developed
using MODIS Aqua data and ground truth SSS data measured at USGS stations along the
US coast.
Material and Methods
The data used in this chapter included both ground truth (in situ) SSS data and satellite
measurements of bands water-leaving reflectance remotely sensed by the MODIS sensor
on board the Aqua platform. The in situ SSS data were composed of nearshore data and
offshore data.
The in situ SSS data were obtained from U.S. Geological Survey (USGS) observation
stations (http://maps.waterdata.usgs.gov/mapper/index.html) and World Ocean Database
(http://www.nodc.noaa.gov/). More specifically, nearshore SSS data from October 2007 to
September 2014 were collected from 28 USGS stations along the US coastlines, including
14 stations along Louisiana coast, 2 stations along Texas coast, 4 stations along Florida
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coast, 2 stations along New Jersey coast, and 6 stations along California coast, as shown in
Figure 1 (solid circles). The USGS data were recorded with a frequency of 1 hour. Offshore
SSS data from January 2012 to December 2014 were acquired from 32 World Ocean
Database datasets (including 12 high-resolution conductivity/temperature/depth datasets, 4
profiling floats datasets, and 16 gliders datasets), as shown in Figure 4.1 (solid triangles).

Figure 4.1 Locations of nearshore (solid circles) and offshore (solid triangles) SSS
monitoring stations along the coastlines in California, Texas, Louisiana, Florida, and New
Jersey, USA.
Satellite data used in this chapter were obtained from MODIS on board the Aqua
platform. Water-leaving reflectance data were extracted from the MODIS Aqua Level 2
imagery. MODIS Aqua Level 2 products with a resolution of 1 kilometer were downloaded
from the OceanColor website (http://oceancolor.gsfc.nasa.gov) and then processed using
the SeaWIFS Data Analysis System (SeaDAS). The electromagnetic wavelength longer
54

than 700 nm is increasingly absorbed whereas the wavelength less than 300 nm is scattered
by non-absorbing particles such as zooplankton, suspended sediments, and dissolved salts
(Marghany et al. 2010). In order to avoid the effects of non-absorbing particles, only waterleaving reflectance for visible bands was considered: bands 1 (645 nm), 3 (469 nm), 4 (555
nm), 8 (412 nm), 9 (443 nm), 10 (488 nm), 11 (531 nm), 12 (547 nm), 13 (667 nm), and
14 (678 nm).
In order to eliminate cloud contamination, a standard MODIS cloud mask encrypted
in Level 2 flags was applied. The Level 2 flag algorithm could be used to determine the
presence of cloud or ice by the Rayleigh-corrected reflectance at 869 nm. Image pixels
associated with Rayleigh-corrected reflectance at 869 nm larger than 0.027 were denoted
as having cloud or ice contamination (Baith et al. 2001). , MODIS images with the highest
quality (quality control flag of 0) were utilized in this chapter. In order to make the waterleaving reflectance for different bands compatible, it was normalized using Equation 2.1.
The normalized parameters were utilized as the input variables of a new algorithm for SSS
retrieval.
For the convenience of algorithm development, in situ SSS data were also normalized
using the following nonlinear function (Equation 4.1a) for the Gulf of Mexico coast and
the linear function (Equation 4.1b) for the Atlantic coast and the Pacific coast:

~ 2  arctan( SSS )
S

(for Gulf of Mexico coast)

(4.1a)

SSS  SSS min
~
S 
SSS max  SSS min

(for Atlantic and Pacific coast)

(4.1b)
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~
where the normalized salinity, S , varies in the range of 0 - 1. The SSSmax and SSSmin refer

to historical maximum and minimum values of observed SSS from January 2012 to
September 2014, respectively.
The discrete distribution of SSS along the Gulf of Mexico coast was due to locations
of ground truth SSS monitoring stations: some stations were located in freshwater areas
while some stations were located in seawater areas. Equation 4.1a was appropriate in this
region because variation of SSS collected from the Gulf of Mexico coast was large.
Equation 4.1b was utilized to normalize SSS in areas where SSS data were continuously
distributed (along the Atlantic and the Pacific coast).
The Artificial Neural Networks (ANN) toolbox in the MATLAB program was utilized
to construct a remote sensing data-driven algorithm for retrieval of SSS. The ANN has
proven to be an effective method for the development of nonlinear relationships between a
dependent variable and independent variables (Zhang et al. 2015).
The water-leaving reflectance data collected from MODIS Aqua imagery along
Louisiana coast from October 2007 to December 2011 were used in the input layer while
the nearshore SSS data for the same period measured at USGS stations along Louisiana
coast were employed in the output layer for the algorithm development. The input and
output datasets were randomly split into three groups, including training (60% of data),
validating (20% of data), and testing (20% of data). While reflectance data for the ten bands
were used, the best-trained ANN algorithm involved only bands 1, 4, 8, 9, 10, and 14.
To further test the reliability of the ANN algorithm developed with the four years of
data (October 2007 - December 2011), the cross-validation of the ANN algorithm with
additional datasets was needed. To that end, independent cloud-free MODIS Aqua data
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collected from January 2012 to September 2014 were used to run the ANN algorithm for
the retrieval of SSS and for the comparison with corresponding ground truth SSS data
observed along the US coast in Louisiana, Texas, Florida, New Jersey, and California.
A sensitivity analysis was conducted to determine the importance of water-leaving
reflectance for different MODIS Aqua bands for the retrieval of SSS. While a large number
of methods are available for sensitivity analysis, the one-at-a-time (OAT) method is simple,
effective, and particularly applicable to ANN models (Zhang et al. 2015). To that end, all
input variables involved in the algorithm were changed one by one from -40% to +40%.
More specifically, reflectance for band 1, band 4, band 8, band 9, band 10, and band 14
were changed individually by ± 5%, ± 10%, ± 20%, ± 30%, and ±40%, respectively.
Sensitivity of the algorithm to a specific variable (band reflectance) was measured by the
percent changes in the calculated SSS (output) due to the percent changes in the input
variables.
Results and Discussions
Figure 4.2 displays results of the sensitivity analysis, where the filled columns indicate
percent changes in derived SSS due to positive changes (+5%, +10%, +20%, +30%, and
+40%) of the reflectance for different bands while the hollow columns indicate similar
percent changes in derived SSS due to negative changes (-5%, -10%, -20%, -30%, and 40%) of reflectance for different bands. It could be seen from Figure 4.2 that bands8 and 1
were by far the two most important bands for the retrieval of SSS, followed by band 10
and then band 14. Bands 4 and 9 were the least important for the retrieval of SSS. Overall
speaking, negative changes of the reflectance for bands 1 and 8 along with positive changes
of the reflectance for bands 10 and 14 caused negative changes in the derived SSS.
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Likewise, positive changes of the reflectance for bands 1 and 8 along with negative changes
of the reflectance for bands 10 and 14 led to positive changes in the derived SSS. Any
change of the reflectance for bands 4 and 9 yielded a positive change in the derived SSS.
The sensitivity of the derived SSS to the reflectance for individual bands could be ranked
from the highest to the lowest as: bands 8, 1, 10, 14, 9, and 4.

Figure 4.2 Sensitivity of remotely sensed SSS to water-leaving reflectance for MODIS
Aqua bands 1, 4, 8, 9, 10, and 14.
It should be noted that effects of bands 4 and 9 on the retrieval of SSS were not
negligible even though SSS was the least sensitive to these two bands. Bands 4 and 9 are
commonly used as key bands for the estimation of CDOM that is again employed to
determine SSS by means of inverse CDOM-salinity relationships (Chen et al. 2005, Sun et
al. 2011, Tehrani et al. 2013, Zhu and Yu 2013). The results of sensitivity analysis were
consistent with previous findings. It was reported that SSS has a strong relationship with
the reflectance for bands 1 to 7 acquired from MODIS Aqua data for different oceans
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(Dagamseh et al. 2010, Wong et al. 2007). Urquhart et al. (2012) found that the MODIS
bands 8, 9, 10, and 14 are significantly correlated with salinity. Therefore, the variables
(reflectance for bands 1, 4, 8, band 9, 10, and 14) used in the ANN algorithm were properly
selected.
Figure 4.3 shows the performance of the ANN algorithm for the algorithm development
phase. It could be seen that the derived SSS followed the variation trend of observed data
and fit observed data very well. More details about Figure 4.3 are summarized in Table 4.1.
The table again confirmed the excellent fitting of the derived SSS, evidenced by the very
high correlation coefficient (describing the correlation between the variation trends in both
the observed and model-derived SSS), almost identical mean and median values between
the observed and model-derived SSS, and the nearly negligible root-mean-square error

Figure 4.3 Comparison between the normalized SSS derived using the ANN algorithm and
the normalized in situ SSS measured at USGS stations for algorithm development phase
from October 2007 to December 2011 in nearshore areas along Louisiana coast, USA.
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(RMSE) of the derived SSS. In order to further test the performance of the ANN algorithm
for the retrieval of SSS, cross-validation of the algorithm using the independent data, which
were temporarily beyond the algorithm development period and spatially beyond Louisiana
coast, was important.
Table 4.1 Statistical measures of in situ SSS and derived SSS for algorithm development
phase from October 2007 to December 2011 in nearshore areas along Louisiana coast, USA.
Statistical indicators
Linear correlation coefficient (LCC)
Root mean square error (RMSE)
Standard deviation of bias
Arithmetic mean
Median
*NA: Not applicable.

In situ SSS
NA*
NA
NA
0.8701
0.9359

Derived SSS
0.9461
0.0566
0.0566
0.8698
0.9208

Figure 4.4 shows the comparison between derived SSS and in situ SSS for crossvalidation phase and Table 4.2 summarizes statistical measures. More specifically, the
panels (a), (b), (c), (d), and (e) in Figure 4.4 exhibit the performance of the ANN algorithm
with the cross-validation data measured along the Gulf of Mexico coast (Louisiana, Texas,
and Florida), the Atlantic coast (New Jersey), and the Pacific coast (California). The crossvalidation data were not used in the development phase of the ANN algorithm. It could be
seen from the panels that the derived SSS followed the variation trend of observed SSS
particularly in the panels (a), (c), (d), and (e). This was confirmed in Table 4.2 by the low
RMSE of 0.0873 (Louisiana), 0.1192 (Florida), 0.1145 (New Jersey), and 0.0798
(California), the low standard deviation of bias of 0.0850 (Louisiana), 0.0926 (Florida),
0.1161 (New Jersey), and 0.0788 (California), and the high linear correlation coefficient of
0.9076 (Louisiana), 0.9797 (Florida), 0.9370 (New Jersey), and 0.8271 (California). The
identical mean and median values in Table 4.2 in Louisiana, New Jersey, and California
also indicated a substantial agreement between the remotely sensed and in situ SSS.
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It appears from the panels (b) and (c) that the normalized SSS measured at the Texas
and Florida sites often exhibited extreme values around either 0.9 or 0.1. This was
particularly true for the Texas sites where the derived SSS values were significantly
different from observed ones in summer 2014 for some reason, causing a relatively low

(a)

(b)
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(c)

(d)
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(e)

Figure 4.4 Comparison between remotely sensed SSS and ground truth data measured at
USGS stations for the algorithm cross-validation phase from January 2012 to September
2014 in nearshore areas along the US shorelines in (a) Louisiana, (b) Texas, (c) Florida, (d)
New Jersey, and (e) California.
LCC of 0.8379, high RMSE of 0.2346, and high standard deviation of bias of 0.2323. While
the performance of the ANN algorithm for Texas sites was not so good as compared with
the sampling sites in other states, the performance for the Texas sites was still better than
that of other existing SSS algorithms in terms of the statistical measures (Bowers and Brett
2008, D’Sa and DiMarco 2009, Urquhart et al. 2012). The panel (c) indicated that the ANN
algorithm overestimated the extremely low SSS for Florida sites, as confirmed by the
higher mean and median values of the derived SSS than those of in situ SSS. Unlike the
Gulf of Mexico coast, SSS along the Pacific coast (Panel e) and particularly the Atlantic
coast (Panel d) displayed a clear seasonality with high SSS in summer and low SSS in
winter. The seasonality of SSS was well retrieved by the ANN algorithm.
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Despite the small issues with the Texas and Florida data and slightly lower performance
in the cross-validation phase than the algorithm development phase, the ANN algorithm
demonstrated consistently superior performance for the retrieval of SSS for over 7 years of
in situ data from the Gulf of Mexico coast, the Atlantic coast, and the Pacific coast along
the US shorelines. It meant that the ANN algorithm developed in this chapter was also
applicable to other coastal regions.
Table 4.2 Statistical measures of derived SSS and in situ SSS data for the algorithm crossvalidation phase from January 2012 to September 2014 in nearshore areas along the US
shorelines in (a) Louisiana, (b) Texas, (c) Florida, (d) New Jersey, and (e) California.
Statistical indicators
Louisiana
Linear correlation coefficient
Root mean square error
Standard deviation of bias
Arithmetic mean
Median
Texas
Linear correlation coefficient
Root mean square error
Standard deviation of bias
Arithmetic mean
Median
Florida
Linear correlation coefficient
Root mean square error
Standard deviation of bias
Arithmetic mean
Median
New Jersey Linear correlation coefficient
Root mean square error
Standard deviation of bias
Arithmetic mean
Median
California
Linear correlation coefficient
Root mean square error
Standard deviation of bias
Arithmetic mean
Median
*NA: Not applicable.

In situ SSS
NA*
NA
NA
0.8440
0.9271
NA
NA
NA
0.5829
0.9384
NA
NA
NA
0.3530
0.1257
NA
NA
NA
0.5773
0.6796
NA
NA
NA
0.8098
0.8404
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Derived SSS
0.9076
0.0873
0.0850
0.8642
0.9193
0.8369
0.2346
0.2323
0.6087
0.7361
0.9797
0.1192
0.0926
0.4283
0.2361
0.9370
0.1145
0.1161
0.5778
0.6513
0.8271
0.0798
0.0788
0.8240
0.8503

While the ANN algorithm was developed for retrieval of SSS in coastal (primarily
nearshore) waters, it would be beneficial if the algorithm could also be applied to offshore
deep ocean waters. To that end, the ANN algorithm was compared with the Hybrid
Coordinate Ocean Model (HYCOM) that was designed as a generalized coordinate ocean
model (https://hycom.org/). The performance of two algorithms in SSS retrieval is shown
in Figure 4.5 for both nearshore areas (Panel a) and offshore (Panel b) areas.
It could be seen clearly from Figure 4.5(a) that the SSSLSU fit observed nearshore data
accurately while the SSSHYCOM overestimated, with high deviations, the nearshore salinity.
It appeared from panel (a) that the errors involved in the SSSHYCOM were not systematic,
implying that the HYCOM model was not applicable for nearshore waters. Figure 4.5(b)
shows a completely different performance: the SSSHYCOM fit observed offshore salinity
accurately while the SSSLSU systematically underestimated the offshore salinity. The
systematic errors could be easily corrected using the following equation:

SSS R  SSS LSU  S

(4.3)

where SSSR refers to revised sea surface salinity and S refers to the systematic error or the
difference between the in situ SSS and the SSS derived using the new ANN algorithm
(SSSLSU).
The error (S) could be estimated using the empirical linear relationship shown in
Figure 4.6. Obviously, S = 0 and SSSR was equal with SSSLSU in nearshore areas. It should
be noted that Equation 4.3 should not be applied to oceans beyond the distance range (0 –
1.6 decimal degrees) to make sure that the revised salinity remained in the normal range of
salinity.
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Figure 4.5 Comparison between the SSS derived using the new ANN algorithm (called
SSSLSU) and HYCOM (called SSSHYCOM) against in situ SSS data observed on cloud free
days from January 2012 to September 2014 for (a) nearshore areas and (b) offshore areas
in the northern Gulf of Mexico.
Unlike ocean areas where far from shorelines, tidal motion, winds, and sometimes
river discharge highly vary in coastal areas, thus variation of SSS is in a relatively larger
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range in nearshore areas. Development of satellite SSS retrieval algorithm in this chapter
was based on in situ SSS collected from coastal observation stations, errors increased with
the distance from shorelines (Figure 4.6).

Figure 4.6 Variation of errors with distance from shorelines (R refers to correlation
coefficient).
Despite the extensive efforts made by satellite product developers, uncertainties still
exist in SSS retrieval over oceanic regions because of strong wind (Xie et al. 2014). In
order to demonstrate spatial distribution of SSS in the northern Gulf of Mexico, errors must
be minimized and a correction was needed to modify satellite SSS retrieval algorithm for
offshore areas. In Figure 4.7, in situ salinity data were collected from cloud-free days from
January 2012 to September 2014 at WOD stations. Two types of corrections were
considered: linear correction and ln correction. By assuming a ln distribution of errors, ln
correction function modified satellite SSS retrieval algorithm in a reasonable way and it
had the potential to be further applied to wider extent. While according to values of
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correlation coefficient (R) shown in Table 4.3, linear correction better modified satellite
SSS retrieval algorithm than ln correction by assuming a linear distribution of errors.
Average error decreased from 4.86 ppt to 0.46 ppt after embedding the linear correction
function in ANN algorithm. The error of SSS R was close to that of SSS HYCOM in offshore
areas which was estimated to be 0.39 ppt. Based on limited number of cloud-free days,
linear correction efficiently improved the accuracy of SSS derived using satellite SSS
retrieval algorithm in offshore areas.
Table 4.3 Statistical measures of SSS derived using HYCOM ( SSS HYCOM ), SSS derived
using the new ANN algorithm ( SSS LSU ), and revised SSS ( SSS R ) in offshore areas.

SSS HYCOM

SSS R

SSS LSU

(ln correction)

SSS R
(linear correction)

Correlation
coefficient (R)

0.53

0.17

0.25

0.42

Average error, ppt

0.39

4.86

1.46

0.46

This chapter was concerned with sea surface salinity, thus horizontal distribution of
SSS was discussed. SSS was determined by evaporation and precipitation in a large extent,
as well as icing, ice melting. Surface runoff, ocean currents, and other factors also have a
great impact. To analyze variation of SSS, satellite SSS retrieval algorithm was applied to
derive the SSS in the northern Gulf of Mexico on December 18, 2012 and March 13, 2014.
Resolution was defined as 0.05 degree (latitude) and 0.11 degree (longitude). It was
observed from Figure 4.7 that variation of SSS along shorelines was higher and SSS along
shorelines was lower because inland rivers and streams discharged freshwater to nearshore
areas.
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Large errors might occur as locations of sampling events were close to the mouth of
estuaries where increased freshwater flow together with larger variability in discharge of
sediments, organic matter, detritus, and chlorophyll concentration were commonly
observed. SSS in coastal areas was highly variable due to tidal motion, winds, and
sometimes river discharge. As shown in Figure 4.7, USGS stations were located in lakes
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Figure 4.7 Spatial distributions of SSS derived using (a) revised LSU algorithm (SSSR) and
(b) HYCOM (SSSHYCOM) on December 18, 2012 and SSS derived using (c) revised LSU
algorithm (SSSR) and (d) HYCOM (SSSHYCOM) on March 13, 2014 in the northern Gulf of
Mexico.
or bay areas close to shorelines. Water levels in these areas were averagely above 56% of
historical records, indicating probable a discharge from inland streams. Mississippi River
discharged 218,700 cfs-1 of freshwater on December 18, 2012 and the discharge slightly
decreased to 208,400 cfs-1 on March 13, 2014. Atchafalaya River (close to P4) discharged
47,500 cfs-1 and 141,000 cfs-1 of freshwater to the Gulf of Mexico on these two days,
respectively. The discharge of Atchafalaya River was significantly smaller than that of
Mississippi River, while discharge of both rivers overtook ~63% of historical records on
December 2012 and March 2014. Likewise, Calcasieu River (close to P5) discharged 91
cfs-1 of freshwater to the Gulf of Mexico on December 18, 2012, which was higher than
over 50% of historical discharge. On March 13, 2014, the discharge of Calcasieu River
increased to 1,040 cfs-1, which explained larger area of low salinity zone along shorelines
in the Gulf of Mexico. River discharge affected SSS in a large extent because large volume
of water flowed from inland areas to coastal regions significantly reduced salinity level.
This also explained low SSS zones shown in Figure 4.7. SSS in north and south subtropical
seas (south Gulf of Mexico) was relatively higher because this region was under control of
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high pressure all the year round and evaporation was greater than precipitation. Spatial
distribution of SSS R showed relatively high variation of SSS in nearshore areas due to
surface runoff and revealed that nearshore SSS was lower than offshore SSS in the northern
Gulf of Mexico. On both December 18, 2012 and March 13, 2014, SSS HYCOM demonstrated
high values even in nearshore areas. Spatial distribution of SSS R revealed more details
about variation of SSS from nearshore areas to offshore areas than that of SSS HYCOM . Since
observation stations which provided in situ SSS data were sparsely and irregularly
distributed, a large portion of ocean/coastal areas remained not sampled, in situ SSS
measurements in a point scale were insufficient to describe spatial variation of SSS in fine
scales (Wang and Xu 2008). With the continuously distributed SSS derived using satellite
algorithm, retrieval of salinity was no longer limited by sampling locations.
Errors of SSS derived using developed algorithm might be induced not only by errors
of instrumental noises but also by surface wind detected by satellite sensors. Another
limitation was the data itself: in situ SSS measurements presented in this chapter were
measured at different water depths at different USGS and WOD stations. Satellite remote
sensing was useful in detecting sea surface reflectance signals but was unable to penetrate
below the ocean’s surface; and clouds often limited the availability of data. With absorptive
properties of CDOM, shape of the remote sensing signals in these regions was affected by
phytoplankton mass, and detritus. Further model development and variable specification
would be carried out to understand the effects of these environmental conditions on salinity
derived using satellite SSS retrieval algorithm. Larger temporal and spatial coverage of
synoptic sea surface measurements and greater in situ salinity sampling efforts would
further improve this approach.
71

Conclusions
A satellite SSS retrieval algorithm was developed and validated to fill the gap between
existing offshore SSS algorithms and practical needs in nearshore areas. Artificial Neural
Network (ANN) method was utilized to conduct the new satellite SSS retrieval algorithm
using MODIS satellite data. It demonstrated that the remote sensing was an effective tool
for water quality modeling in nearshore areas where there was a lack of monitoring stations.
This algorithm has been validated by comparing temporal variation of derived SSS with in
situ SSS for nearshore areas along US shorelines in not only Louisiana, but also Texas,
Florida, New Jersey, and California. Unique contributions from this chapter could be
summarized as follows:
(1) Six bands were selected in this chapter to obtain water-leaving reflectance. Bands
1, 4, 8, 9, 10, and 14 were selected due to reported strong correlation with SSS. According
to results of sensitivity analysis, importance of reflectance for different bands could be
ranked as: band 8, band 1, band 10, band 14, band 9, and band 4.
(2) By comparing with in situ SSS, satellite SSS retrieval algorithm showed its
advantage in nearshore SSS retrieval and HYCOM showed its advantage in offshore SSS
retrieval with higher linear correlation coefficient ranged from 0.9471 to 0.8261. In order
to compensate relatively large errors in offshore SSS retrieval, a linear correction function
was estimated and embedded in satellite algorithm. Revised satellite SSS retrieval
algorithm showed its priority in retrieval of SSS with higher resolution and accuracy.
Resolution of SSS derived using satellite SSS retrieval algorithm was determined by
resolution of MODIS level 2 products, which had daily coverage with a 1 kilometer
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resolution at nadir. While HYCOM had a equatorial resolution of 1/25°and a latitudinal
resolution of 1/25°or ~3.5 kilometers.
(3) The satellite SSS retrieval algorithm has achieved a good accuracy in nearshore
areas along shorelines in Louisiana, Texas, Florida, California, and New Jersey. Results of
the cross-validation showed that there was a strong correlation between SSS LSU and in situ
SSS measurements in nearshore areas along shorelines in Louisiana, Florida, and New
Jersey with linear correlation coefficient of 0.9076, 0.9797, and 0.9370, respectively. The
SSS derived using the new satellite retrieval algorithm tended to achieve higher accuracy
especially in nearshore areas, which had important practical use in coastal management
since coastal areas provide habitats for variety of aquatic creatures and places for human
recreational activities.
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Chapter 5: Modeling and Predictions of Oyster Norovirus Outbreaks along
Louisiana Gulf Coast
Introduction
Norovirus is a highly infectious and costly pathogen (Wang & Deng 2012). It is the
leading cause of endemic diarrheal disease across all age groups and the cause of half of
all gastroenteritis outbreaks worldwide. At this time, little can be done to prevent human
health risks of norovirus because there is no vaccine to prevent norovirus infection and no
drugs to treat it, and no model to predict norovirus outbreaks. However, it might be possible
to prevent or at least reduce norovirus infection and associated costs by monitoring
norovirus indicators daily and predicting norovirus outbreaks in advance, if environmental
factors that predict the outbreaks can be identified and modeled.
Norovirus is commonly found in oysters growing in contaminated waters. Oyster
contamination with norovirus may occur after a heavy rainfall, which often results in
contaminated overland runoff, combined sewer overflow or hydraulic overload in sewage
treatment plants (Le Guyader et al. 2006; Miossec et al. 2000; Yang et al. 2012; Ye et al.
2014). Oysters filter large volumes of water as part of their feeding activities and are able
to accumulate and concentrate norovirus in their tissues (Le Guyader et al. 2010). Therefore,
oyster contamination with norovirus may cause norovirus outbreaks. While
environmentally-mediated norovirus outbreaks do not occur frequently, outbreaks may
have substantial impacts on human health, with symptoms including diarrhea, nausea,
vomiting, and abdominal cramps (Louisiana Office of Public Health 2010). In addition,
secondary transmission from person to person may occur, and outbreaks may result in
school and workplace closures, as well as the closure of oyster harvest areas and costly
oyster recalls. Oyster norovirus outbreaks have been reported worldwide. Westrell et al.
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(2010) reported 334 cases in 65 clusters of oyster norovirus outbreaks from January –
March 2010 in five European countries, including the United Kingdom, Norway, France,
Sweden, and Denmark. A total of 305 cases were attributed to oyster norovirus outbreaks
that occurred from December 16, 2003 to January 04, 2004 in Singapore (Ng et al. 2005).
Multiple clusters of norovirus outbreaks were associated with raw oyster consumption
affecting 36 people in British Columbia, Canada, in 2010 (McIntyre et al. 2012), and 525
cases were identified in March 2013 in Australia from consumption of norovirus
contaminated oysters (Lodo et al. 2014).
Oysters are filter feeders that pump a large amount (about 5 liters/hour) of water
(including norovirus in the water) through their gills and mantle (Wang and Deng 2012).
Oyster norovirus outbreaks appear to be influenced by environmental factors, such as
rainfall, temperature, and salinity (Wang and Deng 2012). Norovirus outbreaks in oyster
harvest waters often take place during cold weather (Maalouf et al. 2010). Wastewater
effluent from failing wastewater treatment plants may be a common route of norovirus
transmission after heavy rainfall (Schijven et al. 2013, Flannery et al. 2012, 2013). Maalouf
et al. (2010) found that norovirus tends to attach to fine sediment particles or silts which
provide protection when salinity is low. As a result, viruses are protected by marine
sediment and may persist in an infectious state for several months especially when salinity
is low. In oyster harvest areas, norovirus survival rates increase with reduced exposure to
ultraviolet light (Lee and Ko 2013). A 1-month follow up study showed that strong winds
cause rapid increase in norovirus in oyster harvest waters (Grodzki et al. 2012). However,
in spite of recent progress in identifying individual environmental risk factors for norovirus
outbreaks, little is known about key environmental factors controlling the outbreaks.
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The overall goal of this chapter was to establish a quantitative model for predicting
oyster norovirus outbreaks. The specific objectives were (1) to identify environmental
predictors for oyster norovirus outbreaks and (2) to construct a model for estimating the
relative risk level of an oyster norovirus outbreak.
Material and Methods
Due to the lack of concentration data for norovirus in oyster harvest areas, a model was
developed to predict the risk of potential oyster norovirus outbreaks in a probabilistic
fashion, similar to weather forecasts. To that end, a relative risk level-based Artificial
Neural Network (ANN) model was developed using historical data on norovirus outbreaks
in 30 oyster harvest areas from 1994 – 2007, for predicting the risk of potential oyster
norovirus outbreaks in a probabilistic fashion, similar to weather forecasts.
Louisiana is one of the primary oyster-producing states in the United States. There are
30 oyster harvest areas along the Louisiana coast (Figure 1.2). Areas 1 – 7 are located to
the south of Lake Pontchartrain and to the east of the Mississippi River while Areas 8 – 30
are located west of the river. Areas 29 and 30 are actually in the Calcasieu River estuary.
In addition to fresh water discharges from the rivers and lakes, the oyster harvesting areas
may also receive sewage from oyster-harvesting boats and failing septic systems along the
shoreline, and contaminated urban stormwater runoff and combined sewer overflows from
nearby cities, constituting potential sources of oyster norovirus contamination (Schaeffer
et al. 2013).
Historical norovirus outbreaks in Louisiana oyster harvest areas were recorded in
Louisiana morbidity reports released annually by Louisiana Department of Health and
Hospitals (Table 5.1). Some additional data for individual outbreaks, such as the duration
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and the number of infected people, were provided by Ronald J. Dugas, at the Louisiana
Department of Wildlife and Fisheries.
Table 5.1 Norovirus outbreaks during 1994-2013.
Norovirus Outbreak Period
Areas
01/25/1996-02/16/1996
6, 7
02/08/1996-02/23/1996
6, 7
12/22/1996-01/03/1997
6, 7
03/01/2002-03/31/2002
1
03/12/2002-13/28/2002
6, 7
12/10/2007-12/21/2007
3
03/20/2010-03/25/2010
3
03/06/2010-03/24/2010
7
03/27/2010-03/30/2010
13
04/26/2012-05/08/2012
23
12/28/2012-01/04/2013
30
* Outbreaks data were collected from Louisiana
(http://dhh.louisiana.gov/index.cfm/newsroom/archives/126)

Morbidity

Reports

Environmental data for five environmental predictors were collected for the years
1994-2014. Due to the limited number of norovirus outbreak events, the 21 years of data
were split into two data periods based on time sequence of norovirus outbreaks: Period 1
(1994-2007) used for model development and Period 2 (2008-2014) for prediction
(independent testing or cross-validation). Data for gage height, water temperature, and
salinity

were

obtained

from

U.S.

Geological

Survey

(USGS)

stations

(http://www.usgs.gov/) located in Louisiana oyster harvest areas, while data for rainfall
and wind (including wind speed and direction) were obtained from Louisiana State
University Agricultural Center (LSU AgCenter) stations (http://weather.lsuagcenter.com)
(Figure 1.2).
Gage height is essentially the water depth in an oyster growing area. It was selected as
a potential predictor because low gage height (low water depth) may reduce dilution of
sewage-contaminated runoff from antecedent rainfall, thus potentially increasing norovirus
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concentrations in oyster growing water (Wang and Deng 2012). Water temperature was
selected as an environmental predictor since cold weather or low temperature favors
norovirus survival (Westrell et al. 2010). Salinity has also been reported to affect the
persistence of norovirus in oyster harvest waters by enhancing virus binding to fine
sediment particles (Maalouf et al. 2010). Salinity is primarily controlled by freshwater
discharges from upstream drainage basins through rivers. Rainfall was also selected as a
potential predictor because it facilitates the transmission of norovirus from inland sources
to oyster growing waters (Wang and Deng 2012). Finally, wind was included as an
environmental predictor and defined as a function (product) of both wind speed and wind
direction. Generally, an onshore wind causes water levels to rise at the coast (set-up), while
an offshore wind causes water levels to fall (set-down). It was hypothesized that offshore
winds would facilitate the transmission of norovirus from land to oyster harvest waters, in
addition to causing water levels to fall, thus increasing the concentration of norovirus in
oyster growing waters. Because the wind direction that determines if the wind is onshore
or offshore varies among different locations, a dichotomous indicator variable (1 if offshore,
0 if onshore) was defined separately for each location. Specifically, winds blowing from
180–360 degrees were defined as offshore in oyster harvest areas 1 – 7, winds from 90–
270 were classified as offshore in oyster harvest areas 8–17, and winds blowing from 0–
180 degrees were classified as offshore for areas 18-30. It should be noted that wind, as the
product of speed and direction, is not a dichotomous variable.
Due to the sparse distribution of LSU AgCenter weather stations, several oyster
harvesting areas share the data from a common nearby weather station. Specifically, the
rainfall and wind data from Hammond station are used for Areas 1 – 3 while data for Areas
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4 – 7, 8 – 19, 20 – 26, and 27 – 30 are collected from the stations in the cities: Port Sulphur,
Houma, Jeanerette and St. Gabriel, and Lake Charles, respectively.
Since a USGS station is located at the border between Areas 2 and 3, the two areas (2
and 3) share the same data from the USGS station. Due to missing data in some years for
Area 24, the same datasets are used for Areas 24 and 26. Likewise, Areas 29 and 30 are
also treated as a single area in terms of data sharing. As a result, there are only 12 oyster
harvest areas, where independent data are available, including Areas 1, 2 (including 3), 6,
7, 12, 13, 14, 15, 17, 19, 24 (including 26), and 30 (including 29). In areas containing two
or more USGS stations, the station with the most complete data was used as the primary
station, and the other stations were used as a source of supplementary data. Both USGS
data and LSU AgCenter data are available online at the hourly time scale, making it
possible to obtain the daily maximum, daily minimum, daily change, and daily average of
the variables, which are needed in the predictive model.
Stepwise regression analysis has been widely used to select model input variables
(predictors) and reduce the number of potential model input variables for ANN analysis
(Zhang et al. 2015 and 2012, Genell et al. 2010). A forward stepwise regression (PROC
REG, SELECTION = STEPWISE, SAS 9.2) was utilized to select a final set of model
predictors of norovirus outbreaks based on both the partial R-square values for individual
variables, and the overall model R-square values. A large pool of potential environmental
predictors was begun with that included several measures of gage height [daily maximum
gage height, minimum gage height, average gage height, and daily change in gage height
(daily maximum gage height – daily minimum gage height)], water temperature (daily
average temperature, minimum temperature, and maximum temperature), rainfall (rainfall
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on the same day, and rainfall on 1 to 15 previous days), salinity (daily average salinity,
maximum salinity, and minimum salinity), and wind (direction and speed). Environmental
variables selected for the final model, ranked from the highest to lowest individual Rsquare values, were maximum gage height, minimum temperature, wind (offshore or
onshore, as defined above), change in gage height, rainfall 9 days before, and minimum
salinity, with all variables except rainfall defined by values on the current day. Variables
were automatically selected in the stepwise regression analysis based on individual Rsquare p-values < 0.05 with the exception of salinity (p = 0.15), which was included
because it improved the overall model R-square value by 9.84%.
After selection, all model input variables involved in this chapter were normalized to a
range of 0 – 1 using Equation 5.1, where x represents a model input variable, max(x) and
min(x), refer to observed historical maximum and minimum values of a, respectively. The
parameter, Normalized (x), stands for the normalized variable of x.
Normalized x  

x  min x
max x  min x

(5.1)

After normalization, the relation between each environmental predictor (with the
exception of rainfall, which had a limited distribution) and the frequency of norovirus
outbreaks was examined graphically (Figure 5.1). It can be seen from Figure 5.1(a) that the
frequency of norovirus outbreaks has a highly nonlinear relationship with the normalized
gage height (GH) and daily change in gage height (DCGH). Basically, about 70% of
historical norovirus outbreaks occurred when GH was lower than 0.2. For this reason, the
variable, (0.5GH)DCGH (selected through a trial-and-error procedure to produce the best
fit curve in Figure 5.1(a)), was actually used as a model input variable in lieu of the daily
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Figure 5.1 Frequency distributions of normalized environmental predictors: (a) gage height
(GH) and daily change in gage height (DCGH), (b) temperature (T), (c) salinity (S), and
(d) wind (W).
change in gage height while GH was also included as another model input variable. The
nonlinear relationship was derived by using the Microsoft Excel LINEST function for
multivariate regression with the frequency of norovirus outbreaks as the dependent variable
and the predictors, (0.5GH)DCGH and GH, as independent variables. Temperature, salinity,
and wind had approximately linear relations with the frequency of oyster norovirus
outbreaks (Figure 5.1B, C, and D) and were therefore modeled as normalized continuous
variables. The regression coefficients of these three variables were estimated utilizing
LINEST function in Excel 2013 as well. The trend lines and fitting equations have been
shown on Figure 5.1A, B, C, and D to visualize relationship between environmental
predictors and frequency of oyster norovirus outbreaks. However, the values of variables
that were negatively associated with outbreaks were subtracted from 1 so that all predictors
would be positively associated with the relative risk level of an outbreak, such that the final
set of normalized predictors used as input for the ANN model were 1–gage height, (0.5gage
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height

)*daily change in gage height, 1–temperature, 1–salinity, wind, and rainfall 9 days

prior.
The Artificial Neural Network (ANN) was previously found to be a simple yet effective
tool for describing nonlinear relationships between the concentration of fecal indicator
bacteria in coastal recreational waters and environmental variables (Zhang et al. 2015,
Zhang et al. 2012). A significant advantage of an ANN model over numerical models is its
flexibility in dealing with a large number of model input variables when the specific
functional relationship between a dependent variable and independent model input
variables is unknown, as is the case for norovirus outbreaks. ANN Toolbox in the
MATLAB Program (version 2010a) was used to train a feed-forward ANN model using
the error back-propagation algorithm to integrate the environmental predictors for the
prediction of oyster norovirus outbreaks. The ANN model architecture consists of an input
layer with the 6 predictor variables, a hidden layer with 20 neurons, and an output layer
that displays the estimated relative risk level of oyster norovirus outbreaks based on the
model. In the model development phase, the normalized datasets for the six input variables,
collected from 1994 -2007, were employed in the input layer. The 14 years of data from
the 12 oyster harvesting areas with complete and independent datasets (areas 1, 3, 6, 7, 12,
13, 14, 15, 17, 19, 24, and 30) were first combined without distinguishing one area from
another, and were then randomly split into three groups for training (60% of data),
validation (20% of data), and testing (20% of data). The data values in output layer were
either 1 (if there was an oyster norovirus outbreak) or 0 (if there was no outbreak). It was
identified the best-trained ANN model based on performance of top-ranked models in
reproducing confirmed oyster norovirus outbreaks. Predictions based on the ANN model

85

were compared with historical data for norovirus outbreaks to identify threshold values for
model-predicted relative risk levels that were consistently associated with outbreaks. The
best-trained ANN model was subsequently referred as the Norovirus Outbreak Risk
Forecasting model, or NORF model.
To evaluate the sensitivity of the NORF model to individual model parameters,
measured mean value of each input variable (gage height, temperature, salinity, wind, and
rainfall) was changed, one at a time, by ± 5%, ± 10%, ± 20%, ± 30%, and ±40%,
respectively. Percent change in the model output (i.e., the predicted relative risk level of
an outbreak) was calculated with each incremental change in the normalized predictor
variables.
A cross-validation was performed to measure the predictive ability of the model using
data collected from 2008 – 2014 that were not used in the model development phase. The
primary criterion for assessing model performance during the cross-validation phase was
to accurately predict all past oyster norovirus outbreaks from 2008 – 2014 without
producing false outbreaks.
In addition to Louisiana, the NORF model was also tested as part of the cross-validation
using the data collected from the Copano Bay, Texas, oyster harvesting area for January 1
– December 31, 2013. The data for gage height, temperature, and salinity were collected
from USGS station 8211503 while rainfall data were collected from USGS station 8288570.
Wind speed and direction data were collected from NOAA station 8774513. Winds
blowing from 67.5–247.5 degrees were defined as offshore winds. The data were processed
using the same methods as those for processing Louisiana data. NORF model predictions
of potential oyster norovirus outbreaks in this area were made for 365 days in 2013.
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Results and Discussions
Predicted relative risk levels of norovirus outbreaks based on the NORF model were
compared with the occurrence of reported outbreaks in 1996, 2002, and 2007 and a
threshold model-based relative risk level of 0.6 has been identified that consistently
predicted the observed outbreaks (Figure 5.2). The model prediction directly indicated the
relative risk level of norovirus outbreak (y-axis) on specific date (x-axis).
Two oyster harvest areas (6 and 7) were shut down on February 16 and 23, 1996,
respectively, and oysters harvested in Area 6 from January 25 and Area 7 from February 8
were recalled. The NORF model predicted high norovirus outbreak relative risk levels of
0.733 for February 4 and 0.833 for February 5, respectively (Figure 5.2A). There was
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Figure 5.2 Comparison between the NORF model predicted relative risk levels of norovirus
outbreak and the observed norovirus outbreak relative risk levels (0 or 1) in oyster
harvesting areas along Louisiana Gulf Coast: (a) Areas 6 and 7 with outbreaks in February
and December 1996, (b) Areas 1, 6, and 7 with outbreaks in March 2002, and (c) Area 3
with an outbreak in December 2007 (Note: The red horizontal line denotes the threshold
relative risk level of 0.6 for norovirus outbreaks, implying that a norovirus outbreak would
occur if the model predicted relative risk level is greater than or equal to 0.6; Likewise, the
yellow horizontal line satnds for the threshold relative risk level of 0.5 for non-outbreak,
meaning that there would be no norovirus outbreaks if the model predicted relative risk
level is less than 0.5).
another reported norovirus outbreak in Areas 6 and 7 in December 1996
(http://www.outbreakdatabase.com/details/louisiana-oysters-1996/) that caused multiple
clusters of illnesses (total n = 493) associated with the consumption of noroviruscontaminated raw oysters on December 25. The two areas were closed on January 3, 1997
and oysters harvested between December 22, 1996 and January 3, 1997 were recalled. The
NORF model predicted an outbreak relative risk level of 0.820 for December 18, 1996.
The model prediction suggested that oysters should have been recalled on December 18
instead of December 22, 1996 to January 3, 1997. The NORF model also predicted
norovirus outbreaks that occurred in areas 1, 6, and 7 in March 2002 (Figure 5.2B). In 2007,
oysters harvested in Area 3 between December 10–21 were recalled due to a norovirus
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outbreak, while the NORF model predicted a norovirus outbreak with a relative risk level
of 0.604 for December 16, 2007 (Figure 5.2C).
In general, NORF model predictions were consistent with the reported oyster norovirus
outbreaks, though there were some differences in the timing of the predicted versus
reported outbreak dates. However, the reported onset dates for norovirus outbreaks were
usually estimated based on post-outbreak epidemiologic investigations, and it is possible
that the reported norovirus outbreak onset dates or oyster recall dates may not be accurate.
The NORF model was also run for other years during 1994 – 2007 that did not have any
reported norovirus outbreaks. The model predicted low outbreak relative risk levels (< 0.5)
during all of these years (data not shown). Based on results of model development,
norovirus outbreaks occurred when relative risk level was larger than 0.6 (red horizontal
line, upper limit), while no norovirus outbreaks occurred when relative risk level was
smaller than 0.5 (yellow horizontal line, lower limit). Therefore, it was defined that: 1)
relative risk levels lower than 0.5 referred to “no norovirus outbreak”; 2) relative risk levels
within 0.5-0.6 referred to “probable norovirus outbreak”; and 3) relative risk levels higher
than 0.6 referred to “norovirus outbreak”.
In order to further analyze this model, both sensitivity analysis and independent test
were necessary. Decreases in gage height, temperature, and salinity, and increases in
rainfall and wind, were associated with increases in model-predicted relative risk levels of
oyster norovirus outbreaks (Figure 5.3). Likewise, increases in gage height, temperature,
and salinity, along decreases in rainfall and wind, were associated with lower estimated
relative risk levels. Changes in gage height and temperature had the greatest influence on
model predictions, while salinity, rainfall, and wind also affected model predictions.
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Specifically, the NORF model predicted norovirus outbreak relative risk level increases of
20%, 45%, 103%, 167%, and 243% when the gage height was reduced by 5%, 10%, 20%,
30%, and 40%, respectively. Likewise, the model predicted norovirus outbreak relative
risk level increases of 51%, 95%, 155%, 180%, and 221% for corresponding decreases in
temperature.

Figure 5.3 Sensitivity of NORF model output to environmental predictors. Filled columns
indicate percent changes in the relative risk level (model output) predicted by the NORF
model due to positive changes to model input variables, while the hollow columns indicate
percent changes in the model output due to negative changes to model input variables.
Overall speaking, fake peaks only appeared when changes of environmental parameters
were larger than 20% (data not shown in this figure). According to previous study, decrease
in gage height, temperature, and salinity and increase in rainfall and winds favor the
outbreaks of norovirus. In other words, the relative risk levels of norovirus outbreaks
increased, by reducing gage height, temperature, and salinity or increasing rainfall and
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winds. The changes in percentage of model prediction by changing individual
environmental predictors strictly followed this rule, which ensured that the model was
reliable. Gage height played a key role in norovirus outbreaks in oyster harvest areas.
Sensitivity of temperature was similar to gage height, so did its effects on norovirus
outbreaks. Key environmental predictors were not necessarily the same in different
norovirus outbreaks and different areas.
There were five reported norovirus outbreaks in the independent cross-validation
period from January 2008 - December 2014 (Table 5.1). Three of the five outbreaks took
place in March 2010. Area 3 was closed on March 25 after 14 people became ill due to the
consumption of norovirus contaminated raw oysters harvested between the suspected
(unconfirmed) period of March 20 – March 25 (Figure 5.4A). Nine additional cases were
reported after the closure of Area 3. The NORF model predicted at least two norovirus
outbreaks on March 2 (relative risk level = 0.82) and March 13 (relative risk level = 0.85)
to March 14 (relative risk level = 0.60), respectively. The predicted outbreak on March 2
coincided with an extremely strong offshore wind (normalized value = 0.52, or 16.1 m/s),
low gage height (normalized = 0.09, 0.68 feet) and low temperature (normalized = 0.22,
11.2 ℃).
The model-predicted and reported outbreak dates (March 2 versus March 20) differed
for Area 3, but the model-predicted outbreak on March 2 for Area 3 was close to the date
of a reported norovirus outbreak on March 6 in Area 7 (Figure 5.4B). This area was closed
on March 24 after 14 people were infected by norovirus after eating raw oysters harvested
between March 6 (date inferred from post-outbreak investigation) – March 24. The NORF
model predicted a norovirus outbreak on March 13 in Area 7 with a relative risk level of
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0.85. Environmental conditions that favored an outbreak in Area 7 on this date included an
extremely low gage height (normalized value = 0.08, -0.23 feet), low salinity (0.12, 3.2

92

Figure 5.4 Comparison between the NORF model predicted relative risk levels and the
observed relative risk levels (0 or 1) of the norovirus outbreaks in oyster harvesting areas
along Louisiana Gulf Coast: (a) Areas 2 and 3 with outbreaks in March 2010, (b) Area 7
with an outbreak in March 2010, (c) Area 13 with outbreaks in March in 2010, and (d)
Area 26 with an outbreak in April 2012 and Area 30 with an outbreak in December 2012.
parts per thousand), and strong offshore wind (0.52, 16.1 m/s). Area 13 was also closed on
March 30 after 19 people became ill due to the consumption of norovirus contaminated
raw oysters harvested between March 27 and March 30, 2010 (Figure 5.4C). The NORF
model predicted two norovirus outbreaks in Area 13 on March 22 and 29, respectively,
both with a relative risk level of 0.68. Environmental conditions in Areas 12 and 13 are
very similar and the monitoring stations in the two areas are also very close to each other.
While there were no reported norovirus outbreaks in Area 12, the NORF model predicted
outbreaks on March 13 (relative risk level = 0.74), March 22 (relative risk level = 0.64),
and March 29 (relative risk level = 0.71).
There were two reported norovirus outbreaks in April-May and December 2012 in
Areas 23 and 30, respectively (Figure 5.4D). Area 23 was closed on May 8, 2012 after 14
people became ill with norovirus after eating oysters at a restaurant on April 28 or 29. The
Louisiana Department of Health and Hospitals ordered a recall of all oysters harvested
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from that area since April 26, 2012. Since there is no monitoring station in Area 23, the
NORF model cannot be used to predict outbreaks in this area. The NORF model did predict
a norovirus outbreak in Area 24/26 on April 29, 2012, (relative risk level = 0.67). However,
Areas 22, 24, and 26 were not open for oyster harvesting during this time period
(http://new.dhh.louisiana.gov/index.cfm/newsroom/detail/2484), consequently it was not
possible for norovirus outbreaks to occur in these areas. Another reported norovirus
outbreak (http://www.dhh.louisiana.gov/index.cfm/newsroom/detail/2732) occurred in
Area 30 at the end of 2012. Area 30 was closed on January 4, 2013 after 12 people became
ill with norovirus after eating oysters harvested from this area between December 28, 2012
and January 4, 2013. The NORF model predicted a norovirus outbreak in Area 30 on
December 29, 2012 (relative risk level = 0.72) (Figure 5.4D), consistent with the observed
norovirus outbreak.
The U.S. Food and Drug Administration (FDA) warned consumers not to eat oysters
harvested between December 26, 2013 and January 9, 2014 from Copano Bay, Texas, after
they were linked to a norovirus outbreak that caused six norovirus illnesses
(http://www.fda.gov/NewsEvents/Newsroom/PressAnnouncements/ucm382247.htm)

in

Louisiana residents. The NORF model was employed to predict the relative risk level of
norovirus outbreak in the Copano Bay from January 1 – December 31, 2013. The model
predicted the highest relative risk level of a norovirus outbreak on December 29, 2013 with
a relative risk level of 0.53, below the 0.6 threshold relative risk level defined for Louisiana,
but above the lower threshold of 0.50. This suggests that the NORF model may be
applicable to oyster growing areas beyond the Louisiana coast. However, new or site-
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specific definitions for wind direction (specifically offshore or onshore wind for each
individual area) must be derived.
While a norovirus outbreak may theoretically occur at any relative risk level, findings
in this chapter, which are based on a comparison of model predictions with a limited
number of observed outbreaks, suggest that there is little risk of an outbreak when the
NORF model predicted relative risk level is < 0.5, and a high likelihood of an outbreak
when the predicted relative risk level is > 0.6.
While it has been widely reported that norovirus outbreaks exhibit strong seasonality,
with the outbreak peak occurring commonly in winter (Wang and Deng 2012, Westrell et
al. 2010), to our knowledge, this is the first time that gage height has been identified as an
environmental factor associated with oyster norovirus outbreaks. The practical significance
of this finding is that extremely low tide (or gage height) in winter (during low temperature)
could be used as an indicator of norovirus outbreaks.
The findings also suggest that norovirus outbreaks generally occur when extremely low
gage height occurs in combination with low water temperature, low salinity, strong
offshore wind, and heavy antecedent rainfall. Daily change in gage height was also a
predictor, which may reflect an effect of the minimum daily gage height. The daily
minimum water temperature was the second most influential predictor. Low temperature
may cause the pore size of oyster gills to contract, thereby increasing the concentration of
norovirus particles that are larger than the contracted pore size (Hopkins 1935). Since wind
(the third environmental predictor) is defined as the product of wind speed and wind
direction, both the speed and the direction affect norovirus outbreaks. As previously noted,
low salinity may enhance the binding of viruses to fine sediment particles (Maalouf et al.
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2010), which may help virus particles persist in an infectious state for several months. The
fifth predictor included in the NORF model was rainfall on the 9th day before a norovirus
outbreak. This suggests the relative risk level of a 9-day time lag between the release of
virus from norovirus sources, such as inadequately treated/untreated sewage from failing
wastewater treatment plants and faulty septic systems (Rajko-Nenow et al. 2013, Wang
and Deng 2012, Flannery et al. 2012, Goblick et al. 2011, Burkhardt and Calci 2000), and
the contact with an oyster growing area. The specific time lag for a given location is likely
to depend on the size of drainage basin and the locations of the stations used to measure
rainfall for a given oyster growing area.
The potential significance of the NORF model is that it may allow oyster norovirus
outbreaks to be predicted in advance (if forecasting data are available), or at the onset of
outbreak, making it possible to prevent or at least reduce the risk of norovirus to human
health, and costly oyster recalls. Potential users of the NORF model include, but are not
limited to, state public health agencies and federal public health and food safety agencies.
If the NORF model produces an alert, a responsible agency would need to take water and
oyster samples from the high-risk area to confirm the alert, in which case the infected oyster
growing area could be closed.
Conclusions
A relative risk level-based model for predicting oyster norovirus outbreaks was
developed in this chapter. The NORF model was based on 5 independent predictors,
including gage height, temperature, salinity, rainfall, and wind. The model was developed
using the Artificial Neural Network (ANN) Toolbox in the MATLAB program and 14
consecutive years of historical data (1994, 1995, 1996, 1997, 1998, 1999, 2000, 2001, 2002,
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2003, 2004, 2005, 2006, and 2007) collected from Louisiana oyster harvest areas along the
Gulf of Mexico. The NORF model was validated with 6 additional years (2008, 2009, 2010,
2011, 2012, and 2013) of data that were not used in the model development. The findings
suggested that oyster norovirus outbreaks are predictable, and in the study area from 1994
to 2013, the NORF model predicted historical outbreaks when the estimated relative risk
level was > 0.6, while no outbreak occurred when the relative risk level was < 0.5. However,
more outbreak data are needed to confirm the thresholds for norovirus outbreaks. Gage
height and temperature were the most important environmental predictors of oyster
norovirus outbreaks while wind, rainfall, and salinity also predicted norovirus outbreaks.
While the NORF model was specifically developed for oyster harvest areas along
Louisiana Gulf coast, the methods and particularly the environmental variables presented
in this chapter may be generally applicable to oyster harvesting waters in other regions. If
the model is confirmed for Louisiana and other areas, it may provide an effective means to
predict potential oyster norovirus outbreaks in advance or at the onset of outbreaks, making
it possible to prevent or at least reduce the risk of norovirus to human health and costly
oyster recalls.
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Chapter 6: Mapping of Oyster Norovirus Outbreak Risks in Louisiana Oyster
Harvest Areas
Introduction
Norovirus is a highly infectious and costly pathogen (Wang and Deng 2012). Even if
oyster norovirus outbreaks are not as frequent as human norovirus outbreaks, they have
negative impacts on seafood safety and oyster recalls which lead to direct economic losses
(Baker et al. 2011; Brake et al. 2014; Delaune 2010; Maekawa et al. 2007). Transmission
of norovirus occurs mostly through person-to-person contact or ingestion of contaminated
food or water even when exposed to small numbers of virus particles. It was estimated that
approximately 21 million illnesses in the United States were attributable to norovirus
outbreaks annually. In immunocompetent adults, the course of norovirus infection is rapid,
with an incubation period of 24 - 48 hours and resolution of symptoms within 12-72 hours
(Estes et al. 2006). This norovirus induced disease can be more severe in infants and young
children with symptoms lasting up to 6 weeks (Karst 2010). Norovirus infection causes
gastroenteritis characterized by symptoms vomiting, diarrhea, nausea, fever, malaise, and
abdominal cramps. Infected persons, including those asymptomatically infected persons,
always have a high concentration of viral particles in their stools (Atmar 2010, AlfanoSobsey et al. 2012). While norovirus outbreaks have been extensively monitored and
reported, spatial patterns of norovirus outbreaks are rarely reported particularly for oyster
norovirus outbreaks due to the lack of tools.
The combination of the ANN based predictive model (NORF model) and satellite
remote sensing algorithms for retrieval of environmental variables provided an effective
tool for mapping oyster norovirus outbreaks and thus made it possible to study spatial
patterns of norovirus outbreaks. Understanding of the spatial patterns of oyster norovirus
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outbreaks not only helped with identifying oyster harvest areas with high risks, but also
assisted coastal management to prevent and control economic losses caused by oyster
norovirus outbreaks. Figure 6.1 shows 30 oyster harvest areas and 16 areas have been
highlighted where complete environmental datasets are available. MODIS Surface
Reflectance image (the base map) was retrieved from https://ladsweb.nascom.nasa.gov/
maintained by the NASA EOSDIS Level 1 and Atmosphere Archive and Distribution
System Distributed Active Archive Center (LAADS DAAC), NASA’s Goddard Space
Flight Center, Greenbelt, Maryland. The data product for the image was provided by
NASA. In other 14 areas, NORF model could not be directly applied because the absence

Figure 6.1 Map showing 30 oyster harvest areas along Louisiana coast.
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of environmental data for the variables involved in the NORF model would lead to
significant errors in forecasting of oyster norovirus outbreaks.
The objective of this chapter was to demonstrate how the remote sensing algorithms
and NORF model, presented in previous chapters, could be integrated into a satelliteassisted forecasting system for oyster norovirus outbreaks. The integrated system was
capable of expanding the prediction of norovirus outbreaks risks from 16 areas, where
monitoring data were accessible, to all 30 oyster harvest areas along Louisiana coast.
Material and Methods
Thirty oyster harvest areas along Louisiana coast are located in the region with the
latitude ranging from 29°N to 30°N and longitude ranging from 89°W to 93°W respectively.
Ground truth data for rainfall and wind were collected from 12 U.S. Geological Survey
(USGS) observation stations (http://waterdata.usgs.gov/nwis/dv/?referred_module=sw)
and 6 Louisiana State University Agricultural Center (AgCenter) observation stations
(http://weather.lsuagcenter.com/charts.aspx?r=2) from October 2007 to September 2014
along Louisiana coast. Locations of observation stations in oyster harvest areas are shown
in Figure 6.1. The NORF model along was not able to predict relative risk levels of
norovirus outbreaks for all 30 oyster harvest areas because environmental data for some
areas were not monitored. In these areas, deficiency of ground truth data became the
primary obstacle to predict relative risk levels of oyster norovirus outbreaks. Therefore, the
integration of satellite algorithms developed in Chapters 2 – 4 and the NORF model
developed in Chapter 5 was necessary in order to extend the application of NORF model.
Gage height, temperature, salinity, rainfall, and winds were the input variables of the
NORF model. Strong correlations between satellite reflectance data and gage height,
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temperature, and salinity data have been found and algorithms describing the correlations
have been developed in Chapters 2 – 4. With developed satellite algorithms, spatial
distributions of these three environmental variables data were produced for cloud-free or
near cloud-free days. As a result, the retrieval of gage height, temperature, and salinity was
no longer limited by locations of observation stations. MODIS images used in this chapter
were collected on December 16, 2007, March 12, 2010, and April 29, 2012 in Louisiana.
The quality of each image varied and depended on the environmental conditions on the day
of acquisition. The accuracy of satellite data is influenced by cloud cover, which could not
be easily eliminated even if a cloud mask is applied and thus hinders measurements of
reflectance data. Therefore, only MODIS Level 2 products on cloud-free days during
norovirus outbreaks were collected. Reflectance data were then utilized as input variables
of satellite algorithms developed in Chapters 2 – 4. As a result, gage height, temperature,
and salinity were derived at each pixel (1 km ×1 km) for 30 Louisiana oyster harvest areas.
Relative risk levels of norovirus outbreaks were not very sensitive to changes of rainfall
and wind data. Rainfall, as an input variable in NORF model, was mainly used in describing
potential sources of norovirus in urban areas. Development of satellite algorithms for
rainfall in oyster harvest areas was not necessary for norovirus outbreak predictions. Since
variation in wind data from one area to another was not significant, discrete wind data
collected from observation stations were accurate enough for the prediction of norovirus
outbreak relative risk levels. Data for rainfall and wind, collected from USGS and
AgCenter observation stations on December 16, 2007, March 12, 2010, and April 29, 2012
along Louisiana coast, could be directly used for mapping oyster norovirus outbreaks.
Kriging method, a geostatistical interpolation technique that considers both the distance
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and the degree of variation between known data points when estimating values in unknown
areas, was utilized to map spatial distributions of rainfall and wind data along Louisiana
coast.
In each pixel, gage height, temperature, and salinity were derived using satellite
algorithms; rainfall and wind data were interpolated based on ground truth data. With
complete environment dataset, NORF model could be applied to predict the relative risk
level at each pixel. As a result, spatial distributions of relative risk levels of oyster norovirus
outbreaks were mapped in all 30 Louisiana oyster harvest areas.
Results and Discussions
Since oyster harvest areas were connected, a confirmed norovirus outbreak in a specific
area might increase risks of norovirus outbreaks in neighbor areas. Even if an outbreak is
reported occurring in one area, there is no evidence that other areas are not exposed to
norovirus contamination. Variation of norovirus concentration was continuous, so did the
relative risk levels of norovirus outbreaks. In order to extend the application of NORF
model to all Louisiana oyster harvest areas, the spatial pattern of norovirus outbreak
relative risk levels in Louisiana oyster harvest areas for December 16, 2007 is shown in
Figure 6.2.
The earliest norovirus outbreak which could be predicted using the forecasting system
established in this chapter was the outbreak reported at the end of 2007. The Food and Drug
Administration (FDA) warned consumers against eating oysters harvested from a part of
West Karako Bay, which is located in area 3, in Louisiana for possible contamination of
the norovirus. The oyster norovirus outbreak was reported occurring from December 13 to
December 21, 2007. The satellite-assisted forecasting system successfully reproduced this
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reported outbreak in area 3 on December 16, 2007 as shown in Figure 6.2. In red zone
(relative risk level > 0.6), average gage height, temperature, and salinity were 0.08, 0.4,
and 0.3, respectively, without nine-day prior rainfall and offshore wind. With the extremely
low gage height retrieved in area 3, this outbreak was successfully reproduced using the
NORF model.

Figure 6.2 Spatial pattern of oyster norovirus outbreaks in Louisiana oyster harvest areas
for December 16, 2007.
A norovirus outbreak among conference attendees occurred in Mississippi during
March 8-12, 2010 with oysters harvested from Louisiana area 7. Later, this area was closed
on March 24 and oysters were recalled. NORF model reproduced an outbreak on March
13, 2010 in area 7 in Chapter 5. On March 23, 2010, the Infectious Disease Epidemiology
Section (IDES) was notified that 14 restaurant patrons were getting sick after eating oysters
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on March 21 and 22. A norovirus outbreak was confirmed to be associated with the
consumption of raw oysters at the restaurant harvested from area 3. NORF model predicted
the outbreak a few days prior to March 21 in area 3: one outbreak was reproduced on March
2, the other was reproduced on March 13. At the end of March, IDES was notified of
another norovirus outbreak associated with a wedding held on March 27. According to the
investigation, oysters served in this event were harvested from area 13. NORF model
reproduced the outbreak on March 22 and 29 in Chapter 5. Unfortunately, the MODIS
images for March 2, 13, 22, and 29 were covered by clouds. While the image for March
12, 2010 was cloud-free when NORF model yielded a prediction of probable norovirus
outbreak for area 3 (relative risk level = 0.54). Thus, a spatial distribution of norovirus
outbreak relative risk levels was conducted using MODIS image for March 12, 2010. As
shown in Figure 6.3, the outbreak in area 3 was successfully reproduced. The relative risk
levels in part of area 2 were also predicted to be higher than 0.6, which implied a potential
outbreak in this area. In red zone (relative risk level > 0.6), average gage height,
temperature, and salinity were 0.09, 0.3, and 0.4, respectively. Offshore wind for this day
was 0.28, which was already higher than over half of historical wind data (total number of
sampling events was 7696) in areas 2 and 3. Similarly, the nine-day prior rainfall for March
12, 2010 was 0.03, while the value was higher than 3527 historical records. Since offshore
wind and rainfall data were collected from observation stations and interpolated after then,
distributions of these data were discrete. Although areas 1 to 7 share same wind and rainfall
data, High relative risk levels only appeared in areas 2 and 3 due to low gage height. In
addition, the NORF model also yielded relatively high relative risk levels of norovirus
outbreaks for areas 7, 8, 9, and 23.
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Figure 6.3 Spatial pattern of oyster norovirus outbreaks in Louisiana oyster harvest areas
for March 12, 2010.
The Louisiana Department of Health and Hospitals (DHH) announced a norovirus
outbreak since April 26 in area 23. Due to lack of monitoring stations in area 23,
environmental data collected from area 26 were utilized instead to develop and validate
NORF model in Chapter 5. In Figure 6.4, the spatial pattern of norovirus outbreak relative
risk levels clearly reproduced the outbreak in areas 21 and 23. In Chapter 5, NORF model
made a prediction of 0.67 in area 26. While in this figure, relative risk levels of oyster
norovirus outbreaks in area 26 were lower than 0.1 because of satellite data deficiency in
this region. In red zone (relative risk level > 0.6), average values of gage height,
temperature, and salinity were 0.2, 0.4, and 0.3, respectively. The average value offshore
wind for areas 21 and 23 was less than 0.2, which was not strong, while the average value
of rainfall for areas 21 and 23 was the heaviest over 20 years data from 1994 to 2013.
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Figure 6.4 Spatial pattern of oyster norovirus outbreaks in Louisiana oyster harvest areas
for April 29, 2012.
Together with a relatively low gage height and salinity level, a relative risk level higher
than 0.6 was yielded in areas 21 and 23. Area 19 is next to area 21, but gage height for area
19 was slightly higher. As a result, relative risk levels for area 19 were generally lower
than that for areas 21 and 23. Unlike outbreaks occurred in 2007 and 2010, rainfall played
the most important role in the prediction of oyster norovirus outbreak relative risk levels.
Variation of rainfall in different areas was not as significant as that of environmental
variables (gage height, temperature, and salinity) derived using satellite algorithms because
values of rainfall data were similar in a large region. This also explained (1) why the
number of areas involved in high relative risk levels was more than that in previous
outbreaks; and (2) why relative risk levels in this region were generally higher than relative
risk levels predicted on December 16, 2007 and March 12, 2010. At the end of 2012, LDHH
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closed a Cameron Parish molluscan shellfish harvest area located in area 30 after nine
people became sick with stomach illnesses after eating oysters harvested from this area.
LDHH also ordered a recall of all oysters harvested from that area since December 28,
2012, including shucked, frozen, breaded, post-harvest processed and oysters for the half
shell market. Unfortunately, during this outbreak (2012/12/28 – 2013/01/04), MODIS
images were covered by heavy clouds. Mapping of relative risk levels for this outbreak was
impossible due to the lack of data for gage height, temperature, and salinity.
A hot spot is defined as “a condition indicating some form of clustering in a spatial
distribution” (Osei and Duker 2008). Red zones shown in Figure 6.2 to Figure 6.4 were
considered as hot spots. In areas without ground truth measurements, the satellite-assisted
forecasting system was still able to reproduce confirmed norovirus outbreaks, which has
overcome the limitation of point data. With spatial distributions of norovirus outbreak
relative risk levels, the satellite-assisted forecasting system revealed information about
how the norovirus contamination infected nearby areas. Although there was no report of
confirmed norovirus outbreak in area 2 during 2010 March, high relative risk levels
predicted in this area still implied possible norovirus contamination. Similarly, on April 29,
2012, high relative risk levels were predicted not only in area 23 where norovirus outbreak
was confirmed, but also in areas 19 and 21.
Conclusions
Mapping risks of oyster norovirus outbreaks was important to management of oyster
and the protection of public health. This chapter demonstrated how the remote sensing
algorithms and NORF model, presented in previous chapters, could be integrated into a
satellite-assisted forecasting system for mapping oyster norovirus outbreaks and
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identifying hot spots in Louisiana oyster harvest areas. New contributions from this chapter
could be summarized as follows:
(1) To our knowledge, this was the first time to display relative risk level of norovirus
outbreaks in all 30 oyster harvest areas along Louisiana coast. This chapter demonstrated
the capability of the satellite-assisted forecasting system to map risks of norovirus
outbreaks even in areas without direct measurements of relevant environmental variables.
(2) Spatial distributions of norovirus outbreak relative risk levels confirmed and
expanded results of NORF model predictions in Chapter 5. The satellite-assisted
forecasting system has identified hot spots during different norovirus outbreaks and
revealed information about how the norovirus contamination infected nearby areas.
(3) Results of this chapter provided important information about norovirus outbreaks
in Louisiana oyster harvest areas, which could be used to aid coastal management agencies
and create oyster harvest strategies for the oyster industry. Based on spatial pattern maps
of oyster norovirus outbreak relative risk levels, hot spots (areas where relative risk levels
were higher than 0.5) were suggested to be closed in order to prevent or at least reduce
economic losses and negative effects of norovirus outbreaks on human health.
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Chapter 7: Conclusions
Norovirus is the predominant cause of gastroenteritis outbreaks worldwide. Data from
the United States and European countries have demonstrated that norovirus was
responsible for approximately 50% of all reported gastroenteritis outbreaks. Occurrence of
oyster norovirus outbreaks could be attributed to several factors: low gage height, cold
temperatures, low salinity, strong wind, and heavy rainfall. Seasonal variations of
environmental variables are shown in Figure 7.1. From December to March, gage height
and temperature level remained low, creating a beneficial condition for norovirus survival.
Since norovirus outbreaks were affected by environmental factors, various mathematical
models incorporating these environmental factors as independent input variables could be
developed to forecast oyster norovirus outbreaks. Understanding the mechanisms
responsible for oyster norovirus outbreaks was essential to the development of efficient
models linking environmental variables to oyster norovirus outbreaks.
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Figure 7.1 Seasonal variations of environmental variables: (a) normalized gage height, (b)
normalized temperature, (c) normalized salinity, (d) normalized winds, and (e) normalized
rainfall from 1994 to 2014 in Louisiana oyster harvest areas.
Three satellite environmental variable retrieval algorithms were developed and
validated using ground truth measurements and water-leaving reflectance obtained from
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MODIS Level 2 products. Gage height, sea surface temperature, and sea surface salinity
were derived using algorithms developed in Chapters 2, 3, and 4 respectively, to fill the
gap between existing offshore or deep ocean algorithms and practical needs in Louisiana
oyster harvest areas. Artificial Neural Network (ANN) method was utilized to conduct new
satellite environmental variable retrieval algorithms for MODIS satellite data. Five years
historical data (2007, 2008, 2009, 2010, and 2011) were collected in Louisiana oyster
harvest areas along the Gulf of Mexico coast. It demonstrated that remote sensing
technique was an effective tool for water quality modeling in coastal areas without direct
measurements of relevant variables in the US.
A novel method to derive gage height using MODIS images was developed in Chapter
2, which is able to produce water gage height efficiently. Both satellite SST retrieval
algorithm and satellite SSS retrieval algorithm had the potential to be applied to other
nearshore areas outside Louisiana. Satellite algorithms have been validated using three
years data (2012, 2013, and 2014) of ground truth measurements and water-leaving
reflectance. Statistical measures of environmental variables derived using satellite
algorithms and ground truth measurements, including linear correlation coefficient (LCC),
root mean square error (RMSE), standard deviation of bias, arithmetic mean, and median,
were compared in order to demonstrate the performance of developed algorithms.
Characteristics of developed satellite environmental variable retrieval algorithms could be
summarized in Table 7.1.
With continuous distribution of environmental variables derived using satellite
algorithms, retrieval of environmental variables (gage height, SST, and SSS) was no longer
limited by locations of observation stations. Coastal areas provided habitats for variety of
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Table 7.1 Characteristics of satellite environmental variable retrieval algorithms
Algorithm

Gage height

Sea
surface Sea surface salinity
temperature
Bands
Bands 1, 4, 8, Bands 31 and 32
Band ratio, latitude,
9, 10, and 14
longitude, bands 1, 8, 9,
10, 11, 12, 13, and 14
Resolution
1 kilometer
1 kilometer
1 kilometer
Application zone
Louisiana
Gulf of Mexico Gulf of Mexico coast,
coast
coast, Pacific coast, Pacific
coast,
and
and Atlantic coast
Atlantic coast
Bias
≤ 0.22 m
0.23 (normalized)
≤1℃
Linear
correlation 0.85
0.87
0.91
coefficient
(LCC)
along Louisiana coast

aquatic creatures and places for numerous human activities. Retrieval of gage height, SST,
and SSS had practical use not only in oyster harvest areas, but also in entire coastal region.
In the future, once the elevation of reference point of gage height in each station is known,
the satellite gage height retrieval algorithm could be further revised to produce water depths.
SST derived using the algorithm would be valuable to understanding long-term and
regional-scale coastal features in future research. In addition, seasonal and inter-annual
variability of SSS played an important role in ocean climate system. Retrieval of SSS
would be critical for studying biological and physical processes in the ocean, such as the
global water balance, ocean currents, and evaporation rates.
Chapter 5 presented a relative risk level-based model, called NORF model, for
predicting relative risk levels of oyster norovirus outbreaks. The NORF model involved 5
variables, including gage height, temperature, salinity, rainfall, and wind. It was developed
using the ANN method and 14 consecutive years of historical data (1994, 1995, 1996, 1997,
1998, 1999, 2000, 2001, 2002, 2003, 2004, 2005, 2006, and 2007) collected from Louisiana

116

oyster harvest areas along the Gulf of Mexico coast. The NORF model was validated using
additional six years independent data (2008, 2009, 2010, 2011, 2012, and 2013). Utilizing
NORF model, oyster norovirus outbreaks became predictable. Relative risk levels of
norovirus outbreaks predicted by NORF model were categorized into three groups: (1)
norovirus outbreaks occurred when the relative risk level was greater than 0.6; (2)
outbreaks might also happen when the relative risk level was in the range of 0.5 – 0.6; and
(3) no outbreaks took place when the relative risk level was less than 0.5. As shown in
Appendix A, the NORF model also successfully reproduced historical relative risk levels
of oyster norovirus outbreaks without any confirmed false positive or false negative
predictions for the Louisiana oyster harvest areas with complete environmental datasets.
By integrating NORF model with satellite environmental variable retrieval algorithms,
a satellite-assisted forecasting system was established for the oyster norovirus outbreaks in
Louisiana oyster harvest areas. According to the spatial patterns of oyster norovirus
outbreaks, areas with high risks could be identified and coastal management could be
assisted in order to prevent and control economic losses caused by oyster norovirus
outbreaks. Hot spots of oyster norovirus outbreaks and how norovirus contamination
spread out to neighborhood areas in Louisiana oyster harvest areas have been studied
according to spatial distributions of norovirus outbreaks for December 16, 2007, March 12,
2010, and April 29, 2012.
Unique contributions from each major chapter could be summarized in Table 7.2.
The satellite-assisted forecasting system significantly increased the application of
NORF model from 16 areas with complete environmental datasets to entire Louisiana
oyster harvest areas. The environmental health and economic significance of the satellite117

assisted forecasting system was that potential oyster norovirus outbreaks could be predicted
in advance or at the onset of an outbreak to prevent or at least reduce the risk of norovirus
Table 7.2 Unique contributions from major chapters.
Chapter Unique contributions
1
Identification of relevant environmental variables in association with oyster
norovirus outbreaks
2
Satellite gage height retrieval algorithm in shallow water areas along
Louisiana coast
3
Satellite SST retrieval algorithm in nearshore areas along the Gulf of Mexico
coast, the Pacific coast, and the Atlantic coast
4
Satellite SSS retrieval algorithm in nearshore areas along the Gulf of Mexico
coast, the Pacific coast, and the Atlantic coast
5
ANN based predictive model (NORF model) for oyster norovirus outbreaks in
Louisiana oyster harvest areas
6
Mapping of oyster norovirus outbreaks and determining of hot spots along
Louisiana coast

outbreaks to human health and costly oyster recalls. Even if in areas without monitoring
stations, it was still possible to predict risks of norovirus outbreaks using the satelliteassisted forecasting system. Spatial distributions of norovirus outbreak relative risk levels
mapped in Chapter 6 were consistent with NORF model predictions in Chapter 5 in areas
with direct measurements of relevant variables. Moreover, the satellite-assisted forecasting
system revealed spatial distributions of norovirus outbreaks relative risk levels in areas
without monitoring stations. Considering the possibility that norovirus outbreaks spread
from one area to neighbor areas, an area with no report of norovirus outbreaks was not
necessarily a safe zone, especially when this area was connected to a contaminated area.
Results of this study aided coastal management and created oyster harvest strategies for
oyster industry. According to spatial patterns of oyster norovirus outbreak relative risk
levels, hot spots areas were recommended to be closed in order to prevent or at least reduce
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economic losses and negative effects of norovirus outbreaks on human health. While the
satellite-assisted forecasting system was specifically developed for oyster harvest areas
along Louisiana coast, the methods could be generally applicable to oyster harvest areas in
other regions.
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Appendix A Additional Graphs Showing Predicted Relative Risk Levels of
Norovirus Outbreaks for Years from 2008 to 2013
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