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In the field of assessment, the construction of a test is critical in matters of pinpointing 
the use and purpose of the test, the models to be used to generate results, and the inferences that 
can be made from the test results. Although an attribute map is not necessary to construct a good 
assessment, a series of well-delineated sets of attributes and a set of well-developed items written 
to the attributes are essential. As the practitioners of multidimensional test and diagnostic 
classification models (DCMs) grow, it is important to examine the underlying structural models 
of attributes within a test. The dissertation seeks to examine the possible structural models of the 
attributes, using both real data, the Diagnosing Teachers’ Multiplicative Reasoning assessment 
(Bradshaw et al., 2014) and simulated data in the framework of Loglinear Cognitive Diagnosis 
Model (LCDM) and Bayesian Networks. Additionally, this research explores the methodology 
for possible attribute structures that maximizes the impact of the map structure to the 
implementation and development of a diagnostic assessment. Results from the analysis indicate 
that the selection of attribute structure can have some implications for attribute parameter 
estimates and student mastery classifications. The findings also show that sample size and test 
length have more impact on item level parameter estimates. In addition, the results demonstrated 
that LCDM integrated with Bayesian Networks is a feasible methodology to detect attribute 
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In the field of assessment, the construction of a test is critical in matters of pinpointing 
the use and purpose of the test, the models to be used to generate results, and the inferences that 
can be made from the test results. Empirically, there have been numerous research studies on 
building and evaluating a test with the anticipation of using unidimensional models, such as item 
response theory (IRT) models. However, only a handful of studies focus on the topic of building 
a multi-dimensional test, due to reasons such as model-data fit, budget, the expertise of item 
development, and so forth. Therefore, findings based on real data with simulation study would be 
informative to further research and practice on multidimensional tests. With the lack of research 
in view, the purpose of this study is to explore existing research on multidimensional tests based 
on diagnostic classification models (DCMs) to a structural modeling of attributes within the test.  
In spite of the controversies around multidimensional tests, the challenges in test 
development and model data retrofit, Bradshaw, Izsak, Templin, and Jacobson (2014) 
successfully built a multidimensional test within the diagnostic classification model framework. 
The test examines middle grades teachers’ understanding of multiplication and division fraction 
arithmetic using four attributes: Referent Units (RU), Partitioning and Iterating (PI), 
Appropriateness (APP), and Multiplicative Comparison (MC). In this case, the term “attribute” 
denotes a binary latent trait that is not able to be measured directly and has to be investigated 
through the expressive features from the latent trait (e.g., knowledge, skill, ability, and etc.).  
  In the study by Bradshaw, et al. (2014), the attributes refer to teachers’ knowledge of 
fractional reasoning. As mentioned above, four attributes are involved: RU, PI, APP, and MC. 
RU refers to Referent Units, which has to do with identifying fractional numbers. The second 
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attribute, Partitioning and Iterating, combines partitioning a whole number into equal pieces and 
iterating the meaning of it. The third attribute, Appropriateness, refers to identifying the proper 
operations needed to solve the problem. The last attribute, Multiplicative Comparison, requires 
making comparisons between or even among two or more values using the knowledge of 
multiplication (Bradshaw, Izsak, Templin, & Jacobson, 2014).  
 The findings pointed out that a multidimensional test is possible in design and 
implementation, and that DCMs as the tools are feasible to enable diagnostically reliable 
interpretations of teachers’ abilities with fractional arithmetic (Bradshaw, Izsak, Templin, & 
Jacobson, 2014). The test developed by Bradshaw, et al. (2014) was built to measure teachers’ 
knowledge of fractional reasoning, and the vertical bars in Figure 1.1 represents the proportion of 
teachers that have mastered each of the four attributes. From the graph, attribute APP was 
mastered by over 60% of the teachers, followed by MC and PI, and RU. However, attribute RU 
turns out to be the least mastered attribute by teachers nationwide, with a percentage of roughly 
30%. Table 1.1 presents the proportion of teachers who are classified with each attribute pattern 
of mastery, according to the four attributes RU, PI, APP, and MC. As indicated in the table, a 
proportion of 25% teachers have a mastery of all four attributes, followed by 22% of teachers’ 
have mastered none of the four attributes, and 15% have a mastery of three attributes – APP, PI, 
and MC, but not RU. Moreover, the proportion of teachers’ mastery of an attribute pattern with 
RU been mastered is very low. For instance, just 1% teachers have a mastery of an attribute 
pattern with only MC and RU been mastered, and roughly 2% teachers have a mastery profile of 
an attribute pattern with PI, MC, and RU been mastered. With that being said, in an attribute 
pattern where APP, PI, and MC were all mastered (15% of teachers), the proportion of teachers’ 
mastery of all four attributes (including RU been mastered) increased from 15% to 25%. The 
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question is why is there such a big leap in the proportion of teachers’ mastery profile of attribute 
patterns when APP, PI, and MC were all mastered.    
 
Figure 1.1. Individual Attribute Mastery Proportion. Referenced from “Diagnosing Teachers’ 
Understandings of Rational Numbers: Building a Multidimensional Test Within the Diagnostic 
Classification Framework,” by L. Bradshaw, A. Izsak, J. Templin and E. Jacobson, 2014, 
Educational measurement: Issues and practice, 33(1), p. 12. Copyright 2013 by the National 
Council on Measurement in Education.  
 
Table 1.1 
Attribute Pattern Mastery Proportion 
APP PI MC RU Proportion 
0 0 0 0 22% 
0 0 1 0     8% 
1 0 0 0     6% 
1 0 1 0     9% 
0 1 0 0     5% 
0 1 1 0     3% 
1 1 0 0     7% 
1 1 1 0   15% 
0 0 0 1     1% 
0 0 1 1     1% 
1 0 0 1     1% 









APP PI MC RU
Individual Attribute Mastery Proportion of Middle Grade Math Teachers
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0 1 0 1     1% 
0 1 1 1     2% 
1 1 0 1     3% 
1 1 1 1   25% 
  
Although the mastery pattern and proportion of mastery profile of the four attributes has 
been examined, the hierarchies among the attributes were not explored in Bradshaw, et al.’s 
study. In other words, teachers who have a better conception of the first attribute (APP) tend to 
also master the second (PI), third (MC), and even the fourth attribute (RU; see Table 1.1). When 
considering the hierarchies among the four attributes, a possible attribute map can be structured. 
A map is essentially a diagram or network of certain points, attributes in this case, and consists 
of attributes as dots and structural paths as connections. The attribute structure could look like 
this:  
 
Figure 1.2. An Example of the attribute map based on the four attributes. 
 
An example of the attribute map, inspired by Bradshaw, et al.’s data, is presented in 
Figure 1.2. Assuming three attributes, APP, PI, MC, are the foundational knowledge/skills, they 
progress to the target skill RU. In other words, mastering one or more attributes increases the 
mastery probability of the last attribute. Although an attribute map is not necessary to construct a 
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good assessment, a series of well-delineated sets of attributes and a set of well-developed items 
written to the attributes are essential. Ideally, the data out of the test is so well behaved and 
measured that the attributes are good enough to detect a map that could possibly be used for 
learning or instructional purposes.  
To this purpose, this study examined the possible structural models of the attributes, 
using both real data and simulated data in the framework of Loglinear Cognitive Diagnosis 
Models (LCDMs) and Bayesian Networks. Additionally, this research explored methodology for 
possible attribute map structures that maximizes the impact of the map structure to the 
implementation and development of a diagnostic assessment. This study focused on the attribute 
structure itself, path links, to be exact. The goal is to make inferences from the hypothetical 
attribute map to a future learning map-based assessment construction for diagnosis purposes both 
in the area of instruction and learning.  
The simulation study was constructed based on the structure of the real data. The steps in 
the simulation study were as follows: (1) generate a person profile of attribute mastery; (2) 
generate item parameters; (3) estimate model parameters and person profiles; (4) replicate steps 
one to three 100 times; and (5) evaluate model fit and parameter estimates by condition level. 
Three major factors were manipulated in the stimulation study: (1) sample size; (2) test length; 
and (3) attribute structure.  
Both the parameter recovery and accuracy of student mastery classification were 
examined. Several indices for the accuracy and precision of the simulation study were provided. 
The indices of parameter recovery were as follows: (1) the bias; (2) the root mean squared error 
(RMSE); and (3) the 95% credible intervals of parameter estimates. The precision of student 
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mastery classification was examined by comparing student classification rate from the estimates 
with it from the true values.  
This study addressed the following research questions: 
1. How would a model with an over-specified set of pathways between attributes influence 
student mastery classification, item parameters, and map parameters?  
2. How would a model with an under-specified set of pathways influence student mastery 
classification, item parameters, and map parameters? 
3. Do estimated parameters in a misspecified model provide clues as to its misspecification? 







Diagnostic Classification Models (DCMs) 
With the growing need for providing more information on test outcomes to test takers and 
pinpointing areas of strengths and weaknesses (Huff & Goodman, 2007; Trout & Hyde, 2006), 
diagnostic classification models (DCMs) have emerged as one technique that can be used to 
provide specific feedback on both the test taker’s ability and areas for improvement. As the name 
suggests, diagnostic modeling provides the unique ability to “diagnose” or identify examinee’s 
strengths and weaknesses with regard to the specific cognitive processes underlying performance 
on an assessment (Gierl, 2007; Yang & Embretson, 2007). The likelihood of mastery is 
represented by the probability of having mastered particular skills or attributes, with values 
closer to 1.0 indicating greater likelihood of skill mastery, and values approaching zero 
indicating likelihood of skill non-mastery.  
DCMs are different from many common psychometric models (e.g., IRT) in that they 
contain categorical, rather than continuous, latent variables. Because of the categorization of 
their measured latent variables, DCMs yield respondent classifications with a high classification 
reliability for a small set of items. DCMs focus on why a respondent is not performing well 
instead of only focusing on who is performing well. The models define the chances of a correct 
response based on the respondent’s attribute profile. The models also predict how respondents 
will answer each item. In the end, classification, rather than a single score, would be statistically 
inferred from DCMs. The result is a profile that indicates whether each respondent meets the 
criteria for diagnosis based on the attributes.  
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Elements of Diagnostic Classification Models 
In DCMs, latent variables are often called Attributes, denoted as 𝑎𝑎 (𝑎𝑎 = 1, 2, … ,𝐴𝐴). 
Attributes are categorical latent variables representing the diagnostic statuses of a person. By 
taking a test, each respondent, denoted by the subscript r, will have multiple attributes measured 
by the items of the test, and these attributes altogether form an Attribute profile for that particular 
respondent, 𝑎𝑎𝑟𝑟 = [𝑎𝑎𝑟𝑟1,𝑎𝑎𝑟𝑟2, … ,𝑎𝑎𝑟𝑟𝑟𝑟],𝑎𝑎𝑟𝑟𝑟𝑟  ∈ {0, 1}. The possible permutations of all attributes, (if 
all attribute permutations are possible) can be represented with c =2𝑟𝑟.  
To signify the relationship between items and the attributes needed for responses, an 
item-by-attribute Q-matrix is constructed. Q-matrix shows which item measures each attribute. 
The Q-matrix has the items in the rows and the attributes in the columns. An entry of “1” 
indicates that an attribute is measured by the corresponding item and vice versa. For example, 
suppose we have three math items, each measuring a few attributes that may or may not be 
shared by one another: addition, subtraction, multiplication, and division. 
Item 1: 4+2 – 3 
Item 2: 3 × 5 
Item 3: (6/2) × 3  
In item 1, the addition and subtraction attributes are measured, multiplication is measured by 
item 2, and division and multiplication are measured by item 3. Any attribute that has been 
measured by an item is denoted as “1” in an attribute pattern file versus non-measured as “0”. As 
shown in Table 1, the Q-matrix row for each item, respectively, is: item one [1 1 0 0], item two 




Table 2.1  
An example of Q-matrix 
 Addition Subtraction Multiplication Division 
4+2 – 3 1 1 0 0 
3 × 5 0 0 1 0 
(6/2) × 3 0 0 1 1 
 
In general, DCMs are useful in terms of diagnosing students’ abilities that are measured 
in a test, and thereby form a profile representing skills required for mastering each item in the 
test. Nevertheless, while DCMs conceptualize the attributes and diagnose mastery patterns with 
regard to these attributes, further modeling is still needed to estimate the probability of a person 
answering an item correctly. Loglinear Cognitive Diagnosis Model (LCDM) is the proper tool 
for modeling the probability of a correct response to an item. 
Loglinear Cognitive Diagnosis Model (LCDM) 
The Loglinear Cognitive Diagnosis Model (LCDM), based on the General Diagnostic 
Model (von Davier, 2005), models the probability of a correct response to an item as a function 
of the latent attributes of a respondent. In the model, item parameters consist of a set of main 
effects and interactions, linking attributes to item responses, providing a function of the 
probability of a correct response conditional on a respondent’s attribute profile. In this sense, the 
LCDM uses an Analysis of Variance (ANOVA)-like approach to map latent attributes onto item 
responses, which predicts the dependent variable with observed factors as predictors. Following 
the ANOVA analogy, the LCDM treats the attributes as crossed experimental factors, which 
assumes all combinations of the attributes are a possible knowledge state of the examinee. The 
LCDM equation accepts any possible combinations of attributes measured by an item.   
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To illustrate how LCDM works, take our previous math item as an example: 4+2 – 3. The 
item measures two attributes, addition (attribute 1: 𝛼𝛼𝑟𝑟1) and subtraction (attribute 2: 𝛼𝛼𝑟𝑟2). The 
log-odds for respondent r mastering this item i is: 
 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝑌𝑌𝑟𝑟𝑟𝑟 = 1 ∣ 𝛼𝛼𝑟𝑟 ) = 𝜆𝜆𝑟𝑟,0 +  𝜆𝜆𝑟𝑟,1,(1)𝛼𝛼𝑟𝑟1 + 𝜆𝜆𝑟𝑟,1,(2)𝛼𝛼𝑟𝑟2 +  𝜆𝜆𝑟𝑟,2,(1,2)𝛼𝛼𝑟𝑟1𝛼𝛼𝑟𝑟2  
In the formula, the intercept 𝜆𝜆𝑟𝑟,0 refers to the logit (log-odds) for non-masters of addition 
and subtraction. In other words, it refers to a respondent who has not mastered either of the 
attributes (𝛼𝛼𝑟𝑟1 = 0 and 𝛼𝛼𝑟𝑟2 = 0). The term  𝜆𝜆𝑟𝑟,1,(1) is the conditional main effect for attribute 1, 
addition, indicating the increase in the logit of a correct response to the item for mastering 
addition for respondents who have not mastered subtraction. Likewise, 𝜆𝜆𝑟𝑟,1,(2) denotes the 
conditional main effect for attribute 2, subtraction, suggesting the increase in logit of a correct 
response to the item for mastering subtraction for respondents who have not mastered addition. 
The term 𝜆𝜆𝑟𝑟,2,(1,2) denotes to the 2-way interaction between the two attributes, addition and 
subtraction, representing the change in the logit for mastering both addition and subtraction.  
There are other models subsumed by the LCDM that are commonly used for diagnosis. If 
the interaction is positive, we call that as an over-additive logit model, which includes 
conjunctive models and the DINA model (deterministic input noisy and-gate; Haertel, 1989). If 
the interaction is negative, we call that an under-additive logit model, which includes disjunctive 
models and DINO model (deterministic input noisy or-gate; Templin & Henson, 2006). Extreme 
interactions are unlikely in practice, whereas positive interactions with positive main effects are 
very likely. There are other models associated with LCDM besides the two mentioned above, 
NIDA model (noisy input deterministic and-gate; Maris, 1995), NIDO model (noisy input 
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deterministic or-gate; Templin & Henson, 2006), RUM (reparametrized unified model; Hartz, 
2002), and the compensatory RUM (Hartz, 2002).  
Comparison and Contrast of DCMs and IRT 
In large-scale assessment, many useful statistical models have emerged for measuring 
latent variables from students. Item Response Theory (IRT) models are well known for their 
ability to model item responses as a function of both item and person characteristics (Lord, 
2012). IRT has been widely used to predict a student’s performance on an item using 
characteristics of the item (e.g., discrimination or difficulty parameters) and the abilities 
presumed to underlie performance on the test. However, the purpose of using the statistical 
models may vary from providing general information based on a single score or making 
diagnoses and classifications of students. On the contrary, diagnostic classification models 
(DCMs) provide students with profiles of mastery or non-mastery for a set of particular skills, in 
order to provide further information to learning and instruction.  
The most salient distinction between IRT and DCMs is the nature of the latent variables, 
continuous and categorical respectively. IRT aims to place students on a continuous scale, 
whereas DCMs classify students into two categories (mastery or non-mastery) per attribute. In 
light of this difference, the reliability of IRT and DCM also differs. Reliability, by definition, 
refers to the consistency and repeatability of a test score. In other words, how much error is 
included in the test score. In IRT, reliability is usually mentioned as conditional reliability or 
conditional standard error of measurement. It is contingent upon test information, which is 
closely related to the number of items in a test. In DCMs, however, the latent variable is 
categorical, and the main purpose is classification rather than test scores.  
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Templin and Bradshaw (2013) demonstrated that DCMs provide a higher level of 
reliability for their estimates than comparable Item Response Theory (IRT) or Classic Test 
Theory (CTT) models. The statistical reason is that DCMs feature categorical variables, such that 
student estimates are reported in the form of Bernoulli variables (0 = non-mastery or 1=mastery). 
On the other hand, if categories are to be classified using IRT on a continuous scale, raters have 
to set standards (cut scores) based on the scores on the continuous scale. As a result, with the 
same number of items, DCMs manage to provide higher reliability than IRT. That also means 
that DCM are able to provide information for students with less data.  Such characteristics allow 
DCMs to potentially change how large scale testing is conducted, which in turn reduces test 
development costs and student test taking errors.  
Application of LCDM in Bayesian Networks 
A Bayesian network is a directed acyclic graph (DAG) network, where the arrows 
represent hypothesized causal influences and represent induced and non-transitive dependencies 
by presenting useful independencies in the network (Pearl, 1998). The modeling of Bayesian 
networks is based on statistical probability theory. The notion of “information relevance” is 
represented by the conditional independence of the observed data, which offers an intuition about 
how dependencies should change in response to a given state of knowledge. In other words, a 
Bayesian network is a graphical model that visually represents the conditional independence 
relationships over the random variables in a joint distribution (Heckerman, 1995).  
 In the context of a structured attribute map, one skill state can be viewed as the precursor 
of mastering or proceeding to the next skill state. In addition, if all the skills and paths connect 
together, the map can be represented as a Bayesian Network. A snapshot of an attribute map is 




Figure 2.1. An example of the attribute map based on the four attributes. 
 
When we look closer, as shown in Figure 2.1, we will see that each circle represents an 
attribute, which is a latent variable in DCMs, and the arrows represent the causal hypotheses 
between two attributes. Thereby, one subsequent attribute (also known as a child attribute) can 
be predicted or caused by one or more than one attribute; the precursor attribute (also known as a 
parent attribute) PI is connected to other attributes, and thus can be a subsequent attribute to 
other attributes as well in that context.  
 
Figure 2.2. Closer look of attributes network  
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 To be more specific, given the causal hypotheses between a parent attribute and the child 
attribute, we could assume the probability of mastering the child attribute should increase given 
the mastery of the parent attributes, as ruled by conditional probability theory. The caveat is that 
if the probability of the child attribute is high even without the predicting effect from the mastery 
of the parent attribute, the connection between these particular parent attribute and child attribute 
is implausible. Take attribute N-4 for example: attribute N-4 is a child attribute of two attributes, 
N-1 and N-2 as shown in Figure 2.2. Therefore, we expect that the probability of mastery of 
attribute N-4 is less than .5.  
The conditional probability of child attribute mastery depending on the parent attribute is 
presented in Table 2.2 as an illustration. The probability of mastery of attribute N-4 is greater 
than 0.5, even with non-mastery of the parent attribute N-2. Therefore, the connection between 
these two attributes is questionable, in that the causal inference is not sustained. In other words, 
mastery of attribute N-2 does not necessarily have a causal effect on the likelihood of mastering 
N-4.  
Table 2.2.  
Example of conditional attribute probability 
 N-4 
N-2 Master Non-Master 
Non-Master .96 .04 
Master .99 .01 
 
The same principle applies to item level estimates. The probability of mastering an item 
is conditioned on the probability of mastering the attribute the item is measuring. Take item 1 
and item 2 as an example, there should be a higher probability the student will answer these 
items correctly if given mastery of attribute N-2. If this hypothesis does not hold in any items, 
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that is an indication that the item needs to be revisited by content experts, in that the item might 
not be appropriately measuring this attribute.  
To summarize, once statistical evidence concerning recommendations for revisions to the 
map structure and items is compiled, decisions can be made regarding revisions to the attributes 
and their connections, as well as to the items. This study examined the original ordering of 
attributes and connections and went further to explore the possible attribute size and connections 






The purpose of this study is to detect a possible map structure formed by the four 
attributes on fractional reasoning: Referent Units (RU), Partitioning and Iterating (PI), 
Appropriateness (APP), and Multiplicative Comparison (MC). More specifically, this research 
examined the specifications and connections of attributes and the possible pathways the attribute 
map should be using for optimal outcomes. The four attributes on fractional reasoning were the 
basis of constructing the models in simulation study. Empirical research has shown that sample 
size, test length, and model specification can affect the parameter and classification recovery of 
cognitive models (e.g., Choi, Templin, & Cohen, 2010; Kuniana-Jabenicht, 2012). Therefore, the 
simulation study at this point was conducted in varying conditions (sample size, test length, and 
model specification) to explore more options in attribute structure. In terms of statistical models, 
Loglinear Cognitive Diagnosis Models (LCDM) and Bayesian Networks were employed in both 
real data analysis and simulation study. The three factors involved in the data generation and 
estimation are listed below: 
1. Sample size. Sample size was manipulated to assess the effect of varying sample size 
on the accuracy of the estimates of parameters and student classification. The sample 
size factor contains three levels: a large sample size, N = 1000 (based on real data), a 
medium sample size, N = 500, and a small sample size, N = 100.  
2. Test length. Test length was varied on the attribute level because there was a limited 
number of items on certain attributes in the real data (i.e., there was just one item 
measuring attribute MC solely in the real data). Varying the test length will explore 
the effect of test length on parameter estimates accuracy and student classification in 
this study. Therefore, test length here refers to the number of items included within a 
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single attribute. In the real data, within an attribute, there were at least five items, and 
27 items in total (see Figure 3.1). In light of the test length in the real data, three 
different test lengths were explored: n = 5 (small), n = 10 (medium), n=15 (large).  
 
Figure 3.1. Venn diagram of item allocation among four attributes in real data 
 
3. Structural models. Multiple structural models were listed here based on the possible 
specification of pathways in an attribute diagram. As mentioned above, the attribute 
structure forms a learning map type diagram that guides the test development and 
thus determines student mastery classification; how the pathways specified in the 
diagram extends an impact on this matter. Thereby, this study explored additional 
three possible ways (over-specified pathways in an attribute structure, under-specified 
pathways in an attribute structure, and linear structure) an attribute diagram should be 
structured to assess the effect of pathway specification on parameter estimation and 
student mastery classification. Each data set was generated using the hypothetically 
correct model varying sample size and test length and was then estimated in the 
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following statistical models. Models used for data estimation in simulation study are 
listed below.  
a) Hypothetically correct model informed by real data. According to the real 
data, attributes APP, PI, and MC were independent attributes serving as parent 
attributes to attribute RU. Therefore, to be congruent with the real data, and to 
explore more possible map structures based on the real data, the model 
informed by the real data is used as a correct model.  
 
Figure 3.2. Hypothetically correct model 
 
b) Model with over-specified pathways. With an “over-specified pathways” 
model, one more path link was randomly added into the hypothetically correct 
model, indicated in blue. Therefore, instead of having all three attributes 




Figure 3.3. Model with over-specified pathways. 
 
c) Model with under-specified pathways. One of the pathways was randomly 
deleted to qualify as under specified from our correct model, indicated by a 
blue dotted line. By deleting one pathway from the hypothetically correct 
model, attribute MC turned to be isolated from the model and not connected to 
any other attributes; this also provided information about the specification of 
the attribute grain size to the student mastery classification. The detailed 
results are discussed in subsequent chapters.   
 




d) Misspecified model. A linear model is chosen to be an example of a 
misspecified model in this case, in that the real data does not indicate a linear 
attribute structure, and linear model is the most commonly seen and used 
model in the field of assessment and is not the right model in this case due to 
the property of the real data. The real data was built based on a 
multidimensional test framework, and therefore a linear model was not 
feasible, but was included in simulation study for cross validating the attribute 
structure.  
 
Figure 3.5. Linear model.  
 
In general, the different levels of the two controlled factors yielded 3 × 3 = 9 data 
generation conditions. Each data set was estimated by the four models: the correct model, the 
over-specified model, the under-specified model, and the linear model, resulting in a total of 36 
conditions explored in this simulation study. Table 3.1 summarized the manipulated factors with 
their levels in the simulation study.  
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Table 3.1  
The manipulated factors in the simulation study 
 Factors Factor level Number of levels 
1 Sample size 
Large: 1000  
3 Medium: 500 
Small: 100 
2 Test length 
Long: 15 
3 Medium: 10 
Short: 5 
3 Attribute structure 
Correct model 




 For the simulation study, the uniform distribution for attribute profiles in data generation 
is one that has been used in many of the current simulation studies in DCMs (e.g., de la Torre, 
2009). The uniform distribution indicates that every profile has equal probability—mastery or 
non-mastery. The range of the uniform distribution for attribute intercept was chosen [−1, 1] to 
give symmetry around a log-odds of zero (p = 0.5) for masters of few attributes and masters of 
most attributes (Templin & Bradshaw, 2014). Same principle applies to item intercept. In terms 
of main effect and interaction's uniform distribution range of [0, 2], the range was picked to 
reflect the probability of mastery of 0.5 and beyond but does not exceed the probability of 1 
when counting in probability of guessing (intercept). The steps in the simulation study are listed 
below: 
1. Generate person profile. Person profile of attribute mastery (a vector of binary numbers) 
for a simulated student 𝑟𝑟, 𝛼𝛼𝑟𝑟, was generated from a series of conditional univariate 
Bernoulli distributions 𝛼𝛼𝑟𝑟𝑟𝑟 ∼ 𝐵𝐵�𝑝𝑝𝛼𝛼𝑟𝑟𝑟𝑟�, where 𝑝𝑝𝛼𝛼𝑟𝑟𝑟𝑟  is the probability student 𝑟𝑟 is a master 
of attribute 𝑎𝑎 (𝑎𝑎 = 1, 2, … ,𝐴𝐴). The probability 𝑝𝑝𝛼𝛼𝑟𝑟𝑟𝑟  is conditional on the value of a 




exp �𝛾𝛾𝑟𝑟,0 + 𝛾𝛾𝑟𝑟,1,�𝑟𝑟′�𝛼𝛼𝑟𝑟𝑟𝑟′�
1 + exp�𝛾𝛾𝑟𝑟,0 + 𝛾𝛾𝑟𝑟,1,(𝑟𝑟′)𝛼𝛼𝑟𝑟𝑟𝑟′�
 
a. When the attribute does not have a predictor, the probability is no longer 
conditional on attribute 𝑎𝑎′ and 𝛾𝛾𝑟𝑟,1,�𝑟𝑟′� = 0. Each attribute intercept, 𝛾𝛾𝑟𝑟,0, was 
randomly drawn from a uniform distribution with a range of [−1, 1].  
b. Each attribute main effect, 𝛾𝛾𝑟𝑟,1,�𝑟𝑟′�, was randomly drawn from a uniform 
distribution with a range of [0, 2]. 
c. When there are interaction terms involved between attributes, for instance, in 
the hypothetically correct model, attribute RU was dependent upon the any of 
the combination of the remaining three attributes – APP, PI, and MC, the 
interaction effect was also randomly drawn from a uniform distribution with a 
range of [0, 2]. 
Take the hypothetically correct model for an example (see Figure 3.2), attribute 
APP is not conditioned on any other attributes, and therefore the probability of APP can 





For attribute RU, who has three parent attributes, and thus includes three main 




𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿� 𝑌𝑌𝑟𝑟𝑟𝑟 = 1 ∣∣ 𝛼𝛼𝑟𝑟𝑟𝑟 � = 𝛾𝛾𝑟𝑟,0 + 𝛾𝛾𝑟𝑟,1,�𝑟𝑟1′�𝛼𝛼𝑟𝑟𝑟𝑟1′ + 𝛾𝛾𝑟𝑟,1,�𝑟𝑟2′�𝛼𝛼𝑟𝑟𝑟𝑟2′ + 𝛾𝛾𝑟𝑟,1,�𝑟𝑟3′�𝛼𝛼𝑟𝑟𝑟𝑟3′ 
+𝛾𝛾𝑟𝑟,2,�𝑟𝑟1′,𝑟𝑟2′�𝛼𝛼𝑟𝑟𝑟𝑟1′𝛼𝛼𝑟𝑟𝑟𝑟2′ + 𝛾𝛾𝑟𝑟,2,�𝑟𝑟1′,𝑟𝑟3′�𝛼𝛼𝑟𝑟𝑟𝑟1′𝛼𝛼𝑟𝑟𝑟𝑟3′ + 𝛾𝛾𝑟𝑟,2,�𝑟𝑟2′,𝑟𝑟3′�𝛼𝛼𝑟𝑟𝑟𝑟2′𝛼𝛼𝑟𝑟𝑟𝑟3′ +
𝛾𝛾𝑟𝑟,3,�𝑟𝑟1′,𝑟𝑟2′,𝑟𝑟3′�𝛼𝛼𝑟𝑟𝑟𝑟1′𝛼𝛼𝑟𝑟𝑟𝑟2′𝛼𝛼𝑟𝑟𝑟𝑟3′  
And the probability of RU can be defined by: 
𝑝𝑝𝛼𝛼𝑟𝑟𝑟𝑟 =
exp �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿� 𝑌𝑌𝑟𝑟𝑟𝑟 = 1 ∣∣ 𝛼𝛼𝑟𝑟𝑟𝑟 ��
1 + exp �𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿� 𝑌𝑌𝑟𝑟𝑟𝑟 = 1 ∣∣ 𝛼𝛼𝑟𝑟𝑟𝑟 ��
 
2. Generate item parameters. Item parameters were generated following the same principle. 
Conditional on a person’s mastery profile, 𝛼𝛼𝑟𝑟 , generated from step one, item responses 
were generated from a series of conditional univariate Bernoulli distributions, where, for 
an item i, measuring only one attribute, 𝑌𝑌𝑟𝑟𝑟𝑟~𝐵𝐵�𝑝𝑝𝑌𝑌𝑟𝑟𝑟𝑟�, with: 
𝑝𝑝𝑌𝑌𝑟𝑟𝑟𝑟 =
exp�𝜆𝜆𝑟𝑟,𝑜𝑜 + 𝜆𝜆𝑟𝑟,1,(𝑟𝑟)𝛼𝛼𝑟𝑟𝑟𝑟�
1 + exp�𝜆𝜆𝑟𝑟,𝑜𝑜 + 𝜆𝜆𝑟𝑟,1,(𝑟𝑟)𝛼𝛼𝑟𝑟𝑟𝑟�
 
a. Each intercept, 𝜆𝜆𝑟𝑟,0 , was randomly drawn from a uniform distribution with a 
range of [˗1, 1].  
b. Each conditional main effect, 𝜆𝜆𝑟𝑟,1,�𝑟𝑟1,…�, was randomly drawn from a uniform 
distribution with a range of [0, 2]. 
c. When there is interaction terms involved, the interaction effect was also 
randomly drawn from a uniform distribution with a range of [0, 2]. 
If an item i¸ measures two attributes, 𝛼𝛼𝑟𝑟1, and 𝛼𝛼𝑟𝑟2, the main effect for both attributes 





𝑒𝑒𝑒𝑒𝑝𝑝�𝜆𝜆𝑟𝑟,𝑜𝑜 + 𝜆𝜆𝑟𝑟,1,(𝑟𝑟1)𝛼𝛼𝑟𝑟𝑟𝑟1 + 𝜆𝜆𝑟𝑟,1,(𝑟𝑟2)𝛼𝛼𝑟𝑟𝑟𝑟2 + 𝜆𝜆𝑟𝑟,2,(𝑟𝑟1,𝑟𝑟2)𝛼𝛼𝑟𝑟𝑟𝑟1𝛼𝛼𝑟𝑟𝑟𝑟2�
1 + 𝑒𝑒𝑒𝑒𝑝𝑝�𝜆𝜆𝑟𝑟,𝑜𝑜 + 𝜆𝜆𝑟𝑟,1,(𝑟𝑟1)𝛼𝛼𝑟𝑟𝑟𝑟1 + 𝜆𝜆𝑟𝑟,1,(𝑟𝑟2)𝛼𝛼𝑟𝑟𝑟𝑟2 + 𝜆𝜆𝑟𝑟,2,(𝑟𝑟1,𝑟𝑟2)𝛼𝛼𝑟𝑟𝑟𝑟1𝛼𝛼𝑟𝑟𝑟𝑟2�
 
3. Estimate model parameters and person profiles. The data set was analyzed using both 
LCDM and Bayesian Networks. 
4. Replication. Step one to step three were repeated 100 times and computed the model 
fit, parameter recovery, and student mastery classification for each data set.  
Data Analysis 
 The Bayesian Networks estimated map parameters and student mastery status 
simultaneously. The sections below describe the estimation procedures using Bayesian 
Networks. In the MCMC algorithm, the priors for the attribute and item parameters follow a 
normal distribution because the parameters are on the logit scale. The priors for attribute 
parameters (intercept, main effect, and interaction) and item intercept were drawn from a normal 
distribution with mean zero and precision of 0.1, which is not informative. The priors for item 
main effects and item interactions were drawn from truncated normal distribution with mean 
zero and precision of 0.1, because item main effects and interactions range from zero to positive 
infinity. Two Markov chains were drawn in the estimation. One thousand iterations of burn-in 
were used for each run. A total of 5000 iterations were run to obtain samples for posterior 
inferences. No thinning was done during the MCMC process, and thus all chains were retained 
for inference making (as recommended by Gelman et al., 2004). As for checking the 
convergence of the estimation, the percentage of R-hat values greater than 1.2 were calculated. 
Gelman et al. recommended R-hat values less than 1.2 as good evidence of convergence (Brooks 
& Gelman, 1998), or less than 1.1 (default value of JAGS).  
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 Parameter estimates were computed using the MCMC algorithm. The concept of MCMC 
estimation is to construct a set of random draws from the posterior distribution of each parameter 
being estimated, and a stationary distribution of the random draws is desired. Using the draws 
from the posterior distribution of parameters, point estimates can then be calculated. Before the 
chains converge to a stationary distribution, a “burn-in” in the MCMC process discards the first 
thousand draws because early on the random draws might wander around low-density parameter 
space. Once the chains converge, the remaining draws are kept for making inferences.  
Evaluation criteria 
 This section discusses the criteria for (a) model fit indices, (b) student mastery 
classification accuracy, and (c) map and item parameter recovery. The criteria were used for both 
the simulation study and the real data analysis.  
 The DIC (deviance information criterion; Spiegelhalter et al., 2002) was computed for 
goodness-of-model-fit index, and was provided by JAGS (Just Another Gibbs Sampler, 
Plummer, 2012). Student mastery classification rate was calculated across the conditions across 
the models. The classification rate was then used to compare with the classification rate of true 
values to check the accuracy of student mastery classification. In the meantime, bias and Root 
Mean Squared Error (RMSE) were computed between the person profile estimates and the true 
values for the attributes.  
 The indices and figures of the precision of map and item parameter estimates were 
reported for each condition. And these indices were: a) average bias of the map and item 
parameters; b) average RMSE of the parameters; and c) average 2.5% and 97.5% thresholds of 
the credible intervals. Bias was calculated using the formula: 𝐵𝐵(𝜁𝜁) = 𝜁𝜁 − 𝜁𝜁, with 𝜁𝜁 denoting the 
mean of estimates 𝜁𝜁 = 1
100
∑ 𝜁𝜁𝚤𝚤� , and 𝜁𝜁 the mean of true value of the parameter 𝜁𝜁 =
1
100
∑ 𝜁𝜁𝑟𝑟, where 
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𝐿𝐿 refers to the sequence of data set. The root mean squared error (RMSE) was defined with the 




, which represents the degree of deviation of estimates 
from the true values of parameters. The credible intervals were provided by JAGS, and were 
computed after an average over the replications was taken. In addition to bias and RMSEs to 
examine parameter recovery, one-way Analysis of Variance (ANOVA) was employed in SPSS 
to test differences in recovery as a function of the conditions. Eta-squared (ŋ2) was calculated to 
quantify how much each factor – sample size, test length, and structure specification – mattered 
empirically.   
 The computer language R (R Development Core Team, 2013), JAGS (Just Another Gibbs 
Sampler, Plummer, 2012), R2jags package (Su & Yajima, 2015), and rjags package (Plummer, 





In the simulation study, three aspects were manipulated: (1) the sample size; (2) the test 
length; (3) and the models. Thirty-six data sets were generated combining these factors. Each 
data set was then analyzed with LCDM integrated Bayesian networks, and replicated 100 times. 
Bias and RMSEs were calculated for each condition and all the results were tabled accordingly.  
The Measures of Convergence for the MCMC Algorithm in the Bayesian Network 
 The R-hat indices of convergence for the MCMC algorithm are summarized and 
presented in Table 4.1. Table 4.1 gives the percentage of R-hat values that are greater than 1.2 
for each set of parameters to indicate a bad convergence, and the maximum R-hat in the 
parameters set from all data sets. The convergence was examined at three levels: (1) overall 
model fit–the deviance; (2) evidence model fit–item parameters; and (3) proficiency model fit – 
attribute parameters and person mastery classification.  
 At the model level, as shown in Table 4.1, the R-hat values of the deviance for all the 
conditions across all four models were close to 1 and always less than 1.2, with the largest value 
of 1.17. Hence, the estimations at the model level converged well in terms of R-hat values of the 
deviances. In addition, because the statistical models for data generation and estimation were the 
same, the estimates for the evidence model and proficiency model showed a good convergence 
as well. More specifically, the R-hat values for attribute parameters and item parameters were 
consistently below 1.2, with the highest values of 1.13 and 1.11, respectively.  
In addition, holding sample size constant, as the test length increases, the convergence 
does not improve. As the test length increases, the proficiency model converges worse, if model 
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conditions is held constant. Overall, all parameters converged well across conditions across 








 The goodness-of-fit of the models were compared using DIC, which is generated by 
JAGS. The smaller the DIC is, the better the model fits the data. Table 4.2 presents the means of 
DIC values for the models across conditions. Following the DIC rule of the smaller the better, 
under-specified model fits slightly better than the rest of the models, with the small sample size 
and short test length. However, as the condition goes more complex, the goodness-of-fit index 
gets penalized by generating bigger DICs. To this extent, the simplest structure – the linear 
structure – gets the smallest DIC when the sample size is large and the test length is long. More 




Table 4.2  
The mean of DIC across conditions 
Condition  







































































Item Level Results 
 The item level results include the estimation of the item intercept, main effect, and 
interactions between items and corresponding attributes. For each condition, (1) the empirical 
bias 𝐵𝐵�𝜁𝜁�, (2) the root mean squared error (RMSE), (3) and the percentage of 95% credible 
intervals, were computed and reported in Table 4.3. Table 4.3 presents the means of these indices 
for the purpose of evaluating the recovery and precision of item parameters.  
Results for Item Intercept Parameters 
For item intercept parameters across all four models, the bias values are small and 
positively biased, meaning item intercept parameters are more likely to be slightly overestimated 
varying conditions and models. Given the same sample size, the bias tends to decrease slightly as 
the test length increases across models. Also, controlling the test length, the bias values decrease 
as the sample size increases across models. Likewise, the root means squared error (RMSE) 
follows a similar pattern. Holding the sample size in constant, the RMSEs decrease slightly as 
the test length increases, and vice versa.  
It is interesting to note that in the correct model, the condition where the sample size is 
large and the test length is medium to large owns relatively smaller bias. The same finding 
applies to the over-specified model, and we suspect that this condition might be the most 
accurate one for estimating item intercept for pathways specified in the correct model and in the 
over-specified model. On the other hand, the changes in bias and RMSE in the under-specified 
model and the linear model showed a more consistent pattern. More specifically, as the sample 
size or test length goes up, the bias and RMSE tend to continually decrease. Moreover, given the 
same test length, the under-specified model shows slightly smaller bias, suggesting more 
accuracy in item intercept estimation among all four models. In short, the most accurate item 
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intercept estimation is when the sample size is large, and the test length is large, ideally in an 
under-specified model with a 95% credible interval of 45.8%. The 95% credible intervals ought 
to endorse for the parameter estimation, yet in item intercept estimation, the credible interval 
covers between 44.9% to 84.9% percent of the true values of intercept, across models and 
conditions. This makes us believe that there is no reliable evidence that any of the pathways 
specified in the models provide a highly accurate item intercept estimation in various models and 
conditions.  
Results for Item Main Effect Parameters 
 In general, item main effect bias values across all four models and conditions were 
negative, indicating that the item main effect parameters were likely underestimated regardless 
of the variations in sample size, test length, and estimation models. When holding test length in 
constant, bias values decrease as the sample size increases the same as RMSE values across all 
four models. According to the bias values, the best model and condition for the most accurate 
item main effect estimation is the correct model with large sample size and long test length, 
followed by the same conditions in the under-specified model, the linear model, and the over-
specified model. 
 Following the same pattern found in item main effect bias, RMSEs decrease as the 
sample size increases, holding test length constant. If holding sample size constant, RMSE 
values decrease as test length increases. The 95% credible intervals covers 64.1% to 80.5% of 
the true main effect values, suggesting a fairly good accuracy in estimating main effect. Overall, 
none of the models seem to perform better than others in estimating item main effect parameters 
as far as accuracy is concerned. The item main effect parameter estimation seem to have more 
preference in sample size and test length factors, rather than pathway variations in the models.  
34 
 
Results for Item Interaction Parameters 
        Similar to the item main effect parameters, item interaction parameters tended to be 
negatively biased and underestimated across models and conditions. In general, the bias 
decreases as the sample size increases, holding the test length in constant. It is interesting to note 
that for the correct model and the under-specified mode, the condition with large sample size and 
medium to long test length yielded smaller bias values, indicating the best accuracy in item 
interaction parameter estimation. On the other hand, the over-specified model and the linear 
model showed a more consistent decrease in bias values as the sample size or test length 
increases. Therefore, we suspect that the medium test length and large sample size have the most 
effect on item interaction estimation, especially in the correct model and the under-specified 
model. As for RMSE, the values dropped when the sample size or test length increases, holding 
the other one constant.   
The 95% credible intervals cover from 75.7% to 88.1% of the true values. Within the 
same model, as the sample size goes up, the 95% CI coverage goes up as well, holding test 
length in constant. In contrast, as the test length goes up, the 95% CI coverage goes down, 
controlling for the sample size. This makes us suspect that item interaction estimation accuracy 
is more dependent upon the conditions – sample size and test length in our case, and the best 
condition for a more accurate item interaction estimation is large sample size along with small 
test length. In general, the best condition for item interaction estimation in the linear model is 
when the test length is long and the sample size is large, concerning the magnitude of the bias 
and RMSE. However, based on what we see in the 95% credible interval, the model probably 






In this section pertaining to item parameters (item intercept, item main effect, item 
interaction) estimation results, all item parameters were estimated quite accurately using LCDM 
and Bayesian Networks. The item intercept parameters were positively biased, but own the least 
magnitude of bias and RMSEs, indicating item intercept parameters were more accurately 
estimated than main effect and interaction parameters across models. Due to the fact that some 
items measure more than one attribute, interaction terms were also estimated. All item 
interaction terms across models were negatively biased, though not with significant distance 
from the true values. In addition, the 95% credible intervals covered a majority of the true values 
for each set of item parameters: intercept, main effect, and interaction. Different models showed 
their own merits in estimating item parameters accurately; for instance, in terms of the 
magnitude of the bias across the four models, the over-specified model and the under-specified 
model estimated slightly more accurately in item intercept, the under-specified model 
outperformed the other three models in item main effect estimation, and the linear model was 
slightly more accurate in estimating item interaction parameters. Although there is no distinct 
evidence showing the difference of models in terms of item parameter estimation, underlying 
patterns concerning sample size and test length were explored in this section. In general, large 
sample size along with medium to long test length is preferred in estimating item parameters.  
The findings from the previous sections pertaining to the impact of model specification, 
sample size, and test length on test item parameter recovery indicate that how a test was 
constructed based on a series of attributes structure does not have much effect on item level. The 
results were confirmed by the ANOVA results shown in Table 4.4. As shown in Table 4.4, 
sample size owns the biggest effect on item recovery, especially item main effect, followed by 
item interactions. Test length has medium effect on item main effect, and attribute structure 
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specification does not have much effect on item parameter recovery. The findings point out that 
in constructing an assessment, it is less important on how the map structure is in terms of skill 
connection and dependency, it is more important to ensure that items are well written and 
measuring what they are supposed to measure. More results about attribute parameter estimation 
and person mastery status will be discussed in the next section. 
Table 4.4 
Eta Squared for Item Recovery Parameters by Condition 
    Sample Size Test Length Attribute Structure  
Bias 
Intercept 0.06 0.01 0 
Main Effect 0.82 0.26 0 
Interaction 0.28 0.01 0.01 
RMSE 
Intercept 0 0 0.0 
Main Effect 0.58 0.02 0.0 
Interaction 0.26 0.01 0.0 
Note. Rule of thumb for η2: 0.02=small, 0.13=medium, 0.26=large (Cohen, 1998; Miles & 
Shevlin, 2001) 
 
Attribute Level Results 
 The attribute level results include the estimation of the attribute intercept, main effect, 
and interactions between attributes. For each of the results in each condition, (1) the empirical 
bias 𝐵𝐵�𝜁𝜁�, (2) the root mean squared error (RMSE), (3) and the percentage of 95% credible 
intervals, were computed and reported in Table 4.5. Table 4.5 presents the means of these 
indices, which were examined to evaluate the recovery and precision of attribute parameters.  
Results for Attribute Intercept Parameter 
First, for the hypothetically correct model, it is interesting to note that with small sample 
size, the bias goes up a bit as the test length increases. This pattern does not apply to the 
conditions where the sample size is medium or large. Also, when the sample size is small or 
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medium, the conditions with medium test length yields the least magnitude of bias and RMSE. 
Although if we hold medium or large sample size in constant, the bias decreases as the test 
length increases. The same principle applies to RMSEs. When the test length increases, there is 
also a significant decrease in RMSE values holding sample size in control. Besides, given the 
same test length, the RMSEs decrease as the sample size increases. In short, with medium to 
large sample size, longer test length yields smaller bias and RMSE, suggesting that the best 
condition to the correct model is when the sample size is medium to large and the test length is 
long.   
Secondly, for the over-specified model, the small to medium sample size is not preferable 
because within the small sample size, the bias goes up as the test length increases and both the 
bias and RMSE values results from the medium sample size have the greatest magnitude. With 
that being said, the best condition for the over-specified model to estimate attribute intercept 
parameters is when the sample size is large, and the test length is medium. In other words, with a 
more complicated model, over-specified model in our case, a more complex condition is needed 
for the attribute intercept estimation to be more accurate.  
Third, for the under-specified model, it is apparent that attribute intercept parameter 
estimates have the greatest magnitude among all models, indicating that the under-specified 
model does not perform as well as other models (except for the linear model, which was assumed 
as a wrong model in the multidimensional framework) in terms of attribute intercept estimation. 
When test length is short, the bias and RMSE increase as the sample size increases, which 
indicates that for the under-specified model, the short test length is not preferable in terms of 
attribute intercept estimation. When the test length is medium to long, the bias and RMSE values 
decrease as the sample size increases, which confirmed what was mentioned previously that a 
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more complex condition is needed when the model itself is not complex enough. As for the 
sample size effect, within medium to large sample size, as test length increases, bias and RMSE 
values decrease. Based on the smallest bias and RMSE, and the 95% credible interval, the 
condition of medium sample size and long test length is more preferable than other conditions 
for the under-specified model.  
Lastly, the linear model showed the greatest magnitude of bias and RMSE in attribute 
intercept estimation as anticipated, meaning that the linear model is the least accurate model 
when it comes to estimating attribute intercept accurately. Although in the linear model, test 
length and sample size still showed their effect on parameter estimation accuracy. For instance, 
when the sample size is medium to large, the bias and RMSE decrease as the test length 
increases; when holding the test length in constant, the bias and RMSE values decrease as the 
sample size increases. In short, the condition where the sample size is large and the test length is 
medium yielded the best results for the linear model, although compared to other models, this 
linear model is not the best one.  Overall, all intercept parameter estimation across models were 
estimated well, with one model performed better than the other, and with the 95% credible 
intervals covering up to 82.0% of the true values. Therefore, the attribute intercept parameters 






Results for Attribute Main Effect Parameter 
 Across all models and conditions, attribute main effect estimates were all negative, which 
means that they were likely underestimated in our case. For the correct model, bias and RMSE 
decrease when test length increases, holding sample size in control. Likewise, when sample size 
goes up, bias and RMSE goes down if holding test length in constant. In short, the large sample 
size combining the long test length seem to generate a more accurate attribute main effect 
estimation for the hypothetically correct model.  
 In terms of the over-specified model, it is interesting to note that bias and RMSE values 
go up when the test length increases within the small sample size, which indicates that the 
conditions with small sample size are not ideal for the over-specified model. When the sample 
size is medium to large, bias and RMSE values drop when the test length goes up, indicating that 
the more complex conditions are in the over-specified model, the more accurate the main effect 
estimation will be. Moreover, the best condition in this case would be the ones where the sample 
size is medium to large and the test length is medium to long.  
 On the other hand, the under-specified model owns the least magnitude of bias values 
comparing to other models. This leads us to suspect that the under-specified model is the best 
model for attribute main effect estimation. Again, the bias and RMSE values react to sample size 
and test length as we expected. Holding sample size in constant, the bias and RMSE decrease as 
the test length goes up. Likewise, the bias and RMSE decrease as the sample size increases if 
keeping test length in control. In short, based on what we see in terms of bias and RMSE values, 
the under-specified model is the most accurate model in estimating attribute main effect, with the 
a more complex condition – large sample size combining with long test length ideally.  
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 Lastly, the linear model again yielded the greatest magnitude of bias values in attribute 
main effect estimation, which confirms what we anticipated that the linear model is the wrong 
model in a multidimensional framework. In terms of the sample size and test length effect, the 
linear model follows the same pattern as shown in other models – as the sample size goes up, the 
bias and RMSE go down if holding test length in constant; and as the test length goes up, the bias 
and RMSE values decrease when keeping sample size in control. For this model, the best 
condition is when the sample size is large and the test length is medium.  
 In short, with the separate examination in bias and RMSE, the 95% credible intervals 
across models and conditions covered up to 100% of the true values. This means that the credible 
interval endorsed the conclusion that main effect parameters were reliably estimated in LCDM 
and Bayesian Networks using the MCMC algorithm.   
Results for Attribute Interaction Parameter 
 Attribute interaction parameters occurred in the hypothetically correct model, the over-
specified model, and the under-specified model, where attribute RU depends on at least two other 
attributes. With a quick glance, the attribute interaction parameter estimates were all negative as 
well, meaning attribute interaction parameters were likely underestimated across models and 
conditions. The attribute interaction terms were estimated along with attribute intercept and main 
effect. Interaction was not estimated in the linear model, because there is no interaction between 
the attributes when they located in a linear structure. Across models and conditions, bias and 
RMSE values are large, which can be a result of the limited number of attributes (four attributes 
in our case) in the model structures.  
In terms of sample size and test length effect, the bias and RMSE values decrease as the 
sample size increases across all three models, holding test length in constant. Likewise, the bias 
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and RMSE goes down as the test length goes up when keeping sample size in control. The best 
model in comparing the bias and RMSE values among the three models in estimating attribute 
interaction parameters seems to be the under-specified model, who has the least magnitude of 
bias and RMSE in general. And the best condition in this case is when the sample is large and the 
test length is medium. Besides, the interaction terms been estimated in the three models —
correct model, over-specified model, and under-specified model—all provided reliable results in 
terms of parameters estimates. Moreover, the credible interval covers up to 99.4% of the true 
values, suggesting that these attribute interaction parameters have been well estimated, and 
therefore the results are reliable.  
 In order to quantify the effect of sample size, test length and model specification, an 
ANOVA was conducted, and the results were presented in Table 4.6. As shown in Table 4.6, the 
slightly bigger effect on attribute parameter recovery is model specification, especially on 
attribute main effects. Test length almost does not have any effect on attribute parameter 
recovery, and sample size just has small effect on attribute main effects and attribute interactions. 
This result indicates that how a map is structured, or how a set of skills was connected in an 
assessment, does impact students’ mastery status of the skills.  
Table 4.6. 
Eta-Squared for Attribute Parameter Recovery by Condition 
    Sample Size Test Length Model Specification 
Bias  
Intercept 0 0 0.01 
Main Effect 0.06 0.01 0.01 
Interaction 0.08 0 0.02 
RMSE  
Intercept 0 0 0 
Main Effect 0.05 0.01 0.10 
Interaction 0.07 0 0.02 
Note. Rule of thumb for η2: 0.02=small, 0.13=medium, 0.26=large (Cohen, 1998; 




After examining the attribute parameter accuracy and finding consistently reliable results 
in the parameter estimation, the impact of the models and conditions to student mastery 
classification status can then be explored as a further step. The next section presents the 
estimates of respondents' mastery status towards the four attributes and the test as a whole by 
examining the accuracy of respondents' skill estimation. 
Student Mastery Classification Accuracy 
 This section discusses the student mastery classification calculated based upon true 
values and estimated data. Table 4.7 below presents a concise summary of student mastery 
classification in percent. As shown in the table, the over-specified model has the highest 
classification rate overall with 68.43%, and the linear model has the lowest rate, 66.29%. As per 
attribute, attribute APP is not dependent on any other attributes, and the classification rate is 
similar across all four models with the highest percentage (67.14%) in the over-specified model 
and the lowest (63.90%) in the linear model; the correct model and the under-specified model 
have a very similar mastery classification rate, 66.24% and 66.95% respectively.  
 For attribute PI, the over- specified model again has the highest classification rate, 
followed by the under-specified model and the correct model. It is worth noting that attribute PI 
in the over-specified model has a parent attribute, APP, and with this dependency upon attribute 
APP, the mastery classification of attribute PI raised very slightly compared to those without a 
parent attribute. This finding confirms that there is a hierarchy among the attributes, and by 
mastering one attribute increases the probability of mastering the child attribute, PI in our case. 
On the other hand, the mastery status in percentage for attribute MC is very similar across all 
four models, even in the linear model, where attribute MC is dependent upon attribute PI. This 
leads us to believe that the linear model again is not the correct model, because the mastery of 
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MC does not show a significantly higher rate compared to the rest of the models where attribute 
MC does not have any parent attribute. In other words, students are supposed to have a better 
chance mastering attribute MC when MC is dependent upon another attribute, PI in our case, but 
in the linear model, the mastery of PI does not improve students’ mastery of attribute MC.  
 Finally, when we come to attribute RU, it is noticeable that the student mastery 
classification rate is higher when there are more parent attributes linked to it. As suspected, the 
linear model has the lowest mastery rate for attribute RU because there is only one attribute 
predicting the probability of RU mastery. The correct model and over-specified model both own 
similar rate in this sense, both of which have three attributes predicting attribute RU. Although, 
the rate is slightly higher in the over-specified model. It is interesting to note that in the under-
specified model, attribute RU depends on two parent attributes, and yet the mastery rate was 
even 0.2% higher, though negligible, from those dependent on three. To summarize, by 
increasing the dependency to an attribute, the mastery classification rate to that attribute 
increases slightly as well, though not significantly, indicating the attribute structure exists.  
Table 4.7  
Mean student classification by estimation in percentage 
Model APP PI MC RU Overall 
Hypothetically Correct Model 66.24 67.55 65.41 72.13 67.84 
Over-specified Model 67.14 68.38 65.92 72.27 68.43 
Under-specified Model 66.95 68.11 65.02 72.47 68.14 
Linear Model 63.90 66.28 65.07 69.89 66.29 
Note. Percentages are calculated based on the estimated student mastery status 
 
 Moreover, Table 4.8 describes the student mastery classification of estimated data for 
each attribute and the hypothetical overall test across conditions. When looking at the difference 
between the estimated mastery classification rates in the hypothetically correct model versus in 
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the rest of the models, the under-specified model is the closest in student mastery classification 
for the overall mastery of the test, followed by the over-specified model. The linear model, on 
the other hand, tends to underestimate student mastery status, and thus has the largest difference 
in student mastery classification from the correct model. Another interesting finding is that 
attribute RU was estimated more accurately by the under-specified model when comparing with 
the results from the over-specified model. The linear model owns the lowest mastery 
classification rate, for each of the four attributes, and thereby is an indication of an incorrect 
model in this case. Furthermore, based on the least magnitude of the differences between 
estimated mastery rate in the hypothetically correct model versus in the other models, attributes 
with fewer than one parent attribute can be estimated more accurately when in long test length, 
whereas attributes that have more than one parent attribute seem to be better estimated with short 
test length. In terms of the sample size influence, students can be more accurately categorized as 
mastery/non-mastery as the sample size of the whole assessment increases, holding test length in 
constant. The same principle applies to the test length effect if holding sample size in control.  
 Student mastery classification was calculated per attribute as well as the overall test. The 
mastery rate was also compared with the rate generated by the correct model. The results indicate 
that as the parent attribute exists or increases, student mastery toward the child attribute increases 
as well. This is congruent to the hypothesis made in the beginning of this study that there is a 
hierarchy among the attributes, and by exploring the possible structures of the attributes we 





Table 4.8  
Detailed student mastery classification in percentage 
Condition 
APP PI MC RU Overall 




28 69.25 75.41 71.11 88.69 76.12 
48 72.40 74.28 67.71 88.23 75.66 
68 70.47 72.89 65.03 88.35 74.19 
500 
28 70.33 70.65 69.57 69.29 69.96 
48 66.31 65.78 65.23 65.94 65.82 
68 61.28 61.40 61.02 60.86 61.14 
1000 
28 66.81 68.07 67.94 68.00 67.71 
48 62.00 61.86 63.36 62.03 62.31 





28 72.42 78.96 72.11 88.84 78.08 
48 74.13 78.03 69.15 88.52 77.46 
68 72.72 74.59 65.10 87.71 75.03 
500 
28 70.97 70.81 71.62 72.01 71.35 
48 64.47 64.09 64.70 64.46 64.43 
68 60.33 60.13 60.50 60.70 60.42 
1000 
28 70.22 70.28 70.47 69.57 70.14 
48 61.46 60.94 61.37 60.68 61.11 





28 70.99 76.09 71.42 89.58 77.02 
48 71.46 75.39 65.75 86.91 74.88 
68 73.23 74.71 63.51 88.75 75.05 
500 
28 68.92 69.22 68.42 68.64 68.80 
48 64.69 65.07 65.03 65.20 65.00 
68 63.81 63.85 63.82 63.87 63.84 
1000 
28 69.30 69.35 68.54 68.54 68.93 
48 61.61 61.09 60.29 62.21 61.30 




28 66.01 78.89 78.20 87.18 77.57 
48 70.70 77.21 71.94 86.35 76.55 
68 69.19 74.23 68.05 86.08 74.39 
500 
28 65.35 63.82 65.67 65.92 65.19 
48 64.66 64.49 64.09 64.25 64.37 
68 60.94 60.27 59.90 60.53 60.41 
1000 
28 64.95 63.78 64.21 64.49 64.36 
48 57.72 57.68 58.19 58.63 58.06 




Real Data Analysis Results 
The data used in this study is from the Diagnosing Teachers’ Multiplicative Reasoning 
(DTMR) test conducted by Bradshaw, Izsak, Templin and Jacobson (2014), which was built 
within a diagnostic classification framework. The prior research focused on the diagnostic 
quality of the test at the item level, mastery classifications for teachers, and attribute 
relationships. It successfully demonstrated that the Diagnostic Classification Models (DCMs) 
can detect distinct patterns of attribute mastery. However, the hierarchies among the attributes 
were not examined. Since attribute hierarchies were not explored in the original study, this study 
could be viewed as an expansion of the prior study by Bradshaw, et al. (2014). This research 
analyzed data from the 974 teachers who took the DTMR test and responded to 27 items 
measuring four attributes.  
In light of the hierarchical features found in the data based on the previous research, this 
study further explored possible hierarchical structures among the attributes by using four models: 
the hypothetically correct model (Figure 3.2), the over-specified model (Figure 3.3), the under-
specified model (Figure 3.4), and the linear model (Figure 3.5). For each of the four models, a 
proficiency model on the attribute level and person mastery level, and an evidence model on the 
item level, were included in the estimation. The proficiency model, created according to the four 
possible attribute structures, was shown in Figure 3.2 to Figure 3.5. The number of items within 
each attribute, used in the evidence model, was presented in Figure 3.1. Probabilities in both the 
proficiency model and the evidence model for each corresponding attribute structure were 
calculated using Loglinear Cognitive Diagnosis Model (LCDM) integrated with Bayesian 
Networks. The MCMC estimation was employed for both attribute level and item level 
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parameter estimation. In the MCMC estimation, two chains were used, each of which has a 
length of 5,000, and the first 1,000 iterations were discarded as burn-ins. The model convergence 
and parameter estimation results for each attribute structure are presented in the following 
sections.  
Model Fit and Model Convergence 
The goodness-of-fit of the models were examined using the deviance. The deviance 
presented in Table 5.1 was directly reported by JAGS. The smaller the deviance is, the better the 
model fits the data. Based on this principle, the misspecified model turned out to be the best-
fitting model for the DTMR test data, followed by the over-specified model, the under-specified 
model, and the correct model. Again, the reason is that the misspecified model is the least 
complex model, and thus was penalized the least, which yielded the smallest DIC among the four 
models. In addition to the DIC values, attribute and item parameter recovery should be also be 
examined while considering the best fitting model to the data.  
R-hat was commonly used as a measure of model convergence for the MCMC algorithm 
in the Bayesian Network. An R-hat value close to 1 indicates that the model converges well as a 
whole, and the percentage of R-hat values less than 1.2 was counted as a good evidence of 
convergence (recommended by Gelman, 1996) or 1.1 (default value of JAGS). Table 5.1 
presents the percentage of R-hat values greater than 1.2 for each parameter within each model, 
along with the corresponding maximum R-hat values. Convergence was examined, using R-hat, 
in three levels: (1) Overall model fit - the deviance; (2) Proficiency model fit - attribute 
parameters and person proficiency variable; (3) Evidence model fit - item parameters.  
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First, convergence at the model level was examined. As shown in the left section of Table 
5.1, the R-hat values of the deviance for the all models were very close to 1, indicating that the 
estimation at the model level converged well in terms of R-hat values of the deviance.  
Next, the convergence for attribute parameters—intercept, main effect, and interaction—
were all good across models, by looking at the percentage of R-hat values less than 1.2. Finally, 
the convergence at the evidence level was considered, and none of the item parameters showed a 
value greater than 1.2. Therefore, all four models showed good convergence, with close to 1 R-
hat values for item intercept, item main effect, and item interaction. More detailed findings on 
the attribute level, item level, and mastery classification rate for each attribute structure are 







Results for Item Parameters 
The item parameter estimates for the four models: the correct model, the over-specified 
model, the under-specified model, and the linear model, are provided in Table 5.2 through Table 
5.5. Item parameter estimates consist of estimates for item intercept, item main effect and item 
interaction, for individual item. Across the four models, the average item intercept ranged from 
−.71 to −.72, meaning just 7.1% to 7.2% of respondents who had not mastered any of the four 
attributes (APP, PI, MC, and RU) answered the items correctly. The average main effect 
parameters ranged from .74 to 1.22, and the average interaction parameter estimates fell between 
0.53 and 1.05. In general, items with lower intercepts and higher main effects and interaction 
terms are more discriminating between masters and non-masters of the attributes. In this sense, 
there are some items that are consistently showing high main effects and interactions across 
models, especially for item 8b, 8c, 9, 10b, and item 15c, and thus are more discriminating than 










RU(α4) APP(α1) PI(α2) MC(α3) PI/MC RU/MC RU/PI 
λi,1(4) λi,1(1) λi,1(2) λi,1(3) λi,2(2,3) λi,3(3,4) λi,2(2,4) 
1 0.60       0.19       
2 −0.98 0.96             
3 0.86   0.92           
4 −1.40       0.94       
5 −1.08       0.34       
6 −1.41   0.76           
7 −2.31       0.50       
8a −0.57 0.36             
8b −0.05 2.14             
8c 0.12 1.66             
8d 0.36 0.67             
9 −0.42       1.27       
10a −1.02     0.14         
10b 0.27     0.27 1.49   0.97   
10c −1.27     0.11 1.30   1.13   
11 −1.37       1.70       
12 −0.76       0.69       
13 −1.23   0.58 0.12   0.75     
14 −0.56   0.22   0.28     0.26 
15a −1.83   0.33 0.07   0.38     
15b −0.98   1.92           
15c 0.05   1.76           
16 0.23       1.55       
17 −0.80   0.27   0.32     0.54 
18 −1.54   0.39   0.58     0.68 
21 −1.28       0.96       
22 −0.92   0.79   0.72     0.76 











RU(α4) APP(α1) PI(α2) MC(α3) PI/MC RU/MC RU/PI 
λi,1(4) λi,1(1) λi,1(2) λi,1(3) λi,2(2,3) λi,3(3,4) λi,2(2,4) 
1 0.59       0.19       
2 −1.09 1.29             
3 0.85   0.92           
4 −1.41       0.96       
5 −1.09       0.35       
6 −1.45   0.81           
7 −2.32       0.52       
8a −0.62 0.51             
8b 0.16 2.09             
8c 0.34 1.45             
8d 0.37 0.78             
9 −0.44       1.28       
10a −1.01     0.14         
10b 0.27     0.26 1.46   0.98   
10c −1.29     0.12 1.28   1.14   
11 −1.39       1.68       
12 −0.77       0.70       
13 −1.26   0.57 0.12   0.78     
14 −0.57   0.23   0.27     0.26 
15a −1.85   0.35 0.07   0.40     
15b −1.03   1.96           
15c 0.02   1.76           
16 0.21       1.56       
17 −0.81   0.26   0.31     0.51 
18 −1.55   0.40   0.57     0.64 
21 −1.29       0.96       
22 −0.94   0.82   0.63     0.77 











RU(α4) APP(α1) PI(α2) MC(α3) PI/MC RU/MC RU/PI 
λi,1(4) λi,1(1) λi,1(2) λi,1(3) λi,2(2,3) λi,3(3,4) λi,2(2,4) 
1 0.59       0.21       
2 −0.96 0.95             
3 0.87   0.92           
4 −1.40       0.93       
5 −1.08       0.34       
6 −1.41   0.76           
7 −2.31       0.50       
8a −0.58 0.38             
8b −0.03 2.13             
8c 0.12 1.67             
8d 0.35 0.71             
9 −0.43       1.27       
10a −1.01     0.15         
10b 0.29     0.27 1.61   0.90   
10c −1.28     0.13 1.43   1.07   
11 −1.40       1.72       
12 −0.77       0.69       
13 −1.22   0.64 0.14   0.71     
14 −0.56   0.22   0.28     0.27 
15a −1.82   0.36 0.08   0.37     
15b −0.97   1.91           
15c 0.05   1.78           
16 0.23       1.53       
17 −0.80   0.27   0.32     0.55 
18 −1.56   0.39   0.59     0.70 
21 −1.28       0.94       
22 −0.94   0.82   0.71     0.77 











RU(α4) APP(α1) PI(α2) MC(α3) PI/MC RU/MC RU/PI 
λi,1(4) λi,1(1) λi,1(2) λi,1(3) λi,2(2,3) λi,3(3,4) λi,2(2,4) 
1 0.57       0.25       
2 −1.01 1.13             
3 0.83   0.94           
4 −1.36       0.85       
5 −1.06       0.30       
6 −1.45   0.80           
7 −2.28       0.44       
8a −0.59 0.46             
8b 0.14 2.09             
8c 0.30 1.52             
8d 0.34 0.82             
9 −0.42       1.24       
10a −1.07     0.32         
10b 0.23     0.96 1.26   0.83   
10c −1.44     0.80 0.98   1.06   
11 −1.42       1.75       
12 −0.75       0.66       
13 −1.28   0.33 0.51   0.66     
14 −0.58   0.26   0.27     0.27 
15a −1.86   0.25 0.20   0.40     
15b −1.03   1.91           
15c 0.00   1.77           
16 0.27       1.38       
17 −0.81   0.22   0.33     0.66 
18 −1.54   0.44   0.53     0.72 
21 −1.25       0.88       
22 −0.98   0.92   0.64     0.85 





As far as mastery status for each individual item is concerned, an item characteristic bar 
chart plots the response probabilities on the vertical axis as a function of attribute mastery on the 
horizontal axis. Figure 5.1 through Figure 5.7 present characteristics of simple structure items 
(measuring one attribute only) and complex structure items (measuring two attributes). Figure 
5.1 through Figure 5.4 present the ICBCs for items measuring only one attribute. Take Figure 5.1 
for an example, in the hypothetically correct model, the probability of answering Item 2 correctly 
was .5 for masters of APP and .27 for non-masters. Figure 5.5 through Figure 5.7 depict the 
ICBCs for items measuring two attributes. When an item measures two attributes, the interaction 
effect between the two attributes were also accounted for and examined in the item estimated 
probability. For instance, Item 22 in the hypothetically correct model, measures both attribute PI 
and RU, the probability of a correct response to Item 22 increases from .28 to .45 to .47 to .79 
when comparing students who mastered neither attributes, only RU, only PI, and both attributes, 
respectively. 
Furthermore, as discussed in the previous chapter, model specification or attribute 
structure does not have much effect on item level estimates. The similar findings were also seen 
in the real data analysis results, as shown in the item characteristic bar charts (ICBCs) in Figure 
5.1 through Figure 5.7. For example, for items measure attribute APP only (Figure 5.1), the 
estimated probabilities of answering Item 2 correctly as masters of APP were .50 for the 
hypothetically correct model, .55 for the over-specified model, .50 for the under-specified model, 
and .53 for the linear model, comparing to the non-masters with probabilities .27, .25, .28, 
and .27, respectively. Even for the complex structure items – items that measure two attributes, 
the results were similar. Take Figure 5.7 for an example, Item 14 measure PI and RU, and the 
probabilities of answering Item 14 correctly were close to .55, .42, .43, .36 for students who 
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mastered both attributes, only PI, only RU, and neither attributes, respectively, across four 
models.  
Therefore, the variation on the proficiency level − attribute structure change − does not 
influence the mastery probability of items. One of the reasons is that the variation in the attribute 
structure was small, with only the addition or removal of one random pathways. The number of 
attributes are also very limited, and thereby the influence of the attribute structure to the 
correctness of item responses could not be fully explored. Moreover, the number of items within 
each attribute might not be large enough to capture all variations in the mastery of items as the 
attribute structure changes. For instance, there was just one item measuring only attribute MC. 
This matter was explored further in the simulation study.  
To sum up, students’ probability of answering an item correctly or not does not rely on 
how the attributes were structured in a test, rather, how well the item connects to the targeted 
attribute. This is critical to item development in educational assessment. When items are well 
written and specified to measure certain attributes, even when the underlying connection of skills 
is not informative or even not correct, students’ performance on the items will not be influenced 
in a negative way. More specifically, the probability of a student answering an item correctly 
will not improve as the dependencies among the skills increase or decrease. Although it does not 
mean that a wrong map structure should be used in a test development, because the specification 
of attributes and their connections does have impact on students’ mastery classification on the 
test. As much as we would like more students to be classified as masters of skills in an 
























Results for Attribute Parameters  
 The attribute parameter estimates and the probability of each individual attribute mastery 
are provided in the tables below. Table 5.6 and Table 5.7 present the attribute level results from 
the correct model. The results showed that attribute RU is heavily dependent upon two attributes: 
APP, PI, in that the probability of RU mastery increases sharply as a student masters either APP, 
PI, or both. Surprisingly, the probability of RU mastery does not increase as a respondent 
masters attribute MC, suggesting that RU is possibly not depending on MC solely or the 
combination of MC and APP. As anticipated, when all three remaining attributes were mastered, 
the probability of RU mastery approached very close to 1.00.  
Table 5.6  
Mastery status of attributes for the correct model 
 Logit Probability of Mastery Probability of Non-Mastery 
APP 0.553 0.635 0.365 
PI −0.139 0.465 0.535 
MC 1.021 0.735 0.265 
 
Table 5.7  
Probability of RU mastery for the correct model 
APP PI MC Probability of RU Mastery 
0 0 0 0.214 
0 0 1 0.129 
0 1 0 0.417 
1 0 0 0.284 
0 1 1 0.459 
1 0 1 0.230 
1 1 0 0.758 
1 1 1 0.917 
 
 The over-specified model showed similar results. Table 5.8 and Table 5.9 provide the 
attribute parameter estimates and the probability of each individual attribute mastery. The results 
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are not very different from those in the correct model; attribute RU is dependent upon attribute 
APP and PI because the probability of RU mastery increases as a respondent masters either APP, 
PI, or both. Again, the probability of RU mastery does not increase as a student masters attribute 
MC, suggesting that RU is possibly not depending solely on MC or a combination of APP and 
MC. When all three remaining attributes were mastered, the probability of RU mastery 
approached 1.00. Since the over-specified attribute structure included the pathway between APP 
and PI, with APP being the parent attribute, the probability of PI mastery increased from 0.26 
(not depending on any parent attribute as shown in the correct model) to 0.67 (depending on APP 
as shown here in the over-specified model).  
The question is if this over-specified structure is better, the answer is two-fold: (1) the 
overall model fitting indices point out that the deviance for the two models are comparable, with 
the DIC equaling 27462.36 for the correct model and 27420.05 for the over-specified model, and 
the over-specified model fitting slightly better (lower DIC); (2) with the fact that the attribute 
parameter and item parameter estimates converged equally well in terms of the percentage of R-
hat values greater than 1.2, the parameter estimates in both models performed well (see Table 
5.1). In short, the correct model and the over-specified model fit almost as well, which indicates 
that the estimates from both the correct model and the over-specified model are reliable. 
Table 5.8  
Mastery status of attributes for the over-specified model 
 Logit Probability of Mastery Probability of Non-Mastery 
APP 0.212 0.553 0.447 
PI −1.047 0.260 0.740 
APP.PI 1.763 0.672 0.328 
MC 0.985 0.728 0.272 




Table 5.9  
Probability of RU mastery for the over-specified model 
APP PI MC Probability of RU Mastery 
0 0 0 0.206 
0 0 1 0.123 
0 1 0 0.402 
1 0 0 0.305 
0 1 1 0.440 
1 0 1 0.267 
1 1 0 0.750 
1 1 1 0.916 
 
 In addition, Table 5.10 and Table 5.11 present the attribute parameter estimates and the 
probability of each individual attribute mastery for the under-specified model. The results are not 
very different compared with those from the correct model or the over-specified model: attribute 
RU is dependent upon the attributes APP and PI because the probability of RU mastery increases 
as a respondent masters either APP, PI, or both. Since the under-specified attribute structure 
removed the pathway between RU and MC, with MC being the parent attribute, the probability of 
RU mastery has decreased, meaning that the mastery of RU has been affected by this change. 
This indicates that the pathway from attribute MC to attribute RU is necessary.  
 However, as far as structure comparison is concerned, the overall model fit indices 
showed that the deviance for the three models - the correct model, the over-specified model, and 
the under-specified model- are comparable, yet the over-specified model still fits slightly better, 
followed by the under-specified model and the correct model (see Table 5.1). In addition, the 
attribute parameter and item parameter estimates in all three models converged well in terms of 
the percentage of R-hat values greater than 1.2 (see Table 5.1). In short, the correct model, the 
over-specified model, and the under-specified model fit almost as good, but the correct model 
yielded slightly more accurate student mastery classification.  
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Table 5.10  
Mastery status of attributes for the under-specified model 
 Logit Probability of Mastery Probability of Non-Mastery 
APP 0.527 0.629 0.371 
PI −0.149 0.463 0.537 
MC 0.640 0.655 0.345 
 
Table 5.11  
Probability of RU mastery for the under-specified model 
APP PI MC Probability of RU Mastery 
0 0 0 0.184 
0 1 0 0.454 
1 0 0 0.280 
1 1 0 0.861 
 
 Finally, attribute level results from the linear model are presented in Table 5.12. The 
results are very different compared with those from the other three model since this is a linear 
model. The probability of mastery of attribute PI increased from 0.28 to 0.84, the probability of 
mastery of attribute MC went from 0.29 to 0.97, and the probability of RU mastery increased 
from 0.25 to 0.71.  
Table 5.12  
Mastery status of attributes for the linear model 
 Logit Probability of Mastery Probability of Non-Mastery 
APP 0.242 0.560 0.440 
APP.PI 1.670 0.842 0.158 
PI −0.937 0.282 0.718 
PI.MC 1.801 0.970 0.030 
MC −0.874 0.294 0.706 
MC.RU 1.984 0.709 0.291 
RU −1.095 0.251 0.749 
Note. APP.PI = PI is dependent upon APP; PI.MC = MC is dependent upon PI; MC.RU = RU 




In conclusion, the hypothesis related to the real data stating that there are hierarchies 
among the four attributes was plausible. As expected, by mastering one or more attribute, the 
probability of RU mastery increased quite significantly. In spite of the fact that the probability of 
RU mastery does not seem to increase significantly by mastery of attribute MC or the 
combination of MC and APP, the probability of RU mastery does increase evidently by mastery 
of the combination of MC and PI. Hence, we are convinced that the dependency assumption 
between attribute RU and the remaining three attributes holds. 
Results for Mastery Classification 
As for attribute classification, the individual attribute mastery proportion for each 
attribute structure is shown in Figure 5.8. Across the four models, MC is the attribute that was 
mastered by most respondents, followed by attribute APP, PI and RU. As shown in the figure, 
attribute RU was mastered by less than half of the respondents; the possible explanation is that 
attribute RU was always dependent upon at least one of the remaining three attributes. 
Comparing mastery classification rates from the correct model with the over-specified 
model, it is interesting to note that the dependency between PI and APP did not increase the 
mastery classification rate of either attribute PI or attribute RU. The former was directly 
dependent upon the mastery of APP, and the latter was dependent on the other three attributes as 
a whole structure. This also suggests that the extra dependency between PI and APP does not 
benefit model fit, parameter estimation, or respondent’s mastery classification. Thereby, the 
over-specified model does not perform better than the correct model.  
 As for the under-specified model, the pathway from attribute MC to attribute RU was 
removed. However, the dependency removed between MC and RU only lowered the mastery 
classification rate of attribute RU by 1%. Moreover, the classification of mastery to attribute MC 
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also dropped a bit, with the rate in the under-specified model slightly lower (94.97%) than in the 
other two models. This also indicated that the removed dependency between RU and MC does 








Figure 5.8. Proportion of Attribute Mastery by attribute structure. The figure displays the 
proportion of mastery (vertical axis) by attribute (horizontal axis). 
 
 Lastly, it was noted that mastery classification rates for attribute APP, PI and RU are 
quite comparable across four models: the correct model, the over-specified model, the under-
specified model, and the linear model, whereas the mastery classification rate for attribute MC 
has significantly decreased from over 90% to 45.89% in the linear model. The dependency 
between MC and PI significantly impacted the mastery classification rate of attribute MC in the 
linear model. However, the mastery classification rate for attribute RU did not drop significantly 
because it is now only depending upon one attribute - attribute MC. This also points out that the 

















































significantly. However, the model fit and parameter estimates indicated that the linear model has 
the largest DIC, which indicates a worst fit to the data. This conclusion is expected since we 
assumed that the linear model is a wrong model, given that the DTMR test was built under a 
multi-dimensional framework.  
 Although the classification of masters versus non-masters for each attribute does not vary 
much as the attribute structure changes, except for the linear model. Based on the model fit and 
model convergence indices, we believe that the parameter estimates and mastery classification 
from the correct model is more reliable than the other three models. Since the classification of 
mastery for attribute PI did not increase by adding APP as the parent to PI, the pathway between 
APP and PI is not tenable. Moreover, the classification for attribute RU did not drop or increase 
by removing attribute MC as the parent to RU, thus the pathway between MC and RU is not 
plausible either. However, the linear model presented a significant decrease in MC masters when 





Discussion and Conclusion 
 This section provides a discussion of the findings produced in Chapters 4 and 5, 
answering the questions we raised in the methods section. To this point, this dissertation 
explored the impact of attribute structure, as well as the effect of sample size and test length, to 
parameter recovery and student mastery classification. The simulation models were inspired by 
the DTMR Fraction test data, as well as the varied conditions – sample size and test length – in 
each of the models. Each framework contained two levels: (a) the proficiency model and (b) the 
evidence model; thereby, each data set was generated and estimated using these two levels. With 
integrated LCDM and the Bayesian Network, the statistical tool estimated the parameters in the 
evidence and proficiency levels simultaneously across models. The performance of the models 
was compared at (1) model level – convergence, (2) the item level – item parameter recovery, (3) 
the attribute level – attribute parameter recovery, and (4) the person level – student mastery 
classification. This study manipulated three factors in the simulation study: (1) the sample size, 
(2) the test length – number of items per single attribute, and (3) the statistical models used for 
both data generation and estimation for examining the underlying attribute structure. 
Impact of Attribute Structure 
 The differences in the estimation procedures produced differences in the parameter 
recovery and classification. Results indicated that the overall bias for both attribute intercept and 
item intercept are slightly smaller than those for main effect terms and interaction terms. The 
reason is that intercept by nature is the probability of mastering an attribute by chance or 
correctly answering an item without mastering the corresponding attribute. In IRT, this will be 
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the guessing parameter that does not depend on students' knowledge/ability level. With that in 
mind, the RMSE also showed smaller values for intercept than for main effect and interaction.  
 The parameters with parent parameters present were estimated more accurately. In our 
case, the main effect parameter exhibited the smallest bias values for attributes with over-
specified pathways, and the item main effect had the least magnitude in bias. Although the 
RMSE values did not show a consistent pattern in terms of which parameter was estimated the 
most accurately, the item main effect was estimated better than item interaction parameters, 
indicating that items were estimated more accurately when they depended on corresponding 
attributes. 
Moreover, the sample size determines the consistency among the estimates, and the test 
length is related to the accuracy of the estimates. As the sample size increases, the variation 
among estimates becomes smaller for items and attributes. When the test form is longer, the 
parameter estimates become more accurate, especially for more complex structures. Taken as a 
whole, the condition in which data sets were created and estimated using the Bayesian network 
with a large sample size and a long test length shows the best results. The student classification 
rate in the corresponding condition also yielded a result that the estimated classification rate is 
the lowest. One of the possible explanation is that DCM reliability is higher, and thereby does 
not require super long test length and large sample size. Further exploration of this issue should 
be interesting.  
Most importantly, the simulation study compared the performance of four attribute 
structures: the hypothetically correct model, the over-specified model, the under-specified 
model, and the linear model, under the presence of attribute hierarchy. The data generated using 
the correct model and estimated in the linear model resulted in a reduction of classification 
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accuracy. The remaining three estimation models yielded comparable results in terms of 
classification accuracy for the test as a whole, with the under-specified model performing 
slightly better than the correct model and the over-specified model.  
 However, due to the diagnostic features of LCDM, we also care about the classification 
accuracy on each individual attribute in the test. For independent attributes, attributes that do not 
have parent attributes, the under-specified model provided slightly more accurate estimation on 
mastery classification, followed by the correct model and the over-specified model. In general, 
the specification of the attribute structure does not have much impact on the mastery 
classification of the whole assessment, yet it does have some effect in improving individual 
attribute mastery probability. Therefore, in a multidimensional test, depending on the purpose of 
the test and how the test is going to be used in real-world practice, the most appropriate attribute 
structure should be adapted.  
In addition, the wrong model, the linear model, was included in this study as an 
illustration of how a linear attribute hierarchy could present the intentionally built 
multidimensional framework. It should be noted that the linear model estimating the 
multidimensional data does not yield a way-off model fit, and is a quite comparable model fit 
compared to other multidimensional models. However, the parameter estimation, as we 
discussed in the previous chapters, indicated more deviance from the true parameters. Overall, 
for a multidimensional test, LCDM is a preferred model in terms of testing the attribute structure 
and the standards of test item quality. Even if the linear structure is underlying the progressions 
of a learning map, the LCDM is still recommended, along with Bayesian networks.  
In short, in a large scale assessment, the underlying map structure upon which the 
assessment based on is crucial for students' performance on skill level. Specifically, how well the 
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skills are structured in an assessment determines students’ mastery classification on each of the 
skills as well as the assessment per se. Moreover, although the attribute structure does not 
influence students' performance on item level, items are written to certain skills, which means 
that how well the skills are specified, and how well the items are developed are crucial in an 
assessment. A set of well-delineated items in an assessment would improve the accuracy of 
students' mastery classification, and therefore leads to more accurate inference and decision 
making.  
Methodological Contributions  
  In education and social science, many research studies assumed a hierarchical structure 
for attributes underlying a test, and one of the purposes of this study is to explore the presence of 
hierarchical structure for attributes mastered by respondents. Diagnostic classification models 
(DCMs) are well employed to classify students based on a series of discrete attributes. The 
Loglinear Cognitive Diagnosis Model (LCDM) is one of the statistical latent class-based models. 
In addition, the LCDM, within the DCM framework, assumed that all patterns of attributes are 
present, not specifically in a hierarchical sense. Hence, LCDM has been adapted as the statistical 
model to explore the potential attribute hierarchies.  
 The simulation studies together with the DTMR Fraction test data analysis provided 
evidence that the LCDM can be used to detect hierarchical attribute structures. Bayesian 
Networks using EM algorithm and MCMC estimation has also proven to be a good approach 
integrated with LCDM for attribute structure detection. More specifically, the simulation studies 
provided evidence that the LCDM can be used to detect hierarchical attribute structures. The 
LCDM integrated with Bayesian networks provided an empirical method to assess the presence 
or absence of an attribute hierarchy compared with other models within the DCM framework, 
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such as the DINA and DINO models, which are also commonly used DCMs under the presence 
or absence of attribute hierarchies. DINA and DINO models were subsumed by the LCDM with 
a simplified structure, and proven for low ability in attribute hierarchy detection (Templin & 
Bradshaw, 2014). On the other hand, a nested model within LCDM, known as Hierarchical 
classification diagnostic model (HCDM), presumes the hierarchies among the attributes, and was 
proven to be a method of detecting attribute hierarchies. However, compared to HCDM, LCDM 
allows more freedom in attribute structure in terms of attribute hierarchies, as discussed 
previously.  
Although the simulated and real data results in this study compared different attribute 
structures in order to acknowledge statistical model-data fit considerations and classification 
accuracy, it is critical to emphasize that the selection of the psychometric model should be 
determined with respect to the purpose of the test and the attribute structure should be decided by 
the blueprint of the test development and test purpose. Although the LCDM along with a linear 
attribute hierarchy may be seen as an approximation of a 3-PL model, the models serve different 
purposes. The DCMs (to which the LCDM belongs) classify respondents as either masters or 
non-masters of a test, whereas IRT models scale respondents. In short, DCMs serve as a means 
to directly classify students as opposed to putting them on a scale. Thereby, DCMs are more 
appropriate for tests seeking to measure more than one latent attribute. To this extent, 
multidimensional IRT could serve the same purpose, yet the model requires longer test forms in 
order to precisely scale respondents to multiple latent attributes (Templin & Bradshaw, 2013). 
All in all, LCDM, under the DCM framework, integrated with Bayesian Networks is a practical 




Attribute hierarchies, if present, are important structural features that provide practical 
suggestions about the model LCDM and Bayesian Networks, as well as the attributes, to both 
researchers and test developers. In practice, if attribute hierarchies are present, instructional plans 
could be made for target students to acquire the non-mastered skills or knowledge, as an alternate 
approach to the target skill. That being said, if the attribute hierarchy does not exist in an 
attribute structure, such potential benefits would not hold.  
The results of this study supported many of the findings from prior research with respect 
to the models for attribute hierarchy detection. In short, the LCDM emerges as a psychometric 
model that can be used to detect attribute hierarchies and model attributes using the full set of 
parameters from the fully crossed model. In addition, Bayesian Networks are a well-known 
statistical method that estimates parameters in a machine-leaning environment. Therefore, 
LCDM could be added into the current methodological toolbox for researchers and practitioners 
with its modeling options. Furthermore, as general multidimensional test construction becomes 
more common in practice, we anticipate better applications of the LCDM for the classification of 
students according to theorized attribute hierarchies.  
This study is limited in that the number of attributes included in the models are not big, 
which leads to less complex attribute structures. Because the attribute structures were inspired by 
the DTMR Fraction test data, the overall hierarchies in the attribute structures were pre-
determined, leaving other possibilities out. Future research could endeavor to investigate more 
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JAGS code for data estimation 
# N: the number of students 
# K: the number of attributes 
# J: the number of items 
# alpha: student mastery profile 
 
bayes.mod<-function(){ 
  #proficiency model 
   
  for (i in 1:N){  
    for (k in 1:3){ 
       
      logit(pi[i,k]) <- lambda0[k]    #app pi, mc, do not have parent node 
      alpha[i,k]~dbern(pi[i,k])  
    } 
     
    for (k in 4:4){ #RU 
       
      logit(pi2[i,k])<-lambda0[k]+lambda1.main[1]*alpha[i,1]+    #ru.app 
        lambda1.main[2]*alpha[i,2]+                              #ru.pi 
        lambda1.main[3]*alpha[i,3]+                              #ru.mc 
        lambda1.int[1]*alpha[i,1]*alpha[i,2]+                    #ru.app.pi 
        lambda1.int[2]*alpha[i,1]*alpha[i,3]+                    #ru.app.mc 
        lambda1.int[3]*alpha[i,2]*alpha[i,3]+                    #ru.pi.mc 
        lambda1.int[k]*alpha[i,1]*alpha[i,2]*alpha[i,3]          #ru.app.pi.mc 
       
      alpha[i,k]~dbern(pi2[i,k]) 
    } 
  } 
  # PRIORS 
  for (k in 1:4){ 
    lambda0[k]~dnorm(0,10) 
    lambda1.int[k]~dnorm(0,10) 
  } 
  for (k in 1:3){ 
    lambda1.main[k]~dnorm(0,10) 
  } 
   
  #evidence model 
  ### for items measuring only one attribute ### 
  ### APP 
  for (i in 1:N){ 
    for (j in 1:J_1){     
      logit(pr_app[i,j])<-intercept.app.item[j]+main.app.item[j]*alpha[i,1] 
      score_1[i,j]~dbern(pr_app[i,j]) 
    } 
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    ### PI 
    for (j in 1:J_2){ 
      logit(pr_pi[i,j])<-intercept.pi.item[j]+main.pi.item[j]*alpha[i,2] 
      score_2[i,j]~dbern(pr_pi[i,j]) 
    } 
         
    ### MC 
    for (j in 1:J_3){ 
       
      logit(pr_mc[i,j])<- intercept.mc.item[j]+main.mc.item[j]*alpha[i,3]      
      score_3[i,j]~dbern(pr_mc[i,j])   
    } 
     
    ### RU 
    for (j in 1:J_4){ 
      logit(pr_ru[i,j])<-intercept.ru.item[j]+main.ru.item[j]*alpha[i,4]        
      score_4[i,j]~dbern(pr_ru[i,j])      
    } 
     
    ### items measuring two attributes ### 
    ### PI-MC 
    for (j in 1:J2){ 
      logit(pr2[i,j])<-intercept.pi.mc.item[j]+gamma1.pi[j]*alpha[i,2]+ 
        gamma1.mc[j]*alpha[i,3]+ 
        gamma1.pi.mc[j]*alpha[i,2]*alpha[i,3] 
       
      score2[i,j]~dbern(pr2[i,j]) 
            
    } 
        ### RU-MC 
    for (j in 1:J3){ 
      logit(pr3[i,j])<-intercept.ru.mc.item[j]+gamma1.ru[j]*alpha[i,4]+ 
        gamma1.mc2[j]*alpha[i,3]+ 
        gamma1.ru.mc[j]*alpha[i,4]*alpha[i,3] 
      score3[i,j]~dbern(pr3[i,j]) 
    } 
        ### RU-PI 
    for (j in 1:J4){ 
      logit(pr4[i,j])<-intercept.ru.pi.item[j]+gamma1.pi2[j]*alpha[i,2]+ 
        gamma1.ru2[j]*alpha[i,4]+ 
        gamma1.ru.pi[j]*alpha[i,2]*alpha[i,4] 
      score4[i,j]~dbern(pr4[i,j]) 
       
    } 
  }  
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    # priors 
  for (j in 1:J_1){ 
    intercept.app.item[j]~dnorm(0,10) 
    main.app.item[j]~dnorm(0,10)%_%T(0,) 
  } 
  for (j in 1:J_2){ 
    intercept.pi.item[j]~dnorm(0,10) 
    main.pi.item[j]~dnorm(0,10)%_%T(0,) 
  } 
  for (j in 1:J_3){ 
    intercept.mc.item[j]~dnorm(0,10) 
    main.mc.item[j]~dnorm(0,10)%_%T(0,) 
  } 
  for (j in 1:J_4){ 
    intercept.ru.item[j]~dnorm(0,10) 
    main.ru.item[j]~dnorm(0,10)%_%T(0,) 
  } 
   
  for (j in 1:2){ 
    intercept.pi.mc.item[j]~dnorm(0,10) 
    gamma1.pi[j]~dnorm(0,10)%_%T(0,) 
    gamma1.mc[j]~dnorm(0,10)%_%T(0,) 
    gamma1.pi.mc[j]~dnorm(0,10)%_%T(0,) 
     
    intercept.ru.mc.item[j]~dnorm(0,10) 
    gamma1.ru[j]~dnorm(0,10)%_%T(0,) 
    gamma1.mc2[j]~dnorm(0,10)%_%T(0,) 
    gamma1.ru.mc[j]~dnorm(0,10)%_%T(0,) 
  } 
  for (j in 1:4){ 
    intercept.ru.pi.item[j]~dnorm(0,10) 
    gamma1.pi2[j]~dnorm(0,10)%_%T(0,) 
    gamma1.ru2[j]~dnorm(0,10)%_%T(0,) 
    gamma1.ru.pi[j]~dnorm(0,10)%_%T(0,) 
  } 
} #end of model 
 
 
 
 
