Abstract. The computational-costs for finite element simulations of general sheet metal forming processes are considerable, especially measured in time. In combination with optimization, the performance of the optimization algorithm is crucial for the overall performance of the system, i.e. the optimization algorithm should gain as much information about the system in each iteration as possible. Least-square formulation of the object function is widely applied for solution of inverse problems, due to the superior performance of this formulation.
INTRODUCTION
The computational-costs for finite element simulations of general sheet metal forming processes are considerable, especially measured in time. In combination with optimization, the performance of the optimization algorithm is crucial for the overall performance of the system, i.e. the optimization algorithm should gain as much information about the system in each iteration as possible. Least-square formulation of the object function is widely applied for solution of inverse problems, due to the superior performance of this formulation.
Most authors within the engineering domain, however, do not recognize the tremendous and ongoing development within the optimization field e.g. the LevenbergMarquardt scheme, originally proposed in 1944, which is still widely used within the engineering community. Among recent developments could be mentioned; secant approximation of the second order term, trust region schemes, non-monotone reduction schemes, bounds on the parameters etc. which all contribute significantly to the overall performance of the optimization algorithm, eg. many optimization problems cannot be solved without appropriated bounds on the solution space.
This work will focus on small problems which are defined as problems with less than 1000 design parameters; as the majority of real life optimization and inverse problems, represented in literature, can be characterized as small problems, typically less than 20 design parameters.
It will be shown that the least square formulation is well suited for two classes of inverse problems; identification of constitutive parameters where the objectfunction is the least square error between an empirical data set and a predicted data set produced by a finite element modeled and the second domain is process optimization which also easily can be formulated as a least square problem e.g. consider a optimization problem where the objective is to promote a uniform thickness contribution throughout the sheet, in this case the object-function can be defined as f (x) = m j=0 (t i −t), where t i andt represents the thickness of the i'th element and the mean thickness of the sheet.
The scalability and robustness of the approach is illustrated through a number of process optimizations and inverse material characterization problems; tube forming, flexible aluminum bellows, inverse identification of material parameters.
OPTIMIZATION SCHEME
The optimization code is originally developed for inverse modeling, that is identification of constitutive parameters from an indirect experiment [1, 2, 3] , through the definition of a non-linear object function f (x), which describes the error between the response sampled from the experiment and the simulated or predicted response
where x and r(x) represent the constitutive parameters and the residual vector, respectively. The problem can also be formulated as a set of m equations with n-unknowns or variables, leading to the following object function:
where the objective is to minimize the function h j (x) = 0.
The object function is approximated by a quadratic function defined as;
where ∇f (x) and H represent the gradient and the Hessian matrix respectively, G i is a symmetric n × n matrix containing the derivatives of r i (x). If the residuals or second derivatives are small, then the second order part of the Hessian will approach zero and can be neglected, this approach is known as the Gauss-Newton method. However, the method may perform poorly when the residuals are nonzero in the solution, or when the object function is highly nonlinear, [4] . Within the current setup, i.e. process optimization, a nonzero solution is expected. The second order term was therefore approximated as m i=1 r i (x)G i A k by the Totally Structured Secant Method, proposed by Huschens [5, 6] , additionally the Huschens scaling scheme can be combined with the projected scaling scheme [7, 8] . For more information on performance of the three different least-square formulations, see [9] . TSSM and the projected scaling scheme are members of the convex Broyden Class and the SR1-update was used for computing the Broyden factor φ, see e.g. [10, 7] . The step size s k was computed by solving the trust region subproblem,
where ∆ k is the radius of the trust region. The trust region subproblem was solved by applying the Cholesky factorization scheme proposed by Sorensen [11, 12] . The method is well suited for small problems n < 500−1000, and produces a nearly exact solution to the subproblem eq. (7). Some of the problems is solved utilizing box constraints on the parameters space. The implemented method is proposed by Coleman et al. and works within the trust region framework, the method is based on the affine scaling method used in linear programming, where the box constraints are introduced into the quadratic model eq. (3) by the definition of two scaling matrices, which yields a constrained quadratic model [13, 14] :
The scaling matrices D k and C k constrain the solution space for the model quadraticψ(ŝ k ), within the bounds l i < x i < u i where l and u represent the lower and upper bounds. The scheme does, however, not guarantee a strictly feasible solution. Heinkenschloss et al.
propose an additional method to enforcing feasibility, by projecting the step onto the feasible domain, which significantly improves the performance, compared with the original proposal by Colemann et al. [15] . The main benefit from this approach is that the bound constrained problem is reduced to the solution of a quadratic model
Poor scaling of the problem can lead to poor numerical performance, a strategy is to reformulate the quadratic model by introduction of a scaling matrix S s defined as
The scaling matrix S s k was updated for each iteration, i.e. the diagonal elements correspond to the current parameter set x k [12] (p. 162-166).
IMPLEMENTATION
The optimization algorithm was implemented in Java and most of inverse problems was solved on a Linux Cluster running LS-DYNA3D MPP version 960. The cluster is built from standard PC equipment and consists of 5 nodes each with two 800 MHz Pentium III dual processors [16] . Efficient utilization of the processor power was achieved through distribution of the finite difference method used for evaluation of the Jacobian matrix, which means that one processor was assigned the task of calculating one column in the Jacobian matrix. Finally the cluster technology holds the option to distribute the design evaluation to two or more machines [1] .
TUBE HYDRO FORMING
In this example a tube hydro forming example is considered, where the objective was to determine the optimal internal pressure and punch force profile as a function of time, see figure 1. The optimal product was defined as a part with a small variation in the thickness distribution and a good geometric fit between the simulation output (nodal coordinates) and a cad model of the tool, taking the part thickness into account. The following solution scheme was applied:
• Secant approximation of the Jacobian matrix, Broyden's good approximation [17] .
• The trust region subproblem was solved using the DogLeg method [18] .
• A StL representation of the tool was used to calculate the geometric derivation between the tool and the final tube [1] .
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Punch Punch F F Pressure FIGURE 1. Illustration of the tool for tube forming, the design parameters are the punch force and the pressure, which are both modeled as a Bezier-curve, each defined by four control points, i.e. three design parameters for each Beziercurve.
The pressure and punch force were modeled as Beziercurves [19] , each defined by four control points where the first point for t=0 has a default value of 0, i.e. there are three design parameters for each Bezier-curve. The Bezier formulation was chosen for polynomials, because they are easier to control. The curve will only intersect with the start and end point, and the additional points are only approximated. This feature eliminates the risk of making a small change in one of the design parameters, introducing a large change in the pressure or force profile.
The objective was to promote a uniform thickness distribution and to minimize the distance between the sheet and tool geometry,
where both the thickness and geometric contribution was formulated as a least square function operating on the elements and nodes, respectively. The Jacobian matrix was defined using Broyden's good approximation [17] , reducing the number of finite element simulations to 31 (the optimization problem was defined by 6 design parameters) [1, 20] . 
TWO STEP HYDRO FORMING
The second example considers, automatic determination of Tool Geometry. The design task was to design the lower tool part of a two steep hydro mechanical forming process, see figure 4 . The following solution scheme was applied:
• The Jacobian was approximated by finite difference.
• TSSM was applied for approximation of second order derivative [5] .
• A StL representation of the tool was used to calculate the geometric derivation between the tool and the final part [1] .
A good optimization result was defined as a product which poses a good geometric properties, i.e. coherence between the tool geometry and the formed part. Furthermore, process stability and formability are important issues, where necking is avoided through minimization of the thickness variation in the formed part. The object function was defined as
where n represents the number of nodes in the sheet, FIGURE 4. llustration of the tool for 2 step hydro mechanical forming, the sheet metal is pressed into the lower part of the tool and is subsequently pressed into the upper part of the tool, which defines the final geometry. The lower part of the tool is modeled as a Bezier-curve defined by 8 points and a radius r. the distance from the i'th node to the tool and the mean thickness for the sheet, respectively. The design parameters x represent 5 variable control points in the Bezier-curve defining the geometry for the lower tool part, see figure 4 . The Bezier-curve is defined by 8 control points, Bezier-curves enable control of the tangent at the end points, by defining the end points as P 1 = P 2 and P 7 = P 8 . Vertical tangent at the end points is appealing as it ensures smooth transition over the centerline and at the intersection between the plane part of the tool and the part defined by the Bezier-curve. Furthermore, the radius of the lower tool part, defined by the Bezier-curve, is used as a design parameter and yields a total of 6 design parameters. For further introduction to the example and solution scheme, see [1] .
FLEXIBLE ALUMINUM TUBES
The third example is an industrial part, concerning geometric optimization of the bellows on a flexible aluminum tube [1, 21] . The following solution scheme was applied:
• The second order derivative was approximated using the Projected Scaling scheme [7, 8] • The trust region subproblem was solved using an iterative solver [11] .
• An elliptic trust region scaling scheme was applied [1] .
• Bounds on the parameters were introduced within the trust region framework, the method were proposed by Colemann et al.
• A non-monotone reduction scheme was applied [22] .
An optimal tube was defined as,
Residual-Stress where the formability was evaluated using a FLDcriterion, and flexibility was defined as maximizing the total displacement during compression and stretching of a single bellow, figure 7 , and finally resistance to cycling loading was included by minimizing the residual stress. The key issue concerning flexible aluminum tubes is the reduction of stress levels as aluminum has a limited resistance to cyclic loading. The stress levels are difficult to handle numerically as small errors in the mesh deformation introduce large errors in the predicted stress levels. The errors in the stress prediction yield some difficulties for finite difference approximation of the gradient (search direction). In general, the flexibility was significantly increased for all the proposed convolution designs. The process stability was evaluated through Forming Limit Diagrams (FLD) which proved to be very efficient with respect to avoiding necking. It was fairly easy to provoke necking during the forming of the flexible aluminum tube, i.e. a small change in the design parameters resulted in necking; the optimizer does, however, handle it very efficiently.
The problem was solved using a non-monotone solution scheme [22] meaning that a reduction of the oblect function f (x) is not forced in each iteration. The nonmonotone solver helps to avoid dead locks, i.e. further improvements are blocked by a single dominating objective.
The current design improved the flexibility significantly compared with the conventional design. However, the main limitation is currently the initial material thickness and aluminum alloy, the aluminum tube will reach the yielding point for a relatively small deformation. Hydro aluminum is currently working on reduction of the initial material thickness (0.2-0.3 [mm] ). The new tubes are produced from a 7000-series aluminum alloy, which means that the yield stress is significantly increased compared with the 5049.50 alloy used in the current setup.
CONSTITUTIVE PARAMETERS
The last example concerns, identification of parameters for constitutive models by inverse modeling. Anisotropic behavior was modeled by Hill's 48 yield criterion and a power law was applied for the hardening behavior and the associated Jacobian matrix was defined through analytical differentiation. The following solution scheme was applied:
• Analytic definition of the Jacobian with respect to hardening and anisotropic behavior. However, the sensitivity for the friction coefficient was approximated by finite difference.
• Both the synthetic and fitted punch force data were filtered with a second-order Butterworth low-pass filter, in order to reduce the impact of numerical noise.
• Bounds on the parameters was introduced within the trust region framework, the method was proposed by Colemann et al.
The identification scheme was based on the assumption that the punch force can be separated into two contributions; the major contribution is from plastic work and the remaining part derives from friction i.e. F punch = F plast + F µ . The plastic part can be defined through the incremental plastic work dw:
Where V i , n el and ∆s, represents the volume of the i'th element, the total number of elements in the sheet and the increment in the punch displacement, respectively. An example is given in figure 2 . The Jacobian can now be derived from F plast , by partial differentiation with respect to the constitutive parameters i.e. hardening (σ eq = K n eq ) and the anisotropy behavior is modeled by Hill's 48 yield criterion (σ eq = Φ(R 00 , R 45 , R 90 )) [23] . The inverse problem was solved in nine iterations involving 25 LS-Dyna simulations (including the simulation used for finite difference). The result is presented in table 1.
A nearly perfect fit between the two punch forces was achieved. However, a small deviation between the syn- and an equivalent strain eq = 0.5. Both material parameters and friction coefficients are identified. [kN]
[mm]
Punch-force versus displacement
Empirical data Fitted data plastic force fit friction force fit FIGURE 11. Illustration of fitted and empirical data for a round cup with a free friction coefficient.
thetic and identified parameters may be due to numerical noise, when converging to the solution the impact of numerical noise get more profound, hence the inverse solver is fitting numerical noise close to the solution.
CONCLUSION
Optimization problems associated with finite element can easily be formulated as a least square problem, depending on the problem and objective there is almost no limitation to the number of equations which can be defined, the number of equations is eider controlled by the number of nodes/elements or the number of samples from the experiment. The benefit is that a large part of the Hessian matrix is define using only first order information i.e. a second order Taylor polynomial is used for approximation of the nonlinear object function. The method has successfully been applied to both a large variety of process optimization problems and used for inverse identification of constitutive parameters.
