Sieved orthogonal polynomials on the unit circle were introduced independently by Ismail and Li (1992) [15] and [19] . We look at the para orthogonal polynomials, chain sequences and quadrature formulas that follow from the kernel polyno mials of sieved orthogonal polynomials on the unit circle.
Introduction
Given a nontrivial positive measure lðfÞ lðe ih Þ supported on the unit circle C ff e ih : 0 6 h 6 2pg, it is well known that the associated sequence of monic OPUC (orthogonal polynomials on the unit circle) fS n ðzÞg 1 n 0 can be defined by Z C f j S n ðfÞdlðfÞ Z 2p 0 e ijh S n ðe ih Þdlðe ih Þ 0; 0 6 j 6 n 1; n P 1:
Letting j 2 n kS n k 2 R C jS n ðfÞj 2 dlðfÞ, the orthonormal polynomials on the unit circle are s n ðzÞ j n S n ðzÞ; n P 0.
OPUC were introduced by Gábor Szeg} o in the first half of the 20th century (see the monograph [28] ). Thus, they are also referred to as Szeg} o polynomials. These polynomials, which have received a lot of attention in recent years (see, for example, [1,5,9,8,18,21 23,27,29] ), have applications in quadrature rules, signal processing, operator and spectral theory and many other topics.
Chapter 8 of Ismail's recent book [14] on these polynomials and the two recent volumes [24, 25] by Barry Simon, specif ically under the title ''orthogonal polynomials on the unit circle'', have provided us with many useful tools for further research in this area.
The monic OPUC satisfy the so called forward and backward recurrence relations, respectively, S n ðzÞ zS n 1 ðzÞ a n 1 S Ã n 1 ðzÞ; S n ðzÞ ð1 ja n 1 j 2 ÞzS n 1 ðzÞ a n 1 S Ã n ðzÞ; n P 1;
ð1:1Þ
where a n 1 S n ð0Þ and S Theorem A. Given an arbitrary sequence of complex numbers fa n g 1 n 0 , where ja n j < 1; n P 0, then, associated with this sequence, there exists a unique nontrivial probability measure l on the unit circle such that the polynomials fS n ðzÞg 1 n 0 generated by (1.1) are the respective OPUC.
Here, l is a nontrivial positive measure if its support is infinite and it is a nontrivial probability measure if l 0 R C dlðfÞ 1. The above theorem, known as Favard's theorem for the unit circle, has been referred to as Verblunsky's theorem in Simon [24] .
Given the sequence of Verblunsky coefficients fa n g 1 n 0 let l be the associated nontrivial probability measure and let n 0 for ' P 2 is found in Ismail and Li [15] . However, the sieved orthogonal polynomials fS ð2Þ n ðzÞg 1 n 0 have been studied earlier than in [15] by Marcellán and Sansigre (see [19, 20] The aim of the present manuscript is to explore the connection between para orthogonal polynomials, chain sequences and quadrature formulas that follow from the kernel polynomials of the sieved OPUC. The structure of the manuscript is as follows. In Section 2 we present a basic background concerning para orthogonal polynomials associated with a nontrivial probability measure on the unit circle, the three term recurrence relation they satisfy, the representation of the coefficients of such a recurrence relation as chain sequences and the role of zeros of para orthogonal polynomials in Gaussian quadrature rules on the unit circle. In Section 3, we consider para orthogonal polynomials associated with the sieved measure on the unit circle. Then we obtain its corresponding three term recurrence relation as well as the chain sequences for the coeffi cients of such a recurrence relation. Finally, in Section 4 we deal with the Gaussian quadrature rules for such sieved para orthogonal polynomials. The nodes and the corresponding weights are deduced.
Para-orthogonal polynomials from kernel polynomials
Recall that the Christoffel Darboux formula of order n associated with the sequence fS n ðzÞg ; n P 0; where s n S n ðwÞ=S Ã n ðwÞ; n P 0. It is easily verified that P n ðw; zÞ is a monic polynomial of degree n in z, which can be simply written as ð2:1Þ
Since jwj 1 we have js n ðwÞj 1 for n P 0. Hence, S nþ1 ðzÞ s nþ1 ðwÞS Ã nþ1 ðzÞ is known as a para orthogonal polynomial associated with S nþ1 . From known properties of para orthogonal polynomials (see [17] ), S nþ1 ðzÞ s nþ1 ðwÞS Ã nþ1 ðzÞ has n þ 1 simple zeros on the unit circle jzj 1. In particular, w is one of the zeros of S nþ1 ðzÞ s nþ1 ðwÞS Ã nþ1 ðzÞ. Consequently, the poly nomial P n ðw; zÞ has all its n zeros simple and lying on the unit circle jzj 1. However, none of the zeros of P n ðw; zÞ can be equal to the value w.
Perhaps the first reference that explicitly brings the connection between CD kernels and para orthogonal polynomials is González Vera et al. [12] (see also [3, Thm. 2.1]). Such results in a setting based on linear algebra and also without the use of the name para orthogonal appear, even earlier than in [12] , in Gragg [13] . However, the name para orthogonal polynomials for S n ðzÞ s n S Ã n ðzÞ, where js n j 1 and S n are OPUC, is due to Jones et al. [17] . We may refer to the polynomials ðz wÞP n ðw; zÞ as the CD kernel POPUC.
Concerning contributions emphasizing the connection between CD kernels and para orthogonal polynomials we refer to [4, 11] , published independently in the same year. These papers bring many interesting results concerning the zeros of para orthogonal polynomials such as interlacing, separation and asymptotic distribution. For a more recent paper in this direction we cite [30] . We also cite [26] , where there is a nice section on CD kernels and para orthogonal polynomials.
Positive chain sequences play an important role in this manuscript. Following the definition adopted by Chihara [7] , we say that fd n g 1 n 1 is a positive chain sequence if there exists a second sequence fg n g 1 n 0 such that ðiÞ 0 6 g 0 < 1; 0 < g n < 1 for n P 1;
ð2:2Þ
The sequence fg n g 1 n 0 is called a parameter sequence of fd n g 1 n 1 . Every positive chain sequence has a minimal parameter sequence fm n g 1 n 0 such that
and a maximal parameter sequence fM n g 1 n 0 (some times can be the same as the minimal) such that if M 0 < g 0 < 1 then the sequence fg n g 1 n 0 generated by g n d n =ð1 g n 1 Þ; n P 1, does not satisfy (i) of (2.2). Some of the results shown recently in [8] that are relevant for the present manuscript can be summarized as follows. For the (special and appropriately scaled) CD kernel POPUC ðz 1ÞP n ð1; zÞ, given by R n ðzÞ r n zS n ðzÞ s n S Ã n ðzÞ z 1
; n P 0; ð2:3Þ s n 1 a n 1 1 s n 1 a n 1
; n P 1; r 0 1 and r n 1 s n 1 a n 1 1 Reðs n 1 a n 1 Þ r n 1 ; n P 1;
the following three term recurrence formula holds. Imðs n 1 a n 1 Þ 1 Reðs n 1 a n 1 Þ i sn s n 1 snþs n 1
Reðs n 1 a n 1 Þ ½ 1 ReðsnanÞ ½ ; n P 1:
ð2:5Þ
Moreover, fd nþ1 g 1 n 1 , where d nþ1 ð1 m n Þm nþ1 , is a positive chain sequence with the parameter sequence fm nþ1 g 1 n 0 given by
Reðs n a n Þ ½ ; n P 0: ð1 þ ic k Þ R n ðzÞ 2ð1 m n ÞR n 1 ðzÞ; n P 1;
and the corresponding Verblunsky coefficients can be derived from s n 1 ic n 1 þ ic n s n 1 and a n 1 1 s n 1 2m n ic n 1 þ ic n ; n P 1;
with s 0 1. Moreover, if the maximal parameter sequence fM n g 1 n 0 of the positive chain sequence fd n g 1 n 1 is different from its minimal parameter sequence fm n g 1 n 0 , then the measure l has a positive mass (pure point) of size M 0 at z 1.
Observe from (2.3) that r n Q n k 1 ð1 þ ic k Þ; n P 1, and that r n =r n 1=s n ; n P 1. Thus, we can also write r n S n ðzÞ R n ðzÞ 2ð1 m n ÞR n 1 ðzÞ; s n r n S Ã n ðzÞ R n ðzÞ 2ð1 m n ÞzR n 1 ðzÞ; n P 1:
ð2:7Þ
With respect to the measure l the polynomials R n also satisfy the following so called L orthogonality property Z C f nþj R n ðfÞð1 fÞdlðfÞ 0; 0 6 j 6 n 1:
If we also consider the polynomials Q n ðzÞ; n P 0, given by .4) and (2.6), then we can state the following lemma.
Lemma 2.1.
R n ð1Þ 2ð1 m n ÞR n 1 ð1Þ Q n ð1Þ 2ð1 m n ÞQ n 1 ð1Þ 2 n m 1 m 2 . . . m n ; n P 1:
Proof. Easily verified from the three term recurrence relations for R n and Q n . h
Gaussian type quadrature rules on the unit circle are based on the zeros of POPUC. We can derive information about the Gaussian type quadrature rule based on the zeros of ðz 1ÞR n ðzÞ from the following results given very recently in [6] .
We get R n ðzÞ Q n ðzÞ ðz 1ÞR n ðzÞ
where z n;k ; k 1; 2; . . . ; n, are the zeros of R n ðzÞ and the quantities k n;k ; k 0; 1; . . . ; n, shown in [6] to be positive, satisfy k n;0 1 Q n ð1Þ R n ð1Þ and k n;k Q n ðz n;k Þ ð1 z n;k ÞR 0 n ðz n;k Þ ; k 1; 2; . . . ; n:
ð2:9Þ
Moreover, Thus, by the same idea used by Gauss to discover the Gaussian quadrature formulas, we obtain the following.
Theorem 2.2. Let z n;k e ih n;k ; k 1; 2; . . . ; n, be the zeros of R n and let z n;0 1. Then the following quadrature formula holds.
where the weights k n;k ; k 0; 1; . . . ; n, are all positive and can be given in terms of fR n g 1 n 0 and fd n g 1 n 1 by k n;0
Rnð1Þ Rnð1Þ 2ð1 mnÞR n 1 ð1Þ ½ ; k n;k
ð1 z n;k ÞR 0 n ðz n;k ÞR n 1 ðz n;k Þ ; k 1; 2; . . . n:
ð2:11Þ
Proof. From the recurrence formulas for fR n ðzÞg k n;0 1 Q n ð1Þ R n ð1Þ
ð2:12Þ which shows the positiveness of k n;0 . The expression for k n;0 in the theorem, which we use in Section 4 of this manuscript, can be obtained as follows. From Lemma 2.1,
Q n ð1Þ 2ð1 m n ÞQ n 1 ð1Þ R n ð1Þ 2ð1 m n ÞR n 1 ð1Þ
Q n ð1Þ R n ð1Þ 2ð1 m n Þ Q n ð1ÞR n 1 ð1Þ Q n 1 ð1ÞR n ð1Þ ½ R n ð1Þ 2ð1 m n ÞR n 1 ð1Þ ½ R n ð1Þ ;
from which using the determinant formulas Q n ðzÞR n 1 ðzÞ Q n 1 ðzÞR n ðzÞ 2
the required value for k n;0 follows. Now for the expressions concerning the coefficients k n;k ; k P 1, we first write (2.9) as k n;k Q n ðz n;k ÞR n 1 ðz n;k Þ Q n 1 ðz n;k ÞR n ðz n;k Þ ð1 z n;k ÞR 0 n ðz n;k ÞR n 1 ðz n;k Þ : Thus, the determinant formula gives the required expressions for the coefficients k n;k . The positiveness of k n;k has been shown in [6] using the expression k n;k Q n ðz n;k ÞR n 1 ðz n;k Þ Q n 1 ðz n;k ÞR n ðz n;k Þ ð1 z n;k Þ½R 0 n ðz n;k ÞR n 1 ðz n;k Þ R 0 n 1 ðz n;k ÞR n ðz n;k Þ
:
This completes the proof of the Theorem. h
The above quadrature rule is based on the zeros of the para orthogonal polynomial S nþ1 ðzÞ s nþ1 ð1ÞS Ã nþ1 ðzÞ. Hence, as it was pointed out by one of the referees, it is the same as the so called Szeg} o Radau quadrature rule of order n þ 1 with the fixed node at z 1, originally considered in [2] for symmetric measures. For general measures some properties of the quad rature rule based on the zeros of S nþ1 ðzÞ s nþ1 ðwÞS Ã nþ1 ðzÞ, referred to as a Szeg} o Radau quadrature rule with the fixed node at z w, can be found in [16] .
Sieved para-orthogonal polynomials
With ' P 2, we consider the CD kernel POPUC ðz 1ÞR are such that ; 1 6 j 6 ' 2; and d
for r P 0. Using these results together with dl ð'Þ ðzÞ ' 1 dlðz ' Þ, we can state the following theorem. m rþ1 for r P 0: ; 0 6 j 6 ' 1; r P 0: ð3:4Þ
With the above results we can state the following. Proof. The expression for R ð'Þ r'þj ðzÞ is immediate taking into account (2.7) in (3.4) . Properties of the zeros of these polynomials follow from the three term recurrence formula (3.2) and results given in [10] . h Note that for ' 1 the polynomials R ð'Þ n ðzÞ become the polynomials R n ðzÞ. For ' P 2, considering only the polynomials R
ð3:6Þ
Thus, we also have the following three term recurrence formula 
4. Some remarks on sieved Gaussian quadrature
As given by Theorem 2.2, the quadrature rules based on the zeros of the sieved para orthogonal polynomials ðz 1ÞR Here, z r;k e ih r;k and k r;k are as in Theorem 2.2.
Proof. The formulas for the nodes simply follow from (3.6). The results for weights can be verified in two different ways. The first one is the direct substitution of the zeros in the expressions given by (4.2). For example, using information such as ðw r;0;j Þ ' 1 and ðw r;k;j Þ ' z r;k , we have Thus the relations q r;k;j ' 1 k r;k follow from (2.11) and (4.2). The other way to verify these results is to obtain the new quadrature formula (4.1) directly from the quadrature formula (2.10). Since ðw r;k;j Þ ' z r;k , we have from (2.11), with n r, So the right hand side is also zero for such powers. h
