Abstract-This paper presents new contributions to the modeling and design of reflecting cells embedding discrete control elements such as microelectromechanical system (MEMS) or diodes. First, a rigorous assessment of the different possibilities to simulate and measure the reconfigurable cell in a periodic environment is proposed. Strategies to efficiently model a cell comprising discrete control elements are then presented and discussed in terms of versatility, required assumptions, and computational effort. The most efficient method allows computing all reconfigurable states cell parameters, including information such as the total and dissipated power in each MEMS or diode, in a few minutes using a commercial full-wave solver and adequate post-processing. Finally, the benefit of such an efficient modeling is illustrated by the optimization of an element phase states distribution using a particle swarm optimizer. The concepts presented are also directly applicable to reconfigurable transmitting cells.
I. INTRODUCTION

R
EFLECTING cells are key components to various microwave devices such as reflectarrays [1] , spatial power combiners [2] , or other types of microwave devices requiring the local control of the reflection phase on a reflecting surface [3] . Recently, an effort has been specifically directed toward the implementation of dynamically reconfigurable reflecting cells, mainly in the context of reflectarray applications. Indeed, in addition to the known advantages of reflectarrays over parabolic reflectors [1] , dynamically controllable reflecting cells would allow electronic reconfigurability. In this context, controllable reflecting cells employing different technologies for microwave reconfigurability have recently been investigated, using ferroelectric thin films [4] , liquid crystals [5] , photonically controlled semiconductors [6] , or varactor diodes [7] - [9] . In addition, there is a particular interest in developing cells based on microelectromechanical system (MEMS) technology [10] - [15] , which allows a significant reduction of the losses, intermodulation effects, and dc power consumption, while extending the high-frequency limit of operation for such devices.
Encouraging results on MEMS-based cells have been demonstrated in recent years, e.g., in [10] - [15] . However, much work remains to be done toward the implementation of a viable MEMS-reconfigurable reflective system with overall satisfactory performances. First, works on MEMS reflective cells generally lack a rigorous or comprehensive assessment of their performances, namely, the characterization of all fundamental parameters (e.g., bandwidth, dependence of the phase to the incidence angle, robustness to MEMS fabrication tolerances, cross-polarization, etc.) in realistic simulation or measurement setups. Second, the fact that reconfigurable reflective cells must simultaneously meet numerous requirements implies that good overall performances can only be achieved by efficient design strategies, which have scarcely been discussed thus far.
In this context, this study presents new contributions to the modeling and design of reflective cells, in a general way applicable to most implementations based on discrete control elements such as MEMS or diodes. We first review the different possibilities to account for the periodic environment of the cell in simulation and measurements. The conditions for a rigorous correspondence between the different setups are evaluated, thereby highlighting common misconceptions in reconfigurable reflecting cell characterization. Different strategies to model the MEMS variable elements in a commercial general full-wave simulator are then proposed and compared in terms of versatility and efficiency. In particular, it is shown that modeling the discrete control elements by internal ports and adequate post-processing allows drastic computation time reduction, as well as accessing particular relevant cell parameters such as, e.g., the dissipated power in each MEMS. The reduced simulation time enables cell optimization based on iterative methods requiring the full-wave simulation of the cell at each iteration. As an illustration, we present the optimization of the distribution of the different cell phase states using a particle swarm optimization (PSO) algorithm. Fig. 1 . View of the cell proposed in [16] and used here to illustrate the presented concepts. The element consists of two pseudoring loaded with two-state MEMS variable series capacitors.
II. DESCRIPTION OF THE TEST CELL
This section briefly outlines the reconfigurable reflecting cell used throughout this paper to illustrate the presented concepts. The single-polarized -band MEMS-reconfigurable cell of [16] , shown in Fig. 1 , was chosen. This cell was selected as a test case due to its high performance, but principally because a close agreement between simulations and measurement was demonstrated in [16] ; since the simulation method used in [16] is one of the methods compared here (more precisely, it is the detail geometry simulation of Section IV-C), no further experimental validation is needed in this work. The cell is monolithic and consists of two pseudoring elements loaded with two-state series MEMS capacitors, which allows a dynamic reconfiguration of the reflection phase at a given frequency by affecting the resonance frequency of the pseudorings. The rings are loaded by pairs of MEMS operated in a binary manner; hence, providing discrete phase states. This digital approach was employed in [16] to allow good MEMS stability, and thus, large phase ranges while guaranteeing good robustness to inherent MEMS fabrication tolerances, temperature drift, and control voltage imprecision.
III. CHARACTERIZATION OF RECONFIGURABLE REFLECTIVE CELLS
This section reviews the different possibilities to rigorously characterize the plane wave reflection coefficient of a cell by simulation or measurement. The required assumptions for each method are clearly exposed to lift common misconceptions in the characterization of such cells.
The reflection coefficient of a reflective element is computed in an infinite periodic environment. This constitutes an approximation whose significance depends on the application, but is the only solution at the cell design stage since the actual cell environment is not known until the design of the whole reflecting surface is completed (see, e.g., [1] for reflectarrays). The infinite array environment is emulated by loading a waveguide (WG) with one or several unit cells, as illustrated in Fig. 2 . There are different types of WGs possible for such a characterization, which differ by the boundary conditions imposed on their lateral walls. In order to assess and compare these different characterization methods, we focus on the case of interest here, which is: 1) a cell operating in linear polarization with incident -field along and repeated by translation in a rectangular lattice (see Fig. 2 ) and 2) an incident wave vector in the -plane. Fig. 2 . Characterization of a cell in a WG emulating an infinite periodic environment (the WG considered here is a virtual WG with any boundary conditions on its sidewalls). In the sketch, two cells are embedded in the WG, and the incident field and rectangular lattice depicted are those considered in this study.
A compact overview of the different WG that can be used to model the cell in such a setup is provided in Table I . In each case, the boundary conditions on the sidewalls of each WG are described, along with the required assumptions on the incidence angle and on the element itself, deduced from our analysis.
For the most general and comprehensive characterization of the cell, it must be simulated using periodic boundary conditions (PBCs), as known from Floquet's theorem. The corresponding virtual WG is referred to here as the PBC-WG, in which the incident and reflected fields are expanded into so-called Floquet harmonics [17] . By placing only one cell in the PBC-WG, and assuming that the array lattice simulated corresponds to a reflectarray free of grating lobes for any scan angle above the ground plane , the PBC-WG supports two orthogonal nonevanescent Floquet harmonics, which provides information on the co-and cross-polarization of the element. In summary, the PBC-WG: 1) allows the characterization of the reflection on the cell for any incidence angle and polarization of the incident field; 2) provides information to deduce the cross-polarization in the specular reflection angle; and 3) does not require assumptions regarding the symmetry of the element. Table I also describes alternative ways for the characterization of a linearly polarized element, using perfect electric conductor (PEC) and perfect magnetic conductor (PMC) boundaries, or only PECs (referred to as PECPMC and rectangular waveguide (RWG) in this table, respectively). As shown in Table I , the possibility to use a particular characterization setup depends on the incidence angle, on whether the element is symmetrical or not, and on the solver capabilities (e.g., availability of PBCs). Note that the case where all WG walls are PECs (RWG) is the only solution for experimental characterization of the cell in its periodic environment. This well-known concept [18] , yet sometimes not rigorously employed, is discussed in some more detail in the Appendix.
IV. EFFICIENT CELL FULL-WAVE SIMULATIONS
A. Introduction
The modeling and optimization of a reconfigurable cell requires a very large number of simulations. For example, in the case of the element introduced in Section II, there are different states to be simulated for several frequency points and incidence angles. Moreover, each of these simulations requires an intensive computational effort since each cell comprises MEMS structures. In a process of test and optimization, these simulations must be repeated for each variation in the design, which is practically prohibitive. In this context, this section first describes the major steps taken to drastically reduce the computation time using Ansoft Corporation's commercial solver High Frequency Structure Simulator (HFSS). The simulation methods are validated using the MEMS element of Fig. 1 , which will also serve to illustrate some statements of Section III.
B. PBC-WG and PECPMC-WG Simulations
As explained in Section III, the simulation of an asymmetric reflective cell in a periodic environment requires the use of PBCs, which allow characterization for any incidence angle and frequency. However, an element can, in general, be designed under normal incidence and subsequently characterized under oblique incidence as well. In this case, the computation time in the design stage is reduced by the use of the PECPMC-WG (Table I ). The only approximation resulting from this simplification in the case of the element of Fig. 1 is that its small asymmetry around the -plane is neglected. The impact of this approximation can be assessed by comparing the results obtained with the PBC-WG with and with the PECPMC-WG, as done in Fig. 3 . Both curves are indistinguishable, which confirms that the asymmetry around the -plane is negligible while validating the proposed equivalence. In terms of computation time, the advantage of replacing the PBC by PEC and PMC boundaries is twofold. First, PEC and PMC boundaries are treated much more efficiently than PBCs by Ansoft HFSS. Second, since the cell is symmetrical around its -plane, the structure simulated in the PECPMC-WG can be cut in half to further reduce the computational effort.
The designed element can subsequently be characterized under oblique incidence using the PBC-WG, and corresponding results are shown in Fig. 3 for and 60 . It reveals that the reflection phase for already significantly differs from the case of normal incidence since the phase difference reaches 20 in some parts of the band. The dependence of the reflection phase to the incidence angle significantly increases with . This is verified here by observing the large phase discrepancy-from 30 to 50 for most frequencies-of the case with regard to normal incidence. These observations, in conjunction with the discussion provided in the Appendix, demonstrate that the RWG method [18] cannot, in general, be used to characterize the reflection phase under normal incidence [e.g., a standard -band RWG at 8 GHz provides the reflection phase for , see (9)]. 
C. MEMS Modeling in Full-Wave Simulation
Including the actual MEMS structures in the full-wave cell model leads to very intensive simulations, since there are ( , respectively) detailed MEMS geometries to include in the simulated cell with PBCs (PECPMC, respectively). This is not acceptable for an efficient design procedure. However, the small electrical size of the MEMS allows their modeling by lumped-element circuits [19] . In order to deduce these models, simulations of isolated MEMS structures are carried out together with proper parasitics treatment, and are followed by circuit extractions. These two-port simulations are defined to correspond to the actual MEMS environment within the cell, i.e., with the MEMS loading a microstrip of the width of the rings elements and on the same substrate. For the test element of Fig. 1 , it was found that the MEMS series capacitor can be accurately modeled in the whole band of interest by, in the up state, a series network with and fF, and, in the down state, by a series network with pH, and fF. The circuit model of the MEMS can be introduced in the finite-elements' full-wave simulation in two different ways. In the first one, the lumped elements are represented by surface impedance boundaries (impedance boundaries method), which already allows a drastic computation time saving with regard to the detailed MEMS geometry. However, it is still necessary to solve for each state of the reconfigurable device, as well as for each variation of the loading element.
In this context, a more powerful approach, referred to here as the internal ports method, can be employed. It consists in replacing the surface impedance sheets by internal ports in the simulation. In this case, the full-wave simulation is run only once and the ports representing the MEMS are loaded by given circuit models in post-processing of the obtained multiport -matrix. As a result, a single and low-complexity simulation can be carried out for all states and all design variations of the loading MEMS elements, opening the path to an efficient optimization of the structure.
Here, we provide the formulas to perform such a port loading in the general case of a simulation using PBCs (PBC-WG of Section III). In this case, the simulation of a unit cell comprises ports if MEMS are present in the simulated structure (the remaining port accounting for the incoming/reflected wave on the cell). However, the dimension of the corresponding -matrix is since the PBC-WG guiding the incoming/reflected wave actually supports two orthogonal Floquet harmonics.
First, we define the general -port -matrix with ports #1 and #2 corresponding to the Floquet harmonics and ports #3 to # to the variable loading elements. We can write the scattering system according to subvectors (and submatrices) corresponding to the unloaded and loaded ports as follows: (1) where and ( and , respectively) are vectors of dimension 2 1 ( , respectively) and the matrices and of dimensions , and , respectively. Second, we define the diagonal matrix comprising the reflection coefficients at port . These reflection coefficients are defined "towards the loads" and are given by , where and are the loading and reference impedances at port , respectively. Thus, we have (2) Now, introducing (2) in (1), after some calculations we obtain (3) where is the identity matrix of dimension -. The matrix defined as in (3) is thus the desired two-port -matrix linking incident and reflected Floquet harmonics, from which the phase and amplitude of the co-and cross-polarized reflected fields can be deduced. Finally, for the sake of completeness and with regard to the developments leading to (3), interested readers are encouraged to consult [20] , which presents a simple and efficient algorithm for the calculation of the -matrix of arbitrary interconnected multiports.
V. METHODS COMPARISON
This section compares the three modeling approaches described in Section IV-C in terms of precision and computation time. The computed reflection phases for the three options are shown in Fig. 4 . For clarity, only four representative states are shown, but similar results are obtained for all states. A very good agreement is observed between all three methods, which simultaneously validates the inclusion of the MEMS loadings in the cell simulation, the "isolated" MEMS lumped model extraction, and the loading of the ports in post-processing. Moreover, it is noticeable that these simulation results are experimentally validated since good agreement between measured results and simulation using the detailed geometry approach was demonstrated in [16] . We also compare the three methods in terms of computation time. For fair comparison, first a common precision criterium is defined. As the computation time for each method depends on the number of refinement iterations in the finite-element method, the number of iterations selected for the comparison is determined according to this common convergence criterium. Here, the criterium selected is that the average phase difference of the selected iteration with regard to any subsequent one is below 1 .
All simulations were run for normal incidence using the PECPMC-WG, which is the fastest way to simulate the structure (see Section IV-B). A quad-core 2.86-GHz PC with 8 GB of memory is used. In the case of the detailed geometry approach, the simulation of a single state requires about 50 min; hence, 27 h to compute all 32 states. Note that this simulation time is already minimized by the use of the PECPMC-WG and the definition of all conductors as 2-D patterns. Moreover, the high-resistivity dc-biasing lines and the etch holes in the MEMS bridges were removed from the simulations after verification of their negligible effect.
Replacing the detailed MEMS geometry by impedance boundaries reduces the simulation time to about 2.5 h for all states; hence, a time saving of a factor 11. A more drastic time reduction is obtained using the internal ports method since this one only requires a single simulation of about 6 min, sufficient to compute all 32 states. Thus, this method allows the reduction of the computation time by a factor of about 300 compared to the detailed MEMS geometry description. The only parameter that will significantly impact on the aforementioned ratios of simulation times is the number of bits considered. Indeed, both detailed geometry and impedance boundaries methods computation times are proportional to the number of states, while the internal ports method is almost independent of the number of internal ports. Finally, another advantage of the internal ports method is the possibility to model the lumped elements by general impedances rather than equivalent circuits.
As mentioned previously, the general topic of MEMS modeling in full-wave simulation was addressed in [21] . A significant difference between the approach proposed here and [21] is that we model a whole MEMS by a single lumped model in the simulation, whereas [21] proposes to model different parts of the MEMS structures by different networks. Therefore, the proposed approach is much less complex to set up (a simple extraction on the isolated MEMS simulation/measurement is sufficient), and less computational intensive since less ports have to be included in the full-wave simulation. Finally, the precision of our method demonstrates that modeling the whole MEMS by a single lumped model is also valid when the MEMS are inserted within a radiating element, in contrast to the statement of [21] . Compared now to [11] , this work is based on commercial software (Ansoft HFSS), whereas [11] implemented a homemade tool for reflecting cells. In addition to demonstrating that such an approach can also be applied to a tool available to the scientific community, the advantage of the use of HFSS is that some strongly limiting assumptions of the simulator of [11] are not required, thanks to the availability of PBCs and the definition of arbitrary geometries and materials. Finally, the possibility of also simulating the detailed MEMS geometry with HFSS allowed the demonstration of the validity and precision of the method.
VI. ADDITIONAL CELL PARAMETERS CALCULATION
In Section IV-C, ports #3 to # were loaded to deduce the 2 2 scattering matrix linking incident and reflected fundamental Floquet's harmonics on the cell, which provides information for the computation of co-and cross-polarization phases and amplitudes. In practice, it is useful to also compute additional parameters such as, e.g., the dissipation or power to be withstood by the MEMS or diodes for a given plane wave excitation. For instance, let us consider a single-polarized reflectarray cell under normal incidence. In this case, power is fed to port #1 of the overall multiport scattering matrix (corresponding here to the co-polarized field orientation). Assuming that the reflected cross-polarized field is radiated in free space, we can simply set that the reflection coefficient is zero at this port; hence, . Concerning the remaining ports, corresponding to the MEMS, they are again characterized by (2) . Thus, we can calculate the input and output wave vectors and as a function of the incident amplitude at the co-polarized port, to compute the power at each MEMS (see below). The procedure is similar to the one of Section IV-C, but we partition the general scattering matrix according to the first port only (4) where and ( and , respectively) are of dimension ( , respectively) and and of dimensions 1 1, , , and , respectively. The loading of the #2 to # ports is (5) with , as defined in Section IV-C. Using (4) and (5), we find all loaded ports incident waves as a function of the cell excitation (6) as well as reflected ones (7) Therefore, all incident and reflected waves are known at each port, and it is possible to identify the power in any of the structure components using well-known scattering expressions. For instance, the power dissipated in each individual MEMS is , for ports #3 to # . The loss in the cross-polarized reflected field or by dissipation in the cell materials is calculated in the same manner. Note that the method has been successfully applied to the analysis of the loss in a cell comprising a multitude of MEMS elements in [22] , which did not provide the mathematical framework detailed in this section. Finally, the method similarly allows the computation of the RF voltage to be withstood by each MEMS, which is fundamental to assess potential MEMS breakdown or self-actuation [19] .
VII. PSO PHASE DISTRIBUTION OPTIMIZATION
This section further illustrates the benefit of the very fast, but accurate computation of the cell parameters. We present the optimization of a cell phase distribution, which represents the repartition of the different reconfigurable reflection phase states at a given frequency. In practice, a linear phase distribution is desired to minimize phase quantization errors.
Some relevant information about this issue can be found in [23] and [24] , the latter reference implementing a simple, but limited method for the optimization of the cell phase distribution. Here, we present the application of a global algorithm for such optimization, which does not suffer from the strongly limiting assumptions of [24] . However, such a global optimization requires the computation of the cell parameters in all states at each iteration, and could only be envisioned thanks to the very fast computation of the cell parameters discussed earlier.
Here a PSO algorithm, which has been successfully applied to electromagnetic (EM) problems in the past [25] - [27] , is used. Fig. 5 shows the complete optimizer structure: the optimization loop is driven by the PSO algorithm, while the EM analysis of the reflective cell is done using HFSS. The interface between the PSO algorithm and HFSS is provided by MATLAB, which allows for a proper automation of the exchange and post processing tasks required, as detailed in [28] . More specifically, the post-processing of the full-wave multiport scattering matrix of the cell to obtain the relevant cell parameters, as described in Section IV-C, is also easily implemented in MATLAB and included in the loop prior to the cost function evaluation. The input parameters of the procedure are the geometry of the resonant element, the desired overall phase range needed for the concerned application, the operating frequency, as well as the internal settings of the PSO algorithm (variables to be optimized, their respective ranges and the setup of the PSO parameters). The stopping criteria is either a cost-function threshold or a maximum number of optimization iterations.
The cost-function associated with the optimization problem is defined by (8) as the mean square discrepancy between the current phase distribution and the ideal one. The ideal function is linear , which minimizes phase quantization errors, where is the index of a given state after sorting all states for a progressive phase distribution of , and is the number of independent digital MEMS in the cell (here ). The slope of is determined by the target phase range for the desired application-passed as an input goal to the optimizer-according to . Concerning , it is important to note that, in most applications, only the phase difference between the cells of a reflector is relevant. As a result, the offset of the phase distribution has no impact on the device performance and is, thus, a free parameter. This is fundamental for the cell optimization, so here the cost function is calculated at each iteration for the value of giving the lowest cost (8) The optimization procedure was applied to the test cell used previously in this paper and depicted in Fig. 1 . The phase distribution was optimized at 10 GHz for a target phase range of 180 . The PSO setup shown in [25] to lead to the best convergence is used: and are equal to 1.5, time-varying is decreasing from 0.9 to 0.4 over the course of the run, and the maximal velocity is equal to the dynamic range for each dimension of the optimization space. The so-called invisible wall boundary condition is applied to the particles that go outside the optimization space. The input and optimized parameters of the geometry are summarized in Table II . The positions of MEMS #2 to #5 can be varied along the dimension, within boundaries set by the metallization geometry, which was let fixed here. The position of MEMS #1 is not optimized since this would imply much complication in the procedure (see the cell geometry in Fig. 1 ). The thickness of the foam substrate is also optimized since this parameter can easily be chosen in practice and has a direct impact on the phase range of such a resonant cell.
The improvement achieved after 300 evaluations of the cost function is illustrated in Fig. 6 , where the initial and the optimized phase distributions are compared to their respective "best offset " linear goals. The initial phase distribution has been significantly improved and is almost perfect between pseudostates 12 and 32, leading to an average root mean square error of less than 3 for the whole pseudostates range. Although a detailed interpretation and discussion of the optimization based on physical considerations is beyond the scope of this study, we observe here that the remaining part of the phase distribution plot cannot be improved, which is due to a fundamental physical limitation of the device rather than to the optimizer performance.
VIII. CONCLUSION
A strategy to drastically reduce the full-wave computation time of reconfigurable cell embedding discrete elements such as MEMS or diodes was presented and validated. The method enables full-wave based optimizations for such cells, as exemplified here using a PSO algorithm to linearize the cell phase states distribution. The method was also extended to provide information such as the total and dissipated power in each discrete control element. Although the proposed concepts were discussed here in the context of reflecting cells, they are directly applicable to transmitting cells as well.
APPENDIX A RWG-BASED CHARACTERIZATION
For the reasons explained at the conclusion of Section III, we provide here some further comments on the characterization of a cell in a RWG. We consider a usual RWG with (see Fig. 2 ) operated in its fundamental mode only. This RWG can be used to characterize the reflection phase of a cell symmetrical around both its -and -axes, in the periodic environment of Fig. 2 and for an incidence , according to (9) [18] as follows:
This formula is obtained by expressing the mode field distribution as a superposition of two plane waves of same amplitude, same phase along the axis of the RWG, and of opposite incidence angles and . The number of elements placed in the RWG cross section is not necessarily 1. According to image theory, there can be any number of half-elements placed in the RWG, so for an array of lattice spacing with (10) Observation of (9) shows that the RWG characterization of a cell is only possible for a given incidence angle at each frequency, which is determined by the choice of .
In addition, further developments demonstrate additional restrictions to the use of this method. For clarity, let us consider here the reflectarray application, although similar restrictions will apply to other applications of reconfigurable reflective cells. To that aim, we first write the cutoff frequencies of the two first modes of the RWG with as (11) and note that the condition for excluding grating lobes in a reconfigurable array scanning any angle above the reflector plane is , independently of the incidence angle. Now, using (10), (11) , and the condition , we obtain the condition on the number of half-elements in the RWG. Thus, there must be at least elements in the RWG so that the element and lattice characterized with the fundamental mode correspond to a reflectarray able to scan the desired scan range without grating lobes. Here, we have neglected the possible relaxation of the grating lobes condition due to the element radiation pattern or a limited scan range. However, since , such a relaxation would not impact on the result in most cases. Finally, it is observed that the maximum and minimum incidence angles that can be simulated with the monomodal RWG are and . These considerations lead to the following three main conclusions: First, the characterization of a single reconfigurable cell placed in a conventional RWG is not sufficient to assess the performance of the cell because the array lattice thereby characterized does not, in general, correspond to a reflectarray free of grating lobes. Second, since the RWG only allows the characterization of incidence angles , it cannot be considered, in contrast with the statements of [29] and [30] , as a fairly good approximation of the reflection phase for other pairs of frequency and angle, and especially for normal incidence . This remark holds for all planar elements, but was illustrated here in Fig. 3 in the case of our test MEMS cell. Third, the RWG-based characterization does not allow a rigorous assessment of the bandwidth of the element since it is not possible to characterize the variation of the reflection phase with frequency for a fixed incidence angle. As a conclusion, rigorous cell characterization requires its simulation in a PBC-WG, while RWG-based measurement represents an efficient way to validate simulations provided comparison with a strict correspondence of lattice, frequency, and incidence angle.
