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して c-plan-sが 330問，c-plan-mは 324問，c-plan-pbは 336問とMaxPlanより
最大 31題以上多く解けた．またMaxPlanが解くのに 5分以上かかった問題に対
して，MaxPlanに対する平均性能向上比は c-plan-sが 5.1倍，c-plan-mが 3.1倍，
c-plan-pbが 4.3倍と大きな性能向上を得ることができた．
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² Learn Clause (Lemma)
Con°ictの原因を解析し，特定の探索空間には解が無いことを学習する．そ









式 = (a _ :d) ^ (:a _ :b _ c) ^ (b _ :c _ d)µ ´


























































if (status == CONFLICT) {
blevel = analyze_conflict();































































MiniSat v1.14.1では，各 clauseの先頭二つの literalをポインターを使って常に














































































命題 f に対し，f またはその否定 :f をリテラルと呼ぶ．::f = f である．
² 状態 s
状態を表す命題の集合をSとした時，すべての命題 f 2 Sについて，正また
は負のリテラルのいずれかを含む集合を状態 sと定義する．
s = P [ f:f j f 2 S n Pg，P µ Sが成り立つ．
アクション a = hp; eiとした時，p; eはそれぞれアクションの前提条件と効
果を表すリテラルの集合であり，S中の命題から構成される．
² 状態 sでアクションを実行した後の状態 execa(s) p µ sかつ eが無矛盾な場
合 (互いに補なリテラルを含まない場合)，アクション a = hp; eiが状態 sにお
いて実行可能であるという．この時，execa(s)は以下のように定義される．
execa(s) = e [ ff 2 s j f =2 e ^ :f =2 eg
3.2 定義 12
aが sにおいて実行可能でない場合には，execa(s)は定義されない．
アクションの列 a1; a2; ¢ ¢ ¢ ; an(s)に対し，
execa1;a2;¢¢¢;an(s) = execan(¢ ¢ ¢ execa2(execa1(s)) ¢ ¢ ¢)とする．
3.2.1 プランニング問題
状態を表す命題の集合をS，初期状態を I，アクションの集合をA，目標条件を




プランニング問題 ¼に対し，G µ execa1;a2;¢¢¢;an(I)である時，アクション列












プランニング問題 ¼に対し，以下の条件を満たす状態の列 s0; ¢ ¢ ¢ ; slが存在する
時，アクション集合の列 hA0; ¢ ¢ ¢ ; Al¡1i 2 (2A)l(l ¸ 0)が 8-ステッププランと呼ぶ．
1. s0 = I.
2. 各 i 2 f0; ¢ ¢ ¢ ; l ¡ 1gについて，Aiに含まれるすべてのアクションの任意の
並び a1; ¢ ¢ ¢ ; anに対し，execa1;¢¢¢;an(si) = si+1．





プランニング問題 ¼に対し，以下の条件を満たす状態の列 s0; ¢ ¢ ¢ ; slが存在する
時，アクション集合の列 hA0; ¢ ¢ ¢ ; Al¡1i 2 (2A)l(l ¸ 0)が 9-ステッププランと呼ぶ．
1. s0 = I.
2. 各 i 2 f0; ¢ ¢ ¢ ; l¡ 1gについて，Aiに含まれるすべてのアクションのうち，少
なくとも 1つの並び a1; ¢ ¢ ¢ ; anに対し，execa1;¢¢¢;an(si) = si+1．
3. G µ sl．
並列プランにおける各Aiをステップと呼ぶ．
3.3 IPC






























本研究では，IPC 2006のOptimal Plan，つまり最短ステップの 8-ステッププラ
ンの導出の高速化を目標としている．
3.4 PDDL




成されている．PDDLは IPC 2000で仕様が初めて定められ，最新の IPC 2008で
は ver 3.1になっている．PDDLの種類には以下のものがある．
² STRIPS(STanford Research Institute Problem Solver) 状態・目標・アクショ
ンを表現






容は主に文献 [3] [14] [16] [17] [18] [2] [1] [12] [7]に基づいて再構成したものである．
4.1 Graphplan
4.1.1 概要




























1. 初期レベルL0 = ff1; ¢ ¢ ¢ ; fsgはレベル 0において真であり，目標 fg1; ¢ ¢ ¢ ; gtg
はレベルmにおいて真である：f 01 ^ ¢ ¢ ¢ ^ f 0s ^ gm1 ^ ¢ ¢ ¢ ^ gmt ．
2. レベル iにおいて相互排他関係にある二つのアクション a; bは同時に成立し
ない：:ai _ :bi．
3. アクションは，その前提条件を含意する．すなわち，レベル iのアクション
aと辺で結ばれている．レベル i¡ 1の命題 p1; ¢ ¢ ¢ ; pnに対し，以下の式を追
加する：ai ¾ pi¡11 ^ ¢ ¢ ¢ ^ pi¡1n ．
4. 偶数レベル iに含まれる命題は，それらを効果としてもつレベル i ¡ 1の
アクションの選言を含意する．すなわち，レベル iの命題 f と辺で結ばれ
ているレベル i ¡ 1のアクション a1; ¢ ¢ ¢ ; an に対し，以下の式を追加する：
f i ¾ ai¡11 ^ ¢ ¢ ¢ ^ pi¡1n ．
4.3 MaxPlan
4.3.1 概要





























た時間が全体の実行時間の 50%以上を占めた問題は 82問であった．またこの 82問












































































































5.3 c-plan-pb(Process Balancing) 25
図 5.2: c-plan-pbの動作図








のプロセスバランシングの layer決定法の例を図 5.3に示す．この図は小さい layer
から探索し，既に layer18が SATISFIABLEと判明した後に，layer14がUNSAT-




























AMD Opteron 8222 Intel Xeon E5450 Intel Xeon E5450
3GHz Dual Core × 8 3.0GHz Quad Core 3.0GHz Quad Core × 2
nodes 28 16 16
PEs 448 64 128









プランニング問題を解かせた．c-plan-s 6PEsの実行結果を図 6.1に示す．図 6.1は，
c-plan-s 6PEsで解いたプランニング問題全 176題において，直前の layerの 2倍以
上の実行時間がかかった layer L2の実行時間を右側に，直前の layer L1の実行時間
を左側にプロットしたものである．この図から分かるように，20秒を THRESH-
OLD TIMEとして設定すると，122題の問題がL2の実行中にプロセス追加の条件




図 6.1: c-plan-s 6PEsの実行結果とそれに基づくTHRESHOLD TIMEの決定
6.4 MaxPlanと各 c-planの性能比較 30
6.4 MaxPlanと各c-planの性能比較
本研究では，MaxPlanと各 c-plan 31PEsに IPC 2002，2004，2006で使われた
全 458題を制限時間 1800秒で解かせた．ただし制限時間内に解けなかった問題も
1800秒で解けたとして計算する．また c-plan-m，c-plan-pbは 1ステップあたり
6PEsの計 5ステップを同時に探索するようにしている．実験結果を表 6.2，図 6.2
に示す．表中ではMaxPlan，c-plan-s，c-plan-m，c-plan-pbをMP，s，m，pbと
略記し，また全 458題の内，解けた問題数を solved，解くのにかかった総実行時









330題，c-plan-mは 324題，c-plan-pbは 336題と，解けた問題数では c-plan-pbが
最も多かった．総実行時間と平均性能向上比については c-plan-sに及ばなかった
が，これは図 6.2の c-plan-sと c-plan-pbの実行時間のプロットから分かるように，
c-plan-pbのプロセスバランシングにかかる通信オーバーヘッドなどの影響で，中
規模の問題では c-plan-sの方が速く解けることが原因であると考えられる．
表 6.2: MaxPlanと各 c-planの性能評価
MaxPlan c-plan-s(31PEs) c-plan-m(31PEs) c-plan-pb(31PEs)
solved 305 330 324 336
alltime(sec) 300,889 246,491 262,547 251,329
speedup 1.0 5.1 3.1 4.3
6.4 MaxPlanと各 c-planの性能比較 31
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