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CHAPTER I
Introduction and Summary.
The chief object of this thesis is to examine the 
results of renewal and fluctuation theory and apply them to some 
queueing problems, particularly those concerning waiting times.
Chapter II contains results that are a generalization 
of Cox’s (1962) for the alternating renewal process. Cox 
considered a process x(t) which is at any instant of time in 
exactly one of two alternating states, the lengths of stay in 
each state being independent random variables. The cyclic-k-state 
renewal process treated here is one which may be in one of k 
(k > 2) distinct states, the occurrences of which follow one 
another in cyclic order. Unlike Cox’s process, the lengths of 
stay in distinct states are not necessarily mutually independent. 
This process differs from W.L. Smith’s (1955) semi-Markov processes 
in that not only are the 'waits’ in distinct states not independent 
random variables, but a knowledge of the present state of the 
process is always sufficient to determine the subsequent state. 
Nevertheless, as will be shown in Chapter II, the cyclic-k-state 
process behaves in exactly the same manner as Cox’s alternating 
process or Smith’s semi-Markov process for large values of t.
Taking the busy and idle periods of a single-server queue as the
2,
States of the process (k = 2), our results may be used to obtain 
limiting probabilities of the virtual waiting time being zero.
The use of Cox’s and Smith's results is limited to those queues 
in which the lengths of the busy and idle periods form independent
random variables, e.g. queues with a Poisson input. By removing
time spent in
the assumption of independence between the lengths of/distinct 
states, we make our results applicable to the general single- 
server queue.
Chapter III is a purely expository chapter and contains 
no original work. An attempt is made to review the known results 
of fluctuation theory. The two main methods of approach, the 
combinatorial and the analytic, are discussed, and proofs of major 
theorems sketched to illustrate them. § 3 of Chapter III is 
almost entirely confined to a discussion of the greater part of 
Chapter IV of Spitzer’s (196U) book, in which a study of random 
walk on the real line by simple analytic methods leads to the 
basic results of fluctuation theory.
Chapter III serves in a preparatory capacity for Chapter IV. 
In the latter chapter, fluctuation theory results are used to 
derive exponential-type identities for the waiting time, idle time 
and busy period distributions of a general single-server queue; 
and further, to deduce the now familiar result of Lindley (1952) 
that with probability one, the waiting time of the nth customer, 
w^, converges in distribution to a finite variable if and only if
3.
the mean inter-arrival time is strictly greater than the mean 
service time. An important result of this chapter relies, 
however, not on fluctuation theory, hut on well-known renewal 
theory arguments. This result relates the equilibrium waiting 
time in an ergodic queue to moments of the busy period, distrib­
ution (when these exist) and depends for its proof on only the 
renewal theorem of Feller (1949) and the recurrent property of 
the epochs of commencement of a busy period.
Chapter V is restricted to the ergodic queue. Here, 
the rate of convergence of the waiting time distribution to its 
limit is studied, by methods similar to those employed by 
Heathcote (1964). With the aid of the exponential identities 
derived in Chapter IV, itj is shown that the waiting time 
distribution converges to its limit exponentially fast. In 
the course of proving this, other results are also obtained which 
are not devoid of independent interest.
The Laplace - Stieltjes transform of a function
pco
B(x), / e dB(x), will be denoted throughout the thesis
-CO
by B*(s). Other notation and terms will be defined as soon
as they are introduced.
CHAPTER II
The Cyclic-k-state Process
§ 1. Preliminary Remarks.
In this chapter,we consider a stochastic process z(t) which 
is at any moment in exactly one of a finite number of states, to 
be denoted by the integers 1, 2, ..., k; and in which transitions 
from one state into another occur in a cyclic order 
(l-> 2, ..., i -* i+1, ..., k-> 1). In this process, the lengths 
of stay in distinct states are not necessarily mutually 
independent,so that we are not in the class of semi-Markov 
processes. To simplify matters, we employ the very useful device 
of imbedding in z(t) a sequence of regeneration points. A 
natural choice for such a sequence are the instants of transition 
from state k into state 1.
Such a process we call, for want of a better name, 
a ”cyclic-k-state process".
The main results obtained here are analogous to those of 
Smith’s [1955] for semi-Markov processes. Comparison between the 
two classes of results will be made in § 2.
Results for the alternating renewal process (k = 2 and 
z(t) semi Markov) were obtained by Cox [1962]. These will emerge 
as special cases of the results derived in this chapter.
Suppose z(t) is in state i for the pth time since 
t = 0 and denote the length of time spent in this state before the 
next transition by X. (i = 1, 2, ..., k). We assume that
5.
each of X-^, X^, . .., X ^  is independent of X^v (i = 1, ..., k; 
V < p) i.e. the process "regenerates" after every transition 
into state 1. We also assume that for each p, the random 
variable X. has the same; distribution as the random variableip
k
X., and P[X. < x] = X.(x). Now let Y = Z X. . Theni i - i P i=1 ip
00
{Y^} is a sequence of independent, random variables with a
common distribution which we shall denote by P[Y < xl = F(x).
Let the number of transitions from state i into state 
i+1 (modulo k) in the time interval [0, t] be a random variable 
Ih(t), with expectation E kh(t) = fL(t), and let P[z(t) = i] = T7\(t) 
be the probability of the event that the process is in state i. 
Finally, for the sake of simplicity, we put z(0) = 1.
0
 Regeneration points
6
FIGURE
7 .
In § 2, we prove that lim tt. (t) exists; in fact,
t*«> 1
this limit is_____^ Ai^ ______  (and is interpreted as zero
E[X± + .... + Xk]
if E[Xn + ... + X ] is infinite). This result is then compared
J_ K.
with a parallel one of Smith’s on semi-Markov processes. Also, 
we obtain asymptotic expressions for EL(t).
In § 3, we consider the use of our results in the 
investigation of the probabilities of being in the busy and idle 
periods in queueing theory. It will be seen that the removal 
of the assumption of independence between the lengths of distinct 
states enables us to apply our results to the general single- 
server queue.
* * * * * * *
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§ 2 . A sym ptotic B ehaviour o f  z ( t )
We b eg in  by making the- fo llo w in g  d e f i n i t i o n s .
U. =
W-
+ X.ip i  = 1 , k;
p = 1, 2, . . .
So = o, S j = Yx + Y2 + . . .  + j  = 1, 2, . . .
Note t h a t ,  by th e  independence o f th e  Y^’ s , th e  d i s t r i b ­
u t io n  o f  S . i s  th e  j - f o l d  c o n v o lu tio n  o f  F (x ) w ith  i t s e l f ,  and 
J
has th e  same d i s t r i b u t i o n  w hich we den o te  by \Jr.(x), f o r  a l l  p . 
S ince  th e  e v e n ts  {hh ( t ) >  j )  and {S^ ^ + th^. < t} a re  
e q u iv a le n t ,
H± ( t )
oo oo r ^
x j  P[N ( t )  = j]  = X j 4 p [N ( t )> J ]  - P [N .( t)> j  + 1]|-
j= l  J=1 ^
Z P[S . + 
j= l
< t ]  .
Taking L a p l a c e - S t i e l t j e s  tra n s fo rm s , and u s in g  th e  f a c t
t h a t  S . ^ and U _  a re  in d e p en d en t, we g e t
H*(s) = S F*_1 ( s ) i|r*(s)
j
\lr*(s)
1 -F * (s )
1, 2, • • • y k (2.1)
Tiiis i s  th e  f i r s t  o f  many exam ples o f  th e  u s e fu ln e s s  o f  th e  
imbedded r e g e n e ra t io n  p o in ts  in  z ( t ) .
By inverting (2.1), H (t) = \|r , , . v_
o
Now,
77'. (t ) = Z P
1 j- 1
sj-l + Ui-l,jSt < s j-l+ U i,J!
(t) + F(t-u) dB^u).
(2.2)
1
00 n t
Z / P
1  ' o  L
* + Di-1, j £ t < * + U i jl aP [fl < x1
Let
GiJ(t)= P U. , , < t < U. . .l-i,j - l,j!
Then
Gi^t) - P
- p
where
U , < t I = \Jr (t) = 1, t > 0.o,l — To 7 —
Hence
7T|(s)
00
Z G*.(s) {F*(s)}J_1ij
t|_i(s) - **(s)
1 - F*(s)
i = 1, k (2.3)
From (2.1) and (2.3),
TT*(s) = H *(s) - H*(s) i = 1, ..., k
where H*(s) - ^q (s)o' ‘ ---1-F*(s) 1-F*(s)
(2.U)
10.
By inverting (2.3)
4- t
(t) = ‘ t.(t) + f --f(t-u)-etir.(u}, ( A C( ,
o •'o
i = 1, k (2-5)
Before proceeding to the first theorem, we define
k i
a = E[X.], ^  = E[Y) = 2 a. and (i. = E[Y]
1 i=l
THEOREM 1. For each i = 1, 2, ..., k, if F(t) is not 
periodic and F(°o) = 1, then as t -> oo ;
(i) H.(t) ■* _1 ;
t **1
(ii) if a < o for all j < i, then tjy (t)
4- U p
(iii) if dp < », then H (t) - — p -1 ^1 2p^ ^1
\
where
Note: (a)
is interpreted as zero if = co.
The limits depend only on the expectations of the 
distributions; the "form" of the distributions
play no part.
11.
Proof:
Let
(b) The probability of being in state i at infinity 
is simply the ratio of the mean length of stay in 
state i to the mean length of the interval between 
two successive regeneration points; this is so 
even if the X.’s are not mutually independent.
(i) and (iii) follow directly from (2.1) and applications 
of the renewal theorems of
(Smith, 195*0 *
(ii) , the most interesting result of the three, requires 
for its proof an application of the key-renewal 
theorem (Smith, 195*0*
Then from (2.5)
y and
o
Since \|/\ ^(u) - )|r (u) is clearly of bounded variation, Lebesgue
integrable on (0, a>) (a. < °° for all j < i) and z#ro for negative
J
arguments,
12.
f ^_-L(t-u) - *.(t-u) I aic(u) I' |^i-1(u) - ^(u) ^
by the key-renewal theorem.
Hence,
T  (t) -> a^l + a2 + **'+ai^  " (a1 + a2 + ... + a ^ _ 1 )i --------------------------------- ---------
= \  ( = 0 if |i = oo).
^1
It will be of interest to compare Theorem 1 with a parallel 
result of W.L. Smith. But first, a brief review of part of 
Smith’s paper [1955] is necessary.
Let {t^} , i = 1, 2, ... be a renewal process with
k
the common distribution function G(t) and mean v^, = Z t^
and N_^  the greatest integer k such that T,^  ^ < t. Let 
x(t) be a stochastic process taking values on ß,an abstract 
space of elements x, and let A be some x-set. Smith 
defines a regenerative process x(t) as one for which there 
exists a function <t^ , depending only on A, such that
•ji(t) e A/x(0)j N. > 0; T ; x(t’ ), t’ < T.
du
is a valid representation of the conditional probability for
some {t }. Roughly, x(t) is regenerative if for some 
renewal process (t^), x(t) is independent of that part of 
its history prior to the last . Next, Smith proceeds to 
prove (Theorem 2 of his paper) that if x(t) is regenerative, 
then, under certain conditions,
lim
t-^ oo
P «>Afa) du if V <oo 1
= 0 if = oo.
Suppose x(t) at any instant is in exactly one of a countable 
number of "states" fa is here the set of positive integers, 
and the sets A, values of x(t), each consists of exactly one 
element.) Smith calls this process a semi-Markov process if:
(i) the sequence of values ("states") of x(t), {x^}*^ forms a 
Markov chain with transition probabilities
(ii) the lengths of stay in distinct states are independent 
random variables; and
(iii) none of these random variables is 0 with probability 1. 
Now, for a given i, let R be the event "a transition into 
state i" and {t^)~ the intervals separating successive 
occurrences of R.. Then clearly {t .) is a sequence of regen- 
eration points and x(t) is a regenerative process. Let
be the length of stay in state i, a^ = EX^ and v^= E[t^j.
Then, w ith  th e  h e lp  o f h is  Theorem 2, Sm ith p ro v es  (Theorem 5) 
t h a t  i f  Ih i s  n o t p e r io d ic ,  a < oo and a  t r a n s i t i o n  o c c u rre d  a t  t  
th e n
lim
t* o o
x ( t ) , where
i s  th e  p r o b a b i l i ty  t h a t ,  g iven  x (0 ) ,  FL o ccu rs  in  a f i n i t e  
tim e . I f  od, th en  th e  l i m i t  i s  z e ro .
For th e  c y c l i c - k - s t a t e  p ro c e s s  z ( t ) ,  Q i s  c l e a r ly  
one i f  F(co) = 1, and so we have in  p a r t  ( i i )  o f Theorem 1 an 
analogue  o f  Sm ith’ s Theorem 5*
Example 2 .1  
k = 2 :
From (2 .1 )  and (2 . 3 ),
H *(s) = X ?(s) , H *(s) .
1 -F * (s )
TT*(s) = 1 -X *(s) , TT*(s)
1 -F * (s )
and i t  i s  e v id e n t t h a t  TT^(t) + tt^ ( t ) = 1 a s  e x p e c te d , and 
tt ( t ) = 1 + ( t ) - H ^ ( t) .  Cox’ s r e s u l t s  [1962] f o r  th e  a l t e r ­
n a t in g  renew al p ro cess  may be o b ta in e d  by assum ing independence 
betw een X-^  and X0 and r e p la c in g  F * (s) in  each o f  th e  e q u a tio n s  
above w ith  X *(s) X * (s) . Note t h a t  th e  assu m p tio n  o f 
independence i s  u n n ecessa ry  f o r  d e r iv in g  th e  i n t e r e s t i n g  r e s u l t
F * (s) 
l '- F * ( s )
X *(s) - F * (s)  
1 -F * (s )
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ir^t) = 1 + H2 (t) - Hx (t).
Suppose now that X-^ and Xp are independent and negative 
exponentially distributed.
Let -A-.X -Apx
X-^ (x) = 1 - e and Xp (x) = 1 - e
Then
1 \  + \  
ai ~ A. ’ P'1 ~ \  A2
A1
H*(s)
\  + s
A-
1 “ A-j^ + s Ao + s
^2 = E
i2
x1 + xz\
^ “I- ^2 S\(\+ Ap)
2 2Ai + A2 + A-j^ Ap
2 2
Ai *2
Ai ^2
'+ '(a i+ A2)s
Inverting, , 
A1A2H^t) t -Ai + Ap VAX + Ap
2 -(A, + A0)t1 2e + constant
H-^ (O) = 0, constant =
Hence
M t ) A1A2A± + Ap *vt) •
and
H,(t) \ \ 2
---- -—  -j.
\  + A2
16,
Also,
H-. (t) - ~  
1 ^1
A-^  f  ~ ^ 1  + ^ 2  ^1 - eA-^  + Ag
A-^  + Ag
1 -
7T*(s)
1
Al + S
A.
1 -
Ai + s
A, 1 - s + (A 2^ + Ag/
Ag + s
Inverting,
^1 (t) : Ai + Ag
- ( A + Ag)t
e + constant .
^(0) 1, constant Ai + Ag A-^  + Ag
Hence ^(t)
A,
A, + A,
\  -(Ax + A2)t
eA^ + Ag
A^ + Ag
where.
Theorem 1 is restricted to the case that F(x) is an honest distrib­
ution function. If one of the X^’s, X , say, has a positive 
probability of being infinity then for each i = 1, ..., k, H^Ct)
approaches a finite limit, the value of which depends on whether
1 7 .
i  i s  s t r i c t l y  le s s  th a n  m o r  n o t ,  and  th e  e x p ec ted  r e s u l t ,  
lim  7T. ( t )  = 5 . , fo l lo w s . A ll  t h i s  i s  c o n ta in e d  in  th e
t-^-CO
more g e n e ra l
THEOREM 2 . Suppose A = -j^j/P [X j < co] < lj-  i s  a  non-em pty
s u h -s e t  o f  {1, 2 , . . . ,  k} and m = min { i / i c  A}. Then
lim  H. ( t ) , l
t ^ O O
\
(C3)
I - F ( od)
1
l-F(co)
i  > m
i  < m, and
lim  7T. ( t )
X. lt->CO
0
ViO30) - ♦it®)
i-F  (co)
i  \  A
i  € A
w here V^C00) = 1 .
P ro o f ; S ince  H .( t )  i s  non-dec re a s in g ,  a  T auberian  argum ent may 
be a p p l ie d  to  (2 .1 )  to  g iv e
lim  H. ( t ) =
f->oo 1
lim
s>o ♦ * ( s )
lim
s->o [ l - F * ( s ) ]
G » )
I -F (oo)
To prove th e  second p a r t  o f  th e  theorem , r e c a l l  (2 .4 )
18.
T!*(s) = 1 ~ , IT (t) = H ^(t) - H (t) i = 2, 3, k.
1-F*(s)
We divide the proof into the four exhaustive cases
(a) 1 < i < m, (b) i > m, (c) i = m > 1 (d) i = 1 < m.
(a) l < i < m :  7T.(t) -> 0 from (2.4) and the first part of the
theorem.
(b) i > m : 7T, (t) + ^ i - 1 ^  ^i^00)
1 1 - F(co)
If i A, then \|r 1(oo) = \|r («) and TTbft) -> 0.
(c) i = m > 1 :
(d) i = 1 < m :
7T (t) = H ,(t) - H (t) nr ' m-lN ' m' ’
l-F(co) " l-F(oo)
k
(2.4) shows that Z 7T.(t) = 1. Since 
i=l 1
lim TiU (t) exists for all 2 < i < k, the limit
t->co
of TT^ft) exists as t > oo. Hence, by an Abelian 
argument
lim 7T (t) = lim ^ l ^  = ^ l ^  .
t>oo a>o 1-F*(s) 1-f (co)
The proof of the theorem is now complete.
A problem yet unsolved is the limiting value,if such exists, 
forTT.(t) andTT.(t), j > i, when a. = ». In the proof of Theorem 1l j i
the key-renewal theorem was used to show that
19.
^i-i(t_u) " 'M't-uJr dK(u )'> — \J/i_1 (u) - \Jr.(u)^  du
(=0 if (in = oo) where K*(s) = v -^ l1 . This result is not1 1-F*(s)
necessarily correct if \|f -^ (u) - ty^ (u) is not Lebesgue-integrable
on (0, co) i.e. if a . ^ 00 f°r aH  j < i. The problem is therefore
J
lim tlinked to that of finding / q(t-u) dE(u). and of courseJ o
F*(s)the conditions for this limit to exist, where K*(s) = 2,"p^(s") ’
q(u) is a function of bounded variation and F(t) a distribution 
function with infinite mean.
* * * * * * *
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§ 3« Applications to queueing theory.
Throughout this section, Kendall's notation for queueing 
systems will be employed. Thus, m /e^/i will denote the single 
server queue with Poisson input and Erlangian service time distrib­
ution. A(x) and B(x) denote the input and service distributions 
respectively and a^ and b^ their respective means. w^ is 
the time the nth arriving customer waits before his service begins 
and W(t) the virtual waiting time, viz. the time a customer would 
have to wait if he arrived at time t. Service is given on a 
"first-come-first-served" basis. An idle period (i.p.) is 
defined as the interval between the departure of the last 
customer in the queue and the first subsequent arrival of a 
customer, while a busy period (b.p.) is defined as the interval 
between the end of an idle period and the beginning of the next 
one. The number of services in a busy period is a random 
variable, N. Quantities that we are interested in in this 
section are E[N], E[b.p.], E[i.p.] and P[W(t) = 0].
The theory of queues will be considered in greater detail 
in Chapter TV and Chapter V.
It will be assumed throughout that E[b.p.] < oo or, 
equivalently, b1 < a^. The equivalence of these two assumptions 
was proved by Lindley [1952]. It will also be assumed that at 
t = 0, the first customer arrives to be served, and a^ < oo.
For the general queue GI/g/1, we consider the 2-state 
process z(t) whose states are ’’server busy” (l), and "server
idle”(2).
Then,
X1 = b.p., Xp = i.p., and lT0(t) = P[W(t) = 0] .
From Theorem 1, lim P [W(t) = 0] = E X^2^  (3.1)
W  + X2)
21.
The sequence of inter-arrival times (t^) forms a 
stochastic process with finite means a-^ , and since 
EfX^] <oo, E[N] <03. Moreover, the event (N = n} and 
the random variables t t ^ 2, ** * are mu^ually independent.
.'. by Wald* s theorem (Johnson, 1959)
E[X1 + X2] = E[t± + t2 + ... + tN]
= a^ •
Similarly,
E[XX] = E [ s ^  + s2 + • • • +
= b^ E[N], where
s. is the service time of the ith customer.l
E[X2J = E[N] - b1)
lim P [W(t) = 0] = al ^1
t->co
From (3 .1),
2 2 .
1 - p where p = 1
ai
(5.2)
It will be shown in Chapter IV that if E[X^] < a>, an 
appeal to a fundamental result in renewal theory yields
lim P[Wn = 0] = gjjj- (3-3)
Suppose
lim P [w = 0] L n Jn*co
lim P [W(t) = 0] 
i»oo
(3A)
Then, from (3*3) and (3*2)
E[K] = ^  , E[XX]
1-p
1 and E[X0] a i - b x . 
X-o
(3-5)
Example 3.1
m/g/i .
Because the input is Poisson, the i.p. and b.p. are 
independent random variables. For the same reason, the i.p. 
has the same distribution as the inter-arrival time,
1 - e , say. Hence, from (2.3)
TT*(s) „ X*(s) - x * (s )  X |( s )
1 - x*(s) X*(s)
23.
= X*(s)
1 - X*(s) 
1
A+s J 
A
A+s
sX*(s)
A+s - AX*(s)
which agrees with
results of Takdcs [1962; Theorems 3 and 7 of Chapter 1, 
Section 3]•
From (3.2),
lim P[W(t) = 0] = 1 - Ab, (since E[X0] = (3.6)I»«, 1 V V
From (3*6) and (3.1).,
E[X, ] = bl =
1 - Abx 1-p
However, E[X^] may be obtained in another way. Taktes
[1962; Theorem 10, Chapter 1, Section 3] showed that for m /g/i
(3.^) holds. Hence, from (3*5)^ E[JM] = 1 ,
1 - Ab1
E[Xj = bl and E[X,1 = Ä " h  b-L n n--- VT A
Although we have just considered an example of a 
queue in which the lengths of the i.p. and t.p. are independent 
(3.1) and (3.2) may be used to yield results for the more 
general queue GI/g/1, since our basic result, (ii) of Theorem 1 
permits non-independence between distinct states. At the 
end of § 2, Chapter IV, we derive with the additional aid of 
fluctuation theory the following expression for 7r*(s), which is 
true for the queue GI/g/1 :
1 - exp
Applications of the cyclic-k-state process outside 
queueing theory, for k = 2, are found in Cox (1962).
For k > 2, the process may be used as a model of the 
single server system with a Poisson input and a special 
Erlangian service time distribution, in which no queues are 
all owed. (A customer arriving while the server is busy 
leaves the system). Such a queue is discussed by Cox and 
Smith (1961, Section 5*2). Here, A(x) = 1 - e '^X ,
-kjit k"1 (knt)nB(x) = 1 - e Z
n=o ni
The service time of a
customer may be imagined as being divided into k phases in
25.
series. After service in phase 1, the customer proceeds to 
phase 2 to be served, and so on until he arrives at phase k.
On completion of service in the kth phase, the server becomes idle 
until the arrival of the next customer. If each of the k phases 
is given a service time distribution 1 - kp.e ^iX , then it is
readily shown that the service time of a customer has distribution 
k-1
Now consider the cyclic-k-l-state^ , \ n -kpt A-”J- (kut)n B(x) = 1 - e ^  Z — - n!o
process z(t) in which i (i = 1, 2, ..., k) denotes the state
"server busy,* service in ith phase" and k+1 the state "server idle".
Then P [w(t) = 0] = i t , -.(t) and by Theorem 1,k+J-
lim P [W(t) = 0]
t->oo
ak4-l = Efi ,p. ]_______
E[i.p. + b.p.] (Cf 3.1)
1
=  7\ = 11 I 1+p
A + n
(Admittedly, the above result is more easily obtained by consider­
ing only the two states ’server busy’ and ’server idle’).
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CHAPTER III
Fluctuation Theory and One-Dimensional 
Random Walk
g 1. Preliminary Remarks
This is a purely expository chapter, devoted mainly to 
reviewing briefly the results of fluctuation theory and showing 
how these results were recently obtaind by Spitzer (196k), by 
simple analytic arguments applied to the one-dimensional random 
walk.
CO
Suppose is a sequence of independent and
identically distributed random variables and that their partial
n
sums are defined by S = 0 ,  S = E X.. n > 1. Fluctuation 17 o 9 n . , \9 —i=l
theory is concerned with the effect which the fluctuation of
these partial sums has on various quantities of interest. Some
such typical quantities are :
(a) T + = max {k/s. < S , j < n}, the index of the
n o<k<n / ,J
last maximum in the sequence {S^)^_q >
(■b) T = n mino<k<n tysj s v j <  n}, the index of the
first maxim.um;
(c) N +, n 9 the number of strictly positive sums in >
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(a) N , the number of non-negative
(Sf Li (H0 - °) J
sums in
and (e) M — Sn T , the value of the maximum of the n'
first n sums.
The important results of fluctuation theory may be
considered as belonging to two major classes. In the first
class are the exponential identities which give the distributions
of T , M , etc. in terms of the individual distributions of n' n'
An example of this is the main theorem of Spitzer, (1956),
00 r i(3S + i(9M n n n ” tk r r i(e+ß)sk -|Z t E 
n=o
e = exp Z r- ^E 
k=l k 1
e ; Sk > 0
+ E e 7
where
E if3Sk i e ; A = T eißX dp Sv < x by definition
- ^ A J
In the other class are the extremal factorizations, of which
Andersen’s (1953) P[N = k] = P[N, = k] P[N = 0] providesn k n—k
an example, which enable the distribution of a random variable 
to be determined from its extremal values.
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In § 2 of this chapter, we shall exemplify the 
combinatorial approach to fluctuation problems by following 
Port (1963) in using Feller’s equivalence principle to arrive 
at the familiar results of Andersen, Spitzer, Baxter, et al.
§ 3 will be concerned with the other major method used 
in fluctuation theory, the analytic method. Discussion will be 
focussed on Chapter IV of Spitzer’s book (1964). In this 
chapter of his book, Spitzer solved the major problems of 
fluctuation theory by considering random walk on the half-line 
and appealing to theorems in complex variable analysis.
Of key importance in both the analytic and combinatorial 
approaches is the fact that the variable is a ladder 
index, whence the occurrence of a maximum is a recurrent event.
k is called a ladder index for the sequence if
S^. < for Ö < j < k-1. Clearly , 't > k is a ladder index
if and only if S^ > S^ for j = K, ..., 't-l i.e. if and only 
if S^ - S^ > S - S^ , j = k, ..., -t-l. As the last inequality 
is a function of only ..., X^, the occurrence of ladder
indices of {S_^ } constitutes a recurrent event.
It is possible to go even further. Port (1963, Theorem III, 
3) was able to show, with little difficulty, that if {W^ .} and (Z^ .) 
are sequences of ladder indices (the index 0 is excluded), and 
lengths of intervals between successive indices respectively, then
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(Z,, W ) are independently and identically distributed. K K
Thus,
- ±e(z^ + ... + zk ) w1 + ... + wk- r  tt> r i e z i  A ne t = j E e t
We end these preliminary remarks with the following 
definitions :
(i) if X is a random variable and A an event, then
E[f(X); A] =1 f (x) dP[X < x] ;
(ii) E[f (X)j[) = [  f (x) dP[X < x/] ;
(iii ) (/){Q) = E
rieX,
(iv) S+ = max (O, S^ .); and
(v) S~ = max (O, -S^) .
* * * * * * * *
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§ 2. The Combinatorial Method.
An example of the use of a combinatorial result in
proving fluctuation theorems is to be found in Feller’s
Equivalence Principle (l959)• This principle, first
obtained by Andersen (1953) by combinatorial arguments,
asserts the stochastic equivalence of T and N+ , T+ and N ,^ n n 7 n n'
T and N" , and T and N , where T is the index of the no n J no n 7 no
first minimum sum in the sequence T the index
of the last minimum; N“ the number of strictly negative sums 
in the sequence an(^  ^ the num^er of nonpositive ones;
and T , T+, n' n' N and W+ are n n defined as in §1. More precisely,
Equivalence
/w »V IV «V «V »V /V
Principle states that for
/v /v <V<V/V/V/V
j = 0, 1 ,  ..., n
(2.1) P[Tn = j] = p(if = j],
(2.2) P[T+ = j] = P[Nn =  j],
(2.3) P[T =  j] L no = P[K- =  j] and
(2.4) P[T =  j] L no UJ = P[En = j] .
Briefly, Feller’s proof of the principle proceeds as follows.
Let (Yx, ) be the vector obtaind by applying some
permutation a on the indices of (X^ , ..., X ) such that
Y. = X / *\• The principle is trivially true for n = 1.J o \ J )
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Suppose it is true for n - 1 and consider the case
S = X-, + ... + X = Yn + ... + Y <0. Since T cannot be n 1 n 1 n — n
n in this case, the induction hypothesis gives
P Tn for j = 1, n-1
and v = 1, .. ., n.
(2.1) now follows if the last equation is multiplied by ^ and 
summed over v, since obviously P[Y^ = X^] = For the
case S^ > 0, the same argument yields (2.5). As (2.1) and
(2.3) are equivalent, their proof is now complete. (2.2) and
(2.4) may be proved similarly.
We now proceed to prove Spitzer's basic identity
(1956, Th. 6.1) by using only the equivalence principle and
the fact that ladder indices are recurrent events.
+Since T is a ladder index, n 3
= k} = {T* = k) fl { h _ k = 0} and
r i e s  1n _+ iesk ie(sn-sk) n
(D j i-3 B II P
S = E e e ; T = kn
10Sk m+ ^ ri0S , ± qn-k m+= E e ; T. = kk E e j T , = 03 n-k
k nMultiplying both sides by x t and summing over 0 < k < n < 00, we get
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n=0
r ies t n CO r ies , -1 00 r ies , -»
E n n e x tn = z E 
n=o
n  m +e : T = nn (xt)n Z E n=o
n +e ;T =0n
(2.5)
Spitzer’s basic identity is, with obvious modification of 
notation,
co r ieS 4- i-vM
-  -n n ' n Z E e
n=o
t
0 t k r r i (0t7)si
exp Z -V^E
k=l k I
re ; Sk< 01}
(2 .6)
(2.6) is easily shown (Pori, 196?) to be equivalent to each of the 
two following identities
Z E 
n=o
00
Z E 
n=o
r i0S , n + e ; Tn
~! , n n I t exp Z 
k=l
r ieS 
e 3  sk > oI
(2.T)
■ iSS . 
e n; Tn o~j t n
r ieS,
exp Z 
k=l sk < 0
(2.8)
That (2.7) and (2.8) are equivalent may be proved with the 
aid of (2.5). Setting x = 1 in (2.5)
r i0Sr
l-t<t> (0) Z E * e n=o
CO
tn = Z E
r nn +
> T =n
00
tn Z E
r ies , n 
e n;T =0
n=o n n=o 11
(2.9)
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But
i-tcD(e)
z tn r«s.iexp -I —  E n=l n
co .n
exp Z 
n=l
tn r
—  - 1n l
r 10S
e n; S > 0n —
r i6Sn „ e } Sn <
The last equation and (2.9) show that (2.7) and (2.8) are 
equivalent.
By (2.9) and (2.5)
CO
Z E 
n=o
r i0S T+n n n e x
p(e,xt)
{i-t«!>(e)) p(e,t)
where
P(e,t) Z E 
n=o
r 10S
e n; T+ = n
9 n
Differentiating (2.10) with respect to x at x =1,
Z E 
n=o
r i0S -n m+e Tn
t Pt (011)
{l-td(0)) P(0,t)
Hence
P' (6,t)
p(e,t)
co n
L tn_1 E 
n=l
i0S
e n -l T+ - T +n n n-1
(We have used the fact that the X / s are independently and 
identically distributed to deduce
(2.10)
r ieXn+1 r 10S T+n
r i0Xn+1
T+n
r iSS
T+n
E[T+]
- 10S ,
e n+1 T+ n
A‘8 Tq = 0 by definition, P (0,0) = 1 and by solving the 
differential equation,
CO
Z E 
n=o
- i0S
e n; T+ = n n
co , n■ n „ t _t = exp Z —  E
n=l
i0Sn /m+(r - t+ ,)n n-±'
(2.11)
We use now, for the first time, the equivalence principle.
By this principle,
r irlS , -I r iös
E e n (T - T+ _ )n n-17 = E e (N - N . )n n-17
But N is H . or (N , + 1) according as whether S < 0 or n n-1 n-1 ' n
S > 0.n — Hence
r i0S -i
e n (T+ - T+ ., ) I = E n n-17 I
now follows from (2.11).
i0S
e n; S > 0n — , and (2.7)
We have thus proved Spitzer’s basic identity. In the 
process, no more elaborate mathematical tool was needed than the 
equivalence principle and the recurrence property of ladder
indices.
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The rest of this section will show how, without the 
aid of any new method, Spitzer’s basic identity yields most of 
the familiar results of fluctuation theory. But first, it is 
necessary to derive by simple probabilistic arguments and the 
fact that {(Z , W )} are independent and identically distributed,K K
two additional identities. (Zk' W, ) was defined at the end of 'k
iöS
r i6Zx W n 
e t
n „ f~ n
1-E
Z t E j^ e ; TJ = n (2.12)
n=o
iezn wn"
1-E e t 03z tn E
r i0S
1 - (o) n=o
; T+ = 0 7 n (2.13)
The proof of (2.12) (see Port, 1963) relies mainly on the 
fact that
- ie(Z1+ ... + Zy) Wx + ... + Wk-i r - i0Z-^  W-^ n ->k
” e t
whence
1
r i6Zl 
e t1-E
1 + E E 
k=l
- i 0 ( Z 1 + 1
e
•+zv) +k ' 1 1
1 + z Z t E 
k=l n=l
r i0Sne n;W1+ . + W. = n
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(2 .1 2 ) now fo llo w s  from th e  e q u iv a le n c e  U {W, + . . .  + W =n}={T+= n ) .
k= l 1 k n
To prove (2 .1 3 ) ,  th e  eq u iv a le n c e  {T^ = 0) = {W-^  > n) i s  u se d . We 
have
00 r i0S n 03 f r ies i(i-t<t>(e)} z tn e
n=o
e n; T+=0 n = 1 + Z t <E n = l t
e n ; T*=0 n
r  iOS
- E T +, n -1
=  1
CO r ies
Z t n E e n; W = n 
n = l L
= 1 - E i e z i  , w i ie t
U sing th e  re c u rre n c e  p ro p e r ty  o f  la d d e r  in d ic e s ,  
th e  b a s ic  i d e n t i t i e s  (2 .7 )  and (2 .8 )  may be e x p re sse d  in  th e  
form  (2 .6 )  in  w hich th e y  f i r s t  a p p ea red  in  S p i t z e r 's p ap e r (1956).
idS  +i/M
> n  n ; T 1" = k n
r i(e+7 )sk+ie(sn-sk)
e ; T+ = kn
r  i (0 + 7 )S ,
■ '  - k
r ie(s - s . )'  n k ' ^  „e ;T^ ,= 09 n -k
k nM u ltip ly in g  b o th  s id e s  o f  th e  e q u a tio n  by x t  and summing over 
0 < k < n < oo,
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r  10 S + 17M T+-' CO i  (e+rte CO r i0 s  in n ne x = Z E 
n=o
e ;T*-=nn (x t )n Z E n=o
e n ;T+=0n
= exp Z 
k= l
r  i (ö+ 7)S  i
e ^Sk> ° j
exp
oo k r  i 0 S
Z ^  E e ";S, < 0
k= l k L k
by (2 ."/) and (2 . 8 ) .
(2 . 6 ) i s  th e  s p e c ia l  case  x = 1 .
P u tt in g  0 = 0 in  (2 .7 )  and ( 2 .8 ) ,  we g e t th e  two 
fo llo w in g  i d e n t i t i e s  o f A ndersen (1953) and F e l l e r  (1959) •
CO
Z t n P 
n=o
- CO , k -
ii
i__
__ = exp Z 
t = l r *
S. > 0k — (2 .1 4 )
oo r co _^k n
z t n P 
n=o
■ 
i
OII
___
1
= exp Z T~— P 
k = l K < °J
(2 .1 5 )
Taking r e c ip r o c a ls  in  (2 .1 2 )  and th e n  a p p ly in g  (2 .7 )
y ie ld s  «feM o ; r e s u l t  o f B ax te r  and S p i t z e r ,
r  10 S,r i e Z l w -
e t
co k
1 - exp -j - Z —  E S. > 0k — ( 2 . 1 6 )
CO
Z E 
n=o
From th e  e q u iv a le n c e  p r i n c i p l e ,  ( 2 .5 ) ,  (2 .7 )  and ( 2 .8 ) ,
i0Sr i 0 S  E n n n e x t 1 v ( x t ) n p exp Z ^ E  n n n= l
;S  >0n—
oo n
exp Z —  E , n n= l
r i0S
e n ;S <0; n
(2 .1 7 )
58.
Jr
(2.17) is a result of Baxter and, for 0 = 0,^Andersen.
The manner of approach adopted in this section, that 
of proving Spitzer’s basic identity^(2.7) and (2.8)^ from 
Feller's equivalence principle and the recurrence property 
of ladder indices, and subsequently using this identity to 
derive the other familiar results, is due to Port (1965) 
and Feller (1959)*
* * * * * * *
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§ 3• One“d im en sio n a l random walk
In  th e  p re c e d in g  c h a p te r ,  i d e n t i t i e s  were e s ta b l i s h e d
w hich r e l a t e d  th e  v a r io u s  v a r ia b le s  M , T+, N to  th e  p a r t i a ln 7 n  n
sums S o f  th e  random v a r ia b le s  X-,, X0 , . . . ,  w hich co u ld  be 
K  -L d.
d i s c r e t e  o r c o n tin u o u s . T his vas done by r e s o r t in g  to  com bin-
-Hve
a t o r i a l  a rg u m en ts . By c o n s id e r in g ^ o n e -d im e n s io n a l random w alk 
w ith  d i s c r e t e  v a r ia b le s  X^, S p i tz e r  (1964) was a b le  to  a r r i v e  
a t  th e  r e s u l t s  o f  § 2 by sim ple a n a ly t i c  m ethods. H is b a s ic  
i d e n t i t y  (3 -2 ) was p roved  by a p p e a lin g  o n ly  to  theorenS o f 
M oreraand L io u v i l le  in  complex v a r ia b le  a n a l y s i s .  O ther p ro o fs  
made use o f th e  f a c t  t h a t  o ccu rren c es  o f la d d e r  in d ic e s  a re  
r e c u r r e n t  e v e n ts .  The re c u rre n c e  p ro p e r ty  o f la d d e r  in d ic e s  
c o n s i s te n t ly  s im p l i f ie s  what would o th e rw ise  be ex tre m e ly  
d i f f i c u l t  problem s and i t s  im portance canno t be o v e r-em p h asised . 
That i t  i s  p o s s ib le  to  g e t r e s u l t s  from  o n ly  a knowledge o f  th e  
in d iv id u a l  d i s t r i b u t i o n s  o f th e  p a r t i a l  sums S^, . . . ,  S^ may in  
f a c t  be due t o  t h i s  p ro p e r ty .  We r e c a l l  t h a t  t h i s  re c u r re n c e  
p ro p e r ty  p la y e d  a  p rom inen t p a r t  in  th e  c o m b in a to r ia l  method 
a s  w e ll .
A m ajo r p a r t  o f t h i s  s e c t io n  w i l l  be concerned  w ith  th e  
r e s u l t s  and methods o f p ro o fs  o f C hap ter 4 o f  S p i t z e r 's (1964) 
book. E xcep t where s p e c i f i c a l l y  s t a t e d  o th e rw ise , a l l  r e fe re n c e s  
made to  S p i tz e r  w i l l  be to  t h i s  p a r t i c u l a r  c h a p te r  o f  h i s  book.
Spitzer considered only the case in which the steps of
the walk assume integral values, hut as will be indicated,
all his results with which we are concerned in this section
hold for the continuous case as well.
The problems of fluctuation theory may be formulated in
terms of the random walk x which begins at x = 0 and after n
"steps”, reaches x^= + ... + X^, where each X^, the
length of the ith "step", is an integer-valued random variable
that is independently and identically distributed with
P[Xj. < x] = P[0,x] . The degenerate case P(0,0) = 1 is excluded.
Let S, - X-, + .. . + X, , S = 0. We are now interested in the k 1 k' o
variables
max S, ,
0 < k < n k
T = n min [k/S = M l0 < k < n
and
N , the number of positive terms in the sequence
{S-l n 1 1= 0 .
By Fourier analysis and complex variable theory, Spitzer 
obtained expressions identical with those in § 2. Spitzer also 
obtained identities for two other variables of interest, the
"hitting times" on the half-lines [!,<») and [0,o°), defined by
4 l .
T = min [ n / s  > 0]
1 < n < oo
T' = min [ n /s  >  0]
1 < n < oo
Note t h a t  T and TT, l i k e  T , a re  la d d e r  in d ic e s .  F u r th e r  Tl
i s  and S^, i s  Z^, where and a r e  th e  random v a r ia b le s
d e f in e d  in  § 1 , i . e .  T* i s  th e  1 s t  la d d e r  in d e x .
The concep t o f th e  re v e rs e d  random w alk  i s  a
co n v en ien t one w hich S p i tz e r  u sed  f r e q u e n t ly  and e f f e c t i v e l y .
R RF or x , P (0 ,x )  = P (0 , -x ) and S = -S . (The n o ta t io n  h e re  ~ n K. k
i s  o b v io u s ) . D efine T* = min [ n / s  < 0] and
1  <  n  <  °o
T*’ = min [n / s  < 0 ] .  Then c l e a r l y  T* and T** p la y  th e
1  <  n  <  oo n
r o le s  o f  T and T* r e s p e c t iv e ly  in  th e  r e v e rs e d  random w alk , 
The main i d e n t i t i e s  e s ta b l i s h e d  by S p i tz e r  a re  th e  
fo llo w in g  :
1 - E UI<1 (3-1)
r s k °o ^k r s k i
I ; T >  k = exp Z —r  E 
t e i  k
1 ; s k < o | | | > 1  (3 .2 )
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“ k E t E
k=o
' Mk-Sfc-5 V oo ^kexp E r-fcl k
r S,
;Sif>0j r -S, ;Sk-°
|s|<l, I^|<l (5-3)
hd 4? ti = P M 'IItf1 F N +, = n-k 0 0 < k < n (3.4)
00 - co k r —
E tk P + 11 0 = exp z V p, - k _sk < 0 (3-5)k=o fc=l
00 V - °o k r 1_ . kE t P i) n = exp _sk > 0 (3-6)k=o - k=l
where 0 < t < 1, and £ and "V^ are complex numbers. For the 
other hitting time T’, we have
1 - E S
and
E t E 
k=o
£ k; T’ > k 03 tk r skexp E —  E I ; Sk < 0 
k=l 4
(3.1' )
(3.2’)
Note that as {T1 > k) = {Tf = 0), (3.21 ) is simplyK
10Spitzer’s basic identity, (2.8) of § 2, with £ - e . Also,
(3.1’) is (2.l6) of § 2 and (3*3) is the basic identity in 
another form (c.f. (2.6) of g 2).
Just as it was possible in § 2 to obtain (2.6) from 
(2.7) and (2.8) using the recurrence property of the ladder 
index T+, we can derive (3*3) from (3*2) and (3.2’ ); the
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ladder index in this case is the variable T . Then
derivation of (3*3) will serve to illustrate the importance 
of the recurrent nature of ladder indices in the walk, and 
Spitzer's use of the concept of the reversed walk.
The crucial step in the derivation is the argument which
yields
r S, S, -S k n S. C Sfc, 0 < j < k; S
J < Sk, k < j < n
r S,
i JS <Sk, CKj<k
- S -S
r'5Sj<S:,> k<j<n (3-7)
(3.7) holds because, k being the index of the first maximum of 
the partial sums {S^)Q—1 , and hence a ladder index, the parts 
within the two parentheses on the right hand side are mutually 
independent. Since
l, S < S k; 0<j<k f k< L X. > 0;
U = j + 1  1
CXj<k > 0; CXj<k and
< V k< j<n i=k+l
X < °; k<j<n S. < 0; CKj<n-k
by the definition of T and T*’, it follows from (3*7) that
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rM M - S  - I oo n r s. s. -s n
t nY|_n n = Z tn Z E 
n=o k=o
1 \  i Tn = k
CO
z t1
n=o
Z E
k=o
r sk i r _s k; T*'> k E V) n" ; T > n-k
CO _ g ■ 00 - -S
= Z tn E i n; T-M > n Z tn E yj^  n; T>n
n=o - - n=o
(3.8)
The concept of the reversed random walk is now introduced.
Since PR(0,x) = P(0,-x), SR = -S and T*' = T,R,
Hence
00 r S i CO r -s„ r 1
Z tn E | n; T*’> n _ n= Z t E | j T,R > n
n=o - n=o -
co _^ k
exp Z -—  E 
tel
r -S R
I n; sk < o by (3.2' )
oo _^_k
exp Z ■:—  E 
k = l k
r S
t n; sk > o
This last result, with (3*8) and (3.2), yields (3*3)«
In proving (3*1) and (3.2), Spitzer had to rely on the 
recurrence property of the hitting time T. However, the use 
of this property at this early stage is unnecessary, and we 
give here a modified form of his proof.
A major step in the proof is the establishment of 
the identity
1 - E
CO
z
fc=o
tk H
- tes
e ; T > k (3-9)
i0X.
(c.f. (2.13) ), where <J>(0) = E[e ]^ . It is at this step 
that Spitzer appeals to the recurrence property of T. Proving 
(3.9) in a different manner, we observe that
f 1 00 r r i0S n CO r i0Sj l~t0 (0 ) p Z t E e n;T>n = 1 + Z E e n;T>n
9 n=o - n=l _
- Z
n-1
E
r i0S
e n;I>n-l tn
= 1
CO |-
Z E e
n=l L
ies
; T
= 1 E i0STle
Now,
1 - t4>(e) exp
r iGS,
k=l
exp
00 k
- Z V  E 
f e i k
r i0S,
■;Sk>° exp
co k
- Z ~ E
k=l k
r ies,
^ Sk<°
(3.10)
b6.
From (3 -9 )  and ( 3 .10 ) ,
1 - E
' T 10St 
t  e 1  00 h exp Z t kT E
r  i s s .  
e k ; £>. > 0 k
=
9 k= l
00 - i e s "• 00 k
= Z t k E e k ; T > k
j
exp -j - Z  E
3frO - “ fc=l ^
r  i0S ,
L;S. <0 k —
(3 . 11)
At t h i s  s ta g e ,  S p i t z e r  embarked on th e  a n a l y t i c  argum ents  t h a t  
c h a r a c t e r i z e  t h i s  type  o f  p r o o f .  I t  i s  e a s i l y  v e r i f i e d  t h a t  
1 - E
m  S m 00 k r s kand exp Z t  E £ K; S > 014JL01-p
1- -J k= l k L k
a r e  a n a l y t i c  in  
00 , r S,
|^ |  < 1  and  con t inuous  on | | |  < 1 .  S im i la r l y ,  Z t  E
k=o
I ;T > k
and exp 3 ■* Z t  E 
k=l k
i  ; S^ < o j j a r e  a n a l y t i c  in  | | |  > 1  and
con tinuous  and bounded in  | | |  >  1 . Thus, from (3 -11)  and th e  
theorem s o f  Morera and  L i o u v i l l e  (T itchm arsh ,  Theory o f  
F u n c t io n s ,  1939), t h e r e  e x i s t s  a c o n s ta n t  K such t h a t
f  r. T t ST 1 °° k _ r  s k i-j 1 - E t  t [ e x p  Z t  E 
J k=l  k
i j s k > 0 K f o r  U I < 1
and
00 k 
Z t k E
k=o
r  Sk£ ; T > k exp - Z t  E 
k=l k
r  Ski ; sk < 0
f o r  | | |  >  1 .
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Letting g ->• 0 in one of the above equations, we get 
k = 1. (3.1) and (3*2) now follow.
(3.1* ) and (3.2' ) may be proved similarly.
It is clear, from the definitions of L4-, T and T*’,
' Ti ’
that {K+ = O) = {T > n} and = n} = {T*’> n} . With these 
equivalences, putting g = 1 in (3*1) and (3*1’) yields 
(3*5) and (3.6). To get from (3.1‘) to (3.6), Spitzer employed 
the useful device of the reversed walk again.
(3 .^ ) is the well-known extremal factorization of 
Andersen (1953)* To prove it, Spitzer resorts to Fourier 
analysis and complex variable theory. In fact, Spitzer proves 
a more general result,
CO
z tn E - ies m -n n e x
n=o
exp E ri6Sk 1e ;S. <0k— + (xt)kk E
(3.12)
(cf. (2.17) of § 2). (3*M is easily deduced from (3.12),
(3.5) and (3.6).
Excepting (3.12) and (j> .h), the discreteness of the 
random variables has not been used in any of the proofs so 
far; all the identities, with the possible exceptions of (3.12) 
and (3.4), are therefore equally valid for continuous variables 
X . That (3.12) and (3-4) remain true even when the X^ are
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continuously distributed will be shown at the end of this 
section.
The characteristic feature of the exponential identities
(3.1), (3.1'), (5-2), (3-2'), (3-3) and (3-12), indeed the
characteristic feature of all these exponential Spitzer-type
identities, is that the right hand sides of the equalities involve
only the characteristic function of the partial sums S+ or S", so
that a knowledge of the S1 - distribution will, in theory at least,
suffice to determine the distributions of other variables of
interest. Thus in (3.1), (3«3) and (3.12), we are able to obtain
the joint characteristic functions of T and Sm, M and S , and 
° T* n n7
S^ and respectively in terms of the individual (NOT joint) 
distributions of S^ , Sp, ...
The identities (3*1) - (3*6) and (3.12), though important,
do not answer all the questions regarding the one-dimensional random
walk. One would like to know the various conditions under which
T, E[T] and E[S^] are finite and their finite values. Similarly,
one is interested in knowing when ¥ , T and tend in
n ’ n n
distribution to finite variables M, and N , and the values
of these limits. With the aid of the identities, Spitzer showed
that the finiteness of the quantities in question depends on the
00 1finiteness of the series Z — P[S^ > 0}. He produces an even
k=l
CO
simpler criterion by showing that if m = Z |x| P[X. = x] exists,
X — —co 1
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CO
V 1
then ^ — P[Sk > 0] is divergent if and only if the mean length
1
CO
of a "step" in the walk, V = Z x P[X. = x] is non-negative.
x= - co
Z
k=l
Spitzer first showed that P[T < oo] = 1 if and only if 
^ P[S > 0] = o o .  This was easily done by putting | =1 in
CO
(3.1) and letting t > 1-. Furthermore, if Z |x| P[X. = x] <
x= -co
00 co
then Z — P[S > 0] = co if and only if V = Z x P[X. = x] >t -1 K K i -k= 1 X= -CO
co>
0 .
If V > 0, then S^ •> V > 0 with probability one and hence T < 00 with 
n
probability one. V =0 implies that the random walk is recurrent
(even if the X / s are continuous), hence that T < 00. Finally, if
V < 0, an application of the strong law of large numbers shows that
S ■> -co ,  so that T cannot be finite with probability one. n
A similar result obviously holds with T ’ and PfS^ > 0] 
replacing T and P[S > 0].K
An interesting duality between T and the variables Mn, T 
and exist in the following sense. While T is finite with
00 1probability one if and only if Z r- P[S, > 0] = 00, M , T and, t k k n nk=l
tend in distribution to finite variables M, oT and N+ respectively
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if and only if £ i P[Sk > 0] < co 
1
(or equivalently, if and only
if v < 0 in the case m < co). The proof of this appears in 
detail in Spitzer’s classic paper of 1956 (Th. 4.1 and Th. 5»2).
When M < co , by multiplying (3*5) "by (l-t), putting 1 
and finally applying an abelian argument, we get
E exp 1 - |
Sk. Ill < i  •
By a similar use of (3.12), the corresponding result 
for if" is obtained.
From now on, it will be assumed that m < co. Thus
Z
k 1
1
k P S. > 0 k co if and only if v > 0.
When T is an honest random variable, i.e. when 
V > v, the means E[T] and E[S^] are of interest. Using 
the equation
B[T] = lim l-E[tT1 ,
t+1- 1-t
we see that (3*1) yields
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E[T] = exp
It was shown earlier that 
if v > 0. Applying this
ra 1
k=l k
S. < 0k — <
E k P k=l k
”  1  „ S. > 0k —
to the reversed walk,
CO
co if and only 
we get
CO 1 CO 1z
k=l k p
S. < 0k — = co if v = 0, and Z k=l k p
S. < 0k — < co if v > 0
If V > 0, Wald’s lemma in sequential analysis (N.L. Johnson, 1959)
yields E[S^] = VE[T].
We pause here to summarize Spitzer’s results.
Theorem 1
(a) lim M = M < co with probability one if and 
n->co
only if v < 0.
(b) lim N+ = N < « "' nn ->oo
(c) l i m  T = r\ < COnn>co
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(a) If V < 0, then
M f °E[£ ] = exp < - E
4 k=l
Ul < i
E[ti +] = E[t°] = exp Z P[Sfc> 0] |t| < 1
k=l
Theorem 2 P[T < co] = ‘ if and only if V > 0.
Theorem 3 If V > 0, then E[T] exp Z i P[S < 0] < CO 
fc=l k k
and
Theorem 4
e [st] = v e [t] .
If V = 0, then E[T] = co.
The identical result for T_ and is hardly surprising 
when we recall that the two variables are stochastically 
equivalent (equivalence principle, § 2).
Spitzer proved an additional result which he later used 
to derive the arc-sine law for the special case V = 0 and
2 00 2 per = E x'~ P[X^ = x] < co. Omitting the proof, we state this 
X= -co
result as
Theorem 5
If V = 0 and a < co, then
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e [t] =  CO e [st] ft exp J i  - p[sk > °J } < Theorem
5 is of relevance also in the study of the queue in which
the mean of the inter-arrival time equals that of the service 
time.
An examination of Spitzer*s proofs of the results of this 
section shows that in every case except (3.12) and (3*^), all 
statements would remain valid even if the random variables X.l
were continuous.
Spitzer*s proof of (3.12) was based on an operator 
identity of Baxter (l96l; section 2, part 1). An analytic 
proof of (3.12) using this operator was given by Baxter 
(1961, Ex. 3.1) for the continuous case.
For the remainder of this section, we sketch a proof of 
(3.12) to illustrate once again the analytic approach to 
fluctuation theory.
Following Baxter, we define = -j<J>/<t>(0) = / e ^ XdF(x); F(x)
V- —CO
1 r i6xof bounded, variation h . For any 0 ( 0 ) = /  e cLF(x) in (yq ,
J d —co
r*\ CO # r^\ 0 +  .
let 0+ (0) = / e10XdF(x) and 0 ‘ (0) = / e1 XdF(x); and let 
*0 0+  ^ -co
'^+ = g yfj and = -jjt) ”/0 e .^ 1. It is easily verified
that^+ is closed under addition, multiplication, and multiplic­
ation by a complex constant; that (0+)+ = <t>+ ; and that
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(a4>  ^ + b4>,_J+ = a<^  + ’  wbiere  a  and a ^e complex numbers ;v
l \ ls o ,  M iat th e  o p e ra to r  p o s se s s e s  s im i la r  p r o p e r t i e s .
M oreover, 4> = 4>^  + 4>p im p lie s  4>* = 4>+ and 4>p = 4>
For 0 < s < 1 and 0 < t  < 1, l e t
n r  i0S
4> ( s ,0  ) = Z s E n '  ,k=o
n T • -f- -i e : hi = k n n > 0 .
\ |r ( s ,t ,G )  = Z t n 4> ( s ,0 )  , and 
n=o
»(e )  = e [ x .] .
A ll  th r e e  fu n c tio n s  j u s t  d e f in e d  b e lo n g  to
Now 4>* ( s , 0 ) = ^
S im ila r ly ,
pCO i0S f  n k _ s P= /
ne d 4 z
^  o+ bfc=o
Ö W
 II s k E
- i e s ne ; N+ =Tl
k=o — 11
Ö wIt s k E
r  i0S n
e ; N+ =■jn
k=o - 11
S < x ; N+ = k n — n
(5 .15)
(5 .14)
But
 ^ (0 )*n ( s , e )
n k Z s E
k=o
r iGS
e n+ ; N+ n = k+1, S , >  0 n+1 7 n+1
+ Z s E 
fe=o
■ i0S
e n+ ;N+ , = k, S , < 0 n+1 9 n+1 -
(5 .15)
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By the uniqueness of the decomposition 4> = 0+ + 0 ,
s-{*(e) tn(s,e)[- = 4>++1 (s,e) from (3.13) and (3-15)
and -4 0(0) 0^(s,0)j* = <Jq ^(s,0) from (3.1^ -) and (3.15)
Hence r +
 ^n+ j_ (s > ö ) = s y  (ö) n^(s,e)j- + j0 (6) 0n(s,0)j" •
Multiplying the last identity by tn+^ and summing over n > 0,
1 + st (0\Jf)+ + t (0\jr) = whence
ty(l-st0)j" = -{\|r(l-t0) -lj* = 0, and so
-'I nO+ i0x
) > =  s dF(x; s,t),
J J -ea
\{r(s,t,0) (l-st<i> (0))
\^[r(s.,t,0) (l-t<D (0) )| = /"* ei0x dG (x;s,t), for
uniquely determined functions F and G.
Let
g(z; s,t) = f  zx dF(x;s,t) | z| > 1
and pCO
h(z; s,t ) = I zX dG(x;s,t) |z| < 1.
o+
56.
Then, for |z| = 1, g(z; s,t) = ijr(s,t,0) ^l-st0(0) and
h(z; s,t) = \Jr (s,t,6 ) -|l-t0 (0 ) j  .
It is easy to see that g(z; s,t) is analytic in js| > 1  
and continuous and bounded on |z| >  1, while h(z; s,t) is 
analytic in |z| < 1  and continuous in |zj < 1 .
The rest of Spitzer's proof (page 222) may now be copied 
verbatim to obtain the desired identity (3.12) for the 
continuous case. As in the proof of (3.1) and (3-2), the 
crux of the remaining part of this proof is the use of the 
theorems of Morera and Liouville to establish the same constant 
value for two complex functions, one analytic in |z| < 1  and 
continuous on |z| < 1, and the other analytic in |z| > 1  and 
continuous on |z| > 1.
CHAPTER IV 
ApVlications of Fluctuation Theory 
to Queueing Theory 
§ 1. Introduction. 
The queue to be considered in this chapter and the next 
is the single server queue with general input and service 
time distributions. 
served immediately. 
Customer C arrives at time t = 0 and 
0 
Subsequent customers are served in the 
order of their arrival. t. .is the length of the time interval 
l 
between the arrivals of customers C. and C. 1, and s. the l l+ l 
service time of C .• 
l 
It is assumed that {u. = s. - t.) i = O, 
l l l 
forms a renewal process i.e. {u.} is a sequence of independent 
l 
and identically distributed random vari ables . The distribution 
of the inter-arrival and service times are denoted by A(x) and 
B(x) respectively and their kth moments, when these exist, by 
s = 
n 
n-1 
I: 
i=O 
s.' l T = n 
n-1 
i=O 
t. 
l 
and u = s n n - T • n 
The waiting time, w , is the time between the arrival and 
n 
commencement of service of customer C · 
n' 
and v is the 
n 
accumulated idle time of the server in [O, T] (T is the 
n n 
of arrival of customer C ) . 
n 
By assumption, w = v = O. 
0 0 
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By a busy period is meant the (continuous) time interval 
between the arrival of a customer who finds an empty queue 
(i.e. an idle server) and the first subsequent instant when the 
queue is again empty. The convention will be adopted that the 
busy period has not ended at an instant when the departure of the 
last customer in a queue coincides with the arrival of the next 
one.
An idle period is the time interval between the end of
a busy period and the start of the next.
Let N (which may be infinite) be the number of customers
served in a busy period, N (n) the number of idle periods in6
[0, T ], and 7 = P[N=k] . We note that the length of a busyn K.
period is S^, while that of an idle period is -U^.
The study of the busy period is greatly simplified by the 
applicability of renewal theory arguments; for the instant of 
commencement of a busy period is a regeneration point of a regener­
ative process, the subsequent state of the queue being independent 
of what has occurred prior to the commencement. This is because 
the second busy period begins with the arrival of customer , 
where N, the number of customers served in the first busy period,
is min {n/-U > 0}. From Chapter III, N is a ladder index; hence
n>l n
the instant of commencement of a busy period is a regeneration point
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If e is the event that a customer does not have to wait for 
service viz. the event that a busy period begins, then s is 
clearly a recurrent event, and for n > 1 ,
n
P(w = 0) = 7 + Z P(w = 0) 7 , (1.1)\ n ' 'n _ ' r ' ' n-r’ v 'r=l
where 7 ^ = 0  and P(w q = 0) = 1 (Heathcote, 1964).
By considering the random walk -U , N is, in the
terminology of Chapter III, T. This leads one to expect
that the results of § 3* Chapter III, can be applied to obtain
fundamental properties of the general, single server queue.
Before we set about using the results of the last
chapter, we investigate the relationship between w^ and the
variable M = max U .. That w = (w + u )+ , n > 0, is not n ... j n+ 1  n n —o<j<n u 11
hard to see (Lindley, 1952). Using this relationship, Lindley 
showed by induction that
p[wn < x] = Pfu-J^ + ... + un < x, u2 + ... + un < X, .. .,un < x]
and hence, that w is stochastically equivalent to M^.
P[w^ > x] is therefore non-decreasing in n, whence w^ tends in 
distribution to a limit w which may be finite or infinite. It 
was also shown by Lindley (1952) that w < » with probability one if
6o.
and only if E(u) = b^ - < 0. This last result is simply
Theorem l(a) of § 3, Chapter III.
From (3-3) of Chapter III,
CO r -sw i r c o  n r -sir1--!
^  n ^ n 1 x ^ nZ x E e = exp 3 Z —  E e
n=o - ll n -
(1.2 )
Differentiating (1.2) with respect to s at s = 0,
00
Z X1 
n=o
E (w ) ' n ' Z x n=o
COz
n=l
—  E[U+]n n and so
E[v ] = E j“1 E[uU
j=l J
(1.3a)
Similarly,
n 1 p r, s<n
Var [w ] = E j" ECU'1!] - EE (rs)'X E[U+] E[U+] (l.3b)
n 3=1 J r+s>n r S
To get an identity for the idle time v , we note thatn
= min {UQ, U^, ..., U ) and use (3*3) of Chapter III, with 
% =  1. Then,
00 r -sv -] co n r “sU 1Z tn E ne = exp Z —  E e n
n=o - n nn=l -
E [vn] = E j'1 E [UT]
(1.4)
(1.5a)
6l.
n 1 p r,s<n ,
and Var [vj = I j" E[u'] - £E (rs)~ E[u"] E[U‘] (l.5b)
n j=l J r+s>n r S
Heathcote (1964) obtained, by direct probabilistic arguments, the 
equation
P[vn < y] n (
-y — —
E / p v < y - u
C
_i
. II 0 r■ 0 n
dX (u) 
n-j
(1.6)
n
where q = 1 - E y . and X (y) n • i J n w 'j=l
min
•l<j<n-l
U . > 0, -y < U <J — ~ n
and from it, derived (l.4) using arguments similar to those of
Finch (1961).
The duality between v^ and w^ merits comment. This duality,
as manifested in (1.2) and (1.4), and (1.3) and (1.5) is due to the
fact that while v = min (U , ..., U ) = max {-U , .... -U }, w is
stochastically equivalent to M = max {Uq, ..., U^}. As was noted
earlier, w tends in distribution to a finite variable w if and n
only if b^ < a^. Hence, by considering the dual queue with inter­
arrival time s. and service time t., we see that v tends in 
distribution to a finite variable v if and only if b-^  > a^.
More explicitly, w and v are linked by
w = U + v n n n (1.7 ) ,
a relationship discovered by Kingman (1962b).
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By Theorem 2 of g 3, Chapter III, the number of customers 
in a busy period, N, is finite if and only if b-^  < a^. If 
b^ < a^, then by Theorem 3,
00 -1E[N] = exp Z k (1 - c ) < co (1.8)
k=l K
and
E[idle period] =E[ -U^T ] = (a^- b^) E[N] (l*9)
where c = P[U, < 0] .K j£
The class of GI/g /i queues may be divided into three sub­
classes, according as whether b^ < a^ (ergodic), b^ > a^ 
(divergent) or b^ = a^.
The queue for which b^ = a^ is the least tractable of
the three and little is known about it. Approximations have
been found by Kingman (1964). Considering a heavy traffic
Q. —  t)situation in which b. < a , but a = 1 1 is very nearly2
o
2
zero (a is the variance of u q and assumed finite), Kingman 
applied the Central Limit Theorem to show that as a -* 0, the 
distribution of w is asymptotically negative exponential, with 
mean \ . Additional results for this queue arev bi
obtainable from Theorem 2, Theorem 4 and Theorem 5 of § 3,
Chapter III. Theorem 2 and Theorem 4 assert that the busy
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period is finite with probability one, but the mean number of
customers served in a busy period is infinite. If, moreover,
2
o < co, then the mean length of an idle period, by Theorem 5, 
is
e [“ü n ] = J %  exp E I  ck ) < “ •
This case b^ = a^ will not be considered in our subsequent 
discussion which will be restricted to the ergodic and divergent 
queues only.
Before proceeding to find expressions for E(w) 
and E(v) for the ergodic and divergent queues respectively, in 
the next two sections, we shall obtain some basic results.
From (3.1) of Chapter III, the joint distribution of 
an idle period and the number of customers served in a busy 
period is given by
1 - E N -SV  x e exp j - Z ~  E 
k— 1
-slL
•; uk < o
(1.10)
The following identity for the joint distribution of
N and the busy period S was obtained independently by Kingman1J
(1962a) and Finch (1962).
1 - E N "SSNn x e exp
00
- z
fc=l
-sS,
; Uk <  0
(1.11)
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We conclude this section by observing that if 
E[ -Uj < co and E[W (n)] < co, then
E[v ] = E[-U ] E[N (n)]n w s
(1.12) is little more than a direct consequence of Wald’s
theorem (.Johnson, 1959) j for if 11 is the length of the ith
idle period, then v = Y, + ... + Y„ / x, and the event{N
s
is independent of the random variables Y^-^, “ “
* * * * *  -x- *
(1.12)
(n) = k)
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§ 2. The ergodic queue (b^ < a ^ ).
Unless otherwise specified, it will be assumed throughout 
this section that b^ < a^ < co. Under this condition, the busy 
period is finite, and by (1.8) and an application of Wald’s 
Theorem, we have
and
CO 1 - C
E[S 3 = b exp Z — r~
k=l
1-c,
E[ -UH] (a-. - b ) exp Z 
k=l1 '
(2.1)
(2.2)
for the busy and idle periods.
Let CO
G(x ) = Z x and p R
n=l
Z
n=l
kn 7
where 7 , we recall, is the probability that a busy period consists 
of n serves. From (l.ll),
co c
G(x) = 1 - exp - Z ~r x "
k=l k
(2.3a)
(2.3a) may alternatively be written
G(x ) = 1 - (l-x) exp Z 1 °k xk
k=l k
(2 .3b)
Since b^ < a^, the waiting time w converges in distribution 
to a random variable w which is finite with probability one.
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The rate at which this convergence occurs will be discussed 
in the next chapter. Here, we are primarily concerned with 
expressing E(w) in terms of the moments p^.
A lemma that will be appealed to is the following . 
Lemma 1
Let k be a non-negative integer, 
converges if b^ . 0 < <».
Then E n 
n=l
The proof of the lemma uses a theorem of Heyde's 
which, in our notation, states that if Eu > 0  (b.. > a.
(1 - c ) ' n'
(1964, Th.l) 
), then
E n^ P[U < x] converges uniformly for all x in (-co,co) if and 
n=l n
only if E(u ) < oo. By considering the reversed walk
p
u = -u , it is evident that if E(u ) < 0 (b, < a ), then n n7 ' o' 1 1 ’
kE n P[l) > x] converges uniformly for all x in (-o,co) if and
- i H .n= 1
only if E(u+ )k+l_ < co .  Since u+ = max (0, s - t ), u+ < s , and J x o' o ’ o o ’ o — o
so E[u+] < b1 0 <  co .o - k+2
Lemma 1 may be used to determine a sufficient condition
for Li. to be finite, k
67.
Lemma 2
If k is a positive integer, then b^ . ^ < co implies
nkc<».
Proof: Define functions L, K and H by
(x)
w  _„ 1-c nZ ___n x
n=l n
K(x) = e] and
H(x) = K(L(x)) .
Then, by (2.3b)
G(x) Z 7 x n 'n n=l
1 - (l-x) h (x )
Differentiating the above equation k times,
Z n(n-l) . 
n=l
. (n-k+1) xn &y - d (l-x) H(x )
k (x) - (l-x) (x) ,
(2.4)
where (x) £
dx1
^  H(x), H (o) (x) = H(x).
(k)It is easily proved by induction that H v '(x), k > 1, is 
expressible as a finite series of terms of the kind
co 1-c. k
l exp ( Z — :— ~ x'J ) n v 
\j=l J / q=l
h(<ä)(x)
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where t  is a real constant, and q and r^ are non-negative integers, 
with r^ < k. For example,
H ^ ( x )  = exp ^  Z — + 6 (i/1^ ) )  L^2^(x)
3 ( i / 2\ x )^  + k L^^(x) L ^ Cx) + l/^(x)}
Now,
L ^ ( x )  = Z
n=l (n-l)(n-2) ... (n-q+1)(l-c^) xn‘q
< Z nq"1(l-c ) xn"q < Z nk_1(l-c ) xn_k for x < 1. 
n=l n n=l n
By Lemma 1,
L (<l)(l) <
Hence,
lim H^k^(x) < oo and by (2.4), p <co. 
x>l- k
The converse of the lemma is not true since it is not 
hard to show that b^ < a^ < co implies \x^  < co (recall (1.8)).
Whether lemma 2 can be strengthened to read ”b^ < co implies 
p < oo" depends, as is evident from the proof, on whether
00 V 1 V(l-x) Z n (l-c ) xn has a finite limit as x -* 1-.' ' , n'n=l
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It is certainly true for k = 1 since
lim (l-x) 2 (l-c ) x = lim (l-c ) = 0
t n nx>l- n=l rr^co
Corollary to lemma 2 .
E[N] = [i1 = 1 “Cexp 2  ___n < co
rt=l n
(2.5)
b5 < “> 2^ = V1 + 2 1‘1 d"°n) ' < (2.6)
If bj^  < a, ( 1 + 3 I ( 1 - 0  + 5 ( £ ( l - O  J +
n=l n=l
+ 3 2  n(l-cn)) < 
n=l
(2.7)
Proof: (2.5) is the same as (1.8). (2.6) and (2.7) are
obtained by differentiation at x = 1 of (2.3b).
The following theorem, which we quote without proof, is 
due to Heathcote (1964, Th.6).
THEOREM A .
00 -1If b., > a1 and a . < co, r > 1, then 2 j E(u.)r < co.r+± j=1 J
Again, by considering the dual queue in which the service
time s^ is t , and the inter-arrival time t^ is s , i.e. IT? = -U.,n n' n n’ j y
we see that theorem A is clearly equivalent to
TO.
Lemma 3
In the ergodic queue (b-^ <  a1), if br+1 < co^ r > 1, then
CO
2  j" 
j = l
E[Ut]r <  co.
This lemma leads to
THEOREM 1.
If b^ < co, then E[w] =
co i
I i E[Ut] < co 
0=1 J
(2.8)
If b ^  <  co then Var w =  
j
00 1 2 
Z  j" E [ U + ]  <  co
0=1 J
(2.9)
Proof From (1.3a), E[w ] =  s  j " 1  E[u+.]. Since wnj=1
is stochastically increasing, by the monotone convergence 
theorem and. lemma 3> (2.8) follows. Similarly, (2.9) follows 
from (l.3b).
In Kingman’s (1962b) paper, it was asserted (Th. 1) 
that b^ < a-^  < co was sufficient to ensure the finiteness of 
E[w]. This is false. The fault in Kingman’s proof was discovered 
by Heathcote, and stemmed from a misuse of Wald’s theorem in 
sequential analysis.
THEOREM 2 .
If b^ < co, then
j^ E[vn] - n(a1 - b1)j- =lim
n*co
E[w] < co
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If j. 2  < 00 , then
E[w] = (ax - h1 ) y l2 + 4 " ^ 2. f •
Proof. From (1.7), EfwJ = n(b - + E O J  (2.10)
and the first half of the theorem follows. (2.10) can also he
deduced from (l.3a) and (l.5a), since E[w } = j E[ut]
n J=1 J
n -1 n -l= Z j E[U.l + Z i E[U‘] = n(b. - a ) + E[v ] .
j=l d J=1 J
The proof of the second half of the theorem relies 
heavily on renewal theory arguments. Let s he the event that an 
idle period has just ended. e is said to have occurred at the 
nth "trial" if customer begins a busy period, i.e. = 0.
As is evident from the discussion on the busy period in § 1,
e is a recurrent event, and its mean recurrence time is
p^ = E[K] . The number of occurrences of s in the first n
"trials" is just N (n), the number of idle periods in
[o, T ]. We can therefore apply the renewal theorem of Feller
(19^9, Th. 9) to get
E - 1 +  0(1) (2.11)
Since the queue is ergodic, the expectation of the idle period is 
given by E[ -U.fT] = (a^ - b^) p^ (2.2). Therefore, by (1.12) and (2.11)
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E[vn] - n(a1 - b1) = (a1 - b1)| _2_ + ^ - 1 1 ^  + o(l) .
Using the first part of the theorem, we complete the proof.
In the following example, Theorem 2 will he used to 
derive the Pollaczek-Khinchin formula for E[w] for the queue
m /g /i .
Example 2.1
m /g /i . From Takacs (1962, pg.62),
G(x) Z y x 
1 n n=l
x B* | a - AG(x) I  (2.12)
where B(x) = P[s < x], the service time distribution, and
B*(s) = / e"SX dB(x).
A(x) = P[tQ < x] 1 - e-Ax
Since b^< a^, G(l) = P[N < co] = 1.
Differentiating (2.12) with respect to x at x = 1,
GT (1) = B * ( A - A G ( 1 ) ) -  B*’( A-A G(x)) AG'(1), and so
1-Ab.G* (1)
7 3 .
Similarly, by differentiating (2.12) twice,
2 2p + Ab -jjj. + A b
1 - Ab.
E[w]
+ l - ^ t
by Theorem 2,
Ab 2
2(l-Ab )
E[S2]
2E[ -u ] oJ
The identities of fluctuation theory may also be used to 
that) tt-e
derive an expression for the probability^of ■■no-waiting. Let 
W(t) be the waiting time of a fictitious customer arriving at 
time t and call it the virtual waiting time at t. In the 
notation of § 2 and § 3 of Chapter II, the probability of being in 
an idle period, P[W(t) = 0] , is just Hp(t). From (2.3) of 
Chapter II,
1 - F*(s)
where X 1 (x) is the busy period distribution and F(x) the distribution 
of a busy cycle, a busy cycle being defined as the sum of a busy
period and the subsequent idle period.
From (l.ll),
Ik.
*, \xl(s) 1 - exp “ 1 Z r E
f e i k
r -sS,
uk < °
Also,
F*(s) = 1 - exp ■{ - Z r E
fc=l k
r _sTke j Uk < 0
(Finch, 1962, Th. 1).
Hence
n*(s) = exp 1■Z j-E 
fc=l k
r -sT,
;Uk < 0
r -sS,
exp i - Z - E 
Js=l
■;Uk < 0
r -sT,
exp i - Z — E 
k=l
•; Uk < 0
r "sTke ; uk < 0 f e °X B (x) dA (x) / n n' ' and
r "sSke ; U. < 0 k /  e'SX {l - An(x)} dBn (x) ,
n*(s) 1 - exp Z 7" 
t e i k
r e 'jX B (x ) dA (x)Jr, n n
_ f e SX 1 - A (x) dB (x)
1 o
* * * * * * * * *
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§ 3* The Divergent Queue (b^ >a^).
This queue has been comprehensively studied by Heathcote
(1964). In this very brief section, we shall merely state the
obvious divergent queue equivalent of Theorem 2 of § 2 and prove
an interesting result concerning N (n), the number of idles
periods in [0, T^] .
Since P w < xn — max (U , x o' U ) < x n '  — and
p V <  X = Pn — min • • •; Un) < x it is easy to see that
v is distributed as w in the dual queue, and vice versa, n n
Hence Theorem 2 of the previous section becomes
THEOREM 1. Let p ’ be the kth moment of the distribution---------  k
If0 = n , where N is the number of serves in a busy period
/ 00 n Dof the dual queue. ( From (2.3a), Z x 1 P[ N = n] = 1---e?fp
' n=l
J _ 2 1_Cn xn 
n=l n
Then,
lim -j E[w ] - n(b-^ - a^)j- = < 00 if < »
rr-co
and
E[v] = (T31 - a1)J'lV _  ,} if n?’ <
1 +  2 ”
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Example 3.1
Using Example 2.1, we see that
E[v] E[t2]o
2E[u
for the queue g/m /i .
THEOREM 2. As n -> co,
N (n) e
G(l) '
iroTiy - »1- 1 < 00» where
;»iCv/r<_-4s
is the mean number of sorvee in a busy period of the
dual queue.
co C
Proof. First, we show that since bn >a_, Z —----- 9 1 1' , nn=l
<  co,
whence G(l) = 1 - exp - Z _n f <1. This is easily done by
n=l n
considering the dual queue and using the result that b^ <
00 1-c 1implies Z n < co . In fact
n=l n 1“G(1)
exp Z n = p 
n=l n
N (n)
CO
= Z P N (n) > js j=l s -
Z P 
j=l
number of services in j busy periods < n+1
(j)
co n+1
2 Z 7 
j=l k=l
(j) (3.1)
where 7-^ is the probability that exactly k customers are served
in j busy periods.
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Let G ^ ( x ) e r (j) xkkfi7k
Then, since the start of a busy period is a regeneration point,
(j) E 7 
r=l
(j-i)
k-r (r0 = o)
and so G ^ ( x )  = {G(x)}^.
Hence from (3.1).,
lim E
n>co
N (n) 8 ' E G ^  (1)j=l
g (i )
l-G(l)
< CO
Theorem 2 may also be obtained by considering the probability 
of no waiting, P[w^ = 0]• From (l.l),
v n -nr _ ni _ G(x)E x P[wn - 0] - 1G(x) 
n=l '
Obviously, E N (n) e v ' £ P[w = 0]k=l k
78.
CHAPTER V
Rates of Convergence of Waiting and 
Idle Times
§ 1. Preliminary Results.
In the ergodic queue, it is known that w^ tends in
distribution to a random variable w which is finite with
probability one. The rate at which this convergence takes place
forms the chief object of study in this chapter.
Theorem 1, from which the major results of this
chapter (Theorems 2, 3* and *0 follow, may be regarded as a
straightforward corollary of Theorem 2 of Heyde (1964).
However, Heyde’s theorem is too general, and the methods
used in deriving it unnecessarily involved, for our purposes.
For in the queueing case, u^ is expressible as the difference
of two positive random variables s and t , where fs 1°° and ft )°°
are assumed to be two mutually independent renewal sequences.
This special property of u makes it possible to prove
Theorem 1 by relatively simple arguments.
Heathcote has shown that in the divergent queue, the
idle time v tends in distribution to the finite variable v n
exponentially fast under certain conditions. By considerations 
of duality, this same rate of convergence must obtain for the 
waiting time w^ in the ergodic queue. We opt to omit duality
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arguments here because in the course of establishing the 
exponential rate of convergence without resorting to such 
arguments, methods are employed and supplementary results obtained 
which are of interest in their own right. The methods used 
here resemble those of Heathcote’s (1964).
It will be shown that under similar conditions, the 
rates of convergence of Pfw^ = 0], Pfv^ < X1 an(i E[w ] (k any positive 
integer) to P[w =0], 0 and E[w]  ^respectively are also
exponential.
Before proceeding to prove the main theorems in § 2, we 
shall first derive some preliminary results.
p  CO
Throughout this chapter, / e dF(x) will be
denoted by F*(s) and the convolution
FfcGtfc), 
by .
f F(t-u) dG(u) 
u o
Note that
1-c P[Un > °] = f -fl-Bn(y)T dAn(y) = [ An (y)dBn (y).
u o t 7 v o
As in the proof of Theorem 2 of § 2, Chapter IV, if 
8 is the event that an idle period has just ended, and S is said 
to occur at the nth trial if customer C does not have to wait forn
service, then £ is a recurrent event and the probability that £ 
occurs at the nth trial is P[wn = 0]. By the elementary renewal 
theorem of Feller (1949),
lim P[w = 0] nn+oo
P[w = O] = — (i.l)
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where p^, the mean recurrence time of S, is given by
1
P-, = E[N] = exp Z Ck
k=l k
By the corollary to Lemma 2 of § 2, Chapter IV, p^ < co if
b.. < a, . —  is interpreted as zero if u = cd i.e. if b, = a.,1 1 p-^  1 1 1
or if P[N < co] < 1 i.e. if b-^  > a^.
A similar renewal type argument yields a representation
for P[w^ < y] when y > 0. If customer joins a non-empty
queue, his waiting time is independent of the process prior
to the initiation of the current busy period. Conditional
on this busy period commencing on the arrival of customer
C . , it follows from the recurrence relation w = (w + u )+ n-k' k_x n+1 n + n'
that w = Z u , ., so that w . conditionally, has the samen . n-k+i' rri=o ^
distribution as U*. Hence,
P[wn < y] £ PfU?’ < y] P[w , = 0, w > 0  for all n-k<v<n] 
■> -i k n - K vk=l
The second probability on the right is simply the probability that
on the arrival of customer C , the last occurrence of the recurrentn*
event s is exactly k trials away. In terms of the tail
CO
probability q , = Z 7 ., 
k_1 j=k J
P[w = 0, w > 0  for all n-k < v < n] L n-K ’ v *k-l P[tfn-k 0] .
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These results can he summed up by 
Lemma 1
For y > 0,
P[wn <y] - Z P[U+<y] V l P[»D.k =°] .
k=l
If b < a so that the queue is ergodic,
P[w < y] = lim P[w < y] = —  Z P[u£ < y] qk-1 . 
n>co ^1 k=l
(1.2)
(1.3)
In deducing (1.3) ve have used the easily verified
co n 00
result that if Z a < co and b, -* b, then Z a, b , -+ b Z a, .
fc=l k=rl k=l
Note that w is indeed an honest random variable, as 
1 00P[w co] = —  Z q, , = 1.
^i k=i k-1
There remains to be proved one other Lemma, which is 
also of some independent interest.
Lemma 2
Suppose F(t) is a distribution function on [ 0 , c o )  with
CO
finite mean m^. Let K(z,t) = Z z F (t), where F (t) is the
n=l
nth iterated convolution of F(t). If F(0) < 1, then there exists
an x > 1  such that, as t ■> co,o ’ ’
K(x0,t) = 0(e£t),
where e is the unique positive root in s of the equation xqF*(s)= 1.
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Proof♦ Note briefly that by Theorem 1 of Belyaev and 
Maksimov (1969), K(z,t) is analytic inside a circle of radius 
[F(o )] ^ for all finite t. For a fixed xq in the interval 
(l, [F(0)j the convexity of F*(s) and the condition of 
F*(o) = 1 establishes that the equation xqF*(s ) = 1 has a unique 
root in s, say s -  e.
Now,
e"etK(x ,t) = x e"etF(t) + x e'et -/"f (t) * Z xn_1F (t)]-N o' ' o ■ '  o ~ o n-1 ft n=2 j
x e o €t F(t) + T e ' ^ ^ K C x  ,t-y) x e~eydF(y)
where * denotes the convolution operator, i.e. A(t) * B(t) =
= / A(t-u) dB(u).
J o
r t eLet G(t) = / x, e 'iy dF(y). G(t) is positive, non-decreasing,
^ o °
has total variation unity, and so is an honest distribution function. 
Further, G(t) has finite mean since
^  t dG(t) = ^  t x e dF(t) < x m < co .
L o L o
ft
If we define H(x ,t) = / e K(xQ,y) dy, then it is easy to see
 ^ o
that H(xq,t ) satisfies the renewal type equation
p t p t
H(xo,t) = / x0e"ey F(y) dy + / H(xo,t-y) dG(y).
By the elementary renewal th oorem (Smith, 195^ )>
X\r\*AAe<t\
Hence e
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lim — H(x ,t) W  t o' ' dt
<  CO
t dG(t)
-et K(xQ,t) = 0(l) and the proof is complete.
* * * * * * *
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§ ^ • Convergence Rates.
It is assumed throughout this section that < a^ < co .
«5
THEOREM 1. G(x ) = Z x y has a radius of
n=l n
convergence greater than unity if and only if there exists an 
e > 0 such that B*(-e) < cd.
Proof. If B*(-e) converges for an e > 0 then
0(ö) = [  e dP[u < y] = A*(ö) B*(-0)
-CO
is defined and continuous in the interval [0,e]. Since 
1(0 ) = - a^ < 0, it follows that there exists a & in [0,e] such that
0(5) < 1. Further,
[B*(-S)]n = f e8y dB (y)
> r  e5u dB (u)- . I n N1 y
> e^ [1 - B (y)] for all y in [0,co) and
a 8 in [0,e]. Thus
00 CO p C D
Z n“ xn (l-c ) = Z n“ xn / [1-Bn(y)] dAn (y)
1 l v o
< Zn"1 xn f e'sy [B*(-5)]n dA (y)
1 u o
- log [1 - x B*(-8) A’x (8) ] .
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The series on the left has a radius of convergence greater than 
unity because B*(-6) A*(5) < 1 for some S in [0,e]. From 
(2.5h) of Chapter IV it follows that the series G(x) converges 
for an x > 1.
Conversely, if G(x) and hence £ n xn (l-c ) has a radius
1 n
of convergence r > 1, then the series of derivatives £ x (l-c _) also
1 11
converges for |x| < r. Thus there exists an > 1 such that
CO CO p C O
«> > £ *1 (l-c ) = £ x“ / [1-B (y)] dA (y)
1 l ^ o
> Z
p  CO
I [l-B(y)] dA (y)
U  / XI
p C O  CO
I z An(y) dB(y).
d o 1
By the theorem of Belyaev and Maksimov (1963), there exists a
y > 1  such that Z y11 A (t) < co for all finite t. Taking o ^ o n
z = min (x , y ) we have o o ' o
> / Z z*"1 A (y) dB (y), 
J o 1
and the result of Lemma 2 implies that the integrals
p C O  00 p  CO
/ Z Zn A (y) dB(y-) and / eey dB(y) 
^ o 1 0 J o
converge or diverge together for an e > 0. 
root in s of the equation zqA*(s ) = 1.
In fact, e is the
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The simplicity of the above proof is due largely to the 
expressibility of u^ as the difference of two positive, mutually 
independent random variables.
Theorem 1 in conjunction with Lemma 1 is useful in 
studying the rate of convergence of P[w < y] to its limit. But 
first it is convenient to prove
THEOREM 2. There exists an a < 1 such that
lim P[wn = 0] - Pfw -
n-*co
A / .if and only if there exists an e > 0 such that B (-e) < co.
Proof. Prom (l.l) of Chapter IV and (l.l), for n = 1, 2, ...,
P[wn = 0] ~ P[w = 0] = Z ^P[w^=0] - P[w=0] 7n_r +
r=o
+ P[w=0] Z 7 - P[w=0]
r=o
1 -1 03E -JP[wr=0] - P[w=0] j- 7n_r - p1 Z 7,
r=o r=n+l
Let Q(x ) c0 ’ r "*1Z xi] |P[wn = 0] - P[w =0] l.
n=o
Since P[w q = 0] - 1 and y - 0,
Q(x) --jl-P[w=0]| = Z xn E |p[wr=0] - P[w=0]| 7n_r - u'1 E^xn E j v>
n=l r=o n=l r=n+l
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and
Q(x )
CO n r
1 + Z xn Z Jp[wr=o] 
n=o r=o l
- P[w=0] 7
n-r
-1
■^1
COz
n=o
nx
CO
Z 7 ' rr=n+l
1 + Q(x ) G(x ) - -^ 7v G ■l^1 (l-x)
1-G(x) P -| (1-x)
From (2.Jb) of Chapter IV
Q(x ) = p-^  exp \ - Z n 1 x11 a-cn)} - 1 (2.1)
[- (^l-x)
and
(l-c ) ' n'
Suppose now that B*(-e) < co for an e > 0. By the previous theorem
00 -1 nthis implies that the radius of convergence r of Z n x " (l-c )
-1 00 ^is greater than unity. Thus Q(l) = p Z (l-c )< co and so hy
1 n
(2.1), q (x ) has a radius of convergence r > 1. Choosing a so that 
r ^ < a < 1 we have also the convergence of the series
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im p ly in g  t h a t
OL n -{P[wn=0] - P[v=0] -* 0 a s  n •> co.
C onverse ly , P[wr =0] - P[w=0] = o (qT) f o r  some ct < 1 im p lie s  t h a t
00 - 1  riQ (x), and hence by (2 .1 ) ,  Z n x" ( l - c  ), converges f o r  an x > 1,
1 n
- 1 ,and an a p p e a l to  Theorem 1 com pletes th e  p ro o f .  ( i f  x i s  in  ( l , a  ),
co n
th e n  Q(x) = Z (x a )‘ {P[w =0] - P[w=0] ) < co ) .
n=o
THEOREM 3* There e x i s t s  an a  < 1 such t h a t
lim  P[wn 2  y l -  p fw < Vi = o
n->co
i f  and o n ly  i f  th e re  e x i s t s  an e > 0 such t h a t  B * (-e ) < co*
When th e  a s s e r te d  r e s u l t  h o ld s , i t  i s  t r u e  u n ifo rm ly  f o r  y >  0,
P ro o f . L e t R (x ,y ) = Z xn q  ^ ^ P[U+ < y] . From Lemma 1 and ( l . l )
n= l
p O n<y] - P[w<y] = qk-1  PfU^^y] - jp O n _k=0] - p O = 0 ]^
and  hence
Z x P [vn<y] - P[w<y]
n=l
- P[w=0] Z qk _1 P[Uk<y] , 
k=n+l
R(x,y)Q(x) - (2-2 )
Further,
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R(x,y) < Z  xn a 
1
x(I"G(x)} 
1-x
-> —  as x -> 1-, by (2.3b) of Chapter IV.
^1
If we now suppose that B*(-e) < 00 for an e > 0, then 
by Theorem 1, R(x,y) has a radius of convergence greater than 
unity for all y > 0, and by Theorem 2, so has Q(x). Thus the 
radius of convergence R of the series on the left side of 
(2.2) is greater than unity. (it is easily checked that
iim (xR(l,y) - R(x,y)) < » ). 
x*l M’1 (l—x )
Selecting an a in the interval (R 1) we have that
CO
Z OC {P[w < y] - P[w < y] ) converges uniformly in y > 0 and 
1 n
hence a n (P[wn < y] - P[w < y]) -> 0 as asserted.
The converse follows immediately since if the right 
side of (2.2), and hence Q(x), converges for an x > 1 then by 
Theorem 2, B*(-e) < cx> for an e >0.
THEOREM 4. Let r be a positive integer. There
r rexists an Cd < 1 such that E[w] - Efw^j -* 0 as n -► 00 if
and only if there exists an e > 0 such that B*(-e) < co.
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Proof. Suppose B*(-e) < oo for some e > 0. Then all moments
b, are finite and it is easy to show (see (l.3a) and (l.3b) ofK.
Chapter IV) that E[w^]  ^< S[w]k < co. Hence
E[w]k - E[wn]k k-1ky' A P[w < y] - P[w < y] f dy < co,
so that with k = Pr-l, y 1 ' ^ P[w^ < y] - P[w < y]j- -> 0
as y co. Further, by Theorem 3, there is an a < 1 such that
P[w < y] - P[w < y]a ~_______________
2n
+ 0 as n
uniformly in y. Hence there exists k such that
yr_1 {P[wn < y] - P[w < y]}
uniformly in y for all y > k, as n -+ co. Now,
lim E[w]r - E[w ]r = lim /
\ co r-1ry {p!>n < y] - P[v < y]) <iynn>» -------------- n-vco ^ 0 n
a a
p  CO
—  r J 0
lim k'~1{p[wn < y] - p!> < y]) dy
n>co na
=  0
which proves the sufficiency part of the theorem. The converse 
follows easily from the last few equations and Theorem 3*
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THEOREM 3 ■ There exists an a < 1 such that
Pfv < ylL n — _ ■> 0 uniformly in y
a11
if and only if there exists an e > 0 such that B*(~e) < co.
Proof. We shall first derive an expression for P[v^ < x]
similar to that for P[w^ < x] (l.2). Then, with the aid
of Theorem B of Heyde (1964), the proof proceeds along the same
lines as those of the preceeding four theorems. As in Lemma 1,
we use the recurrent property of the points of commencement of
busy periods. The idle time of the server at the time of
arrival of customer C is -II,, where M is the index of then M'
customer who starts the current busy period. So, 
pEvn < y]
Let
z P[-uM < y; M = k] 
k=o
Z P[-Uk < y] P[vk =0; wv > 0 for all k < v < n] 
k=o
E p[ < yl = 0] 0.
k=o n-k
I P[-Uk < y] P O k = 0] 
k=o
S(x,y)
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Then,
Z x P[vn < y] = S(x,y) Z x qn 
n=o n=o
S(x,y) (l-G(x)) (2 .3)
1 - x
We now use a result of Heyde’s (1964, Theorem 2) which, in
our notation, asserts that if E[-u 1 < <x> and Ef-u 1 > 0  ' o o
» rri
(i.e. b_ < a,), then Z e P[-U < y] converges for all y in -L -L nn=l
(-co,co) and some r > 0 if and only if (-u ) = u+ has an analytic
° o
characteristic function.
Suppose B*(-e) < co for some e > 0. Then B*(s) is analytic.
As u+ = max (0, s - t ) < s , u+ has an analytic characteristic o ; o o — o ' o J
function. Hence,, by Theorem 2 of Heyde, there exists r > 0
co
such that Z e P[-U < y] < co for all y in (-co,co). It 
n=l n
CO
now follows that S(x,y) < Z x P[-U < y] converges for some
n=o
co n
x q > 1. By (2.3) and Theorem 1, Z x P[v < y] has a radius
n=o
of convergence greater than unity whence, by the usual argument, 
there exists an ot < 1 such that P[v^ < y] -> 0 uniformly in y
for y > 0.
Conversely, if P[v^ < y] = o (a11) for some a < 1, then G(x) 
has a radius of convergence greater than unity and using Theorem 1,
we complete the proof.
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When th e  d i s t r i b u t io n  B(x) has on ly  a f i n i t e  number o f 
moments th e se  theorem s f a i l  and th e  r a te  o f convergence o f 
P[w^ = 0 ] ,  P[w^ < y] e t c .  i s  o f th e  o rd e r  o f  some power o f n, 
th e  power depending on th e  number o f moments t h a t  a re  f i n i t e .  
T his s i t u a t i o n  can be in v e s t ig a te d  by methods s im i la r  to  th o se  
used  a b o v e .
THEOREM 6 . I f  r  i s  a  p o s i t iv e  in te g e r  and
th en  as  n -+ cd
p[wn = 0] - P[v = 0] = o (n " r ) ■
P ro o f . In  th e  cou rse  o f p ro v in g  Theorem 2, we o b ta in e d
CO
Z
n=o
= 1 + Q(x) G(x ) -
Hi
M l (2 .4 )
1
Q 1 (x) = — — -r- . I t  was shown in  th e  p ro o f o f Lemma 2
dxr
o f C hap ter 4 t h a t  b £ ^  00 i mP^-ies
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Differentiating (2.4) (r+l) times at x = 1;
and so
( ) 1
(r+i) nx <Tr;(i) = »I k - r
j=°
(r+l^  Q(j)(l) G (r+l-j)(1 )_
The proof can now he completed by the use of Lemma 2 of Chapter 4 
and mathematical induction. It is not hard to show from (2.4)
A question that remains to be answered is whether Theorems 1 - 5  
are best possible. The final theorem of this chapter asserts 
that they are. We consider first an example.
Example 2.1.
For m /m /1,
that (l) < co.
where p = b^ an is the traffic intensity (Takdcs 1962, pg.31).
2 -1The radius of convergence r of C(x) is (l+p) (4p) > 1 for
p 4 I* G(r) = (l+p)(2p) 1 and when p < 1, G(l) = 1. Also, 
(JL-^ = G’ (l) = (l-p) "L. In the interval [0, r] G(x) is
strictly increasing and attains its maximum value at x = r.
l-G(r) P1(l-r) 1-p
1 - 1  2p
'v' ■ . , —  ■■■' *■■■■■
By (2.1),
Q(r) <  co for all p < 1.
95.
The best possible value of a in Theorem 2 is therefore
a = r'1 = 4p (l+pr:~
This simple example leads one to the following result.
THEOREM 7. If r is the radius of convergence of
G(x) = E x 7 , r > 1 and C-(r) is convergent, then there 
1 n
does not exist a number ß in [r , 1) such that
P[w = 0] - P[w = 0]
-------------------  - l > 0 .
Proof. Since G(l) = 1 and G(x) is strictly increasing,
G(r) > 1.
By (2.1) Q(r) < co. Hence
P[wn = 0] - P[w = 0]
/ -1> n (r )
0, and by comparison,
P[w = 0] - P[w = 0] -1-> 0, for all ß in [r ,l)
Under the hypotheses of the theorem, the result
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PO = o] - p o  = o]n ____ ______
/ ”1 \ nO )
0, is therefore the best
possible.
Similarly, whenever G(r) is convergent, Theorem 3 cannot
be improved upon.
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