The rapid accumulation of knowledge and the recent emergence of new dynamic and practically unmoderated information repositories have rendered the classical concept of the hierarchal knowledge structure irrelevant and impossible to impose manually. This led to modern methods of data location, such as browsing or searching, which conceal the underlying information structure. We here propose methods designed to automatically construct a hierarchy from a network of related terms. We apply these methods to Wikipedia and compare the hierarchy obtained from the article network to the complementary acyclic category layer of the Wikipedia and show an excellent fit. We verify our methods in two networks with no a priori hierarchy ͑the E. Coli genetic regulatory network and the C. Elegans neural network͒ and a network of function libraries of modern computer operating systems that are intrinsically hierarchical and reproduce a known functional order.
I. INTRODUCTION
Throughout history, beginning with Aristotle's ontology ͓1͔, knowledge was repeatedly systematized into welldefined structural hierarchies. One of the outstanding landmarks of this process is the modern encyclopedia, which was developed by a group of intellectuals in the 18th century who called themselves Encyclopedists. The Encyclopedie ͓2͔ arranged all human knowledge at the time in a hierarchical structure, allowing sensible navigation and orientation within that knowledge. Essentially, the hierarchical structure enabled users to access knowledge with great ease. On account of these attributes, the Encyclopédie can be considered one of the great catalysts of modern science ͓3͔.
The rate at which knowledge is accumulated has changed since the creation of the Encyclopédie. Today, knowledge is accumulated in an exponential manner ͓4,5͔. As such, knowledge can no longer be summarized by a small group of researchers into a well-defined hierarchy. For example, Encyclopédie contained 71 818 entries compared with over one million in the current English Wikipedia. Today's rapid knowledge accumulation has led to a change in the way knowledge is arranged, spurring the development of qualitatively different repositories, such as the WWW ͓6͔, Wikipedia ͓7͔, and PubMed ͓8͔. The construction and use of today's knowledge repositories differ drastically from that of earlier repositories like the Encyclopédie. In today's knowledge repositories, the arrangement, collection, and sometimes even the content of the information being contributed by uncoordinated sources is generally not subject to centralized moderation. The carefully designed structure of the previous generation of knowledge repositories is lost in this newer process. Thus, the knowledge hierarchy may be treated as an obsolete relic of the time when the amount of knowledge was limited.
The hierarchical structure of knowledge is not merely an artificial structure built to ease the access to it. It actually represents the more inherent fact that human knowledge is based on generalizations from a set of details into a general rule. These simplifications ͑which can often oversimplify reality͒ allow us to reach conclusions that, while not entirely precise, are frequently broad enough to provide insight. Thus, while it is now unfeasible to manually build knowledge hierarchies, the need for them is even more crucial. The solution may come directly from the accumulated data. The uncoordinated deposition of knowledge may actually lead to self-emerging hierarchies, not dictated by a limited group of people sharing a similar perception, but directly by the information. In the present work, we propose algorithms to extract the underlying hierarchical structures concealed within a knowledge repository and automatically classify terms in different positions of the hierarchy. We test these algorithms on the Wikipedia networks and show their precision. We further show that these algorithms can be effectively employed to construct a hierarchy on networks from various domains.
We base our approach on the assumption that the hierarchical position of concepts is not only a function of their content, but also of their context ͑France is a subcategory of state, only because there are many others like it͒. While the content cannot reveal the full context, context may contain information about the content. We here show that the context information is enough to extract an approximate hierarchy, ignoring the content of each term by itself.
We address context by looking at all terms in a knowledge repository as a directed network. This directed network contains acyclic subnetworks. Any acyclic network can be treated as a hierarchy, starting from nodes with no incoming edges toward nodes without outgoing edges. We here propose a few approaches to choose such subnetworks, so that they represent a meaningful hierarchy.
We have chosen to use the Wikipedia ͓9͔ in 23 different languages to show that the network structure can be used to reproduce a human-designed hierarchical structure. The Wikipedia structure has recently been subject to extensive *louzouy@math.biu.ac.il study ͓10,11͔. It is freely edited by the internet community, and just like the WWW is generated by a myriad of individual editors ͓13 000 contributors with more than five entries were recorded in only 1 month ͑January 2005͔͒. Like the WWW ͓12͔, it contains the hallmarks of complex emerging systems, such as scale free in-degree distribution ͓Fig. 1͑a͔͒ and fat tail out-degree distribution-although the outdegree distribution shows a much steeper power than the in degree ͓Fig. 1͑b͔͒. In contrast with the WWW, Wikipedia has a collective goal and an integrated structure. It is built to represent human knowledge in an encyclopedic way. Thus, practically all Wikipedia pages are a part of the human knowledge web.
The Wikipedia also contains a human designed hierarchical concept structure-the Wikipedia categories ͓13͔. This structure is also edited by the Wikipedia editors. However, in contrast with the articles, it is explicitly acyclic, directed from narrow towards more general terms. We have actually checked that the category network contains no cycles ͑Table III, column 12͒. The presence of this complementary representation allows us to directly test the validity of algorithms based on the proposed approaches.
Wikipedia exists in over 200 languages and cultures. A comparison between the different languages can differentiate fundamental from contingent properties ͓11͔. In general, only robust network properties can be used to extract a hierarchy. We will thus base the hierarchy measures on properties found to be common to Wikipedia in all languages.
In the following sections, we first reproduce and enlarge the Wikipedia network property measurements. We then define and validate five hierarchy definition algorithms.
II. METHODS

A. Data
Since Wikipedia is intrinsically a public project, standing for free access to the treasury of human knowledge, the Wikimedia Foundation Inc. ͓9͔ periodically provides com- 
B. Translation of Wikipedia to network
Each Wikipedia contains a vast amount of content and information, which was reduced to a sheer skeleton: a set of nodes representing the Wikipedia articles and a collection of directed edges representing the hypertext references between the articles. Each edge points from the node representing the article that quotes another article to the node representing the quoted article. Articles that redirect one another because they correspond to the same entry, or nodes resulting from abbreviation, misspelling and different capitalization ͑e.g., USA redirects to "United States of America"͒ were merged to a single node ͑i.e., there is a unique node in our network for USA and for "United States of America"͒. Nodes that have no incoming edges ͑about 13% of the nodes͒ are removed from the analysis.
C. Network analysis toolbox library
We have developed a comprehensive network analysis toolbox library containing graph import and generation tools, graph manipulation routines, and network analysis tools to carry out a large number of network measurements across many applications and disciplines. This MatLab based toolbox provides a coherent, easily expendable environment, which to the best of our knowledge is the most complete graph analysis package available today. At present, it implements over 60 analytical and utility methods for graph analysis and manipulation.
D. Distribution and shortest path length average
The distance d͑i , j͒ between nodes i and j is defined as the number of edges in the shortest ͑geodesic͒ path containing i and j. Note that on a directed graph, the distance d͑i , j͒ from i to j is not always equal to the distance d͑j , i͒ between j and i. In fact, both are longer or equal to the naive undirected shortest path, since the undirected path often violates the correct edges direction.
E. Clustering coefficient
Given the set of k͑i͒ neighbors of a node i, one could in principle have k͑i͓͒k͑i͒ −1͔ / 2 undirected edges between them. The clustering coefficient ͓C C͑i͒ ͔ of a node i measures what fraction of this set is actually connected. For a large, completely random graph, ͗C C͑i͒ ͘ is ͗k͘ / N, while for a completely connected graph C C͑i͒ is 1. Together with the shortest path distribution, the clustering coefficient is a measure of the "small world" property as implemented by Watts and Strogatz ͓15͔. We have measured both undirectional and directional clustering coefficients. The directional clustering coefficient was computed using just incoming edges or just outgoing edges.
F. Betweenness centrality
Betweenness centrality has frequently been used to estimate network resilience ͓16͔. Given all geodesic paths in a network, the betweenness centrality C B ͑v͒ of a node v V ͑ V is a set of network nodes͒ is defined as the fraction of the shortest paths passing through v,
where st denotes the number of shortest paths from node s V to node t V, and st ͑v͒ is the number of shortest paths from node s to t passing through v V. The sum is executed over all pairs of network nodes. We have computed the betweenness centrality using the highly efficient Brandes algorithm ͓17͔.
G. PageRank
PageRank, as defined by Page et al. ͓18͔ , is designed to compute the rank of each node supposedly corresponding to its importance in the network. PageRank regards directed edges in a network as votes for destination node significance. PageRank recursively defines the rank of a node as the weighted sum of the edges pointing to it, and the weight of an edge as the weight of its origin node divided by the origin node outgoing degree. PageRank computation is initiated by assuming an arbitrary initial rank distribution among the nodes and iteratively computing their new rank until the procedure converges ͑usually within a very small number of iterations, not exceeding 20͒.
H. HITS
We have also applied the HITS ͑hypertext induced topic selection͒ algorithm ͓19͔ to Wikipedia. HITS assigns two qualities to each node: authority and hub. It is assumed that a node has a high authority if it is pointed out by many valued hubs. A node is a highly ranked hub if it points at nodes with high authority. Similar to the PageRank, HITS iteratively updates the ͑initially arbitrary͒ authority and hub values of each node until it converges.
I. Circle enumeration
A directed circle is a closed directed path containing no repetitions ͑i.e., none of the nodes in the circle appear 2 times͒. We define a minimal circle as a circle composed of a minimal path from one node to the other and the minimal path back to the original node. Since the same node can appear in many circles, we developed an algorithm that would count each node only once ͑i.e., if a circle of size r would be counted j times, the circle counter of size r increases only by 1 / j, every time we measure this circle͒. The precise details of the algorithms will be presented in a future paper.
III. RESULTS
We here use Wikipedia as a test case for extracting a meaningful hierarchy from the network context. Wikipedia is represented here as a directed network in which nodes correspond to articles and edges to references. The large amount of data present in the Wikipedia and the precise definition of the network allow us to overcome the limitations found in previous attempts to construct and study concept structures ͓20,21͔. Such limitations include the dependence on various temporal, individual, and cultural factors, and the imprecise definition of an edge between two concepts.
We performed a comparison of the network analysis of the article network of Wikipedias in 23 languages, which had between 8500 and 940 000 articles at the time of the snapshot ͑April 2005͒. Assuming that hierarchy must manifest itself in similar ways in all cultures, we searched for a set of properties which remained invariant in all tested Wikipedias. The network properties of Wikipedia were previously studied by multiple groups ͓10,11͔. Following discrepancies between the different groups results ͑e.g., the outgoing degree power was measured to be 2.1 Vs 2.6͒, we have reproduced all measures as well as a few new measures required for the current analysis. We find that the extensive properties vary widely among Wikipedias, while most intensive ͑properties not scaling with the networks size͒ measures are consistent among different languages. For example, the number of nodes varies from 8500 to 900 000. The average number of edges per node varies from 8.5 to 29 and is weakly correlated with the network size ͑Table I͒. The in degree exhibits a fat tail controlled by a scale-free distribution beyond a minimal value of 100 incoming edges, as is the case in most complex networks ͓Fig. 1͑a͔͒ ͓12,22-26͔. The out degree has a fat tail, which is not perfectly scale free ͑Fig. 1͒. The geodesic path length distribution is identical in all tested languages and is short ͑Fig. 2͒. The ͑directed͒ clustering coefficient varies ͓27͔, but is extremely high ͑0.14-0.26͒ ͑Table I͒. The last two elements combined correspond to the small world property of all known conceptual networks ͓15͔. Notice, that the high clustering coefficient is not accompanied by any scaling behavior. The clustering coefficient is rising from a minimal value for nodes with a low degree to a maximal value around a degree of 100 and then a drop to 0 for high degrees ͑Fig. 3͒. A special aspect of the Wikipedia is the huge fraction of reciprocal links. In average, if i points to j, there is a 23%-59% ͑depending on language͒ probability that j points back to i ͑Table II͒.
We have found two measures perfectly scaling between Wikipedias in different languages:
͑i͒ The k in ͑i͒ / k out ͑i͒ distribution, which exhibits a much clearer power law than each separately ͓Figs. 1͑a͒ and 1͑b͒ vs 1͑c͒ and 1͑d͔͒. This invariant suggests that the ratio between in and out degree is a better indicator of content than the degree itself. Similar ideas have been widely used to rank WWW sites in search engines ͓19͔ ͑where the dual role of hubs and authorities has been exploited͒.
͑ii͒ The betweenness centrality which is closely related to node's degree ͑Fig. 5͒ and scales with network size and average degree ͑Figs. 5 and 6͒.
The precise scaling of these measures hints that these measures may be the bearer of content-dependent information. These properties are natural first guesses to be used for hierarchy detection ͑Fig. 4͒.
A simple way to obtain a hierarchical structure is to define an appropriate score for each node and two cutoffs. One can then compare the ratio of scores of two neighboring nodes ͑in the underlying undirected network͒, and define that a node is higher in hierarchy than its neighbor ͑independently of the edge direction͒ if its score is higher and their score ratio is between the lower and upper threshold. Many neighboring nodes have no hierarchical relation. Their score ratio can be too close to one and thus above the upper threshold ͑e.g., cheese and meat͒. Their ratio could also be too far from one and thus below the lower threshold ͑e.g., U.S. and Daleville, Alabama͒. Note that there is probably no link from U.S. to Daleville, but there is one from Daleville to U.S., so that in the underlying undirected network, they are con-TABLE I. Summary of the basic size-related measurements of reference networks of 23 Wikipedias in different languages ͑columns 2 and 3͒. Column 4 lists the total number of unique articles stored in the Wikipedia database we analyzed. Column 5 displays the number of articles having no content and redirecting the reader to the proper page. The net number of stand-alone articles is listed in column 6 and the percentage of the redirections in each language appears in column 7. All other measurements in the paper are performed on graphs from which redirecting nodes have been removed and links pointing to and from them are relinked to the appropriate nodes representing the redirecting one. Total number of links and average node degree are listed in columns 8 and 9. Total number of edits, number of registered users, and average number of edits per registered users are reported in columns 10, 11, and 12 accordingly. Notice that some of the edits in column 10 have been performed by unregistered users. Those were subtracted when the average user activity was computed. Figs. 1͑a͒ and 1͑b͒ . Columns 5-7 list the average clustering coefficient of each graph as defined in the paper. Column 8 details the percentage of links in the graph that are coupled with links going in the opposite direction. Column 9 ͑10͒ shows the percentage of nodes having no incoming ͑outgoing͒ links. Columns 11-13 show an estimate of the average shortest pass length when the links are followed in their original direction ͑column 11͒, inverse ͑column 12͒ and when the direction is ignored.
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Average shortest distance Number Code nected. We are thus driven to find a method to compute "hierarchical score," i.e., the score that would provide the best hierarchy. We hereby test five distinct scoring algorithms, three of which are based on either betweenness centrality or on the k in ͑i͒ / k out ͑i͒ ratio while two others are based on the more complex well-known PageRank ͓18͔ and HITS ͓19͔ iterative algorithms. In addition to the definition of a score, we need a way to validate our results. Luckily, the Wikipedia contains its own validation.
The network of the Wikipedia articles is complemented with categories that are a special type of entry, many of which ͑41% in average over languages; Table III , column 5͒ correspond to articles. These categories contain edges to superior ͑parent͒ categories ͑for instance "physics" points to "science" and "academic disciplines"͒. These entries are also written and edited by the Wikipedia readers, but are built with the well-defined goal of representing hierarchy. The category network structure approaches an acyclic graph, with almost no circles ͑Table III, column 12͒. The lack of circles can be associated with the negligible number of reciprocal edges and the practically null clustering coefficient ͑Table III, columns 10 and 11͒. This is actually surprising given the fact that nobody supervises the creation of these categories. Given the complementary categories network, we have validated each of the five tested hierarchy algorithms by comparing the relative position in the hierarchy of every two nodes with a connecting edge in both the articles network and the categories network. We say that the prediction is "correct" if the relative position of the two nodes in the predicted hierarchy corresponds to their related position in the hierarchy dictated by the categories network. In other words, we compare direction of edges connecting pairs of nodes in the obtained and given hierarchies. The category network is obviously far from being full. The validation is thus only valid for the fraction of node couples and connected in both the category and the article networks. Moreover, not all these node couples will have a relative position in the computed hierarchy, since their score may be higher or lower than the upper or lower thresholds, respectively. Note that the direction of the edge between two nodes in the article network is irrelevant. In other words, if Alabama and the U.S. are connected in both the category network and in the article network, we check that U.S. is positioned above Alabama in the hierarchy.
A. Hierarchical intermediacy
One can develop a hierarchy based on existing network structure. Consider a complete undirected tree with N nodes where each node ͑unless it is a leaf͒ has n sons. In a tree there is a single path between every two nodes ͑since there are no circles͒. If a node i is above a fraction of p 1 of the nodes, all the paths from a fraction of ͑1− p 1 ͒ to a fraction of p 1 of the nodes and back pass through it ͑ignoring the node i itself͒. Contribution of these paths to the betweenness centrality of the node is thus, C B ͑i͒ =2N͑N −1͒͑1− p 1 ͒p 1 . Furthermore, every node between one of the branches under the node i to another branch must also pass through i, producing a total centrality of
Given the fact that the fraction of nodes under a level j is n −j , one obtains C B ͑i͒ = N͑N −1͒͑2−n −j − n −j−1 ͒n −j , which is decreasing exponentially with j, except perhaps for the first level if n =2. A similar result can actually be obtained in directed trees, where all edges are directed towards the root node. It would seem from this example that the betweenness centrality is a direct measurement of hierarchy. However, the tree example is artificial, since all nodes ͑except for the root and the leaves͒ have equal degrees ͑both incoming and outgoing͒. When the degree can vary, the betweenness centrality is proportional to the location, but also to the in degree and out degree ͑Fig. 5͒. The first candidate that we have tested for a hierarchy score is thus the centrality C B ͑i͒ normalized to the in degree and out degree. We call this score the hierarchical intermediacy,
.
͑1͒
The +1 term is meant to avoid divisions by zero in the case of no incoming or outgoing edges. The target of this measure is to check whether the node's participation in information flow on the network ͑betweenness͒ is higher or lower than what is expected merely from its connectivity. In Wikipedia, the betweenness spans approximately 11 orders and once normalized for the system size, has a very similar distribution among all languages ͑Fig. 6͒. We have validated this hierarchal rank measure by comparing the resulting hierarchy in the Wikipedia articles to the explicit hierarchy of the Wikipedia categories. In order to simplify the validation, we have not used a lower threshold. One could get better results by using two cutoffs, but even a single cutoff is enough to produce reasonable results. It turns out that the classification of articles based on the hierarchical rank I͑i͒ is in good correlation, with an average of 82%. Note that the correlation can be as good as 97% ͑for the Russian Wikipedia͒ to 62% ͑for the Norwegian Wikipedia͒ ͑Table IV, column 3 and Fig.  9͒ . This fit is good, although not perfect.
B. Local hierarchy
The main limitation of this score is the need to compute the betweenness centrality of the network nodes, which is relatively CPU costly. For very large networks, it is unfeasible to compute the centrality, even using the most efficient algorithms available today ͓O͑nm͒ ͓17͔ for sparse networks, where n is a number of nodes in the network and m is the total number of links͔. Moreover, the betweenness centrality is computed for the entire network even if the hierarchy for a small subset of nodes is required ͑Fig. 7͒. Another possible flaw is the large contribution of distant nodes. In realistic hierarchical structures, nodes at a minimal distance of 5 or 6 should contribute much less than nearby nodes. If the structure is very far from being a tree, a local definition may be needed. A candidate for a local score is the ratio between in degree and out degree ͓Figs. 1͑c͒ and 1͑d͔͒. These ratios exhibit a clear power law, which is practically perfectly conserved among the different languages. Nodes located high at the hierarchy structure tend to be referenced by many "children," while referencing only to a small number of them. If there are only a few references, the excess of incoming vs outgoing edges could just be due to serendipity: having two incoming vs one outgoing is less significant than having 200 incoming vs 100 outgoing. Thus, the relative significance of the score is normalized by the size of the expected fluctuations ͑1/ ͱ k͒. Consequently, we converge to a local hierarchy score that is characterized by the following measure:
͑2͒
Note that we have added a symmetrical counterpart to make the score symmetric. While it has the potential to slightly skew the results, the second term has practically no effect in cases where k out k in . The symmetric score helps to cover other networks that can make use of different direc-TABLE IV. Comparison between percentages of successful predictions in different algorithms for tested Wikipedias. English and German Wikipedias were not processed due to their size, which imposed high computational requirements. Attraction-basin algorithm was not applied to Japanese for the same reason. The results were obtained by comparing scores of each pair of nodes for which the hierarchy was defined in the categories' network. Pairs of nodes, for which the ratio between their scores was found to be below some threshold, were considered as indeterminate. Percentage of such pairs is listed in the second column for each algorithm. Thresholds for each algorithm were selected so that the best results would be obtained while keeping percentage of indeterminate node pairs as low as possible ͑Fig. 9͒. For simplicity, lower thresholds were not applied.
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Local hierarchy tions to highlight important content. This score performs on the Wikipedia as well as the hierarchical intermediacy ͑68% to 100%, averaging to 82% in various languages ͑Table IV, column 5 and Fig. 9͒ . Though very efficient to compute, the basic caveat of this definition is that it is not sensitive to any underlying network structure. For example, if we would apply this definition to a directed binary tree, this algorithm would fail to find the hierarchy. In the case of a binary tree, there is no difference between any pair of nodes. All nodes, except for the root and the leaves, have one outgoing and two inward edges. We have thus developed a third method incorporating the advantages of the two other methods.
C. Attraction basin hierarchy
A more natural criterion for hierarchy should be based on balancing local and structural considerations. The best such score that we have found is based on the comparison between the weighted fraction of the network that can be reached from each node with the weighted fraction of the network from which the node can be reached ͑Fig. 8͒.
More specifically, we define a quantity which summarizes the "flow" of references towards each node i as
where N −m ͑i͒ is the number of nodes from which the node i can be reached in m directional edges ͑following shortest paths͒ and ͗N −m ͘ is the average N −m ͑i͒ for all nodes i in the graph. The weight ␣ −m is introduced to balance the influence of the immediate and remote circles. Setting a low value of ␣ enhances the influence of the immediate node surroundings, while high values of ␣ expand the range of influence and make the algorithm more global and structure dependent. The complementary measure,
is based on the number of nodes j, located at m = d͑i , j͒ directional edges from the node i. Analogous to the local hierarchy, the resulting attraction-basin hierarchy index is defined for each node i as
Simply stated, the algorithm does not only consider immediate nodes' neighbors ͑like the local hierarchy algorithm͒, but assigns some ͑decreasing with distance͒ weight to distant nodes' neighbors. The advantage of the attractionbasin criterion over the simple local criterion is that it combines both local and structural network properties. Consequently, when applied to a tree, it precisely reproduces its structure.
The hierarchy based on the attraction-basin ranking produced the best fit between the category and article hierarchies ͑Fig. 9͒. When applied directly to the category layer with ␣ = 2, it reproduced the proper structure better than other scores ͑85%͒ ͑Table IV, column 7͒. Note that as we lower the upper threshold, we reduce the fraction of node couples for which a hierarchical position can be obtained, and increase the success rate for the remaining node couples. The attraction-basin hierarchy produces the highest score and the highest fraction of node couples with a defined hierarchy position ͑Fig. 9͒. Note that if one uses a very low cutoff ͑and consequently a low fraction of classified couples͒, the betweenness-based hierarchy score described earlier is the one which provides the best score and approaches 100% successful classification.
We have also tested two of the best-known scores currently used: PageRank ͓18͔ and HITS ͓19͔. These two algorithms are widely used, for example, for the classification of Web pages. The disadvantage of these algorithms is that they are iterative and thus have relatively high computational cost. Furthermore, in contrast with the last two scores proposed here, both HITS and PageRank require computing scores for the entire network even if the relative position of a single node couple is desired. The HITS score demonstrates lower success than all other proposed hierarchies, while the PageRank scores similar to the other algorithms proposed here, achieving an 84% success rate at 50% coverage compared with 85% for the attraction-basin hierarchy. Note that all studied hierarchy scores differ in terms of their response FIG. 8 . ͑Color online͒ Illustration of the attraction-basin hierarchy algorithm. For each node i, the network is arranged according to each node's distance from it ͓d͑i , j͔͒ such that the node's neighbors are positioned at level 1, nodes at geodesic distance 2 from i at level 2, etc. Simultaneously, nodes j from which i can be reached in m steps ͓d͑j , i͒ = m͔ are positioned at level −m. Notice that each node could appear 2 times: at one of the levels above and below i. In directed networks, the level numbers may differ ͑e.g., node marked with x on the graph͒ since d͑i , j͒ may differ from d͑j , i͒.
to cutoff, influencing the fraction of categorized edges and the overall sensitivity ͑Fig. 9͒. Generally, low upper cutoff leads to a stringent definition of the hierarchy, with practically all edges in the proper direction, but with a low number of categorized edges. High cutoff leads to a hierarchy that is often unnatural. A summary of the results obtained for the above-mentioned scores is presented in Fig. 9 .
Following the verification of the five proposed hierarchical scores on the number of Wikipedia-induced networks, we test them to other networks containing information that can be represented hierarchically. We have tested three different external networks, one containing a natural hierarchy and two with a priori no order. The first network to be tested was a network composed of all DLLs ͑dynamic link libraries͒ in the Microsoft Windows XP Pro operating system. Two DLLs are assumed to be linked if direct library calls from one DLL to another exist. Notice that the links are directional and that the obtained network is practically acyclic, since recursive invoking is very uncommon. None of our algorithms require information on the content of the network nodes. Therefore, they can be easily tested with the network of dependencies between software libraries composing the operating system. Using the attraction-basin hierarchy, 6869 links out of 6899 ͑99.57%͒ were marked in the proper direction. Next was the local hierarchy producing 98.57% of properly computed links, followed by the PageRank with 98.13%. The centrality-based hierarchy and the one based on HITS had the worst scores ͑63% and 90%, respectively͒. Thus, similar to the Wikipedia, the attraction basin and the local hierarchy produced the best scores followed by PageRank.
An interesting case is genetic regulatory networks. Although there is no a priori reason for a global hierarchy in these networks, local hierarchical small scale motifs were observed ͓28͔. Each such motif represents a given function of the E. Coli, and integration of all such motifs can create a hierarchy. We have applied our attraction-basin hierarchy algorithm to the E. Coli regulatory network, and indeed reproduced nearly all the motifs observed by Shen-Orr et al. ͑These figures are large and complex. They can be accessed via Ref.
͓29͔͒.
Furthermore, all the separated structural motifs were integrated into an acyclic graph where the interaction between the different functions could be observed.
The last tested network, with no a priori order, was a neural network. We have applied the first two of the described algorithms to the fully mapped C. Elegans neural network, and obtained two different hierarchies. The local hierarchy score reproduces the information flow from sensory to motor neurons ͓30͔, while the centrality-based algorithm reproduces the spatial organization from the center outward ͓31͔. These differences highlight the fact that, in the examined neural network, several hierarchies exist simultaneously, each based on different criteria.
Beyond the general statistic properties of the resulting hierarchies, we have inspected a subtree obtained from the hierarchy by selecting one node and picking iteratively only nodes below it. Figure 10 shows a subtree rooted at the term "physics" when the attraction-basin algorithm was used to produce the hierarchy. The first surprising result is that the tree reaches a maximal size and then rapidly decreases. Actually, when the full acyclic graph is taken into account, the number of nodes at each level of the hierarchy decreases as one goes down in hierarchy ͑in contrast with the naive conception͒. This decrease results from the fact that all suggested algorithms are based on the information on a given node couple which is gathered from the nodes surrounding the couple. The couples high in the hierarchy are usually thoroughly covered by the Wikipedia users and are consequently surrounded by many nodes ͑measured by the degree, centrality, or size of their attractors, depending on scores͒. These nodes have relatively precise information that can vary over a few orders. Examining the difference between these node scores allows us to provide a position in hierarchy. As we go down the hierarchy, the fraction of node couples that can be assigned an order decreases sharply. Thus, although the fraction of nodes at the lower part of the hierarchy should be maximal, we fail to classify most of these nodes. In other words, as we go down the hierarchy, the amount of information on each node couple decreases.
It is important to notice that this is not merely an artifact of our algorithmic approach; rather, it reflects the intrinsic nature of the way the knowledge is arranged. Indeed, although the majority of people would agree upon hierarchical inter-relations between terms appearing high in the hierarchy, our opinions diverge when we approach more specific terms at lower hierarchy levels.
IV. DISCUSSION
We have presented and validated five different algorithms for constructing hierarchy in networks. Two are based on existing Web page ranking methods and three are new algorithms. All proposed algorithms are based on the notion of FIG. 9 . Sensitivity and fraction of classified links using different algorithms. Black symbols show sensitivity ͑percentage of true positive classification͒ of each of the five hierarchy algorithms we have tested as a function of upper cutoff. Cutoff specifies the maximal ratio between the hierarchy scores of the pair of articles which allows determining their respective hierarchy. Hierarchy within pairs of articles having their score ratio above the cutoff cannot be determined and they are removed from the analysis. The fraction of qualified pairs is shown by the hollow symbols. For simplicity, we did not apply lower cutoff, though this degree of freedom can only improve qualification.
information flow and the assumption that it is directed along the underlying conceptual formation. A node is highly positioned in a given hierarchy if it is used to accede to a large number of nodes. The different measures vary by the importance given to distant vs proximal nodes and the weight given to each node. The incoming to outgoing degree ratio is the simplest measure taking into account only first neighbors and assigning to them equal weights. Only first neighbors are used also in the Web ranking methods ͑based on PageRank and HITS͒, but different weights are assigned to different nodes. The weighting of neighboring nodes forces them to use iterative methods and to measure the rank of the entire network, even when looking at a small number of nodes. The betweenness centrality-based measure assigns equal uniform weights to all nodes, while the attraction basin assigns nodes at decreasing weights as a function of their distance.
These measures do correspond to the natural way we comprehend information, by relating it to the surrounding pieces. Simply stated, a concept is higher in hierarchy if it squeezes more tightly the information flow in the network. FIG. 10 . ͑Color online͒ Tree, rooted at the term "physics," automatically generated by application of the attraction-basin hierarchy algorithm to one of the Wikipedias ͑Russian͒. The map shows sensible reconstruction of the structure. Those results were obtained with the following set of parameters: ␣ = 2, upper cutoff −0.8 and lower cutoff −0.1.
Interestingly, these measures, related to information flow, are perfectly conserved among Wikipedias in all tested languages, showing that they are indeed an inherent measure of the concept network structure and are not affected by the language dependent representation.
Note that all the proposed algorithms are statistical, and as such provide only a probable hierarchy. This is highlighted by the fact that none of the algorithms can reach a 100% overlap with the category network in the Wikipedia. Moreover, the network itself contains a large number of wrong or doubtful links. Even if the algorithm was perfect, these links would induce a basal error level. We attempt to reduce the error level to the minimum possible, given the random aspects of the network. On the other hand, even humandesigned categories are not perfect, and may contain errors as well as controversial relations. Thus, even if the algorithm was perfect, we would expect a basic error level.
