Links between music and body motion can be studied through experiments called sound-tracing. One of the main challenges in such research is to develop robust analysis techniques that are able to deal with the multidimensional data that musical sound and body motion present. The article evaluates four different analysis methods applied to an experiment in which participants moved their hands following perceptual features of short sound objects. Motion capture data has been analyzed and correlated with a set of quantitative sound features using four different methods: (a) a pattern recognition classifier, (b) t-tests, (c) Spearman's ρ correlation, and (d) canonical correlation. This article shows how the analysis methods complement each other, and that applying several analysis techniques to the same data set can broaden the knowledge gained from the experiment.
INTRODUCTION
Body motion is an integral part of the experience of music. On the one hand, body motion can create sound, such as a sound-producing action on a musical instrument. As humans, we all have some ecological knowledge of how sound-producing actions relate to sound [Clarke 2005 ]. For instance, most of us immediately know what sound to expect when we see two cymbals that are about to crash. On the other hand, sound can lead to body motion. We experience this when music makes us tap a foot or bop our head, and music can influence basic human motion patterns, such as walking [Styns et al. 2007 ]. As such, Leman [2008] has suggested that the human body functions as a "mediator" between physical
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It has been shown that our perception of phenomena is often done through a combination of modalities-an effect known as cross-modality [Stein and Meredith 1993; Vroomen and de Gedler 2000] . While research on cross-modality to a large extent has been concerned with interactions between vision, audition and tactile perception, motion sensations have also been suggested as important to our perception-for instance in Liberman and Mattingly's [1985] motor theory of speech perception. This theory claims that speech is understood not only as sound, but also through our own experience with gestures that produce phonemes. Although originally conceived as a special phenomenon for speech perception, Galantucci et al. [2006] have presented convincing arguments for why this theory should be extended to perception in general.
The evidence for an interaction between motor sensations and other modalities was strengthened with the discovery of mirror neurons in the premotor cortex of macaques [Pellegrino et al. 1992] . These neurons were shown to activate not only when the macaque performed an action, but also when seeing the action performed by someone else, and even when only hearing the sound of the action [Kohler et al. 2002] .
Based on considerations like the ones presented previously, it has been suggested that research on relationships between sound and body motion can help us learn more about processes in the brain [Zatorre 2005 ]. Furthermore, this research can contribute to more efficient solutions for so-called query-by-gesture in music information retrieval databases [Leman 2008; Godøy and Jensenius 2009] . Moreover, research on correspondences between musical sound and body motion can facilitate development of new musical interfaces, where body motion is the main input source [van Nort 2009; Nymoen et al. 2011b] .
One of our contributions to research on sound and motion has been studies of so-called sound-tracing Nymoen et al. 2010 Nymoen et al. , 2011a Nymoen et al. , 2012 . The point of sound-tracing is to observe and collect data of listener's spontaneous gestural renderings of sound, that is, to capture listeners' immediate associations of sound and motion. In these studies, participants have been asked to render the perceptual qualities of short sound objects through bodily motion, either in two dimensions by drawing with a pen on a digital tablet, or three dimensions by free-air hand gestures. The underlying assumption and motivation of sound-tracing experiments is that they may reveal salient sound-motion links in perception. A main challenge with this type of research is to develop techniques for capturing, storing, analyzing, and visualising both action and sound in a coherent and consistent manner. This article addresses the analysis of such data, evaluating strengths and weaknesses of using standard correlation measures, hypothesis tests, and pattern recognition classifiers as analysis tools.
BACKGROUND AND MOTIVATION
Both music and body motion are highly multidimensional phenomena, and research on how people move to musical sound entails several challenges. Approaches for studying people's bodily response to music can be ordered along a continuum, where one extreme involves looking at unconstrained full body motion. This has the advantage of being the most "natural" way of moving to music, allowing people to move as they please. On the downside, the multidimensionality of unconstrained full-body motion necessitates use of high-level features or dimensionality reduction techniques that do not provide precise details about the body motion, see, e.g., Camurri et al. [2003] and Burger et al. [2012] . A radically different approach to studying music-related body motion is by constraining the response down to a one-dimensional space, for instance by instructing people to move a slider or push a button. In this way, a controlled and easily measurable response is obtained, but such a reduction of body motion has limitations in a musical context. A similar argument can be made for the sound stimuli used, with a continuum spanning from a highly multidimensional musical piece, down to a simple sine tone or noise burst which can be described precisely with low-level features such as frequency or duration. In summary, research on music and body motion involves a trade-off between doing controlled experiments and using ecologically valid stimuli and response data.
Our focus of research is on body motion in a musical context. To be able to relate the auditory stimuli to music, we have chosen to use sound files that are slightly more complex than sine tones and noise bursts in our experiment (these will be presented more in detail in Section 3.2). We adapt ideas from the French composer and theorist Pierre Schaeffer [1966] , who in his work on aesthetics for musique concrète presented the sonic object as a basic unit that can be put into a musical context and thus made into a musical object. Sonic objects are typically 0.5-5 s in duration, and they are perceived holistically. Interstingly, Schaeffer's findings correspond well with later research on auditory objects [Bregman 1990 ] and stream segratation [van Noorden 1975] . Schaeffer introduced a typology for sonic objects which included three categories based on the overall dynamic envelope of the object. First, the impulsive type refers to a sharp attack followed by a decaying envelope, such as the sound from plucking a string. Second, the sustained type refers to a more or less steady dynamic envelope, such as a trumpet sound. Third, the iterative type refers to rapidly repeated impulsive onsets that fuse together, such as in a harp glissando. Rolf Inge Godøy [2006] pointed out an interesting link between Schaeffer's typology and the notion of motor mimesis, meaning the visualization of gestural trajectories and sound-producing actions as part of music cognition: Schaeffer's three types of dynamic envelopes are in fact closely connected to sound-producing actions. An impulsive sound relates to an impulsive energy transfer from, for example, a mallet to a membrane. Next, a sustained sound relates to a continuous transfer of energy, such as bowing a string. And lastly, an iterative sound is produced by rapidly repeated back-and-forth energy transfers, for instance like the repeated excitations of the membrane in a drum roll. Godøy [2006] further emphasized how each of the three types of dynamic envelopes can be found for very different sounds made by different sources, and that each of the corresponding types of soundproducing actions can be performed with different effectors, demonstrating what is called motor equivalence in motor control literature [Rosenbaum 2001 ]. As such, both sound objects and sound-producing actions seem to have a degree of abstraction, some higher level where they possibly share certain features and are perceived as similar. This abstraction of sound objects and sound-producing actions is our main interest when studying music-related body motion, and the larger purpose in our research is to study how generic features of sound and motion can reveal perceptual similarities between different sounds, between different actions, and between sounds and actions.
Describing Sound and Motion
As humans we describe sound and motion at a higher level than the raw sound file and the unprocessed motion capture data. These descriptions, or features, can concern an entire sound object or action object, such as labeling a sound-producing action as "impulsive". While this label gives certain associations about the action, it does not provide detailed information about the action itself. Even if we have two actions of the same type, let us say hand claps, these may be different with respect to the trajectories of the hands, the velocities, angles, etc. Since we are also interested in distinguishing between such nuances, we need lower-level features that describe continuous changes in velocity, position, etc. For now, we will focus on conceptual differences between descriptors, and we will return more in detail to the features we have used in our analysis in Section 3. 2.1.1 Timescales. Schaeffer's typological classification of sonic objects is concerned with the overall dynamic and pitch envelopes of the object [Schaeffer 1966 ]. His theory also included a description of internal features of the sonic objects. First, "allure", which may be translated into "motion", describing slower fluctuations of harmonic content, pitch, and loudness, and second, "grain", which relates to a perceived graininess of the sound. Schaeffer's morphological descriptions of sonic objects derived from experiments on 78 RPM discs and magnetic tape may seem crude compared to the precise descriptions that have been made possible with digital technology, for example, Vassilakis [2001] and Peeters et al. [2011] . However, his distinction between descriptions of the entire sonic object, and descriptions of internal features of the object is important. Godøy [2010b] coined the terms micro, meso, and macro levels of timescales for sonic objects that can help us understand how objects can be described from different timescale perspectives. The micro level describes continuously varying features, at a timescale shorter than the entire object. For a sonic object, this may refer to the pitch at a certain time, and for an action object, the velocity at a certain time. Next, the meso level describes an entire object, for instance like Schaeffer's typological description of onset type. For body motion, a label such as "two-handed" or "one-handed" could describe an action at this level. The macro timescale level refers to sequences of sonic objects, and thus features operating at the macro level describe events like melodic phrases or some development within larger sections of music.
In this article, we are mostly interested in the micro and meso timescales, and the analysis methods we use apply to these. Just like features of motion or sound may describe an entire object or a continuously varying feature within the object, the relationship between a sound object and a corresponding motion recording can be analyzed on a very small (micro) level, or at a chunk (meso) level. We shall use the terms global features and time-varying features (adopted from Peeters et al. [2011] ) to distinguish between the two levels. In our experimental setup (presented in Section 3), the raw data from the motion capture system represents sampling of spatial positions of the body at regular time intervals, and time-varying features describe some aspect of the sound-tracing at each timeframe. Global features are typically based on descriptive statistics of the time-varying features, for example, mean or maximum, and correspond to the meso level.
Methods for Analyzing Sound-Tracings
Several experiments within systematic musicology in the last decades have observed how people relate motion or shapes to short sound objects. Some of these have collected participant's responses as visual or verbal metaphors (e.g., Walker [1987 Walker [ , 2000 , Eitan and Granot [2006] , Pirhonen [2007] , and Merer et al. [2008] ), while others have used sensing technologies to capture the (more or less unconstrained) motion of participants (e.g., Haga [2008] , Caramiaux et al. [2010] , Kozak et al. [2011] , and Kussner [2012] ). Experiments with responses of the former type can typically perform statistical analyses directly on the response data, for example, by comparing the number of participants that provided one response to the number of participants with another response. Also, when dealing with global features calculated from continuous response data, a sufficient form of analysis can be to apply appropriate statistical tests and evaluate the statistical results in light of the experiment conditions. Experiments by Repp [1995] , Camurri et al. [2003] , and Leman et al. [2004] are examples of this.
When the research objective involves studying people's preferred use of a motion-based musical interface, experiments using continuous response data may be more appropriate, as this type of response would be closer to the actual use scenario. The use of time series in analysis, and particularly multidimensional time series like time-varying motion features, presents several challenges. A common practice in music cognition research has been to use Pearson product-moment correlation to assess similarities between time-varying sound features and response features, such as perceived "tension" or "emotion" in music. Emery Schubert [2002] criticized this practice, arguing that the serial nature of the data violates an important principle for significance testing, namely the assumption of independent, normally distributed data.
Schubert suggested that the problem can be reduced by applying the nonparametric measure Spearman's ρ instead of the parametric Pearson correlation, and also using first-or second-order differentiations of the data. Further, Schubert admits that researchers can report with confidence the ranking of coefficients within a data set, but that "problems arise when (1) the correlation coefficient is compared with coefficients from other sources, and (2) when the significance of the coefficient is taken 'literally' " [Schubert 2002, p. 219] .
In addition to Schubert's own research, Vines et al. [2006] and Kussner [2012] followed Schubert's suggestion of applying Spearman's ρ correlation when comparing time series of sound data to other time series. A different approach was taken by Caramiaux et al. [2010] , who applied canonical correlation analysis to analyse the relationship between features of sound and motion in musical performance. We shall compare the usefulness of several of these techniques, using the dataset collected in a single experiment.
EXPERIMENTAL SETUP
The data set that has been analyzed in this article was recorded in autumn 2010. This section will present the experimental setup, as well as the sound and motion features that have been used in the analysis process.
Participants, Task, and Equipment
We recruited 38 people to the experiment-29 male and 9 female. The participants were told to imagine that they could create sound by moving their hands in the air. They were presented with short sound objects, and instructed to move their hands as if they were creating the sound themselves. The hand motion was captured with a Qualisys motion capture (mocap) system, with 9 Oqus 300 cameras, sampling at 100 Hz.
Eighteen monophonic sound files (described more in detail in this section) were presented to the participants, played through two Genelec 1031A speakers, positioned approximately 3 m to each side of the participant. Each participant started by listening to all the sounds played one by one in succession. Then, one sound at a time was played back in a random order. For each sound, the participant listened to the sound once without moving, and then a second time while their motion was recorded. Each time, the sound playback was preceded by a countdown, to allow participants to anticipate the beginning of the sound playback. The mocap recording for each sound file started 0.5 seconds before the sound playback, and ended at the end of the sound file.
After the recording session, the participants were asked to comment on the experiment and rate their own level of musical training as (1) extensive, (2) medium, or (3) little/no training on a questionnaire.
Sound Files
Eighteen sound files were designed in the visual programming environment Max5 1 using a combination of frequency modulation (FM) synthesis and subtractive synthesis. The duration of each sound file was 3 seconds. Godøy [2010a] has suggested several features of musical sound that could afford gestural responses, among them pitch contours, timbral contours, and dynamic contours. In order to keep the number of variables within a manageable range, our experiment is concerned with these three sound feature types. The reason for not considering the spatial content of sound was to limit the number 
Brightness
The spectral centroid of the sound.
Pitch Autocorrelation function in the MIR toolbox (mirpitch)
The symbols will be used in illustrations throughout the article. of variables in the stimuli. We suspect that adding the spatial dimension of sound to the experiment would have inspired subjects to follow the perceived location of the sound. This is an interesting aspect that we plan to pursue further in future experiments. Pitch was manipulated by changing the carrier frequency of the FM synthesizer, and nonpitched sounds were made by replacing the FM synthesis with pink noise. Timbre is a multidimensional sound feature that is difficult to describe precisely [Grey 1977; McAdams et al. 1995] , and so we chose to manipulate only the brightness of the sound, since this is one of the dimensions that distinguishes the strongest between sounds [Wessel 1979 ]. The brightness was manipulated by changing the centre frequency of a bandpass filter. Finally, the dynamic contour was manipulated by multiplying each sound file with one out of two envelope functions which were (1) slowly increasing and decreasing (nonimpulsive), and (2) quickly increasing and slowly decreasing (impulsive).
We have used the MIR toolbox for Matlab [Lartillot et al. 2008 ] to extract time-varying feature vectors of the sounds. The dynamic envelope or loudness envelope, is here simplified and calculated by the RMS value of the audio waveform. Brightness can be measured in various ways, and we have chosen to represent it by the spectral centroid, denoting the barycenter of the frequency spectrum [Wessel 1979 ]. The MIR toolbox uses an autocorrelation function to calculate pitch. Since the sound files were designed from scratch, the pitch vectors were easily verified by comparing against the values used for the FM carrier frequency. Table I summarizes the sound features we will use in this article.
In order to be able to evaluate the significance of, for example, a steady spectral centroid versus a rising spectral centroid under various conditions, a parametric tree of features was used for twelve of the sound files ( Figure 1 ). The set of stimuli also included two sound files where two peak filters were used instead of the bandpass filter. In Sound 13, the peak frequencies of the two filters moved toward each other, and in Sound 14, away from each other. This causes a distinctly different timbral unfolding than in the other sounds. Sounds 13 and 14 were included to be able to infer whether such formant changes in sound would lead to different motion responses. Still, for the sake of consistency, Sounds 13 and 14 were evaluated by the same features as the rest of the data set. A nonimpulsive envelope The columns display the pitch envelope, spectral centroid envelope and the dynamic envelope of each sound file. The numbers 1 and 2 for nonimpulsive dynamic envelopes refer to (1) a bell-shaped envelope, and (2) a continuously increasing envelope as explained previously.
function was applied to Sounds 1-14. 2 Next, the impulsive envelope function was applied to some of the sound files, providing four sounds with a sharp attack and a protracted decay.
The different types of sounds allow analysis of responses to impulsive versus nonimpulsive sound objects, as well as pitched versus nonpitched. Furthermore, we have defined a category for "rising" sound objects containing sounds with either rising pitch, rising spectral centroid or both, and similarly "falling" sound objects with falling pitch or spectral centroid. Sounds with steady spectral centroid in combination with a steady pitch or no perceivable pitch are referred to as "steady" sounds. An overview of the sound files used in the experiment is given in Table II , and the sound files are available for download and further analysis. 
Motion Capture Data
3.3.1 Preprocessing. Optical infrared marker-based motion capture technology is sensitive to occlusion of the reflective markers. Whenever this happens, there will be gaps in the recorded data. Short gaps in our recordings were gap-filled by interpolating with a spline function, and recordings with long gaps were discarded. Some participants had a large number of their recordings discarded, due to poor system calibration in some sessions, and also because some participants repeatedly moved their hands outside the capture space. For participants with more than 1/3 (i.e., more than six) of the recordings being discarded, the participant data was left out of the analysis. Of the 684 recordings, 156 were removed for the reasons mentioned previously. The position data was smoothed with a five samples running mean smoothing filter. A similar smoothing was performed for each derivative level in the feature extraction process.
Motion Features.
In order to compare the motion data to the sound features, we have calculated various features from the mocap data. Since the design of musical instruments is one of the underlying purposes for this research, we consider time-varying features that could be calculated in realtime with a reasonably low amount of latency. Thus, the features have been based on the position data, with first-and second-order differentiations, filtering, and the distance between the hands.
The mocap data describes the position of the participant's hands in relation to a fixed coordinate system in the room. The participants in our experiment were not instructed specifically where they 2 The combination of pitch envelope and the center frequency envelope of the bandpass filter resulted in two different dynamic envelopes for the nonimpulsive sounds: bell-shaped and increasing. Our analysis of dynamic envelopes is mainly concerned with the distinction between impulsive and nonimpulsive. The two different envelopes are marked with numbers in Table II. 3 http://fourms.uio.no/downloads/audio/sound-tracings/soundsST2.zip. should stand, or in which direction to face. Thus, horizontal position in relation to the room was not used in our analysis. Vertical position, on the other hand, is the distance to the floor, and since the floor level and the direction of gravity were equal references for all participants, the vertical position was used as a motion feature. To compensate for differences in height between participants, the the data series of each participant were normalized based on their overall maximum and minimum. The time-varying features that were used in the analysis process are summarized in Table III . Additionally, 11 global features were calculated, summarized in Table IV . The first seven features are calculations of mean and standard deviation (SD) of the time-varying feature vectors. The following four features required more processing, hence these are explained in more detail.
ANALYSIS I: PATTERN CLASSIFICATION
In our first analysis, a classifier was used to find clusters in the sound-tracings. The aim was to see if a computer could identify the sounds, based on the motion features of each sound-tracing. A classification result better than chance would suggest that similarities between the hand motion from different participants exist. We have analyzed the classification results to assess similarity between motions related to different sounds. A pattern classifier can be trained to recognize certain patterns in a data set, and predict the classes of unknown instances. To train and validate the performance of a classifier, we typically use a training set and a validation set. The former consists of a number of instances with attribute vectors (features) and class labels that are used to train the classifier. The validation set is kept separate from the training set, and subjected to classification after the training is complete. The classifier performance is evaluated by comparing the true classes of the instances in the validation set to the classes predicted by the classifier [Duda et al. 2000] .
We have used a Support Vector Machine (SVM) classifier to classify the data, as has also been used in previous work [Nymoen et al. 2010] . The 11 global motion features from each sound-tracing were used as input to the classifier, paired with the sound number as the class. In this way, we trained the classifier to recognize the sound object based on the motion that was performed to it. We used RapidMiner to design the classifier [Mierswa et al. 2006] , and cross-validation (leave-one-out) was used for validation. This means that the classifier was trained several times, and each time, one soundtracing was left out of the training set and used for validation, as shown in Figure 2 [Duda et al. 2000] . Table V shows the confusion matrix from our experiment. This displays the distribution of the predictions made by the classifier for each instance and the true class of the instance. The 18 sounds used in the experiment give 18 classes. Each column (T4, T5, etc., T = true) contains the sound-tracings that belong to specific classes, and each row (P4, P5, etc., P = predicted) contains the classification made by the classifier. For instance, for class 8 (the T8 column), the classifier classified two instances as class 4 
AbsVelocityMean
The mean value of absolute velocity.
AbsVelocitySD
The SD of absolute velocity.
AbsAccelerationMean
The mean value of absolute acceleration.
HandDistanceMean
The mean value of hand distance.
HandDivergenceMean
The mean value of the first derivative of hand distance.
HandDivergenceSD
The SD of the first derivative of hand distance. Together with HandDivergenceMean, this feature explains how steady the hands' tendency of moving apart or towards each other is.
VerticalEnergyUM
The sum of the signed vertical kinetic energy of a unit mass. Or to be more precise:
where v k is the kth sample of the vertical velocity vector of length n. This differs from the mean vertical position by letting faster motion count more than slower motion. For instance, fast upward motion followed by a slow downward motion back to the starting position would give a positive value, whereas the VerticalVelocityMean feature would be 0.
Symmetry
This feature describes the difference between the left and right hand in terms of vertical position and horizontal velocity. Vertical position should be similar for the two hands in order to be symmetric. Horizontal position, on the other hand, would only be the similar if the hands were held directly in front of the body, so velocity is a better measure than position for horizontal symmetry. 
OnsetAcceleration
The mean acceleration in the interval from 20 samples before to 50 samples after the sound started.
Shaking
The mean value of the absolute acceleration time-varying feature filtered by a 30 samples running mean filter. The effect of this is that smaller spikes or impulsive actions are filtered out, but high acceleration due to continuous shaking is still measured.
These were normalized per subject. T4 T5 T8 T11 T1 T15 T2 T3 T6 T7 T10 T12 T13 T14 T9 T16 T17 T18 The table has been sorted such that sounds with similar labels are placed together. In addition to the Class Recall (CR) and Class Precision (CP) for each sound, the Group CR/CP show the corresponding value when we choose to let prediction count as correct as long as it is within the same group as the true class (the same grey area).
(the P4 row), three as class 5 (the P5 row), five were correctly classified as class 8 (the P8 row), and so forth. The correctly classified instances are found along the diagonal, and are shown in boldface. Class precision (CP) and class recall (CR) are displayed in the right-most column and the lower row, respectively, and are given by:
where ||A i || denotes the number of instances classified as i, and ||R i || denotes the total numbers of instances in class i. In other words, CP denotes the correctly classified instances of a class i divided by the number of instances classified as class i, and CR denotes the correctly classified instances of a class i divided by the true number of instances in class i. Together, CP and CR denote the accuracy and precision of the classification. At first glance, the performance of the classifier is not very impressive. Although certain classes have CR and CP values above 30%, the majority of the classes have CP or CR values of less than 20%. On further inspection, we observe that the misclassification of instances is somewhat systematic, and that sounds are more often mistaken for sounds with similar sound features than for sounds with distinctly different sound features. The rows and columns in the confusion matrix in Table V have been sorted to display this, and the grey fields are used to denote sounds with similar sound features. The first four rows (and columns) contain classes where the sound can be classified as "rising". Sound 4 had a rising pitch, and rising spectral centroid, Sound 5 had rising pitch and steady spectral centroid, Sound 8 had a stable pitch and rising spectral centroid, and Sound 11 was based on noise and had a rising spectral centroid (cf. Table II) . Rows 5-7, denoted by rising/falling, contain sounds where the envelopes of pitch and spectral centroid move in opposite directions. Rows 8-11 contain "falling" sounds (as opposed to the "rising" sounds in rows 1-4). Rows 12-15 contain sounds classified as "stable", meaning no distinct rising or falling tendency in pitch or spectral centroid. Rows 16-18 contain impulsive sounds (all other sounds apart from Sound 15 had a nonimpulsive onset).
When we read the table in light of these classes, we can make some assumption for why a particular sound-tracing was misclassified. For instance, for Sound 5, only two sound-tracings were classified correctly. However, 21 of the sound-tracings were classified as Sounds 1, 4, 8, or 11, which all have some rising tendency, similarly to Sound 5. For this extended class, the CR is 74% and CP is 69% as shown in the table.
It is interesting that classes 7 and 8 are often mistaken for steady sounds and vice-versa (marked by * in Table V ). Both of these sound files had a stable pitch, and varying spectral centroid. The misclassification indicates that the sound-tracings to these sound files have equally much in common with the steady sound-tracings, as with the rising and falling classes, which again suggests that some subjects mainly focused on the steady pitch, while others traced the envelope of the spectral centroid.
The table also shows that the impulsive sounds were more often mistaken for sounds labeled "falling" than for sounds labeled "rising". This may be because participants would lift their hands to make an accentuated attack, and then lower them and come to a rest right after the attack was made. Also notice how pitch influenced the impulsive sounds; six out of the 30 sound-tracings to the pitched, impulsive sound were mistaken for steady, nonimpulsive sounds (marked by ** in Table V) .
A similar classification was performed using only expert and only nonexpert subjects (groups 1 and 3 from Section 3.1). These classifications gave slightly lower classification accuracies, most likely due to a smaller training set. However, the results were not much different than when the whole data set was used.
In summary, the pattern classification method does identify clusters in the sound-tracings, and verifies that sound-tracings based on similar sounds are similar to each other. However, the method does not provide clear answers to which motion features are most pertinent to the classifier.
ANALYSIS II: HYPOTHESIS TESTING
The results of the pattern recognition analysis in the previous section indicated certain similarities between sound-tracings within various groups of sounds. However, the classifier did not provide information on the pertinence of the individual motion features to the classification results. In a previous publication, we applied standard statistical tests to the same data set based on a set of assumptions of how certain motion features would distinguish well between different groups of sounds [Nymoen et al. 2012] . In this section, we will briefly summarize this method and the findings from the other publication.
Various groups of sound-tracings were compared to each other. We provide as an example the comparison between sound-tracings of "rising" sound objects versus "falling" sound objects. Visualizations of the data seemed to verify our assumption that "rising" sounds would show higher values for VerticalVelocityMean than "falling" sounds, and so a t-test was performed with a null-hypothesis stating the opposite case. Next, the same was also tested for only the musical expert participants, and then for only musical nonexperts. Finally, the experts' responses to "rising" sounds were compared with the nonexpert responses to the same sounds, and then the responses to "falling" sounds was compared between experts and nonexperts. df denotes the degrees of freedom (i.e. the size of the test material), t is the t-value related to the t-test, and p is the probability that the two data sets are equally distributed.
All in all, 20 t-tests were performed, meaning that the experiment-wise error rate is potentially high. However, this error rate was not controlled in the previous study. After correcting for repeated measurements for the present publication, using the Holm-Bonferroni method [Holm 1979 ], nine of the findings were found to be significant at α = 0.05, including the three initial hypotheses, listed in Table VI . The same tests applied to only expert participants and to only nonexperts also showed significant results.
The t-tests revealed that the onset characteristics of the sounds influenced OnsetAcceleration in the sound-tracings. Furthermore, the difference between average vertical velocity for falling and rising sounds was highly significant, with an average upward tendency for rising sounds, and a downward tendency for falling sounds. Finally, the mean acceleration was significantly higher for noise-based sounds than for pitched sounds. Additionally, not shown in the table, expert participants appeared to be more accurate at timing accentuated onsets for impulsive sounds, but after correcting for repeated measures, this was not shown to be significant. Future research with a more dedicated experiment on onset timing could shed more light on this.
In summary, the hypothesis testing approach provides measures of the statistical significance of the differences between motion features for various groups. The method requires some initial hypothesis in order to determine which features to test and which groups to compare. Hypotheses can be formulated from knowledge gained, for example, by qualitative analysis of feature plots from the recordings.
ANALYSIS III: CORRELATION ANALYSIS
The hypothesis tests here indicated statistically significant differences between some features for some of the sound-tracings. However, the tests are not applicable to analyse the sound-motion links at a lower timescale level. To analyze correspondence between time-varying features of sound and motion, we apply a correlation analysis. As explained in Section 2.2, and pointed out by Schubert [2002] , it is important to take into account the principle of autocorrelation when applying correlation to musical time series. The value of a sound feature at a certain point in time is likely to be close to the value of the same feature in the time period just before, and also the time period following it. For instance, a loud sound usually takes some time to decay. In the same way, we may assume that a participant's bodily response to a sound stimulus at a certain time will not only be based on the sound parameters at that particular time, but it will also be based on memory of how the sound has unfolded so far, and expectation of how the sound will continue to change.
We have followed Schubert's suggestion, and performed a Spearman's ρ correlation analysis on the data series in our data set. For each recording, each of the four time-varying motion features was correlated to each of the three sound features, resulting in 12 correlation coefficients.
Statistics for the 12 correlation coefficients for all of the 528 recordings, showed that most of the coefficients were distributed over the full range [−1 1], with median close to zero. that the exception was the high positive correlation coefficients between vertical position and pitch. For these coefficients, the median value was 0.87, while the medians of the other 11 coefficients were distributed between −0.02 and 0.38.
4
By analyzing the results from a single sound, we observed more clear tendencies in the correlations between sound and motion features. We display the analysis of sound-tracings related to Sound 1 as an example of detailed analysis. The other considerations provided in this section emerge from similar analysis of plots related to the other sounds. Plots related to Sound 1 are shown in Figure 4 . The left column of this figure shows boxplots of the correlation coefficients, and the right column shows the same for the absolute values of the correlation coefficients, meaning that negative correlations are not distinguished from positive correlations. Three particularly interesting findings are marked in this figure. Point (a) shows that overall, the correlation between pitch and vertical position was the strongest. In the sound features of Sound 1, there was a negative correlation between pitch and spectral centroid, which implies a negative correlation between vertical position and spectral centroid. The absolute values of the correlation coefficients for pitch were higher than for spectral centroid, indicating that pitch was the most salient of these sound features. Point (b) shows that even though the correlation coefficients for the hand distance feature seem to be spread across the entire scale, the absolute values indicate that the correlations between distance and pitch were close to the extreme values (−1 and 1) for 9 out of 10 nonexperts. This indicates that most nonexperts followed the pitch feature with the distance between hands, but that they did not agree on whether to move their hands toward each other or away from each other. Note also that the absolute values of the correlation coefficients between hand distance and pitch are more in unison than the coefficients for vertical position and pitch. Point (c) shows an example of what we observed in many of the sound-tracings: that the correlation coefficients from nonexperts were more spread out than those from experts.
We compared features from the sound-tracings based on opposite sound feature envelopes against each other. For instance, Sound 1 (rising pitch and falling spectral centroid) was compared to Sound 2 (falling pitch and rising spectral centroid). Again, we observed a positive correlation between vertical position and pitch. For six out of the seven sounds with rising or falling pitch, there was a strong positive correlation. For Sound 15, which was both pitched and impulsive, the absolute values of these correlation coefficients were high. This indicates that the vertical position did follow the pitch envelope, but that the direction varied. An inspection of the sound-tracings of all the impulsive sounds (15, 16, 17, and 18) , revealed that participants tended to put their hands down after making an initial impulsive gesture. Hence, the vertical position was correlated to the decreasing loudness envelope. The ambivalence in the correlation between vertical position and pitch of Sound 15 might be due to that some participants selected the impulsive quality of the sound as their main focus, and others picked up the rising pitch, and followed this with an upward hand motion.
As was stated for Sound 1 previously, we observed high correlation absolute values for the hand distance feature for several sound-tracings. However, the values were seemingly just as often positively correlated as negatively correlated to the various sound features. This suggests that participants often increased or decreased hand distance, but without considering a strategy for tracing a particular sound feature. We could speculate that this change in hand distance mimicked inputting energy to the sound, much like an accordion where the instrument makes sound regardless of the bellow being contracted or expanded.
For the sounds with a changing spectral centroid and no changing pitch, we observed a difference between rising and falling sounds. The sounds with a rising spectral centroid had a stronger positive correlation between vertical position and spectral centroid than the sounds with a falling spectral centroid. At the same time, the sounds with falling spectral centroid had higher absolute values for the correlation between hand distance and spectral centroid. In summary, the Spearman's ρ method is able to test the one-to-one relationship between a sound feature and a motion feature. However, due to the serial nature of the data, the coefficients are not applicable to significance testing, and the coefficients should not be understood as "literal" descriptions of the relationship between the features. Nevertheless, detailed examination of the analysis results for each sound does provide indications of that certain sound-motion correlations are more salient than others.
ANALYSIS IV: CANONICAL CORRELATION ANALYSIS
While the Spearman's ρ, discussed in the previous section, measured the relationship between two variables, canonical correlation analysis (CCA) is a technique for measuring the relationship between two sets of variables [Hotelling 1936 ]. This means that while the Spearman ρ considered one sound feature and one motion feature at a time, CCA analysis can be applied to analyze multivariate dependencies between sound and motion. CCA has previously been applied by Caramiaux et al. [2010] and Nymoen et al. [2011a] in experiments analyzing correspondences between sound features and motion features.
For each sound-tracing, the calculated time-varying features from the motion data (here called X), and the sound features (Y) were input to the CCA. In short, CCA then finds two vectors a and b which describe the linear combination of the motion features (a X) and the linear combination of sound features (b Y) that have the highest correlation with each other. The elements of a and b are called canonical weights, and a X and b Y are called the first canonical components. The next step is estimating another set of canonical weights a and b, optimizing the correlation between the second canonical components a X and b Y, given the constraint that they are uncorrelated with the first canonical components. This process is repeated until the smallest number of features in X or Y is reached. Figure 5 illustrates this process for one sound file with one corresponding motion recording, each represented with only two features for the sake of clarity.
Several ways of interpreting the results of a canonical correlation analysis exist. We follow the approach of Caramiaux et al. [2010] , and analyse the relationships between the sound and motion features by inspecting the canonical loadings, denoting the correlation between a feature and a corresponding canonical component. Figure 6 shows statistics for the canonical loadings of all the sound-tracings. As outlined in this figure, the motion loadings for the first canonical component (which is the strongest component) show generally higher values for hand distance and vertical position than for absolute velocity and absolute acceleration. However, due to the issues regarding hypothesis testing of correlation coefficients from serial data, we can not assess the significance of this. Furthermore, the boxplots in the figure overlap partially, and what is more, not all sounds had a perceivable pitch. Hence, it is not sufficient to evaluate the overall results for all sounds in our experiment. Accordingly, we will look at how the individual canonical loadings are distributed.
A subset consisting of only the strongest canonical components was selected, only considering the sound-tracings of pitched sounds. A threshold was set at the lower quartile of the correlation coefficient for the first canonical components (0.94), and the components with correlation coefficients above this threshold were included in the analysis (307 components in all). We performed a simple classification of the canonical components in the subset, one based on the sound loadings and another on the motion loadings. Decision boundaries for the correlation coefficients were set manually at 0.5, and a canonical component was classified as correlated or not correlated to each feature.
The results of the analysis of individual canonical components indicated that distance between hands and vertical position were the most pertinent motion features in our data set. In most instances, two or three sound features were correlated to the corresponding canonical component, possibly The process is handled by the canoncorr function in Matlab.
By plotting the canonical components on a timeline, we see that the 1st canonical components bear similarities to each other. In this case, the correlation between the 1st canonical components is 0.75, and between the 2nd canonical components correlation is 0.25. figure) , the correlation between each sound/motion feature and its corresponding canonical component is calculated, in order to determine the pertinence of each feature. because the sound features themselves were correlated to each other. We saw that for the canonical components that were only correlated to one sound feature, the sound feature was most often loudness. However, the reason might be that loudness was less often than pitch and spectral centroid correlated to other sound features. Furthermore, the pitch and spectral centroid envelopes were stable for some of the sounds. Hence, the only variance in these features would be due to noise, which again would lead to low correlation values. In summary, CCA is useful for looking at how a set of sound features is related to a set of motion features. However, the analysis results are more difficult to interpret than the results from the previously presented methods. The multidimensionality of the CCA results made it necessary to simplify the presentation of the results through a decision boundary classification. Arguably, this has reduced some nuances in the results.
DISCUSSION
After presenting the four different approaches for analyzing the recorded motion data, we will now evaluate our results and the analysis methods used. We will start by looking at the results themselves in Section 8.1, and then continue by evaluating the utility of the analysis techniques in Section 8.2.
Results
The overall results from the pattern recognition analysis serve as a good point of departure for our discussion. This analysis confirmed that there were certain similarities between the sound-tracings that different subjects performed to the same sound. At a first glance, the precision of the classifier might not have been very impressive, with an average classification accuracy of 22.5%. However, if we would compare this accuracy to a random selection (which would give an accuracy of 5.6%), it is evident that the classifier indeed must have identified some similarities between the motion recordings. Furthermore, we could clearly see certain clusters in the output of the classifier. Most of the sound-tracings were predicted by the classifier to be one of the sound classes that were similar to the correct sound. This suggests that the extracted motion features reflected salient aspects of how we relate motion to sound.
The most apparent correspondence we observed between a sound feature and motion feature was the positive correlation between vertical position and pitch. This was not surprising, as the same has been reported in previous sound-tracing experiments by ourselves and other researchers (e.g., Eitan and Granot [2006] , Huron et al. [2009] , and Nymoen et al. [2011a] . This relationship may be explained through learned metaphors where pitch is represented in a vertical dimension, such as the vertical ordering of notes in a musical score, or the typical cartoon scenario where the bad coyote falls of a cliff, accompanied by a descending glissando.
It should be noted that another typical metaphor for pitch is the size metaphor, where high pitch would be related to small size [Huron et al. 2009 ]. Hence, we could have expected a negative correlation between hand distance and pitch in our experiment. A high number of components in the CCA were correlated to both hand distance and pitch, and we also saw this relationship through high absolute values in the Spearman correlation. However, there was no agreement among the participants as to whether rising pitch should entail moving hands apart or together, and as such we cannot say that this is a strong relationship. Also, a t-test showed no significant difference between HandDivergenceMean for "falling" sounds and "rising" sounds.
The SVM classifier predicted several of the sounds with stable pitch but falling or rising spectral centroid (Sounds 7 and 8) to be one of the "steady" sounds, indicating that in addition to the soundtracings of "falling" and "rising" sounds, where vertical position is a pertinent feature, these soundtracings also had similarities with the sounds in the "steady" class. The same indication was previously found through an analysis of variance, where Sounds 7 and 8 caused significantly less vertical motion [Nymoen et al. 2012] .
The classifier was able to distinguish quite well between sound-tracings of impulsive and nonimpulsive sounds. Most of the sound-tracings to impulsive sounds had a high acceleration peak approximately synchronized with the sound onset. The significant difference in OnsetAcceleration between impulsive and non-impulsive sounds suggests that this feature was the most pertinent to distinguish between these groups.
Method
Having applied four different analysis techniques to the data set, we have observed conceptual differences between the methods, and also learned more about the strengths and weaknesses of each of them.
8.2.1
The Timescale Perspective. We start our discussion of the techniques by returning to the concept of timescales from Section 2.1.1. The Spearman ρ and CCA approaches both compare time-varying features, meaning that the analysis occurs at the micro timescale level. These methods can distinguish between different contours in the features. The t-tests and classifier methods cannot distinguish between such aspects unless global features reflecting all possible time-varying contours are extracted.
For correlation approaches, the participants' temporal accuracy in reproducing the contour of the sound feature may influence the correlation coefficient to a large extent. Such sensitivity to temporal accuracy may be desired if the goal is to evaluate how accurately a sound feature is followed, as done by Kussner [2012] ; but, if the goal is to identify relationships between sound and motion features, rapidly changing features must be reproduced with high temporal accuracy in order to be recognised at all. Admittedly, the features absolute velocity and absolute acceleration that were used in our analysis do change rapidly, and thus they might be more closely related to the sound features than what the CCA and Spearman ρ were able to identify. In principle, dynamic time warping (DTW) could be applied to compensate for this. However, since the timing of our study was quite controlled by using short sound objects and a countdown, we suspect that DTW would introduce more problems than it would solve. DTW would require preconceived assumptions of links between certain features, which again might undermine other, unknown sound-motion links.
The t-test and classifier methods are not necessarily as sensitive to rapid changes in the features. These methods both operate at the meso timescale. At this timescale, features can be designed to take possible temporal inaccuracies into account, such as the OnsetAcceleration feature, which was calculated as the mean acceleration in the time interval between 0.2 s before the sound onset and 0.5 s after the sound onset. Consequently, the feature captured any high acceleration peak in this time interval, regardless of whether or not the peak was perfectly synchronized with the sound onset.
If care is not taken to cover all of the relevant aspects in the feature extraction process, analysis at the meso timescale may fail to separate between different contours of the time-varying features. In other words, limiting the analysis to simple global features such as average values of time-varying features, could cause two completely different trajectories to appear equal. For instance, the mean vertical velocity of a fast downward motion followed by resting the hand in a fixed vertical position would be the same as if the motion was a slow downward trajectory ending up in the same vertical position. This could be compensated for by including features that take temporal aspects into account, for instance by looking at shorter time windows within the sound-tracing, or features based on nonlinear transformations of the original time-varying features. In the present article, OnsetAcceleration and VerticalEnergyUM are examples of such features.
Top Down and Bottom
Up. The analysis methods can also be evaluated in terms of being presumptive or naïve. The t-test method is a top-down approach in the sense that the researcher must make some assumption about the data set, and subsequently perform a quantitative test to see whether this assumption matches with the measurements. In contrast, the classifier, the Spearman correlation, and the CCA methods, are naïve approaches that do not require the same assumptions of the data set before the analysis is performed. These methods are bottom-up approaches, closer to data mining than to hypothesis testing. Thus, one might consider these methods as more "objective" than the t-test method; however, the process of extracting and selecting features is influenced by the researcher's assumptions about the data, and as such we cannot say that one is more objective than the other.
Level of Complexity.
Another aspect of the analysis methods is their ability to analyze composite relationships between sound and motion. The Spearman ρ and the t-tests consider one motion feature and one sound feature at a time. The CCA and SVM methods should be applied to more than a single feature at a time, and are meant to find clusters or multivariate correlations in a data set. The SVM does not consider the features of the sounds per se, but rather the individual sound objects as classes. As was shown in this article, the method can find clusters within a fairly large number of actions related to different sound objects. While the CCA results can be difficult to interpret if a large number of features are used, Caramiaux et al. [2010] have shown it to be useful for finding multivariate correlations for a smaller number of features.
Validity of the Results.
Results from statistical tests provide strong indications of the validity of hypotheses put forward by researchers, and should be included whenever applicable. However, in experiments with continuous response data, this is often not the case. As argued by Schubert [2002] , coefficients obtained from correlation of time-series should not be subjected to statistical tests. This does not entail that the assessments obtained from comparing correlation coefficients are invalid. Schubert's tests suggested that internal validity could be claimed for Pearson correlation coefficients above 0.75. Schubert does not provide an equivalent threshold for Spearman ρ, however, since Spearman ρ should be a better measure for correlation of musical time-series, it is reasonable to assume that the corresponding threshold is lower [Schubert 2002 ].
CONCLUSIONS AND FUTURE WORK
We have shown that different techniques for analyzing sound-tracings have different strengths and weaknesses. The choice of method depends on the aim of the research, but when sound-motion links at both meso and micro timescales are of interest, it may be appropriate to apply multiple analysis methods. Our analysis showed that people performed similar actions to sounds with rising tendencies, and also to sounds with falling tendencies, whether the rise or fall was in pitch or in spectral centroid. These similarities existed even when the sounds were easy to tell apart. As such, we can say that the sounds in our experiment were more detailed than the motion responses.
Although this article has shed light upon some of the possible strategies for quantitative analysis of sound-tracings, there is still a need for defining methods that can analyze correspondences between input data and response data that are time-varying and multidimensional, and that ideally also allows proper testing of the significance of the results. We find the challenge of analyzing multidimensional data in music and motion intriguing and hope that the challenge will inspire readers to contribute to future research in this area.
The experiment in the present article did not consider the spatial aspect of sound. Our lab has recently acquired a 32-channel speaker setup, and we plan to pursue research on links between sound spatialization and body motion in the future. In future work we will also apply the results of our soundtracing studies in choosing algorithms for actively controlling music in mobile music systems, and to define mappings in new musical interfaces.
Furthermore, we plan to continue our experiments on cross-modal analysis, specifically by having a different set of subjects match the sounds that were used in this experiment to the recorded motion data.
