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Kiva Systems was founded in 2003 to develop
robot technology that automates the fetching
of goods in order-fulfillment centers. It was
acquired by Amazon in 2012 and changed its
name to Amazon Robotics in 2014. Ama-
zon order-fulfillment centers have inventory
stations on the perimeter of the warehouse
and storage locations in its center, see Fig-
ure 1. Each storage location can store one
inventory pod. Each inventory pod holds one
or more kinds of goods. A large number of
warehouse robots operate autonomously in
the warehouse. Each warehouse robot is able
to pick up, carry and put down one inventory
pod at a time. The warehouse robots move
inventory pods from their storage locations
to the inventory stations where the needed
goods are removed from the inventory pods
(to be boxed and eventually shipped to cus-
tomers) and then back to the same or different
empty storage locations (Wurman, D’Andrea,
& Mountz, 2008).1
These order-fulfillment centers raise a num-
ber of interesting optimization problems, such
as which paths the robots should take and at
which storage locations inventory pods should
be stored. Path planning, for example, is tricky
since most warehouse space is used for stor-
age locations, resulting in narrow corridors
where robots that carry inventory pods cannot
pass each other. Warehouse robots operate
all day long but a simplified one-shot version
of the path-planning problem is the multi-agent
path-finding (MAPF) problem, which can be
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1See the following YouTube video:
https://www.youtube.com/watch?v=
6KRjuuEVEZs
described as follows: On math paper, some
cells are blocked. The blocked cells and the
current cells of n robots are known. A dif-
ferent unblocked cell is assigned to each of
the n robots as its goal cell. The problem is
to move the robots from their current cells to
their goal cells in discrete time steps and let
them wait there. The optimization objective is
to minimize the makespan, that is, the num-
ber of time steps until all robots are at their
goal cells. During each time step, each robot
can move from its current cell to its current
cell (that is, wait in its current cell) or to an
unblocked neighboring cell in one of the four
main compass directions. Robots are not al-
lowed to collide. Two robots collide if and only
if, during the same time step, they both move
to the same cell or both move to the current
cell of the other robot. Figure 2 shows an ex-
ample, where the red and blue robots have to
move to the red and blue goal cells, respec-
tively.
There are also versions of the multi-agent
path-finding problem with different optimiza-
tion objectives than makespan (such as the
sum of the time steps of each robot until it
is at its goal cell) or slightly different collision
or movement rules. For example, solving the
eight-puzzle (a toy with eight square tiles in a
three by three frame, see Figure 3) is a version
of the multi-agent path-finding problem where
the tiles are the robots.
Researchers in theoretical computer science,
artificial intelligence and robotics have stud-
ied multi-agent path finding under slightly dif-
ferent names. They have developed fast
(polynomial-time) algorithms that find solu-
tions for different classes of multi-agent path-
finding instances (for example, those with at
least two unblocked cells not occupied by
robots) although not necessarily with good
makespans. They have also characterized
the complexity of finding optimal (or bounded-
suboptimal) solutions and developed algo-
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Figure 1: Warehouse robot (left), inventory pods (center), and the layout of a small simulated warehouse
(right). The left and center photos are courtesy of Amazon Robotics.
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Figure 2: A multi-agent path-finding instance with two robots.
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Figure 3: The eight-puzzle.
rithms that find them. A bounded-suboptimal
solution is one whose makespan is at most a
given percentage larger than optimal.
Interestingly, it is slow (NP-hard) to find opti-
mal solutions (Yu & LaValle, 2013c; Ma, Tovey,
Sharon, Kumar, & Koenig, 2016), although
a slight modification of the multi-agent path-
finding problem can be solved in polynomial
time with flow algorithms, namely where n un-
blocked cells are given as goal cells but it is
up to the algorithm to assign a different goal
cell to each one of the n robots (Yu & LaValle,
2013a). Researchers have also studied ver-
sions of the multi-agent path-finding problem
where goal cells require robots with certain ca-
pabilities (Ma & Koenig, 2016) or robots can
exchange their payloads (Ma et al., 2016).
In principle, one can model the original multi-
agent path-finding problem as a shortest-path
problem on a graph whose vertices corre-
spond to tuples of cells, namely one for each
robot, as shown in Figure 4 (where the red
path shows the optimal solution), but the num-
ber of vertices can be exponential in the num-
ber of robots and the shortest path thus can-
not be found quickly. Instead, researchers
have suggested to plan a shortest path for
each robot independently (by ignoring the
other robots), which can be done fast. If all
robots can follow their paths without colliding,
then an optimal solution has been found. If
not, then ...
• there are multi-agent path-finding algo-
rithms that group all colliding robots to-
gether and find a solution for the group with
minimal makespan (by ignoring the other
robots), and then repeat the process. The
hope is to find a solution before all robots
have been grouped together into one big
group (Standley, 2010; Standley & Korf,
2011).
• there are other multi-agent path-finding al-
gorithms that pick a collision between two
robots (for example, robots A and B both
move to cell x at time step t) and then
consider recursively two cases, namely one
where robot A is not allowed to move to cell
x at time step t and one where robot B is not
allowed to move to cell x at time step t. The
hope is to find a solution before all possi-
ble constraints have been imposed (Sharon,
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Figure 4: Partial graph for the multi-agent path-finding instance from Figure 2.
Stern, Felner, & Sturtevant, 2015).
These state-of-the-art multi-agent path-finding
algorithms are currently not quite able to
find bounded-suboptimal solutions for 100
robots in small warehouses in real-time. The
tighter the space, the longer the runtime.
Researchers have also suggested a vari-
ety of other multi-agent path-finding tech-
niques (Silver, 2005; Sturtevant & Buro, 2006;
Ryan, 2008; Wang & Botea, 2008, 2011; Luna
& Bekris, 2011; Sharon, Stern, Goldenberg,
& Felner, 2013; de Wilde, ter Mors, & Wit-
teveen, 2013; Barer, Sharon, Stern, & Fel-
ner, 2014; Goldenberg et al., 2014; Wagner
& Choset, 2015; Boyarski et al., 2015; Ma &
Koenig, 2016; Cohen et al., 2016), including
some that transform the problem into a differ-
ent problem for which good solvers exist, such
as satisfiability (Surynek, 2015), integer linear
programming (Yu & LaValle, 2013b) and an-
swer set programming (Erdem, Kisa, Oztok,
& Schueller, 2013). Researchers have also
studied how to execute the resulting solutions
on actual robots (Cirillo, Pecora, Andreasson,
Uras, & Koenig, 2014; Hoenig et al., 2016).
Two workshops have recently been held on
the topic, namely the AAAI 2012 Workshop on
Multi-Agent Pathfinding2 and the IJCAI 2016
2See the following URL:
http://movingai.com/mapf
Workshop on Multi-Agent Path Finding3. Re-
cent dissertations include (Wang, 2012; Wag-
ner, 2015; Sharon, 2016).
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