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Abstract
We characterize those tempered distributions which are S′-convolvable with a given
class of singular convolution kernels. We study both, the Euclidean case and the product
domain case. In the Euclidean case, we consider a class of kernels that includes Riesz
kernels, Calderón–Zygmund singular convolution kernels, finite part distributions defined
by hypersingular convolution kernels, and Hörmander multipliers. In the product domain
case, we consider a class of singular kernels introduced by Fefferman and Stein as a
generalization of the n-dimensional Hilbert kernel.  2002 Elsevier Science (USA). All
rights reserved.
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1. Introduction
This article deals with the convolvability of specific tempered distributions.
Several definitions (see, for instance, [1–9]) have been introduced and studied in
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great detail to approach the problem of convolving two distributions. We restrict
our study to the so-called S′-convolution. The S′-convolution is a commutative
operation that extends to appropriate pairs of tempered distributions the convolu-
tion of distributions defined by Schwartz in [7], while preserving the Fourier ex-
change formula F(f ∗ g)=F(f )F(g), where F denotes the Fourier transform.
Schwartz [8] identified a class of tempered distributions that is S ′-convolvable
with the one-dimensional Hilbert kernelH = pv(1/x). Horváth [2] and Ortner [5]
considered n-dimensional hypersingular kernels defined by functions of the form
k(x/|x|)(1/|x|λ), where k is a bounded function on the unit sphere and λ ∈
C. They identified those tempered distributions that are S ′-convolvable with
hypersingular kernels. Their results apply, in particular, to the Riesz (vector)
kernelR, defined up to a constant factor as pv(x/|x|n+1). Convolvability withR
is understood as convolvability with each coordinate Rj = pv(xj /|x|n+1).
It was observed by Alvarez and Carton-Lebrun [10], in the context of the S′-
convolution, that to generalize the Hilbert kernel pv(1/x) to the n-dimensional
case, one can actually proceed in two directions, namely to consider the Euclidean
or the product domain case. In the Euclidean case, the natural extension is the
Riesz kernel R. In the product domain case, on the other hand, the natural
extension is the n-dimensional Hilbert kernel H, defined as the tensor product,
H1 ⊗ · · ·⊗Hn, of n copies of the one-dimensional Hilbert kernel. As a particular
case of the results in [2] and [5], Alvarez and Carton-Lebrun [10] identified the
largest space of tempered distributions that are S′-convolvable with R. They
also identified the largest space of tempered distributions that are S′-convolvable
with H. In the case of R, the relevant space is the weighted space wnD′
L1
[2,5].
In the case of H, the relevant space is the weighted space w1 . . .wnD′L1 , which is
strictly included in wnD′
L1
when n 2.
The purpose of our article is to extend these results to classes of singular
convolution kernels, both in the Euclidean case and in the product domain case.
In the Euclidean case the class of kernels that we introduce includes not only the
model case of the Riesz kernel, but it also includes Calderón–Zygmund singular
convolution kernels, finite part distributions defined by hypersingular convolution
kernels [2], and Hörmander multipliers [11]. We prove that wnD′
L1
is the largest
space of tempered distributions that are S′-convolvable with this class of singular
kernels. In the product domain case, we use a class of singular kernels introduced
by Fefferman and Stein in [12, p. 122], as a generalization of the n-dimensional
Hilbert kernel H. We show that w1 . . .wnD′L1 is the largest space of tempered
distributions that are S′-convolvable with this class of singular kernels.
The proofs of these results are based on two propositions, presented in Sec-
tion 3, that characterize the spaces wnD′
L1
and w1 . . .wnD′L1 using simple repre-
sentation formulas.
Both in the Euclidean case and the product domain case, our classes of
distributions are defined by functions satisfying pointwise conditions. We also
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prove extensions of our results to classes of distributions defined by functions
satisfying weaker conditions, namely integral conditions.
Our article is organized as follows: In Section 2 we include a brief account of
the S′-convolution, as well as several other definitions and auxiliary results. In
Section 3 we present characterizations of the spaces wnD′
L1
and w1 . . .wnD′L1 .
In Sections 4 and 5 we consider the Euclidean case and the product domain
case, respectively. In each case, we define the corresponding class of convolution
kernels, and we prove optimal inclusion results in appropriate weighted spaces
of distributions. We then characterize those tempered distributions that are
S ′-convolvable with each class of convolution kernels. The proofs of these
characterization results use ideas already present in the treatment of the model
cases [10]. Finally, in Section 6 we study the case of distributions defined by
functions satisfying integral conditions that extend those conditions stated in
Sections 4 and 5. The article ends with a list of references.
The notation used in this article is standard. The symbols C∞0 , S, C∞, Lp ,
L
p
loc, D
′
, S′, E′, etc. indicate the usual spaces of distributions or functions defined
on Rn, with complex values. With | · | we denote the Euclidean norm on Rn, while
‖ · ‖p will denote the norm in the space Lp . When we need to emphasize that we
are working on a particular setting, we will write D′(R), S(R2), ‖ · ‖Lp(K), etc.
Partial derivatives will be denoted as ∂α or ∂α/∂xα , where α is a multi-index
(α1, . . . , αn). We will use the abbreviations |α| = α1 + · · ·+ αn, xα = xα11 . . . xαnn .
Given a function g, we will indicate with ∨g the function x → g(−x). Given a
distribution f , we will indicate with fˇ the distribution ϕ → (f, ∨ϕ), where ϕ
is an appropriate test function. The Fourier transform and the inverse Fourier
transform will be indicated as F and F , respectively. We will use the definitions
F(ϕ)(ξ)= ∫
Rn
e−2πix·ξϕ(x) dx ,F(ϕ)(ξ)= ∫
Rn
e2πix·ξϕ(x) dx . The letter C will
denote a positive constant, probably different at different occurrences. When
necessary, we will append relevant parameters to the constant C, as in Cn, etc.
Other notation will be introduced at the appropriate time.
2. Preliminary definitions and results
Given functions ϕ,f,g ∈ C∞0 , we can express the action of the classical
convolution f ∗ g on the test function ϕ as
(f ∗ g,ϕ)=
∫ ∫
ϕ(x)f (x − y)g(y) dy dx. (1)
It is well known [7, p. 268] that the Fourier transform maps the classical
convolution product to the pointwise product. Namely,
F(f ∗ g)=F(f )F(g). (2)
The functional setting (1) has been extended in several ways to define the
operation of convolution on various distribution spaces, preserving (2). For
408 J. Alvarez, M. Guzmán-Partida / J. Math. Anal. Appl. 270 (2002) 405–434
instance, we refer the reader to Dierolf and Voigt [1], Hirata [4], Horváth [3],
Ortner and Wagner [6], Schwartz [7,8], Shiraishi [9], for very interesting accounts
and important results on the equivalence of various definitions.
We will restrict our attention to the so-called S′-convolution. To motivate the
definition, let us perform in (1) the change of variable y→ z= x − y. We obtain
the integral

ϕ(x)f (z)g(x − z) dz dx , which can be denoted as the pairing(
f
( ∨
g ∗ϕ),1), (3)
where f (∨g ∗ϕ) should be understood as the product of f and (∨g ∗ϕ).
Remark 1. The pairing (3) can be interpreted as a duality result between L1
and L∞.
In order to extend the duality given by (3) to other spaces, we need to recall
some definitions.
Definition 2 [7, p. 199]. Let
B = {ϕ :Rn →C: ϕ ∈C∞, ∂αϕ is bounded for each multi-index α}.
In B we consider the topology of the uniform convergence on Rn of each
derivative.
Definition 3 [7, p. 199]. Let
B˙ = {ϕ ∈ C∞: ∂αϕ→ 0 as |x|→∞, for each multi-index α}.
The space B˙ is a closed subspace of B, and the space C∞0 is dense in B˙.
Definition 4 [7, p. 199]. We denote as D′
L1
the dual of B˙.
The space D′
L1
is a subspace of D′, the space of distributions. It can be
proved [7, p. 201], that given f ∈D′
L1
, we have
f =
∑
∂αfα, (4)
where the functions fα belong to L1 and the sum is finite.
As a consequence of (4), we have the inclusions E′ ⊂ D′
L1
⊂ S′. Moreover,
the Fourier transform of a distribution in D′
L1
must be a continuous function.
Lemma 5. The pointwise multiplication is well defined and continuous from
B ×B into B and from B˙ ×B into B˙ .
Corollary 6. The space D′
L1
is closed under multiplication by functions in B .
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The proofs of these results are very simple and will be omitted.
According to [7, p. 203], we consider in B the following notion of con-
vergence:
A sequence {ϕj } converges to ϕ if, for each multi-indexα, supj ‖∂αϕj‖∞ <∞
and the sequence {∂αϕj } converges to ∂αϕ uniformly on compact sets.
We will denote as Bc the space B endowed with this notion of convergence. It
can be proved that C∞0 is dense in Bc. Moreover, given a distribution f in D′L1,
f is well defined on C∞0 and it is continuous with respect to the topology of Bc.
Thus, f can be uniquely extended to a linear and continuous functional on Bc . In
this sense we can say that D′
L1
and Bc are in duality. In fact, it can be proved that
D′
L1
is the dual of Bc [7, p. 203].
We are now ready to extend the pairing given by (3).
Definition 7 [9]. Let f,g ∈ S′. We say that f and g are S′-convolvable if
f (
∨
g ∗ϕ) ∈D′
L1
for every ϕ ∈ S.
In the above definition, the expression ∨g ∗ϕ is the regularization (∨g(y),ϕ(x −
y))S ′,S as defined in [7, p. 153].
Shiraishi proved in [9] that given two tempered distributions that are S′-con-
volvable, the map
S→C, ϕ→ (f (∨g ∗ϕ),1)
D′
L1
,Bc
(5)
defines a tempered distribution. Furthermore, f and g are S′-convolvable if and
only if g and f are S′-convolvable. Moreover, we have the commutative property
expected of a bona-fide convolution operation. Namely,(
f
(∨
g ∗ϕ),1)
D′
L1
,Bc
= (g( ∨f ∗ϕ),1)
D′
L1
,Bc
for every ϕ ∈ S. Finally, it can be proved that (5) coincides with the notion of
convolution introduced by Schwartz in [7], in any of the cases in which the latter
is defined. For this reason, we will still denote with f ∗ g the operation defined
by (5).
According to (4), if f and g are S′-convolvable, we have(
f
(∨
g ∗ϕ),1)
D′
L1
,Bc
= (f0,1)L1,L∞ .
Thus, we have come back to our Remark 1.
Schwartz studied in [8] the S′-convolution with the one-dimensional Hilbert
kernel H = pv(1/x). To this purpose he introduced a weighted version of the
space D′
L1
(R). Namely,
Definition 8 [8]. Let w(x)= (1+ x2)1/2 for x ∈R. Then
wD′
L1(R)=
{
f ∈D′(R): w−1f ∈D′
L1(R)
} (6)
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with the topology induced by the map
wD′
L1(R)→D′L1(R), f →w−1f.
Schwartz observed in [8] that wD′
L1
(R) coincides with the space D′
L1
(R) +
xD′
L1
(R). In that paper, he proved that pv(1/x) is S′-convolvable with the
distributions in wD′
L1
(R). He also stated that given a distribution f ∈ S′, the
condition f ∈ wD′
L1
(R) should be viewed as the most general condition under
which f and pv(1/x) are S′-convolvable.
Alvarez and Carton-Lebrun extended this result in [10] to the n-dimensional
case in two ways, by considering the Riesz kernel and the n-dimensional Hilbert
kernel.
The Riesz kernel R is defined, up to a constant factor, as pv(y/|y|n+1). The
n-dimensional Hilbert kernel,H, is defined as the tensor product, H1 ⊗ · · · ⊗Hn,
of n copies of the one-dimensional Hilbert kernel.
We can say that R is an Euclidean space extension of H , while H is a product
domain extension of H . The two distributions exhibit different homogeneity
properties, and as convolution kernels they give rise to operators with different
pseudo-local properties. Their differences are reflected on the weighted spaces
that are S′-convolvable with them.
Definition 9 [3,6]. Let w(x)= (1+ |x|2)1/2 for x ∈Rn. Then
wnD′
L1 =
{
f ∈D′: w−nf ∈D′
L1
} (7)
with the topology induced by the map
wnD′
L1 →D′L1, f →w−nf.
It is clear from Definition 9 that the space wnD′
L1
consists of tempered dis-
tributions.
Modifying Definition 9 in the obvious way, we obtain the space wλD′
L1
considered in [3] and [6].
The space wnD′
L1
plays for the family of Riesz transforms {Rj } a role similar
to the role that the space (1+x2)1/2D′
L1
(R) plays for the one-dimensional Hilbert
kernel. Indeed, the following result holds:
Theorem 10 [2,5,10]. Let f ∈ S′. Then, the following statements are equivalent:
(a) f ∈wnD′
L1
.
(b) f is S ′ -convolvable with pv(yj /|y|n+1) for every j = 1, . . . , n.
Modifying Definition 9 in the obvious way, we obtain the space wλD′
L1
con-
sidered in [3] and [6]. We have the inclusion wλ1D′
L1
⊆ wλ2D′
L1
when λ1  λ2.
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In fact, if f ∈ wλ1D′
L1
, then w−λ2f = w−λ2wλ1w−λ1f . The function w−λ2wλ1
belongs to the space B when λ1  λ2. Thus, w−λ2f ∈D′L1 .
We consider now the following product domain version of (7).
Definition 11 [10]. Let wj = (1+ x2j )1/2, j = 1, . . . , n. Then
w1 . . .wnD
′
L1 =
{
f ∈D′: w−11 . . .w−1n f ∈D′L1
} (8)
with the topology induced by the map
w1 . . .wnD
′
L1 →D′L1 , f →w−11 . . .w−1n f.
It is clear from Definition 11 that w1 . . .wnD′L1 consists of tempered distribu-
tions. Moreover, the space w1 . . .wnD′L1 is strictly contained in w
nD′
L1
[10].
The space w1 . . .wnD′L1 is the largest space of tempered distributions for
which the S′-convolution with pv(1/x1)⊗ · · · ⊗ pv(1/xn), exists. In fact,
Theorem 12 [10]. Let f ∈ S′. Then, the following statements are equivalent:
(a) f ∈w1 . . .wnD′L1 .
(b) f is S′-convolvable with pv(1/x1)⊗ · · · ⊗ pv(1/xn).
Modifying Definition 11 in the obvious way, we obtain the space wλ11 . . .w
λn
n ×
D′
L1
. We have the inclusion wλ11 . . .w
λn
n D
′
L1
⊆wµ11 . . .wµnn D′L1 when λj  µj for
every j .
We will use the notions of principal value [7, p. 42] and finite part [7, p. 38] to
introduce our classes of singular convolution kernels in Sections 3 and 4. So, we
include the definitions here, adapted to our situation.
Definition 13. Given a function k ∈L1loc(Rn\0) and given a function ϕ ∈ C∞0 ; the
principal value of the integral
∫
k(y)ϕ(y) dy is defined as
pv
∫
k(y)ϕ(y) dy = lim
ε→0
∫
|y|>ε
k(y)ϕ(y) dy (9)
when this limit exists.
Definition 14. Given a function k ∈L1loc(Rn\0) and given a function ϕ ∈ C∞0 ; the
finite part of the integral
∫
k(y)ϕ(y) dy is defined as
fp
∫
k(y)ϕ(y) dy= pv
∫
|y|<1
k(y)
(
ϕ(y)− ϕ(0))dy
+
∫
|y|>1
k(y)ϕ(y) dy. (10)
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Remark 15. The function k could have a more singular behavior at zero, provided
that we subtract from the function ϕ a Taylor polynomial of higher degree [7,
p. 38]. If the function k satisfies the cancellation condition∫
α<|y|<β
k(y) dy = 0 (11)
for every 0 < α < β <∞, then fp ∫ k(y)ϕ(y) dy becomes pv ∫ k(y)ϕ(y) dy . If
the principal value exists, then the finite part also exists. In fact, we can write
∫
ε<|y|<1
k(y)
(
ϕ(y)− ϕ(0))dy
=
∫
ε<|y|<1
k(y)
(
ϕ(y)− ϕ(0)ψ(y))dy, (12)
where ψ ∈ C∞0 and ψ(y) = 1 for |y|  1. We will show in Section 4 that the
converse is not always true. When the finite part exists, the existence of the
principal value is equivalent to the existence of the limit
lim
ε→0
∫
ε<|y|<1
k(y) dy. (13)
Thus, when the principal value and the finite part both exist, they will differ
on (pv
∫
k(y) dy)ϕ(0). If (9) defines a distribution, it will be indicated p.v. k.
Likewise, if (10) defines a distribution, it will be indicated f.p. k. In the dis-
tributional sense, when f.p. k and p.v. k both exist, they differ on a multiple of
the Dirac measure supported at zero.
3. The characterization of the spaces wnD′
L1
and w1 . . .wnD′L1
The following result provides a simple representation formula for the distribu-
tions in wnD′
L1
.
Proposition 16. Let λ be a C∞ function such that λ(x) > 0 for every x ∈
Rn, λ(x) = |x| for |x|  1. Then, given f ∈ D′, the following statements are
equivalent:
(a) f ∈wnD′
L1
.
(b) f = f0 + λnf1, where f0, f1 ∈D′L1 .
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Proof. Let us first assume that (a) holds. Consider a cut-off function θ ∈ C∞0 ,
such that θ(x)= 1 for |x|< 1 and it vanishes for |x|> 2. Given f ∈wnD′
L1
, we
can write
f = θf + (1− θ)f = θf + λn 1− θ
λn
f. (14)
Since θwn and (1 − θ)wn/λn both belong to B , we conclude that θf and
(1− θ)f/λn belong to D′
L1
. Thus we have obtained the desired representation.
Let us now assume (b). Since D′
L1
⊂ wnD′
L1
and wn/λn ∈ B , we conclude
that f0 and λnf1 belong to wnD′L1 . Thus, f ∈wnD′L1 .
This completes the proof of Proposition 16. ✷
The following result gives a simple representation formula for the distributions
in w1 . . .wnD′L1 .
Proposition 17. Given f ∈D′, the following statements are equivalent:
(a) f ∈ w1 . . .wnD′L1 .
(b) f = f0 +∑xj1 . . . xjkfj1,...,jk , where f0, fj1,...,jk ∈D′L1 .
Proof. As we pointed out in Corollary 6, the space D′
L1
is closed under
multiplication by functions in B . Thus, if we assume (b), we can conclude
that w−11 . . .w−1n f = w−11 . . .w−1n f0 +
∑
xj1 . . . xjkw
−1
1 . . .w
−1
n fj1,...,jk belongs
to D′
L1
.
Let us now assume (a). Let θ ∈ C∞0 (R) be a cut-off function such that 0 
θ  1, θ(t) = 1 for |t| < 1 and it vanishes for |t| > 2. Given x = (x1, . . . , xn) ∈
Rn, let θj = θ(xj ), j = 1, . . . , n. We can write
1= (θ1 + (1− θ1)) . . . (θn + (1− θn))
= θ1 . . . θn +
∑
(1− θi1) . . . (1− θik )θj1 . . . θjn−k ,
where it is understood that the sum in the second term contains all the possible
products without repetition.
So, given f ∈ w1 . . .wnD′L1 , we have
f =w1 . . .wnθ1 . . . θnw−11 . . .w−1n f +
∑
xj1 . . . xjk
(1− θi1)
xj1
· · · (1− θik )
xjk
×w1 . . .wnθj1 . . . θjn−kw−11 . . .w−1n f.
Using again Corollary 6, it suffices to observe that the functions
w1 . . .wnθ1 . . . θn,
(1− θi1)
xj1
· · · (1− θik )
xjk
w1 . . .wnθj1 . . . θjn−k
belong to B . Thus, (b) holds.
This completes the proof of Proposition 17. ✷
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Remark 18. Schwartz observed in [8] that wD′
L1
(R) coincides with the space
D′
L1
(R) + xD′
L1
(R). Proposition 16 can be considered as an extension of this
result to the Euclidean n-dimensional case. On the other hand, Proposition 17
is exactly the n-dimensional product domain version of Schwartz’s observation.
The characterizations provide by Propositions 16 and 17 can be easily modified to
provide characterizations of the spaces wλD′
L1
and wλ11 . . .w
λn
n D
′
L1
, respectively.
4. The Euclidean case
We will use the following result to define our class of singular convolution
kernels.
Lemma 19. Consider a function k ∈ L1loc(Rn\0) satisfying the size condition
|y|k(y) ∈L1({|y| 1}). (15)
Then, we can define the distribution f.p. k.
Proof. According to Definition 14 we need to show that for each ϕ ∈ C∞0 the
integral
∫
|y|>1 k(y)ϕ(y) dy exists and the integral
∫
|y|1 k(y)(ϕ(y)− ϕ(0)) dy is
defined in the principal value sense. In fact, given ϕ ∈ C∞0 with supp(ϕ)⊂ {|y|
M} for some M > 1, and given 0< ε < ε′ < 1, we can write∣∣∣∣∣
∫
M>|y|>1
k(y)ϕ(y) dy
∣∣∣∣∣ ‖ϕ‖∞
∫
M>|y|>1
|k(y)|dy (16)
and ∣∣∣∣∣
∫
ε<|y|<ε′
k(y)
(
ϕ(y)− ϕ(0))dy
∣∣∣∣∣
 C max
1in
∥∥∥∥ ∂ϕ∂xi
∥∥∥∥∞
∫
ε<|y|<ε′
|y||k(y)|dy. (17)
The estimates (16) and (17) show that we can define
(f.p. k, ϕ)= pv
∫
|y|1
k(y)
(
ϕ(y)− ϕ(0))dy + ∫
|y|>1
k(y)ϕ(y) dy (18)
as a distribution of order  1.
This completes the proof of Lemma 19. ✷
We remark again that the function k could have a more singular behavior at
zero, provided that we subtract from the test function ϕ a Taylor polynomial of
higher degree.
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Definition 20. We will denote as K the class of distributions f.p. k, where the
function k ∈L1loc(Rn\0) satisfies the size condition
|k(y)| C|y|n (19)
for y = 0.
Remark 21. Since (19) implies (15), we can see from Lemma 19 that f.p. k indeed
exists. Moreover, using (19) we can conclude that f.p. k is a tempered distribution.
Examples.
(1) The class K includes the principal value distributions defined by Calderón–
Zygmund classical singular convolution kernels [17]. More specifically, these
kernels are functions k ∈ L1loc(Rn\0) that satisfy the cancellation condition∫
α<|y|<β
k(y) dy = 0 (20)
for every 0 < α < β < ∞ and the size condition (19). In particular, K
includes the Riesz kernels defined by the n functions
Γ
(
n+1
2
)
π(n+1)/2
yj
|y|n+1 , j = 1, . . . , n.
(2) The class K also includes the finite part distribution defined by the hyper-
singular convolution kernel
Kλ = k
(
y
|y|
)
|y|λ
when Re(λ)=−n. Here, k denotes an integrable function on the unit sphere
of Rn [2]. Other values of λ could be allowed, provided that we interpret the
finite part in the way stated after the proof of Lemma 19. For a complete study
of these kernels, we refer to Horváth [2].
(3) We consider now multipliers a(ξ) in the Hörmander class Smρ,0 [11, p. 139],
for some m ∈ R, 0 < ρ  1. That is to say, the function a(ξ) belongs to C∞
and for some m ∈R, 0 < ρ  1, it satisfies the estimate∣∣∂αa(ξ)∣∣ Cα(1+ |ξ |)m−ρ|α| (21)
for each multi-indexα. Since a ∈OM [7, p. 243], the convolution kernelF [a]
is a distribution in O ′C [7, p. 268]. Due to the estimate (21), one can say quite
a bit more about this distribution. In fact, F [a] ∈C∞(Rn\0) and
yα∂βF [a](y)= 0(1) as |y|→∞ (22)
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(cf. [11, p. 140]). Furthermore, F [a] satisfies a precise estimate near zero.
Indeed, as a particular case of the estimates proved in [13, p. 3], we have the
estimates∣∣∂αF[a](y)∣∣ Cα|y|(m+n+|α|)/ρ , y = 0, m+ n+ |α|> 0, (23)∣∣∂αF[a](y)∣∣ Cα∣∣log |y|∣∣, y = 0, m+ n+ |α| = 0. (24)
The estimate (22) implies that F[a] always satisfies (19) for |y| large. If
we denote as k the function with which F [a] coincides away from zero,
then k will satisfy (19) near zero when m  −n(1 − ρ). We observe that
when m<−n, the distribution F[a] is, at least, a continuous function in Rn
[11, p. 140]. Thus, F [a] satisfies (19). If m = −n(1 − ρ), we have the so-
called weakly–strongly singular multipliers. In this case the function k will
satisfy the estimate
∣∣∂αk(y)∣∣ Cα|y|n+|α|/ρ , y = 0.
A model case for this situation is the one-dimensional convolution kernel
ei/y/y [14, pp. 278, 339].
Remark 22. For the convolution kernel ei/y/y , the distribution p.v. ei/y/y exists.
Indeed, given ϕ ∈C∞0 , 0 < ε < 1, we have
∫
ε<|y|1
ei/y
y
ϕ(y) dy =
∫
ε<|y|1
ei/y
y
(
ϕ(y)− ϕ(0))dy + 2iϕ(0)
1/ε∫
1
sinu
u
du.
Remark 22 does not hold in general. For instance, given the multiplier a(ξ) =
|ξ |iγ (1 − ψ(ξ)), where ψ ∈ C∞0 , ψ = 1 near zero, and γ is any non-zero real
number, we can write
|ξ |iγ = |ξ |iγ ψ(ξ)+ a(ξ). (25)
Using homogeneity, one can prove [15, p. 117] that
F[|ξ |iγ ](y)= 2iγ π−(n/2) Γ
( n+iγ
2
)
Γ
(− iγ2 ) |y|
−n−iγ .
It was observed in [16, p. 80], that given ϕ ∈ C∞0 , ϕ(0) = 0, the limit
lim
ε→0
∫
ε<|y|1
|y|−n−iγ ϕ(y) dy
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does not exist. This means that the distribution p.v. |y|−n−iγ does not exist.
According to (25), we conclude that the action of F [a] cannot be defined as a
principal value. On the other hand, there exists
lim
ε→0
∫
ε<|y|1
|y|−n−iγ (ϕ(y)− ϕ(0))dy.
So, we can consider the distribution f.p. |y|−n−iγ which will differ from F [a]
in a distribution supported at zero, that is [7, p. 100], a linear combination of
derivatives ∂αδ, where δ indicates here the Dirac measure supported at zero.
As was mentioned in Remark 21, the class K is contained in S′. Furthermore,
we can prove the following result:
Proposition 23. The class K is included in wλD′
L1
for each λ > 0, but it is not
included in wλD′
L1
when λ 0.
Proof. To prove the first statement, it suffices to show that the map
ϕ→ ((1+ |y|2)−λ/2 f.p. k,ϕ)
is continuous on C∞0 with the topology of B˙ . In fact, given 0 < ε  1, we have∣∣∣∣∣
∫
ε<|y|1
k(y)
((
1+ |y|2)−λ/2ϕ(y)− ϕ(0))dy
+
∫
|y|>1
k(y)
(
1+ |y|2)−λ/2ϕ(y) dy
∣∣∣∣∣
C max
0|α|1
‖∂αϕ‖∞
∫
|y|1
|y||k(y)|dy
+ ‖ϕ‖∞
∫
|y|>1
|y|−λ|k(y)|dy. (26)
To prove the second statement, we fix λ  0 and we consider a function
k ∈ C∞, so that k > 0 everywhere and
k(y)=
{ |y|−n, |y| 2,
1, |y| 1.
The distribution f.p. k belongs to K. Since wλD′
L1
⊆ D′
L1
, to prove that
f.p. k /∈wλD′
L1
, it suffices to show that the map
ϕ→ (f.p. k,ϕ) (27)
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is not continuous on C∞0 with the topology induced by Bc . Let us fix a function
θ ∈C∞0 so that 0 θ  1, θ(y)= 1 for |y| 1, θ(y)= 0 for |y| 2.
Let us also consider the function θj (y)= θ(y/j). We claim that the sequence
{θj }j converges to 1 in Bc . That is to say, for each multi-index α, the sequence
{∂αθj }j is bounded in L∞ and {θj }j converges to 1 in the topology of C∞ as
j →∞. In fact, for each multi-index α we have∥∥∂αθj∥∥∞ = 1j |α| ‖∂αθ‖∞
which shows that {∂αθj } is a bounded sequence in L∞. Moreover, if we fix any
compact set K ⊂Rn, we will have θj (y)= 1 for y ∈K , j  j (K). Thus,
‖θj − 1‖L∞(K) = 0 for j  j (K).
Finally, for a fixed α = 0, we can write as before∥∥∂α(θj − 1)∥∥L∞(K)  1j |α| ‖∂αθ‖∞.
So, θj → 1 in Bc as j →∞. If the map given by (27) were continuous, the
numerical sequence (f.p. k, θj ) would converge as j →∞. We now show that
this is not the case:
(f.p. k, θj )=
∫
|y|1
k(y)
(
θj (y)− 1
)
dy +
∫
|y|>1
k(y)θj (y) dy. (28)
The first term in (28) is a bounded sequence. However, for j > 2, we have the
estimate∫
|y|>1
k(y)θj (y) dy 
∫
2|y|<j
|y|−n dy.
The last integral goes to infinity as j →∞, which shows that the map given
by (27) cannot be continuous. This completes the proof of Proposition 23. ✷
We are now ready to state and prove the main result in this section.
Theorem 24. Let f ∈ S′. Then, the following statements are equivalent:
(a) f ∈wnD′
L1
.
(b) f is S′-convolvable with the class K.
Proof. We will first prove that (a)⇒ (b).
Let f ∈wnD′
L1
and let f.p. k ∈K. Given ϕ ∈ S, we can write
f (f.p. kˇ ∗ ϕ)= f
wn
wn(f.p. kˇ ∗ ϕ).
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According to Corollary 6, it remains to show that wn(f.p. kˇ ∗ ϕ) ∈B .
Given 0 < ε < 1 fixed, it suffices to estimate each of the terms in∫
1>|y|>ε
wn(x)kˇ(y)
(
ϕ(x − y)− ϕ(x))dy
+
∫
|y|>1
wn(x)kˇ(y)ϕ(x − y) dy. (29)
To estimate the first term in (29) we observe that w(x) Cw(x − sy) for |y| 1,
0 < s < 1. Thus, we obtain∣∣∣∣∣
∫
1>|y|>ε
wn(x)kˇ(y)
(
ϕ(x − y)− ϕ(x))dy
∣∣∣∣∣
C
∫
|y|<1
1∫
0
wn(x − sy)
|y|n−1
n∑
i=1
∣∣∣∣ ∂ϕ∂xi (x − sy)
∣∣∣∣ds dy.
To estimate the second term in (29) we observe that w(x)  Cw(x − y)|y| for
|y|> 1. Thus, we obtain∣∣∣∣∣
∫
|y|>1
wn(x)kˇ(y)ϕ(x − y) dy
∣∣∣∣∣ C
∫
Rn
wn(y)|ϕ(y)|dy.
To complete the proof we only need to observe that
∂α
[
wn(f.p. kˇ ∗ ϕ)]=wn(f.p. kˇ ∗ ∂αϕ)+ ∑
0<βα
Wβw
n
(
f.p. kˇ ∗ (∂α−βϕ)),
where the functions Wβ belong to B .
This completes the proof of (a)⇒ (b).
Conversely, given f ∈ S′, let us assume that (b) holds. Thus, in particular,
−f (Rj (ϕ)) ∈D′L1 for j = 1, . . . , n and for every ϕ ∈ S.
To show that f ∈wnD′
L1
it suffices to prove that f can be written as indicated
in Proposition 16.
We first observe that given ϕ ∈ S, j = 1, . . . , n, we have
xjRj (ϕ)(x)=
(
y2j
|y|n+1 ∗ ϕ
)
(x)+Rj (yjϕ)(x).
As a consequence, we obtain
n∑
j=1
xjRj (ϕ)(x)=
(
1
|y|n−1 ∗ ϕ
)
(x)+
n∑
j=1
Rj (yjϕ)(x). (30)
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Thus, in view of the hypothesis, we conclude that
n∑
j=1
Rj(yjϕ)f ∈D′L1 (31)
for every ϕ ∈ S.
Moreover, since xj/w ∈ B for each j = 1, . . . , n, we have
n∑
j=1
xjRj (ϕ)f ∈wD′L1 (32)
for every ϕ ∈ S.
From (30), (31), and (32), it then follows that(
1
|y|n−1 ∗ ϕ
)
f ∈wD′
L1 (33)
for every ϕ ∈ S. We are now ready to obtain the appropriate representation for f .
With the notation used in the proof of Proposition 16, let
f = θf + (1− θ)f. (34)
The first term in (34) is a distribution of compact support and thus it belongs to
D′
L1
. To take care of the second term, we claim that there exists a function ϕ ∈ C∞0
such that
|x|n−1
∣∣∣∣ 1|y|n−1 ∗ ϕ
∣∣∣∣(x)C > 0 (35)
for |x|  1. In fact, to prove (35), let us consider a function ϕ ∈ C∞0 such that
ϕ(x) > 0 for |x|< 1/2, it is zero for |x| 1/2, and ∫ ϕ dx = 1.
Then we have∣∣∣∣∣
∫
|y|<1/2
ϕ(y)
|x − y|n−1 dy
∣∣∣∣∣ C|x|n−1
for |x| 1.
Thus, we have proved (35). For brevity, let us denote R(ϕ) = (1/|y|n−1) ∗ ϕ.
According to (35), we can write (34) in the following way:
f = θf + λn (1− θ)|x|n−1R(ϕ)
w
|x|w
−1R(ϕ)f.
This is a representation of the distribution f as given in Proposition 16. Indeed,
(33) asserts that w−1R(ϕ)f ∈ D′
L1
. Moreover, it is not difficult to see that the
function
(1− θ)
|x|n−1R(ϕ)
w
|x|
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belongs to B .
This completes the proof of Theorem 24. ✷
The proof of Theorem 24 shows that S′-convolvability with the class K is
equivalent to S′-convolvability with the family of Riesz kernels {Rj }.
5. The product domain case
For clarity, we will only consider the case n = 2, which already includes all
the relevant features. The general case follows an identical scheme, only with a
greater computational involvement.
Definition 25 [12, p. 122]. We consider the class of singular kernels
k ∈L1loc
(
R
2 \ {x1 = 0 or x2 = 0}
)
with the following cancellation and size properties:∫
a<|x1|<b
k(x1, x2) dx1 = 0, ∀0 < a < b, x2 ∈R, (36)
∫
a<|x2|<b
k(x1, x2) dx2 = 0, ∀0 < a < b, x1 ∈R. (37)
There exists a constant C > 0 such that
|k(x1, x2)| C|x1||x2| for x1, x2 = 0. (38)
Lemma 26. Given a function k(x1, x2) as in Definition 25, the distribution
p.v. k(x1, x2) can be defined as an element of S′.
Proof. Let ϕ ∈ S and let 0 < ε1, ε2 < 1. Then we can write∫
|x1|>ε1
∫
|x2|>ε2
k(x1, x2)ϕ(x1, x2) dx2 dx1 = I1 + I2 + I3 + I4, (39)
where
I1 =
∫
ε1<|x1|<1
∫
ε2<|x2|<1
, I2 =
∫
ε1<|x1|<1
∫
1<|x2|
,
I3 =
∫
1<|x1|
∫
ε2<|x2|<1
, I4 =
∫
1<|x1|
∫
1<|x2|
. (40)
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The first integral can be written as
I1 =
∫
ε1<|x1|<1
∫
ε2<|x2|<1
k(x1, x2)
[
ϕ(x1, x2)− ϕ(x1,0)
]
dx2 dx1
=
∫
ε1<|x1|<1
∫
ε2<|x2|<1
k(x1, x2)x2
∂ϕ
∂x2
(x1, tx2) dx2 dx1
=
∫
ε2<|x2|<1
∫
ε1<|x1|<1
x2k(x1, x2)
[
∂ϕ
∂x2
(x1, tx2)− ∂ϕ
∂x2
(0, tx2)
]
dx1 dx2
=
∫
ε2<|x2|<1
∫
ε1<|x1|<1
x1x2k(x1, x2)
∂2ϕ
∂x2∂x1
(sx1, tx2) dx1 dx2 (41)
for some t, s ∈ (0,1). Thus, we obtain the estimate
|I1| C
∥∥∥∥ ∂2ϕ∂x2∂x1
∥∥∥∥∞. (42)
On the other hand, we can estimate I4 as
|I4|C
∫
1<|x2|
∫
1<|x1|
|ϕ(x1, x2)|
|x1x2| dx1 dx2
C‖x1x2ϕ‖∞
∫
1<|x2|
∫
1<|x1|
dx1 dx2
x21x
2
2
C‖x1x2ϕ‖∞. (43)
Since the integrals I2 and I3 are similar, we will consider I2:
I2 =
∫
1<|x2|
∫
ε1<|x1|<1
k(x1, x2)ϕ(x1, x2) dx1 dx2
=
∫
1<|x2|
∫
ε1<|x1|<1
k(x1, x2)
[
ϕ(x1, x2)− ϕ(0, x2)
]
dx1 dx2
=
∫
1<|x2|
∫
ε1<|x1|<1
x1k(x1, x2)
∂ϕ
∂x1
(sx1, x2) dx1 dx2,
where s ∈ (0,1). So, we obtain the following estimate:
|I2|C
∫
1<|x2|
∫
|x1|<1
1
|x2|
∣∣∣∣ ∂ϕ∂x1 (sx1, x2)
∣∣∣∣dx1 dx2
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C
∥∥∥∥x2 ∂ϕ∂x1
∥∥∥∥∞
∫
1<|x2|
∫
|x1|<1
dx1 dx2
x22
C
∥∥∥∥x2 ∂ϕ∂x1
∥∥∥∥∞. (44)
Finally, we have showed that (39) can be estimated by
C
(∥∥∥∥ ∂2ϕ∂x2∂x1
∥∥∥∥∞ +
∥∥∥∥x2 ∂ϕ∂x1
∥∥∥∥∞ +
∥∥∥∥x1 ∂ϕ∂x2
∥∥∥∥∞ + ‖x1x2ϕ‖∞
)
, (45)
where C does not depend on ε1, ε2.
We will now prove that (39) has limit as ε1, ε2 → 0. In fact, let us fix
0 < ε′1 < ε1 < 1, 0 < ε′2 < ε2 < 1. Then∣∣∣∣∣
∫
ε′2<|x2|
∫
ε′1<|x1|
k(x1, x2)ϕ(x1, x2) dx1 dx2
−
∫
ε2<|x2|
∫
ε1<|x1|
k(x1, x2)ϕ(x1, x2) dx1 dx2
∣∣∣∣∣

∣∣∣∣∣
∫
ε′2<|x2|<ε2
∫
ε′1<|x1|
∣∣∣∣∣+
∣∣∣∣∣
∫
ε′2<|x2|
∫
ε′1<|x1|<ε1
∣∣∣∣∣. (46)
Since both terms are similar, it suffices to estimate one of them. We write∣∣∣∣∣
∫
ε′2<|x2|
∫
ε′1<|x1|<ε1
∣∣∣∣∣
∣∣∣∣∣
∫
ε′2<|x2|<1
∫
ε′1<|x1|<ε1
∣∣∣∣∣+
∣∣∣∣∣
∫
1<|x2|
∫
ε′1<|x1|<ε1
∣∣∣∣∣
= (i)+ (ii). (47)
So,
(i)
∫
ε′1<|x1|<ε1
∫
ε′2<|x2|<1
∣∣∣∣x1x2k(x1, x2) ∂2ϕ∂x2∂x1 (sx1, tx2)
∣∣∣∣dx2 dx1
C(ε1 − ε′1)
∥∥∥∥ ∂2ϕ∂x2∂x1
∥∥∥∥∞ → 0 as ε1 → 0. (48)
Similarly,
(ii)C
∫
ε′1<|x1|<ε1
∫
1<|x2|
∣∣∣∣ ∂ϕ∂x1 (sx1, x2)
∣∣∣∣dx1 dx2|x2|
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C(ε1 − ε′1)
∥∥∥∥x2 ∂ϕ∂x1
∥∥∥∥∞
∫
1<|x2|
dx2
x22
C(ε1 − ε′1)
∥∥∥∥x2 ∂ϕ∂x1
∥∥∥∥∞ → 0 as ε1 → 0.
Hence, for each ϕ ∈ S(R2) there exists
lim
ε1,ε2→0
∫
|x1|>ε1
∫
|x2|>ε2
k(x1, x2)ϕ(x1, x2) dx2 dx1. (49)
Moreover, according to (49) and (39), we conclude that the distribution
p.v. k(x1, x2) exists as a tempered distribution of order 2. In fact, we can write∣∣(p.v. k(x1, x2), ϕ)∣∣ C sup
|α|,|β|2
‖xβ∂αϕ‖∞. (50)
This completes the proof of Lemma 26. ✷
Definition 27. We will denote as P the class of distributions p.v. k(x1, x2).
According to Lemma 26, the class P is contained in S′. Moreover, we have the
following result, which is the product domain version of Proposition 23.
Proposition 28. The class P is included in wλ11 wλ22 DL1 for all λ1 > 0, λ2 > 0
and it is not included in wλ11 w
λ2
2 DL1 when λ1  0 or λ2  0.
Proof. To prove the first statement, it suffices to show that the map
ϕ→ (w−λ11 w−λ22 p.v. k(x1, x2), ϕ)
is continuous on C∞0 with the topology of B˙ . In fact, given 0 < ε1, ε2  1, we
have ∫
ε1<|x1|<1
∫
ε2<|x2|<1
(
1+ x21
)−λ1/2(1+ x22)−λ2/2k(x1, x2)ϕ(x1, x2) dx1 dx2
+
∫
ε1<|x1|<1
∫
1<|x2|
+
∫
1<|x1|
∫
ε2<|x2|<1
+
∫
1<|x1|
∫
1<|x2|
= I1 + I2 + I3 + I4. (51)
If we denote as ψ the function
ψ(x1, x2)= ϕ(x1, x2)
(1+ x21)λ1/2(1+ x22)λ2/2
,
then the first integral can be written as
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I1 =
∫
ε1<|x1|<1
∫
ε2<|x2|<1
k(x1, x2)
[
ψ(x1, x2)−ψ(x1,0)
]
dx2 dx1
=
∫
ε1<|x1|<1
∫
ε2<|x2|<1
x2k(x1, x2)
∂ψ
∂x2
(x1, tx2) dx2 dx1
=
∫
ε2<|x2|<1
∫
ε1<|x1|<1
x2k(x1, x2)
[
∂ψ
∂x2
(x1, tx2)− ∂ψ
∂x2
(0, tx2)
]
dx1 dx2
=
∫
ε2<|x2|<1
∫
ε1<|x1|<1
x1x2k(x1, x2)
∂2ψ
∂x2∂x1
(sx1, tx2) dx1 dx2
for some t, s ∈ (0,1). Thus, we obtain the estimate
|I1|C
∥∥∥∥ ∂2ψ∂x2∂x1
∥∥∥∥∞  C max0|α|2‖∂αϕ‖∞. (52)
On the other hand, we can estimate I4 as
|I4|C
∫
1<|x1|
∫
1<|x2|
|ϕ(x1, x2)|
|x1|1+λ1|x2|1+λ2 dx2 dx1
C‖ϕ‖∞
∫
1<|x1|
∫
1<|x2|
dx2 dx1
|x1|1+λ1 |x2|1+λ2
C‖ϕ‖∞. (53)
The integrals I2 and I3 are similar, so we will estimate I3:
I3 =
∫
1<|x1|
∫
ε2<|x2|<1
k(x1, x2)
[
ψ(x1, x2)−ψ(x1,0)
]
dx2 dx1
=
∫
1<|x1|
∫
ε2<|x2|<1
k(x1, x2)x2
∂ψ
∂x2
(x1, tx2) dx2 dx1
for some t ∈ (0,1). Thus
|I3|C
∫
1<|x1|
∫
|x2|<1
1
|x1|
∣∣∣∣ ∂ψ∂x2 (x1, tx2) dx2 dx1
∣∣∣∣
C
∥∥∥∥ ∂ψ∂x2
∥∥∥∥∞  C max0|α|1‖∂αϕ‖∞. (54)
Therefore, we have shown that
|I1 + I2 + I3 + I4| C max
0|α|2
‖∂αϕ‖∞
concluding in this way the proof of the first assertion.
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To prove the second statement, we fix λ1  0, λ2 ∈ R, and we consider the
function k(x1, x2) = 1/x1x2, x1 = 0 and x2 = 0. It is clear that p.v. k ∈ P . To
show that p.v. k /∈wλ11 wλ22 D′L1 , we consider two cases.
If λ2  0, it suffices to show that p.v. k /∈ D′L1 . We observe that p.v. k =
pv(1/x1)⊗ pv(1/x2). Thus [7, p. 259],
F(p.v. k)(ξ)=−π2(sgn ξ1)(sgn ξ2), (55)
where
sgn(t)=
{
1, t  0,
−1, t < 0. (56)
Since F(p.v. k) is not a continuous function, we conclude that p.v. k /∈D′
L1
.
If λ2 > 0, according to Proposition 23, the distribution w−λ22 pv(1/x2) belongs
to D′
L1
(R). So, its Fourier transform is a function, say h(ξ2), which is continuous
and not identically zero on R. Thus,
F(w−λ22 p.v. k)= (−πi sgn ξ1)h(ξ2) (57)
which is not continuous on R2. So, p.v. k /∈ wλ22 D′L1 and, consequently, p.v. k /∈
w
λ1
1 w
λ2
2 D
′
L1
.
This completes the proof of Proposition 28. ✷
Now we state and prove the main result in this section.
Theorem 29. Let f ∈ S′. Then, the following statements are equivalent:
(a) f ∈w1w2D′L1 .
(b) f is S′-convolvable with the class P .
Proof. Let us first assume that (a) holds. According to Definition 7, given f ∈
w1w2D′L1 , we need to show that f (p.v. kˇ ∗ ϕ) belongs to D′L1 for each ϕ ∈ S.
Since w−11 w
−1
2 f ∈ D′L1 , according to Corollary 6 it suffices to show that
w1w2(p.v. kˇ ∗ ϕ) ∈B:
p.v. kˇ ∗ ϕ(x1, x2)
= lim
ε1,ε2→0
∫
|y1|>ε1
∫
|y2|>ε2
kˇ(y1, y2)ϕ(x1 − y1, x2 − y2) dy2 dy1
= lim
ε1,ε2→0
[ ∫
ε1<|y1|<1
∫
ε2<|y2|<1
+
∫
ε1<|y1|<1
∫
1<|y2|
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+
∫
1<|y1|
∫
ε2<|y2|<1
]
+
∫
1<|y1|
∫
1<|y2|
= lim
ε1,ε2→0
[I1 + I2 + I3 + I4]. (58)
All the terms in (58) are similar, so we will consider I3:
|I3| =
∣∣∣∣∣
∫
1<|y1|
∫
ε2<|y2|<1
kˇ(y1, y2)
× [ϕ(x1 − y1, x2 − y2)− ϕ(x1 − y1, x2)]dy2 dy1
∣∣∣∣∣
=
∣∣∣∣∣−
∫
1<|y1|
∫
ε2<|y2|<1
kˇ(y1, y2)
1∫
0
∂ϕ
∂x2
(x1 − y1, x2 − ty2)y2 dt dy2 dy1
∣∣∣∣∣

∫
1<|y1|
∫
ε2<|y2|<1
1∫
0
∣∣∣∣ ∂ϕ∂x2 (x1 − y1, x2 − ty2)
∣∣∣∣dt dy2 dy1|y1| .
Using the inequalities
w1(x1) Cw1(x1 − y1)|y1| if |y1|> 1, (59)
w2(x2) Cw2(x2 − ty2) if 0 t  1, |y2|< 1, (60)
we can conclude that w1w2|I3| can be estimated by
C
∫
1<|y1|
∫
ε2<|y2|<1
1∫
0
w1(x1 − y1)w2(x2 − ty2)
×
∣∣∣∣ ∂ϕ∂x2 (x1 − y1, x2 − ty2)
∣∣∣∣dt dy2 dy1
= C
∫
1<|y1|
w−21 (x1 − y1)
∫
ε2<|y2|<1
w31(x1 − y1)w2(x2 − ty2)
×
∣∣∣∣ ∂ϕ∂x2 (x1 − y1, x2 − ty2)
∣∣∣∣dt dy2 dy1
C. (61)
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Now we observe that
∂α1x1 ∂
α2
x2
[
w1w2
∫
1<|y1|
∫
ε2<|y2|<1
kˇ(y1, y2)ϕ(x1 − y1, x2 − y2) dy2 dy1
]
=
∑
0<β1α1
∑
0<β2α2
∂β1x1 ∂
β2
x2
w1w2
∫
1<|y1|
∫
ε2<|y2|<1
kˇ(y1, y2)
× ∂α1−β1x1 ∂α2−β2x2 ϕ(x1 − y1, x2 − y2) dy2 dy1
+w1w2
∫
1<|y1|
∫
ε2<|y2|<1
kˇ(y1, y2)
× ∂α1x1 ∂α2x2 ϕ(x1 − y1, x2 − y2) dy2 dy1, (62)
and since
∂β1x1 ∂
β2
x2 w1w2 =W1,β1W2,β2w1w2, (63)
where W1,β1W2,β2 ∈ B , proceeding in the same way as above, we can show that
both terms in (62) are bounded. Thus, (b) holds.
Let us now assume that (b) holds. We will show that f ∈w1w2D′L1 by proving
that the distribution f can be represented as in Proposition 17. In fact, with the
notation introduced in the proof of Proposition 17, we can write
f = θ1θ2f + (1− θ1)θ2f + θ1(1− θ2)f + (1− θ1)(1− θ2)f. (64)
The distribution θ1θ2f belongs to E′, and thus, it belongs to D′L1 .
We claim that there exists a function η ∈ C∞0 (R) such that for |t| 1 we have∣∣tH (η)(t)∣∣ C > 0. (65)
We also claim that there exists a function µ ∈ C∞0 (R) such that for |t| 2 we
have ∣∣H(µ)(t)∣∣ C > 0. (66)
We point out that by an abuse of notation, H(η) indicates here the regulariza-
tion pv(1/x) ∗ η. Likewise with H(µ).
To prove (65) let us consider a function η ∈ C∞0 (R) such that η(t) > 0 for
t ∈ (0,1/2), it is zero outside the interval [0,1/2], and ∫ η dt = 1.
Then, for t  1 we have
∣∣H(η)(t)∣∣=
1/2∫
0
η(s)
t − s ds 
C
t
.
If t −1, we can write
∣∣H(η)(t)∣∣=
1/2∫
0
η(s)
s − t ds 
C
|t| .
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Thus, we have proved (65).
To prove (66), let us consider a function µ ∈ C∞0 (R) such that µ(t) > 0 for
t ∈ (3,4), it is zero outside the interval [3,4], and ∫ µdt = 1.
Then, for |t| 2 we have
∣∣H(µ)(t)∣∣=
4∫
3
µ(s)
s − t ds C > 0.
Thus, we have proved (66) also.
We will now use (65) and (66) to write (64) in the following way:
f = θ1θ2f + x1 (1− θ1)
x1H1(ϕ1)
θ2
H2(ϕ˜2)
fH(ϕ1 ⊗ ϕ˜2)
+ x2 θ1
H1(ϕ˜1)
(1− θ2)
x2H2(ϕ2)
fH(ϕ˜1 ⊗ ϕ2)
+ x1x2 (1− θ1)
x1H1(ϕ1)
(1− θ2)
x2H2(ϕ2)
fH(ϕ1 ⊗ ϕ2),
where ϕ1 = η(x1), ϕ2 = η(x2), ϕ˜1 = µ(x1), ϕ˜2 = µ(x2). We remark that by an
abuse of notation we have indicated with H1, H2, andH the convolution operators
associated with the kernels H1, H2, and H, respectively.
To conclude that (a) holds, we only need to observe that the functions
(1− θ1)
x1H1(ϕ1)
θ2
H2(ϕ˜2)
,
θ1
H2(ϕ˜1)
(1− θ2)
x2H1(ϕ2)
and
(1− θ1)
x1H1(ϕ1)
(1− θ2)
x2H1(ϕ2)
all belong to B . The proof of this observation is straightforward and goes along
the same lines as the work done with (61) and (62), using (65) and (66).
This completes the proof of Theorem 29. ✷
The proof of Theorem 29 shows that S′-convolvability with the class P is
equivalent to S′-convolvability with the n-dimensional Hilbert kernel H.
6. The S′-convolvability with kernels satisfying integral conditions
Since the definitions of the classes K and P use pointwise estimates, it is
natural to ask whether there are results similar to Theorems 24 and 29 for classes
of distributions that satisfy more general conditions than either (19) or (38). In
this direction we have obtained some positive and some negative results, both
in the Euclidean case and the product domain case. We start by considering the
Euclidean case.
Suppose that k ∈ L1loc(Rn \ 0) is a function satisfying
|y||k(y)| ∈L1{|y| 1} (67)
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and
|y|n|k(y)| ∈L1{|y| 1}. (68)
We denote asK0 the class of distributions f.p. k, where k satisfies (67) and (68).
The proof of (a)⇒ (b) in Theorem 24 shows that K0 is S′-convolvable with the
distributions in wnD′
L1
.
The class K0 contains, for instance, the Hörmander multiplier kernels dis-
cussed in Section 4. It also contains the convolution kernels Gα associated with
the Bessel potentials [15, p. 132]. In fact, Gα is given by
Gα(x)= 1
(4π)α/2
1
Γ (α/2)
∞∫
0
e−π |x|2/δe−δ/4πδ(−n+α)/2 dδ
δ
,
where α > 0. So, Gα belongs to L1(Rn) and hence satisfies (67). Moreover, since
there exists c > 0 such that
Gα(x)=O
(
e−c|x|
)
as |x| →∞,
it is clear that Gα satisfies (68) as well.
We point out that the class K0 does not contain the class K. So, the S′-
convolvability of K0 with the distributions in wnD′L1 cannot be viewed as an
extension of Theorem 24.
As for a negative result, suppose that k ∈ L1loc(Rn \ 0) is a function sat-
isfying (67) and
|y|−δ0 |k(y)| ∈L1{|y| 1} for some δ0 > 0. (69)
According to Lemma 19, condition (67) allows us to define the distribu-
tion f.p. k. We denote as K′ the class of distributions f.p. k, where k satisfies (67)
and (69). Proceeding in the same way as in the proof of Proposition 23, we can
also prove the following result:
Proposition 30. For each δ  δ0 we have the strict inclusion K ⊂ K′ ⊂ wδD′L1 .
Moreover, K′ is not contained in wδD′
L1
when δ < δ0.
Conditions (67) and (69) do not guarantee the S′-convolvability of the class K′
with the family of distributions wnD′
L1
. In fact, we can find distributions in K′
which are not S′-convolvable with wnD′
L1
. To prove this assertion, it suffices to
show that there exist f.p. k ∈K′, f ∈wnD′
L1
and ϕ ∈ S such that
f (f.p. kˇ ∗ ϕ) /∈D′
L1 .
Equivalently, it will be enough to prove that the map
ψ → (f (f.p. kˇ ∗ ϕ),ψ) (70)
is not continuous on C∞0 with the topology of Bc .
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In fact, we define k ∈ L1loc(Rn) as
k(y)=
{
0 if |y|< 1,
1 if |y| 1. (71)
It is clear that k belongs to the class K′.
Now, let f ∈L1loc(Rn) defined as
f (x1, . . . , xn)= |x1|−α1 . . . |xn|−αn,
where 0 < αi < 1 for every i = 1, . . . , n. The distribution f belongs to wnD′L1 ,
as it can be easily shown.
We now consider a non-negative function ϕ ∈ S(Rn) with ∫ ϕ = 1 and we
choose ψ = θj , where
θj (x1, . . . , xn)= θ
(
x1
j
)
. . . θ
(
xn
j
)
with θ ∈ C∞0 (R), 0  θ  1, θ(x) = 1 for |x|  1, and θ(x) = 0 for |x|  2.
Following the same ideas as in the proof of Proposition 23 we can prove that the
sequence {θj } converges to 1 in Bc.
We can write(
f (f.p. kˇ ∗ ϕ), θj
)= (f, (f.p. kˇ ∗ ϕ)θj)
=
∫
Rn
pv
∫
|y|<1
kˇ(y)
[
ϕ(x − y)− ϕ(x)]dy θj (x)f (x) dx
+
∫
Rn
∫
|y|>1
kˇ(y)ϕ(x − y) dy θj (x)f (x) dx
=
∫
Rn
∫
|y|>1
ϕ(x − y) dy θj (x)f (x) dx
=
∫
|x|<1
∫
|y|>1
+
∫
|x|>1
∫
|y|>1
= I1 + I2.
The term I1 is bounded since
I1 
∫
|x|<1
∫
|y|>1
ϕ(x − y) dy dx1 . . . dxn|x1|α1 . . . |xn|αn
 C
n∏
i=1
∫
|xi |<1
dxi
|xi |αi = C. (72)
On the other hand, for j  3,
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I2 
∫
|x1|>2
. . .
∫
|xn|>2
∫
|y|>1
ϕ(x − y) dy θj (x) dx1 . . . dxn|x1|α1 . . . |xn|αn

∫
2<|x1|<j
. . .
∫
2<|xn|<j
∫
|y|>1
ϕ(x − y) dy dx1 . . . dxn|x1|α1 . . . |xn|αn

∫
2<|x1|<j
. . .
∫
2<|xn|<j
∫
|y1|>2
. . .
∫
|yn|>2
ϕ(x − y) dy dx1 . . . dxn|x1|α1 . . . |xn|αn . (73)
The last integral in (73) can be decomposed into 22n non-negative integrals. To
obtain our result it suffices to show that one of these integrals goes to infinity as
j →∞. In fact,
j∫
2
. . .
j∫
2
−2∫
−∞
. . .
−2∫
−∞
ϕ(x1 − y1, . . . , xn − yn) dy1 . . . dyn dx1 . . . dxn
x
α1
1 . . . x
αn
n
=
j∫
2
. . .
j∫
2
∞∫
xn+2
. . .
∞∫
x1+2
ϕ(u1, . . . , un) du1 . . . dun
dx1 . . . dxn
x
α1
1 . . . x
αn
n
. (74)
Since 2 < xi < j for every j  3 and every i = 1, . . . , n, we will have that
4 < xi + 2< j + 2 for every j  3 and every i = 1, . . . , n.
We now choose β ∈ C∞0 (R) such that β  0,
∫
β = 1, and β is supported in
the interval [5,6]. We define ϕ(u1, . . . , un)= β(u1) . . .β(un). Using the fact that
xi + 2< 5 for every i = 1, . . . , n, the last integral in (74) can be written as
j∫
2
. . .
j∫
2
∞∫
xn+2
β(un) dun . . .
∞∫
x1+2
β(u1) du1
dx1 . . . dxn
x
α1
1 . . . x
αn
n
=
j∫
2
. . .
j∫
2
( ∫
suppβ
β(t) dt
)n
dx1 . . . dxn
x
α1
1 . . . x
αn
n
=
n∏
i=1
j∫
2
dxi
x
αi
i
=
n∏
i=1
1
(1− αi)
(
j1−αi − 21−αi )
which goes to infinity as j →∞. Since the remaining terms in (73) are non-
negative, we have finally shown that the numerical sequence (f (f.p. kˇ ∗ ϕ), θj )
does not converge; hence the map given by (70) is not continuous on C∞0 with the
topology of Bc .
Concerning the product domain case, we consider the following class. For
simplicity, we state the conditions in the two-dimensional case.
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Suppose that k ∈ L1loc(R2 \ {x1 = 0 or x2 = 0}) satisfies the following integral
conditions:
|x1||x2||k(x1, x2)| ∈L1
{
(x1, x2): |x1|< 1 and |x2|< 1
}
, (75)
|x1|−δ1 |x2|−δ2 |k(x1, x2)| ∈ L1
{
(x1, x2): |x1|> 1 and |x2|> 1
} (76)
for some δ1 > 0, δ2 > 0, and
|x1||x2|−δ0 |k(x1, x2)| ∈L1
{
(x1, x2): |x1|< 1 and |x2|> 1
}
,
|x1|−η0 |x2||k(x1, x2)| ∈ L1
{
(x1, x2): |x1|> 1 and |x2|< 1
} (77)
for some δ0 > 0, η0 > 0.
We observe that any measurable function k satisfying the size condition
|k(x1, x2)| C|x1||x2| for x1, x2 = 0 (78)
will satisfy also (75), (76), and (77).
Since we do not assume that k satisfies any cancellation condition, we define
the distribution f.p. k as
fp
∫ ∫
k(x1, x2)ϕ(x1, x2) dx1 dx2
= pv
∫ ∫
{|x1|<1, |x2|<1}
k(x1, x2)(∆x1∆x2ϕ)(0,0) dx1dx2
+ pv
∫
|x1|<1
∫
|x2|>1
k(x1, x2)(∆x1ϕ)(0, x2) dx1 dx2
+
∫
|x1|>1
pv
∫
|x2|<1
k(x1, x2)(∆x2ϕ)(x1,0) dx1 dx2
+
∫
|x1|>1
∫
|x2|>1
k(x1, x2)ϕ(x1, x2) dx1 dx2,
where
(∆x1ϕ)(y1, y2)= ϕ(y1 + x1, y2)− ϕ(y1, y2)
and
(∆x2ϕ)(y1, y2)= ϕ(y1, y2 + x2)− ϕ(y1, y2).
Following the ideas in the proof of Lemma 26, we can show that the distribu-
tion f.p. k belongs to S′. It is clear that the distribution f.p. k becomes p.v. k when
the function k satisfies the cancellation conditions (36) and (37).
If P ′ denotes the class of distributions f.p. k, where k satisfies conditions
(75), (76), and (77), then P ⊂ P ′. However, P ′ is not S′-convolvable with
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w1w2D′L1(R
2). To see this, it suffices to consider a slight modification of the
distribution given by (71). In fact, we define
k(y1, y2)=
{1 if |y1|> 1 and |y2|> 1,
0 otherwise.
The same proof of the negative result in K′ applies in this case, with minor
changes.
Finally, we point out that condition (78) defines a class C of distributions that
contains P and is contained in P ′. The proof of Theorem 29 applies to the class
C with minor modifications. Thus, this S′-convolvability provides an extension of
Theorem 29 to the class C .
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