This paper documents some of the main features of price setting behaviour by retail outlets in Lesotho over the period March 2002 to December 2009. The sample of data covers 229 product items for 345 retail outlets. The paper has three main objectives. Firstly, it presents key indicators of price setting behaviour such as the frequency of price changes, the average size of price changes and the probability of price changes at the retail outlet level. Secondly, it identifies some of the dynamic features of price changes, including the synchronization of price changes and the relationship between the frequency and size of price changes and the duration of the existing price. Finally, the paper compares the stylised facts on price setting behaviour in Lesotho to other countries and South Africa in particular. The findings of the paper corroborate those in the international empirical literature. Substantial heterogeneity in price setting behaviour is found across products, outlets and time. Variations in inflation are strongly correlated with the average size of price changes, but rising inflation raises the frequency of price increases and reduces the frequency of price decreases. Surprisingly, the frequency and size of price changes in Lesotho differ substantially from those in South Africa, despite the presence of common retail chains and their joint membership in a customs union and common monetary area. Further research is required to * We are grateful for the Exploratory Research Grant (ref. 223) provided by the Private Enterprise Development in Low-Income Countries (PEDL) research initiative of the Centre for Economic Policy Research (CEPR) and the Department for International Development (DFID). We are especially indebted to the Lesotho Bureau of Statistics for the provision of data and their active participation in the project. We also thank the Carnegie Foundation and the African Economic Research Consortium for additional finance to support the broader project. All views expressed in this article are those of the authors and do not necessarily represent the views of, and should not be attributed to, the funders or the Lesotho Bureau of Statistics.
Introduction
Micro price setting behaviour is central to economic theory. Product prices are the equilibrating variables that ensure product markets clear. The adjustment to equilibrium is in turn affected by how firms adjust prices in response to shocks. This adjustment process has an important bearing for both microeconomic and macroeconomic responses to policy and other shocks.
In modern micro-founded macro models, assumptions regarding the stickiness of product prices at the micro-level shape the real (quantity) macroeconomic responses to nominal shocks that strike the economy (Dias et al., 2007) . In time-dependent pricing (TDP) models, firms adjust prices every nth period or randomly (Klenow and Kryvtsov, 2008) . The timing of price changes is therefore exogenous. In contrast, in state-dependent pricing (SDP) models, the timing of price changes is dependent on the external environment and is subject to "menu costs". Price changes at the outlet level are driven by common or idiosyncratic shocks. Aggregate prices are therefore more responsive to monetary shocks in SDP models than TDP models, as the shock affects the fraction of firms adjusting prices and/or the average size of those price changes (Klenow and Kryvtsov, 2008 ). The implication is that there are longer lasting real output effects to monetary shocks in TDP models than SDP models.
Price setting behaviour at the micro-level also affects how macroeconomic or aggregate external shocks are transmitted to individuals and firms via prices. As an example, the transmission of border price shocks to prices at the local level critically determines the poverty outcomes of trade shocks via the employment and consumption channels (McCulloch et al., 2001 ). Consumer gains from trade liberalisation are reduced if lower border prices do not transmit through to lower prices at the local level. Complementary policies in these cases are required to establish markets, improve competition and deepen market integration (McCulloch et al. 2001) . Price setting behaviour at the micro-level therefore has an important bearing on the appropriateness and responsiveness of public policies including monetary policy, exchange rate policy and trade policy to economic shocks.
Analysis of firm pricing behaviour using micro price data has grown rapidly in recent years as micro pricing data has become more available (Klenow and Malin, 2011) . These studies have drawn on a variety of data sets including the micro price data used to compile Consumer Price Index (CPI) and Producer Price Index (PPI) measures, scanner data and firm survey data. Most studies, however, have focused on advanced economies. 1 With a few exceptions, the challenge for studies on pricing behaviour in emerging economies has been the availability of price data at the micro level. 2 Yet, price setting behaviour of firms in emerging economies, where economic shocks are frequent, inflation rates are often high and variable, and weak infrastructure, poor distribution networks and 'thin' markets create frictions to price adjustments, can be expected to be very different to firms in advanced economies. Price setting behaviour in emerging economies may therefore challenge established theories of pricing behaviour as well as empirical models used to simulate the effect of policy and other shocks on the macroeconomic and microeconomics environment in these economies. 3 This study extends the literature on price setting behaviour in emerging countries using a unique database of monthly product prices by retail outlet for Lesotho, a low-income African country. The data, which covers 229 product items over the period March 2002 to December 2009, are collected from 345 retail outlets by the Lesotho Bureau of Statistics (BOS) as part of their Consumer Price Index (CPI) calculations. The dataset used is thus very similar in structure to those used in the studies of other countries mentioned above.
The paper has three main objectives. Firstly, it identifies and presents the stylized facts that characterize the setting of product prices by retail outlets in Lesotho. This includes an analysis of indicators such as the frequency of price changes, the average size of price changes and the probability of price changes at the retail outlet level. Secondly, the paper identifies some of the dynamic features of price changes, including the synchronization of price changes and the relationship between the frequency and size of price changes and the duration of the existing price. Following Klenow and Malin (2011) , the dynamic features of the data are used to distinguish between the various theories of price-setting. Thirdly, the paper compares the stylised facts on price setting behaviour in Lesotho to other countries and South Africa in particular.
The remainder of the paper is structured as follows. Section 2 provides a description of the data. This is followed in Section 3 by a discussion of the evidence on the frequency of price changes and in Section 4 by a discussion of the size of price changes. Section 5 explores the dynamic features of price changes, while Section 6 provides a comparison with South Africa. Section 7 then concludes the paper.
Description of the data
This study draws on unique data consisting of highly disaggregated micro-level product prices underlying the monthly consumer price index (CPI) in Lesotho. The data are unpublished and were obtained directly from the Bureau of Statistics (BOS).
BOS uses a direct approach to collect price data whereby two enumerators in each district physically pay visits to the same retail outlets every month. Market prices of food and non-food prices are collected in the first two working weeks of the calendar month. Prices of products where there is little variation across the country are collected centrally. These include prices of fuel products such as petrol, diesel, paraffin, electricity and water charges. BOS also collects prices of some products on a quarterly (transport fares and fuel), bi-annual (school fees, hospital fees) and annual (water and electricity charges) basis. 4 Many of these prices are regulated by the state. 5 The raw sample of data spans the time period March 2002 to December 2009 (93 months) and contains 398,092 elementary price records. Each individual price record (termed price quote) for an item has information on the date (month and year), retail outlet, district, product (including brand in many cases) and unit codes and the price of that item. This approach therefore makes it possible for the pricing history of individual items, within individual retail outlets, to be traced over a long period of time. Following Klenow and Kryvtsov (2008) we call the longitudinal string of prices for a particular product item at a particular outlet a "quote line".
A limitation of the data is that that no information is provided that allows the identification of price changes associated with temporary promotions and seasonal sales. All price changes in the data are therefore treated as regular changes. The BOS also does not record any price for an item that is temporary out of stock (including seasonal products). The BOS instead imputes the price using the growth rate of the same item obtained from an alternative outlet. 6 An item that is permanently out of the sample may be replaced by a similar product within that outlet. Unfortunately, the database does not contain an indicator signalling product replacements.
The data required extensive cleaning. Price quotes are not available for all product items, outlets and time periods. Some product items lacked descriptions and were consequently dropped. Quote lines were also dropped if they contained less than 6 months of data. Further, to eliminate outliers, price quotes were dropped if they exceeded or were less than 150 log points from the median price quote. The final sample consists of 345 outlets, 229 product items and 366 765 4 Prices of electricity and water charges are not included in the sample, but transport fares, school fees and fuel prices are included. 5 There is a band within which outlets are to set regulated prices. These include fees for church and community schools, hospital fees and fuel prices. Transport fares are usually fixed. The government announces the changes and publicises the prices to the entire country according to the type, size of the transport mode as well as the route. 6 The alternative outlet has to have similar characteristics (e.g. location, size, type) as the substituted outlet. 4 price quotes.
7 Table 1 presents a breakdown of the price records by aggregated product category (Major Group). The 229 product items are comprised of 80 food products, 39 household furniture and equipment products, 31 clothing and footwear products, 13 fuel products and various other products. The sample also includes services such as medical care and health (11 items), recreation and culture (7 items), transport related services (3 items) and other goods and services (10 items). Altogether, the sample of products included the price database make up 78.9 percent of expenditure in the CPI basket.
In terms of price quotes, food products are over-represented making up close to 50 percent of all observations, despite making up only 34.1 percent of product items and 35.4 percent of the expenditure in the CPI basket. Price quotes for beverages, tobacco and household furniture and equipment are also overrepresented relative to their share of total product items and expenditure shares. In contrast, price quotes of clothing and footwear make up 9.4 percent of all observations, but account for 15.3 percent of expenditure in the CPI basket (13.7 percent of product items in the final sample). Similarly, price quotes for services under-represent their shares in expenditure.
The sample has a wide geographical coverage. Table 2 displays the total number of outlets across districts of Lesotho. The location of the retail outlets is divided into urban and rural areas across the ten districts of Lesotho. There are few outlets in the rural areas (28 outlets), with rural Maseru accounting for half of these. The sample consists of 317 urban outlets, the location of which is also dominated by the Maseru district (78 outlets). 8 The remaining outlets are distributed fairly equally across other districts (with exception of Thaba-Tseka where 18 outlets are located in urban areas). 9 3 Frequency of price changes
Measurement
A key measure of price flexibility is the periodicity with which prices are changed by firms. Two inter-related measures are commonly used: the frequency of price changes and the duration of price spells (Álvarez and Hernando, 2004) . In this study, we measure the frequency of price change as the number of non-zero price change observations as a fraction of all price observations for the selected sample.
We calculate the frequency of price change differently depending on the unit of analysis. For example, the frequency of price change for a specific product k 7 The raw data covered 12 urban centres and 45 rural centres across the 10 districts of Lesotho. 471 product items were collected across 698 outlets, of which 305 were located in rural areas and 396 in urban areas. 8 Maseru is the Capital city of Lesotho and therefore the biggest of all the districts in terms of commercial activities and geographical size. 9 See Figure A in the appendix for a detailed geographical map 5 sold at a specific store i over the full period T is calculated as:
where T ik is the number of monthly observations of the price p ikt ; I ik,t is an indicator variable equal to 1 if p ikt = p ikt−1 and 0 if p ikt = p ikt−1 . Given the frequency of data available, we assume that prices change once within a given month (or within a quarter or year for those products for which data are collected on a quarterly or annual basis). Consequently, we may under-estimate the actual frequency of price changes. For example, Bunn and Ellis (2012) find much higher frequencies of price change for the UK when using weekly scanner data compared to monthly CPI microdata. We use the product and outlet specific measure of frequency to also compute the average frequency across outlets at the product level over the period T , denoted as Freq k . This is calculated as the simple average of Freq ik for each product (k). We therefore give equal weight in this calculation to each outlet irrespective of location. Finally, the aggregate frequency across products (Freq) is computed as the simple or CPI weighted average of Freq k across the sample of products. 10 Frequency is closely linked to duration of price spells -the higher the frequency of price changes, the shorter the duration. For large samples, the inverse of the frequency of price changes can be used a consistent estimator of the average duration of price spells (Baudry et al., 2004) . This is the approach followed in this paper -average duration is measured as the inverse of the average frequency.
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For individual outlet i, the duration of the price spell for product k is therefore calculated as:
Similarly, average duration across outlets at the product level is calculated as the inverse of Freq k , while aggregate duration across all products is computed as 1 0 CPI weights are obtained for 180 product groupings. These product groupings are more aggregated than the elementary product items used in the analysis. Each CPI weight category includes on average 2.3 product items (maximum of 9, minimum of 1) that differ in terms of unit of measurement, brand or product description. For example, the CPI weight category for Maize meal, a key staple food in Lesotho, covers the following products that differ by brand and/or unit of measurement: Chai (2.5kg), Chai (12.5kg), Induna (12.5kg) and other. Other CPI weight categories contain different products; e.g. the category Cereals includes Cornflakes (500g), Weetbix (500g) and Allbran (500g). To calculate weighted average values across product items, the CPI weights are disaggregated to each product item using the number of price records as weights. 1 1 The drawback of this approach is that it calculates the inverse of the average frequency of price change instead of the average of the inverse of the frequency of price change (Baharad and Eden, 2004; Baudry et al., 2004 and; Gouvea, 2007) . The problem with the latter is that some frequencies of price changes may be close to zero leading to extremely high durations that distort the aggregate duration. The former measure will be smaller or equal to the latter due to Jensen's inequality. the inverse of Freq. An alternative approach is to directly compute the duration of prices spells, but this approach suffers from potential downward bias as short price spells are over-sampled and long price spells are under-sampled (Baharad and Eden, 2004; Dias et al., 2007) . 12 
The frequency of price change
The review of micro price studies by Klenow and Malin (2011) reveals considerable heterogeneity in price setting behaviour at the micro-level. Table 3 presents summary statistics for the level and variation of aggregate frequency across the 229 products. The simple average frequency across products is 31.2 percent and is very similar to the median frequency of 31.6 percent. Prices change for just under a third of all product items every month. The implied duration is that individual prices change on average every 3.2 months.
Also presented in the table is the CPI weighted average frequency, which at 37.1 percent is higher than the simple average. This reflects the greater weight placed on food and fuel products that are characterised by a relatively high frequency of price changes (see later). Duration using the CPI expenditure weights is consequently lower than the simple average at 2.7 months. Table 4 compares the results of the frequency of price changes and the implied duration of price spells across time for Lesotho against selected other empirical studies drawn. Such comparisons are fraught with difficulties, given differences in methodologies, product composition and periods of analysis. Nevertheless, the results allow for a general comparison of pricing conduct across countries.
Evidence from the table reveals that the frequency of price change in Lesotho (37.1 percent) is substantially higher than the frequency of price change in South Africa (17.1 percent) and many of the developed countries including the Euro area (15.1 percent), Spain (15 percent) and France (18.9 percent). The frequency is similar to the US (36.2 percent) 13 and Brazil (37 percent), but is lower than Sierra Leone (51 percent). However, one source behind the relative flexibility of price changes in Lesotho could be inflation. The inflation rate in Lesotho exceeded those of the comparator countries and was close to twice that of South Africa (see final column of Table 4 ). The link between inflation and price-setting behaviour is explored in more detail later.
Once concern with using aggregate measures of frequency as indicators of price-setting behaviour frequency is that the measure averages out possible heterogeneity in price changes. Two sources of heterogeneity can be considered: (i) heterogeneity in the average frequency of price changes by outlets across products, and (ii) heterogeneity in the frequency of price changes across outlets but within products. Data on each dimension of heterogeneity is now presented. 1 2 The direct computation of price spells uses only uncensored spells that start and end with a price change. Longer spells are more likely to be censored and hence excluded leading to selection bias. 1 3 The frequency for regular prices that are posted prices excluding sales prices in the US is 29.9 percent (Klenow and Kryvtsov, 2008).
The frequency of price change across products and locations
These average measures of frequency hide much variation between products and across locations. To illustrate this, Figure 1 plots To identify whether frequency of price change differs systematically according to product characteristics, Table 5 presents measures of the frequency of price changes and implied duration of price spells by various categorisations of products and location (urban, rural). Frequencies and duration indicators for Major Groups are presented in Table 6 .
Goods prices change more frequently than the prices of services. Using the CPI weighted average indicators the implied mean duration of price changes for goods at 2.6 months is a third of that of services at 8 months. This finding corroborates the international empirical evidence. Klenow and Malin (2011), for example, calculate a mean duration of 9.4 months for services versus 3 to 5.8 months for goods in the US. For emerging economies, Gouvea (2007) calculate an average duration of 6.5 months for services and 2.1 months for the food sector in Brazil, while Kovanen (2006) reports for Sierra Leone a duration of only 0.8 months for food products and 8.7 months for transportation and communication services. Similarly, Creamer et al. (2012) find that the frequency of price changes for goods (17 percent) exceeds that of services (14.9 percent) in South Africa, although for both product categories, the frequency levels are substantially lower than in Lesotho.
The stickiness in services can be explained by various factors. Services are mostly non-tradable and are not subject to high transport and distribution costs. Services are also less exposed to external shocks affecting the cost of purchasing and accessing traded goods, including transport costs. Further, the stickiness of services is affected by the inclusion of education services (see frequency of only 8.7 percent) and medical services (13.5 percent) where prices often only change on an annual basis (Table 6) . Table 5 also reveals that prices of food products change on average more frequently (43.2 percent) than prices of non-food goods (31.9 percent). Within the food category, prices of perishable products are more flexible (48.1 percent) than non-perishable food products (40.9 percent). This is anticipated as unprocessed products such as fresh food are subject to relatively high distribution and storage costs that force retailers to pass these costs to consumers more quickly to avoid pricing below the marginal cost (Klenow and Malin, 2011) . The supply of perishable foods is also more likely to be affected by variable weather patterns.
Relatively high frequencies for food products are also found by Coricelli and Horvath (2010) Within the non-food products, the implied mean duration of price spells for non-durable products (2.8 months) is lower than for durable products (3.2 months). This result contrasts with that of Klenow and Malin (2011) who report a weighted implied mean duration of 3 months for durable goods 5.8 months for non-durables for US consumer prices between 1988 and 2009.
A further dimension for differentiation in price setting behaviour is location. The final two rows of Table 5 disaggregate the frequency and duration indicators according to rural and urban area. The composition of products in rural areas is strongly biased towards the more flexible food products, whereas the composition in urban areas represents a wider range of products. Therefore, to ensure comparison over equivalent consumption bundles, the sample of products is restricted 149 products for which price data are collected in both rural and urban areas.
Prices are found to change less frequently in rural areas (36.7 percent) compared to urban areas (40.6 percent). The difference is small, but is statistically significant (at the 1 percent level). 14 Many factors may account for this difference. High transaction costs associated with poor rural transport and communication infrastructure restrict cross-regional and intra-regional competition enabling retail outlets to segment rural from urban markets. This gives rise to differences in the size and transmission of cost shocks, demand characteristics, firm menu costs and market power in rural and urban areas all of which affect the optimal frequency of price change by outlets in each area. Market power possessed by firms, for example, is shown theoretically (Powers and Powers, 2001 ) and empirically (Álvarez and Hernando, 2007) to be associated with greater price rigidity.
Heterogeneity in the frequency of price changes across outlets within product items
The previous section looked at differences in product characteristics as a source of variation in the frequency of price changes by outlets. Looking within products, firm outlet characteristics such as size, ownership, menu costs, are a further source of heterogeneity in price setting behaviour. This section now looks at outlet characteristics as a source of variation in price setting behaviour. One measure of outlet-level heterogeneity in price setting behaviour is the variation in the frequency of price changes across outlets within product items. The second column of Table 3 presents the mean and median of the standard deviation of the frequency of price changes across outlets within each of the 229 product items. Table 6 presents averages of the same variables for the major groups.
The data indicates that heterogeneity in pricing behaviour across outlets is an important source of the overall variation in the frequency of price changes in Lesotho. The mean (weighted) standard deviation of price changes across outlets within product items is 0.111, or 35 percent of the mean frequency. Across major groups, heterogeneity in price setting behaviour across outlets is greater within goods (standard deviation equals 0.114) compared to services (0.074) and in food (0.125), fuel (0.124), household operations (0.124) and nonalcoholic beverages (0.12) compared to other major groups ( Table 6 ).
The mean (across products) of the standard deviation across outlets is in fact almost identical to the standard deviation of the mean product frequency (Freq k ) across product items (equals 0.12). Heterogeneity in price setting behaviour across outlets, therefore, appears to be of equal importance as product characteristics, in explaining the overall variation in the frequency of price change at the outlet/product level (Freq ik ).
Unfortunately, the database provides no detailed information on outlet characteristics that are commonly associated with price setting behaviour at the outlet level. In Europe, for example, large outlets such as supermarkets and department stores are found to change prices more frequently than small firms (Fabiani et al. 2007 ). Price changes for individual products also appear to be relatively synchronized across stores within the same retail chain compared to across all stores, as is found for the US by Nakamura (2008).
Nevertheless, we are able to measure the number of product items recorded within each outlet. Using this as an (imperfect) indicator of firm size, regression results show a significant positive association between firm size and the frequency of price change at the product/outlet level (Freq ik ). 
Frequency of price decreases and price increases
The total frequency of price changes is simply the sum of two components: frequency of price increases and frequency of price decreases. Analysing each of these components separately is useful, particularly when they may display offsetting movements in response to aggregate shocks. For example, Klenow and Kryvtsov (2008) show for the US how rising inflation raises the frequency of price increases, but lowers the frequency of price decreases. 16 Statistics are also provided for the more aggregated product groups such as perishables and non-perishable foods, durable and nondurable goods, and goods and services.
The data show that the average frequency of price increases dominates the frequency of price decreases across all product categories. The weighted (simple) average frequency of price increases is 22.6 percent (19 percent) whereas the frequency of price decreases is 14.5 percent (12.2 percent). These results are consistent with findings by Creamer et al. (2012) for South Africa who report an 11.1 percent frequency of price increases and a lower 6 percent frequency of price decreases. However, the results do not necessarily imply asymmetry in pricing as these results are not conditional upon the inflationary environment. The frequency of price increases rises in higher inflationary environments, while the frequency of price decreases falls (Klenow and Malin, 2011) . These relationships are explored in more detail later.
As found earlier, there is substantial heterogeneity across products. Looking at the aggregated product groupings the highest weighted average frequency of price increases is observed in perishable food products (29.7 percent) and the lowest frequency of price increases in services (7.8 percent). The frequency of price decreases follows a similar pattern to price increases, although at lower levels: 18.5 percent for perishable food and 4.7 percent for services.
While the frequency of price changes differs across products, there is a remarkably close across-product association between the frequency of price increases and decreases (Table 7) . Those products with high frequencies of price increases are also those with high frequencies of price decreases (see clothing and footwear, food, beverages). This is evident even at the most disaggregated 229 product item level where a correlation coefficient of 0.8 is estimated between the two variables. This also corresponds with the product subclass level results for Spain by Álvarez and Hernando (2004) and more broadly for the sample of Euro countries analysed by Dhyne et al. (2006) .
Product specific characteristics such as differences in cost structure are therefore a key determinant of price flexibility. Dhyne et al. (2006: 177) , for example, find that goods with relatively large inputs of labour (such as services) are subject to lower degree of price flexibility while goods with large intermediate inputs experience more frequent price changes in the Euro Area.
We calculate the size of price changes at the outlet/product level as the month-on-month log difference in prices where p ikt = p ikt−1 . For each quote line, we then take the average of the absolute value of each of these log price differences over the full period (April 2002 to December 2009). This is denoted as |dp ik | and measures the average size of price changes of product k in outlet i over the period. The average size of price changes at the product item level (|dp k |) is then calculated as the simple average of |dp ik | across outlets. Finally, the aggregate size of price changes across products (|dp|) is computed as the simple or CPI weighted average of |dp k | across the sample of products. The average size of price increases and decreases are calculated following the same procedure, except that the sample of non-zero price changes is restricted to either price increases or price decreases. Table 8 presents the mean absolute change in prices in Lesotho by major product category over the period April 2002 to December 2009. The data reveal that aggregate price changes are large in absolute terms; the unweighted and weighted mean and of price changes across all products is 15.5 percent and 12.7 percent, respectively. These results are comparable with those of Klenow and Kryvtsov (2008) for the US (14 percent for posted prices) and Gouvea (2007) for Brazil (16 There is also substantial heterogeneity in the size of price changes across product items. Most large absolute price changes are found in services (39.1 percent), particularly Medical care and health services (47.3 percent) and Education services (36.4 percent). Price changes for non-food products are also large (around 13 percent) compared to food products (9.4 percent). These findings are broadly consistent with those found by Bunn and Ellis (2012) for the UK.
The large average absolute size of price change far exceeds the average price change across products (2.2 percent). The explanation is the combination of offsetting price increases and price decreases. As shown earlier, price decreases are very common, although the frequency of price decreases is slightly lower than for price increases. However, the average size of price decreases (13.7 percent) is larger than for price increases (12 percent 
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The histogram also has relatively fat tails that explains the existence of large average absolute price changes despite the many small price changes that occur.
The combination of large absolute price changes with many small prices changes provides some insight in the various determinants of price change. The large absolute price increases and decreases suggest the presence of substantial idiosyncratic shocks to demand, productivity, marginal costs and/or desired mark-ups (Klenow and Kryvtsov, 2008: 878) . These idiosyncratic shocks specific to outlets or industries give rise to offsetting price increases and decreases leading to a lower average price change than the average absolute price change. Idiosyncratic shocks appear to be relatively important compared to aggregate shocks in determining price changes in Lesotho.
The presence of many small price changes is indicative of a wide range of menu costs across items and/or time (Klenow and Kryvtsov, 2008) . The small and large price changes reflect small and large menu costs, respectively. This heterogeneity in menu costs combined with idiosyncratic shocks to the outlet or product help explain the heterogeneity in the frequency and size of price changes across outlets and across products in Lesotho. 19 
Dynamic features of price changes
The above analysis presents a summary of some of the key features characterising price setting behaviour in Lesotho. These features are generally consistent with those found in other countries, including South Africa. In this section, we follow Klenow and Malin (2011) and focus on how prices change over time. The dynamic features of the data also better enable us to distinguish between various theories of price-setting behaviour.
Decomposition inflation and the variance of inflation
In their review of the literature, Klenow and Malin (2011) find that price changes are typically not synchronized over the business cycle. The frequency of price changes, at least in the US, is relatively stable and only weakly correlated with inflation, whereas the average size of price changes commoves almost perfectly with inflation (Klenow and Kryvtsov, 2008: 885) . From a theoretical perspective, this outcome is consistent with time dependent pricing models. An implication for policy is that monetary shocks have more persistent real effects on the economy. This result, however, is not consistently found across countries. Creamer et al. (2012) find a close association between inflation and the frequency of price changes in South Africa. Gagnon (2009) finds that the extent of synchronization rises in high inflationary environments, as in Mexico in the mid-1990s. We now look at the evidence for Lesotho.
The geometric mean inflation rate in month t is defined as π t = k w kt (p kt − p kt−1 ) where w kt is the sample weight of product item i and p kt denotes the log price of product k in month t. Inflation can alternatively be expressed as:
k w kt I kt dp t
where the first term is the weighted average frequency of price change (extensive margin, EM or freq t ) and the second term is the average size of those price changes (intensive margin, IM or dp t ). Changes in inflation are therefore driven by changes in the frequency of price change and/or the size of price changes. This decomposition also provides useful theoretical insights. In the time-dependent pricing models of Taylor (1980) and Calvo (1983) the uniform staggering of price changes is the only possible source of variation in inflation. Figure 3 plots the 4-month moving average of π t , freq t and dp t while Table 9 The weighted average size of price change (IM) is lower at 1.3 percent, but it more volatile around this mean with a standard deviation 2.5 percent. This is similar to the finding for the US by Klenow and Kryvtsov (2008) .
Changes in the size of price changes are also more strongly correlated with inflation than is the frequency of price change. This is shown in Figure 3 where the size of price change follows the monthly inflation rate relatively closely, whereas the frequency of price change is more stable and less closely associated with inflation. The simple regressions of frequency on inflation shown in the final three columns of Table 9 corroborate this finding. The coefficient on frequency is not significantly different from zero, whereas the results for the size of price change indicate that at 1 percentage point increase in inflation is associated with a 2.4 percentage point increase in the size of price change.
These results are very similar to those of Klenow and Kryvtsov (2008) for the US and suggest that movements in inflation are driven by variations in the size of price changes rather than variations in frequency of price changes. Álvarez Klenow and Kryvtsov (2008) also decompose the variance of inflation over time into an intensive margin and extensive margin using the following decomposition: 21 var(π t ) = var(dp t ) · freq 2 IM + var(f req t ) · dlp 2 + 2freq · dp · cov(dp t , f req t ) + O t EM (4) The first term on the right hand side of the equation denotes the variation in inflation attributable to the variation in the size of price changes, or the intensive margin (IM ). The second term denotes the extensive margin (EM ) which captures the variation in the frequency and its covariance with price changes. In the time-dependent staggered price models of Taylor (1980) and Calvo (1983) , the intensive margin (IM ) accounts for all the variation in inflation, whereas in some state-dependent pricing models, the frequency plays a substantial role (Malin and Klenow, 2011). Table 10 This interpretation of the results, however, is critiqued by Gagnon (2009). He argues that the correlation between frequency and inflation is low as movements in the frequency of price increases (freq + ) and price decreases (freq − ) partly offset each other. As inflation rises, freq + increases as firms raise prices, but at the same time freq − falls. This is evident in the Lesotho data presented in Figure 4 where there is a strong co-movement of freq + with inflation and a weaker negative association between freq − and inflation. The regression estimates presented in Table 9 also show that a 1 percentage point increase in inflation is associated with a 4.6 percentage point change in freq + , but a 3 percentage point reduction in freq − . 22 Changes in the overall frequency, which is the sum of freq + and freq − , in response to inflation are therefore dampened. Only at high levels of inflation where few firms reduce prices, does overall frequency more closely match the frequency of price increases and hence become correlated with inflation, as was the case for Mexico in the mid-1990s (Gagnon, 2009 ).
Shifts in the composition of overall frequency also explain part of the close association found between the size of price changes and inflation. As shown in equation (3) π t = freq t .dp t . With dampened movements in freq t , changes in π t will be strongly associated with movements in dp t (Gagnon, 2009 (Gagnon, : 1238 . The relative importance of the intensive margin in explaining changes in inflation, as shown in Figure 3 is therefore in part attributable to changes in the composition of frequency. Similarly, the offsetting movements in the frequency of price increases and decreases drives some of the variance of the size of price changes (var(dp t )) that is central to the intensive margin component of the variance in inflation (var(π t )) in equation (4) (Klenow and Malin, 2011: 259). 23 Movements in the frequency of price changes therefore comprise an important component of inflation variance. Much of the intensive margin effect can actually be attributed to frequency of price changes.
An alternative approach suggested by Klenow and Kryvtsov (2008) is to decompose the variance of inflation expressed in terms of its positive and negative inflation components (i.e. π t = pos t + neg t , where pos t = freq + t . dp + t and neg t = freq − t . dp − t ). 24 The lower part of Table 10 reports the results for the variance decomposition for the terms of positive and negative prices. 66 percent of the variation in retail price inflation can be traced back to variation in the inflation contribution of price increases. This is similar to the 59 percent share for the US over the period 1988 through 2004 reported by Klenow and Kryvtsov (2008) , but lower than the 82% estimated for Mexico for 1994 to mid-2002 by Gagnon (2009) , although the latter includes the high inflation period in 1995. The remaining variation in inflation in Lesotho (34 percent) can be attributed to the inflation contribution of price decreases. 25 In summary, fluctuations in the frequency of price change play an important part of inflation dynamics in Lesotho. Rising inflation is associated with higher frequencies of price increases and lower frequencies of price decreases. These results are not consistent with the predictions of a strict TDP model. The results also highlight the importance of both price increases and price decreases in driving inflation movements. Reductions in prices constitute an important component of pricing behaviour in retail outlets. The final observation is evidence of differences in price-setting behaviour between Lesotho and South Africa, despite the close policy integration within the region. We explore this final point in more detail later in the paper. 2 3 The average size of price changes (dp) = freq + . dp + -freq − . dp − where dp+ (dp − ) denotes the absolute size of price increases (decreases). Hence, the variation in the average size of price changes can be driven by offsetting movements in freq + and freq − even if the size of price increases and decreases remain constant. Note that no significant relationship is found between inflation and the size of price increases and price decreases (see Table 9 ). Changes in the frequency of price increases and price decrease are therefore the important source of the variation. 16 
Duration of price spells and hazard functions
A further dynamic is the relationship between the probability of price changes and the age of the price. This relationship is commonly analysed by looking at the shape of the hazard function. A price hazard function represents the conditional probability of a change in price of a product, given the elapsed number of periods since the last price change. 26 An upward sloping hazard function would arise if price changes become more likely the longer they have remained unchanged. If firms have a fixed probability of changing prices in each period, as in the Calvo (1983) model, the hazard function is flat.
The general finding in the literature reviewed by Klenow and Malin (2011) is that hazard rates for individual products are not upward-sloping. For the US, Klenow and Kryvtsov (2008) find evidence of flat hazard rates. 27 This is suggestive of time-dependent pricing behaviour. In state-dependent pricing models, the expectation is that the probability of price changes increases in the age of a price as shocks accumulate and the desired price deviates further from the current price (Klenow and Malin, 2011: 276) . Figure 5 plots the pooled hazard functions for goods and services across retail outlets in Lesotho using uncensored cells. 28 The hazard functions are calculated using uncensored data. The pooled hazard function for goods is downward sloping, with bumps at 12 months and 24 months and a spike at 36 months. 29 The hazard function for the services sector declines more rapidly during the first 18 months and becomes flat thereafter. Downward sloping hazard rates for aggregated product groupings are also found for the US (Klenow and Kryvtsov, 2008; Nakamura and Steinsson, 2008), the Euro area (Álvarez, 2008) and South Africa (Creamer et al., 2012) .
The downward slope, however, reflects survival bias arising from combining firms that are heterogeneous in their price setting behaviour. As the duration horizon increases the share of price changes corresponding to firms with more flexible pricing behaviour declines resulting in a downward sloping hazard rate (Álvarez et al. 2005) . Figure 6 , therefore, plots hazard rates for selected disaggregated product groups where survival bias is attenuated.
Generally, the hazards for goods are upward sloping, suggesting that the probability of price change for consumer goods increases as more time elapses since the last price change. The hazard for food products and transport equipment are upward sloping while the hazard for clothing and footwear declines slightly in the beginning and then increases. The observed pattern in the clothing and footwear sector may reflect the presence of heterogeneity in price setting behaviour associated with variation in product quality within each group. The disaggregated hazard functions for services are generally flat with a spike at the end of the period. 30 These results are comparable to those of Creamer et al. (2012) for South Africa. Overall they suggest that goods markets are characterised by statedependent pricing behaviour, whereas services are characterized by time-dependent pricing behaviour.
The size and duration of price changes
Related to the frequency-duration relationship is the relationship between the magnitude of price adjustments and the duration of price spells. In timedependent models the size of price changes is expected to be increasing in the duration of price spells as more shocks accumulate the longer the spell between price changes (Klenow and Malin, 2011) . High menu costs can also drive a positive association between duration and the size of price changes as firms postpone price changes until the desired adjustment is large enough to warrant paying the menu cost (Álvarez and Hernando, 2004: 24) .
To evaluate this relationship for Lesotho, Figure 7 plots the simple average size of price changes against the duration of price spell for Lesotho data. The diagram shows a positive relationship between the mean size of price change and the duration of price spells and is similar to the relationship found for South Africa by Creamer et al. (2012) and UK by Bunn and Ellis (2012), but contrasts the findings for US and Spain where no relationship is evident (Álvarez and Hernando, 2004; Klenow and Kryvtsov, 2008 ). 31 The association does not reflect survival bias. To test the relationship, regressions of the absolute size of price change on duration using product by outlet level data are estimated. Table 11 presents the results of these estimates for all products and products categorized according to more aggregated categories. Each estimate includes time fixed effects and product by outlet fixed effects to account for time-invariant heterogeneity across outlets and outlet-invariant heterogeneity over time. A significant positive coefficient for duration is estimated in all estimates with the exception of services. A clear positive relationship is thus found between the magnitude of price adjustment and the time elapsed since the last price change. 32 
Comparison with South Africa
Product markets in Lesotho are expected to be highly integrated with those in South African. Lesotho is a geographical 'island' within South Africa and South African retail chains dominate its supermarket industry. Economic policies in Lesotho are also integrated with those of South Africa. Most importantly, Lesotho is a member of the Southern African Customs Union and the Common Monetary Area where its currency is pegged one-for-one with the South African Rand.
The high frequency of price changes in Lesotho compared to South Africa shown in Table 4 Table 12 presents the comparison of the weighted average frequency of price change, price increase and price decrease for the major groups in Lesotho and South Africa. As found earlier, the frequency of price changes, price increases and price decreases in Lesotho exceed the comparative measure in South Africa. Prices according to the sample of products change on average once every 2.4 months in Lesotho (frequency of 41 percent) and only once every 5.9 months in South Africa (frequency of 17 percent). Price changes in Lesotho are revealed to be more flexible than those in South Africa.
Higher frequencies of price change are observed in Lesotho for all major groups. However, relative frequencies across products are similar in both countries. The simple correlation coefficient across products of the average frequency of price change in both countries is 0.41. If we focus on the frequency of price increases, the correlation coefficient falls to 0.38, but rises again to 0.41 for the frequency of price decreases.
In integrated markets, we would also anticipate a close association between inflation, the frequency of price changes and the size of price changes for product items over time. Some evidence of the inflationary link is shown in Figure 8 that presents the 4-month moving weighted average inflation rate for the sample of 126 matched products for Lesotho and South Africa. From 2002 to mid-2000s, inflation rates fell in both countries. Month-on-month inflations rates then rose in both countries, although the increase was stronger in Lesotho than South Africa.
We test the robustness of this relationship by regressing aggregate monthly inflation rates in Lesotho at the product-item level on the equivalent variables for South Africa. The results are only illustrative of an association and more formal modelling of the relationship using a dynamic model structure with lags is left for later research. The regression coefficient, shown in Table 13 , is positive and statistically significant, but is relatively small. A one percent increase in product-level inflation in South Africa is only associated with a 0.08 percent increase in inflation in Lesotho. Further, only a small share of the variation in average price changes in Lesotho is explained by inflation in South Africa (adjusted R-square equals 0.06), despite the inclusion of product and time fixed effects.
We also look at the association between the frequency of price changes in Lesotho and South Africa. As shown in the regression coefficients presented in Table 13 , there is a significant positive association (coefficient equals 0.13) between variations in the product-item level frequency of price changes across the two countries. However, the association is driven by the frequency of price increases, not decreases. This is clearly shown in Figure 9 where the trends in the aggregate frequency of price increases in each country follow each other closely (part a), whereas there is no such relationship for the frequency of price decreases.
The final two rows of Table 13 present the coefficients of the regressions estimating the link between the size of price increases and decreases in South Africa on those in Lesotho. None of the coefficients are significant (at the 5 percent level or below). The positive association between inflation in Lesotho and South Africa therefore appears to be driven by co-movements in the frequency of price changes (more precisely increases), rather than the size of price changes.
Conclusion and policy implications
This paper presents new evidence on price setting behaviour in Lesotho using micro price data for the period March 2002 and December 2009. A number of stylised features characterising price setting behaviour are identified.
As with the international empirical literature, there is substantial heterogeneity in the frequency of price changes across products, outlets and time. Retailers on average change prices in every 2.7 months, but there is a wide variation in the frequency across products. For example, the average duration across products ranges from 2.6 months for goods to 8 months for services. There is also substantial heterogeneity in price setting behaviour across outlets. Outlet-level characteristics, including outlet size, are therefore an important determinant of price setting behaviour. Further research using outlet survey data is needed to identify the important outlet characteristics.
The frequency of price changes in Lesotho is found to be relatively high compared to other economies, particularly its neighbour South Africa. Using a matched sample of products, product prices in Lesotho change on average once every 2.4 months compared to once every 5.9 months in South Africa. Looking over time, we find a statistically significant association between the frequency of price changes in South Africa and Lesotho, but the relationship is driven by price increases and not price decreases.
Average price changes are found to be large in absolute terms, but many 20 small price changes occur. This finding is consistent with the international empirical evidence and suggests that price changes in Lesotho are driven by a combination of idiosyncratic productivity or cost shocks together with a wide range of menu costs across products and time. The paper also analyses the dynamics of price changes over time. Fluctuations in the frequency of price change play an important part in the dynamics of inflation in Lesotho. While variations in inflation are strongly correlated with the size of price changes, rising inflation is found to be closely associated with a higher frequency of price increases and a lower frequency of price decreases. The results also highlight the importance of both price increases and price decreases in driving inflation movements.
We also find substantial heterogeneity in the probability of price change. Hazard functions are upward sloping for goods (for example, flour, fruit juice, washing powder) and generally flat for services (for example, school fees, dry cleaning). This is consistent with time-dependent pricing behaviour in services, but state dependent pricing behaviour for goods. The size of price changes also increase with the duration of the price spell, a result that is consistent with many time-dependent pricing models. This relationship, however, differs from much of the international literature, but corresponds with findings for South Africa.
Overall, price setting behaviour in Lesotho broadly corresponds with the stylized facts identified by Klenow and Malin (2011) . Nevertheless, the research identifies some important areas for further research. Differences in the frequency of price setting behaviour between South Africa and Lesotho, despite trade and monetary policy initiatives to increase integration, require further analysis. The heterogeneity in price setting behaviour across outlets is an additional avenue for further research. Such research will require information on retail outlet level characteristics that can be obtained from firm surveys. Survey data will also enable researchers to investigate the role of market frictions and distribution networks in driving price differences between markets and regions in Lesotho. Note: Frequencies are calculated as the simple average (median) or weighted average (median) across products. The rural and urban frequencies are based on an overlapping sample of 149 products. The gap is significantly different from zero (based on a regression of outlet by product frequencies on a dummy variable for rural areas and product fixed effects). Implied durations are calculated as the inverse of the mean or median frequency. Note: Communications is made up entirely of the cost of landline to landline calls. These did not change over the sample period. Aggregate frequencies at the major group level (or higher) are calculated as the simple average (median) or weighted average of Freq k across products items within that product group. 
