INTRODUCTION
GENE expression microarray (GEM) experiments collect critical biological information collecting biological data from samples like tissues, cell lines. Recorded GEM data hold gene-wise information across all samples in the observation. Recently thousands of genes is measured and recorded simultaneously. In many perspectives these samples can be different under observation. To find the relevant genes for a particular target is an important area of research. These genes are called informative genes. The discovery of informative genes is important for the physician for judge a patients and for the company that are making drugs .in the last few years, a lot of effort has been put in the development of solution for the informative genes discovery. Till now the task is very challenging and some evolutionary approaches is invented to beat the conventional Approaches .The literature of features selection for informative genes discovery is vital. The main goal of this survey is to provide an important family of approaches that is applied in most of the gene selection methods. This survey paper provide a picture of, conventional approaches like filter, wrapper approach [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] [14] , [15] , [16] , [17] , [19] , [20] , [21] , [22] , [23] are used in section 2. Section 3 provides evolutionary approach [18] .
2.CONVENTIONAL APPROACHES
DNA microarray technology provides a facility to monitor thousands of genes simultaneously. If a problem has class than DNA microarray technology can analyse it, these are the problems that have two classes (disease/non-disease, stress/control, Knock-out/wild type) etc. When a conventional approach is used for analysing gene expression data, data mining algorithm is used for detecting genes that are expressed differently. Most of them are as follows:
Entropy-Based
By this method [1] , [2] the feature those have relatively random expression distribution can be filter out. The remaining features is found by finding some cut points in these features automatically ,The value of the features ranges such that the resulting expression intervals of every feature can be distinguished maximally .If a feature containing the same class of sample induced by the cut point to every expression interval ,then the cut point of this feature have some partitioning that have an entropy value of zero in an ideal case. Features have smaller entropy then it is more discriminatory. For considering those features with lowest entropy values sort the values of the entropy in ascending order. For a detailed description of the algorithm, please refer to [5, 6, 7] or http://sdmc.lit.org.sg/gedm/Preprocessing.html.
-Statistics and correlation based feature selection methods
The Chi-Squared (ᵡ 2 ) method [8] and the Correlation-based Feature Selection (CFS) method [4] are maid on the top of the entropy method. By measuring their chi-squared statistic with respect to the classes, the ᵡ 2 method evaluates features individually. The method first requires its range to be discretized into several intervals using, the entropy-based discretization method for a numeric attribute. By the formula , The value of an attribute is defined ,where m is the number of intervals, k the number of classes, the number of samples in the interval, class, the number of samples in the interval, the number of samples in the class, N the total number of samples, and the expected frequency of ( = * /N) .After getting the value of all considered features, by putting largest one on first position as proposed these values can be sort, The more important feature is that which have larger value. For 1 degree of freedom at 5% significant level is 3.841 the value of critical x [9] . Another approach of feature selection is CFS method. The worth of subsets of features ranks with this method. Feature subsets are huge, Best first search is used by CFS. Good features subsets hold highly correlated features. CFS construct a matrix then calculate score of subset by the formula: = , where is the heuristic merit of a feature subset S containing k features, is the average feature-class correlation, and is the average feature intercorrelation.
T-Statistics and MIT Correlation
Based on t-statistics it is widely used feature selection technique. With a data set S consisting of m expression vectors:
= ( , where 1 ≤ i ≤ m, m is the number of samples, and n is the number of features measured. Each sample is labelled with Y Є {+1,-1} (for classes, such as T-ALL vs. OTHERS1). For each feature , the mean (resp. ) and the standard deviation using only the samples labelled +1 (resp. -1) are calculated. Then a score T( ) can be obtained by T( ) = where (resp. n-) is the number of samples labelled as +1 of (resp. -1).For making selection as proposed feature with highest score is taken.. The score is defined as [3] : MIT( ) = .
Filter methods-a ranking approach
As proposed by Cosmin Lazar, Jonatan Taminau, Stijn Meganck, David Steenhoff, Alain Coletta, Colin Molter, Virginie de Schaetzen, Robin Duque, Hugues Bersini, and Ann Nowe most filter methods consider the problem of Feature Selection as a ranking problem. The solution is that genes that have the higher score rest are discarded. Scenario is described below:  To quantify the differences in expression between rank features and different groups of samples in descending order of the estimated score, scoring function s(x) is used.  The statistical significance is estimated like confidence intervals of the estimated scores.  The highest ranked features is selected which are statistically called the most informative genes.  To ensure that the selected subset of informative genes is valid or not. Scoring Functions-Assigning Relevance Indices to Features -Scoring functions represent the core of ranking methods and they are used to assign a relevance index to each feature [11] . 
Ranking methods for feature selection
As proposed in Fig1 it is divided in the following approaches.
Univariate methods
According to [13] , univariate methods, there are two approaches of feature selections as: (a) Parametric methods The data are drawn from a given probability distribution, on these some more or less explicit assumption these method are based.
(b) Nonparametric methods
In this method data is drawn on the bases of some unknown distribution. To quantify the difference in expression between classes based on some estimate scoring function is used.
Bivariate ranking methods
According to their discrimination power between two or more conditions Ranking pairs of genes can be performed either using a "greedy strategy" or "all pair strategy." (a) Greedy strategies First rank all genes by individual ranking (using one of the criteria provide by uni-variate ranking methods); subsequently the highest scoring gene is paired with the gene that gives the highest gene pair score. After selecting first pair, that is next highest ranked gene paired with the gene ,it maximizes the pair score, and so on. In [14] , a greedy gene pair ranking method has been proposed where t-test was performed on first rank gene individually, when the pair score is measured how well the combination of pairs is distinguished between two populations. (b) All pairs strategies In all pairs strategies unlike the greedy methods, by computing the pair score for all pair , all pair's strategies examine all possible gene pairs.
Filter methods-space search approach
It is an optimization strategy. That will provide most informative and least redundant subset of features among the whole set. This strategy follow three main steps described as follows:
1. To optimize Define a cost function. 2. To find the subgroup of features, which optimizes the cost function Use an optimization algorithm. 3. To ensure selected subsets of genes is valid or not. A filter method [15] provides gene selection independently, For using the data for classification analysis first pre-process the Microarray dataset.
Wrapper method
As proposed by Hong Hu1, Jiuyong Li1, Hua Wang1, and Grant Daggard [15] Contains a gene selection method within a classification algorithm. Wrapper method is not as efficient as filter method because an algorithm runs on original high dimensional array. However, Kohavi and John [16] have discovered that the accuracy of filter method could improve over filter method by wrapper method. By this it proves that accuracy of chosen genes depend upon selected gene. A wrapper method examples is SVMs [17] , SVM uses a recursive feature elimination technique under a greedy fashion to destroy the features iteratively until a largest amount of separation is reached
Clustering techniques
AS proposed by Daxin Jiang Chun Tang Aidong Zhang [19] ,Proximity measurement is a method that measure the similarity (or distance) between two data objects. After taking gene expression data's genes as an object, can be formalized as numerical vectors = , where is the value of the feature for the data object and p is the number of features. The proximity between two objects and is measured by a proximity function of corresponding vectors and . By Euclidean distance the distance between two data object can be measure as:
The overall shapes of gene expression patterns have a greater interest than the individual magnitudes of each feature. For shifting or scaled patterns Euclidean distance does not score well [20] . For this problem, standardization of each object vector is done with zero mean and variance one before calculating the distance [21, 22, 23] .
To measures the similarity between the shapes of two expression patterns an alternate measure is Pearson's correlation coefficient, given two data objects and , Pearson's correlation coefficient is defined as
Pearson ( Where and are the means and , respectively. Pearson's correlation coefficient shows each object as a random variable with diagnosis and measures the similarity between two objects after calculating the linear relationship between the distributions of the two corresponding random variables.
EVOLUTIONARY METHODS
As proposed by R. Debnath, and T. Kurita [18] Evolution by natural selection is called an evolutionary approach That genes will be previously selected in the competition to their competitors whose phenotypic effect promote their own propagation successfully. For the benefit of genes this process produces adoptions that promote the reproductive success of the organism that contains the same gene (kin altruism and green-beard effects), or the detriment to the other genes of the genome its own propagation (intra-genomic conflict).
Evolutionary algorithm
As proposed by R. Debnath, and T. Kurita [18] , The optimization techniques and the stochastic search that have been developed over the last 30 years called Evolutionary algorithm. The evolutionary algorithm in general form is shown below: 1. Generate initial population, evaluate fitness 2. While stop condition not satisfied do 3. Produced next population by 4. Selection 5. Recombination 6. Evaluate fitness 7. End while As proposed, the evolutionary algorithm, whose effectiveness can be determined by using them as features in an SVM classifier maintains a population of predictors. In the population the initial predictors are randomly constructed. The proposed method selects and recombines new features based on leave-one-out error bounds on SVM such as radius margin bound Instead of applying crossover and mutation operations, frequency of occurrence, Jaakkola-Haussler bound and Opper-Winther bound of the features in the evolutionary approach. As proposed in a predictor the number of features is parameter that shall be explore experimentally in the following section. By choosing optimum parameters of SVMs high performance of evolutionary SVM is obtained. Where the evolutionary SVM is applied the k-fold cross validation is used as an estimator of the generalization ability on a k-fold cross validation set and on several different k-fold cross validation sets then the generalization ability of the selected feature is tested. Using both the maximum number of generations and the criteria of no improvement of maximum fitness value of the population the termination criteria is defined. The predictor that contains the best subset of genes for the classification task will be that contain the highest fitness. The term is used as follows:
Error Bound Effect
In every generation, in equations the right hand side of any equation is calculated to observe the effect on error bound of each gene in each predictor. Let us denote is the bound value of m genes on a predictor and is the bound value of all genes except gene i. Then, for all i are calculated.
The < means removing gene j from the predictor can reduce error Bound much than removing gene k. Thus genes j will small should be deleted in the next generation.
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Gene Frequency
Let us denote be the frequency of occurrence of selected gene I at generation j. Initially all is set to 0.At any generation j, if gene I is selected then = +1 This frequency is calculated for each predictor separately.
Gene Deletion
As proposed remove those genes which can reduce the error bound much and in the previous generations which are selected a few. It calculate the scoring function as = ϵ + (1-ϵ) Where [0, 1] is a trade-off between bound value and the frequency of occurrence in the previous generations. Gene i with the minimum will be deleted from the predictor.
Fitness Function
For evaluating the system The fitness function is the only guide. For designing evolutionary SVM There are two objectives. One is to maximize the classification accuracy of the k-fold cross-validation and the other is to minimize the number of selected genes. If S represents the set of parameters to be evolved in the whole system, the fitness function is defined as follows: max t(S) = (1 − ) (S) − (S) where ∈ [0, 1] is a control parameter between classification accuracy and the number of selected genes.
Proposed Algorithm
The proposed by R. Debnath, and T. Kurita [18] by replacing all new . 5) Replace some worse predictors of the new population based on classification accuracy by some best predictors from the previous generation. For replacing worse predictors , to create new like crossfold validation technique merge the features of the selected best predictors from the previous generation and then randomly select features from the merge-feature set. The best hyper parameters for each predictor will be obtained and For a set of SVM hyper parameters this procedure will be performed. From this procedure we will get n feature sets.
From the n sets we will choose top-rank features in terms of occurrence frequency.
CONCLUSION
This paper presents a study on different existing gene selection methods for gene expression Microarray data for classification by classifier. Gene selection methods has two approaches first approach is conventional approach which contain Entropy-Based, the ᵡ 2 -Statistics and Correlation-Based Feature Selection Methods, T-Statistics and MIT Correlation, a filter method, Wrapper Method, Clustering Techniques. The second approach is evolutionary approach under which evolutionary algorithm comes. In this paper we discussed a brief description of most of the feature selection methods. That shows feature selection is a challenging task.
