In statistics, signal processing, and mathematical finance; a time series is a sequence of data points that measured at uniform time intervals. The prediction of time series is a very complicated process. In this paper, an improved Adaptive Neuro Fuzzy Inference System (ANFIS) is taken for predicting Mackey-Glass which is one of the chaotic time series. In the modeling of linear and stationary time series, it is necessary to choose the class of Auto Regressive Integrated Moving Average (ARIMA) models because of its high performance and robustness. Hence, in this paper, ANFIS becomes robust by ARIMA model. Simulation demonstrates that the proposed model has a good predictive capability.
Introduction
Time series forecasting application is a field that has been changed a lot recently. In last decade, lots of researches have been done to use this powerful tool in wide fields such as; business and finance, computer science, all branches of engineering, medicine, physics, chemistry and many interdisciplinary fields. Many models and techniques for forecasting of the time series, specially the chaotic time series, have been studied in last decade. Nowadays, forecasting methods, have been used in the prediction of nonlinear, natural and chaotic time series (Durbin et al., 1998; Refenes et al., 199; Saad et al., 1998) .
Time series are divided to two basic parts; linear and nonlinear. For linear time series conventionally, the researchers have employed traditional methods of time series analysis, modeling, and forecasting such as the ARIMA model (Weigend and Gershenfeld, 1994; McNames et al., 1999; Box and Jenkins, 1976) . For nonlinear time series, much kind of methods have been suggested in the references such as the Neural Network (Priestley, 1988; Tong, 1990) . Neural Network by using computers have been become stronger and stronger during last years and now it is the basic of some fields that work on forecasting which is directly connected to the time series (Zhang et al., 1998; Aha, 1997) . All these methods try to find the function which applies on the numbers such that future data comes out of past data.
In this study, ANFIS is used as an estimator for forecasting of future data by using of past data, and recurrent method was used for making the network robust. In the final, a brief comparison of this method and a neural network with Levenberg-Marquardt learning is provided.
Basic Concepts of Artificial Neural Networks
Neural network is one of the main crucial part of a neuro-fuzzy network. (Zounemat-Kermani and Teshnehlab, 2008) . In fact, artificial neural network is utilized to model neuron cells which are based upon cell body, axon and dendrite in the body. It is scientifically true to say that due to the need of modeling a biological neural network, an artificial neural network is designed. Furthermore, each neural cell has the capability to transmit information (Zounemat-Kermani and Teshnehlab, 2008) . Hence, a straightforward structure of an artificial neural network is illustrated according toFig. 1.
Fig 1.
The straightforward architecture of an artificial neural network p stands for Input information. Then input information is multiplied by some synaptical weight and adds to a bios b, regarding as a random number initially. Then, the computed number is placed in the function and the output amount will be specified. Outputs of each layer could be regarded as inputs for the following layer. Indeed, artificial neural network is based upon one or more active layers and each layer involves several neurons. In this respect, if the amount of layers and neurons increase, network complication is improved as well. Eventually, the outputs are contrasted to the
Operators of Fuzzy Systems
First, input information must be made via using the fuzzifier section. In this regard, the precise amount replaced in this operation to fuzzy values considering appropriate membership functions. Afterward, fuzzy parameters are placed to the fuzzy data base which involves two crucial sections, fuzzy rule base and inference engine. In elaboration, fuzzy rules correlated to fuzzy propositions are defined in fuzzy rule base section. Fuzzy inference engines such as Sugeno fuzzy inference engine and Mamdani fuzzy inference engine can be used for the analysis operation. The operator of each engine can be presumed minimum or product (Zounemat-Kermani and Teshnehlab, 2008) . Eqs. (1) and (2) show the Sugeno model with product and minimum operator:
where ( ) is the first order of rule. Then output values are entered into the defuzziffier section and forward the categorical value. Fig. 2 shows a simple fuzzy system (Jantzen, 2005; Wolkenhauer, 2001 ).
Adaptive Neuro Fuzzy Inference System (ANFIS)
ANFIS uses the multi-valued logical system, namely, fuzzy logic, to account for a hidden imprecision in data and to make accurate mapping accordingly (Jantzen, 2005; Wolkenhauer, 2001) . To this end, fuzzification of the input is performed via membership functions having a relationship which maps the input value in the range of [0 1]. The algorithms, back-propagation and/or least squares are used to instruct the parameters of input and output of membership functions. In ANFIS, fuzzy language rules or conditional statements are ascertained to train the system while in the multi layer perceptron, weights are adjusted. Fig. 3 illustrates the general structure of ANFIS (ZounematKermani and Teshnehlab, 2008 When an ANFIS is designed to model a particular target, choosing the fuzzy inference system is extremely crucial. Many kinds of FIS are reported in (Mamdani and Assilian, 1975; Tsukamoto 1979; Takagi and Sugeno, 1998) , and each is depicted via their consequent parameters . A straightforward least squares error approach is utilized to approximate the parameters. The resulting part of this FIS is a linear equation. For example, x and y are inputs of FIS and z is output of FIS. Hence, By having two fuzzy if-then rules, the first order Sugeno's fuzzy model can be written as:
where , and , are the membership functions of inputs and , correspondingly; , , and , , stand for the parameters of the output function. The fuzzy reasoning mechanism of the Sugeno model to obtain an output function f from a given input vector [x,y] is shown in Fig. 3a .
Furthermore, Fig. 3b shows the nodes of the same layer having similar functions. In this respect, the ANFIS operation is according to the following rules:
The membership grades of a variable input is produced in each node. The output node is defined as follows:
where (or ) stands for the input of the node; (or ) is a fuzzy set with regard to this node, identified via the shape of the membership functions. Gaussian, generalized bell shaped, trapezoidal shaped and triangular shaped functions can be as proper membership functions. By supposing a generalized bell function as the membership function, the output can be calculated as:
where { , , } denote the parameters altering the shapes of the membership function having the maximum of 1 and the minimum of 0 (Zounemat- Kermani and Teshnehlab, 2008) .  Layer 2: The incoming signals are multiplied to every node in this layer and the output denoting the firing strength of a rule is calculated as: 
where ̅ is the output of layer 3 and is the vector of the parameters.  Layer 5: The single node in this layer computes the overall output of the ANFIS as (Aqil et al., 2007; Jang and Sun, 1995) : 
ARIMA
The forecasting approaches presented so far refer only to stationary models. In practice, however, many important time series are not stationary, so that they have to be transformed to stationary time series. The generalization of an Auto Regressive Moving Average (ARMA) model can be modified to provide a model for a time series that is non stationary in the mean. The modified version of an ARMA is known as Auto Regressive Integrated Moving Average (ARIMA). The term integrated indicates the fact that the model is produced by repeated integrating or summing of the ARMA process with the following formula:
Long term predictions
There are two main trends when dealing with long term time series prediction: direct prediction and recursive prediction (Ji et al., 2005) . Due to the characteristics of each approach, it can be expected that direct prediction provides a better performance in prediction accuracy, since it uses one specific model for each desired horizon (Ji et al., 2005) . Nevertheless, it has two main drawbacks that could render the use of recursive approaches more desirable. On the one hand, the modeling and the time series behavior understandability vanish as several different models are needed, one for each prediction horizon. On the other hand, for very long prediction horizons as in (Jung et al., 2005) , it needs a very high number of predictions. In addition, a direct prediction approach is useless when several different models would be required. But for wider horizons, when the noise of the series is large, a direct prediction approach would be desirable to obtain better predictions. For the lower levels of the noise, a recursive prediction might be able to obtain good predictions (Fig.4.) .
, are the number of trained data and tested data, respectively. And for predicted data there is that can be written as:
It is regarded to predicting as a long term prediction. After some steps, there are new data only and this can be applied to the entire system. 
Modeling of the Mackey-Glass System
The Mackey-Glass systems have been introduced as a model of white blood cell prediction (Mackey and Glass, 1977) :
This time series is chaotic, and so there is no clearly defined period. The series will not converge or diverge, and the trajectory is highly sensitive to initial conditions. This is a benchmark problem in the neural network and fuzzy modeling research communities. To obtain the time series value at integer points, it is applied the fourth-order Runge-Kutta method to find the numerical solution to the above equation. Here initial conditions are assumed ( ) and ( ) .
Normalization and Errors
Normalization is a part of the survey. In this method, it is necessary to have a good input for the network. So it is used the following formula:
while is the normalized data, denotes the original data, ̅ are the average of data and illustrates the standard deviation of data. In this regard, the whole input data receive values between zero and one which are appropriate or network training. Furthermore, output results are set as values when de-normalization is done (Zounemat-Kermani and Teshnehlab, 2008) . There are many types of performance evolution tools available. The MSE (Mean Square Error) and the NMSE (Normalized Mean Square Error) have been selected for the survey: 
Data Outputs and Result
There are six inputs for each step. Four inputs directly entered to the network and other two inputs entered via as ARIMA's last ten numbers. It can forecast only next number by these six inputs. The ANFIS was trained with 750 numbers, and then was tested with 250 numbers. For next 120 numbers it is applied a structure that uses predicted data in prediction. Thus, numbers of predicted data used in the network is increased step by step and it will be long term forecasting with 120 numbers that have been predicted. Fig.5 shows 120 consecutive predicted data from the MackeyGlass series. Fig.6 . shows the comparison between obtained value from presented method and real value (error diagram). 
Discussions and Comparison of Results
In the reference (Mirzaee, 2008) , in the same conditions with this paper, the reported error values are: while as in this study, these values are: as it has used 750 data for training, 250 ones for verification, and 120 ones for prediction. This technique is also applied on the copper and lead cases with the same conditions (i.e. 750 data for training and 250 ones for verification). It is eventually predicted 120 numbers and compared them with the real values, finding out that the results are not feasible for this question. For example, the error values for copper is obtained that do not represent an appropriate approach for a long-term metal prices prediction. As there are plenty of data in this part, using greater intervals is possible for network training. In this method, the numbers with time distance 120 are put along each other in input, and with 5 network inputs and considering the ARIMA having and 5 data, it is reached to more deliberate results: . These are reasonable values for a long-term prediction.
Conclusion
In this paper, a new method was used for long term prediction over Mackey-Glass system. This method is the combination of neuro-fuzzy method (ANFIS) and basic time series methods (ARIMA) which is becoming a perfect approach of predicting the future data values.
Step by step, predicting has been used to gain the longer term prediction, and it goes to be a great result to the network. In addition, for other similar systems, the expected results have been reached.
