We extend the list of linear programming problems that are known to be solvable in strongly polynomial time to include a class of LPs which contains special cases of the generalized transshipment problem. The result is facilitated by exploiting some special properties associated with Leontief substitution systems and observing that a feasible solution to the system, Ax = b, x > 0, in which no variable appears in more than two equations, can be found in strongly polynomial time for b belonging to some set Q. At present, there is no algorithm that can solve a general instance of the linear programming problem in strongly polynomial time. However, by using any of the polynomial algorithms for the problem (e.g., the method of Khachiyan 1979 or Karmarkar 1984, or their variants) as a subroutine, Tardos (1986) provided an algorithm for linear programming whose running time bound is a polynomial function of m, n and the length of the elements in A, and is independent of the length of the elements in b and c. Consequently, the class of LPs having a constraint matrix with elements whose length is boundable by a polynomial in n and m, can be solved in strongly polynomial time.
in L. An algorithm is said to run in strongly polynomial time if the number of elementary operations can be bounded by a function that is polynomial in n and m, and is independent of L.
At present, there is no algorithm that can solve a general instance of the linear programming problem in strongly polynomial time. However, by using any of the polynomial algorithms for the problem (e.g., the method of Khachiyan 1979 or Karmarkar 1984 , or their variants) as a subroutine, Tardos (1986) provided an algorithm for linear programming whose running time bound is a polynomial function of m, n and the length of the elements in A, and is independent of the length of the elements in b and c. Consequently, the class of LPs having a constraint matrix with elements whose length is boundable by a polynomial in n and m, can be solved in strongly polynomial time.
In order to find additional classes of the LP problem that are solvable in strongly polynomial time, we have to identify conditions for A, b or c, which define LP classes with properties that lend themselves to efficient solution techniques. For LPs with an aij very large in length, we expect to find encouraging results when A has a peculiar distribution of nonzero elements or element signs. For such systems, feasible bases may be structured specially, so it would be easier to characterize and hence find feasible or optimal solutions. In the next section, we describe Leontief subsitutions systems and systems of inequalities in which each no constraint has more than two participating variables. These systems have properties which allow for more efficient solution techniques than do more general systems. We also describe the (generalized) transshipment problem, which is related to these systems.
Megiddo (1983) presented a strongly polynomial algorithm which finds a feasible solution to inequality systems in which each no constraint has more than two participating variables. In Section 2, we show how the algorithm can be used to find a feasible solution to a related system, Ax = b, x : 0, in which no variable appears in more than two equations in strongly polynomial time for b belonging to some set Q. In Section 3, we show that if the system is also a preLeontief substitution system, then an optimal solution to any LP having the system as a constraint set (and its dual) can be found in strongly polynomial time. Thus, we extend the list of LP classes that are known to be solvable by a strongly polynomial algorithm. Combining constraints along an admissible path from node i to node j determines a constraint involving only variables yi and yj. Thus, an admissible path from node i to node 0 or from node i to itself determines a constraint involving only yi, revealing either an implicit upper bound or an implicit lower bound to the variable yj.
We define y3ax and y"'i to be, respectively, the tightest upper bound and lower bound to yk obtainable from admissible paths in the graph. If no such upper (lower) bound exists, then y'ax (ykinl) is set to infinity (negative infinity).
From an adaptation of a theorem by Shostak (198 1) we find the following proposition. to this node is set to 0.) This allows our discussion to be applicable to the ordinary TP case, where the constraint would be redundant. Notice that GTP and DTP can be represented as cases of P and D, respectively, in which the constraint matrix A has no more than two nonzero elements in any of its columns and both A and -A are pre-Leontief. Since it is possible for an edge multiplier to have a length, which is not boundable by a polynomial in n and m, an arbitrary instance of GTP is not guaranteed to be solvable in strongly polynomial time by any of the algorithms described earlier.
It turns out, though, that efficient algorithms exist for some special cases of GTP. Goldberg, Plotkin and Tardos If, on the other hand, P is feasible, with bi > 0 for some i E M2, then Ai* must be one of the rows in the Leontief submatrix of A, described in Proposition 1. Because the feasible bases of LSS have nonnegative inverses, it follows that the system, Ax = ei, x > 0, has a feasible solution, say x. By weak duality, c t provides a finite upper bound to the optimal objective of:
