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CONTEXTO 
 
Esta línea de Investigación forma parte de dos 
de los Subproyectos dentro del Proyecto 
“Sistemas Distribuidos y Paralelos” acreditado 
por la UNLP y de proyectos específicos 
apoyados por CyTED, CIC, Agencia e IBM. 
 
 
 
                       RESUMEN 
 
Esta línea de I/D se enfoca en la 
caracterización de las arquitecturas de 
procesamiento paralelo basadas en sistemas 
distribuidos tales como clusters, 
multiclusters y grid con el objetivo de 
analizar y predecir performance de 
aplicaciones paralelas numéricas y no 
numéricas. 
 
Al mismo tiempo se desarrolla un conjunto 
de aplicaciones específicas sobre clusters, 
multiclusters y grid para resolver problemas 
concretos, con diferentes paradigmas de 
programación paralela. En todos los casos 
se analiza performance, balance de carga, 
rendimiento y escalabilidad. 
 
En relación con este proyecto se ha iniciado 
una línea en codiseño hardware/software 
con énfasis en la migración a hardware  de 
algoritmos paralelos que incluyan tolerancia 
a fallas.  
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                 1. INTRODUCCION 
 
Es indiscutible la importancia actual del 
procesamiento paralelo y distribuido. En 
particular la utilización de arquitecturas de 
“cluster” de PCs es creciente por la relación 
costo/performance alcanzable. A partir de 
los clusters aparecen nuevas arquitecturas 
paralelas, generadas por la interconexión de 
clusters a través de redes LAN y WAN. En 
esta línea se agrega en los últimos años la 
utilización de arquitecturas GRID donde 
sobre un sistema distribuido débilmente 
acoplado (por ejemplo en una red WAN 
sobre Internet) se comparten múltiples 
computadoras heterogéneas trabajando 
como una máquina paralela virtual. A 
diferencia de un multicluster dedicado, aquí 
las máquinas pueden compartir aplicaciones 
locales y remotas. [1], [2], [3], [4], [5], [6] 
 
Los problemas clásicos de performance, 
escalabilidad, heterogeneidad del hardware, 
balance dinámico de carga y overhead de 
comunicaciones, que caracterizan el estudio 
de algoritmos paralelos, reaparecen 
potenciados por las dificultades propias de 
la interconexión a través de una red no 
dedicada como puede ser Internet. [7], [8], 
[9]. 
 
Por otra parte es necesario el desarrollo de 
nuevos modelos de predicción y análisis de 
performance para estas arquitecturas, lo que 
requiere caracterizar el contexto de 
comunicaciones entre los procesadores y la 
asociación entre los algoritmos de 
aplicación, el paradigma de cómputo 
paralelo elegido y la arquitectura de 
soporte. [10], [11], [12]. 
 
El cómputo paralelo en clusters se ha 
establecido desde hace varios años como 
una alternativa con grandes ventajas en 
cuanto a la relación costo/beneficio para 
resolver problemas numéricos y no 
numéricos con grandes requerimientos de 
rendimiento en el ámbito de procesamiento 
masivo de datos, y en esta línea existen 
numerosas contribuciones de este proyecto 
en el  III-LIDI que se pueden encontrar en 
www.lidi.info.unlp.edu.ar. 
 
A partir de las arquitecturas de cluster y 
multicluster se generan nuevos modelos de 
cómputo distribuido/paralelo que convergen 
en las tecnologías grid. 
El grid ha surgido recientemente en el 
ámbito de la supercomputación para 
satisfacer las necesidades de ciertos 
proyectos científicos, bien por requerir una 
enorme capacidad de cálculo 
(“Computational Grids”) o bien por 
manejar ingentes cantidades de datos 
(“Data Grids”).  
Durante este tiempo se ha producido un 
gran avance en el desarrollo de elementos 
software intermedios (“middleware”), 
necesarios en este tipo de aplicaciones, 
como ayuda adicional para la gestión de 
recursos distribuidos, seguridad, etc. Sin 
embargo, el desarrollo de aplicaciones que 
se asienten sobre la tecnología grid sigue 
siendo, hoy por hoy, una labor casi 
artesanal, principalmente porque la 
distancia entre los conceptos requeridos por 
las aplicaciones y los proporcionados por el 
middleware es todavía demasiado grande. 
[13], [14]. 
Para facilitar el desarrollo mencionado 
existen propuestas tales como: 
 Herramientas de alto nivel para la 
especificación y diseño de aplicaciones 
sobre grid. 
 Monitorización y optimización de 
recursos sobre un sistema grid. Análisis 
dinámico de la asignación de procesos y 
datos a los componentes del grid. 
 Tolerancia a fallas en arquitecturas de 
multicluster y grid. 
 
En el proyecto (en conjunto con otras 
Universidades) se propone investigar la 
inclusión/desarrollo de herramientas que, de 
la forma más transparente posible, permitan 
el desarrollo de aplicaciones tolerantes a 
fallos, tanto secuenciales, como paralelas.   
 
Las soluciones propuestas deben ser 
portables a distintas plataformas para que 
puedan ser útiles en entornos heterogéneos 
como los sistemas grid. Los desarrollos que 
resulten podrán además ser aplicados a la 
migración de procesos entre nodos 
diferentes del sistema distribuido con el 
objetivo de balancear la carga. 
 
En la actualidad, existen múltiples 
aproximaciones para la creación de una 
arquitectura grid genérica mediante la 
definición de protocolos grid estándares que 
permitan la interoperabilidad entre 
diferentes sistemas: definición de servicios, 
interfaces de aplicaciones y herramientas de 
desarrollo de software. Sin embargo, 
todavía no se ha impuesto ningún modelo 
concreto y aunque a nivel conceptual el 
acuerdo es grande, a nivel de aplicación el 
consenso es difícil. La actividad en este 
campo a nivel mundial es muy importante y 
es en la fase de desarrollo de una nueva 
tecnología donde es vital la contribución de 
la comunidad científica. [15], [16]. 
Las aplicaciones que serán utilizadas como 
banco de pruebas de la tecnología grid en 
este proyecto son las siguientes: 
 Algoritmos de tratamiento de imágenes 
(en particular de reconstrucción 3D). 
 Algoritmos de reconocimiento de 
secuencias (en particular de ADN o 
genómicas). 
 Algoritmos de simulación paramétrica 
(en particular de fenómenos naturales 
como incendios o inundaciones). 
 
Por otra parte, el proyecto contempla una 
línea dedicada a la migración de algoritmos 
a hardware dado que los requerimientos de 
performance y la respuesta en tiempo real 
exigida por numerosas aplicaciones 
paralelas (ej. control de robots o 
identificación automática) hacen 
conveniente/necesaria dicha migración. 
[17], [18].  
 
La investigación de los sistemas “on chip” 
en las técnicas de co-diseño hard/soft que 
llevan a su optimización y en el control en 
tiempo real de fallas estáticas y dinámicas 
de los SOCs son puntos importantes en el 
desarrollo actual de la tecnología que tiende 
a mejorar la eficiencia de los sistemas 
distribuidos de tiempo real.[19] 
En el ámbito de este proyecto se presenta 
una línea dedicada a Tolerancia a fallas en 
SOC, Co-diseño Hardware/Software de 
sistemas embebidos y Migración de 
algoritmos a hardware que incluye la 
simulación y evaluación de arquitecturas de 
multiprocesamiento integradas.  
 
 
 
 2. LINEAS DE INVESTIGACION y 
DESARROLLO 
 
 Sistemas distribuidos y paralelos. 
Cluster, multicluster y grid. 
Caracterización de performance. 
 Algoritmos paralelos. Ajuste de los 
algoritmos al modelo de arquitectura. 
Optimización de algoritmos. 
 Lenguajes para procesamiento paralelo 
en sistemas distribuidos. Bibliotecas de 
comunicaciones. 
 Paradigmas de programación paralela 
sobre sistemas distribuidos. 
 Análisis (teórico y práctico) de los 
problemas de migración y asignación 
óptima de procesos y datos a 
procesadores. Métricas del paralelismo.  
 Modelos de predicción de performance 
en arquitecturas multicluster y grid. 
 Modelos de administración de recursos 
en arquitecturas paralelas distribuidas. 
 Caracterización de rendimiento de 
cómputo y de las comunicaciones en 
clusters e interclusters. 
 Desarrollo de bibliotecas de cómputo 
paralelo y comunicaciones para 
cómputo en clusters, multiclusters y 
grid. 
 Optimización de algoritmos sobre 
multiclusters heterogéneos. 
 Aplicaciones de simulación paramétrica 
en problemas ambientales sobre grid. 
 Aplicaciones de tratamiento de 
imágenes y reconstrucción 3D sobre 
grid. 
 Codiseño Hardware/Software de 
sistemas embebidos. Análisis de 
performance. 
 Migración de algoritmos paralelos a 
hardware. 
 Tolerancia a fallas en SOC. 
 
 
 
 3. RESULTADOS 
OBTENIDOS/ESPERADOS 
 
9 Formar recursos humanos en los temas 
de sistemas distribuidos y paralelos, 
incluyendo tesis de postgrado. 
9 Modelizar el comportamiento de 
clusters y multiclusters homogéneos y 
heterogéneos, sobre redes LAN y 
WAN.  (en desarrollo) 
9 Estructurar un GRID con al menos 3 
Universidades del país (realizado) y  
Universidades del exterior. (en curso 
con 14 países involucrados). 
9 Proporcionar una o un conjunto 
reducido de métricas que describa 
satisfactoriamente el rendimiento de 
cómputo paralelo en clusters, 
multiclusters y grid (sujeto a 
restricciones). (en desarrollo) 
9 Desarrollar primitivas de 
comunicaciones orientadas a cómputo 
paralelo en multicluster. 
9 Desarrollar aplicaciones sobre cluster, 
multicluster y grid evaluando los 
modelos desarrollados de predicción de 
performance.  
9 Desarrollar y poner a disposición 
bibliotecas específicas (álgebra lineal, 
tratamiento de imágenes) para ejecutar 
sobre multicluster y grid. 
9 Iniciar la formación de  recursos 
humanos en los temas de arquitectura 
de procesadores dedicados “on chip”, 
incluyendo tesinas de grado y maestría. 
9 Establecer metodologías para la 
migración de algoritmos a hardware on 
chip. 
9 Obtención, por diseño y simulación, de 
elementos de biblioteca para SOC 
autoverificables (bloques IP). 
 
 
 
4. FORMACION DE RECURSOS 
HUMANOS 
 
En esta línea de I/D existe cooperación a 
nivel nacional e internacional. Hay 3  
Investigadores realizando su Doctorado en 
Argentina y 1 en el exterior. Asimismo 3 
alumnos avanzados están trabajando en su 
Tesina de Grado de Licenciatura. 
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