The present paper investigates properties of quasi-stable ideals and of Borelfixed ideals in a polynomial ring k[x 0 , . . . , x n ], in order to design two algorithms: the first one takes as input n and an admissible Hilbert polynomial P(z), and outputs the complete list of saturated quasi-stable ideals in the chosen polynomial ring with the given Hilbert polynomial. The second algorithm has an extra input, the characteristic of the field k, and outputs the complete list of saturated Borel-fixed ideals in k[x 0 , . . . , x n ] with Hilbert polynomial P(z). The key tool for the proof of both algorithms is the combinatorial structure of a quasi-stable ideal, in particular we use a special set of generators for the considered ideals, the Pommaret basis.
Introduction
In the present paper, we are interested in quasi-stable monomial ideals in a polynomial ring k[x 0 , . . . , x n ]. These ideals have a very rich combinatorial structure (summarized in Theorem 1) and appear in literature under several different names: for instance, they are called Borel type ideals in [16] or monomial ideals of nested type in [2] or weakly stable ideals [7] . We are interested in these special type of monomial ideals because among them we can find the Borel-fixed ones: these are the ideals which are stable under the action of the Borel subgroup of invertible matrices. Borel-fixedness is a property depending on the characteristic of the field k ((Example 2, (1)), while quasi-stability is independent of the characteristic. Borel-fixed ideals are well-known and used in algebra and also in algebraic geometry because given an ideal I and a term order, the generic initial ideal of I is Borel-fixed.
Further, under the hypotheses that k is infinite and has characteristic 0, in some recent papers [3, 5, 10] the properties of Borel-fixed ideals were exploited to bring on a computational and effective study of the Hilbert scheme, the scheme parameterizing flat families of saturated ideals in k[x 0 , . . . , x n ] having the same Hilbert polynomial P(z). This new direct approach led to a better insight on Hilbert schemes: see for instance [4, 13] . In these two papers a key tool to explicit study specific Hilbert schemes is the computation of the list of Borel-fixed ideals in k[x 0 , . . . , x n ] with a given Hilbert polynomial. Under the hypothesis that the characteristic of k is 0, this list can be obtained by the algorithm presented in [9] and later improved in [17] or by the algorithm presented in [20] .
In [8] , the authors generalize some of the computational techniques developed in [3, 10] to the case of quasi-stable ideals. Hence, there is a missing step in order to generalize the open cover of the Hilbert scheme defined in [5] and apply it also in the case of a field k of arbitrary characteristic: the explicit computation of the complete list of saturated quasi-stable ideals (and in particular of Borel-fixed ideals) in the polynomial ring k[x 0 , . . . , x n ] with a given Hilbert polynomial.
The goal of the present paper is filling this gap, designing two algorithms: they both take as an input the number of variables of the polynomial ring and an admissible Hilbert polynomial. The output for one algorithm is the complete list of saturated quasi-stable ideals in the chosen polynomial ring with the target Hilbert polynomial, while the output for the other one is the complete list of saturated Borel-fixed ideals with the same features, taking in input also the characteristic of the coefficient field (Algorithms 3 and 5).
For our goal, the most useful property of a quasi-stable ideal is that it has a Pommaret basis, a special set of generators which can be easily computed from its minimal monomial basis. A Pommaret basis has got many useful features (see Sect. 4 ) that allows us to adapt the arguments of [9] for Borel-fixed ideals in characteristic 0 to both quasi-stable (Sect. 5) and Borel-fixed ideals in arbitrary characteristic (Sect. 8).
The algorithms we obtain can be easily implemented on any Computer Algebra System. We wrote a non-optimized implementation in Maple [19] , that could compute the complete list of quasi-stable and Borel-fixed ideals in several non-trivial cases. We briefly comment two of these computations in Sect. 9.
Notations and generalities
For every 0 ≤ < n, we consider the variables x , . . . , x n , ordered as x < · · · < x n−1 < x n (see [21, 22] ). This is a non-standard way to sort the variables, but it is suitable for our purposes. In some of the papers we refer to, variables are ordered in the opposite way, hence the interested reader should pay attention to this when browsing a reference.
A term is a power product x α = x α · · · x α n n . We denote by T( ) the set of terms in the variables x , . . . , x n . We denote by max(x α ) the biggest variable that appears with non-zero exponent in x α and, analogously, min(x α ) is the smallest variable that appears with non-zero exponent in x α . The degree of a term is deg(x α ) = n i= α i = |α|. Let k be a field and consider the polynomial ring S ( ,n) := k[x , . . . , x n ] with the standard graduation. We write S ( ,n) t for the set of homogeneous polynomials of degree t in S ( ,n) . Since S ( ,n) 
. The ideals we consider in S ( ,n) are always homogeneous. If I ⊂ S ( ,n) is a homogeneous ideal, we write I t for I ∩ S ( ,n) t and I ≥t for I ∩ S ( ,n) ≥t . The ideal I ≥t is the truncation of I in degree t.
The ideal J ⊆ S ( ,n) is monomial if it is generated by a set of terms. If J is a monomial ideal, a minimal set of terms generating it is unique and we call it the monomial basis of J and denote it by B J .
If I ⊂ S ( ,n) is a homogeneous ideal, we define the Hilbert function of S ( ,n) /I as h S ( ,n) 
such that for every t 0, h S ( ,n) /I (t) = P(t), which is called the Hilbert polynomial of I . A polynomial is an admissible Hilbert polynomial if it is the Hilbert polynomial of some ideal.
Let I be a homogeneous ideal in S ( ,n) . Consider its graded minimal free resolution
The Castelnuovo-Mumford regularity of I , or simply the regularity of I , denoted by reg(I ), is the smallest m for which I is m-regular (see for instance [12] ). Using the above notations for Hilbert function and polynomia, we recall that for every s ≥ reg(I ), h S ( ,n) /I (s) = P(s).
If I and J are homogenous ideals in S ( ,n) , we define (I : J ) as the ideal f ∈ S ( ,n) | f J ⊆ I ; we will write (I : x i ) for (I : (x i )). Further, we define (I : J ∞ ) := ∪ j≥0 (I : J j ); again, we will write (I :
Quasi-stability and stability
In the present section we introduce quasi-stability and stability of a monomial ideal. Both properties do not depend on the characteristic of the field we work on. A thorough reference on this subject is [22] .
As already mentioned, quasi-stable ideals can be found in literature under several different names, see for instance [2, 7, 16] . Here we consider the definition given in [8] , which better fits our purposes. Definition 1 [8, Definition 4.4] Let J ⊂ S ( ,n) be a monomial ideal.
In order to establish if J is quasi-stable or stable it is enough to check the conditions of Definition 1 on the terms x α ∈ B J .
Example 1
We consider the polynomial ring S (0,2) and the monomial ideal J = (x 1 , x 2 2 ) ⊂ S (0, 2) . In order to prove that J is quasi-stable, we only need to check that for some s ≥ 0,
It is sufficient to take s = 2, hence J is quasi-stable. On the other hand, J is not stable because
Combining the various definitions and properties appearing in literature, we get that there are several equivalent properties characterizing quasi-stable ideals.
Theorem 1 Let J ⊂ S ( ,n) be a monomial ideal, P(z) be the Hilbert polynomial of J and d be the degree of P(z). The following conditions are equivalent:
(ii) for each term x α ∈ J and for all integers i, j, m such that ≤ i < j ≤ n and
(iii) for each term x α ∈ J and for all integers i, j such that ≤ i < j ≤ n, there exists s ≥ 0 such that Although well-known, we prove here the equivalence between items (i) and (ii). Assume that (ii) holds and apply it for every x α in the monomial ideal J , with x i = min(x α ) and m = 1. Then J fullfills Definition 1.
Conversely, assume that J is quasi-stable. First, we prove that for every x α in J , for every x i dividing x α , for every x j > x i there is s such that
Consider then x i > min(x α ), define a := ω>i α ω and consider the following terms, which belong to J by (i), for some s t ≥ 0:
Then min(x α(a) ) = x i , and then there is s ≥ 0 such that x s j x α(a) x i belongs to J . Following backwards the definition of the terms x α(t) , we obtain that
Iterating the above arguments, we obtain condition (ii) for every m ≥ 0 such that
Remark 2 Products, intersections, sums and quotients of quasi-stable ideals are quasistable (see [22, Lemma 4.6] ). In particular, if J ⊂ S ( ,n) is quasi-stable, then J ≥m is quasi-stable for every m.
Pommaret basis of a monomial ideal
We now recall the definition and some properties of the Pommaret basis of a monomial ideal. Several of the following definitions and properties hold in a more general setting, that is for involutive divisions. For a deeper insight in this topic, we refer to [21, 22] and the references therein. For a set of terms M ⊂ T( ), (M) is the ideal generated by M in the polynomial ring S ( ,n) .
The finite set of terms M is a weak Pommaret basis if M P = (M) and it is a Pommaret basis if the union on the right hand side of (4.1) is disjoint.
Let As already pointed out, it is not possible to find for every monomial ideal J a finite subset of T( ) which is its Pommaret basis. Nevertheless, quasi-stable ideals are exactly those having a Pommaret basis. 
The termination of Algorithm 1 is proved in [14] . Observe that the output of Algorithm 1 is in general a weak Pommaret basis, from which we can always obtain a Pommaret basis [see Remark 3, (ii)].
We now state several properties of Pommaret bases and of the ideals they generate. If no proof is given, we give a precise reference for the interested reader. If J is a quasi-stable ideal, we denote its Pommaret basis by P(J ).
Definition 3
Let J be a quasi-stable ideal in S ( ,n) and let P(J ) be its Pommaret basis. We define the following sets of monomials
Lemma 1 Let J be a quasi-stable ideal in S ( ,n) with Pommaret basis P(J ) and consider ≤ j ≤ n.
(ii) no term in the Pommaret basis of (J : (x n , . . . ,
Proof It is sufficient to consider the equivalent property (iv) of Theorem 1 and use [22, Lemma 4.11] .
Then M is also the Pommaret basis for the ideal (M)S ( −1,n) . Proof We denote by M the ideal generated by M in S ( −1,n) . Let x α be a term in T( ), we denote by C P (x α ) the Pommaret cone of x α in S ( ,n) and by C
We prove that for every
still belongs to M and we are in the previous case: there
Lemma 3 Let J be a quasi-stable ideal in S ( ,n) and let P(J ) be its Pommaret basis. Then: We conclude this section giving a characterization of elements of the Pommaret basis of a monomial ideal which can be removed, still having a Pommaret basis. 
If x α is St-minimal, then Proposition 1 (i) applies, hence M is a Pommaret basis. Furthermore, by Proposition 1, (ii) and (iii), the ideal generated by M is s-regular hence it is stable.
To prove the other implication, we proceed by contraposition. If x α is not Stminimal, then there is x β ∈ M and x j > min(x β ) such that
Observe that the latter equality means that x j x β ∈ C P (x α ). Hence, x j x β belongs to the ideal (M) but does not belong to M P , that is x j x β is an obstruction and M is not a Pommaret basis.
Quasi-stable ideals and Hilbert Polynomial
In the present section, we recall some facts and prove some results giving us a strategy to compute the complete list of quasi-stable saturated ideals with a prescribed Hilbert polynomial. These results will also be used to prove the correctness of the algorithm we design in Sect. 6. We follow the lines of [9, 17] , where the authors work under the hypothesis that k has characteristic 0. We remove the hypothesis on the characteristic, and deal with quasi-stable ideals, thanks to Pommaret bases.
A crucial point in the algorithm is Gotzmann Regularity Theorem, that we now recall. For a proof, we refer to [ Given a quasi-stable ideal J ⊂ S ( ,n) , we call x +1 -saturation of J the ideal (J : x ∞ ) : x ∞ +1 and denote it by J x x +1 . We say that the quasi-stable ideal J is
First, we will establish a connection between properties of a quasi-stable ideal J ⊂ S ( ,n) and its generic hyperplane section. This will give us a recursive method to compute quasi-stable ideals with a given Hilbert polynomial.
Remark 5
We now relate the Hilbert polynomial of a quasi-stable ideal J with that of (J, x )/(x ). This relation is well-known for strongly stable ideals (see for instance [9, Section 5] ).
In S ( ,n) , consider J a quasi-stable ideal with Hilbert polynomial P(z); the term x is a non-zero divisor in S ( ,n) /J sat (Theorem 1, (v) ). The ideal (J, x )/(x ) ⊂ S ( +1,n) has the same Hilbert polynomial as (J, x ) ⊂ S ( ,n) . Further, J sat has the same Hilbert polynomial as J , since for t 0, J sat t = J t . Hence, we can consider the short exact sequence
and we obtain that the Hilbert polynomial of (J sat , x ) is ΔP(z). This is also the Hilbert polynomial of (J, x ), since (J sat ,
In order to compute all saturated quasi-stable ideals in S ( ,n) with a given Hilbert polynomial P(z), we can use a recursion on the number of variables of the polynomial ring. Assume that we have a complete list E of saturated quasi-stable ideals in S ( +1,n) generated in degrees ≤ r with Hilbert polynomial ΔP(z). Then, we will construct every saturated quasi-stable ideal J in S ( ,n) with Hilbert polynomial P(z) such that ((J, x )/(x )) sat is among the ideals in the list E.
The following Proposition and Lemmas prove the correctness of this recursive strategy and also show how to construct a quasi-stable ideal J in S ( ,n) with Hilbert polynomial P(z), starting from a quasi-stable ideal in S ( +1,n) with Hilbert polynomial ΔP(z).
Furthermore, Proposition 2, Lemmas 4 and 5 generalize respectively [9, Propositions 4.2, 4.3, 4.4] to quasi-stable ideals. Indeed, the quoted results of [9] are proved under the specific hypothesis that J is a strongly stable ideal (see Remark 7) . Proposition 2 Let J ⊂ S ( ,n) be a saturated quasi-stable ideal, let P(z) be its Hilbert polynomial, r be the Gotzmann number of P(z) and consider s ≥ r . Consider the ideal I := J x x +1 and define q := dim k I s − dim k J s . Then the Hilbert polynomial of
We consider the set of terms in I s \J s and denote them by x β 1 , . . . , x β q . It is immediate that x x β 1 , . . . , x x β q belong to I s+1 \J s+1 : indeed, by Lemma 3, if the term x β does not belong to J , then x x β is not in J , because J is saturated and no term in its Pommaret basis is divisible by x (Lemma 1, (iii)). Hence dim k I s+1 −dim k J s+1 ≥ q.
In order to prove the other inequality, we proceed by contradiction. Consider x γ ∈ I s+1 \J s+1 with min(x γ ) ≥ x +1 . Since I is the x +1 -saturation of J , we can consider the smallest integer t > 0 such that x γ x t +1 ∈ J . Hence, for some x α ∈ P(J ),
Observe that |α| ≤ r < s + 1 = |γ | by Proposition 1 (ii), hence |δ| ≥ 1. Furthermore, min(x γ x t +1 ) = x +1 = min(x δ ). We can then simplify x +1 and obtain x γ x t−1 +1 = x α · x δ x +1 ∈ J . But this contradicts the minimality of t. ( ,n) , let P(z) be its Hilbert polynomial and let r be the Gotzmann number of P(z). For an arbitrary s ≥ r , consider a Stminimal term x β ∈ J s with min(x β ) = x and let M ⊂ S ( ,n) be the set of terms {J s ∩ T( )}\{x β }. Then the ideal generated by M is stable and its Hilbert polynomial is P(z) + 1.
Lemma 4 Let J be a quasi-stable ideal in S
Proof First, we recall that J s ∩ T( ) is the Pommaret basis of J ≥s and the set M is the Pommaret basis for the stable monomial ideal it generates (by Lemmas 1, items (ii) and (iv), and 1). We now show that for every t ≥ 0, J s+t \(M) s+t contains only the term x β x t . We proceed by induction on t. If t = 0, J s \(M) s = J s \M = {x β } by definition of M. We can assume that the thesis holds for every integer smaller than t > 0.
Any Suppose that for some t > 0, x α x t ∈ I s+t : then x α x t ∈ C P (x β ) for some x β ∈ I s ⊂ J s . This is not possible, since x α ∈ J s , hence x α x t is not in the Pommaret cone of any other term in J s .
Since for every t > 0, J s+t \I s+t contains the unique term x α x t , x α x +1 belongs to I s+1 . This is enough to say that I and J have the same x +1 -saturation, by Lemma 1. Further, I s ∩ T( ) = (J s ∩ T( ))\{x α } and this implies that x α is St-minimal, by Lemma 1. Finally, every term x β ∈ C P (x α ), |β| ≥ s, does not belong to I ≥s , because its Pommaret basis is I s = J s \{x α }. If min(x α ) = x j > x , then the number of terms in C P (x α ) of any fixed degree ≥ s would be strictly bigger than 1, in contradiction with a = 1. Finally, for every t > 0, the term x α x t is St-minimal for J ≥s+t .
If a > 1, the thesis follows by induction and by applying Lemma 4: indeed, observe that among the terms in the set J s \I s , one is St-minimal, otherwise I s would not be stable (Lemma 1) and its minimal variable must be x , otherwise P 1 (z) − P 2 (z) would not be constant.
An algorithm to compute quasi-stable ideals with a given Hilbert polynomial
We now present the algorithm that computes the complete list of quasi-stable monomial ideals J ⊂ S ( ,n) with a given Hilbert polynomial P(z). More precisely, the algorithm takes as input n, 0 ≤ ≤ n − 1 and an admissible Hilbert polynomial P(z) for ideals in S ( ,n) , and returns the list of saturated quasi-stable ideals J in S ( ,n) having Hilbert polynomial P(z). The list we obtain is independent on the characteristic of the field k.
We Proof If q = 0, Algorithm 2 terminates at line 3 and its output is correct.
If q > 0, at line 5 the algorithm computes the set of St-minimal terms x α with min(x α ) = x . By Lemma 4, the set of terms in I s \{x α } generates a stable ideal with Hilbert polynomial P 1 (z) + 1.
The algorithm terminates because at each recursive call at line 7, the number of terms to remove decreases.
Furthermore, observe that applying Algorithm 2 on the quasi-stable ideal I with Hilbert polynomial P(z), we obtain as output ideals having the same x +1 -saturation as I , by Lemma 5. Proof We prove correctness of Algorithm 3 by induction on Δ m P(z). It is sufficient to consider s = r , where r is the Gotzmann number of P(z), which upper bounds the Gotzmann number of Δ m P(z) for every m ≥ 0 (see Remark 4, item 2.).
If P(z) = 0, then the ideal (1) is the only saturated quasi-stable ideal in S ( ,n) , hence Algorithm 3 returns the correct set (line 2).
Assume now that P(z) = 0 and that Algorithm 3 returns the correct set for ΔP(z). Then, the recursive call at line 4 returns the complete list of the x +1 -saturations of the ideals we look for, as observed in Remark 5. Consider J ⊂ S (l+1,n) belonging to the output of QuasiStable( + 1, n, ΔP(z), r ) and observe that by Lemma 2 and Proposition 1 (iii), the ideal I = J · S ( ,n) defined at line 7 of Algorithmv3 is quasistable, hence I r is stable. Furthermore, the Hilbert polynomial of I is P(z) + q, were q is defined at line 8. There are three possibilities: -if q < 0, there exist no quasi-stable ideals I ⊆ S ( ,n) with Hilbert polynomial P (z) and such that (I, x )/(x ) J , hence J has to be discarded, by Proposition 2; -if q = 0 J sat · S ( ,n) is one of the ideals sought; -if q > 0, we apply algorithm Algorithm 2 to obtain the quasi-stable ideals I ⊆ S ( ,n) with Hilbert polynomial P(z) and such that (I, x )/(x ) J .
Borel-fixed ideals
In the present section, we will recall the definition and properties of Borel-fixed ideals. These ideals are interesting by themselves, since they have a rich combinatorial structure, but also they are used to investigate properties of other polynomial ideals. Indeed, if k is infinite, it is possible to compute the generic initial ideal of a polynomial ideal in S ( ,n) . The generic initial ideal of an ideal I is Borel-fixed and it is used to investigate properties of I [15] . If char(k) = 0, it is quite simple to deal with a Borel-fixed ideal, while if char(k) > 0, the combinatorial structure of a Borel-fixed ideal is more entangled. However, we will be able to handle it using results of the previous sections.
Definition 5 Let GL(n− +1, k) be the general linear group, that is the group of invertible (n − +1)×(n − +1)-matrices with entries in k. Every g = (g i j ) i, j∈{0,...,n− } ∈ GL(n − + 1, k) induces an automorphism
For every ideal I ⊆ S ( ,n) , we write g(I ) for (g ( f (x , . . . , x n ))| f ∈ I ).
We denote by B the Borel subgroup of GL(n− +1, k) consisting of upper triangular matrices.
Definition 6
Let I ⊂ S ( ,n) be a homogeneous ideal. We say that I is Borel-fixed if for every g ∈ B, g(I ) = I . Every Borel-fixed ideal is monomial [11, Theorem 15.23] . Furthermore, observe that if the monomial ideal J is Borel-fixed, then J ≥m is. Indeed, for every g ∈ GL(n − + 1, k), for every f ∈ S ( ,n) , g( f ) has the same degree as f . Hence, for every m, if J is Borel-fixed, then g(J m ) = J m .
Definition 7
Let p be a prime number, a and b be natural numbers. We say that a ≺ p b if and only if b a = 0 mod p. We extend this definition for p = 0 posing that a ≺ 0 b if and only if a ≤ b in the usual sense. Definition 8 For every i < j, for every s > 0, we define the s-th increasing move on the term
We say that the increasing move e i, j (x α ) = x β . The transitive closure of this relation gives a partial order on the set of monomials of any fixed degree, that we will keep on denoting by < p . Theorem 6 [11, Theorem 15.23 ] Let char(k) = p ≥ 0 and J ⊂ S ( ,n) be a monomial ideal. J is Borel-fixed if and only if for every x α ∈ B J , if x α < p x β , then x β ∈ J .
Remark 7 If p = 0, then a Borel-fixed ideal J is strongly stable: for every x α ∈ J , for every i < j such that x i divides x α , then e + (1) i, j (x α ) =
x j x α x i ∈ J . If J is strongly stable, then it is Borel-fixed, irrespective of the characteristic of the field k.
In what follows, we will say that the ideal J is p-Borel meaning that the ideal J is Borel-fixed in S ( ,n) , with char(k) = p.
The ideal J is not 0-Borel: for instance the term x 2 2 x 9 1 belongs to J , but e +(1) 1,2 (x 2 2 x 9 1 ) = x 3 2 x 8 1 does not. The ideal J is not 5-Borel: consider the term x 2 x 10 1 , and observe that e +(5) 1,2 (x 2 x 10 1 ) = x 6 2 x 5 1 does not belong to J . The ideal J is 3-Borel: one can check that for every x α ∈ B J the condition of Theorem 6 holds. 2. The ideals J 1 = (x 3 n , x 2 n x n−1 , x n x 2 n−1 ) and J 2 = (x 3 n , x 2 n x n−1 , x 2 n x n−2 ) in S (0,n) are Borel-fixed for every characteristic of the field k, because they are strongly stable. [11, page 357] In the following corollary, we just observe that a p-Borel ideal is quasi-stable, hence the Pommaret basis is a suitable set of generators to handle it. Corollary 2 Let J be a Borel-fixed ideal in S ( ,n) , with char(k) = p ≥ 0. Then J is quasi-stable and has a Pommaret basis P(J ).
Proof If J is p-Borel, then it fulfills condition (iii) of Theorem 1.
Corollary 2 cannot be reversed, as shown by the following example. 3) . J is quasi-stable but is not p-Borel for any value of p.
Suppose there is p ≥ 0 such that J is p-Borel: in particular, 1 ≺ p 1 for every p ≥ 0, hence (x 1 / min(x 1 )) · x 2 should belong to J , but this is not the case.
Definition 10
Let J be a p-Borel ideal and consider x α ∈ J . x α is p-minimal if there is no other term in J smaller than x α w.r.t < p . ( ,n) , let P(z) be its Hilbert polynomial and let r be the Gotzmann number of P(z). For every s ≥ r, let x α ∈ J s be a p-minimal and St-minimal term in J s with min(x α ) = x l . Let M be the set of terms (J s ∩ T( ))\{x α }. Then (M) is p-Borel and has Hilbert polynomial P(z) + 1.
Lemma 6 Let J be a p-Borel ideal in S
Proof The ideal J is p-Borel, hence it is quasi-stable by Corollary 2. Hence, Lemma 4 applies and we obtain that the ideal generated by M = J s ∩ T( )\{x β } is quasistable and has Hilbert polynomial P(z) + 1, because the term x α is St-minimal and min(x α ) = x . The ideal generated by M is also p-Borel, since the term x α that we remove from J s is p-minimal. ( ,n) , let P 1 (z) be the Hilbert polynomial of I and P 2 (z) be the Hilbert polynomial of J . If, for every s 0, we have I s ⊂ J s and P 1 (z) = P 2 (z) + a, with a ∈ N, then I and J have the same x +1 -saturation and for every s 0 there is x α ∈ J s \I s , with min(x α ) = x , which is St-minimal and p-minimal.
Lemma 7 Let I and J be p-Borel ideals in S
Proof Consider s ≥ max{reg(I ), reg(J )}. By Lemma 5, we know that for every s 0 there is at least one term x α ∈ J s \I s , with min(x α ) = x , which is St-minimal. Suppose by contradiction that among these St-minimal terms there are no p-minimal terms. This is against the hypothesis that I (and its truncation at s 0) is p-Borel.
In general, the set of p-minimal terms and that of St-minimal terms of a p-Borel ideal are not included one in the other, but in the hypothesis of Lemma 7, there is always a non-empty intersection between these two sets.
Example 4 Consider S (0,3) , char(k) = 2, and the monomial ideal J = (x 2 3 , x 2 2 ) which is 2-Borel. The Hilbert polynomial is P(z) = 4z, whose Gotzmann number is r = 6. According to Definitions 4 and 10, the St-minimal terms of J ≥r are x 4 0 x 2 2 , x 4 0 x 2 3 while the 2-minimal elements of J ≥r are the terms x 4 0 x 2 2 , x 3 0 x 1 x 2 2 . Thanks to Lemma 6, we can simply obtain an Algorithm to compute all the saturated p-Borel ideals in S ( ,n) having Hilbert polynomial P(z), without computing the whole set of quasi-stable ideals with Hilbert polynomial P(z). It is sufficient to write a modified version of Algorithms 2 and 3 using Lemma 6 instead of Lemma 4. More precisely, it is easy to write a procedure p-MinimalElements(J, , n, s, p) which computes the terms x α in J s with min(x α ) = x and x α both p-minimal and Stminimal for J ≥s .
Then we obtain Algorithm 4 p-Remove using p-MinimalElements instead of StMinimal. ( p, I, , n, s, q) , returns the set of all p-Borel ideals in the polynomial ring S ( ,n) contained in I s , having the same x +1 -saturation as I and having Hilbert polynomial P 1 (z) + q, where P 1 (z) is the Hilbert polynomial of I . Proof We simply follow the lines of the proof of Theorem 4, replacing the argument on Lemma 4 by Lemma 6.
Theorem 7 Algorithm 4, p-Remove
If q = 0, Algorithm 4 terminates at line 3 and its output is correct. If q > 0, at line 5 the algorithm computes the set of p-minimal and St-minimal terms x α with min(x α ) = x . By Lemma 6, the set of terms in I s \{x α } generates a p-Borel ideal with Hilbert polynomial P 1 (z) + 1.
Furthermore, observe that applying Algorithm 4 on the p-Borel ideal I with Hilbert polynomial P(z), we obtain as output ideals having the same x +1 -saturation as I , by Lemma 7.
Finally, Algorithm 5 computes the list of saturated p-Borel ideals in S ( ,n) with Hilbert polynomial P(z) in the following way: at line 10 of Algorithm 3 QuasiStable we call Algorithm 4 instead of Algorithm 2.
Theorem 8 Algorithm 5, Borel( , n, P(z), s, p), returns the set of all p-Borel saturated ideals in the polynomial ring S ( ,n) with Hilbert polynomial P(z).
Proof It is sufficient to repeat the arguments in the proof of Theorem 5.
Observe that if we put p = 0 as argument of Algorithm 5, then we obtain the set of strongly stable ideals in S ( ,n) having Hilbert polynomial P(z), that is we obtain exactly the same algorithm as the one presented in [9] . An improved version of the latter algorithm is presented in [17] : on the one hand the algorithm corresponding to p-Remove, with an extra input argument, avoids to compute twice the same ideal; on the other hand the efficiency of the procedure is improved by a slim structure to store the data and quick implementations of the basic operations (see [17, if q ≥ 0 then 10:
F ← F ∪ p-Remove( p, I, , n, s, q); 11: end if 12: end for 13: end if 14: return F;
Examples
We implemented prototypes of Algorithms 2, 3, 4, 5 and also of the auxiliary functions GotzmannNumber, St-Minimal, p-MinimalElements, for Maple 16 [19] . These implementations can be largely improved, in particular for Algorithms 2 and 4, for instance following the lines of [17] . Hence, we will not list timings of computation, but we highlight that these prototypes, although non-optimal, allowed us to explicitely compute a wide range of examples of quasi-stable ideals and p-Borel ideals with a given Hilbert polynomial.
These prototypes, the following examples and many others are available at the webpage https://sites.google.com/site/cristinabertone. From the several computations performed, we have practical evidence that in order to compute the list of p-Borel ideals with Hilbert polynomial P(z) for a fixed p ≥ 0, it is faster to use the Algorithm 5 Borel, which relies on Lemma 6, than Algorithm 3 QuasiStable and then detect p-Borel ideals, by checking for every ideal in the output of Algorithm QuasiStable the equivalent condition of Theorem 6.
Example 5 We consider P(z) = 6z − 3 whose Gotzmann number is r = 12 and look for p-Borel ideals in S (0, 3) .
First, we run QuasiStable(0, 3, P(z), r ), and we obtain 322 quasi-stable saturated monomial ideals. From this list, we can detect, for every p ≥ 0, which ideals are p-Borel.
If we directly compute saturated 0-Borel ideals by Algorithm Borel, we find 31 ideals. If we compute the saturated 2 and 3-Borel ideals with Hilbert polynomial P(z) by using Borel, we get 35 and 34 ideals, respectively. In these three cases, the time of computation running Algorithm Borel is far lower than that of running
