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Introduction
Let G be a subgraph of K n , the complete undirected graph on n vertices. A G-design of K n is a pair (W, C), where W is the vertex set of K n and C is an edge-disjoint Example 1 Let V = {0, 1, 2, 3}, W = V ∪{a 0 , a 1 , a 2 , a 3 , a 4 }, P = {(0, 1), (0, 2), (0, 3), (1, 2) , (1, 3) , (2, 3) (4, 2, 1) embedded in the D-design (W, C) of order 9.
Example 2 Let V = {0, 1, 2, 3, 4}, W = V ∪ {∞, a 0 , b 0 }, P = { (1, 2, 4) , (3, 0, 2) , (0, 1, 4) , (3, 4, 0) , (1, 3, 2) It is easy to see that (V, P) is a handcuffed design H (5, 3, 1) embedded in the D-design (W, C) of order 8.
Let (V, P) be a handcuffed design H (v, s, 1) embedded in a D-design (W, C) of order n. It is either s = 2 or s = 3. We will consider these cases in section 2 and 3 respectively. Moreover note that whenever V and C are known, the path set P is uniquely determined. 4 , a 6 ✶ a 0 ]}}. Clearly (W, C 1 ∪ C 2 ) is a D-design of order 17. For each C ∈ C 1 there is exactly one edge having vertices in V . Let P be the set of such edges. Then (V, P) is the H(8, 2, 1) embedded in (V, C 1 ∪ C 2 ).
Example 3 Let
Refer to [2] for results and definitions omitted in the present paper.
SH(P , D, n)
We begin this section by giving the following necessary condition. be a H(v, 2, 1) , v ≥ 2, embedded in a D-design (W, C) of order n. Then n ≥ 2v.
Theorem 1 Let (V, P)
Proof. Let f : P → C be the embedding. Since f is injective, it follows that |P| ≤ |C|. So n 2 − n − 4v 2 + 4v ≥ 0. Therefore n ≥
. The result follows from the inequalities 2v − 1 ≤
The remaining part of this section is devoted to prove that the necessary condition given in Theorem 1 is also sufficient, i.e. we will prove that
At first we give some useful notation. Let v = 4k, k ≥ 1. We denote by F = {F 0 , F 1 , . . . , F 4k−2 } a one-factorization of the complete graph K v on point set V = Z 4k , such that for each t = 2k − 1, 2k, . . . , 4k − 2 the one-factor F t has edges {i, i + t + 1}, i = 0, 1, . . . , 2k − 1 and i + t + 1 is reduced to the range {2k, 2k + 1, . . . , 4k − 1}, (mod 2k) (see Example 4) . It is well-known that such a one-factorization exists for each k ≥ 1.
For i = 0, 1, . . . , 4k − 2, denote by a i F i the set of triangles {{a i , α, β} | {α, β} ∈ F i }.
Let t Step 3. For i = 0, 1, . . . , 2k − 2, attach to three triangles of a i F i the pendant edges {∞, a i }, {a 4k−3 , a i } and {a 4k−2 , a i }.
Step 4. For i = 0, 1, . . . , 2k − 3, take 2k − 3 triangles of a i F i that are not used to form the blocks in Step 3 and attach to them the pendant edges {a i+j+1 , a i }, j = 0, 1, . . . , 2k − 4. Remark that the blocks given in Steps 3 and 4 cover all the triangles of a i F i , i = 0, 1, . . . , 2k − 3, and three triangles of a 2k−2 F 2k−2 .
Step 5. For i = 2k − 1, 2k, . . . , 4k − 4, attach to triangles of a i F i the following pendant edges:
Step 6. It is easy to see that 2k − 3 triangles of a 2k−2 F 2k−2 remain to be covered by 2k − 3 blocks. Attach to them the pendant edge {a 0 , a 2k−2 } and,
It is easy to see that (V, P), (2, 3) , (4, 5) , (6, 7), (8, 9), (10, 11)}, (1, 4) , (3, 5) , (6, 8), (7, 10), (9, 11)}, F 2 = {(0, 3), (1, 5) , (2, 4) , (6, 9), (7, 11), (8, 10)}, F 3 = {(0, 4), (1, 3) , (2, 5) , (6, 10), (7, 9), (8, 11)}, F 4 = {(0, 5), (1, 2) , (3, 4) , (6, 11), (7, 8) , (9, 10)}, F 5 = {(0, 6), (1, 7) , (2, 8) , (3, 9) , (4, 10) , (5, 11 )}, F 6 = {(0, 7), (1, 8) , (2, 9) , (3, 10) , (4, 11) , (5, 6 )}, (1, 9) , (2, 10) , (3, 11) , (4, 6) , (5, 7)}, F 8 = {(0, 9), (1, 10) , (2, 11) , (3, 6) , (4, 7) , (5, 8) }, F 9 = {(0, 10), (1, 11) , (2, 6) , (3, 7) , (4, 8) , (5, 9)}, F 10 = {(0, 11), (1, 6) , (2, 7) , (3, 8) , (4, 9) , (5, 10)}.
The block set C is given by the following blocks.
Step 1. The blocks of B(∞, 9, 10) = { [a 9 , 10, 0
Step 2. The blocks [∞, a 6 , a 5 
Step 3. Form the blocks:
Step 4. Form the blocks:
Step 5. Form the blocks:
Step 6. Form the blocks:
Lemma 2 For every
as at the beginning of this section. The proof for k = 1, 2 follows from Examples 1 and 3 respectively. 5 }, t = 7, 8, 9, 10 . For i = 6, attach {a t , a 6 }, t = 0, 1, 2, 3, 4, 5. It is easy to see that (W,
Form the block set C 3 by attaching a pendant edge to the triangles of a i F i , i = 0, 1, . . . , 6, in the following way: For i = 0, attach {a t , a 0 }, t = 3, 4, 5, 6, 7, 10, 11, 12. For i = 1, attach the edges {a t , a 1 }, t = 7, 8, 9, 10, 11, 12, 13, 14. For i = 2, attach {∞ 1 , a 2 }, {a t , a 2 }, t = 5, 7, 8, 9, 11, 12, 13 . 3 }, t = 1, 7, 9, 11, 13, 14. For i = 4, attach {∞ 2 , a 4 }, {a t , a 4 }, t = 1, 8, 9, 11, 12, 13, 14 . , 3, 11, 12, 13, 14 . For i = 6, attach {∞ 2 , a 6 }, {a t , a 6 }, t = 1, 2, 3, 11, 12, 13, 14. For i = 7, attach {∞ 1 , a 7 }, {∞ 2 , a 7 }, {a t , a 7 }, t = 4, 5, 11, 12, 13, 14 . 3, 5, 11, 12, 13, 14. For i = 9, attach {∞ 1 , a 9 }, {∞ 2 , a 9 }, {a t , a 9 }, t = 5, 7, 11, 12, 13, 14. For i = 10, attach {a t , a 10 }, t = 2, 3, 4, 5, 6, 7, 8, 9. It is easy to see that (W,
Case k ≥ 5. In order to construct a D-design of order 2v + 1 (W, C), put in C the following blocks.
Step 1. The blocks of B(
Step 2. The blocks Step 3. For i = 0, 1, . . . , k − 1, attach to k − i triangles of a 4k−7−i F 4k−7−i the pendant edges {a 4k−7−i , a 3k−7+ρ }, ρ = 0, 1, . . . , k − 1 − i. These pendant edges cover the complete graph K {a 3k−7 ,a 3k−6 ,...,a 4k−7 } .
Step 4. Let k = 5. Attach the pendant edges {a 13 , a ρ }, ρ = 2, 4, 5, 6, 7, to the remaining 5 triangles of a 13 F 13 not used in Step 3.
Let k ≥ 6. For i = 2k − 7, 2k − 6, . . . , 3k − 8, attach the pendant edges {a 4k−7 , a i } to the remaining k triangles of a 4k−7 F 4k−7 not used in Step 3.
Step 5.
+ i}, i = 0, 1, 2, 3. Then attach to i+1 triangles of a 11−i F 11−i the pendant edges {a
Step 6. Let k = 5. For i = 0, 1, 3, attach the pendant edges {a i , a 12 } and {a i , a 13 } to two triangles of a i F i , and for i = 2, 4, 5, 6, 7 attach the pendant edge {a i , a 12 } to one triangle of a i F i .
Let k ≥ 6. For i = 0, 1, . . . , 2k − 8, attach the pendant edge {a i , a 4k−7 } to one triangle of a i F i .
Step 7. Let k = 5. For i = 0, 1, 2, 3 let Λ i be the set defined in Step 5. Then for each t ∈ {0, 1, . . . , 7} − Λ i , attach the pendant edge {a t , a 11−i } to one triangle of a t F t .
Let
Note that the pendant edges used in Steps 4, 5, 6 and 7 cover the complete bipartite graph
Step 8. Attach the pendant edges {a 4k−6 , a i }, i = 2k−7, 2k−6, . . . , 4k−8, to triangles of a 4k−6 F 4k−6 .
For
The pendant edges used in Steps 2-7 cover the graph
..,a 3k−8 } remain to be utilized.
Step 9. Form blocks [a 1+ρ , a 3+ρ , a ρ ✶ ∞ 1 ] for ρ = 0, 1, . . . , 3k − 8, where the suffices are (mod 3k − 7).
Step 10. In this step we suppose that k is even, the case where k is odd will be considered in the next one.
Let k = 6. Put in C the following blocks. (1 For i = 6h − 11, 6h − 10, 6h − 9, attach the pendant edges
For i = 6h − 8, attach the pendant edges {a i , a t } for t = 3, 5, . . . , 2h − 1 and for t = 3h − 4, 3h − 3, . . . , 4h − 8.
This completes the proof for even k.
Step 11. 4, 5, 6, 7 , attach the pendant edge {a i , a i−4 }, to the last "free" triangle of a i F i . This completes the proof for k = 5.
Suppose now h ≥ 3. Put in C the following blocks. (1) For each i = 0, 1, . . . , 4h−6, exactly 3h−6 triangles of a i F i remain to be completed. We proceed in the following way.
For i = 0, 1, . . . , 6 and h = 3 attach the pendant edges {a i , a i+4+ρ }, ρ = 0, 1, 2.
For i = 0, 1, . . . , 2h + 1 and h ≥ 4 then attach the pendant edges {a i , a i+4+ρ }, ρ = 0, 1, . . . , 3h − 7.
For i = 2h + 2, 2h + 3, . . . , 3h − 3 and h ≥ 5, attach the pendant edges {a i , a t } for t = 6h − 5 and t = i + 4, i + 5, . . . , i + 3h − 4.
For i = 3h − 2, 3h − 1, . . . , 4h − 6 and h ≥ 4, attach the pendant edges {a i , a t } for t = 0, 1, . . . , i − 3h + 2 and t = i + 4, i + 5, . . . , 6h − 6. (2) For each i = 4h − 5, 4h − 4, . . . , 5h − 2, exactly 3h − 5 triangles of a i F i remain to be completed. We proceed in the following way.
If h = 3 then attach the following pendant edges: {a 7 , a t } for t = 0, 11, 12, 13; {a 8 , a t } for t = 0, 1, 12, 13; {a 9 , a t } for t = 0, 1, 2, 13; {a 10 , a t } for t = 0, 1, 2, 3; {a 11 , a t } for t = 1, 2, 3, 4; {a 12 , a t } for t = 2, 3, 4, 5; {a 13 , a t } for t = 3, 4, 5, 6. The proof for h = 3 is completed.
If h = 4 then attach the following pendant edges: If h ≥ 7 then attach the following pendant edges: If h ≥ 7 then attach the following pendant edges: {a i , a t } for i = 5h−1, 5h, . . . , 6h−9, t = 0, 1, . . . , i−3h+3 and t = i+4, i+5, . . . , 6h−5.
Proof. The proof follows from Lemmas 1 and 2 and from the fact that if w ≤ v, then any H(w, 2, 1) is embedded in any H (v, 2, 1) . ✷
SH(P , D, n)
In this section we want to determine, for each n ≡ 0 or 1 (mod 8), n ≥ 8, the spectrum SH(P 3 , D, n) of the integers v such that there is a nontrivial handcuffed design H (v, 3, 1) embedded in a D-design of order n.
Proof. Let f be the embedding of (V, P) in (W, C), and let
. Then the edges {x, y}, y ∈ V , must be covered by blocks C ∈ f (P) and so
from which the result follows. ✷
Theorem 4 For each
. Then it is sufficient to prove that {v H(v, 3, 1) for v = 5, 9.
In order to prove the theorem for k ≥ 1, we construct (using the well-known
It is well-known that there is a near one-factorization F = {F 0 , F 1 , . . . , F 2k } of the complete graph K 1+2k on point set Z 1+2k , satisfying the following properties: (1) for each i = 0, 1, . . . , 2k, i is the missing vertex in F i ; (2) F 0 = {{2ρ − 1, 2ρ} | ρ = 1, 2, . . . , k}; (3) if k ≥ 2 then there is a one-factor G of K 2k based on point set {1, 2, . . . , 2k} and suborthogonal to F (i.e. |F 0 ∩ G| = 0 and |F i ∩ G| ≤ 1 for each i = 1, 2, . . . , 2k).
Let {x, y}, x < y, be an edge of F i . Define P (i, x, y) = { (1 + 8y, 1 + 8x, 2 + 8y), (1 + 8y, 2 + 8x, 2 + 8y), (3 + 8y, 3 + 8x, 4 + 8y) , (3+8y, 4+8x, 4+8y), (5+8y, 5+8x, 6+8y), (5+8y, 6+8x, 6+8y), (7+8y, 7+8x, 8+8y), (7+8y, 8+8x, 8+8y), (3+8x, 1+8y, 4+8x), (3+8x, 2+8y, 4+8x), (1+8x, 3+8y, 2+8x), (1+8x, 4+8y, 2+8x), (7+8x, 5+8y, 8+8x), (7+8x, 6+8y, 8+8x), (5+8x, 7+8y, 6+8x), (5+8x, 8+8y, 6+8x), (5+8y, 1+8x, 6+8y), (5+8y, 2+8x, 6+8y), (7+8y, 3+8x, 8+8y), (7+8y, 4+8x, 8+8y), (1+8y, 5+8x, 2+8y), (1+8y, 6+8x, 2+8y), (3+8y, 7+8x, 4+8y), (3+8y, 8+8x, 4+8y), (3+8x, 5+8y, 4+8x), (3+8x, 6+8y, 4+8x), (1+8x, 7+8y, 2+8x), (1+8x, 8+8y, 2+8x), (7+8x, 1+8y, 8+8x), (7+8x, 2+8y, 8+8x), (5+8x, 3+8y, 6+8x), (5 + 8x, 4 + 8y, 6 + 8x)}.
Step 1. Put in C the blocks of C 0 and the blocks of
Step 2. Step 3. For ρ = 1, 2, . . . , k, put in C the blocks (the suffices are
Note that the blocks in C cover all the edges of K W except the following:
Step 4.
Note that the blocks in C cover all the edges of K W except the following: {3+8i,
Step 6 It is easy to see that the for k = 1 the proof is completed. From now on we suppose that k ≥ 2.
Step 7. For ρ = 1, 2, . . . , k, let σ ρ ∈ {1, 2, . . . , 2k} such that
Since by definition G is a one-factor of the complete graph on point set
Then we can form the blocks [∞ 3 , 3 + 8τ 2 , 3 + 8τ 1 ✶ 4 + 8τ 2 ].
Note that the blocks in C cover all the edges of K W except the following: {3+8i, a 0 }, i = 1, 2, . . . , 2k, and
Step 8. Consider the following two one-factors of the complete graph K 2k on vertex set {3 + 8i | i = 1, 2, . . . , 2k}, Γ 1 = {{3 + 8i, 3 + 8(i + 1)} | i = 1, 3, 5, . . . , 2k − 1} and Γ 2 = {{3 + 8τ 1 , 3 + 8τ 2 } | {τ 1 , τ 2 } ∈ G}.
Since |G ∩ F 0 | = 0, then any edge of Γ 1 has at most one vertex in common with an edge of Γ 2 . Let Λ be the bipartite graph having as vertices the edges of Γ 1 ∪ Γ 2 , and edges the pairs {E 1 , E 2 } such that E 1 is an edge of Γ 1 , E 2 is an edge of Γ 2 and |E 1 ∩E 2 | = 1. It is easy to see that Λ is a regular graph of degree 2, decomposable into even cycles. Then it is possible to decompose Λ into two disjoint one-factors. Take one of these one-factors. It is easy to see that this one-factor induces a one-to-one mapping g from the edge set of Γ 1 to the edge set of Γ 2 such that E 1 and g(E 1 ) have exactly one vertex in common, for each edge E 1 of Γ 1 .
Let E 1 = {3 + 8(2ρ − 1), 3 + 8(2ρ)}. Put g({3 + 8(2ρ − 1), 3 + 8(2ρ)}) = {3 + 8τ 1 , 3 + 8τ 2 }. Suppose that 3 + 8(2ρ − 1) = 3 + 8τ 1 and 3 + 8(2ρ) = 3 + 8τ 2 (similarly we can prove the theorem in the other cases). Now we form blocks by using the noncovered edges of K W (see Step 7).
Suppose
Using the edges of this block and the edges {a 0 , 3 + 8(2ρ − 1)}, {a 0 , 3 + 8(2ρ)}, {a σρ , 3 + 8τ 1 } = {a σρ , 3 + 8(2ρ − 1)}, {a σρ , 3 + 8τ 2 }, form the following blocks:
and replace with the following:
, v ≡ 1 (mod 4)}.
Proof. From Theorem 3, it follows that v ∈ SH(P
. Then it is sufficient to prove that {v In order to prove the theorem for k ≥ 1, we construct (using the well-known embedding v → v + 4 [4] ) a H(13 + 16k, 3, 1) (V, P) having an embedded H (v, 3, 1) for each admissible v, 5 ≤ v ≤ 13 + 16k. Then we embed (V, P) in a D-design (W, C) of order 24 + 24k.
Put
Let F = {F 0 , F 1 , . . . , F 2k } be a near one-factorization of the complete graph K 1+2k on point set Z 1+2k , such that (1) for each i = 0, 1, . . . , 2k, i is the missing vertex in
For each {x, y} ∈ F i , x < y, define P (i, x, y) as in Theorem 4.
Step 2.
Step 3. Let
Put in C the following blocks (the suffices are (mod 1 + 2k)):
Step 4. Let
Note that in the process we use the edges {a 0 , 2 + 8(t + 1)} and we release
It is easy to see that {{a k+t+1 , a k−t } | t = 0, 1, . . . , k − 1} is a one-factor of the complete graph K 2k on point set {a 1 , a 2 , . . . , a 2k }. Then, for t = 0, 1, . . . , k − 1, we can form the blocks [ 
Step 5. Replace the blocks [b 2+σ , b σ , c 1+σ ✶ c σ ], with the following:
It is easy to see that in the process we use the edge {∞ 1 , c 1 } and we release {c 1 , c 2 }.
Step 6. If k = 1, then jump to Step 7. Suppose k ≥ 2. For σ = 2, 4, 6, . . . , 2k − 2, replace the blocks [b 2+σ , b σ , c 1+σ ✶ c 2+σ ] (note that we constructed these blocks in
Step
It is easy to see that in the process we use the edges {∞ 1 , c 1+σ } and we release {c 1+σ , c 2+σ }, σ = 2, 4, 6, . . . , 2k − 2.
Step 7. Replace the blocks
Note that in the process we use the edges {a 0 , 2 + 8i}, i = k + 1, k + 2, . . . , 2k, and we release {a 0 , c 2ρ }, ρ = 1, 2, . . . , k.
Step 8.
It is easy to see that in the process we use the edges {a 0 , c 2ρ }, ρ = 1, 2, . . . , k, and we release {a σ , c 1+σ }, σ = 1, 3, 5, . . . , 2k − 1.
Step 9. For σ = 1, 3, 5, . . . , 2k − 1, put in C the blocks [a σ 
Step 10. Replace the block (constructed in Step 6) 
Step 11. Put in C the block [∞ 6 , c 2k , c 2k−1 ✶ ∞ 1 ] and, if k ≥ 2, the following
Proof. From Theorem 3, it follows that
. Then it is sufficient to prove that {v
The case k = 0 follows from Example 2. In order to prove the theorem for k ≥ 1, we construct (using the well-known embedding
be the D-design of order 9 isomorphic to the one constructed in Example 2 based on the point set
Let F = {F 0 , F 1 , . . . , F 4k } be a near one-factorization of the complete graph K 1+4k on point set Z 1+4k , such that i is the missing vertex in F i for each i = 0, 1, . . . , 4k.
Let {x, y}, x < y, be an edge of F i . Define P (i, x, y) = { (1 + 4x, 1 + 4y, 2 + 4x), (1 + 4x, 2 + 4y, 2 + 4x), (3 + 4x, 3 + 4y, 4 + 4x), (3+4x, 4+4y, 4+4x), (3+4y, 1+4x, 4+4y), (3+4y, 2+4x, 4+4y), (1+4y, 3+4x, 2+4y) , (1 + 4y, 4 + 4x, 2 + 4y) 
Step 1. Put in C the blocks of C 0 and of
Step 2. Let {x, y}, x < y, be an edge of the near one-factor Step 3. Put in C the following blocks (the suffices are (mod 1 + 4k)):
The triangles T i and the blocks given in Steps 1, 2 and 3 cover all the edges of the complete graph K W . In order to complete the proof we will remove from C some blocks. Then we rearrange their edges and the triangles T i in order to form new blocks of C.
Step 4. Let 2, 4, . . . , θ(k) . If k ≥ 2, then remove also the following blocks [a 2+4ρ , 3, 5, . . . , τ(k) . Using the edges {a 0 , a 1+2ρ } and the triangles T 1+2ρ , ρ = 0, 2, 4, . . . , θ(k) , form the
Using the edges {a 0 , a 2+4ρ } and the triangles
If k ≥ 2 then, using the edges {a 0 , a 2+2ρ } and the triangles T 2+2ρ , ρ = 1, 3, 5, . . . , τ(k) , form the blocks [∞, 2 + 4(2 + 2ρ), a 2+2ρ ✶ a 0 ].
Step 5. Remove from C the blocks [a 0 2, 4, . . . , θ(k) . Using their edges, the triangles T 4k−2ρ and the edges {a 0 , b 1+2ρ }, form the blocks 2, 4, . . . , θ(k) .
Step 6. Remove from C the blocks [a 4+4ρ , b 3+4ρ , a 2+4ρ ✶ a 3+4ρ ], ρ = 0, 1, 2, . . . , k − 1. Using their edges, the triangles T 3+4ρ and the edges {a 2+4ρ , b 1+2ρ }, form the following blocks: [a 4+4ρ 
It is easy to see that for k = 1 the proof is completed.
Step 7. (I) Let k be an odd integer, k ≥ 3. Remove from C the blocks
Using their edges, the triangles T 4k−2ρ−1 and the edges {a 0 , b 1+2ρ }, form the following blocks
It is easy to see that for odd k the proof is completed.
(II) Let k be a positive even integer. If k = 2 then jump to Step 9. Suppose k ≥ 4. Put
is even
For ρ = 1, 3, 5, . . . , t(k) 
is odd), form the following blocks (for ρ = 1, 3, 5, . . . , t(k) 
Step 8. 
. It is easy to see that in this case the proof is completed. . Then using their edges, the triangles T 4k−8ρ+1 and the edges {a 0 , b 8ρ−1 }, form the following blocks
Step 9. Let k be a positive even integer. Remove the block [a 0 , 2, ∞ ✶ 0]. Then using these edges, the triangle T 2k+1 , and the edge {a 0 , b 2k−1 }, form the following blocks
It is easy to see that the proof is completed. ✷
Theorem 7
For each n ≡ 9 (mod 24), n ≥ 9,
Proof. From Theorem 3, it follows that
It is easy to see that (W 0 , C 0 ) is a D-design of order 9 with an embedded H(5, 3, 1) based on point set V 0 .
be the H (5 + 16k, 3, 1) given in Theorem 6. Now we
Step 2. Let F = {F 0 , F 1 , . . . , F 4k } be the near one-factorization of the complete graph K 1+4k defined in Theorem 6.
Let {x, y}, x < y, be an edge of the near one-factor Step 3. Put in C the following blocks (the suffices are (mod 1 + 4k)):
(1) for each even ρ, Step 4 Step 7 . For σ = 1, 2 }, i = 1, 2, . . . , k, and {∞ 1 , c i }, i = 1, 2, . . . , 2k.
Step 8 = 2, 4, 6, . . . , θ(k) , and, for i = 1, 3, 5, . . . , τ(k) , either {a i+1 , c k+i+1 } if k is odd, or {a i , c k+i } if k is even.
Step 9 . Then it is sufficient to prove that {v | 5 ≤ v ≤ 2n−7 3
Step 7. Step 8 . For i = 1, 2 
