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Abstract 
Lewanowicz, S., Evaluation of Bessel function integrals with algebraic singularities, Journal of Computational 
and Applied Mathematics 37 (1991) 101-112. 
A new method for the numerical evaluation of f(l- x)“xsf(x)J,,(ax) d x is proposed, where LX, /I, v, a are 
given constants, and J, is the Bessel function of the first kind and of order v. It is assumed that f is a smooth 
function. The method is based on approximation of the function f by a polynomial given in the form of a linear 
combination of the shifted Jacobi polynomials RpB+‘), and on the use of Chebyshev series expansion for the 
function J,( ax). 
Keyworris: Numerical integration, Bessel functions, Jacobi polynomials, Chebyshev polynomials, hypergeometric 
functions, recurrence relations. 
1. Introduction 
Evaluation of 
/ ,+)J,k) dx, 0) 
where J, is the Bessel function of the first kind and of order v, and where a is a positive real 
number, has wide applications in physics and engineering sciences. An important example of the 
integral of this type is the Fourier-Bessel transform of a function g: 
I 
1 
xd+4hd dx, 
0 
where 0 < yr < y2 < - - - are the zeros of J,. 
When a is large, use of standard integration rules is not efficient owing to the highly 
oscillatory character of the integrand. Therefore, special methods should be used, as, e.g., 
integration between zeros (see [4, pp. 118ff.1, [8,11]) or the modified Clenshaw-Curtis method 
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(see [12]). The latter method, which is much more efficient than other methods in the case when f 
is smooth, is based on the approximation 
f(x)= &Z(x), O<x<l. 
k=O 
Here the symbol C’ denotes the sum with the first term halved, and Tk* is the kth shifted 
Chebyshev polynomial. Approximate value of (1) is now given by 
N 
c’ Tk”k(a, & 
k=O 
where the so-called modified moments 
M,(a, Y):=~l~p(UX)Tk*(X) dx, k=O, l,..., 
are known to satisfy a recurrence relation of order eight. In the cited reference, it was shown that 
if N < ia, Mk( a, V) can be computed accurately using forward recursion technique, and if N 
> ia, Oliver’s method has to be used, which requires the solution of a band system (bandwidth 
equals 9) of max{ N, [a + lo]} - 4 linear equations, using Gaussian elimination with partial 
pivoting. 
In this paper we study 
J I(1 - x)“xpf(x)Jv(ux) dx, 0 (2) 
where a, Y and J, are as in (l), and (Y > - 1, p > - v - 1. The proposed method is based on the 
polynomial approximations of the functions f and F, where 
F(x) := ($zx)-~~(v + l)J,(ux). (3) 
More specifically, let 
f(x) -P,(x) := 2 CkR(kOL’Y)(X), 0 <x < 1, (4) 
k=O 
where y := /3 + v, and R(ka’ y, is the kth shifted Jacobi polynomial. Further, let q, be the mth 
partial sum of the expansion 
F(x) = &,(a, v)I;.*(x*), 1x1 ~1. (5) 
j=O 
The integral (2) can be now approximated by 
m 
I mn := C@ - x)axyp,,(x)q,(x) dx = Cx’b,(u, v).sJ(~), 
j=O 
where 
(6) 
(W c:= qv+ 1) ’ 
min{n,2j} 
c Ckpjk 9 j=O,l ,***, 
k=O 
(7) 
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and 
~.ik=~~k(~,p, ~):=jol(l-~).~‘T,*(x’)RI”.“(x)~~, j, k=O,l,... . (8) 
In the second form of (7), we made use of the fact that by orthogonality we have pjk = 0 for 
k > 2j. 
Notice that the coefficients bj( a, V) depend on a, while the quantities sj’“) do not. This makes 
the proposed method particularly efficient in case one wishes to evaluate a set of integrals of type 
(2) with a=+ u2,..., a, and fixed values of the remaining parameters. See Section 5. 
When (Y = p = 0, the integral (2) reduces to the form (1). Though the present method works 
well and gives accurate results in this case, however, as far as the efficiency is concerned, it can 
hardly compete with the Piessens-Branders method [12]. 
In Section 2 we discuss computation of the coefficients ck. In Section 3 we describe an 
algorithm for the evaluation of the Chebyshev coefficients bj( a, v). In Section 4 we discuss 
numerical aspects of the computation of the sums sj . (n) In Section 5 we give a summary of the 
proposed method. Section 6 contains some remarks on the error estimation. In Section 7 we give 
numerical examples to illustrate the effectiveness of the scheme developed. 
2. Computation of c, 
First, assume that f is sufficiently smooth so that it could be expanded into a series of the 
shifted Jacobi polynomials R(koy), 
f(x)= E dpJqf]RpyX), O<x<l, 
k=O 
(9) 
where 
@J’[ f] = k!(2k + X)T( k + A) 
/ I’(k+a+l)T(k+y+l) o 
I(1 -x)“~~~(x)R~*~)(x) dx, k=O, l,..., 
(10) 
which converges uniformly to f in [0, 11. Here A := (Y + y + 1. (The coefficients (10) are called the 
Jacobi coefficients of f.) Then p,, can be defined as the nth partial sum of this expansion. If, for 
example, f is a generalized hypergeometric function, 
f(x) =PFq(pl,..., Pp; (J1,...,oq; ax), 
then 
~ip=lh)k 
(k + ~)k~~~l(Uj)k Cdk 1 
X p+lFq+l(k + y + 1, k + pl,. . . , k + pP; 2k + h + 1, 
k+a, ,..., k+u,; w), k=O, l,... . (11) 
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Here we use the notation 
(c)0 := 1, (c),:=c(c+l)*.*(c+k-l), k=l,2 )... . 
See, e.g., [9, vol. 2, p.291. The coefficients (11) satisfy a recurrence relation of the form 
max{ p+l,q+2) 
c [A,wJ + B,(k)] &$‘[fl = 0, 02) 
h=O 
where A,, are known of [9, vol. p.1571, [14]. Equation as 
tool of d~**“[f]. 
Notice that case when is of the hypergeometric a recurrence relation 
of the expansion be constructed under f is 
solution of a 
is to approximate f finite series of shifted Chebyshev polynomials 
f(d) y?,(x) := &&*(x). (13) 
k=O 
Several efficient algorithms for the computation of the Chebyshev coefficients rk are available 
(see, e.g., [2,3]). Now, the sum in (13) can be converted into 
n 
c C/$(kOl’Y)(X), 
k=O 
using schemata of [13] or Salzer (see, e.g., [15, pp. 172-174]), the cost of which is proportional to 
in”. 
3. Computation Of bj(U, V) 
The function F, defined in (3), can be written as 
F(x) =,F,(; v + 1; - (+a~)‘) 
(see, e.g., [l, Eq. 9.1691, [9, vol. 1, p-2121). Thus, as the Chebyshev polynomial Tk* is a constant 
multiple of the Jacobi polynomial R(k-1’2q-1’2), we get, in view of the results cited in the 
preceding section, the expansion (5) with 
b,(a 
> 
V) = 2 !-ka2)’ 
j!(Y + l)i 
1F2(j++;2j+l, j+v+l; -$a’), j=O,l,... . 
See also [9, vol. 2, p.351, [lo, p.771. The recurrence relation (12) reduces to the form 
bj = bj+2 + (j + 1) 
i 
bj+l- bj+3 16 -- 
j+2 a2 [(i+~+l)bj+,+(j-v+2)b,,,l), 
j=O, 1,. ..> (14) 
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where bj = bj( a, v) [9, vol. 2, p.351, [lo, p.771. For the computation of b,, Miller’s algorithm (or 
the backward recursion technique; see, e.g., [9, vol. 2, Section 12.51, [15, Chapter 71) can be used 
with the normalizing condition 
cc 
c’(-l)‘bi=l. 
j=O 
In this connection, the asymptotic form 
b, 
J- 
2(-&a2)ir(v+l) 1_ (v)~ + (~+(3~+1) 
j'(j!)' [- 2j 24j2 I 
a2 
’ 
(2j+ 3)a4 (2 j + 5)a6 
‘- 8(j+y+l) + 256(j+l)(j+v+l), - 6144(j+l)(j+v+l), ’ 1 
j-‘=‘o, 
(see [lo, p.771) may be useful. 
4. Computation of s)“’ 
(15) 
In this section we show that the integrals pjk, defined in (8), satisfy, for any fixed value of j, a 
homogeneous third-order recurrence relation with respect to the index k. Then we propose a 
method for the evaluation of the sum 
s!“’ = 
J i ‘kpjk Y 
r:=min{n, 2j}, 
k=O 
(cf. (7)). 
Let us denote 
m hk:= 
J 
ol(l-x)a~yTh*(f(X+l))R~~~)(~) dx, h, k=O, l,... . 
The identity T,T(i(x + 1)) = 7;*(x2) implies 
pjk=m2j,k, j, k=O, l,..., 
pjk being defined in (8). Changing the variable of integration in (17) for t := 1 
use of the identity 
R(kOL’Y)(l - t) = (- l)kR’,yq t) 
and of the formula 
T,*(l -z) =,F,(-h, h; ;; z) 
(cf. [l, Sections 22.4 and 22.51, [9, vol. 1, Sections 8.2 and 8.5]), we obtain 
mhk= (-l)*jo’ta(l - t)Y2Fl(-h, h; +; +t)R(kY+)(t) dt. 
- x and making 
(16) 
(17) 
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This means that mhk is closely related to the k th Jacobi coefficient dp*“)[ gh], where gh( t) := 
2f’,( -h, h; i; it). Namely, we have 
mhk= C-1) 
kr(k+a+l)r(k+y+l) 
k!(2k + h)T( k + A) d:y,@) [g/,1 , 
where X = (Y + y + 1 (cf. (10)). Now, we may use (11); making an obvious identification of the 
parameters ( p = 2, q = 1, - pr = p2 = h, (I~ = w = :), we get after some algebra, 
m /&=B((Y+l, y+l)(-2) k (a + l)k(Y + l)k(-h)k(h)k 
(2k)!(A + %k 
X,F,(k+cr+l, k-h, k+h; 2k+h+l, k++; :), h, k=O, l,... . (18) 
Thus, according to the general result (12) (see [9, vol. 2, p.1591, [14] for details), for any fixed 
value of the index j, quantities pjk satisfy the third-order recurrence relation 
i C,(j, k)/Qk+i=O, k=O, l,..., (19) 
i=o 
where 
C,(j, k) := k2 - 4j2, 
C(j k):= (k+1)(2k+h+2) 
{(k2-4j2)[1- 
(k + (Y + 2)(2k + X + 1) 
1 7 k+y+l (k + (Y + 1)(2k + A + 4) 1 + (2k + 1)(2k + X + 1) 
[ 
k+cy+2 
k+a+l ‘- 2k+X+4 11 ’ 
C,( j, k) := - 
(k + 1)2(2k + X + 1)2 
(k + CY + l)(k + y + 1)2 
x((2k+Zh+5)[1- k+y+3 ] 
2k+A+5 
- 
[(k + A + 2)’ - 4j2] ( tk=yx++35 - ,“,“,y,‘,“, )) , 
C,( j, k) := - 
(k + 1)3(2k + X + 1)2[ (k + X + 3)2 - 4j2] 
(k+y+l)2(k+cx+1)(2k+X+4)2 ’ 
Observe that 
C,(j, k) =Di(k) -j2Ei(k), i=O, 1, 2, 3, (20) 
where Di, Ei are rational functions of k, the form of which can easily be deduced from the 
preceding formulae. 
Now, the sum (16) may be computed by the well-known Clenshaw-Luke algorithm (see, e.g., 
[15, p.1671). Using a technique described in [15, Section B2], it can be shown that equation (19) 
has a fundamental set of solutions 8,(k), 1= 1, 2, 3, such that 
B,(k) - k-u-3, 6,(k) - (-l)kk-2U-2k, 8,(k) - (-l)kk-2U2k, u:=1+& 
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for large k. Observe that 6’,( k)/B,( k) = 0( k-U-1u-2k), 0,( k)/B,( k) = 0( u-~~), k --j cm, i.e., 8, 
is a dominating solution of (19). Obviously, pjk, which is equal to zero for k sufficiently large, is 
also dominated by 0,(k). Thus, according to remarks made by Deuflhard [5], in order to avoid 
numerical difficulties, we should apply the following variant of the Clenshaw-Luke algorithm 
which is based on the use of the recurrence (19) in the backward direction. 
Define Qk, k = - 3, - 2,. . . , r, by 
k= -3, -2, -1, 
Qk:= ck-c)=&;(j, k-i)Qk_i 
i C&i, k) 
, k=O,l,..., r. (21) 
Then 
s!“) := i Q,_i h Ci_,,( j, r - i)pj,r_h. J (22) 
i=O h=O 
In order to reduce the cost of the repeated application of the above algorithm to the 
computation of s,(~), s$“), . . . , sz), it is advisable to tabulate in advance the functions Q(k), 
Ei( k), defined implicitly by (20), for k = 0, 1,. . . , n. 
Formula (22) expresses 3;‘“’ in terms of pj,,_.*, ~~,~_i, pi,, which are easy to obtain from (18) 
in the case when r = 2 j: 
pj,2j = B(a + 1, y + 1)22’-’ 
(a + 1)2j( Y + l)2j 
(h+l)4j ’ 
2j(4j + h)Pj,2j 
pj,2_i-l= (2j+ a) ’ 
1 lM4j - 2) .
When r = n, the situation is more complex; the quantities 
pjk =m2j,ky k=n-2, n-l, n, 
may be computed with the aid of the following recurrence relation: 
(h-3)&+2+X)-k(k++YZ,, 
+h(h- 3)[2a- (h- 3)(h-a+y) - k(k+h)]mh_,,k 
-h(h-3)[2cx-h(hf(~-y-3)-k(k+X)]rn,,_~,~ 
-(h-1),[(h-3)(&h-3)-k(k+h)]m,_,,,=o, h=k+3, k+4,..., (24) 
which holds for any fixed value of k. This equation follows from a general result for the extended 
Jacobi polynomials 
P,(x) = ,+2F,( - i, i+K, q,-.-,~pP; pl, . . . . pq; x), i=O, 1 ,*.*, 
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(see [9, vol. 2, p.1471, [14]). Using a standard technique (see [15, Section B2]) it can be shown that 
(24) has a fundamental set of solutions q;(h), i = 1, 2, 3, such that 
nr(h) - K2caf1), 1 q;(h) 1 - hey-l, i = 2, 3, 
for large h. Thus, none particular solution of (24) dominates strongly, provided I2a + 1 - y 1 is 
not too large, which means that mhk can be computed using the forward recursion technique. 
The initial values are 
(254 /& =J((Y + 1, y + 1)2k-’ (a + MY + u/c m 
@+1)2, ’ 
mk+l,k =2(k+ l)mkk 
[ 
1- 2kk++\++‘,], 
mk+2,k =(k+2)(2k+l)mkk 1- ?2(kk=lf:lkk++~~~)) (2- k+a+2 )]. 2k+X+2 (254 
W) 
See (18). 
5. Algorithm for computing a family of integrals 
Summing up the results obtained in the preceding sections, we propose the following 
algorithm for computing the integrals 
I(‘):= a’(1 - ~)*~~f(x)J,(a~x) dx, 
J 
i = 1, 2,. . ., 1. 
Stage I. Compute the constants ca, ci,. . . , c, such that 
n 
f(x) = c ckRr”‘(x), y := p + v, 
k=O 
using one of the methods mentioned in Section 2. 
Stage II. Compute the quantities s$“), sin), . . . , s$‘, using the algorithm (21)-(25). Here A4 := 
max m, (see Stage III). 
Stage III. For i = 1, 2,. . . , 1 
(a) compute &Jai, v), b,( ai, v), . . . , b,,,( a;, v) using (14) in the backward direction; 
(b) compute the approximate value of I@ by the formula 
‘2, := qv + 1) j=. J bi)” st )+, ,),jfl) 
(cf. (6)). 
Remark 1. The values of mi, i = 1, 2,. . . ,I, may be estimated using the asymptotic formula (15). 
Remark 2. The major part of the cost of the computation is connected with Stage II of the 
algorithm. If this stage is performed in the way we pointed to in Section 4, that is, if the 
functions Q(k), E,(k) (see (20)) are tabulated in advance for k = 0, 1,. . . , n, then the sums s!“‘, J 
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j=O,l ,‘“, M, can be computed at the expense of about h4n divisions, 6Mn multiplications and 
4Mn additions. 
6. Error estimation 
Let E,,,,, be the absolute error of the approximate value (6) of the integral (2): 
E mn := II-I,, I. 
Using the notation of Section 1, we may write 
(26) 
Em, = C l/‘-W(d[ F(x) - an(x)] dx + J’w(x,[f(x) -h)] dx) dxi, (27) 
0 0 
where w(x) := (1 - x)~x~. On the basis of (27), some expressions for E,,,, may be obtained. If the 
function f has the uniform expansion 
f(x) = E d&yx), 0 <x < 1, 
k=O 
equation (27) implies 
I m a3 2_i 
E,,,, = C C bjSj”‘+ C bj C dkpjk 
j=m+l j=[(n+1)/2] k=n+l 
7. Numerical examples 
Example 7.1. Let us consider the computation of the following integral: 
I:= a’~“+‘(1 - x2)‘JV(ax) dx, 
J 
/L, v > -1, 
which has the exact value 
I= 2T(j.A + l)u-“-lJP+,+l(u) 
(see [6, p.7021). 
We have 
f(x)=(l+~)~=&(-p.;; -x)= E d:p3Y’[f]R~‘Y)(x), y := 2v + 1, (29) 
k=O 
where 
dp.Y’[f] = (p(,:;;)k2Fl(k-p, k+y+l 
k 
; 2k+A+1 
(28) 
. - 11, 9 h:=jL+y+l. 
(30) 
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Cf. (11); see also [9, vol. 2, p.311. The Jacobi coefficients (30) satisfy the second-order ecurrence 
relation 
where 
dj“,“)[f] + G,(k)d&;‘[f] + G,(k)d:‘“;;‘[f] = 0, (31) 
2k+h 2k+X+l 
G(k):= k+A 
i k-p [ 
1+ (k-p++)(k+u+2) 
2k+X+3 1 _k_y_l 9 G ckj:= (2k+X),(k+~++)(k+v+2)(k+X+~+2) 
2 (k + A),( k - p)(2k + x + 3)2 
[9, ~01.2, p-1591, [14]. Putting x = 0 in (29) we get the normalizing relation 
which can be effectively used with (31) in the backward direction to generate the coefficients 
(30). The asymptotic form 
where u := n - 1, may be derived from a general result due to Luke (see [9, vol. 1, p.2441). 
The coefficients bj( a, V) of the expansion (5) are calculated in the way described in Section 3. 
The degree of the approximating sum in (6) is chosen to be the least integer m such that 
1 bm+l(a, v) 1 < 6 for a given S > 0. 
Example 7.1.1. With Al. = Y = - : we obtained the results stated in Table 1. The actual absolute 
error (26) for n = 14 and n = 20 is given in the columns under the titles E, r4 and Em 20, 
respectively. 
Example 7.1.2. The case of p= 3 and v = 0 corresponds to [12, Example 31. Table 2 gives a 
comparison of the present method and the one of [12], which has been already mentioned in 
Table 1 
~=5.10--‘0 6=5.10-‘5 
Table 2 Table 3 
Present method Piessens-Branders 
(6=5.10_‘0, n =lO) method (N=192) 
m E In.12 
a m E WI.14 m E m,20 
1 5 1.1~10-‘2 6 1.6.10-16 
2 6 3.1.10-‘3 8 7.5.10-17 
4 8 5.3.10-13 11 3.1.10-l7 
8 12 3.2*10-” 15 2.4.10-16 
16 18 3.7.10-11 21 2.9.10-‘* 
32 28 4.7.10-‘3 33 1.1.10-‘7 
64 47 2.2.10-12 53 3.8.10-1s 
128 83 1.0.10-‘2 90 6.0.10-” 
m 
4 1.4*10-‘2 1.7.10-s 4 1.8*10--‘2 
6 1.2*10-‘3 5.1.10-9 6 2.7.10-” 
8 3.2.10-13 8.5.10-9 8 1.3.10-12 
11 1.4.10-‘3 4.0.10-9 11 6.4*10-” 
17 3.9.10-13 3.6.10-9 17 1.5.10-” 
27 2.3.10-13 3.2.10-9 27 5.6.10-” 
45 1.4.10-‘3 2.2.10-9 46 1.1*10-13 
81 2.8.10--‘4 2.3.10-lo 81 2.3.10-” 
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Section 1. The second and third columns contain the actual absolute errors of the approximate 
results. 
Note that the method of Piessens and Branders requires solving a band system of N - 4 linear 
equations for each value of a. The present method is much cheaper in this case. 
Example 7.2. Let us consider 
I:= lx’(l _ x2)“-1’2 
/ 
J,(ax) dx = 2Y-1J;;a-“I+ + +)J,,+a), Y > - ;. 
0 
See [6, p.7021. 
We have obtained the coefficients ck such that 
f(x) := (1+ x)“-1’2 z i Ckp/m)( x) 
k=O 
from the Chebyshev coefficients TV, ri, . . . , 7, of the function f (cf. (13)), which were calculated 
using the modified Gentleman’s method [2]. The conversion of the form of the approximating 
sum was done using the schema of [13]. Results of calculations with v = - a, n = 12 and 
S = 5 - lo-” are reported in Table 3. 
All the calculations were performed on an IBM PC/AT computer in the extended arithmetic. 
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