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The magnitude of electrical coupling can vary dramatically between different neurons or with different states of plasticity.
In order to understand electrical synapses, it is important to understand that electrical synapses do not represent a single entity with a single purpose. Rather, electrical synapses in different neurons can have dramatically different properties in order to serve disparate functions. Some neurons can have massive coupling. Junctional conductance of up to 500 nS has been measured between isolated pairs of retinal horizontal cells [7] .
These neurons operate in a network that is, at times, effectively syncytial. Light responses arising in a single cell are distributed widely through the network, contributing to a broad average measure of local lighting conditions that is subtracted from photoreceptor output through inhibitory feedback to photoreceptor synapses. In contrast, most neurons are coupled to a much smaller extent. More typical measurements of junctional conductance are an average of 6 nS between pairs of fairly well-coupled MesV neurons [8] and 0.8 nS between pairs of hippocampal interneurons [9] . This low coupling serves different purposes, such as synchronizing the spiking activity of nearest neighbor cells.
Three factors intrinsic to the gap junctions contribute to differences in junctional conductance between cells: 1) the number of gap junction channels between the cells, 2) the fraction of those channels that are "active" or open, and 3) the single channel conductance of the individual channels. The first two factors change with time, contributing to forms of plasticity. The third factor is a characteristic property of each connexin type, and for connexins with distinct subconductance states, can also change with time. Use of different connexins in a neural circuit contributes to a design strategy to achieve specific circuit outcomes. In mammals, 5 types of connexin have been identified expressed in neurons: Cx36, Cx45, Cx57, Cx50, and Cx30.2 [10] [11] [12] [13] [14] [15] . A number of others have been found in fish and amphibian neurons, but for the most part are evolutionarily closely related to the 5 in mammals [16] . These connexins vary substantially in their properties. Single channel conductance ranges from very large 220 pS channels made by Cx50 [17] to 10-15 pS channels made by Cx36 [18, 19] and 9 pS channels made by Cx30.2 [20] .
The effect of expression of different connexin types has been specifically evaluated in retinal horizontal cell networks, which vary substantially in their receptive field size and tracer permeability properties between different types of horizontal cell. In theoretical calculations based on measured gap junction area, cell type coverage factor (overlap within the network), connexin type single channel conductance, and the estimated fraction of open connexin channels, Pan et al. [21] estimated that the junctional conductance between adjacent pairs of rabbit A-type horizontal cells expressing Cx50 was 20-fold larger than that of B-type horizontal cell axon terminals expressing Cx57. Of this, ~4-fold was attributable to connexin single channel conductance, ~3-fold to gap junction area, and ~2-fold to coverage factor of the cell network.
The extent of electrical coupling in any network is not constant, but changes dynamically in response to network activity and signaling. For example, in isolated retinal horizontal cell pairs, application of dopamine, nitric oxide and various drugs that altered intracellular signaling pathways reversibly changed junctional conductance by 40-90% [7, 22] . This is in keeping with the scale of plasticity observed by tracer coupling in horizontal cell networks in the intact retina in response to dopamine administration or light adaptation [23] [24] [25] . Such changes in coupling significantly alter the network performance of the neurons. For horizontal cells, transition from the poorly-coupled state to the wellcoupled state effectively removes the inhibitory influence of the horizontal cell network on photoreceptor synapses in response to localized stimuli [26] due to dissipation of the small signal through the extensive network, resulting in decreased feedback strength.
Different forms of plasticity are developed on three time scales.
Electrical synapse plasticity, defined broadly, can encompass any changes that alter the degree of coupling between neurons. Electrical coupling is most simply described by the effect a voltage change in one cell has on its coupled neighbor, termed the coupling coefficient (C):
where V1 is the voltage of the "driver" cell and V2 is the voltage of the "follower" cell. Figure   1A diagrams the electrical circuit represented by two coupled cells in the steady state.
Current (I) injected into cell 1 passes toward ground (arrows) either across the resistance of its own membrane (R1), or across the gap junctional resistance (Rj) and the membrane resistance of cell 2 (R2) in series. Because Rj and R2 are organized in series, they act as a voltage divider, so that cell 2 voltage depends on cell 1 voltage according to:
This can be rearranged:
From this it is evident that the coupling coefficient depends not only on the junctional resistance but also on the membrane resistance of the postsynaptic cell, and more specifically on the relative magnitudes of the two. Any changes in these parameters alter C.
Plasticity of electrical coupling is elicited by mechanisms that change either R2 or Rj.
These mechanisms are most easily grouped by time scales in which they act:
a. Short-term plasticity occurs on a milliseconds time scale. This is most often c. Long-term plasticity occurs on a minutes to hours time scale as result of protein turnover and gene expression changes. These changes may last hours, days, weeks, or a lifetime, and primarily influence Rj ( figure 1D ).
Short-term plasticity can occur in any circuit due to shunting effects of ion channel activation (figure 1B). The classic example of this occurs in the dendritic electrical synapses of inferior olive (IO) neurons. These electrical synapses occur in glomeruli densely surrounded by inhibitory and excitatory chemical synapses [27] , an arrangement that prompted Llinas et al. [28] to propose that activation of inhibitory synapses arising from the deep cerebellar nuclei (DCN) would transiently decouple IO neurons due to current shunting (a decrease in R2). This was indeed demonstrated recently in a study in which optogenetic stimulation of DCN neurons transiently reduced IO coupling [29] .
Intermediate term plasticity, occurring on a time scale of seconds to minutes, is a prominent form of plasticity in most neurons in which electrical synaptic plasticity has been observed. This results from changes in Rj as a result of modulation of the activity of the connexin channels present ( figure 1C ). This is the dominant form of plasticity in retinal circuits in the context of circadian and light-driven changes in adaptation state that occur every day (cf. [24, 25, 30, 31] ). Indeed, such plasticity occurs in retinal circuits even at a developmental stage when only intrinsically-photosensitive retinal ganglion cells (ipRGCs)
contribute to light-dependent behaviors [32] . At this time, glutamatergic activity waves strongly modulate coupling in the ipRGC circuit, directly influencing the number of ganglion cells that can respond to light. Although well-studied in the retina, intermediateterm plasticity is by no means restricted to retinal circuits. Prominent plasticity of the electrical synaptic component of the Mauthner cell mixed synapse [33] [34] [35] [36] , and of electrical synapses in the supraoptic nucleus [37] , thalamic reticular nucleus [38] [39] [40] , inferior olive [41, 42] , and many other areas [43] depend on this type of mechanism. Many of the principles discussed in this essay relate to intermediate-term plasticity, and mechanisms will be discussed in detail in the sections that follow.
Long-term plasticity results from changes in gene expression that alter the expression level or possibly the type of connexin present in a circuit ( figure 1D ). Gap junctional coupling among neurons changes throughout the course of development, with a pattern of increased coupling established gradually during development and then a tapering off toward adulthood [44] . This developmental expression pattern plays important roles in organizing activity waves in the developing retina that contribute to patterning of projections and synaptic contacts in the lateral geniculate and visual cortex [45, 46] . Gene expression changes may also alter coupling on shorter time scales. Katti et al. [47] Intermediate-term plasticity is a dominant factor in activity-and neurotransmitterdriven changes in electrical coupling that reshape neural circuits. As such, it has received a lot of attention and will command a large fraction of the discussion of design principles in this review. Changes in coupling in many neural circuits driven by environmental cues and activity have been linked to changes in protein kinase activities. It has been assumed that this results in changes in phosphorylation of the connexin(s) that form the electrical synapses cf. [22-24, 36, 54] . Surprisingly, among connexins that form electrical synapses, this has only been shown to be specifically true for Cx36 [55] [56] [57] and Cx50 [58] . Because of the extensive work that has been done with Cx36 in the last decade, most of the principles discussed will use this connexin as the example.
To study plasticity of retinal electrical synapses, Kothmann et al. [59] developed phospho-specific antibodies directed to two evolutionarily conserved regulatory phosphorylation sites of Cx35 and Cx36. This study showed that phosphorylation of both sites was strongly regulated by light in certain gap junctions. In subsequent studies, Kothmann et al. [60] and Li et al. [61, 62] showed that phosphorylation of Cx36 was directly related to coupling in AII amacrine cells and photoreceptors, respectively. The phosphorylation level of Cx36 showed a direct, positive correlation to functional tracer coupling over slightly more than an order of magnitude in both neural networks, without changes in number or size of gap junctions [60, 62] . These studies revealed that activities of protein kinases [61] [62] [63] or phosphatases [60] were critical to set the level of coupling in the network, and controlled the pattern of plasticity.
A key feature of intermediate-term plasticity is that it is intrinsically dynamic.
While plasticity of this type may be referred to as 'long-term potentiation' (cf. [36, 39] ) or 'long-term depression' (cf. [39, 64] ), the resulting states are pseudo-stable. The underlying mechanism that creates them depends on continuous phosphorylation and dephosphorylation of the population of connexin channels in order to maintain a steady state.
As a result, experimental manipulations that result in a change in the rate of either process alter coupling in seconds to minutes. The signaling pathways that control these processes are central to the behavior of each type of electrical synapse, and determine the pattern of plasticity observed. Examples of these signaling pathways will be described in more detail in the following sections.
A different mechanism has been described recently that may also contribute to plasticity of electrical synapses. Connexin 36 has been found to be inhibited by physiological concentrations of intracellular magnesium [65] . It is proposed that physiological changes in metabolism that alter intracellular ATP, the primary buffer for Mg 2+ , can modulate coupling [65, 66] . While this has yet to be demonstrated physiologically, dynamic changes in coupling have been induced by changing intracellular Mg 2+ and ATP in neurons of the trigeminal mesencephalic nucleus [65] , and in interneurons of the thalamic reticular nucleus [66] .
Organization of signaling pathways determines the pattern of plasticity.
Each electrical synapse undergoes plasticity in a pattern that is stereotyped for a specific neural circuit. While the pattern may be a simple, monophasic "opened-closed" shift, this is not necessarily true for all circuits. Some retinal circuits show biphasic responses to the driving environmental factor, light intensity. For example, AII amacrine cell coupling has been observed to be very low in complete darkness, elevated at low to moderate light intensities, and reduced again in bright light [30] . The same pattern has also been observed in horizontal cells [67, 68] . Other neurons show different patterns.
Detailed studies in photoreceptors and AII amacrine cells have shown that the organization of signaling pathways that control connexin phosphorylation are responsible for these different patterns [60] [61] [62] [63] . From these studies, certain principles governing the pattern of plasticity can be deduced. night in darkness and shifts to low in the daytime and in light [31, 61] . This process, as assessed by the coupling of rods to cones, is controlled by a circadian rhythm as well as light [31, [69] [70] [71] , and has been linked to the circadian rhythm of dopamine secretion. Some of these studies showed that dopamine D4 receptor activation was responsible for the uncoupling driven by subjective day or by light adaptation, when extracellular dopamine levels are high [31, 70, 71] . D4 receptor activation inhibits adenylate cyclase through Gi signaling, reducing the production of cAMP and reducing the activity of cAMP-dependent protein kinase (PKA). The activity of PKA, in turn, directly controls the phosphorylation of
Cx36 and photoreceptor coupling [61] (figure 2).
Recent studies have revealed that this signaling pathway is substantially more complicated than had been believed. Li et al. [62, 72] have found that photoreceptor coupling is controlled not only by dopamine but also by adenosine, acting through both adenosine A2a and A1 receptors (figure 2). Like dopamine, extracellular adenosine in the retina is also controlled by light and a circadian rhythm, with extracellular levels highest in darkness in the subjective night [73] . Adenosine A2a receptors are activated by the nighttime level of adenosine to activate adenylate cyclase through Gs, enhancing PKA activity and increasing Cx36 phosphorylation [62] . Conversely, the Gi-coupled A1 receptor is also present. This receptor has slightly higher affinity for adenosine than does A2a and is active in the light-adapted daytime state, when the A2a receptor is not [72] . The Gicoupled A1 receptor inhibits adenylate cyclase, reinforcing the inhibitory effect of the dopamine D4 receptor. Although it has not been specifically tested, it is presumed that the A1 receptor is also active at night, but is either present at lower abundance or has lower efficacy than the A2a receptor that dominates the control of adenylate cyclase activity.
With at least three G-protein coupled receptors controlling photoreceptor coupling, is conceivable that the pattern of plasticity could be very complex. However, all three receptors converge on a single point of control, adenylate cyclase (figure 2). This leads to the monophasic plasticity curve that is observed experimentally. In principle, the convergence of several signaling pathways on a single point of control should affect the steepness, or Hill coefficient, of the plasticity curve; this has not been tested experimentally to date. Finally, it should be noted that the plasticity of photoreceptor electrical synapses requires the activity of a phosphatase that has not been identified (figure 2). Tonic activity of a phosphatase would support the simple, monophasic plasticity pattern observed.
However, if the phosphatase activity was regulated, more complex, though perhaps subtle, patterns of plasticity may emerge. Such complexity is explained in more detail in the following section.
B. Independent phosphorylating and dephosphorylating pathways result in biphasic or higher order patterns of plasticity.
There is no a priori reason to expect any set of signaling cues to converge on a common point of regulation. Indeed, if separate signaling pathways regulate activities of the protein kinase that phosphorylates a connexin and the protein phosphatase activity that de-phosphorylates it, a biphasic pattern of plasticity is to be expected. This pattern of plasticity is well demonstrated by the electrical synapses of retinal AII amacrine cells. AII amacrine cells are known to display biphasic plasticity of receptive field size and intercellular coupling with respect to background light intensity [30, 74] . Recent studies have demonstrated how independent signaling pathways controlling Cx36 phosphorylation and de-phosphorylation result in this pattern of plasticity ( figure 3 ). On the activating leg of the plasticity curve, Cx36 phosphorylation is controlled by the activity of glutamatergic bipolar neurons that are pre-synaptic to, or very nearby, AII amacrine cells [63] . Nonsynaptic NMDA receptors that are directly associated with the electrical synapses respond to spillover glutamate, triggering a Ca 2+ -dependent signaling cascade that activates CaMKinase II and phosphorylates Cx36 ( figure 3 ). Direct synaptic activation of the AII amacrine cells (via AMPA receptors) also contributes to this signaling by depolarizing the AII amacrine cells and relieving Mg 2+ block of the NMDA receptors (figure 3) [63] . This activating leg depends on the activity of either rod-driven or cone-driven On bipolar neurons, and can be activated at relatively low light intensity.
In the AII amacrine cell, the dephosphorylating leg of the plasticity curve is driven by a separate pathway that depends on extracellular dopamine and activation of dopamine D1 receptors [54, 60] . Activation of D1 receptors increases adenylate cyclase activity through Gs signaling, similar to the action of adenosine A2a receptors in photoreceptors, and activates PKA (figure 3). However, unlike the situation in mammalian and fish photoreceptors, PKA in AII amacrine cells activates the protein phosphatase PP2A [60] .
This potent phosphatase dephosphorylates Cx36, presumably while PKA phosphorylates it, resulting in a net de-phosphorylation of Cx36 and reduction in coupling (figure 3). A second phosphatase that is active in this pathway, PP1, appears to target PP2A to put the brakes on the pathway [60] . The dopamine secretion that activates the dephosphorylating leg of the plasticity curve requires bright light [30, 74] . Consequently, the light thresholds required to activate the two legs of the plasticity curve are well separated, resulting in the clear biphasic plasticity curve (figure 3).
The deck is stacked to achieve certain outcomes.
When electrical synaptic plasticity has been studied in detail by any techniques it has become evident that each circuit possesses its own distinct mechanisms and displays reproducible plasticity that can be profound. In our studies of electrical synaptic plasticity, a final design principle has emerged as a governing factor that works in concert with all of the signaling mechanisms that combine to give each circuit its unique character. The example for this principle is the heterogeneous population of electrical synapses among photoreceptors. Section 4A and figure 2 have documented the signaling pathways that control coupling among photoreceptors in some detail. In recent studies, Jin et al. [75] have found that the rod light response in CBA/CaJ mice shows circadian modulation of amplitude with a sharp, almost step-like increase in the hour before subjective dawn that is attributable to a sharp reduction of electrical coupling ( figure 4A ). The CBA/CaJ strain of mouse has an intact melatonin biosynthetic pathway and consequently shows a circadian rhythm of retinal dopamine secretion [76, 77] , which contributes to the regulation of coupling in constant darkness. Thus, it is expected that this circadian rhythm-controlled process remains intact in constant darkness.
In contrast to the CBA/CaJ strain of mice, the widely-used C57Bl/6 strain harbors a natural mutation in serotonin N-acetyltransferase that suppresses melatonin biosynthesis [78] and results in the failure to produce a circadian rhythm of retinal dopamine release [76] . In these animals, retinal dopamine release remains at the nighttime level even shortly before light onset (figure 4B) [62] , while light-driven dopamine release is intact.
Nonetheless, in these animals, photoreceptor Cx36 phosphorylation achieves its lowest level in darkness, just prior to light onset (figure 4C) [62] . This suppression of phosphorylation is not due to release of dopamine, and so must result from other factors.
Li et al. [62] have found that expression of many elements of the signaling pathway is regulated in a cyclic fashion. This includes the dopamine D4 receptor (mRNA in situ hybridization: figure 4D-G; qPCR: figure 4H ), adenosine A2a receptor ( figure 4I ) and adenylate cyclase 1 ( figure 4J) . Knockout of the adenosine A2a receptor disrupts these rhythms (figure 4H-J) [62] , as does knockout of dopamine D4 receptor [79] , and greatly disrupts regulation of photoreceptor Cx36 phosphorylation [62] .
The cumulative evidence from Li et al. [62] suggest that the signaling pathway that regulates photoreceptor coupling is not as simple as that described in figure 2 . Expression of elements of the signaling pathway varies rhythmically so that abundance of some elements, and likely relative abundance of activating components and inactivating components, changes with time of day. Thus, it is a forgone conclusion that photoreceptors will be uncoupled in anticipation of dawn. Note, however, that this state does not last throughout the day. It is relaxed through the course of the day so that Cx36 phosphorylation, and by inference coupling, is quite elevated prior to dusk in the continued presence of light and dopamine ( figure 4B, C) . At present, it is not known which components of the signaling pathway have dominant effects on coupling and uncoupling at different times of the day, but it appears that their balance shifts during the course of each day.
Photoreceptors provide an enlightening example of the effect of rhythmic variation in signaling pathway components on control of electrical coupling. However, it cannot be assumed that it will be the only example. A glance at the dopamine D4 receptor mRNA expression pattern (figure 4D-G) reveals that this signal transducer varies rhythmically in abundance in all of the layers of the retina, representing dozens of neuron types. It can be expected that a similar dependence of coupled state on time of day occurs in many other neural circuits. Beyond the retina, the lesson learned from this example is to expect that the balance of signaling pathway components will be set to achieve a specific state that optimizes a certain type of network performance. This state may not remain the same at all times of day or under all conditions; environmental factors likely manipulate the poise of the system to achieve different optimal states.
Conclusions
For every nervous system, from simple nerve nets to sophisticated brains, plasticity of connections that refine the strength of communication and the network within which it is distributed is essential to interpret complex environmental stimuli and create complex behavioral output. It has become clear that electrical synapses carry their weight in these processes. All electrical synapses are capable of plasticity, and indeed this plasticity may be quite sophisticated. Plasticity can occur on time scales ranging from milliseconds to days and can produce changes in coupling of more than an order of magnitude. The design principles I have described govern different aspects of plasticity including the magnitude of coupling achieved within a network, the time scale on which plasticity occurs, the pattern of plasticity, and even the time of day at which certain forms of plasticity occur. Although I have primarily described retinal circuits, these principles are general and can apply to all electrically-connected neural circuits within the confines of their own physiological demands. A. Light responses of CBA/CaJ mouse rods show a circadian pattern in amplitude resulting in a step-like transition to higher amplitude responses in anticipation of subjective dawn. The variation of voltage response is due to electrical coupling, with smaller amplitudes resulting from dissipation of response current into the network through coupling. B. Dopamine release in C57Bl/6 mouse retina through a light-dark day. Dopamine release remains low in darkness and high in light in this strain. C. Cx36 phosphorylation in photoreceptors of C57Bl/6 mouse retina through a light-dark day. Note that phosphorylation is lowest in darkness in anticipation of dawn despite continued low dopamine levels. D-G. In situ hybridization for dopamine D4 receptor mRNA at the same time points during a light-dark day as in C. Photoreceptor D4 transcripts are among the outer row of nuclei (ONL) and in the adjacent photoreceptor inner segments just above that row (arrow in G). Note strongly cyclic expression pattern. H-J. Q-rtPCR analysis of transcript levels of dopamine D4 receptor (H), adenosine A2a receptor (I) and adenylate cyclase 1 (J) through a light-dark day. All three transcripts show cyclic expression. The cycles are largely abolished in an A2a receptor knockout. Panel A reproduced with permission from Jin et al., 2015 [75] . Panels B-J adapted with permission from Li et al., 2013 [60] .
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