Abstract. In this paper we present a series of examples of new phenomena in the classical knot concordance group. First we show that for (almost) every Seifert form there is an infinite family of knots, distinct in concordance, having that form. Next we demonstrate that a number of results that are known to hold in higher dimensional concordance fail in the classical case. These include: (1) examples of knots with Seifert forms that split as direct sums of Seifert forms but the knots are not concordant to corresponding connected sums, and (2) knots with Alexander polynomials that factor as products of Alexander polynomials (with resultant 1) but the knots are not concordant to corresponding connected sums. We also provide examples showing that: (3) for almost every metabolic Seifert form M and for every Seifert form V , there are knots with Seifert form V ⊕ M which are not concordant to knots with Seifert form V , and (4) there are pairs of irreducible algebraically concordant Seifert forms V and W such that there are knots with Seifert form V that are not concordant to any knot with Seifert form W .
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Introduction.
In 1969 Levine [Le1, Le2] presented an algebraic classification of the higher dimensional knot concordance group. A key element of his work was the proof that if the Seifert form of a knot is metabolic then the knot is slice. A few years later Casson and Gordon [CG1, CG2] demonstrated the distinction between classical knot concordance and higher dimensional concordance by constructing knots in S 3 that have metabolic Seifert forms but are not slice. However, Levine's results imply a number of other properties of higher dimensional concordance that have remained open in the classical setting. We will demonstrate the failure of several of these.
In Section 1 we will summarize the necessary background in knot theory. For now, recall that associated to a knot K in S 3 and a choice of Seifert surface for K, there is a Seifert form, V K . In general, a Seifert form is an integer matrix V satisfying det(V −V t ) = ±1. An equivalence relation called S-equivalence is defined on the set of Seifert matrices [Tr2, Le3] ; a basic result concerning S-equivalence states that if V 1 and V 2 are different Seifert matrices for a given knot, then V 1 = s V 2 where = s denotes S-equivalence.
The Alexander polynomial of a Seifert form, ∆ V (t), is defined to be det(V − tV t ) ∈ Z[t, t −1 ] and the Alexander polynomial of a knot, ∆ K (t), is defined to be ∆ VK (t); it is well defined up to multiplication by ±t k . We will normalize Alexander polynomials so that ∆ V (t) ∈ Z[t, t −1 ] and ∆ V (0) = 0. The resultant of two integral polynomials, Res(f, g), is an integer function of f and g; a precise definition is given in Section 5.
We will prove each of the following theorems for knots in dimension three. In each case the analogous higher dimensional statement is false. These theorems are discussed individually later in this introduction.
Theorem 0.1. Suppose that ∆ V (t) has a nontrivial irreducible factor that is not an n-cyclotomic polynomial with n divisible by three distinct primes. Then there is an infinite collection of knots {K i } with V Ki = V for all i, and no two K i are concordant. In particular, if ∆ V (t) satisfies this property and V is metabolic, then there is an infinite collection of nonslice knots with Seifert form V , all of which are distinct up to concordance. Theorem 0.2. There exists a knot K with V K = V 1 ⊕ V 2 but K is not concordant to a connected sum K 1 #K 2 with V Ki = s V i , i = 1, 2.
Theorem 0.3. There exists a knot K with ∆ K = ∆ V1 ∆ V2 and Res(∆ V1 , ∆ V2 ) = 1 but K is not concordant to a connected sum of knots, K 1 #K 2 , with ∆ Ki = ∆ Vi .
Theorem 0.4. There exists a knot K and a nontrivial Seifert form V that is algebraically concordant to V K , but such that K is not concordant to any knot K 1 with V K1 = s V . More generally:
A: If M is a metabolic Seifert form and ∆ M (t) has a factor that is not a cyclotomic polynomial φ n (t) with n divisible by three distinct primes, then for every Seifert form V there is a knot K with V K = V ⊕ M but K is not concordant to a knot with Seifert form S-equivalent to V . B: There exist algebraically concordant reduced Seifert forms V K and V (eg. neither contains a metabolic summand) and a knot K with Seifert form V K such that K is not concordant to a knot with Seifert form S-equivalent to V .
The technical condition on cyclotomic factors that appears in Theorem 0.1 is based on the following result which appears to be new and is of interest in its own right.
Theorem 0.5. A knot K has a prime power branched cover with nontrivial first homology if and only if ∆ K (t) has a nontrivial irreducible factor that is not a ncyclotomic polynomial with n divisible by three distinct primes.
In the course of proving these results it will be useful to know that the classical Tristram-Levine signature functions of knots are independent. The signature σ ω (K) is defined to be the signature of the Hermitian matrix (1− ω)V K + (1 −ω)V t K (with a slight modification if ∆ K (ω) = 0). Tristram and Levine both observed that there is an infinite set of ω for which the corresponding signature functions are linearly independent on the concordance group. We will show: Theorem 0.6. For the set of unit complex numbers with positive imaginary part the corresponding set of signature functions is linearly independent. 0.1. Background of Results. We will be working in the topological locally flat category; all the results carry over to the smooth category. Basic results for knot theory can be found in [Ro, BZ] . For results on concordance references include [Le1, Le2, CG1, CG2] . An excellent survey of the knot theory we will be using appears in [Go] . In Sections 1 and 2 we will give a summary of the necessary results in classical knot theory, concordance, and Casson-Gordon invariants.
If F is a Seifert surface for a knot K then there is a Seifert form V K : H 1 (F, Z) × H 1 (F, Z) → Z satisfying det(V − V K ) = ±1. In general, an integral form V on a finitely generated free Z-module H is called a Seifert form if det(V − V t ) = ±1. We will usually not distinguish between a form and a matrix representation for that form.
There is an equivalence relation on the set of Seifert matrices called S-equivalence. It is generated by congruence of matrices and an algebraic enlargement of the matrix corresponding to the geometric construction of adding a hollow handle to the surface. It is essentially an observation of Murasugi [Mu] that any two Seifert matrices for a given knot are S-equivalent. Other references for S-equivalence include [Tr1, Tr2] .
Definition 0.7. If Seifert forms V 1 and V 2 are S-equivalent we write V 1 = s V 2 .
The S-equivalence class of a Seifert form completely determines the homological properties of its cyclic branched and infinite cyclic covering spaces.
A Seifert form V is called metabolic if it vanishes on some half-dimensional summand W ⊂ H. Forms V 1 and V 2 are called algebraically concordant if V 1 ⊕ −V 2 is metabolic. The set of algebraic concordance classes of Seifert forms is a group G under direct sum called the algebraic concordance group, first defined by Levine in [Le1] .
Knots K 1 and K 2 in are called concordant if there is a pair (S 3 × [0, 1], A) having boundary the disjoint union (S 3 , K 1 ) −(S 3 , K 2 ), where A is homeomorphic to S 1 × [0, 1]. Equivalently, they are concordant if K 1 # − K 2 is slice; that is, if it bounds an embedded disk in B 4 . The set of concordance classes of knots forms a group, C, with its operation induced by connected sum. This group was first defined by Fox in [F2] ; see also [FM] for details.
Levine [Le1] proved that in the analogous higher dimensional setting of knotted 2n − 1 spheres in S 2n+1 the following result holds:
(Levine defined groups G ±1 and we are abbreviating G −1 simply by G in this paper. He also proved that the map is surjective if n > 2 and is onto an index 2 subgroup if n = 2.)
Casson and Gordon's proof [CG1, CG2] that Levine's theorem does not apply in the classical dimension consisted of finding examples to demonstrate that this corollary does not hold for n = 1:
Theorem (Casson and Gordon). There exists a knot
Levine's theorem implies a number of other corollaries that we will see also do not apply in dimension three. Each of our theorems implies the Casson-Gordon theorem but is not a consequence of it. The distinguishing feature of our theorems is that to prove each one it is necessary to show that a given knot is not in any of an infinite family of concordance classes, all of which are algebraically identical. An added difficulty is that in most cases all that is known about that infinite family comes from its algebraic concordance class.
We will now restate each main result and discuss it briefly.
0.2. Distinct Knots with the Same Seifert Forms. Theorem 0.1 provides an indication of the complexity of the other main theorems. Since each theorem rules out knots being concordant to any knot with a particular Seifert form, it follows from Theorem 0.1 that we are having to deal with an infinite collection of concordance classes in each case. Before discussing the general import of Theorem 0.1 we should describe the need for the technical condition on the Alexander polynomial. This condition arises from the result of Theorem 0.5.
Theorem 0.5 A knot K has a prime power branched cover with nontrivial first homology if and only if ∆ K (t) has a nontrivial irreducible factor that is not a ncyclotomic polynomial with n divisible by three distinct primes.
The principal tool for distinguishing knots that are algebraically concordant has been Casson-Gordon invariants. These can be applied only when some branched cover of prime power order has nontrivial homology. It is well known that for knots with trivial Alexander polynomial all covers have trivial homology, so this is clearly a class on which Casson-Gordon techniques do not apply. Of course, it has since been shown by Freedman [Fr, FQ] , that if ∆ V (t) = 1 then any knot with Seifert form V is concordant to the unknot. Here we describe, in terms of Alexander polynomials, the exact class of knots for which the Casson-Gordon constraint on prime powers applies. Furthermore we show, via Theorem 0.1, that for any Alexander polynomial for which it is possible that Casson-Gordon methods apply we can in fact construct infinite families of knots for which they do apply. 
In general, in order to prove that an algebraically slice knot is not slice, it is necessary to analyze the full set of metabolizers for the Seifert form (or, as discussed below, metabolizers for linking forms on associated covering spaces). Hence, past examples have been drawn from situations in which the relevant metabolizers are easily listed. In contrast to this, we show that for every metabolic form an analysis is possible despite the possible complexity of its set of metabolizers.
The first examples of infinite families of algebraically slice knots that are distinct in concordance were presented in [J] , though basic examples of this also follow quickly from the results of [CG1, CG2] . In these cases the relevant knots have distinct Seifert forms (in fact, the 2-fold branched covers have distinct homology groups) and this is key to distinguishing the knots up to concordance. In our setting similar methods cannot be applied. 
That such examples cannot exist in higher dimensions follows immediately from Levine's theorem. The only known invariants that can distinguish algebraically concordant knots up to concordance are Casson-Gordon style invariants, and it is initially not clear what properties of Casson-Gordon invariants are special for connected sums. We will see that it is an additivity property, discovered by Gilmer [G] , that is essential here. We will again have to confront the fact that nothing is known concerning the knots K i other than their Seifert forms.
It is interesting to note that according to [KLk, L] every knot is concordant to a prime knot.
Products of Alexander Polynomials. Here the result is:
Theorem 0.3. There exists a knot K with ∆ K = ∆ V1 ∆ V2 where the resultant satisfies, Res(∆ V1 , ∆ V2 ) = 1 but K is not concordant to a connected sum of knots,
Stoltzfus proved in [St, Corollary 6.5 ] that in higher dimensions Theorem 0.3 is false. The difficulty of Stolzfus' theorem is made clear by noting that the Alexander polynomial does not determine the algebraic concordance class of a knot and that the factoring of the Alexander polynomial does not even imply the splitting of the Seifert form. Furthermore, the result fails without the condition on the resultant.
The difficulty here is much greater than in Theorem 0.2; there are many distinct Seifert matrices yielding the same Alexander polynomial, and it is not clear how the combination of being a connected sum and having a particular polynomial constrains the invariants used to show that knots are not concordant. By way of contrast, Theorem 0.2 will be proved using 2-fold branched covers and Z 3 -coefficients. The simplest example for Theorem 0.3 that we have found is based on 11-fold covers and Z 67 -coefficients. The only notation in the statement of Theorem 0.4 that may be unfamiliar is the definition of reduced. The precise definition as given in [Ke] is the following: a Seifert form is reduced if it is nonsingular and there is no proper submodule on which V + V t vanishes that is invariant under V −1 V t . It is proved in [Ke] that every Seifert form is concordant to a reduced form. The same result appears in [Le2, Lemma 13] where it is shown that any Seifert form is equivalent to one that contains no proper totally isotropic subspace. Hence, in this language, every Seifert form is concordant to an anisotropic form. As a special case, it follows immediately that a Seifert form on a rank two Z-module is reduced if and only if it is not metabolic; that is, if and only if there is no nonzero element on which the form V vanishes. In general, forms with metabolic summands are reducible.
Notice that without the assumption of nontriviality in the statement of Theorem 0.4, Casson and Gordon's example satisfies condition A. Again, in that setting it was sufficient to show that some particular knot is not concordant to the unknot. As in the previous examples, here we have to show that a given knot does not lie in each of an infinite collection of concordance classes. We will see that the construction of Theorem 0.4 A is one of the simpler ones that we face; the presence of the metabolic summand greatly aids the construction.
For Theorem 0.4 B the proof is harder. Simply distinguishing reduced but algebraically concordant Seifert forms can be nontrivial. Here we will take advantage of the fact that the linking forms on covers associated with knots with given reduced Seifert forms can be different, though these too will be anisotropic and stably equivalent.
Notice that if W is a metabolic form then for any knot K, K is concordant to a knot
0.6. Outline. Section 1 presents the basic results from classical knot theory that we will be using, along with the relevant notation. We will review concordance and Casson-Gordon invariants in Section 2. In Section 3 we prove Theorem 0.6 showing that the signature functions are all linearly independent. A key result used for building knots with specified Casson-Gordon invariants is proved in Section 4. The construction depends on an iterated companionship argument. Section 5 presents the proof of Theorem 0.5 stating that a knot has a prime power cover with nontrivial first homology if and only if some irreducible factor of the Alexander polynomial is not a cyclotomic polynomial φ n (t) with n divisible by three distinct primes. This is used in Section 6 to prove Theorem 0.1 stating that most Seifert forms are realized by an infinite family knots that are distinct in concordance.
Section 7 gives the construction of examples to demonstrate Theorem 0.2. Alternative examples could be built using the knots constructed in Section 8 to prove Theorem 0.3. We include the examples of Section 7 since they are fairly explicit whereas those of 8 are not, and they also provide useful concrete examples needed to understand the abstract constructions of the later sections. As mentioned earlier, the added complexity of these later examples over those used in Section 7 to prove Theorem 0.3 is readily apparent: in Section 7 we can work with 2-fold covers and Z 3 -valued characters; in Section 8 we must work with an 11-fold cover and Z 67 -valued characters. Sections 9 and 10 are devoted to proving Theorem 0.4.
Thanks are due to Pat Gilmer for helpful conversations regarding this paper. Jim Davis, Darrell Haile, and Michael Larsen assisted me with Theorem 0.5.
Knot Theory
In this section we will review basic results from classical knot theory. Our goal is to present the basic notation and background needed for the rest of our work. More detailed presentations can be found in the references [BZ, Go, Ro] .
We will be working in the category of locally flat oriented manifolds and pairs throughout this paper; the results all apply in the smooth category.
1.1. Knots and Branched Covering Spaces. A knot is formally defined to be the oriented homeomorphism class of an oriented pair (S, K), where S is homeomorphic to S 3 and K is homeomorphic to S 1 . As is standard, we will abbreviate an equivalence class of a pair (S, K) by simply K and assume that S = S 3 . This definition of knot is equivalent to the definition that states that a knot is the isotopy class of an oriented connected 1-submanifold of S 3 . Again, we are working in the locally flat category, but for classical knot theory this can be shown to be equivalent to the smooth category. The same is not true for concordance.
For a knot K we will denote its q-fold cyclic branched cover and its infinite cyclic cover by M K,q and M K,∞ , respectively. The group of deck transformations is generated by an homeomorphism denoted T K,q or T K,∞ .
A Seifert surface for (S 3 , K) is an oriented surface F ⊂ S 3 with ∂F = K. Associated to F and a choice of basis for H 1 (F, Z) there is a Seifert matrix V K . It satisfies the basic property that det(V K − V t K ) = 1. More generally, any matrix satisfying this condition on the determinant will be called a Seifert matrix.
The preimage of S 3 − F in the infinite cyclic cover, M K,∞ , has an infinite set of components, {X i } i=−∞,... ,∞ . A Mayer-Vietoris argument shows that H 1 (M K,∞ , Z) is generated by the homology groups of the X i . Furthermore, as a Z[t,
The Mayer-Vietoris argument shows that with respect to the appropriate basis of H 1 (X 0 , Z) the homology is presented by the matrix V K − tV t K . The homology of the q-fold cyclic cover of
where ζ q is a primitive q-root of unity.
The Alexander polynomial of K is defined to be ∆ K (t) = det(V K − tV t K ). More generally, for any Seifert matrix V , the Alexander polynomial is defined to be ∆ V (t) = det(V − tV t ). Two basic theorems we will be using are the following. The second may be less well known; it was first proved by Fox [F1] and a proof can be found in [BZ] .
Corollary 1.3. If q is a prime power, then M K,q is a rational homology sphere:
Proof. This is usually viewed as a consequence of the Milnor exact sequence [M] ; such a proof is contained in [CG1] . The result also follows immediately from Theorem 1.2. To see this, suppose that ∆ K (ζ i q ) = 0 for some prime power q = p r . Then
Hopital's rule, while ∆(1) = 1.
1.2. Linking Forms. Let M be a rational homology sphere. There is a linking form lk:
This pairing is symmetric and is nonsingular, meaning that the induced map H 1 (M, Z) → Hom(H 1 (M, Z), Q/Z) is an isomorphism. Using this we will identify class of order p n in H 1 (M, Z) with characters on H 1 (M, Z) taking value in Z p n .
Concordance and Casson-Gordon Invariants
References for details regarding the general theory of concordance include [Le1, Le2] . References for the theory of Casson-Gordon invariants include the original papers [CG1, CG2] and also [G, GL] 
Concordance. A knot (S, K) is called slice if it bounds a proper pair (B, D)
where B is homeomorphic to B 4 and D is homeomorphic to B 2 . Knots (
is slice, where the connected sum is as usual for oriented pairs. The set of concordance classes forms an abelian group called the concordance group, C, under the operation induced by connected sum.
Alternatively, knots (S 1 , K 1 ) and (S 2 , K 2 ) knots are called concordant if there is a pair, (
(In working in the smooth category there is a similarly defined concordance group, C s . Since smooth submanifolds are locally flat, there is a homomorphism C s → C that is surjective. It is not an isomorphism.) 2.2. Algebraically Slice Knots and Algebraic Concordance. The basic result concerning slice knots is the following. A knot is called algebraically slice if its Seifert from is metabolic. A Seifert matrix is called algebraically slice if it is metabolic. Two Seifert matrices, V and W , are called algebraically concordant if V ⊕ −W is algebraically slice. This defines an equivalence relation on the set of Seifert forms and the operation of direct sum places a group structure on the set of algebraic concordance classes. This group is called Levine's algebraic concordance group and is denoted G.
The following is a theorem of Levine [Le1] .
2.3. Signature Functions. Let W (t) be a nonsingular matrix with coefficients in C(t), Hermitian with respect to complex conjugation and the involution t → t −1 . There is a Witt group of such matrices, W (C(t)). For a unit complex number ω one has the signature σ(W (ω)). Although W (t) is assumed nonsingular, W (ω) may be singular, and hence, even if W (t) is metabolic, σ(W (ω)) may be nonzero. For this reason, taking signatures at unit numbers ω is not a well defined function on the Witt group W (C(t)). However, the limit lim s→0 (σ(W (ωe
Definition 2.3. The Tristram-Levine signature function of a knot K, σ ω (K), is defined to be the signature function of the form
We will usually be interesting in evaluating this function at roots of unity, ω = e 2πi p q . To simplify notation we have:
It is worth noting at this point the following result.
Proof. We can write
, where 2g is the dimension of V K . Since the Alexander polynomial is symmetric, this determinant is 0 if and only if ω = 1 or ω is a root of the Alexander polynomial.
2.4. Casson-Gordon Invariants. Let K be a knot in S 3 with q-fold branched cover M K,q , q a prime power. Let χ : H 1 (M K,q , Z) → Z p r be a homomorphism where p is a prime. Casson and Gordon [CG1] defined an invariant, denoted σ 1 τ (K, χ) ∈ Q. To simplify notation we will define:
The precise definition of σ(K, q, χ) will not be needed here; we now summarize the essential properties that we will be using.
Recall that the generator of the group of deck transformations of M K,q is denoted T K,q ; T K,q is of order q. The linking form on H 1 (M K,q , Z) is invariant under the group of deck transformations. The main result of [CG1] is the following. The observation that H is T K,q invariant is not made in [CG1] . However, in the proof given in [CG1] , H is defined to be the kernel of the inclusion of the homology of M K,q into a 4-manifold over which the action of T K,q extends. Hence, the invariance of H follows.
A simple result concerning the Casson-Gordon invariant is that σ(K, q, τ ) = σ(K, q, −χ). This follows from the fact that signatures are unchanged under complex conjugation. A much deeper result is the additivity result proved by Gilmer [G] , as we now describe.
Another basic result concerning the Casson-Gordon invariant concerns its value at the trivial character, σ(K, q, 0). The result was first proved by Litherland [Lt2, Corollary B2] .
Theorem 2.9. σ(K, q, 0) = 0.
3. Independence of the Signature Functions 3.1. Independence of the Signature Functions. To say that an infinite set of elements in Hom(G, Z) is independent means that no nontrivial finite linear combination of these elements is trivial. The independence of the signature functions {σ ω } for an infinite set of ω was observed independently by Tristram and Levine [Le1, T] ; in a different guise this appears in [M] . It will be useful later to have a more general result. This theorem is clearly equivalent to the following corollary, which we prove. Proof. By a result of Matumoto [Ma] (see also [Lt2] ), the signature function has jumps only at roots of the Alexander polynomial. Furthermore, if the root is of multiplicity one the jump is ±2.
We will show that there is a set of unit complex numbers S which is dense on the unit circle and such that for all η ∈ S there is an Alexander polynomial having η andη as its only complex roots, both with multiplicity one. For a knot K η with such an Alexander polynomial, the signature function σ ω (K η ) is 0 for Re(ω) >Re(η) and is ±2 for Re(ω) <Re(η); we can assume it is positive in this case by taking the mirror image if need be. For a given ω i , choose η 1 and η 2 so that the interval on the unit circle with endpoints η 1 and η 2 contains ω i , and no other ω j . The knot K = K η2 # − K η1 thus satisfies σ ωi (K) = 2 and σ ωj (K) = 0 for all other ω j ∈ S. The desired linear independence of the signature functions σ ωi follows.
Because an Alexander polynomial ∆(t) is symmetric and real, if τ is a root then so areτ , 1/τ , and 1/τ. It follows that if ∆ is of degree four and has two complex (nonreal) roots and two real roots, then the complex roots must be unit, of multiplicity 1.
Consider the polynomial
It is easily seen that F r (t) has a pair of complex roots with real part r in the case −1 < r < 1. For a given ǫ there is a δ such that a perturbation of the coefficients of F r by less the δ moves the roots less than ǫ. Choose a rational approximation a/b, (b > 0) to r so that replacing r in the coefficients of F r by a/b changes the coefficients by less than δ/2. Furthermore, choose b large enough so that 1/b < δ/2. Then the roots of
are within ǫ of those of F r . Multiplying through by b yields the polynomial
Since this is a symmetric integral polynomial and ∆(1) = −1, it is an Alexander polynomial whose roots are within ǫ of those of F r (t). Furthermore, since ∆(1) = −1, ∆(t) has at least two real roots. Hence, the remaining roots are conjugate unit complex numbers with real part within ǫ of r. The result follows.
We will need to use knots with large signature functions in later arguments. The following corollary provides the needed examples. 
Proof. The proof is immediate from Theorem 3.2.
Iterated Satellite Knots
denotes an open tubular neighborhood and the union identifies the meridian of U with the longitude of K and the longitude of U with the meridian of K. The image of L 1 in this union is denoted K * . Furthermore, K is called the companion of K * . In [Lt2] Litherland described the relationship between the Casson-Gordon invariants of a satellite knot and those of its component parts. A slight reformulation of the construction of satellite knots will facilitate the use of Litherland's results under iteration. Further details are presented in [GL] . We will describe these results only in the special case that we will be needing.
Suppose that L is an unknotted circle in S 3 in the complement of K and that L is null homologous in
where the union if formed via a homeomorphism that interchanges meridians and longitudes. The resulting manifold is easily seen to be homeomorphic to S 3 : it is the union of a knot complement with a solid torus. The image of K in the union represents a perhaps different knot, say K * in S 3 . A fairly simple geometric argument shows that K * is a satellite of J with embellishment K, and hence that J is a companion of K * . Intuitively, the effect of this construction is that the portion of K that passes through L is tied into the knot J.
To understand the effect of this construction on covers and the associated invariants of the knots, let M K,q be the q-fold branched cover of K. The unknotted curve L lifts to a set of distinct curves,
by removing neighborhoods of eachL i and replacing them with copies of the complement of J. Since we are simply removing a homology circle and replacing it with another homology circle via maps that are homologically identical, the construction leaves the homology of the space unchanged and there is a natural correspondence between the homology, and cohomology, groups of M K,q and M K * ,q . In particular we can identify a character χ on H 1 (M K * ,q , Z) with a character also denoted χ on H 1 (M K,q , Z). In this situation the Casson-Gordon invariants of K * are related to the TristramLevine signatures of J, as described in [Lt2] and [GL] .
. In the case of q = 2 one has that T K,2 acts by multiplication by −1 on homology and hence we have:
If the knot L in Theorem 4.1 is replaced with a link {L j } j=1...k in S 3 − K which forms the unlink in S 3 and for which each component is trivial in H 1 (S 3 − K, Z q ) then via iteration we have, using similar notation and assuming that the neighborhood of L j is replaced with the complement of J j we have the following result.
. Notice that if in the above construction each component of L is in the complement of a fixed Seifert surface F for K (and in particular is trivial in H 1 (S 3 − K)), then F represents a Seifert surface for K * , which we will denote F * , and that for the Seifert forms constructed via these surfaces we have
In our constructions we will need to control the class represented by components ofL
To do this we must start with the classes themselves and build L. The following theorem gives situations in which this can be done. Proof. Represent each class by a curve, which we will denoteγ j also. By transversality we can assume that the entire collection {T i (γ j )} i=0...q−1, j=1...k consists of disjoint embedded curves. If theγ j are in the complement of p −1 (F ), then the same will be true after the small homotopy is performed to achieve transversality.
With this, the collection {γ j } forms a link in S 3 − K, and since the preimage of each component consists of q components, each element is trivial in H 1 (M K,q , Z q ). Furthermore, if we were working in the complement of the preimage of the Seifert surface, then {γ j } is in the complement of the Seifert surface; in particular we will have in this case that the γ j are trivial in H 1 (M, Z). A series of crossing changes in the γ j results in an unlink. These crossing changes can be performed (in S 3 ) by a homotopy, and this homotopy can be performed in the complement of the 1-skeleton of the Seifert surface. But since the Seifert surface itself isotopes into a small neighborhood of its 1-skeleton, the homotopy that makes {γ j } into an unlink can take place in the complement of F , and in particular in the complement of K. If follows that the classes in H 1 (S 3 − K, Z) are unchanged. The homotopy lifts to one of theγ j so the homology classes represented by these is unchanged.
This construction may appear clearer if presented in terms of diagrams. After an isotopy the surface F can be placed in a small neighborhood of its 1-skeleton. The crossings in the diagram of {γ j } all can then be assumed to occur at points that are far from F . Hence, a change in the crossings of that diagram can be performed in the complement of F as well.
It remains to assure that the γ j are trivial in
In the case that the curves are disjoint from the Seifert surface, Case B, this is automatic. If any γ j is nontrivial in homology, the figure below indicates a move that can be made on a curve γ j that changes the homology class represented by γ j in H 1 (S 3 − K, Z) by q but doesn't change the homology classes of the preimages of γ j in M . (In the figure, q = 3.) The effect of this move is to have theγ j pass through the branch set. This move can be used to assure that the γ j are trivial in Proof. The Alexander polynomial of a satellite knot is determined by that of its companion and its embellishment. This was first proved by Seifert [Se] , and a modern proof based on infinite cyclic covering spaces follows from [LM] . In the case of winding number 0 the formula states simply that the Alexander polynomial of the satellite knot is equal to the polynomial of the embellishment.
In the case that the link {L j } is in the complement of F , the Seifert form is unaffected by the satellite construction.
4.3. Knots with Positive Casson-Gordon Invariants. By applying the results of the previous section, the following result is easily proved. Proof. Pick a knot K with V K = V . Observe that the finite set of values of σ(K, q, χ) is bounded: say −C 0 < σ(K, q, χ) < C 0 for all χ. Pick a set of generators for H 1 (M K,q , Z) that can be represented by curves in the complement of the preimage of the Seifert surface for K (having Seifert form V ). Next, apply Theorem 4.4 to construct the unlink {γ j }. Replace each component of this collection of curves with the complement of a knot J for which all relevant p-signatures are greater than C + C 0 . Any nontrivial χ must evaluate nontrivially on one of the given generators of H 1 (M K,q , Z). Hence, by Theorem 4.3 for this new knot the associated Casson-Gordon invariant has increased by at least C + C 0 , making its value at least C.
Knots with all Prime Power Covers Homology Spheres
Our goal in this section is to prove Theorem 0.5: Theorem 0.5. A knot K has a prime power branched cover with nontrivial first homology if and only if ∆ K (t) has a nontrivial irreducible factor that is not a ncyclotomic polynomial with n divisible by three distinct primes.
The proof depends on properties of the resultant of polynomial. The resultant reappears in Section 8. For this reason we will present a general summary of properties of the resultant in the first section below. A good reference for the resultant is [La] .
5.1. Resultants of Polynomials. The resultant Res(f, g) is defined for integral polynomials as follows. Let f (x) = i=0...n a i x i and g(x) = j=0...m b j x j with a n = 0 = b m . Let the complex roots of f be {s i } i=1...n and let g have roots {t i } i=1...n , in both cases appearing with multiplicity. With this we have:
Notice that Res(f, g) = ±Res(g, f ). By factoring f and g over C one quickly attains two useful formula, in which this symmetry is not longer apparent.
One of the main results concerning resultants is the following theorem. Proofs are given in [La] as well as in most other texts in advanced algebra.
Theorem 5.3. For polynomials f and g as above, there exist integral polynomials φ(x) and ψ(x) such that φ(x)f (x) + ψ(x)g(x) =Res(f, g).
Corollary 5.4. Res(f, g) is an integer.
Proof. From its definition the resultant is a complex number. On the other hand, the sum φ(x)f (x) + ψ(x)g(x) is an integral polynomial. Proof. By Theorem 5.3 one direction follows immediately, without the assumption of f or g being monic. To prove the other direction, assume g is monic and suppose that φ(x)f (x) + ψ(x)g(x) = 1. Then j φ(t j )f (t j ) + ψ(t j )g(t j ) = 1. Since the t j are roots of g, this gives that j φ(t j )f (t j ) = 1. Since b m = 1, this gives that Res(φ, g)Res(ψ, g) = 1. Since both are integers, the result follows.
Homology Groups of Prime Power
Covers. In this section we will prove Theorem 0.5, explaining the constraint on the Alexander polynomial given in many of the later results.
Proof of Theorem 0.5. The argument consists of a series of observations that reduce the result to a purely number theoretic lemma that follows.
1. According to Riley [Ri] the order of the homology of the k-fold cyclic branched cover of a knot K grows exponentially if the Alexander polynomial has a root that is not a root of unity. Hence, we only need to consider the case that all irreducible factors of the Alexander polynomial are cyclotomic polynomials, φ n (t). 2. By Fox's theorem, Theorem 1.2, the order of the homology of the p k -branched cover of a knot K is given by i=0...p k −1 ∆ K (ω i p k ), where ω p k is a primitive p k -root of unity. This reduces the general proof to the case in which ∆ K (t) is irreducible, and hence to the case ∆ K (t) = φ n (t) for some n. 3. Recall that for p prime, φ p k (t) = (t
. By L'Hopital's rule it follows that φ p k (1) = p. For a knot K, ∆ K (1) = ±1, and hence we only need to consider the case of ∆ K (t) = φ n (t) with n divisible by at least two distinct primes. 4. We now have that the order of the homology of the p k -fold branched cover of K is given by the product of φ n (t) evaluated at all (not necessarily primitive) p k -roots of unity; that is, over the set of roots of the polynomial t p k − 1. This is equal to the resolvent, Res(φ n (t), t p k − 1). The symmetry of the resolvent implies that the order of the homology is also given by the product of t p k − 1 evaluated at all primitive n-roots of unity. 5. The p k power of primitive n root of unity is a primitive (n/gcd(n, p k ))-root of unity. Hence, the product of t p k − 1 evaluated at all primitive n-roots of unity equals ( (ω − 1)) d , where the product is over all primitive n/(gcd(n, p k ))-roots of unity. The integer d is given by p l − p l−1 if k is greater than or equal to the exponent l of p in n. This is the only situation in which we need d explicitly. This value of d is obtained by noting that the homomorphism induced by raising numbers to the p k powers maps the multiplicative group of primitive n-roots of unity, G n , onto the group of primitive n/gcd(n, p k )-roots of unity. If n = p ). It follows readily that the kernel of the homomorphism has order d as described. 1) ) over all primitive m-roots of unity is given by φ m (1).
The product ( (ω −
To see this, note that the product ( (ω − t)) gives φ m (t). 7. Combining the observations of the previous two items we have that the order of the p k -fold branched cover of a knot with Alexander polynomial φ n (t) is given by (φ (n/gcd(n,p k )) (1)) d ; if p has exponent l in n, then d = p l − p l−1 in the case that k ≥ l. 8. Using the lemma below which gives φ n (1), we now have the following calculations which imply the theorem. If a knot K has Alexander polynomial φ p r m (t) with p not dividing m, then the order of the homology of the p k -fold branched cover of K is: (A) 1 if r = 0 (in which case m must be composite); (B) 1 if r > 0 and m is composite; (C) 1 if r > 0 and k < r; (D) q p r −p r−1 if k ≥ r and m is a power of a prime q.
Lemma 5.6. φ n (1) = p if n is a power of a prime number p. If n is composite then φ n (1) = 1.
Proof. As noted before, if n = p k then φ n (t) = (t n − 1)/(t n−1 − 1) and the result follows from L'Hopital's rule.
If n is a composite, we have that φ m (t) = (t n − 1)/(t − 1) if the product is taken over all divisors m of n other than 1. By L'Hopital's rule the right side evaluated at 1 yields n. The factors φ m on the left side with m a prime power each contribute a prime factor to the product, and these together multiply to give n. Hence the remaining terms on the left side of the equation must each equal 1.
Knots with the Same Seifert Forms
To repeat the goal of this section, we have:
Theorem 0.1. If ∆ V (t) has a nontrivial factor that is not an n-cyclotomic polynomial with n divisible by three distinct primes, then there is an infinite collection of knots {K i } with V Ki = V for all i, and no two K i are concordant. In particular, if ∆ V (t) satisfies this property and V is metabolic, then there is an infinite collection of nonslice knots with Seifert form V , all of which are distinct up to concordance.
Begin by picking a knot K with Seifert form V and a prime power q so that for the q-fold branched of K, M K,q , the homology group
, where p −1 (F ) is the preimage in M K,q of the Seifert surface F for K. Also, let X 0 be a component of X. Represent each class in H 1 (X 0 , Z) by a curveL j . Apply Theorem 4.4 to assure that the collection of projections, say {L j }, is an unlink consisting of curves in the complement of F . Let K i be the knot formed by replacing each L j with a copy of the complement of a knot J i where J i is chosen as now described.
First, choose J 1 to build K 1 so that σ(K 1 , q, χ) > 0 for all nontrivial Z p -valued χ. The existence of such a J i is assured by Theorem 4.6. Similarly, pick a sequence of J i so that the resulting knots K i satisfy σ(K i+1 , q, χ) > σ(K i , q, χ ′ ) for all nontrivial χ and for all χ ′ . Proof. By construction the knots have the same Seifert forms. Suppose that K i and K j , j > i, are concordant. Then K i # − K j is slice, and some Casson-Gordon invariant for some nontrivial Z p -valued character on the q-fold cover must vanish. Write such a χ as χ 1 ⊕ χ 2 with respect to the natural direct sum decomposition of the cover. Using the additivity of Casson-Gordon invariants we have σ(K, χ 1 ) − σ(K, χ 2 ) = 0. But either χ 1 or χ 2 is nontrivial. If χ j is nontrivial then by the fact that σ(K j , q, χ) > σ(K i , q, χ ′ ) for all nontrivial χ and for all χ ′ this difference could not be trivial. On the other hand, if χ j is trivial then χ i is nontrivial and the given difference is nonzero.
Connected Sums
Our goal in this section is to prove Theorem 0.2. We do this by constructing an explicit example of a knot with Seifert form that splits as a direct sum of Seifert forms but for which the knot is not concordant to a connected sum of knots with corresponding Seifert forms. Further examples follow immediately from those of Section 8, but the construction there is much more abstract. The argument here is included because it provides intuition regarding the latter constructions and because of its simplicity.
Consider the knot K * drawn in Figure 2 . It is built from the knot K (the connected sum of two trefoils, T #T ) by removing a neighborhood of an unknot L and replacing it with the complement of a knot, J. The Seifert form of K * is 1 1 0 1 ⊕ 1 1 0 1
For shorthand we write this form V ⊕ V . Our main result is:
Proof. The proof of this theorem occupies the rest of this section.
Suppose that such a concordance existed. Then the knot K# − K 1 # − K 2 would be slice. The first homology of the 2-fold branched cover of K# − K 1 # − K 2 is easily computed using the Seifert form to be (Z 3 ⊕Z 3 )⊕(Z 3 )⊕(Z 3 ), with the direct sum decomposition of the homology corresponding to the direct sum decomposition of the knot.
The linking form of the cover is determined by the Seifert form. Since there are only two possible nonsingular linking forms on Z 3 it follows that (up to sign) the linking form on (Z 3 ⊕ Z 3 ) ⊕ (Z 3 ) ⊕ (Z 3 ) is given in Z 3 by lk ((a 1 , a 2 , a 3 , a 4 ), (b 1 , b 2 , b 3 , b 4 ) 
An algebraic manipulation of generators for a metabolizer shows that the only possible metabolizers are of the following form:
(Suppose that the metabolizer is of the form < A, B >=< (a 1 , a 2 , a 3 , a 4 ), (b 1 , b 2 , b 3 , b 4 ) > .
The sum of two nontrivial squares in Z 3 is nontrivial. The fact that lk(A, A) = 0 quickly implies that either a 1 or a 2 , is nonzero, and hence can assumed to be 1. Suppose that a 1 = 0. By subtracting a multiple of A from B if necessary, it can be assumed that b 1 = 0 and hence that b 2 = 1. The self linking condition now implies that exactly one of the remaining entries, a 3 or a 4 is nonzero, and similarly for b 3 and b 4 . Finally, considering the linking of A with B gives the desired form.)
We will consider the case of the metabolizer H =< (1, 0, 1, 0), (0, 1, 0, 1) >; the other cases follow similarly.
We next need to consider the set of Z 3 valued characters on homology that vanish on H. These can be identified with H itself via the linking form. Similarly, we will identify characters on the homology of the covers of K, K 1 , and K 2 , as elements in the homology of the covers, again via the linking form. For clarity, we will write χ x for the character determined by a homology class x, for whatever space being considered at the time.
Consider the two characters χ (1,1,1,1,) and χ (1,−1,1,−1) in H. The next figure illustrates the 2-fold branched cover of K * , M K * ,q , drawn using the algorithm of Akbulut and Kirby [AK] . On M K * ,q the character χ (1,1) takes value 1 on the lifts L 1 andL 2 of L. The character χ (1,−1) takes value 0 on both lifts. Applying the necessary vanishing of the Casson-Gordon invariant and its additivity yields the following equalities when applied to the character χ (1,1,1,1) :
Applying the surgery formula (Theorem 4.2) now yields:
Since the knot K is the connected sum of a knot (the trefoil, T ) with itself, K = T #T , we have 0 = 2σ (T, 2, χ (1) 
Via a similar calculation, working with the character χ (1,−1,1,−1) along with the fact the changing the sign of a character doesn't change the value of the CassonGordon invariant, yields the equation:
Notice that the σ 1/3 (J) term does not appear since χ (1,−1) vanishes on theL i .
If σ 1/3 (J) = 0 then the two formula are contradictory and the proof is complete.
Products of Alexander Polynomials
We begin by restating Theorem 0.3. The goal of the section is to provide examples demonstrating this result.
Theorem 0.3 There exists a knot K with
The argument here will be far more subtle than that of the previous section, and in particular we will not be able to draw explicit diagrams of the knots in question. Instead we will rely on Theorem 4.4. The necessary knot is provided by constructing a knot as follows.
Theorem 8.1. There exists a knot K * with ∆ K (t) = (2t 2 − 3t + 2)(3t 2 − 5t + 3) but K * is not concordant to a connected sum K 1 #K 2 with ∆ K1 (t) = 2t 2 − 3t + 2 and ∆ K2 (t) = 3t 2 − 5t + 3.
Notice that Res(2t 2 − 3t + 2, 3t 2 − 5t + 3) =1. This follows easily from a direct calculation using the definition. 8.1. Construction of K * . To begin the construction, let K 1 be knot with Alexander polynomial 2t 2 − 3t + 2 and let K 2 be a knot with Alexander polynomial 3t 2 − 5t + 3. We will abbreviate our standard notation by writing M i for M Ki,11 , the 11-fold branched cover of S 3 branched over K i . We will also write T for the deck transformation T K,11 and will abbreviate the Casson-Gordon invariant σ(K, 11, χ) by σ(K, χ).
2 . As a Z 67 vector space, H 1 (M i , Z) splits as the direct sum of eigenspaces of the transformation T . For J 1 the eigenvectors, v 1 and v 2 , have eigenvalues 40 and 62. For J 2 the eigenvectors, w 1 and w 2 , have eigenvalues 9 and 15.
Proof. Using Theorem 1.2, the order of homology of the q-fold branched cover of a knot with Alexander polynomial ∆ is given by i=1,... ,q−1 ∆(ζ i ), where ω is a primitive q root of unity. This value can be computed explicitly for both knots, using for instance Maple. In both cases one find the homology to be of order 67 2 .
Since the homology of an odd-fold branched cover of a knot is always of the form
2 − 3T + 2 annihilates the homology of M 1 . Over Z 67 the polynomial 2T 2 − 3T + 2 factors as 2(T − 40)(T − 62), and hence the homology does split as the sum of a 40 and a 62 eigenspace.
We next need to show that both these eigenspaces are nontrivial. To see this we first observe that the linking form of M 1 vanishes on each eigenspace of T , as follows. For eigenvectors of eigenvalue λ, x and y, lk(x, y) = lk(T x, T y) = lk(λx, λy) = λ 2 lk(x, y). Since λ 2 = 1 we have the vanishing of the linking form on the eigenspace. But since the linking form on a 3-manifold is nonsingular, the eigenspace must be of dimension at most one. Since this holds for both eigenspaces, both eigenspaces must be exactly one dimensional, as desired.
A similar argument applies for K 2 where we have 3T 2 − 5T + 3 = 3(T − 9)(T − 15) mod 67.
Let K = K 1 #K 2 . In this case, the 11-fold branched cover, M = M 1 #M 2 , and, from Theorem 8.2 we have the homology of M is generated by T -eigenvectors, {v 1 , v 2 , w 1 , w 2 } as described in that theorem.
Let each of these eigenvectors be represented by curves
} and let v 2 + w 1 be represented byL 5 . By Theorem 4.4 we can assume that theL i arise as the lifts of components of an unlink
A knot J will be chosen based on the needed properties of its 67-signatures, as developed later in this section. Given this, we will let K * be the knot formed by replacing neighborhoods of the L i in S 3 with the complement of the knot J ⊂ S 3 .
8.2. Characters and Casson-Gordon Invariants of K * . Let {χ 1 , χ 2 , χ 3 , χ 4 } be the Z 67 -valued characters on H 1 (M, Z) that are dual to the basis {v 1 , v 2 , w 1 , w 2 }. We will use the same names for the corresponding characters on H 1 (M * , Z). We have the following values of the Casson-Gordon invariants; these follow immediately from the definitions along with Theorem 4.3. (J) . Notice that each of the summations that occurs above is in fact the same sum, being taken over the full set of 11-roots of unity in Z 67 . The factors of 2 appear in F2 and F3 because χ 2 and χ 3 evaluate nontrivially on L 5 .
We will also need the following two values, which again follow readily from the construction and Theorem 4.3. (J) . The difference between the two formulas occurs only in the last terms, since χ 2 ± χ 3 evaluates to be 62 i ± 9 i on T i (L 5 ). These calculations lead to the following result.
Proof. We have by the additivity of Casson-Gordon invariants that σ(K,
, the result follows.
Identifying Metabolizers of K
Suppose that K * is concordant to a the connected sum of knots K have the identical homological properties as described by Theorem 8.2 for the M i , since the proof depended only on Alexander polynomials. We use the exact same notation for these knots (including the characters), only with the addition of the primes throughout.
We are now assuming that
byK. Our next goal is to identify possible T -invariant metabolizers for the linking form of the 11-fold branched cover overK. Since the homology of the cover (which is isomorphic to (
4 , is also annihilated by the same polynomial. It follows that H splits into a direct sum of eigenspaces.
Via the linking form we can identify characters with homology classes. The linking form on homology induces a linking form on the group of characters. The only change is that a homology class of eigenvalue λ corresponds to a character of eigenvalue λ −1 . Since it will be simpler to work on the level of characters instead of homology classes, move to that setting now. All the arguments can be translated back to the level of homology if desired.
Case 1: Two dimensional eigenspaces in the metabolizer. The two dimensional eigenspaces are spanned by a pair of characters {χ j , χ ′ j } for some j. Hence, in this case some character χ j appears in the metabolizer. As a result we would have:
R1: σ(K, χ j ) = 0 for some j ∈ {1, 2, 3, 4}.
Case 2: All eigenspace in the metabolizer are one dimensional. Each eigenvector can be expressed as aχ j +bχ ′ j for some a, b ∈ Z 67 and j ∈ {1, 2, 3, 4}. As an example, suppose that aχ 1 + bχ
. The linking number of these two characters is aa ′ − bb ′ , and this should be trivial since we are in a metabolizer.
Notice that if a = 0 then b = 0 so b ′ = 0 and hence a ′ = 0. Hence the character χ 2 will be in H. It follows that if any character of the form χ ′ j is in the metabolizer, then some character of the form χ j is necessarily in the metabolizer, and we have the equation R1 above must hold.
The more interesting and the only other possibility is that the metabolizer is spanned by characters {χ 1 + a 1 χ
} with all a i = 0. In particular we have that H contains the characters:
. Hence for some nonzero a 2 and a 3 we have R2:
8.4. Computing the obstructions. In the first case, in which formula R1 holds we can use the additivity of the Casson-Gordon invariant along with the formula Fi above to achieve one of the following equations, depending on the value of j.
G1:
(Of course these simplify further since, by Theorem 2.9 the terms σ(·, 0) all equal 0.)
The more interesting case is when equations R2 and R3 hold. These lead to the following identities.
G5: Proof. We have already seen that either one of these equations (G1, G2, G3, or G4) must hold, or else G5 and G6 are true. If the differences of the two equations in G5 and G6 is computed then most terms cancel and the only remaining terms yield the difference of summations as desired.
8.5. Finding the appropriate J and completion of the proof. We begin by expanding the summation of signatures that occur in formulas G1 through G4, say P 1 (J) , and in the difference, P 2 (J) = Proof. Begin with an arbitrary knot K 1 having Seifert form M . For some prime power q the branched cover M K1,q has nontrivial homology, with the order of the homology divisible by p for some prime p. Let K 2 be a knot with Seifert form V with q-fold branched cover M K2,q . Let K * be the knot formed by the iterated companionship construction on K 1 #K 2 to assure that the Seifert form is unchanged but that all nontrivial Casson-Gordon invariants on M K * ,q are positive, as described in Theorem 4.6. We show that K * has the desired properties. Let J be a knot with Seifert form V J = s V and assume that J is concordant to K * . Then K * #−J is slice and has Seifert form S-equivalent to (M ⊕V )⊕−V . The homology and linking form of the q-fold cover of K * # − J thus has a corresponding decomposition as (H 1 ⊕ H 2 ) ⊕ −H 2 where H 1 is nontrivial.
Let W be a metabolizer for the linking form on (H 1 ⊕ H 2 ) ⊕ −H 2 . We will show that for some character that vanishes on that metabolizer, the Casson-Gordon invariant is nontrivial, thus contradicting Theorem 2.7.
For each h ∈ −H 2 let W h denote the set of elements in g ∈ H 1 ⊕ H 2 such that (g, h) ∈ W . Clearly, if W h is nontrivial it is a coset of W 0 . It is also easily seen that W is the union of the set of all elements {(g, h)|g ∈ W h }. It follows that W has order at most |W 0 ||H 2 |. On the other hand, the order of W is given by the square root of the order of (H 1 ⊕ H 2 ) ⊕ −H 2 , which is greater than the order of H 2 , since we have arranged that H 1 is nontrivial. It follows that W 0 is nontrivial, and in particular there is a homology class in W of the form (g, 0) with g ∈ H 1 ⊕ H 2 and 0 ∈ −H 2 .
Let χ be given by linking with the class (g, 0). Because it is in W , which is a metabolizer for the linking form, linking χ certainly vanishes on W . If χ is not of prime power order, some multiple of it is, so we can assume it is of prime power order. By the additivity of Casson-Gordon invariants we have σ(K * #J, q, χ) = σ(K * , q, χ ′ ) + σ (J, q, 0) , where χ ′ is the restriction of χ to H 1 (M K * ,q , Z). But Casson-Gordon invariants vanish for the trivial character (Theorem 2.9) and we have arranged that σ(K * , q, χ ′ ) > 0. Hence the Casson-Gordon invariant is nontrivial, and K * is not concordant to J as desired.
Inequivalent Knots with Algebraically Equivalent, Irreducible Seifert Forms
Part B of Theorem 0.4 has the following restatement. The proof of this result occupies the entire section.
Theorem 10.1. There exists a knot K with Seifert form V K such that V K is reduced and algebraically concordant to a second reduced form, V , but K is not concordant to any knot K 1 with V K1 = s V .
We will consider the two Seifert matrices V 1 = 3 2 1 3 and V 2 = 1 2 1 9 .
We will build a knot K with Seifert form V 1 and show that K 1 is not concordant to any knot K 2 with V K2 = s V 2 , despite the fact that, as we will soon see, V 1 and V 2 are algebraically concordant and reduced. 10.1. Irreducibility of Seifert Forms. We will begin by giving the precise needed definitions. Further information can be found in the basic references [Ke, Le2] . Definition 10.2. A Seifert form V is called reducible if it is nonsingular (det = 0) and the (rational) transformation S = −V −1 V t has a nontrivial invariant subspace on which the form Q = V + V t vanishes. Otherwise it is called irreducible.
This following result, though not needed here, is proved in [Le2, Section 8] .
Theorem 10.3. Every Seifert form is algebraically concordant to a nonsingular form: one with det(V ) = 0.
We can now state formally the irreducibility of our forms. Working over the rationals, any diagonal entry can multiplied by a rational square, r 2 , corresponding to multiplying a basis element by r. For both matrices we can multiply the second entry by 4/9 to get the matrices These are obviously equivalent, so the difference is metabolic, as desired.
(The reader might prefer a direct proof of V 1 ⊕ −V 2 being metabolic. One such proof is just to observe that a metabolizer is given by < (0, −3, 6, −1, ), (2, −1, 0, 1) >. Checking that this is a metabolizer is easy; finding it is a lengthy exercise that need not be repeated here.) Theorem 10.6. Let K i be a knot with Seifert form S-equivalent to V i as above, i = 1, 2.
A.: The 2-fold branched cover of S 3 over K 1 , M 1 , has H 1 (M 1 , Z) ∼ = Z 9 ⊕Z 3 and the homology is generated by elements x and y of order 9 and 3 respectively with lk(x, x) = 5/9, lk(y, y) = 2/3, and lk(x, y) = 0.
B.:
The 2-fold branched cover of S 3 over K 2 , M 2 , has H 1 (M 2 , Z) ∼ = Z 27 and the homology is generated by an element z with lk(z, z) = 2/27.
Proof.
A. The homology of the 2-fold branched cover of the knot K 1 is given by W 1 , [Ro] . Note that the determinant is 27 so the order of H 1 (M 1 , Z) is 27. The matrix W 1 is given with respect to a generating set {a, b}. A second generating set is given by {x, y} = {2b − a, b − a}. These generate, since x − y = b. Subtracting twice the first row of W 1 from the second shows that 9a = 0. Adding the two rows shows that 9a + 9b = 0, so 9b = 0. Subtracting the rows shows that 3a − 3b = 0. It then follows that 9x = 0 and 3y = 0, as needed.
The linking form with respect to the original generating set {a, b} is given by Hence the homology is Z 27 as desired and the second generator, the one corresponding to the second column of the presentation matrix W 2 , generates the homology; call this element z. Taking the inverse,
= 18/27 −3/27 −3/27 2/27 , yields the desired self-linking, lk(z, z) = 2/27. 10.3. Metabolizers. If K i has linking form V i as above, then the connected sum, K 1 #−K 2 , has 2-fold branched cover M = M 1 #−M 2 with homology Z 9 ⊕Z 3 ⊕Z 27 , generated by elements x, y, z as given in Theorem 10.6. As shorthand, we write the element ax + by + cz as (a, b, c). The linking form is diagonal, given by
In what follows we will work with integer representatives of a, b, and c, taken from the intervals 0 ≤ a < 9, 0 ≤ b < 3, 0 ≤ c < 27, with the linking form taking values in Z 27 .
Theorem 10.7. The linking form on H 1 (M, Z) has exactly two metabolizers. One metabolizer is generated by {(0, 1, 3), (3, 0, 0)} while the second metabolizer is generated by {(0, −1, 3), (3, 0, 0)}. Both are isomorphic to Z 9 ⊕ Z 3 .
Proof. A metabolizer must be of order 27 since the order of H 1 (M, Z) is 27 2 . We first observe that the metabolizer cannot be generated by a single element of order 27. Any such element is of the form (a, b, c) with c not divisible by 3. Then clearly 15a 2 + 18b 2 − 2c 2 is not divisible by 3, and the self-linking is nontrivial.
The metabolizer also cannot be isomorphic to Z 3 ⊕ Z 3 ⊕ Z 3 . There is a unique subgroup of this form, generated by {(3, 0, 0), (0, 1, 0), (0, 0, 9)}. The second of these generators does not have trivial self-linking.
The remaining case consists of a subgroup isomorphic to Z 9 ⊕ Z 3 generated by two elements, say {(α, β, γ), (α ′ , β ′ , γ ′ )}.
Via a change of basis we can assume that γ ′ = 0, so now our generating set is given by {(α, β, γ), (α ′ , β ′ , 0)}.
The self-linking of this second element is (15α ′ 2 + 18β ′ 2 ) ∈ Z 27 . If α ′ is not divisible by 3, then 15α
′ 2 is not divisible by 9, where 18β ′ 2 is divisible by 9, so the sum could not be divisible by 27. Hence, α ′ is divisible by 3, in which case 15α is divisible by 27, and β ′ must be 0 if the sum is to be divisible by 27. Hence, we have that the metabolizer is generated by elements {(α, β, γ), (3α ′′ , 0, 0)}.
Since 3α ′′ = 0, by multiplying the second generator by 2 if need be, we can assume that the second generator is (3, 0, 0). If the linking of these two generators is to be 0 then α must be divisible by 3, so after subtracting a multiple of the second generator from the first we have that the metabolizer is generated by {(0, β, γ), (3, 0, 0)}.
The first generator must be of order 9, so we can assume that γ = 3. Finally, for the self-linking of this first generator to be 0, we have that β = ±1 and the proof is complete.
10.4. Evaluating Casson-Gordon Invariants and building K. We again identify characters on the first homology of the relevant 3-manifolds with the first homology via the linking form, and write χ x for the character given by linking with x in the first homology.
Theorem 10.8. Suppose that K 1 has Seifert form S-equivalent to V 1 , K 2 has Seifert form S-equivalent to V 2 , and K 1 and K 2 are concordant. Then σ(K 1 , χ (0,1) ) = σ(K 1 , χ (3,1) ).
Proof. By the computation of the metabolizers in Theorem 10.7, the metabolizer for K 1 # − K 2 (based on 2-fold covers) contains the elements (0, 1, ±3) and (3, 1, ±3). Hence, computing Casson-Gordon invariants and using additivity, we have: σ(K 1 , χ (0,1) ) = σ(K 2 , χ (3) ) and σ(K 1 , χ (3,1) ) = σ(K 2 , χ (3) ).
In particular, σ(K 1 , χ (0,1) ) = σ(K 1 , χ (3,1) ), as desired.
We now conclude the proof of Theorem 10.1 by describing a knot K with Seifert form V 1 for which the identity given in Theorem 10.8 fails. Begin with an arbitrary knot K 1 having Seifert form V 1 . As we have seen, with M 1 the 2-fold branched cover of S 3 over K 1 the homology group H 1 (M 1 , Z) = Z 9 ⊕ Z 3 . Represent the class (1, 0) ∈ H 1 (M 1 , Z) by a curveL. Apply Theorem 4.4 to assure thatL is the lift of a null homologous unknot, L, in S 3 − K 1 , and then replace a neighborhood of L with the complement of a knot J, the properties of which will soon be presented.
Using the linking form for M 1 we have that χ (1,0) (1, 0) = 15/27 ∈ Q/Z and χ (0,1) (1, 0) = 0 ∈ Q/Z. Hence, with values taken in Q/Z:
• χ (0,1) (L) = 0 • χ (3,1) (L) = 45/27 = 2/3 By Theorem 4.2 and the fact that σ 1/3 (J) = σ 2/3 (J) for all knots J, we have:
• σ(K, χ (0,1) ) = σ(K 1 , χ (0,1) )
• σ(K, χ (3,1) ) = σ(K 1 , χ (3,1) ) + 2σ 1/3 (J) These two will be equal if 2σ 1/3 (J) = σ(K 1 , χ (0,1) ) − σ(K 1 , χ (3,1) ).
It follows that to construct the desired example of the knot K with σ(K, χ (0,1) ) = σ(K, χ (3,1) ), one need simply pick J so that this equality does not hold. This can be done since the expression on the right is determined by the fixed knot K 1 , and knots with 1/3 signatures arbitrarily large are easily constructed.
Conjectures and Addenda
Recent work of Cochran, Orr, and Teichner have generalized Casson-Gordon invariants. With this, the constraint on working with prime power covers is not always necessary. Thus, it may be possible to remove the constraint that occurs in this paper that the Alexander polynomial has a factor that is not a cyclotomic polynomial φ n (t) with n divisible by at least three distinct primes. The first such polynomial that occurs is φ 30 (t) = t 8 + t 7 − t 5 − t 4 − t 3 + t + 1. The order of the homology of the 6-fold cover of knot having this polynomial is 25. We would conjecture that for a Seifert form, say V , with this polynomial there would be an infinite number of nonconcordant knots having Seifert form V . Nothing of this sort has been proved yet; the strongest result in this direction has been proved by Taehee Kim; he has constructed algebraically slice knots with Alexander polynomial φ 30 (t) 2 that are not slice. In a different direction, Theorem 0.1 provides an infinite family of knots, {K i } i>0 . It should be the case that this set, or another set that satisfies the conditions of the theorem, is affinely independent. That is, that the set of knots {K i − K 1 } i>1 is independent in the concordance group.
Much deeper questions concern the relationship of the Seifert form of a knot and its concordance class. In particular, is it possible that the Seifert form of a knot contains information about the concordance class of the knot that is not contained in its algebraic concordance class? The following conjecture makes this concrete. Based on the examples of Section 10, consider the Seifert forms V 1 = 3 2 1 3 and V 2 = 1 2 1 9 .
Conjecture 11.1. If K i has Seifert form V i for i = 1, 2, then K 1 and K 2 are not concordant.
The conjecture could be further strengthened by requiring only that the Seifert forms of the knots be S-equivalent to these forms. The example of Section 10 is the strongest known result indicating the possibility that a Seifert form contains more information about the concordance class of a knot than does the algebraic concordance class of the Seifert form.
