A major issue in exploring and analyzing complex life history data with multiple states and recurrent events is the development and availability of exible models and methods that allow to discover unknown dynamics of underlying transition intensities, to model and to estimate nonlinear functional forms of covariates and time-varying e ects, to include time-dependent covariates, and to deal with multivariate time scales. In this paper we propose and develop a nonparametric multiplicative hazard model that takes into account these aspects. Embedded in the counting process framework, estimation is based on penalized likelihoods and splines. We illustrate our approach by an application to sleep-electroencephalography data with multiple recurrent states of human sleep.
Introduction
In this paper we consider life or event history data on individuals that repeatedly move among a nite number of states. Such data can be viewed as realizations from a stochastic process with nite state space, and statistical modelling and inference can be based on the counting process framework, see Andersen, Borgan, Gill and Keiding (1993) . Flexible methods are generally needed to explore and analyze unknown dynamics and nonlinear aspects of transition intensities for moves between states over time. We propose and 1 Strongly modi ed and revised version of Dicussionpaper No. 12 2 email: fahrmeir@stat.uni-muenchen.de 3 email: artur@stat.uni-muenchen.de 1 develop a nonparametric hazard model that incorporates some important features required for adequate analysis. To make discussion more concrete, let us consider the data on human sleep processes that motivated our work and will be analyzed in Section 4. Most sleep studies focus on sleep structure, characterized by recurrent alternations of electroencephalographic (EEG) patterns, and its relation to nocturnal hormonal secretion or to psychiatric diseases like depression. Sleep-EEG data are recordings of nocturnal sleep rhythm, usually classi ed in several stages such as awake, rapid eye movement (REM) and states of non-rapid eye movement (NREM) sleep. The sleep-EEG data in our example are part of a larger study at the Max-Planck-Institut f ur Psychiatrie in Munich. Sleep stages during one night, from 8 pm till 7 am next morning, are recorded every 30 seconds for a homogeneous group of 30 patients. In addition to REM stage and four NREM stages 1,2,3,4, indicating depth of sleep, the data include the stages AWAKE and, only for some patients, PAUSE (no recording during PAUSE). Figure 1 shows sleep-EEG data for two patients in form of sample paths of a stochastic process with nite state space. In addition, secretion of several hormones is measured every 10, 20 or 30 minutes. Corresponding recordings of cortisol plasma concentration for the same two patients are displayed in Figure 1 . They are typical for most patients of the study group: There is a low during the rst hours of sleep followed by a marked increase in early morning. It is di cult for the human eye to detect typical patterns in sleep-EEG recordings without some kind of smoothing. Also, individual sleeping habits must be considered in order to verify population e ects.
Previous statistical analyses of possible interrelation between hormonal secretion and sleep structure are mostly based on rst constructing and extracting simpler characteristic variables from the original data and then applying more conventional methods like correlation and variance analysis. For example, hypotheses on positive association between concentration of cortisol and REM-sleep are tested in this way. To detect whether this association varies during the night, the observation period is split up, e.g. in a rst and Figure 1: Individual sleep processes for two patients together and the patients' nocturnal cortisol secretion.
second half. Obviously, statistical modelling within a counting process framework has the potential to provide more insight into the dynamic behavior of human sleep and to verify the hypothesis of a time-varying, possibly nonlinear e ect of the concentration of cortisol on REM-sleep. In our view, any adequate approach should allow complete and joint multivariate modelling of transition intensities of interest, comprising the following features: nonparametric techniques for exible estimation of unknown functional forms of nonlinear and time-varying intensities and covariate e ects, treatment of time-dependent covariates, as e.g. secretion of cortisol during the night, incorporation of multivariate time scales, as e.g. time since onset of sleep and duration in current sleep state, a possibility for including individual-speci c e ects, so that unobserved heterogeneity caused by individual sleep characteristics, can be separated from more systematic e ects, as e.g. the impact of time or cortisol.
The nonparametric multiplicative model of this paper, described in Section 2, takes these aspects into account. Nonparametric inference is based on a penalized likelihood approach, leading to smooth function estimates by splines or related discrete versions. The degree of smoothness can be chosen either subjectively or automatically.
In the special example of survival data, where individuals move from alive to dead, our model is related to nonparametric generalizations of the proportional hazard model of Cox (1972) , which have been developed with regard to some of the aspects discussed above. For survival data with time-independent covariates, Tibshirani (1986, 1990) and O'Sullivan (1988) model and estimate the e ects of continuous covariates nonparametrically, using local or penalized versions of Cox's partial likelihood. The penalized partial likelihood approach is further extended in Hastie and Tibshirani (1993) to allow for e ects varying over some continuous covariate. Viewing survival time as a continuous covariate, time-varying e ects, as e.g. the e ect of a certain therapy vanishing over time, are obtained as an important special case. It should be noted, however, that extension of their approach to the more general setting of counting process models, including the features considered in this paper, is not straightforward.
Related multiplicative survival models dealing with time-varying e ects are considered by Zucker and Karr (1990) , Grambsch and Therneau (1994) , using smoothed residual plots, and, in a Bayesian framework, by Gamerman (1991) , Fahrmeir (1994) and Fahrmeir and Wagenpfeil (1996) . A nonparametric additive model, incorporating time-varying e ects, was developed by Aalen (1989) . A general nonparametric regression model for survival data, without assuming additive or multiplicative hazards, is considered in Mc Keague and Utikal (1990) and in Keiding (1990) , but dimensionality, i.e. the number of covariates included, becomes more critical.
Models and likelihood
Consider n individuals and let N hi , h = 1; : : :; k, i = 1; : : : ; n, denote the individual counting processes for events of type h, i.e. N hi (t) indicates the number of observed type h events experienced by the ith individual up to time t. We assume that individual intensity processes hi (t) exist and have multiplicative structure hi (t) = Y hi (t) hi ft; z hi (t)g; h = 1; : : :; k; i = 1; : : : ; n; The predictor hi maintains the linear parametric form for the in uence of the covariates as for the Cox model, but includes an unknown baseline e ect h0 (t) to be modelled and estimated nonparametrically from the data in addition to the xed e ects h1 ; h2 . More exibility is obtained by dropping the simple linear parametric assumption for modelling covariate e ects. Often a certain functional form for the in uence of x i (t) cannot be speci ed in advance. Then h1 x i (t) is be replaced by a smooth function h1 (x) evaluated at x = x i (t), in analogy to generalized additive models (Hastie and Tibshirani, 1990) . Models with time-varying e ects are obtained by assuming hi = h0 (t) + h1 (t)x i (t) + h2 (t)w i ; 6
where, for example, h2 (t) could be the e ect of a certain therapy decreasing over time. In the more restricted context of survival data such time-varying coe cient models have recently gained much interest, and several proposals have been made there for modelling and estimation, see the introduction for references. Similarly as in Hastie and Tibshirani (1993) in the more conventional regression situation for survival data with time-independent covariates, one may go a step further and consider varying coe cient models of the form hi = h0 (t) + h1 fx i (t)g + h2 fx i (t)gw i + h3 (t)w i :
Here the smooth function h2 may be viewed as an e ect of w i varying over the covariate x, or h2 fx i (t)gw i is interpreted as an interaction term between the continuous covariate x and the binary covariate w. Because of the incorporation of baseline e ects h0 (t) and of time-dependent covariates, the penalized partial likelihood approach of Hastie and Tibshirani cannot be applied to our models. Instead estimation is based on full conditional likelihood, see Subsection 2.2. For event history data with recurrent transitions it is also possible to include individual-speci c e ects, common to some or all type-speci c predictors, i.e. hi = i (t) + other terms: We include such individual-speci c e ects in our model for analyzing the sleep data to separate individual-speci c sleep intensities, that cannot be explained by covariates, from more systematic e ects, e.g. the in uence of cortisol. To account for unobserved heterogeneity, incorporation of individual-speci c e ects can be an important feature in applications. Basically this is possible without further assumptions, if there are multiple events or enough recurrent transitions in each individual sample path, so that separate individual smooth estimates of transition intensities are possible.
A general form for all these models is
where x 1 ; : : :; x q are continuous covariates, and z hi (t) = fz hij (t), j = 1; : : : ; p + qg is a possibly time-dependent design vector, formed from basic covariates. By de ning corresponding 0 ? 1 dummies in z hi , the functions j (t), j (x j ) can be made type-speci c or can be common to some or all predictors.
Likelihood and penalty function
To obtain likelihood expressions for models incorporating stochastic timedependent covariates, we assume that the covariate processes z hi (t) are predictable. This assumption is fundamental in counting process models, see e.g. Andersen et al. (1993, Ch. 3) . Now, suppose that z hi (t) 2 E h , where E h is some xed set of possible covariate values z h (t), then covariate processes can be written as
where D hzi (t) = Ifz hi (t) = zg are predictable indicator processes. Since the observation period is nite, the sum over distinct covariate values holds also for a continuously observed covariate when approximating its path by a discretized version. Decomposition (2.3) leads to individual covariate-speci c counting processes N hzi , where N hzi (t) is the number of type h events up to time t experienced by individual i under the covariate value z. Within this framework, the basic multiplicative model (2.1) is resolved into multiplicative intensity models
for each N hzi and standard techniques for counting process models, as thoroughly discussed in Andersen et al. (1993) can be applied. By equation (2.4), individual hazard functions hi ft; z hi (t)g are atomized into stochastic parts D hzi (t) and deterministic covariate-speci c hazard functions hzi (t). Under appropriate assumptions on censoring or ltering mechanisms, e.g.
noninformative right censoring, inference on hzi (t) = hi ft; zg is based on 8 the log-likelihood expression
for multivariate counting processes N hzi . Given so-called de ned time-dependent covariates (Kalb eisch and Prentice, 1980, p.123) l( ) is a full conditional log-likelihood, and inference is performed as if covariate paths had been xed in advance. For truly random processes z hi (t), joint likelihoods for fN hi (t); D hzi (t)g and censoring processes have to be considered, in principle.
Under appropriate assumptions, the log-likelihood l( ) can then be looked at as the relevant conditional log-likelihood. A thorough discussion of likelihood speci cation in the presence of time-dependent covariates can be found in Andersen et al. (1993, Ch. 3 ) and Arjas (1989) . To obtain computationally tractable expressions for the log-likelihood, the integrands in (2.5) are approximated by step functions. More speci cally, we consider the predictors hzi (t) and e ects j (t) varying over basic time as piecewise constant functions of time over a ne grid 0 < a 0 < : : : < a T = T of the observation period 0; T]. De corresponds to a discrete rst order spline. Using second di erences leads to discrete second order splines. For equally spaced small intervals, the latter are more or less indistinguishable from cubic smoothing splines. For the special covariate x = time t, the knots x s are given by the grid points a s of the time axis. When applying roughness penalties, estimates for j (t) become quite robust against di erent choices of the time grid. However, to ensure that no relevant information is lost, the grid should be as dense as is computationally feasible.
Estimation and Inference
In this section we rst derive estimating equations for the functions j (t) and j (x j ). Introducing appropriate matrix notation we then outline statistical inference and propose a procedure for selecting smoothing parameters. Although discussion here focuses on hazard models, extensions to other types of varying coe cient models are immediate.
Estimation
Suppose n ht distinct values z 2 E h of the covariate vector contributing to transition h were observed during time interval (a t?1 ; a t ] and let y ht be a n ht 1 vector containing the counts of type h events under each covariate value z. We de ne exp( ht ) as the corresponding vector of componentwise exponential predictor evaluations. The experienced total time under risk for this event, Y hz (t), is stored in the same order in a diagonal matrix Q ht = diagfY hz (t)g. Rewriting the penalized log-likelihood criterion of Section 2.2., the vector of point evaluations j = f j (x 1 ); : : :; j (x S )g 0 , x 1 < : : : < x S , for each function j (t); j (x j ), is estimated by maximizing lp( 1 ; : : :; p+q ) = where 1 0 n ht = (1; : : : ; 1) 0 , and J( j ) is one of the roughness penalties described in Section 2.2. Note that the assumption of piecewise constant hazards may reduce the length of the vectors drastically, since grouping can be done within each time interval and for each transition type separately.
It is well-known that the roughness penalty derived from the integrated squared curvature (2.8) can be written as a quadratic form of the vector of point evaluations, J( j ) = 0 j K j j , and the uniquely minimizing functions are natural cubic splines. See e.g. Green and Silverman (1994, Ch. 2) for details. Clearly, discrete penalties can be written in the same form and the penalty matrices K j have simple band structure.
To write the design in matrix notation, we introduce a transition speci c response vector as y h = (y 0 is the log-likelihood score vector with Q h =diag(Q h1 ; : : : ; Q hT ).
It follows from Wahba (1990, Ch. 1 and 10) and Wahba, Wang, Gu, Klein and Klein (1995) that existence and uniqueness of the solution of (3.3) is guaranteed in a broad class of penalized likelihood schemes as soon as a unique maximum likelihood estimator for the embedded parametric model, obeying J( 1 ) = : : : = J( p+q ) = 0, exists. For rst order penalties as in (2.9), this embedded parametric model is de ned by constant functions j j (t), j (x) j , and for second order penalties (2.8) by linear functions of t or x. Hence, for penalized likelihood estimators, existence and uniqueness of j can simply be veri ed and is guaranteed in cases where higher-dimensional parametric approaches, such as polynomials or xed knot splines fail. Due to the big number of parameters involved, this is likely to happen in more complex models or when individual-speci c e ects are included.
More speci cally, consider a model with predictor h = 1 (t) + 2 (x) + 3 (t)w+ 4 (x)w. Since the minimal embedded model h = 1 + 2 +( 3 + 4 )w contains constant terms for the intercept and for the e ect of w twice, the maximizer of (3.1) is not unique. One way to overcome this phenomenon called concurvity (Buja, Hastie and Tibshirani, 1989) , i.e. collinearity in function spaces, is to choose a reference value or reference interval x R and write the predictor as h = 1 (t) + I(x 6 2 x R ) 2 (x) + 3 (t)w + I(x 6 2 x R ) 4 (x)w:
Technically the rows corresponding to x R are omitted in the design matrices (3.2) and the point evaluations 2 (x R ) resp. 4 (x R ) are inter-or extrapolated. This is similar to dummy coding of a covariate with possible categories x 1 ; : : : ; x S . Alternatively one may impose appropriate restrictions on the varying e ects e.g. R j (x)dx = 0 or P s j (x s ) = 0 as proposed by Buja, Hastie and Tibshirani (1989) in the context of additive models. When using such centered e ects, linear terms have to be included into the predictor and computation of pointwise con dence bands, as outlined in Subsection 3.2., becomes more delicate. System (3.3) is solved iteratively by a Fisher scoring procedure with inner Gauss-Seidel loops or the equivalent local scoring procedure (Hastie and Tibshirani, 1990, Ch. 6 are the current working observations. Due to the special structure of (3.4) a back tting algorithm of Gauss-Seidel type can e ciently solve the normal equations (3.5). This procedure iteratively applies the smoothing operators 
)Z j is a diagonal matrix, on actual partial residualsỹ where H ( 0 ) = E fH( )g and H( ), and K as in (3.4). If the true model 0 coincides with the embedded model, then K 0 = 0 and the systematic bias is zero, i.e. = 0 . Generally, however, systematic bias will increase with an increase of the penalty term applied to 0 . For the example of the penalty (2.8), this re ects the well-known fact that the bias of cubic splines is higher for functions with high curvature and tends to zero for almost linear functions. A similar expansion of u about gives the approximation ? H( ) ?1 u( ) for the stochastic error, providing some heuristics for approximate normality of^ ? . As outlined by Gray (1992) 15 as approximate covariance matrix. Pointwise con dence bands can be computed from the diagonal ofV . In practice, the quality of approximation will of course depend on the ratio of sample size versus numbers of parameters involved and the actual degree of smoothing. Yet we use (3.7) as a useful approximation. Asymptotic analysis becomes much more complicated if the number of parameters increases with n, as for cubic smoothing splines. Cox and O'Sullivan (1996) provide a thorough analysis of convergence rates and results on the orders of asymptotic bias and standard deviation for a wide class of penalized likelihood estimators, but a rigorous asymptotic distribution theory is still not available.
Selection of smoothing parameters
An explorative procedure to select smoothing parameters is to consider the traces of the matrices j = tr(Z j S j ), with S j a smoothing operator as dened in (3.6) as`e ective number of parameters' or`degrees of freedom' of a smooth analogous to Hastie and Tibshirani (1990, Ch.2 and 6) . Smoothing parameters 1 ; : : : ; p+q are then chosen according to given equivalent number of parameters computed from the last local scoring iteration. By using deviance statistics or looking at appropriate residual plots, one can decide whether more or less smoothing is adequate and how much degrees of freedom to use.
Criteria for automatic selection of smoothing parameters, such as generalized cross validation (GCV) or Akaikes information criterion (AIC), usually require the trace = tr n ZH ?1 (^ )Z 0 F(^ ) o of the hat-matrix mappingỹ tô in the last Fisher scoring iteration (3.5). Since computation of H ?1 (^ ) is very demanding and the criterion has to be optimized over several parameters, smoothing parameter selection by exact optimization of one of those quantities is still too time consuming for practical use. To overcome this problem we use the e ective number of parameters j = j ( j ) which is cheaply calculated, and construct a fast iterative procedure for smoothing parameter selection. The key idea is to assume all coe cients except one j as known at a xed iteration step. Based on this assumption we estimate only j ( j ) for di erent values of j and optimize the resulting AIC. for l 6 = j in (3.4) and some orthogonality holds for the hat-matrix. Thus, following the discussion in Wahba et al. (1995) , x8, we can regard AIC M (3.8) as good approximation to the global AIC.
Application: Analysis of Sleep{EEG Data
The following analysis illustrates advantages of our approach in modelling complex event history data. Besides a dynamic analysis of transition intensities between various states, a main interest is to investigate further the hypothesis that high cortisol concentrations have a positive e ect on the propensity to REM sleep and to explore a possibly time{varying impact of cortisol during the night. Therefore, we consider only transitions between the three states AWAKE, REM and NREM, without further di erentiating between di erent states of NREM sleep. For a few patients, an additional state PAUSE is recorded, where measurements are interrupted for some reason. If a patient is in state PAUSE for some time, its risk indicator is set to zero. We distinguish four types of events: Here SLEEP means REM or NREM sleep. There are several time scales that might be considered, e.g. real time, that is time since beginning of recordings at 8.00 p.m., time since onset of sleep, and durations in sleep states. To simplify and to achieve some synchronization, we take time t since onset of sleep as the basic time scale. As a second time scale of particular interest, we consider duration d in REM states, with d i =(time since last entry of individual i into a REM state). For two patients in the sample, d i is not well-de ned because recordings were interrupted by the state PAUSE. For simplicity, d i was taken as the time in REM since end of PAUSE. Concentration of plasma cortisol was dichotomized in`high' and`low' by introducing the time-dependent covariate z i (t) =(`concentration of plasma cortisol in person i at time t' > 100 n mol=l). For a rst analysis, usual Nelson-Aalen estimators were computed separately for various cumulative hazard rates of interest, together with con-dence bands. Figure 2(a) shows the estimated cumulative hazard rate for transitions from NREM to REM, regardless of concentration of cortisol. This means, the risk set at time t since onset of sleep consists of all individuals at risk for a corresponding transition at that time, regardless of individual cortisol level. Interpretation of cumulative hazard rates is not always easy, but one can detect an increase followed by a relative decrease of hazards between one or two hours and again later on between three and four hours. Also, the plot gives some evidence for a generally increasing tendency for transitions to REM sleep during night. Figure 2(b) shows a corresponding estimate for transitions of individuals with high level of cortisol at time t. It provides evidence for the hypothesis that high cortisol levels lead to higher propensity for REM sleep, in particular towards morning hours. Cumulative hazards for transitions from REM to NREM as functions of duration in current REM state. shown in Figure 2 (c) and (d), as well as the estimated cumulative rate for transitions from SLEEP to AWAKE do not reveal eye-catching peculiarities.
This standard analysis provides support for some hypotheses, but it is at least di cult to detect particular patterns for transition intensities or e ects varying through the night. To get improved insight into dynamic behaviour of transition intensities and time-varying impact of cortisol concentration, we now apply a nonparametric multiplicative hazard model for joint multivariate analysis of these e ects. Based on the results above, we rst considered the following model without individual e ects: for high levels of cortisol at time t. Interpretation of the e ects 4 (t), 5 (t) and 6 (t) is quite analogous, for example 5 (t) is the additional e ect for transitions from NREM to REM in periods of high levels of cortisol. E ects during night. Neglecting such individual time-varying e ects may confound population e ects and lead to incorrect conclusions. Therefore, to separate such individual-speci c intensities, that cannot be explained by covariates, from more systematic e ects, we introduce individual-speci c e ects i (t) as a common baseline into all predictors hi = hi ft; d i ; z i (t)g; h = 1; : : : ; 4, replacing 0 by individual-speci c functions i (t) in each equation. We model these e ects by discrete rst order splines, corresponding to the penalty (2.9). They are more appropriate for modelling e ects that remain more or less constant within longer periods of time, interrupted by shorter periods of high transition rates, as for example in Figure 4 . Figures 3(a) and (b) show how inclusion of individual-speci c e ects in uences estimation of the risk function 4 (t) and 1 (t) for various values of the smoothing parameter 0 , including a completely data driven choice (dashed line) of all smoothing parameters as described in Section 3. Comparing with the model without individual effects (full line) it becomes obvious that incorporation of individual e ects has great impact for an adequate analysis. As a consequence, we include them in the nal model. To assess the in uence of the grid choice, estimation was additionally carried out for a grid with 5 minute intervals for time t.
The following gures show relative risk functions or intensities, i.e. the factors in the multiplicative models hi = exp( hi ), for example the risk functions i (t) = expf i (t)g and 1 (t) = expf 1 (t)g in 1i (t) = i (t) 1 (t) = expf 1i (t)g. Figure 4 shows sleep patterns and associated individual-speci c relative sleep intensities i (t) = expf i (t)g for the same two individuals already considered in Section 2. For both individuals, smoothed relative intensities re ect quite well phases of more`restless' or more`quiet' sleep. For example, the rst individual experiences many transitions between NREM and AWAKE after one hour of sleep, and the peak in the relative intensity clearly indicates this. For the second individual, the two peaks and the smaller one towards the end of sleep re ect individual phases of more restless sleep. Figures 5(a) and (b) show the relative intensities 4 (t) and 5 (t) corresponding to the main ef- Figure 4 : Individual-speci c baseline intensities for two patients together with pointwise 95% con dence bands. Estimates where computed over a 5 minute grid (solid) and over a 10 minute grid (dots). The lower line indicates the states WAKE, NREM and REM. fect 4 (t) for transitions from NREM to REM and the additional e ect 5 (t) for individuals with plasma concentration of cortisol over 100 n mol=l. The intensity 4 (t) displays how the intensity for transitions into REM sleep increases with time since onset of sleep. The rst two local maxima correspond to the rst two waves in Figure 2 (a). In addition, however, time-variation later on comes out much more clearly. Similarly, 5 (t) provides new insight into the dynamic additional e ect for individuals with higher level of cortisol concentration: There is a distinct peak of this e ect at about 6 hours since onset of sleep. It is di cult to detect this pattern with traditional methods. The baseline intensity 2 (d i ) in Figure 5 (c) for transitions from REM to NREM shows a slight exponential increase with duration of REM-sleep. For individuals with high concentration of cortisol, transition intensities 3 (d i ) to NREM sleep are positive, but almost constant in Figure 5 (d). A possible interpretation is that for a patient who stays at a high cortisol level it becomes more likely to enter a REM phase but then it lasts only few minutes. Baseline intensities 1 (t) in Figure 5 (e) for transitions from SLEEP, i.e. REM or NREM, to AWAKE decrease rapidly at the beginning of sleep, remain at a constantly low level during most of the night, and increase in the morning, as to be expected. Baseline intensities 6 (t) for transitions from AWAKE to SLEEP, shown in Figure 5 (f), exhibit more variation during the night: The intensity for falling asleep has a distinct low about one hour after onset of sleep, that means if individuals are AWAKE at that time they have particular di culty to fall asleep again. On the other side, the intensity for falling asleep again has a distinct maximum about the middle of the night. In the early morning hours, of course, there is a natural decrease for transitions from AWAKE to SLEEP, or in other words, it is di cult to fall asleep again after awakening in the morning. Taken together, this re ned analysis allows to further investigate existing hypotheses, and it provides additional insight into human sleep processes. 
Conclusions
As has been illustrated in the application, the proposed multiplicative model family provides exible tools for re ned exploration and analysis of event history data and may therefore supplement existing standard methods. In simpler applications, results from this nonparametric approach may also serve as a starting point to formulate and to t parametric regression models, e.g. using piecewise polynomials or xed knot splines, in a subsequent step. However, in a more complex application as considered here, involving individual intensities with many di erent looking patterns, such a parametric model needs a very high number of parameters. This will generally cause instability or even divergence of unrestricted maximum likelihood estimates, whereas a nonparametric method as our penalized likelihood approach, is still feasible.
