Asservissement visuel direct et navigation utilisant un capteur catadioptrique by Delabarre, Bertrand
Asservissement visuel direct et navigation utilisant un
capteur catadioptrique
Bertrand Delabarre
To cite this version:
Bertrand Delabarre. Asservissement visuel direct et navigation utilisant un capteur catadiop-
trique. Vision par ordinateur et reconnaissance de formes [cs.CV]. 2011. <dumas-00636159>
HAL Id: dumas-00636159
https://dumas.ccsd.cnrs.fr/dumas-00636159
Submitted on 26 Oct 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Asservissement visuel direct et navigation
utilisant un capteur catadioptrique
Rapport de Stage
Auteur :
Bertrand Delabarre
Superviseur :
Eric Marchand
Master recherche informatique
Promotion DIIC3 - Imagerie nume´rique
Universite´ de Rennes 1 - ESIR
IRISA, INRIA Rennes - Bretagne Atlantique
Projet LAGADIC

Re´sume´
Dans ce rapport sont traite´s les proble`mes d’asservissement visuel et de navigation,
des sujets tre`s actifs dans le domaine de la vision robotique. Beaucoup de travaux existent,
principalement utilisant des techniques dites ge´ome´triques, c’est a` dire se basant sur des
primitives ge´ome´triques. Ces techniques ne´cessitant une phase de suivi ou d’extraction
elles n’utilisent pas toute l’information de l’image. C’est pour cela qu’ont e´te´ de´veloppe´es
re´cemment des techniques, dites directes, qui utilisent toute l’image sans suivre ou extraire
de primitives ge´ome´triques. Une de ces techniques se base sur l’information mutuelle ([22])
des images et a e´te´ de´veloppe´e pour des images acquises par des came´ras perspective ([7]).
Cette me´thode a pour principal avantage le fait de posse´der les proprie´te´s de robustesse
dues a` l’information mutuelle, notamment vis a` vis des changements d’illumination, des
occlusions ou de la multimodalite´. La limite de cette approche re´side dans le fait que des
images de ce type ame`nent peu d’information du fait de leur champ de vision re´duit.
Pour de´passer cette limite, une solution possible est de l’adapter a` des images omnidi-
rectionnelles qui apportent une information sur la sce`ne a` 360˚. Dans ce rapport seront
rappele´s dans un premier temps les travaux existants dans le domaine de l’asservissement
visuel avec des came´ras perspective. Dans un second temps les me´thodes d’asservisse-
ment visuel omnidirectionnel serons introduites avant que notre me´thode soit de´veloppe´e.
Cette dernie`re sera par la suite valide´e par des tests expe´rimentaux re´alise´s sur un robot
carte´sien a` six degre´s de liberte´. Enfin dans une troisie`me partie un rappel des travaux sur
la navigation de robot sera fait avant que ne soit montre´ comment cet asservissement peut
eˆtre adapte´ a` la navigation. La me´thode propose´e sera ici aussi valide´e avec cette fois des
expe´riences successives en simulation, sur le robot carte´sien a` six degre´s de liberte´ avant
que ne soit de´taille´ un test grandeur nature sur un robot mobile non holonome.
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Introduction
Chez l’homme, se de´placer dans l’environnement qui l’entoure est une taˆche naturelle.
Cette navigation est possible car il perc¸oit cet environnement qu’il entoure, principalement
graˆce a` la vision. La technique permettant de mieux en mieux aux robots d’appre´hender cet
environnement qui les entoure, c’est en toute logique que des travaux re´cents ont cherche´
a` leur adapter ce mode`le de navigation base´ sur la vision. Mais il est errone´ de penser
qu’il suffit de voir pour se de´placer facilement. En effet la vision chez l’homme se re´sume
a` bien plus que ses yeux. C’est le cerveau qui effectue la grande majorite´ du travail. Pour
ce faire il se base sur des anne´es d’expe´rience du monde qui nous entoure afin de se cre´er
une banque d’a priori qui lui permettent d’interpre´ter ce qui est capture´ par les yeux. De
plus, le cerveau connaˆıt les limites du corps et les inte`gre naturellement a` ses re´flexions ce
qui cre´e des mouvements toujours naturels. Le robot aussi a des contraintes, encore plus
que le corps humain, mais il ne peut les prendre tout seul en compte. Dans ce contexte il
est facilement compre´hensible que les proble`mes de vision robotique soient des sujets de
recherche tre`s actifs.
Le processus permettant de controˆler un robot en se basant sur l’information fournie
par une ou plusieurs came´ras est appele´ asservissement visuel. Pour effectuer ce controˆle
beaucoup de me´thodes ont e´te´ propose´es en se basant sur des informations visuelles
ge´ome´triques extraites des images acquises. Mais du fait de cette e´tape d’extraction d’in-
formations visuelles ce n’est pas l’image dans sa totalite´ mais seulement une partie de cette
dernie`re qui est utilise´e. Cela entraˆıne une complexification du proble`me car il faut de´tecter
et suivre ces primitives de manie`re efficace et rapide pour que l’asservissement visuel qui
en de´coule soit de bonne qualite´. Pour tenter de palier a` ces contraintes d’autres tech-
niques dites directes ou denses ont alors e´te´ propose´es, utilisant l’image dans son ensemble
pour re´aliser la taˆche d’asservissement visuel. Ces techniques se basent sur l’information
photome´trique contenue dans l’image et conside`rent donc toute l’information de l’image.
Cependant pour pouvoir se servir de ce nouveau type d’information le processus doit alors
eˆtre revu et de nouvelles me´thodes doivent eˆtre de´finies.
Le but de ce stage est donc double. Dans un premier temps il s’agit de de´finir et de
tester une me´thode d’asservissement visuel se basant sur l’information mutuelle d’images
omnidirectionnelles. Une fois cela effectue´ il s’agit alors de de´finir un framework de naviga-
tion se basant sur cet asservissement visuel et de le valider par une phase expe´rimentale.
Le document reprendra la me´thodologie utilise´e durant ce stage. Dans un premier
chapitre les travaux pre´ce´dents d’asservissement visuel seront e´tudie´s et les concepts seront
de´finis. Dans un deuxie`me chapitre seront rappele´s les travaux re´alise´s dans le domaine de
l’asservissement visuel omnidirectionnel puis l’e´laboration de la me´thode d’asservissement
visuel omnidirectionnelle propose´e sera pre´sente´e. Par la suite le processus de navigation
utilisant cet asservissement visuel sera e´tudie´ apre`s un bref e´tat de l’art. Dans chacune
des parties les tests re´alise´s seront de´crits et leurs re´sultats de´veloppe´s.
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1
Asservissement visuel - Ge´ne´ralite´s
L’asservissement visuel est le processus permettant de controˆler un robot en utilisant
l’information recueillie par une ou plusieurs came´ras, came´ras qui peuvent eˆtre situe´es
au bout du robot (syste`mes de type Eye-in-Hand) ou simplement observer ce dernier
(syste`mes de type Eye-to-Hand). Ici les syste`mes conside´re´s seront de type Eye-in-Hand.
Les actions alors effectue´es vont alors du simple positionnement a` des taˆches plus com-
plexes comme la navigation. Cette partie de´butera donc par la description de principes
d’asservissement visuel pour des taˆches de positionnement avant d’e´tendre le proble`me a`
la navigation de robots.
1.1 Taˆches de positionnement
Ce paragraphe a pour but d’expliquer le principe d’une taˆche de positionnement. Pour
positionner un robot il faut agir sur ses degre´s de liberte´, or les informations recueillies
par le robot sont visuelles. Pour effectuer la taˆche choisie il faut donc pouvoir relier ces
deux concepts. Voici un sche´ma explicatif de cette boucle ferme´e perception-action :
Figure 1.1 – Sche´ma d’asservissement visuel
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A chaque instant une pose du robot est de´termine´e. Note´e r, elle repre´sente la trans-
lation et la rotation de la came´ra. Le but va alors eˆtre de minimiser l’erreur entre r et la
pose souhaite´e r∗. Pour cela il convient de de´terminer une fonction de couˆt f qui traduit
l’erreur entre les deux positions. La taˆche de commande peut alors eˆtre exprime´e comme
ceci :
rˆ = argmin
r
f(r, r∗)
 1.1
ou` rˆ est la position re´ellement atteinte par le robot. Il s’agit alors d’un proble`me de
minimisation de la fonction d’erreur f qui, si elle est bien choisie, doit eˆtre nulle a` son
minimum. A` chaque pas de la boucle d’asservissement un vecteur de vitesse a` appliquer a`
chaque degre´ de liberte´ du robot est calcule´ ce qui donne une nouvelle position r qui sera
utilise´e pour la prochaine ite´ration de la boucle. En se basant sur ce mode`le il est alors
possible de distinguer deux types d’approches pour de´finir f : celles qui se basent sur des
primitives ge´ome´triques extraites des images (et qui ne´cessitent donc une e´tape de suivi
des-dites primitives) et celles qui se basent sur d’autres types d’informations contenues
dans les images.
1.2 Positionnement par asservissement visuel ge´ome´trique
La plupart des approches sont dites ge´ome´triques. Ces dernie`res utilisent des primitives
ge´ome´triques 2D ou 3D calcule´es a` partir d’informations extraites des images acquises pour
cre´er la fonction de couˆt qui va eˆtre minimise´e. Ces informations sont alors stocke´es dans
un vecteur s(r) qu’il va donc falloir chercher a` rapprocher du vecteur correspondant a` la
position souhaite´e s∗. La fonction de couˆt est donc de´finie comme l’erreur e = s(r) − s∗
entre les deux vecteurs et la taˆche s’e´crit alors :
rˆ = argmin
r
‖e(r)‖.
 1.2
La position de´sire´e est fixe´e et ne doit donc pas changer au cours du temps. Il en re´sulte que
la de´rive´e de e note´e e˙ est e´gale a` la variation temporelle des informations ge´ome´triques
observe´es soit s˙. Comme le robot bouge s˙ est fonction du mouvement du robot et des
variations cre´e´es dans l’image par ce mouvement soit :
s˙ = Lsv
 1.3
ou` v est la vitesse applique´e a` la came´ra et Ls est la matrice d’interaction de la taˆche
d’asservissement visuel [4]. Cette matrice relie la variation des informations ge´ome´triques
dans l’image a` la vitesse applique´e au robot. A` partir de la variation de s oil est donc
possible de de´terminer une vitesse v. Mais en pratique une contrainte supple´mentaire est
ajoute´e, en spe´cifiant une de´croissance exponentielle de l’erreur e soit e˙ = −λe. Ceci va
permettre de voir e´voluer la vitesse de manie`re importante lorsque le robot se trouve loin
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de la position voulue et de plus en plus lentement a` mesure que l’erreur tend vers 0. La
nouvelle re`gle a` suivre est alors la suivante :
e˙ = −λe soit Lsv = −λ(s(r)− s∗)
 1.4
Ce syste`me est re´solu par une approche de type moindres carre´s et aboutit a` une solution
de la forme :
v = −λL+s e
 1.5
avec L+s de´finie comme la pseudo-inverse de Ls : L
+
s = (L
T
s Ls)
−1LTs . Cette formule n’e´tant
correcte que si Ls est de rang plein, la technique ne´cessite au moins autant d’informations
visuelles que de degre´s de liberte´ a` commander.
Pour effectuer cet asservissement il est ne´cessaire d’extraire des informations dans
l’image, par exemple suivre un ensemble de points qui sert a` la localisation de la position
actuelle pour ensuite effectuer la minimisation. Or cette phase demande un suivi ou une
mise en correspondance (matching) efficace, e´limine une grosse partie des informations
contenues dans l’image et peut entraˆıner des erreurs qui vont alors se propager lors de la
taˆche d’asservissement visuel. Pour e´viter ces proble`mes de nouvelles approches de type
direct ont re´cemment e´te´ propose´es.
1.3 Positionnement par asservissement visuel direct
Afin de s’affranchir des processus de traitement et d’extraction de primitives dans
l’image et de se servir de toute l’information pre´sente dans ces dernie`res, il est ne´cessaire
de conside´rer d’autres mesures visuelles pour de´terminer l’erreur entre les positions de´sire´e
et actuelle. Dans le cadre de ce rapport ce sont les approches de´crites dans [6] et [8] qui
seront e´tudie´es, meˆme si d’autres semblent tre`s inte´ressantes comme par exemple [5].
1.3.1 Asservissement photome´trique
L’image elle meˆme peut eˆtre conside´re´e comme information sur laquelle baser la loi de
commande. Cela donne :
s(r) = I(r)
 1.6
soit :
e(r) = ‖I(r)− I∗‖ = (I(r)− I∗)T (I(r)− I∗)
 1.7
Dans [6] une fonction de couˆt reposant sur les intensite´s des pixels est propose´e. Cette
fonction a pour hypothe`se principale le fait que la luminosite´ d’un point x, le projete´ d’un
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point 3D X, est constante au cours du temps soit :
I(x+ dx, t+ dt) = I(x, t)
 1.8
ou` dx correspond au de´placement effectue´ pendant le laps de temps dt. Un de´veloppement
de Taylor d’ordre 1 permet d’exprimer I˙ la de´rive´e de I(r) par rapport au temps :
I˙ = LIv avec LI = −∇I TLx.
 1.9
LI(x) correspond a` la variation de la luminance d’un point x suivant le mouvement de la
came´ra. Elle est donne´e par la formule suivante :
LI = −(∇IxLx +∇IyLy)
 1.10
ou` ∇Ix et ∇Iy sont les composantes du gradient de I au point x et Lx et Ly sont les
matrices d’interaction associe´es aux coordonne´es x et y de x. Ceci n’e´tant valable que
pour un pixel, si l’on conside`re l’image I(r) (pour une image de taille m par n) :
I(r) = (I(x00) . . . I(xmn))
 1.11
la matrice d’interaction est donne´e par :
LI =
LI(x00)...
LI(xmn)
 .  1.12
Figure 1.2 – Cette Figure est tire´e de [6]. Ici (e) repre´sente l’image initiale et (f) l’image de´sire´e
(et aussi finale) de l’asservissement visuel. (g) et (h) sont alors les erreurs associe´es. L’erreur est
nulle a` la fin, ce qui veut dire que l’asservissement visuel est un succe`s.
Cette me´thode montre la possibilite´ d’utiliser les valeurs de luminance sur l’ensemble
de l’image pour effectuer une taˆche de positionnement. Il a e´te´ montre´ en [6] que la
me´thode e´tait robuste vis a` vis de petites occlusions ou de re´flections dues a` des objets
non parfaitement diffus. Cependant l’hypothe`se de base de l’algorithme (1.8) fait que la
me´thode est par de´finition limite´e a` des sce`nes qui ne varient pas trop au cours du temps.
Le mouvement de la lumie`re ou les occlusions importantes n’e´tant pas prises en compte
le mode`le n’est donc pas adapte´ a` des sce`nes en variation perpe´tuelle comme le sont les
sce`nes exte´rieures.
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1.3.2 Asservissement reposant sur l’information mutuelle
En se basant sur [6], d’autres travaux plus re´cents ont e´te´ effectue´s dans le domaine
de l’asservissement visuel direct. Pour s’affranchir de l’hypothe`se de conservation de lu-
minance (1.8), [8] a de´fini une nouvelle fonction de couˆt pour l’asservissement visuel. La
solution choisie est de se servir de l’information contenue dans une image de´finie au sens
de Shannon et appele´e entropie [22]. De ce concept est issue une mesure de similarite´
appele´e information mutuelle, qui traduit la quantite´ d’information partage´e par deux
images. Cette mesure posse`de de nombreuses proprie´te´s inte´ressantes. S’appuyant sur l’in-
formation “pure” partage´e par les images, elle est robuste aux variations de lumie`re et
aux occultations, ce qui est tre`s appre´ciable lors de taˆches d’asservissement ou` un robot
en mouvement peut rencontrer des variations des conditions de luminosite´ du fait de son
de´placement ou encore passer derrie`re certains objets et donc cre´er des occultations. De
plus, cette mesure de similarite´ s’appuyant sur l’information contenue dans le signal, elle
va permettre de mettre en rapport des images pre´sentant diffe´rentes repre´sentations de la
meˆme information. Par exemple, les images d’un axe routier repre´sente´ sous la forme d’une
carte pourront eˆtre mises en correspondance avec celles prises par satellite. De la meˆme
manie`re, des photos prises de jour pourront eˆtre compare´es a` des vues infrarouges prises
de nuit. Toutes ces possibilite´s sont en pratique tre`s utiles lors de la rencontre(fre´quente)
de bruit ou de flou sur les images. De manie`re plus formelle, le calcul de l’information
mutuelle applique´ a` une image est de´fini par :
MI(I(r), I∗) = H(I(r)) + H(I∗)−H(I(r), I∗)
 1.13
ou` H(I) est l’entropie de la variable ale´atoire I et H(I, I∗) l’entropie jointe de I et I∗.
I(r) repre´sente l’image capture´e a` la position r. Ces entropies sont calcule´es de la manie`re
suivante :
H(I) = −
NcI∑
i=0
pI(i) log (pI(i))
 1.14
H(I, I∗) = −
NcI∑
i=0
NcI∗∑
j=0
pII∗(i, j) log (pII∗(i, j))
 1.15
avec Nc la dynamique de l’image (ge´ne´ralement 255), pI(i) = Pr(I(x) = i) la distribution
de probabilite´ de i et pII∗(i, j) = Pr(I(x) = i∩ I∗(x) = j) la fonction de distribution de la
probabilite´ jointe. Ces probabilite´s sont mesure´es par un calcul d’histogrammes dans les
images qui permettent de donner la proportion d’un niveau de gris donne´ dans une image
et donc sa probabilite´ d’apparition.
Cependant en pratique le calcul de l’information mutuelle de cette manie`re cre´e une
fonction au maximum global marque´ tre`s localement et donc assez difficilement utilisable
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dans le cadre d’une maximisation. Les histogrammes aussi posent proble`me. Leur calcul
prend du temps et ils ne sont pas de´rivables. De plus ils peuvent entraˆıner des minima
locaux. Pour surmonter ces proble`mes, [8] s’inspire des travaux de [24] et de [19] et adapte
la formulation de l’information mutuelle. Dans un premier temps une remise a` l’e´chelle des
valeurs est effectue´e ce qui a pour effet de re´duire le nombre de niveaux de gris concerne´s
dans l’histogramme. De plus, il lisse les histogrammes en utilisant des fonctions B-splines
(φ) afin que l’image pre´sente le plus de niveaux de gris possibles avant la mise a` l’e´chelle.
Ceci a pour effet un histogramme mieux re´parti et donc meilleur dans le cadre d’une
optimisation. Ceci ame`ne aussi la possibilite´ de de´river la fonction. La probabilite´ jointe
utilise´e pour le calcul de l’entropie est ainsi de´finie par :
pII∗(i, j, r) =
1
Nx
∑
x
φ
(
i− I(r,x))φ (j − I∗(x))  1.16
ou` Nx repre´sente le facteur de mise a` l’e´chelle, soit le nombre final de valeurs dans l’his-
togramme.
La fonction de couˆt e´tant de´finie il faut cre´er la loi de commande pour la taˆche d’as-
servissement visuel. La ressemblance entre deux images est maximale lorsque leur infor-
mation mutuelle est maximale. La loi de commande utilise´e devra donc eˆtre adapte´e afin
de prendre en compte cela et d’effectuer une maximisation. Comme une fonction est nulle
a` son maximum la loi de commande doit chercher a` annuler la de´rive´e de l’information
mutuelle. La loi propose´e est de la forme :
v = −λLˆ+e e
 1.17
ou` Lˆ+e est l’estimation de la pseudo-inverse associe´e a` la taˆche e. Ici la taˆche est identifie´e
par la matrice d’interaction du gradient de l’information mutuelle note´e LTMI qui doit eˆtre
nul a` convergence et donc (1.17) devient :
v = −λH−1MILTMI .
 1.18
ou` HMI est la matrice d’interaction associe´e a` LMI appele´e matrice Hessienne de MI. v
et LMI e´tant de meˆmes dimensions, HMI est directement inversible. Ces matrices sont
de´finies dans [7] comme :
LMI =
∑
i,j
∂pII∗
∂r
(
1 + log
(
pII∗
pI
))  1.19
HMI =
∂LMI
∂r
 1.20
=
∑
i,j
∂pII∗
∂r
>∂pII∗
∂r
(
1
pII∗
− 1
pI
)
+
∂2pII∗
∂r2
(
pII∗
pI
)
.
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La de´rivation de (1.16) conduit a` :
∂pII∗(i, j, r))
∂r
=
1
Nx
∑
x
∂φ
∂r
(
i− I(r,x))φ(j − I∗(x))  1.21
∂2pII∗(i, j, r))
∂r2
=
1
Nx
∑
x
∂2φ
∂r2
(
i− I(r,x))φ(j − I∗(x))  1.22
avec :
∂φ
∂r
= −∂φ
∂i
LI
 1.23
∂2φ
∂2r
=
∂2φ
∂2i
LT
I
LI −
∂φ
∂i
HI
 1.24
et :
LI = ∇I Lx
 1.25
HI = Lx
T∇2I Lx +∇I Hx
 1.26
Dans [8], des tests expe´rimentaux ont confirme´ les proprie´te´s de l’information mutuelle.
Des changements locaux d’illumination n’empeˆchent pas la convergence de l’algorithme.
Des tests sur des situations d’occultations ou de positionnement par rapport a` des sce`nes
non planaires donnent aussi des erreurs re´siduelles finales tre`s faibles. Un test sur des
images multimodales a e´te´ re´alise´. Une se´quence d’images d’un parcours ae´rien au dessus
d’une carte IGN a e´te´ acquise et l’asservissement visuel a e´te´ lance´ sur des images satellite
du meˆme endroit avec comme re´fe´rence la carte. C’est graˆce aux proprie´te´s de l’information
mutuelle qui se base sur l’information contenue dans l’image plutoˆt que sur la luminosite´
des pixels que le robot a quand meˆme pu suivre le chemin.
Conclusion
Dans ce chapitre, les notions de base sur l’asservissement visuel ont e´te´ pose´es. L’as-
servissement visuel permet de controˆler un robot graˆce aux informations visuelles ac-
quises avec une ou plusieurs came´ras. Plusieurs approches existent pour cela. Elles sont
re´parties en deux cate´gories. Les approches dites ge´ome´triques se basent sur des primitives
ge´ome´triques extraites des images tels des points ou des droites pour repe´rer le robot. Les
approches directes quant a` elles se basent sur l’ensemble de l’information contenue dans
l’image. Il n’en existe aucune d’intrinse`quement meilleure que les autres, chacune ayant ses
avantages et ses inconve´nients et correspondant donc mieux a` une situation particulie`re.
Cependant, toutes ces me´thodes se basent sur des came´ras perspective. Or ces came´ras
ont un champ de vision restreint, ce qui limite fortement la quantite´ d’information vi-
suelle. C’est en partant de ce constat que des travaux ont e´te´ effectue´s sur des came´ras
omnidirectionnelles.
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Asservissement visuel omnidirectionnel
2.1 E´tat de l’art
Les travaux de´crits jusqu’ici se basent sur des images acquises par des came´ras perspec-
tive. L’inconve´nient majeur de ce type de came´ra est leur champ de vision re´duit qui limite
la quantite´ d’information visuelle. Pour illustrer ce proble`me il convient d’imaginer un ro-
bot qui se de´place graˆce a` un asservissement visuel. Imaginons qu’il de´tecte un obstacle
et doive l’e´viter. La modification de trajectoire peut alors entraˆıner le fait que le robot
ne voie plus de rapport entre ce qu’il perc¸oit et son but. La taˆche d’asservissement serait
alors un e´chec. C’est pour palier ce genre de proble`mes que des travaux ont e´te´ effectue´s
utilisant des came´ras omnidirectionnelles. Ces came´ras suivent un mode`le de projection
diffe´rent dit projection centrale et permettent un champ de vision approchant les 180˚ . Ces
travaux rede´finissent comple`tement les mode`les pre´sente´s dans le chapitre pre´ce´dent afin
des les adapter a` cette nouvelle projection.
Ce chapitre rappellera donc dans un premier temps des notions sur le mode`le de
came´ra utilise´ ainsi que des travaux effectue´s dans le domaine. Par la suite les me´thodes
de´veloppe´es durant ce stage seront de´crites avant que leurs re´sultats soient commente´s.
2.1.1 Mode´lisation
La manie`re d’acque´rir une image pour une came´ra omnidirectionnelle est diffe´rente de
celle utilise´e par les came´ras perspective. Ici la lumie`re arrivant au capteur est re´fle´chie par
un miroir qui introduit a` cette occasion une transformation qui devra eˆtre prise en compte
lors de toute taˆche de traitement d’image.
Suivant le miroir utilise´ plusieurs transformations sont possibles. Les diffe´rents types
de miroirs et les transformations associe´es peuvent eˆtre trouve´es dans [17] et [2] de´crit le
mode`le ge´ome´trique conside´re´. La mode´lisation des parame`tres de l’optimisation ne´cessaire
pour l’asservissement doit eˆtre adapte´e en conse´quence. Par exemple, il a e´te´ explique´ dans
le chapitre 1 que la matrice d’interaction Ls lie les mouvements du point dans l’image a`
ceux de la came´ra. Ces mouvements sont diffe´rents pour chaque projection. Les gradients
17
Chapitre 2 - Asservissement visuel omnidirectionnel
aussi peuvent changer. En effet les points e´tant projete´s diffe´remment leurs vrais voisins
ne sont pas forcement ceux directement a` coˆte´ d’eux dans l’image.
(a) Exemple d’image catadioptrique. (b) Sche´ma ge´ne´ral des transforma-
tions subies par la projection de l’ob-
jet bleu dans l’image catadioptrique.
Figure 2.1 – Figures tire´es de [17].
2.1.2 Asservissement visuel direct
S’appuyant sur les travaux de´finissant l’asservissement visuel photome´trique ([6]), [3]
de´crit un asservissement visuel direct omnidirectionnel. Le mode`le de projection utilise´
pour les came´ras est ici le mode`le de projection centrale propose´e par Barreto ([2]), adapte´
aux came´ras fisheye. L’article de´crit alors le processus d’asservissement visuel direct adapte´
au mode`le conside´re´. Les diffe´rences avec l’asservissement utilisant des came´ras perspective
se situent au niveaux de la repre´sentation des informations visuelles. En effet, un point
e´tant projete´ de manie`re diffe´rente il est logique que le re´sultat de sa projection varie
diffe´remment lorsque le robot bouge. Deux mode`les de repre´sentation des informations
visuelles sont propose´s. Le premier, la parame´trisation carte´sienne sphe´rique, projette des
points 3D sur la sphe`re de la came´ra en utilisant les e´quations du mode`le tandis que le
deuxie`me mode`le se base sur les points projete´s dans l’image. Ces deux mode`les me`nent
alors a` deux formulations diffe´rentes de la matrice d’interaction et a` deux algorithmes
d’asservissement visuel s’appuyant sur diffe´rentes me´thodes de calcul des gradients. Les
diffe´rentes expe´riences alors re´alise´es montrent que travailler sur la sphe`re d’e´quivalence
avec une parame´trisation sphe´rique carte´sienne permet une convergence rapide ainsi qu’un
coˆne de convergence plus grand. Les expe´riences montrent e´galement que les calculs des
gradients sphe´riques ame`nent a` des convergences bien meilleures que les gradients calcule´s
sur le plan.
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2.2 Asservissement visuel omnidirectionnel entropique
Un des objectifs de ce stage est de partir des travaux existants avec des came´ras pers-
pective ([8]) et de les adapter aux came´ras omnidirectionnelles. Pour cela il faut rede´finir
toutes les parties de l’algorithme lie´es a` la projection d’un point par la came´ra. En pra-
tique, trois e´tapes sont tre`s impacte´es. La premie`re est la zone de l’image suivie. Comme
les images ci-dessous le montrent, l’information est dans un disque entoure´ de noir. Il faut
donc pouvoir de´limiter la zone d’inte´reˆt. La deuxie`me e´tape est le calcul des gradients. Du
fait de la re´flexion de la lumie`re sur une surface non plane la re´solution n’est pas la meˆme
en tous points de l’image et les gradients doivent donc prendre ceci en compte. Enfin la
dernie`re e´tape est celle de la matrice d’interaction Lx. Cette matrice lie le mouvement d’un
point dans l’image au mouvement de la came´ra et est donc diffe´rente suivant le mode`le de
projection utilise´.
(a) Exemple de prise de vue de la came´ra fi-
sheye.
(b) Initialisation de la zone d’inte´reˆt.
Figure 2.2 – Images acquises par la came´ra.
Pour ce qui est de la de´termination de la zone d’inte´reˆt la me´thode choisie consiste a`
partir du centre optique de la came´ra puis a` e´chantillonner des points sur la circonfe´rence
du disque afin de cre´er un ensemble de triangles qui de´finissent la zone conside´re´e.
Pour ce qui est des deux autres points il faut de´terminer les mode`les de repre´sentation
sur lesquels travailler avant de pouvoir les de´tailler. Le mode`le utilise´ est le mode`le de
projection unifie´ propose´ par Barreto[2] pour une famille de came´ras incluant les came´ras
catadioptriques (il a e´te´ montre´ dans [27] que ce mode`le e´tait adapte´ aux came´ras fisheye).
Ce mode`le de´crit la projection d’un point 3D sur le plan image par une double projection.
Dans un premier temps le point est projete´ en 3D sur une sphe`re unitaire puis ce dernier
est projete´ sur le plan image.
19
Chapitre 2 - Asservissement visuel omnidirectionnel
Figure 2.3 – Mode`le de projection unifie´, Rc repre´sente le repe`re de la came´ra.
Plus formellement, le point X (X,Y,Z)T est projete´ dans le plan image suivant :
x = prγ(X) avec
{
x = XZ+ξρ
y = YZ+ξρ
 2.1
avec ρ de´fini par
√
X2 + Y 2 + Z2. A` partir de cette projection le point dans l’image re´sulte
d’une simple conversion me`tre-pixel :
u =
uv
1
 =
px 0 u00 py v0
0 0 1
xy
1
 = Kx  2.2
Pour e´viter la perte de pre´cision due a` une seconde projection il est e´galement possible de
s’inte´resser au point issu de la premie`re projection sur une sphe`re d’e´quivalence :
XS = prS(X) with

XS = Xρ
YS = Yρ
ZS = Zρ
 2.3
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Ce point peut e´galement eˆtre obtenu graˆce a` la projection inverse du point dans le plan
image, ce qui donne :
XS = pr−1γ (x) =

ξ+
√
1+(1−ξ2)(x2+y2)
x2+y2+1
x
ξ+
√
1+(1−ξ2)(x2+y2)
x2+y2+1
y
ξ+
√
1+(1−ξ2)(x2+y2)
x2+y2+1
− ξ
  2.4
Deux me´thodes se distinguent alors. Les calculs peuvent eˆtre effectue´s dans le plan image
et donc sur le point x ou plutoˆt sur la sphe`re, soit sur Xs. Ne pouvant affirmer la supe´riorite´
d’un mode`le sur l’autre, l’approche choisie a donc e´te´ de conside´rer les deux me´thodes puis
de comparer leurs re´sultats expe´rimentaux.
2.2.1 Me´thode avec gradients planaires
La premie`re me´thode a donc e´te´ de conside´rer le plan image. Les gradients sont alors
calcule´s via un filtre de´rivatreur de´fini par :
1
8418
[ −112 − 913 − 2047 0 2047 913 112].
Ce filtre est applique´ sur les voisins directs dans l’image et les diffe´rences de re´solution
dans l’image dues au mode`le de projection ne sont donc pas prises en compte. Comme il a
e´te´ montre´ dans le premier chapitre, la taˆche d’asservissement visuel est directement lie´e
a` la matrice d’interaction Lx comme l’atteste l’e´quation (2.5) :
LI = ∇I Lx
HI = Lx
T∇2I Lx +∇I Hx
E´tant donne´ qu’elle lie les mouvement d’un point dans l’image aux de´placements du robot,
il faut que celle-ci soit rede´finie pour eˆtre en ade´quation avec le nouveau mode`le de pro-
jection. En the´orie Hx suit la meˆme logique mais comme pour la taˆche d’asservissement la
matrice hessienne est estime´e a` convergence ([9]), HI peut eˆtre ne´glige´ ce qui rend inutile
le recalcul de Hx. Pour le calcul de Lx, la de´rivation de (2.1) peut eˆtre trouve´e dans [13]
et aboutit a` :
Lx =
(
A B
)  2.5
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avec :
A =
(
−1+x2(1−ξ(γ+ξ))+y2ρ(γ+ξ) ξxyρ γxρ
ξxy
ρ −1+y
2(1−ξ(γ+ξ))+x2
ρ(γ+ξ)
γy
ρ
)
B =
(
xy − (1+x2)γ−ξy2γ+ξ y
(1+y2)γ−ξx2
γ+ξ −xy −x
)
γ =
√
1 + (1− ξ2)(x2 + y2).
2.2.2 Me´thode avec gradients sphe´riques
La seconde me´thode a e´te´ de conside´rer le point XS . Les calculs ne se font donc plus
dans le plan de l’image mais sur une sphe`re d’e´quivalence autour du point 3D. La matrice
d’interaction associe´e a` cette repre´sentation a e´te´ de´finie par [14] comme :
Lx =
∂XS
∂X
∂X
∂r
=
(
1
ρ(XSX
T
S − I3) [XS ]×
)
.
 2.6
Avec cette approche ce qui change vraiment est le calcul des gradients. Ceux-ci doivent eˆtre
calcule´s sur la sphe`re et il faut donc de´terminer les voisins d’un point de cette dernie`re. Pour
ces calculs c’est une me´thode propose´e par [3] qui a e´te´ choisie. Un e´chantillonnage 3D (un
en X, un en Y et un en Z) est effectue´ autour de chaque point de la zone d’inte´reˆt projete´
sur la sphe`re. Ces voisinages sont alors reprojete´s dans l’image et leurs coordonne´es sont
stocke´es. Ce processus n’est donc a` effectuer qu’une fois au lancement de l’application.
Lors de l’application du filtre de´rivateur sur chacune des dimensions ce sont donc ces
coordonne´es qui seront utilise´es comme voisins du point et non ses voisins dans l’image.
2.3 Seconde approche : l’information mutuelle normalise´e
Durant l’e´laboration de ces me´thodes, une autre approche a e´te´ conside´re´e. Cela a e´te´
fait car l’information mutuelle comme de´finie en (1.13) n’est pas borne´e vers le haut. Cela
empeˆche d’e´valuer si deux images sont proches par le biais de cette mesure. En effet si les
valeurs maximales changent d’une image a` l’autre il n’est pas possible de de´terminer un
seuil a` partir duquel deux images sont conside´re´es comme proches. Pour reme´dier a` cela
une solution possible e´tait de partir de la de´finition d’une information mutuelle normalise´e
exprime´e dans [23] :
NMI(I, I∗) =
H(I) + H(I∗)
H(I, I∗)
.
 2.7
Cette mesure a pour proprie´te´s d’eˆtre plus robuste lors de situations de recouvrement que
l’information mutuelle classique (voir [23]) et d’eˆtre comprise entre 1 et 2. En effet lorsque
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X et Y sont inde´pendants alors H(I, I∗) = H(I) + H(I∗) donc NMI(I, I∗)=1. Pour la
borne supe´rieure, par de´finition :
H(I, I∗) ≥max [H(I),H(I∗)] et H(I, I∗) > 0
 2.8
soit :
1
H(I, I∗)
≤ 1
max [H(I),H(I∗)]
 2.9
d’ou`, en posant α = max [H(I),H(I∗)] :
NMI ≤ α(1 + β)
α
avec β ≤ 1
 2.10
soit NMI ≤ 1 + β
 2.11
Dans le meilleurs des cas, I et I∗ ont la meˆme fonction de re´partition donc β=1 ce qui
entraˆıne NMI=2. Cette nouvelle de´finition de l’information mutuelle conduit alors a` la re-
formulation de LMI et HMI (1.19 et 1.20). Pour les de´terminer il faut partir de la de´finition
de NMI(2.7). En notant son nume´rateur u et son de´nominateur v cela donne :
u(r) = H(I(r)) +H(I∗)
 2.12
= −
∑
i
pI(i) log (pI(i))−
∑
j
pI∗(j) log (pI∗(j))
 2.13
=
∑
i,j
−pII∗(i, j) log (pI(i))− pII∗(i, j) log (pI∗(j))
 2.14
= −
∑
i,j
pII∗(i, j) log (pI(i)pI∗(j))
 2.15
v(r) = H(I(r), I∗)
 2.16
=
∑
i,j
−pII∗(i, j) log (pII∗(i, j))
 2.17
Pour exprimer LMI et HMI leurs de´rive´es premie`re et seconde seront ne´cessaires. Comme
le template (ici I∗) ne varie pas durant la taˆche d’asservissement, les pI∗ sont constantes.
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Les calculs donnent :
∂u(r)
∂r
= −
∑
i,j
∂pII∗(i, j)
∂r
log(pI(i)pI∗(j))
 2.18
∂v(r)
∂r
= −
∑
i,j
∂pII∗(i, j)
∂r
(1 + log(pII∗(i, j)))
 2.19
∂2u(r)
∂r2
= −
∑
i,j
∂2pII∗(i, j)
∂r2
log(pI(i)pI∗(j)) +
1
pII∗(i, j)
.
∂pII∗(i, j)
∂r
2  2.20
∂2v(r)
∂r2
= −
∑
i,j
∂2pII∗(i, j)
∂r2
(1 + log(pII∗(i, j))) +
1
pII∗(i, j)
.
∂pII∗(i, j)
∂r
2  2.21 2.22
Une fois ces re´sultats pose´s LMI devient :
LMI(r) =
∂u(r)
∂r .v(r)− ∂v(r)∂r .u(r)
v(r)2
.
 2.23
Pour simplifier l’e´criture de HMI le nume´rateur et le de´nominateur de LMI ainsi que leurs
de´rive´es sont exprime´es comme :
α(r) =
∂u(r)
∂r
.v(r)− u(r).∂v(r)
∂r
 2.24
∂α(r)
∂r
=
∂2u(r)
∂r2
.v(r)− u(r).∂
2v(r)
∂r2
 2.25
β(r) = v(r)2
 2.26
∂β(r)
∂r
= 2 ∗ ∂v(r)
∂r
.v(r)
 2.27 2.28
Ce qui donne :
HMI(r) =
∂α(r)
∂r .β(r)− α(r).∂β(r)∂r
β(r)2
.
 2.29
Une fois les calculs effectue´s, cette me´thode a e´te´ teste´e. Cependant les tests ne donnent
pas de re´sultats meilleurs que dans le cas classique. Pour ne pas perdre trop de temps dans
le cadre du stage il a alors e´te´ de´cide´ de continuer avec l’information mutuelle simple et
de revenir sur cette approche en fin de stage pour l’ame´liorer.
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2.4 Re´sultats
Deux versions de l’asservissement ont donc e´te´ de´veloppe´es : Une utilisant les gradients
normaux que l’on nommera IPVS (Image Plane Visual Servoing) et l’autre utilisant les gra-
dients sphe´riques CSVS (Cartesian Spherical Visual Servoing). Pour valider les diffe´rents
algorithmes, des tests ont e´te´ effectue´s sur un robot carte´sien a` six degre´s de liberte´ (trois
translations, trois rotations).
Figure 2.4 – Robot carte´sien a` six degre´s de liberte´.
Le protocole de test est simple. Le robot capture une image a` une position donne´e
puis il est de´place´ a` une autre position depuis laquelle l’asservissement est lance´. Le but
est alors qu’il retourne a` la position de´sire´e. Si ce dernier suit parfaitement le mode`le,
les erreurs doivent alors de´croˆıtre de manie`re exponentielle. Pour de´terminer l’efficacite´
de la me´thode il a e´te´ de´cide´ d’enregistrer durant le mouvement du robot les erreurs en
translation et en rotation entre les deux positions (de´sire´e et re´elle) ainsi que la distance
topologique entre ces deux positions et la valeur d’information mutuelle entre l’image
courante et l’image de´sire´e. Comme il a e´te´ dit, le but est que les erreurs de´croissent en se
rapprochant d’une exponentielle de´croissante. Quant a` l’information mutuelle le but est
de la maximiser. Enfin la position du robot dans l’espace est enregistre´e afin de pouvoir
interpre´ter sa trajectoire.
Lors de ces tests le facteur de convergence utilise´ (le facteur λ de l’e´quation (1.18)) suivait
une fonction sigmo¨ıde parame´tre´e par la distance entre les positions de´sire´e et actuelle.
Ainsi, plus le robot e´tait loin du but et plus il avanc¸ait rapidement. Le re´glage de ce
gain est alors tre`s important pour faciliter la convergence mais en meˆme temps e´viter de
possibles oscillations lorsque l’on se rapproche du but dues a` un trop fort gain.
Les re´sultats expose´s dans cette section correspondent a` une translation du robot. C’est
pour cela que seules les erreurs sur les degre´s de liberte´ en translation seront expose´es.
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Position de de´part Position de´sire´e Erreur initiale Erreur finale
Figure 2.5 – Positions de de´part et d’arrive´e.
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Figure 2.6 – Courbes de suivi IPVS.
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Figure 2.7 – Courbes de suivi CSVS.
Les tests sont alors concluants, la plupart des positions teste´es permettant d’atteindre
le but avec une pre´cision de l’ordre du millime`tre. Le premier constat est les deux me´thodes
fonctionnent et permettent un asservissement visuel depuis des positions qui s’e´loignent
de manie`re significative de la position de´sire´e. Les courbes d’erreurs montrent que les
de´croissances ne sont pas exponentielles, mais ayant alte´re´ la loi de commande par le
choix d’un gain adaptable ceci n’est pas tre`s e´tonnant. Ensuite il ressort des diffe´rents tests
qu’aucune des deux me´thodes ne semble mieux que l’autre en tous points. Elles semblent
posse´der des domaines de convergence diffe´rents, ce qui fait que l’une sera plus efficace
que l’autre a` certaines positions et inversement. Et ce autant sur le plan des de´croissances
d’erreurs que des trajectoires.
Cependant, il existe un point sur lequel le CSVS semble plus efficace : la robustesse
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Figure 2.8 – Comparaison IPVS-CSVS.
aux variations de luminosite´ et aux occlusions. En effet, comme l’asservissement se base
sur l’information mutuelle les me´thodes sont sense´es eˆtre re´sistantes aux changements de
luminosite´ ainsi qu’aux occlusions. Pour ve´rifier cela, deux tests ont e´te´ effectue´s. Le pre-
mier consite, apre`s avoir enregistre´ les caracte´ristiques d’un asservissement visuel depuis
une position donne´e, a` relancer la meˆme expe´rience en changeant les conditions de lumi-
nosite´ au cours de la taˆche. Bien que l’optimisation soit moins efficace que pre´ce´demment
(la fonction de couˆt e´tant rendue plus chaotique), le robot arrive toujours a` destination.
Position de de´part Position de´sire´e Erreur initiale Erreur finale
Figure 2.9 – Positions de de´part et d’arrive´e.
En observant la courbe de l’e´volution de l’information mutuelle, des diminutions bru-
tales aparaˆıssent. Ces dernie`res sont dues aux changements brutaux de luminosite´. L’image
d’erreur finale montre elle aussi les changements de luminosite´. La courbe de trajectoires
montre qu’avec la me´thode CSVS le robot a effectue´ le meˆme de´placement avec et sans
les variations. Pour la me´thode IPVS en revenche la trajectoire est modifie´e et le robot
de´passe´ la position souhaite´e avant d’y revenir.
Le deuxie`me test effectue´ est alors celui de la re´sistance aux occultations. Pour tester
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Figure 2.10 – Courbes de suivi IPVS.
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Figure 2.11 – Courbes de suivi CSVS.
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Figure 2.12 – Comparaison IPVS-CSVS.
cela des objets pre´sents dans le champ de vision de la came´ra ont e´te´ de´place´s pour analyser
le comportement du robot. L’asservissement se passe ici aussi normalement, mais comme
pour l’expe´rience pre´ce´dente la trajectoire IPVS est plus impacte´e que la trajectoire CSVS.
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Position de de´part Position de´sire´e Erreur initiale Erreur finale
Figure 2.13 – Positions de de´part et d’arrive´e.
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Figure 2.14 – Courbes de suivi IPVS.
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Figure 2.15 – Courbes de suivi CSVS.
2.5 Perspectives
Les deux me´thodes de´veloppe´es permettent donc de re´aliser un asservissement visuel
omnidirectionnel se basant sur l’information mutuelle des images. Les re´sultats montrent
qu’aucune n’est intrinse`quement meilleure que l’autre mais diffe´rents tests ont montre´ que
la me´thode de CSVS e´tait plus robuste aux changements de conditions de la sce`ne ob-
serve´e.
Mais aucune des deux me´thodes n’est parfaite aussi bien du point de vue des de´croissances
des erreurs que des trajectoires. Plusieurs pistes sont envisageables pour ame´liorer l’as-
servissement. Tout d’abord il serait inte´ressant de conside´rer une troisie`me repre´sentation
de´finie comme sphe´rique pure par [3]. Ensuite c’est principalement sur la me´thode d’opti-
29
Chapitre 2 - Asservissement visuel omnidirectionnel
−0.40
−0.35
−0.30
−0.25
−0.35
−0.30
−0.25
−0.20
−0.35
−0.30
−0.25
−0.20
Normal
Spherical
Trajectoires
Figure 2.16 – Comparaison IPVS-CSVS.
misation que des ame´liorations paraissent possibles. Premie`rement l’information mutuelle
ne posse`de pas de borne haute. Il est donc difficile d’e´valuer par cette mesure si deux
images sont proches. Une ame´lioration serait donc de conside´rer une information mutuelle
normalise´e ou une autre mesure l’utilisant et qui serait borne´e. Cette e´tude n’ayant pas
donne´ de re´sultats exploitables pour le moment elle constitue un axe d’ame´lioration futur.
Ensuite, il a e´te´ dit dans le chapitre 1 que la mise a` l’e´chelle de l’histogramme lissait la
courbe et permettait donc une convergence facilite´e. Cependant ce lissage de la courbe lui
fait perdre en pre´cision et il serait donc inte´ressant d’e´tudier un moyen de raffiner l’his-
togramme a` mesure que l’optimisation se rapproche du but afin de garder la convergence
simplifie´e mais d’augmenter la pre´cision de positionnement.
Conclusion
Ce chapitre a donc propose´ deux nouvelles me´thodes d’asservissement visuel se basant
sur l’information mutuelle. Il a e´te´ montre´ qu’elles conduisaient a` une erreur de position-
nement de l’ordre du millime`tre et qu’elles e´taient robustes aux variations de luminosite´
et aux occlusions. Leurs re´sultats ont e´te´ compare´s et il a e´te´ de´termine´ que la me´thode
utilisant la repre´sentation du point sur la sphe`re d’e´quivalence du mode`le de projection
conside´re´ e´tait plus robuste. Enfin, les ame´liorations possibles de ces me´thodes ont e´te´
de´battues. Ces me´thodes permettent donc un asservissement visuel. Pour aller plus loin,
il est inte´ressant de les utiliser dans le cadre d’une navigation de robot autonome. En effet
leur robustesse pourrait alors se montrer tre`s utile. Le chapitre suivant pre´sentera donc
un bref e´tat de l’art des techniques de navigation existantes se basant sur l’asservissement
visuel avant que soient de´crite l’approche employe´e.
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3.1 E´tat de l’art
Les parties pre´ce´dentes ont pre´sente´ diffe´rentes fac¸ons de positionner un robot en s’ai-
dant d’images. Mais ces approches sont locales, et les minimisations effectue´es partent du
principe que la configuration initiale n’est pas “trop” e´loigne´e de la configuration de´sire´e.
En pratique cela revient a` dire que la position de de´part est assez proche de la position sou-
haite´e. La navigation pose un proble`me plus ge´ne´ral et il est aise´ de comprendre pourquoi
appliquer une simple taˆche de positionnement a` une grande trajectoire n’est pas adapte´.
Si, par exemple, le robot ne peut mesurer d’erreur entre le de´part et l’arrive´e car les
images diffe`rent trop la taˆche va e´chouer. Pour effectuer une navigation il faut se ramener
a` la notion de trajectoire. La trajectoire d’un point e´tant de´finie comme l’ensemble des
positions successives occupe´es par ce point au cours du temps, le paralle`le avec les taˆches
de positionnement devient alors e´vident : suivre une trajectoire c’est effectuer une se´rie
de taˆches de positionnement. Bien suˆr ce n’est pas aussi simple, beaucoup de proble`mes
se posent comme celui de la de´termination de la position de´sire´e pour l’asservissement au
cours du temps.
3.1.1 Navigation par asservissement visuel ge´ome´trique en 3D
De nombreux articles ont e´te´ publie´s proposant des me´thodes de navigation s’appuyant
sur des informations extraites des images.
Dans [20], la navigation se compose de trois e´tapes. Dans un premier temps le robot est
de´place´ manuellement le long de la trajectoire et acquiert des images. A partir de cette
se´quence d’images un algorithme de structure from motion [1] est applique´ pour effectuer
une reconstruction 3D de l’environnement. C’est en se repe´rant dans le monde 3D ainsi
reconstruit que le robot de´terminera son de´placement lors de la taˆche de navigation. La
navigation est alors vraiment une navigation 3D qui ne se base plus sur les images. La
premie`re des trois e´tapes consiste a` balader le robot le long d’une trajectoire et a` acque´rir
des images. Apre`s cette phase il faut construire une repre´sentation 3D du monde traverse´.
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Pour cela il faut dans un premier temps choisir des images parmi la se´quence acquise pour
reconstruire. En effet appliquer un algorithme de ste´re´ovision sur la se´quence dans son
inte´gralite´ impliquerait deux choses : la tentative de reconstruction a` partir d’images tre`s
proches entraˆınant des erreurs ainsi qu’un temps de calcul tre`s important. Le proble`me
du trop grand nombre d’images se pose e´galement lors de la navigation (en effet si il y a
trop d’images choisir la prochaine sur notre chemin devient assez complexe) ce qui fait de
la cre´ation de la se´quence d’images cle´s un proble`me central de la navigation. Ces images
doivent eˆtre a` la fois espace´es pour simplifier le choix lors de la navigation et augmenter
l’efficacite´ de la reconstruction mais elles doivent e´galement assez eˆtre proches pour que
le passage de l’une a` l’autre se fasse correctement et que les informations extraites soient
possible a` suivre sur les images successives. Dans [20] ces images sont se´lectionne´es afin
de garder un certain nombre de points de Harris[15] communs entre plusieurs images
successives. Le monde est alors reconstruit graˆce a` la ge´ome´trie e´pipolaire. Des points
SIFT[16] sont mis en correspondance dans des images cle´s. A` partir de ce matching la
position en 3D du point est de´finie graˆce a` des e´quations de ste´re´ovision qui permettent
de de´terminer la profondeur du point par triangulation. Une fois le monde reconstruit la
phase de navigation peut alors commencer. A` partir de la position initiale la navigation
se fait dans le monde 3D dans lequel le robot est repe´re´ par un calcul de pose. A` chaque
nouvelle image une nouvelle pose est calcule´e par mise en correspondance de points graˆce a`
un algorithme de type RANSAC [11]. Cette e´tape de mise en correspondance est effectue´e
sur les points extraits de l’image et ceux de l’image cle´ courante en se basant sur la pose
pre´ce´dente et un asservissement visuel 3D est alors effectue´ pour de´placer le robot. Cette
me´thode est choisie pour minimiser le temps de calcul mais elle peut entraˆıner des de´rives
en accumulant des erreurs sur les poses successives et c’est pour cela qu’une phase de
Bundle Adjustment est e´galement effectue´e pour compenser cette erreur.
Figure 3.1 – Figure tire´e de [20]. A droite les points de´tecte´s dans l’image courante sont mis en
correspondance avec ceux de l’image re´fe´rence a` gauche afin de calculer la pose de la came´ra dans
le monde 3D.
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Les re´sultats de ces travaux montrent une bonne pre´cision de la navigation, comparable
a` la pre´cision d’une navigation via coordonne´es GPS dans un environnement ouvert. Ces
dernie`res e´tant fausse´es en ville lors d’interfe´rences avec des immeubles par exemple ces
deux techniques peuvent eˆtre comple´mentaires suivant les re´gions de navigation. Cette
navigation pose le proble`me de la connaissance du monde 3D et de sa reconstruction qui
de´terminent la pre´cision de la trajectoire suivie mais demandent beaucoup de traitements
d’images pre´alables a` la navigation.
3.1.2 Utilisation d’un chemin visuel
Dans [21] une autre approche est propose´e dans laquelle le monde n’est plus recons-
truit en trois dimensions. Ce dernier est repre´sente´ comme un environnement hybride
topologique-ge´ome´trique forme´ a` partir des images cle´s et stocke´ dans un graphe dont les
sommets sont repre´sente´s par des images cle´s. Ce graphe constitue alors un chemin visuel
que le robot devra suivre.
Figure 3.2 – Figure tire´e de [10]. Illustration de la notion de chemin visuel de´fini par une suite
d’images cle´s.
L’asservissement visuel est alors fait en deux dimensions et non trois comme dans [20],
ce qui permet d’e´liminer la localisation 3D et les erreurs qu’elle peut produire. Pour la
de´termination des images cle´s deux algorithmes sont ici propose´s, un base´ sur de la mise
en correspondance (matching) et un autre base´ sur du suivi (tracking). Diffe´rents tests
indiquent que l’algorithme par matching produit plus d’images cle´s que l’algorithme par
tracking. Les auteurs concluent qu’il vaut mieux utiliser le tracking pour les sce`nes qui
ne pre´sentent pas de difficulte´s, le matching e´tant a` re´server a` des sce`nes ou` il faut plus
d’images pour des raisons diverses comme par exemple lors d’une occlusion totale par un
objet en mouvement. Lors de la navigation, pour de´terminer les images cle´s entre lesquels
le robot se trouve, il est propose´ de les de´finir comme les deux images ayant le plus de
points d’inte´reˆt en commun avec l’image conside´re´e. Une fois l’image re´fe´rence de´termine´e
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il s’agit alors d’un asservissement visuel 2D a` effectuer sur les points d’inte´reˆt extraits des
images et mis en correspondance par une technique de wide-baseline matching se basant
sur des points de type SIFT[16]. La loi de commande utilise´e pour de´placer le robot est
de la forme de (5), utilisant les points SIFT pre´ce´demment mis en correspondance qui
sont suivis d’une ite´ration sur l’autre. Ces points permettent de mesurer une erreur et une
vitesse est alors de´termine´e.
Les expe´rimentations effectue´es sur la me´thode propose´e testent alors plusieurs facteurs
que sont la robustesse vis a` vis d’objets en mouvement, des variations des conditions de
prise de vue ou la capacite´ a` effectuer des boucles dans l’environnement. Pour ce qui est
de la robustesse vis a` vis des objets en mouvement l’algorithme de´veloppe´ dans le cadre
de l’article est robuste tant qu’il peut suivre assez de points pour bien se situer, les points
projete´s sur des zones occulte´es e´tant rejete´s car pas concluants. Pour tester les variations
de prise de vue une navigation est effectue´e sur une trajectoire acquise a` un moment de la
journe´e diffe´rente de celle qui a servi a` cre´er le chemin visuel. Cela a pour effet de tester
la transformation utilise´e pour compenser les variations de luminosite´ entre les se´quences.
Bien que beaucoup de points soient correctement transforme´s certains sont assez mal
mis en correspondance du fait des changements de luminance et c’est donc un proble`me
potentiel de ce type d’approche. Enfin, pour ce qui est de la capacite´ a` effectuer une boucle,
diffe´rentes boucles ont e´te´ teste´es et ont monte´ que l’algorithme propose´ s’adaptait bien.
3.1.3 Navigation par asservissement visuel direct
Les deux publications de´crites plus haut pre´sentent des techniques qui requie`rent une
extraction de points d’inte´reˆt et une phase de traitement d’images avant de pouvoir ef-
fectuer un asservissement visuel du robot. Ceci peut eˆtre un proble`me car les primitives
ne sont pas toujours triviales a` extraire et des erreurs peuvent apparaˆıtre et avoir un
effet ne´faste sur la navigation. Pour essayer de palier ces proble`mes potentiels et utili-
ser l’ensemble de l’information des images, les auteurs de [10] ont propose´ une me´thode
de navigation reposant sur des aspects d’asservissement visuel direct et plus pre´cise´ment
utilisant une me´trique d’information mutuelle afin de profiter des possibilite´s offertes par
cette dernie`re.
Le meˆme sche´ma que vu pre´ce´demment est utilise´ : un robot suit une trajectoire et
acquiert des images qui servent a` cre´er un chemin visuel d’images cle´s puis lors de la na-
vigation le robot de´termine quelle image constitue sa cible locale et avance vers elle par
asservissement visuel. Pour l’asservissement les auteurs s’appuient sur leurs pre´ce´dents
travaux ([8]) et de´finissent une commande pour le robot non-holonome base´e sur l’infor-
mation mutuelle. Une des difficulte´s de la me´thode est la de´signation des images cle´s. En
effet comme aucune primitive n’est extraite il n’est pas possible de choisir les images avec
un certain nombre de primitives en commun. L’information mutuelle e´tant sense´e aug-
menter durant l’asservissement, il suffirait en the´orie de choisir une nouvelle image quand
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Figure 3.3 – Figure tire´e de [10]. Boucle algorithmique de la navigation base´e sur un asservisse-
ment visuel utilisant l’information mutuelle.
cette dernie`re commence a` baisser mais cela ne marcherait que dans un monde parfait
dans lequel les occlusions et autres perturbations du signal n’existent pas. Une solution
alors propose´e est de regarder la rotation applique´ au robot a` chaque boucle. Lorsque
cette dernie`re est tre`s faible c’est que le robot est proche de la position de´sire´e et qu’il
peut passer a` l’image suivante. Cependant cette solution pose des proble`mes dans le cas
d’une trajectoire en ligne droite. Pour reme´dier a` cela l’incre´ment en rotation et celui en
translation sont couple´s afin d’e´liminer ces proble`mes.
Les avantages de cette me´thode sont multiples. Premie`rement aucune primitive n’est ex-
traite ce qui fait qu’aucune erreur de tracking ou de matching n’est possible. L’approche
conside´re´e et son imple´mentation permettent une convergence rapide et ainsi un calcul
a` la cadence vide´o. Enfin l’asservissement visuel e´tant base´ sur l’entropie des images il
est re´sistant aux occlusions et aux variations de luminosite´ assez probables lors d’une
navigation en exte´rieur.
3.1.4 Navigation par asservissement ge´ome´trique
Plusieurs travaux ont utilise´ la vision catadioptrique pour re´aliser des taˆches de navi-
gation. Par exemple, [25] l’utilise pour pour suivre des lignes au sol et se repe´rer dans des
couloirs. Cet article pre´sente une situation totalement diffe´rente que ce qui sera de´veloppe´
durant ce stage mais certains points peuvent eˆtre inte´ressants. Parmi ceux-ci figure l’utili-
sation des eigenspaces pour la repre´sentation des images (utilise´s e´galement dans [26]). Les
eigenspaces sont tre`s utiles pour la repre´sentation de l’environnement. En effet l’espace
me´moire ne´cessaire pour stocker le monde sous forme d’images est tre`s important et il est
donc ne´cessaire de compresser ces informations. Les auteurs utilisent une repre´sentation
appele´e low dimensional eigenspace de´crite dans [18] qui est construite via une analyse
en composantes principales, cre´ant ainsi une base de vecteurs propres de basse dimension
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repre´sentant les images cle´s.
Dans [12] une approche proche de celle de [21] est utilise´e. Le monde est repre´sente´ comme
une carte compose´e d’images successives. Une extraction de points SIFT[16] et de“ seg-
ments colonnes” est effectue´e et c’est en se basant sur ces informations que l’asservissement
visuel est effectue´.
Figure 3.4 – Figure tire´e de [12]. Mise en correspondance de points SIFT et de “segments
colonnes”.
Ces me´thodes utilisent des primitives extraites des images. Mais le proble`me de l’extrac-
tion est rendu encore plus complexe que sur des images perspectives du fait des transfor-
mations applique´es. Pour e´viter cette source d’erreurs des me´thodes directes ont e´galement
e´te´ propose´es.
3.2 Description de la taˆche de navigation
Une taˆche de navigation ainsi de´finie est donc, par de´finition, une suite d’asservisse-
ments visuels. Cependant c’est la manie`re avec laquelle ces asservissements seront effectue´s
qui est essentielle. En effet plusieurs questions se posent. Comment de´finir la trajectoire ?
Quels degre´s de liberte´ du robot controˆler ? Comment repe´rer le robot le long de la trajec-
toire ? Comment ve´rifier que le robot reste sur la trajectoire ? Ce sont tous ces parame`tres
qui de´terminent la me´thode de navigation et ce sont donc tous ces choix qui seront de´crits
dans ce chapitre.
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OMNIDIRECTIONNEL
3.3 Navigation par asservissement visuel entropique omnidirec-
tionnel
Pour simplifier le controˆle du robot et e´viter d’avoir a` approcher une profondeur des
points de la sce`ne seul un degre´ de liberte´ en rotation sera pilote´ par asservissement visuel.
Le robot avancera donc a` une vitesse constante, ce qui e´vitera une se´rie de de´croissances
exponentielles de la vitesse de de´placement et ame´liorera la continuite´ de mouvement du
robot.
3.3.1 Chemin visuel
C’est en suivant un chemin visuel, comme de´fini par [21], que le robot effectuera la
taˆche de navigation. Le chemin a` suivre est donc repre´sente´ par une suite d’images cle´s
successives qui retracent ce que le robot voit lorsqu’il est balade´ le long de sa trajectoire
d’apprentissage. Pour de´terminer ces images plusieurs solutions sont possibles. La solution
choisie pour les tests est de capturer re´gulie`rement des images a` intervalle fixe pour avoir
l’ensemble du chemin bien de´fini. Il ne s’agit pas d’une solution optimale. Les images pour-
raient eˆtre prises suivant leur dissimilarite´ afin d’assurer que les images sont pertinentes
et e´viter la redondance d’information. Cependant pour les premie`re phases de tests ceci
n’est pas critique et c’est le perfectionnement de la taˆche de navigation qui a e´te´ privile´gie´.
A l’heure ou` ce rapport est e´crit une bonne partie du temps alloue´ pour le stage reste et
ceci fait partie des ame´liorations envisage´es qui seront peut-eˆtre apporte´es d’ici la`.
3.3.2 Choix des images cle´s
Le point le plus important de la navigation utilisant un chemin visuel est de bien
avancer le long de ce chemin. Le choix de changement d’image cle´ est donc critique.
E´tant donne´ que but est de maximiser une valeur d’information mutuelle l’ide´e a e´te´ de
se tourner vers cette mesure. Il est envisageable que passe´ un certain seuil les images
sont conside´re´es comme assez proches et le robot peut donc avancer vers la prochaine.
Cependant l’information mutuelle n’a pas de borne haute. Un seuil n’a donc dans ce
contexte aucun sens, les ordres de grandeur pouvant changer d’une situation a` une autre.
Pour de´terminer un moyen de passer outre ce proble`me c’est la de´finition de l’information
mutuelle qui a servi de point de de´part :
MI(I, I∗) = H(I) + H(I∗)−H(I, I∗).
 3.1
Pour mieux se rendre compte voici une illustration de la situation sous la forme d’un
diagramme de Venn :
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Figure 3.5 – Diagramme de Venn de l’information mutuelle. Tire´e du site Wikipedia.
En extrapolant le mode`le il apparaˆıt que l’information mutuelle est comprise entre
0 et le minimum entre H(I) et H(I∗). En pratique, les images conside´re´es (courante et
re´fe´rence) e´tant prises depuis des points de vue tre`s proches, la diffe´rence d’entropie entre
les deux est faible. C’est pour cela que le rapport de l’information mutuelle sur l’entropie
de l’image cle´ courante a e´te´ choisi comme mesure de similarite´. Ce choix a e´te´ fait pour
garder un de´nominateur constant sur chaque taˆche d’asservissement. C’est a` partir de cette
mesure que le changement d’image cle´ va eˆtre de´termine´. A` chaque nouvelle acquisition
d’image, la valeur d’information mutuelle est calcule´e et normalise´e. Si cette dernie`re a
diminue´ par rapport a` l’image pre´ce´dente c’est que le robot a de´passe´ le point de controˆle
symbolise´ par l’image cle´. Une autre condition est de ve´rifier si la valeur d’information
mutuelle stagne. Cela est effectue´ afin d’e´viter de voir le robot finaliser l’asservissement
visuel. Comme ce dernier va aller vers une autre image par la suite il n’est pas utile qu’il
arrive exactement a` la position de l’image cle´, ce qui cre´erait une diminution de la vitesse
a` mesure qu’il s’en rapproche, et il est donc possible de changer d’image cle´ plus toˆt afin
de garder une vitesse plus constante. Pour limiter l’influence d’un bruit de mesure ces
deux conditions sont assorties d’un seuil bas, ainsi si les deux images ne sont pas assez
similaires le changement de re´fe´rence est bloque´.
3.4 Re´sultats
La taˆche de navigation utilise´e pour les tests est simple. Apre`s avoir acquis une trajec-
toire sous la forme d’une se´quence d’images le robot est place´ a` la position de de´part et
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une vitesse de translation constante est applique´e a` ce dernier (de pre´fe´rence infe´rieure a` la
vitesse utilise´e pour la capture afin de faciliter les convergences successives). L’asservisse-
ment visuel est alors effectue´ pour controˆler la vitesse de rotation. Le point critique de ces
expe´riences est le re´glage des diffe´rents parame`tres de navigation qui ont e´te´ de´crits plus
haut. Il faut que le robot converge assez vite pour ne pas de´passer la position d’acquisition
de l’image cle´ en cours mais il faut aussi qu’il effectue bien l’asservissement pour eˆtre au
bon endroit. Changer trop toˆt ou trop tard d’image cle´ peut fortement compromettre la
taˆche.
3.4.1 Simulateur
Avant de tester sur du vrai mate´riel il e´tait pre´fe´rable de ve´rifier que l’algorithme de
navigation e´tait correct. Pour cela un test a e´te´ effectue´ en simulation. Comme dans un
premier temps la ve´rification de l’asservissement omnidirectionnel n’e´tait pas ne´cessaire
ceci a e´te´ fait sur des images avec un projection perpective. Pour avoir une simulation
re´aliste, le moteur de rendu 3D (Ogre3D) a e´te´ utilise´. Le mode`le 3D d’un quartier de
Paris sur lequel des textures re´alistes ont e´te´ plaque´es a e´te´ affiche´ et une came´ra a e´te´
de´place´e dans ce monde virtuel. Le rendu graphique enregistre´ a alors e´te´ utilise´ comme
chemin visuel. Le robot virtuel a ensuite e´te´ replace´ au de´but de la trajectoire et la taˆche
a e´te´ lance´e.
La courbe d’e´volution de l’information mutuelle montre une chute brutale a` chaque
passage d’image cle´ puis remonte graˆce a` l’asservissement vers le nouveau point de passage.
La simulation a permis de constater deux proble`mes. Le premier est la sensibilite´ des
seuils de´cidant du changement d’image cle´ et de la vitesse. En effet pour obtenir de bons
re´sultats il faut que ces parame`tres soient finement re´gle´s. Le second est la vitesse envoye´e
au robot. Lors des changements de directions ou quand le passage d’image cle´ n’est pas
bien re´gle´ la vitesse calcule´e a tendance osciller autour de ze´ro. Ces oscillations semblent
minimes mais pourront s’ave´rer geˆnantes pour un passager e´tant donne´ que pour le robot
chaque changement de signe pour la vitesse correspond a` un changement de direction. Ces
oscillations conduisent donc a` une instabilite´ du robot a` son arrive´e en ligne droite. Re´gler
ceci fait partie des ame´liorations a` apporter d’ici la fin du stage, notamment en passant
par des solutions de filtrage.
3.4.2 Robot carte´sien
Avant de valider le travail effectue´ avec un test grandeur nature un autre test a e´te´
fait sur le robot ayant servi pour l’asservissement visuel omnidirectionnel. Ce choix a e´te´
motive´ par le fait que le robot utilise´ pour les tests grandeur nature est complexe a utiliser
et il vaut donc mieux avoir teste´ et valide´ l’algorithme a` plus petite e´chelle avant de tester
sur ce dernier. Cette e´tape a donc e´te´ inse´re´e entre la simulation et le test grandeur re´elle
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Position courante Image cle´ actuelle
Image erreur E´volution de l’information mutuelle.
Figure 3.6 – Donne´es apporte´es par le simulateur de navigation.
afin de s’assurer de la viabilite´ de l’algorithme dans des situations re´elles. Le protocole de
test est tre`s semblable a` celui utilise´ pre´ce´demment : le robot acquiert des images le long
d’une trajectoire puis la navigation est lance´e en se re´fe´rant a` ce chemin visuel. Ici encore
seule une rotation est pilote´e et une translation a` vitesse constante est applique´e.
Ici aussi des croissances-de´croissances de l’information mutuelle apparaˆıssent. Elles
correspondent respectivement aux phase asservissements visuel et de changement d’image
cle´. En regardant l’image d’erreur il est possible de constater que les images sont de´cale´es.
Ceci est logique car le robot va moins vite dans ce cas que lors de l’acquisition des images
mais cela n’affecte pas la taˆche car la came´ra omnidirectionnelle permet d’avoir beaucoup
d’informations sur lesquelles se recaler. Les re´sultats diffe`rent assez peu de ce qui a e´te´
obtenu en simulation. Cependant des proble`mes potentiels se dessinent. Par exemple les
proprie´te´s de la sce`ne influent sur les parame`tres a` choisir pour le passage des images cle´. Le
proble`me e´tant que ces dernie`res peuvent changer au cours de la navigation il serait donc
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Position courante Image cle´ actuelle
Image erreur E´volution de l’information mutuelle.
Figure 3.7 – Donne´es apporte´es par la simulation sur un robot carte´sien.
judicieux de re´fle´chir a` un moyen de les ajuster ou d’adapter le syste`me dynamiquement.
Le temps de calcul commence aussi a` devenir une composante critique. A` chaque passage
d’image cle´ la matrice hessienne de l’information mutuelle doit eˆtre remise a` jour pour
prendre en compte le template et la taille des images conside´re´es implique un nombre
assez important de calculs. Le proble`me est que pendant que ces calculs sont effectue´s le
robot continue a` avancer aux vitesses pre´ce´demment de´finies et un calcul trop long peut
faire de´vier le robot de la trajectoire et dans le pire des cas la perdre. Il va donc falloir
acce´le´rer les calculs. Dans cette optique, plusieurs solutions ont e´te´ envisage´es. Il serait
par exemple possible de tout calculer avant, au de´part du robot, mais ceci demanderait
beaucoup de temps et d’espace me´moire. Il serait e´galement envisageable de les calculer
en paralle`le de la taˆche d’asservissement e´tant donne´ que les machines utilise´es sont multi-
coeurs mais la complexite´ algorithmique introduite pourrait poser proble`me. Une autre
solution serait de les calculer oﬄine, par un autre programme en se basant sur le chemin
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visuel et de les stocker dans une base de donne´es. Mais pour que cela soit efficace il faudrait
s’assurer que le temps de lecture de la matrice soit vraiment plus faible que son temps de
calcul. Malheureusement a` l’heure ou` ce rapport est e´crit le choix d’une solution n’a pas
encore e´te´ fait, ce proble`me ne s’e´tant pose´ que tre`s re´cemment.
3.4.3 Robot non holonome
Malgre´ les le´gers proble`me potentiels souleve´s par la validation sur le robot carte´sien,
le framework de navigation de´veloppe´ semble fonctionner et devrait donc eˆtre teste´ tre`s
prochainement sur un robot non holonome. Ce type de robot (voir figure 3.4.3) ne peut
se de´placer comme un robot a` six degre´s de liberte´. En effet, tout comme une voiture,
il posse`de des contraintes qui limitent ses possibilite´s de mouvement. De plus, la vitesse
applique´e a` la came´ra et celle applique´e a` la voiture seront diffe´rentes vu la position de
la came´ra a` l’avant du robot (voir figure ci-dessous). Enfin, le robot se de´plac¸ant comme
une voiture ce n’est pas une vitesse de rotation mais un angle a` envoyer aux roues qu’il
va falloir calculer.
Robot Cycab Mode`le conside´re´. Figure tire´e de [7].
Figure 3.8 – Robot non holonome sur lequel doit eˆtre teste´e la navigation et le mode`le associe´.
En conside´rant le mode`le il apparaˆıt qu’il faudra transformer la vitesse calcule´e dans
le repe`re de la came´ra ωy afin de l’envoyer aux roues. La formule donnant alors l’angle des
roues ψ est :
ψ = arctan
(
Lωy
vz
)  3.2
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Ces tests n’ont pas encore e´te´ effectue´s mais devrait l’eˆtre avant la fin du stage. En
effet ils ne´cessitent beaucoup d’efforts logistiques et ne peuvent donc eˆtre re´alise´s que dans
des conditions pre´cises. Leur re´sultats permettront de valider la me´thode comple`te et de
prouver sa viabilite´ dans un environnement re´el inconnu.
Conclusion
Dans ce chapitre, le framework de navigation utilisant l’asservissement visuel omni-
directionnel de´veloppe´ a e´te´ de´crit. Les principales difficulte´s, notamment au niveau des
changements d’image cle´ ont e´te´ explique´s. Des tests ont alors e´te´ de´crits et leurs re´sultats
interpre´te´s. Malgre´ quelques proble`mes, la possibilite´ de faire avancer un robot le long
d’une trajectoire de manie`re autonome a e´te´ montre´e. Enfin, un test grandeur nature qui
reste a` effectuer a e´te´ de´crit.
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Conclusion et perspectives
Durant cette premie`re partie de stage de Master 2 une me´thode de navigation autonome
pour un robot utilisant un capteur catadioptrique a e´te´ imagine´e et de´veloppe´e.
Pour cela les travaux utilisant l’information mutuelle ont servi de point de de´part car
cette me´thode pre´sente l’avantage d’utiliser un asservissement visuel direct et que l’infor-
mation mutuelle pre´sente des proprie´te´s de robustesse tre`s inte´ressantes pour une taˆche
de ce type. Comme ceci n’avait pas e´te´ e´tudie´ pour des images acquises avec des capteurs
catadioptriques il a donc fallu recouper ces travaux avec d’autres travaux d’asservissement
visuel omnidirectionnel. Ces e´tudes ont alors permis de de´terminer un mode`le permettant
d’effectuer une commande de robot graˆce a` l’information mutuelle sur des capteurs om-
nidirectionnels. Ce mode`le a alors e´te´ e´tendu afin de pouvoir effectuer une navigation
autonome du robot se basant uniquement sur une se´quence d’images.
Tout au long du stage les imple´mentations des diffe´rents mode`les ont e´te´ valide´es par
des expe´riences re´alise´es dans un premier temps sur un logiciel de simulation puis sur
de vrais robots. Tous ces tests ont prouve´ la validite´ de nos mode`les, qu’il s’agisse de
l’asservissement visuel omnidirectionnel base´ sur l’information mutuelle ou la navigation
base´e sur cet asservissement, meˆme si le ve´ritable test grandeur nature ne pourra eˆtre
re´alise´ que dans les semaines qui viennent.
Les expe´riences montrent que de nombreuses pistes existent pour ame´liorer les mode`les.
Pour ce qui est de l’asservissement d’autres repre´sentations de la projection omnidirec-
tionnelle existent et sont donc inte´ressantes a` inte´grer. Il est aussi possible de penser que
la mesure de vraisemblance utilise´e pour l’optimisation peut eˆtre revue, en particuliers
il serait inte´ressant d’utiliser une me´trique borne´e. Enfin le processus d’optimisation en
lui meˆme et le lissage de la courbe de couˆt peuvent eˆtre ame´liore´s. Pour ce qui est de
la navigation, la me´thode utilise´e est tre`s de´pendante de parame`tres choisis et il serait
donc inte´ressant de re´fle´chir a` des moyens de les adapter dynamiquement. Enfin il serait
inte´ressant d’augmenter le nombre de degre´s de liberte´ controˆle´s par l’asservissement vi-
suel, ce qui complexifierait le mode`le mais donnerait plus de liberte´ et d’autonomie au
robot.
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Re´sume´
Dans ce rapport sont traite´s les proble`mes d’asservissement visuel et de navigation,
des sujets tre`s actifs dans le domaine de la vision robotique. Beaucoup de travaux existent,
principalement utilisant des techniques dites ge´ome´triques, c’est a` dire se basant sur des
primitives ge´ome´triques. Ces techniques ne´cessitant une phase de suivi ou d’extraction
elles n’utilisent pas toute l’information de l’image. C’est pour cela qu’ont e´te´ de´veloppe´es
re´cemment des techniques, dites directes, qui utilisent toute l’image sans suivre ou extraire
de primitives ge´ome´triques. Une de ces techniques se base sur l’information mutuelle ([22])
des images et a e´te´ de´veloppe´e pour des images acquises par des came´ras perspective ([7]).
Cette me´thode a pour principal avantage le fait de posse´der les proprie´te´s de robustesse
dues a` l’information mutuelle, notamment vis a` vis des changements d’illumination, des
occlusions ou de la multimodalite´. La limite de cette approche re´side dans le fait que des
images de ce type ame`nent peu d’information du fait de leur champ de vision re´duit.
Pour de´passer cette limite, une solution possible est de l’adapter a` des images omnidi-
rectionnelles qui apportent une information sur la sce`ne a` 360˚. Dans ce rapport seront
rappele´s dans un premier temps les travaux existants dans le domaine de l’asservissement
visuel avec des came´ras perspective. Dans un second temps les me´thodes d’asservisse-
ment visuel omnidirectionnel serons introduites avant que notre me´thode soit de´veloppe´e.
Cette dernie`re sera par la suite valide´e par des tests expe´rimentaux re´alise´s sur un robot
carte´sien a` six degre´s de liberte´. Enfin dans une troisie`me partie un rappel des travaux sur
la navigation de robot sera fait avant que ne soit montre´ comment cet asservissement peut
eˆtre adapte´ a` la navigation. La me´thode propose´e sera ici aussi valide´e avec cette fois des
expe´riences successives en simulation, sur le robot carte´sien a` six degre´s de liberte´ avant
que ne soit de´taille´ un test grandeur nature sur un robot mobile non holonome.
