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Abstract
In this paper, a class of systems of matrix nonlinear differential equations containing as
particular cases the systems of coupled Riccati differential equations arising in connection
with control of some linear stochastic systems is considered.
The system of differential equations considered in this paper are converted in a suitable
nonlinear differential equation on a ﬁnite-dimensional Hilbert space adequately choosen.
This allows us to use the positivity properties of the linear evolution operator deﬁned by the
linear differential equations of Lyapunov type.
Our aim is to investigate properties of stabilizing and bounded solutions of the considered
differential equations and to obtain some conditions ensuring the existence of such solutions.
Conditions providing the existence of a maximal solution (minimal solution respectively)
with respect to some classes of global solutions are presented. It is shown that if the
coefﬁcients of the equations are periodic functions all these special solutions (stabilizing,
maximal, minimal) are periodic functions, too.
Whenever possible the probabilistic arguments were avoided and so the results proved in the
paper appear as results in the ﬁeld of differential equations with interest in themselves.
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1. Introduction
Several problems concerning the properties of solutions of matrix Riccati
differential equations were investigated by researchers both in control theory and
in the domain of differential equations. Existence of global solutions to Riccati
equations has been related for a long time to the Jacobi sufﬁcient conditions in the
calculus of variations.
In 1960 R. Kalman [27] obtained global existence results for a matrix Riccati
differential equation under the so-called controllability and observability conditions
in control theory; the result was related to the so-called linear-quadratic
optimization problem. Later on, Wonham [46] extended the result to the framework
of stochastic control and introduced the so-called Riccati equations of stochastic
control.
Controllability and observability being in some sense restrictive conditions, in
several papers, those were replaced by some weaker conditions as stabilizability and
detectability (see e.g. [8] and references therein).
In the case of periodic coefﬁcients, the existence of a stabilizing solution was
studied in [21,47], while in [38] the class of all semipositive deﬁnite solutions is
characterized in terms of invariant subspaces of the monodromy matrix of the
associated Hamiltonian system.
It is well known that in the case of constant coefﬁcients, the bounded and
stabilizing solution of a Riccati differential equation is constant and solves an
associated algebraic Riccati equation. In this case are well known the frequency
conditions of Popov which guarantee the existence of solutions of a class of algebraic
Riccati equations [12,39].
A signiﬁcant extension of Popov’s conditions for existence of stabilizing solutions
for a large class of Riccati differential equations was provided by Halanay in [11,20]
where the Popov’s positivity condition was replaced by the invertibility of a family of
linear and bounded operators adequately associated.
The results in [20] were used to prove the existence of stabilizing and bounded
solutions on the whole real axis for a large class of Riccati differential equations
related to several problems of robust control of time varying linear systems both in
ﬁnite- and inﬁnite-dimensional framework ([10,43]).
The extension of the results in [20] to the stochastic framework is still an open
problem. However, some representation of stabilizing solution for different Riccati
differential equations of stochastic control in terms of linear and bounded operators
are provided in [33,34].
The monotone dependence with respect to the coefﬁcients of solutions of matrix
Riccati differential equations was investigated in [6,17,45].
In [18] a class of nonsymmetric Riccati differential equations is considered and an
excellent overview of the works dealing with this class of differential equations is
provided.
In the present paper we consider a class of coupled matrix nonlinear
differential equations which include as a particular case the matrix differential
equations.
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Even if the differential equations considered here are inspired by some problems
of control of linear stochastic systems subjected both to multiplicative white
noise and Markovian jumping, we try to avoid the probabilistic proofs whenever
possible.
Our attention is focused to the problem of the existence and uniqueness of the
stabilizing and bounded solutions and the existence of a maximal solution (or
minimal solution) with respect to some family of global solutions of considered
equation.
We shall show that if the coefﬁcients of the equations are periodic functions then
both the stabilizing and bounded solutions, the maximal solutions and minimal
solutions are periodic functions too.
We think that the results of this paper offer a new perspective over the old results
concerning the solutions of matrix Riccati differential equations.
For convenience of the reader we include a detailed list of references to works
dealing with existence results and other properties of solutions for Riccati differential
equations both in deterministic framework and in stochastic context; see e.g. [1–
3,13,14,22,25,28,34,36,42]. The problems concerning Riccati equations are regarded
as problems of differential equations with interest in themselves. The present paper is
written to the same end.
2. Problem formulation
2.1. Notation and preliminary remarks
The following notations will be used throughout this paper.
A. Rþ is the set of nonnegative real numbers. Rnm is the set of all real n  m
matrices. In denotes the identity matrix on R
n:
If X is a matrix (or a vector) X  is the transpose of X ; if A is a matrix jAj is the
operator norm of A that is jAj ¼ ½lmaxðAAÞ	
1
2 and Tr A is the trace of A: IDR
will be an interval right unbounded.
In this paper D ¼ f1; 2;y; dg:
If H is a matrix, then HX0 means that H is symmetric positive semideﬁnite.
B. By Sn we denote the space of all n  n symmetric matrices and Sdn ¼
Sn"Sn"?"Sn (d times). Sdn is a real Hilbert space with the inner product
/H; GS ¼
Xd
i¼1
TrðHðiÞGðiÞÞ: ð2:1Þ
The norm induced by this inner product is jjjHjjj ¼ /H; HS1=2 for all HASdn :
On Sdn we consider also the norm
jHj ¼ maxfjHðiÞj; 1pipdg; HASdn :
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We have
jHjpjjjHjjjp
ﬃﬃﬃﬃﬃ
nd
p
jHj:
If T :Sdn-S
d
n is a linear operator, then jjT jj is the operator norm of T induced
by the norm j  j onSdn : If T is a linear operator onSdn ; T stands for its adjoint
operator.
If HASdn ; we say that H is semipositive or nonnegative and write HX0 if
HðiÞX0 for all iAD: T :Sdn-Sdn is called positive operator if HX0 implies
THX0:
For H :I-Sdn we shall say that H is uniformly positive and we will write
HðtÞb0; if there exists d40 such that HðtÞXdJn for all tAI where Jn ¼
ðIn InyInÞASdn :
C. Mdn;m stands for the linear space of A ¼ ðAð1Þ; Að2Þ;y; AðdÞÞ where AðiÞARnm:
On Mdn;m we consider the norm jAj ¼ maxiAD fjAðiÞjg: Thus, ðMdn;m; j  jÞ is a
ﬁnite dimensional Banach space. Often Mdn;n will be denoted M
d
n : Obviously
SdnCM
d
n :
If CAMdp;n; BAM
d
n;m; C ¼ ðCð1Þ Cð2Þ?CðdÞÞ; B ¼ ðBð1Þ Bð2Þ?BðdÞÞ
then by D ¼ CB we understand the following element of Mdp;m; D ¼
ðDð1Þ Dð2ÞyDðdÞÞ; DðiÞ ¼ CðiÞBðiÞ; iAD: If AAMdn ; A ¼ ðAð1Þ Að2Þy
AðdÞÞ; by A1 we denote the element of Mdn deﬁned as follows: A1 ¼
ðA1ð1Þ A1ð2ÞyA1ðdÞÞ if all matrices AðiÞ; iAD are invertible. If
BAMdn;m; B ¼ ðBð1Þ Bð2ÞyBðdÞÞ then BAMdm;n and it is deﬁned by B ¼
ðBð1Þ Bð2ÞyBðdÞÞ:
2.2. Systems of rational matrix differential equations
In this paper we shall investigate several properties of a class of solutions for
systems of matrix differential equations of the form
d
dt
X ðt; iÞ þ A0ðt; iÞXðt; iÞ þ X ðt; iÞA0ðt; iÞ þ
Xr
k¼1
Akðt; iÞXðt; iÞAkðt; iÞ
þ
Xd
j¼1
qijX ðt; jÞ þ Mðt; iÞ  Xðt; iÞB0ðt; iÞ þ
Xr
k¼1
Akðt; iÞXðt; iÞBkðt; iÞ
"
þ Lðt; iÞ
#
Rðt; iÞ þ
Xr
k¼1
Bkðt; iÞX ðt; iÞBkðt; iÞ
" #1
B0ðt; iÞX ðt; iÞ
"
þ
Xr
k¼1
Bkðt; iÞX ðt; iÞAkðt; iÞ þ Lðt; iÞ
#
¼ 0 ð2:2Þ
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iAD; tAI; Ak :I-Mdn ; Bk :I-M
d
n;m; k¼0; 1;y; r; L :I-Mdn;m; M :I-Sdn ;
R :I-Sdm are bounded and continuous functions on I: The systems of matrix
differential equations of type (2.2) appear in connection with several problems of
robust control of linear stochastic systems with Markovian jumping described by
dxðtÞ ¼ ½A0ðt; ZðtÞÞxðtÞ þ B0ðt; ZðtÞÞuðtÞ	 dt
þ
Xr
k¼1
½Akðt; ZðtÞÞxðtÞ þ Bkðt; ZðtÞÞuðtÞ	 dwkðtÞ ð2:3Þ
and to the cost functional
JðuÞ ¼E
Z N
t0
½xðtÞMðt; ZðtÞÞxðtÞ þ 2xðtÞLðt; ZðtÞÞuðtÞ
þ uðtÞRðt; ZðtÞÞuðtÞ	 dt; ð2:4Þ
where E½	 is the expectation, xðtÞARn is the state vector, uðtÞARm is the vector of
control variables and wðtÞ ¼ ðw1ðtÞ;y; wrðtÞÞ; tARþ is a standard r-dimensional
Wiener process on the given probability space (see [19]).
Throughout the paper ZðtÞ; tX0 is a right continuous homogeneous Markov
chain with state space the set D and the probability transition matrix PðtÞ ¼
½pijðtÞ	 ¼ eQt; t40; here Q ¼ ½qij 	 with
Xd
j¼1
qij ¼ 0; iAD ð2:5Þ
and qijX0 if iaj (see [9]).
Assume that PfZð0Þ ¼ ig40; for all iAD and the stochastic processes
fwðtÞ; tX0g and fZðtÞ; tX0g are independent.
System (2.2) contains as a particular cases several types of matrix Riccati
differential equations which are investigated in connection with some control
problems both in deterministic and stochastic framework.
Thus, if D ¼ f1g; q11 ¼ 0; AkðtÞ ¼ 0; BkðtÞ ¼ 0; 1pkpr; (2.2) becomes the well-
known matrix Riccati differential equations widely investigated in deterministic
framework. If D ¼ f1g and Rðt; 1Þ40 system (2.2) becomes matrix differential
equation arising in connection with linear quadratic optimization problem for
stochastic system with multiplicative white-noise (see [23,44,46]).
More recently in some papers [4,40,41] the linear quadratic optimization problem
with indeﬁnite sign of Rðt; 1Þ associated to a linear stochastic system with both state-
dependent noise and control-dependent noise is considered. In the above-mentioned
papers were shown that the maximal solution of matrix Riccati differential equation
of type (2.2) with d ¼ 1 play a crucial role to solve the linear quadratic optimization
problem with indeﬁnite sign.
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For D ¼ f1g; q11 ¼ 0 and R ¼ DD  g2I (2.2) becomes the rational differential
equation investigated in [7,24] in connection with disturbance attenuation problem
for linear stochastic systems with multiplicative white-noise.
If Bk ¼ 0; kX1; Rðt; iÞ40 system (2.2) was studied in [35] in connection with
linear quadratic problem for a linear stochastic system with multiplicative white
noise and Markovian jumping; for Rðt; iÞ ¼ g2I system (2.2) was considered in [15] in
connection with robust stabilization problem for a linear stochastic system with
multiplicative white noise and Markovian jumping.
If Akðt; iÞ ¼ 0; Bkðt; iÞ ¼ 0; k ¼ 1;y; r system (2.2) was intensively investigated
in connection with several problems of robust control associated to a linear system
affected by a Markovian jumping (see [26,30–32] and references therein).
Our aim is to point out some calitative properties of some special solutions of the
systems of differential equations of type (2.2). In Section 4, we provide necessary
and sufﬁcient conditions for the existence of the maximal solution, necessary and
sufﬁcient conditions for the existence of the bounded and stabilizing solution
and sufﬁcient conditions for the existence of the minimal semipositive solution. The
uniqueness of the bounded and stabilizing solution is also proved.
In Section 5 the periodic case is considered. Our aim is to study systems (2.2) in a
more general setting than if they would correspond to systems (2.3) and the cost
functional (2.4). More precisely we consider the case when the elements of the matrix
Q satisfy only the condition qijX0; i ¼ j: Condition (2.5) is needed only to prove
Lemma 4.16 and Theorem 4.18 where some techniques from stochastic systems are
involved.
Classes of nonlinear differential equations containing as particular classes several
types of matrix Riccati differential equations were considered in the literature.
Among the more recent papers in the area we cite [16], where the time invariant case
is considered.
3. Some preliminary results
In this section we collect some deﬁnitions and auxiliary results which will be used
in the next development.
A. Let LðtÞ : Sdn-Sdn be deﬁned by
½LðtÞH	ðiÞ ¼A0ðt; iÞHðiÞ þ HðiÞA0ðt; iÞ
þ
Xr
k¼1
Akðt; iÞHðiÞAkðt; iÞ þ
Xd
j¼1
qjiHð jÞ ð3:1Þ
iAD for all H ¼ ðHð1Þ; Hð2Þ;y; HðdÞÞASdn ; where Ak :I-Mdn are continuous
and bounded and the elements of the matrix Q ¼ fqijgi; jAf1;2;y;dg verify
qijX0 for iaj: ð3:2Þ
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Obviously, t-LðtÞ is a continuous function on I and H-ðLðtÞHÞ is a linear and
bounded operator on Sdn :
The operator LðtÞ will be called the Lyapunov-type operator deﬁned by
ðA0; A1;y; Ar; QÞ: We remark that if Ak ¼ 0; kX1 and D ¼ f1g; q11 ¼ 0; (3.1)
becomes the well-known Lyapunov operator in deterministic framework.
Let us consider the linear differential equation on Sdn
d
dt
SðtÞ ¼LðtÞSðtÞ; tAI: ð3:3Þ
Let Sðt; t0; HÞ be the solution of Eq. (3.3) with the initial condition
Sðt0; t0; HÞ ¼ HASdn :
By Tðt; t0Þ we denote the linear evolution operator on Sdn deﬁned by Eq. (3.3)
Tðt; t0ÞH ¼ Sðt; t0; HÞ; HASdn ; t; t0AI:
Obviously, Tðt; sÞTðs; t0Þ ¼ Tðt; t0Þ for all t; s; t0AI:
If Tðt; sÞ is the adjoint operator of the operator Tðt; sÞ with respect to the inner
product (2.1) then we have
d
ds
Tðt; sÞ þLðsÞTðt; sÞ ¼ 0 ð3:4Þ
LðsÞ being the adjoint operator of the operator LðsÞ: It is easy to verify that
½LðsÞH	ðiÞ ¼A0ðs; iÞHðiÞ þ HðiÞA0ðs; iÞ þ
Xr
k¼1
Akðs; iÞHðiÞAkðs; iÞ
þ
Xd
j¼1
qijHj iAD;
H ¼ ðHð1Þ; Hð2Þ;y; HðdÞÞASdn :
The following result has been proved in [15].
Lemma 3.1. For each t; t0AI; tXt0 the operators Tðt; t0Þ and Tðt; t0Þ are positive
operators on Sdn :
Deﬁnition 3.2. We say that Eq. (3.3) deﬁnes an exponentially stable evolution or that
the system ðA0; A1;y; Ar; QÞ is stable if there exist bX1; a40 such that
jjTðt; t0Þjjpbeaðtt0Þ; ð8Þ tXt0; t; t0AI:
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Necessary and sufﬁcient conditions for the exponential stability deﬁned by Eqs. (3.3)
were proved in [15]. Here we mention only:
Proposition 3.3. If the system ðA0; A1;y; Ar; QÞ is stable then for every H : I-Sdn
continuous and bounded, the linear differential equation
d
dt
KðtÞ þLðtÞKðtÞ þ HðtÞ ¼ 0 ð3:5Þ
has a unique bounded on I solution which is given by
KðtÞ ¼
Z N
t
Tðs; tÞHðsÞds; tAI:
Moreover, if all coefficients of Eq. (3.5) are periodic functions with period y then its
unique bounded solution is also a y-periodic function.
Let Ak; j :I-M
d
n ; k ¼ 0; 1;y; r; j ¼ 1; 2 be continuous and bounded functions.
We may deﬁne the linear operators on Sdn by
ðLjðtÞHÞðiÞ ¼A0; jðt; iÞHðiÞ þ HðiÞA0; jðt; iÞ þ
Xr
k¼1
Ak; jðt; iÞHðiÞAk; jðt; iÞ
þ
Xd
p¼1
qpiHðpÞ;
iAD; HASdn ; j ¼ 1; 2; Q ¼ ðqijÞ verifying (3.2).
Let us consider the following augmented linear operator LeðtÞ : Sd2n-Sd2n by
ðLeðtÞHÞðiÞ ¼A0;eðt; iÞHðiÞ þ HðiÞA0;eðt; iÞ þ
Xr
k¼1
Ak;eðt; iÞHðiÞAk;eðt; iÞ
þ
Xd
j¼1
qjiHð jÞ; iAD; HASd2n;
where Ak;eðt; iÞ ¼ Ak;1ðt; iÞ 00 Ak;2ðt; iÞ
 
; k ¼ 0; 1;y; r:
Proposition 3.4. Under the considered assumptions the following are equivalent:
(i) The systems ðA0; j ; A1;j;y; Ar;j; QÞ; j ¼ 1; 2 are stable.
(ii) The augmented system ðA0;e; A1;e;y; Ar;e; QÞ is stable.
Proof. (i)-(ii) From Proposition 4.6 in [15] we deduce that there exist the C1
functions Kj :I-S
d
n ; KjðtÞb0 which are bounded on I and verify the linear
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differential equations
d
dt
KjðtÞ þLj ðtÞKjðtÞ þ Jn ¼ 0; j ¼ 1; 2:
Set KeðtÞ ¼ K1ðtÞ 00 K2ðtÞ
 
: It is easy to see that KeðtÞ is a solution of the linear
differential equation on Sd2n;
d
dt
KeðtÞ þLeðtÞKeðtÞ þ J2n ¼ 0: ð3:6Þ
Applying again Proposition 4.6 in [15] we conclude that the augmented system
ðA0;e; A1;e;y; Ar;e; QÞ is stable.
(ii)-(i) If the augmented system ðA0;e; A1;e;y; Ar;e; QÞ is stable then there exists
the C1 function Ke : I-S
d
2n which is bounded and uniformly positive and veriﬁes
the linear differential equation (3.5).
Let Keðt; iÞ ¼ K11ðt; iÞ K12ðt; iÞK12ðt; iÞ K22ðt; iÞ
 
be the partition induced by the partition of
the matrix Ak;eðt; iÞ: Set KjðtÞ ¼ ðKjjðt; 1Þ; Kjjðt; 2Þ;y; Kjjðt; dÞÞ; j ¼ 1; 2: By direct
calculation we obtain that t-KjðtÞ is a bounded and uniform positive solution of the
equation
d
dt
KjðtÞ þLj ðtÞKjðtÞ þ Jn ¼ 0; tAI; j ¼ 1; 2:
Thus from Proposition 4.6 in [15] we may conclude that the systems
ðA0; j ; A1;j;y; Ar;j; QÞ; j ¼ 1; 2 are stable and the proof is complete. &
B. Let A¼ðA0; A1;y; ArÞ; B¼ðB0; B1;y; BrÞ; C¼ðC0; C1;y; CrÞ; Ak : I-Mdn ;
Bk : I-M
d
n;m; Ck : I-M
d
p;n be continuous and bounded functions. Q ¼ ðqijÞ is a
matrix which veriﬁes (3.2).
Deﬁnition 3.5. (a) The triple ðA;B; QÞ is stabilizable if there exists F :I-Mdm;n
continuous and bounded function such that the system ðA0 þ B0F ; A1 þ
B1F ;y; Ar þ BrF ; QÞ is stable.
(b) We say that the triple ðC;A; QÞ is detectable if there exists L :I-Mdn;p
continuous and bounded function such that the system ðA0 þ LC0; A1 þ
LC1;y; Ar þ LCr; QÞ is stable.
A function F :I-Mdm;n with previous properties will be called ‘‘stabilizing
feedback gain’’ and a function L :I-Mdn;p will be called ‘‘stabilizing injection’’.
We assume that if AkðÞ; BkðÞ; CkðÞ are periodic function with period y and if
ðA;B; QÞ is stabilizable (ðC;A; QÞ is detectable, respectively) then there exists
a stabilizing feedback gain which is periodic function with period y (there exists
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a stabilizing injection which is periodic function with period y). Also, if AkðtÞ ¼
Ak; BkðtÞ ¼ Bk; CkðtÞ ¼ Ck; tAR and ðA;B; QÞ is stabilizable (ðC ; A; QÞ is
detectable, respectively), then there exists a stabilizing feedback gain which
is constant (there exists a stabilizing injection which is constant, respectively).
Set LF ðtÞ : Sdn-Sdn ; where
ðLF ðtÞHÞðiÞ ¼ ½A0ðt; iÞ þ B0ðt; iÞFðt; iÞ	HðiÞ þ HðiÞ½A0ðt; iÞ þ B0ðt; iÞFðt; iÞ	
þ
Xr
k¼1
½Akðt; iÞ þ Bkðt; iÞFðt; iÞ	HðiÞ½Akðt; iÞ þ Bkðt; iÞFðt; iÞ	
þ
Xd
j¼1
qjiHð jÞ; iAD; HASdn : ð3:7Þ
Let TF ðt; t0Þ be the linear evolution operator deﬁned by the differential equation
d
dt
SðtÞ ¼LF ðtÞSðtÞ:
It is obvious that the triple ðA;B; QÞ is stabilizable if there exists F :I-Mdm;n
continuous and bounded function, such that jjTF ðt; t0Þjjpbeaðtt0Þ; 8tXt0; t; t0AI
for some bX1; a40:
C. In the case when the matrix Q veriﬁes (2.5) and (3.2) we may associate the
following linear stochastic differential equation:
dxðtÞ ¼ A0ðt; ZðtÞÞxðtÞ dt þ
Xr
k¼1
Akðt; ZðtÞÞxðtÞ dwkðtÞ; tX0: ð3:8Þ
Let Fðt; t0Þ be the fundamental (random) matrix solution associated to Eq. (3.8).
We recall the following result proved in [15] which establishes a representation
formula of the operator Tðt; t0Þ in terms of the solutions of Eq. (3.8).
Lemma 3.6. If I ¼ ½0;NÞ and the elements of the matrix Q verify (2.5) and (3.2) then
we have
ðTðt; t0ÞHÞðiÞ ¼ E½Fðt; t0ÞHðZðtÞÞFðt; t0ÞjZðt0Þ ¼ i	; iAD; HASdn ; tXt0Xs:
Corollary 3.7. Under the assumptions in Lemma 3.6, the following are equivalent:
(a) the system ðA0; A1;y; Ar; QÞ is stable;
(b) the zero solution of system (3.8) is mean square exponentially stable, that is there
exist a40; bX1 such that
E½jFðt; t0Þx0j2jZðt0Þ ¼ i	pbeaðtt0Þjx0j2;
for all tXt0X0; iAD; x0ARn:
E½xjZðt0Þ ¼ i	 stands for conditional expectation on the event Zðt0Þ ¼ i:
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Necessary and sufﬁcient conditions concerning the mean square exponential
stability of the zero solution of the equations of type (3.8) may be found in
[15,29].
In the last part of this section we consider the following controlled stochastic
system:
dxðtÞ ¼ ½A0ðt; ZðtÞÞxðtÞ þ B0ðt; ZðtÞÞuðtÞ	 dt
þ
Xr
k¼1
½Akðt; ZðtÞÞxðtÞ þ Bkðt; ZðtÞÞuðtÞ	 dwkðtÞ
dyðtÞ ¼ C0ðt; ZðtÞÞxðtÞ dt þ
Xr
k¼1
Ckðt; ZðtÞÞxðtÞ dwkðtÞ ð3:9Þ
tX0; having the inputs uARm and the outputs yARp:
Deﬁnition 3.8.
(a) We say that system (3.9) is stochastically stabilizable if there exists a bounded
and continuous function F : ½0;NÞ-Mdm;n such that the zero solution of the
system
dxðtÞ ¼ ½A0ðt; ZðtÞÞ þ B0ðt; ZðtÞÞFðt; ZðtÞÞ	xðtÞ dt
þ
Xr
k¼1
½Akðt; ZðtÞÞ þ Bkðt; ZðtÞÞFðt; ZðtÞÞ	xðtÞ dwkðtÞ; tX0
is mean square exponentially stable.
(b) We say that system (3.9) is stochastically detectable if there exists a bounded and
continuous function L :I-Mdn;p such that the zero solution of the
system
dxðtÞ ¼ ½A0ðt; ZðtÞÞ þ Lðt; ZðtÞÞC0ðt; ZðtÞÞ	xðtÞ dt
þ
Xr
k¼1
½Akðt; ZðtÞÞ þ Lðt; ZðtÞÞCkðt; ZðtÞÞ	xðtÞ dwkðtÞ
is mean square exponentially stable.
Remark 3.9. From Lemma 3.6 and Proposition 4.6 in [15] it follows that system (3.9)
is stochastically stabilizable iff the triple ðA;B; QÞ is stabilizable and system (3.9) is
stochastically detectable iff the triple ðC;A; QÞ is detectable.
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4. Global solutions of systems of matrix rational differential equations
The system of nonlinear matrix differential equations (2.2) can be rewritten as a
nonlinear differential equation on Sdn as
dXðtÞ
dt
þLðtÞXðtÞ þ MðtÞ Pðt; X ðtÞÞR1ðt; XðtÞÞPðt; XðtÞÞ ¼ 0; ð4:1Þ
where LðtÞ :Sdn-Sdn is the adjoint operator of the operator LðtÞ deﬁned in (3.1)
under condition (3.2) X-Pðt; XÞ :Sdn-Mdm;n is an afﬁne operator deﬁned by
ðPðt; X ÞÞðiÞ ¼ B0ðt; iÞXðiÞ þ
Xr
k¼1
Bkðt; iÞXðiÞAkðt; iÞ þ Lðt; iÞ
iAD and X-Rðt; X Þ :Sdn-Sdm is an afﬁne operator deﬁned by
ðRðt; X ÞÞðiÞ ¼ Rðt; iÞ þ
Xr
k¼1
Bkðt; iÞX ðiÞBkðt; iÞ;
iAD; MðtÞ ¼ ðMðt; 1Þ; Mðt; 2Þ;y; Mðt; dÞÞASdn :
Deﬁnition 4.1. A C1 function X :I1-S
d
nðI1DI being an interval), XðtÞ ¼
ðXðt; 1Þ;y; Xðt; dÞÞ is said to be a solution of Eq. (4.1) if for every tAI1 and iAD
the matrix Rðt; XðtÞÞðiÞ is invertible and relations (2.2) hold for all tAI1 and iAD:
In this section, we shall investigate several properties of the solutions of Eq. (4.1)
which are globally deﬁned having some additional properties.
Deﬁnition 4.2. A solution X˜ :I-Sdn of Eq. (4.1) is called ‘‘stabilizing solution’’ if it
has the following properties:
(a)
inf
tAI
det Rðt; iÞ þ
Xr
k¼1
Bkðt; iÞX˜ðt; iÞBkðt; iÞ
" #
40; iAD: ð4:2Þ
(b) The system ðA0 þ B0F˜; A1 þ B1F˜;y; Ar þ BrF˜; QÞ is stable, where F˜ðtÞ ¼
ðF˜ðt; 1Þ; F˜ðt; 2Þ;y; F˜ðt; dÞÞ;
F˜ðt; iÞ ¼  Rðt; iÞ þ
Xr
k¼1
Bkðt; iÞX˜ðt; iÞBkðt; iÞ
" #1
B0ðt; iÞX˜ðt; iÞ
"
þ
Xr
k¼1
Bkðt; iÞX˜ðt; iÞAkðt; iÞ þ Lðt; iÞ
#
: ð4:3Þ
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Remark 4.3
(a) Condition (4.2) is assumed in order to be sure that the stabilizing feedback gain
in (4.3) is bounded.
(b) If in (4.1) ((2.2), respectively) we take Bkðt; iÞ ¼ 0; k ¼ 0; 1;yr; Lðt; iÞ ¼ 0 then
Eq. (4.1) reduces to the linear differential equation on Sdn ;
dXðtÞ
dt
þLðtÞX ðtÞ þ MðtÞ ¼ 0;
which will be termed the Liapunov-type differential equation on Sdn : In
this case a stabilizing solution means that the system ðA0; A1;yAr; QÞ is
stable.
Theorem 4.4. The differential equation (4.1) has at most one stabilizing and bounded
on I solution.
Proof. Let us suppose that the differential equation (4.1) has two bounded and
stabilizing solutions, Xl :I-S
d
n ; l ¼ 1; 2; hence the systems ðA0 þ B0Fl ; A1 þ
B1Fl ;y; Ar þ BrFl ; QÞ; l ¼ 1; 2 are stable, the stabilizing feedback gain being
deﬁned as in (4.3). By direct computation we obtain that:
d
dt
Xlðt; iÞ þ ½A0ðt; iÞ þ B0ðt; iÞF1ðt; iÞ	Xlðt; iÞ þ Xlðt; iÞ½A0ðt; iÞ þ B0ðt; iÞF2ðt; iÞ	
þ
Xr
k¼1
½Akðt; iÞ þ Bkðt; iÞF1ðt; iÞ	Xlðt; iÞ½Akðt; iÞ þ Bkðt; iÞF2ðt; iÞ	
þ
Xd
j¼1
qijXlðt; jÞ þ F 1 ðt; iÞRðt; iÞF2ðt; iÞ þ Mðt; iÞ þ Lðt; iÞF2ðt; iÞ þ F 1 ðt; iÞLðt; iÞ
¼ 0
l ¼ 1; 2; iAD; tAI:
Set Xˆ ðt; iÞ ¼ X1ðt; iÞ  X2ðt; iÞ; iAD; tAI and obtain that Xˆ ðtÞ ¼ ðXˆ ðt; 1Þ;
y; Xˆ ðt; dÞÞ is a bounded solution of the system:
d
dt
Xˆ ðt; iÞ þ ½A0ðt; iÞ þ B0ðt; iÞF1ðt; iÞ	Xˆ ðt; iÞ þ Xˆ ðt; iÞ½A0ðt; iÞ þ B0ðt; iÞF2ðt; iÞ	
þ
Xr
k¼1
½Akðt; iÞ þ Bkðt; iÞF1ðt; iÞ	Xˆ ðt; iÞ½Akðt; iÞ þ Bkðt; iÞF2ðt; iÞ	
þ
Xd
j¼1
qijXˆ ðt; jÞ ¼ 0; iAD; tAI: ð4:4Þ
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It is easy to see that (4.4) is equivalent to the following linear equation on Sd2n:
d
dt
Xˆ eðtÞ þLeðtÞXˆ eðtÞ ¼ 0; ð4:5Þ
where LeðtÞ :Sd2n-Sd2n:
½LeðtÞX 	ðiÞ ¼A0;eðt; iÞXðiÞ þ X ðiÞA0;eðt; iÞ þ
Xr
k¼1
Ak;eðt; iÞX ðiÞAk;eðt; iÞ
þ
Xd
j¼1
qjiXð jÞ
iAD; tAI;
Ak;eðt; iÞ ¼
Akðt; iÞ þ Bkðt; iÞF1ðt; iÞ 0
0 Akðt; iÞ þ Bkðt; iÞF2ðt; iÞ
 !
;
k ¼ 0; 1;yr:
Xˆ eðt; iÞ ¼
0 Xˆ ðt; iÞ
Xˆ ðt; iÞ 0
 !
:
Applying Proposition 3.4 we deduce that the system ðA0;e; A1;e;y; Ar;e; QÞ is stable
and from Proposition 3.3 we get that Eq. (4.5) has a unique bounded solution.
Therefore, Xˆ eðtÞ ¼ 0 and hence X1ðt; iÞ ¼ X2ðt; iÞ for all ðt; iÞAID; and the proof
is complete. &
The problem of the existence of a stabilizing and bounded solution for system
(2.2), or equivalently for Eq. (4.1) is in general, a difﬁcult problem.
The following auxiliary result which will be repeatedly used in next sections, is
easily obtained by algebraic computations:
Lemma 4.5. A function t-XðtÞ :I1CI-Sdn is a solution of Eq. (4.1) if and only if it
is a solution of the following modified equation:
d
dt
Xðt; iÞ þ ½A0ðt; iÞ þ B0ðt; iÞFðt; iÞ	X ðt; iÞ þ Xðt; iÞ½A0ðt; iÞ þ B0ðt; iÞFðt; iÞ	
þ
Xr
k¼1
½Akðt; iÞ þ Bkðt; iÞFðt; iÞ	X ðt; iÞ½Akðt; iÞ þ Bkðt; iÞFðt; iÞ	
þ
Xd
j¼1
qijXðt; jÞ  Xðt; iÞB0ðt; iÞ þ
Xr
k¼1
½Akðt; iÞ þ Bkðt; iÞFðt; iÞ	Xðt; iÞBkðt; iÞ
(
þ Lðt; iÞ þ F ðt; iÞRðt; iÞ
)
Rðt; iÞ þ
Xr
k¼1
Bkðt; iÞXðt; iÞBkðt; iÞ
( )1
fB0ðt; iÞXðt; iÞ
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þ
Xr
k¼1
Bkðt; iÞXðt; iÞ½Akðt; iÞ þ Bkðt; iÞFðt; iÞ	 þ Lðt; iÞ þ Rðt; iÞFðt; iÞg
þ Mðt; iÞ þ Fðt; iÞLðt; iÞ þ Lðt; iÞFðt; iÞ þ F ðt; iÞRðt; iÞFðt; iÞ ¼ 0;
iAD; tAI1 ð4:6Þ
for every feedback gain F :I1-M
d
m;n:
Now we present a result concerning the existence of a bounded and maximal
solution of Eq. (4.1). The proof is based on some ideas of Pandolﬁ in [37].
Theorem 4.6. Assume that:
(a) ðA;B; QÞ is stabilizable A ¼ ðA0; A1;y; ArÞ; B ¼ ðB0; B1;y; BrÞ;
(b) the differential inequality
d
dt
XðtÞ þLðtÞX ðtÞ Pðt; XðtÞÞR1ðt; X ðtÞÞPðt; X ðtÞÞ þ MðtÞX0 ð4:7Þ
has a bounded with bounded derivative solution Xˆ :I-Sdn which verifies
Rðt; Xˆ ðtÞÞb0: ð4:8Þ
Then the differential equation (4.1) has a bounded solution X˜ :I-Sdn such
that X˜ðtÞXXˆ ðtÞ for every solution Xˆ :I-Sdn of inequality (4.7) which
verifies (4.8).
The proof of the Theorem 4.6 is given in Appendix A.
Corollary 4.7. Assume:
(a) ðA;B; QÞ is stabilizable.
(b) Rðt; iÞXr2In; ðt; iÞAID:
(c) Mðt; iÞ  Lðt; iÞR1ðt; iÞLðt; iÞX0; ðt; iÞAID:
Under these conditions Eq. (4.1) has a bounded solution X˜ðtÞX0: Moreover,
X˜ðtÞXXˆ ðtÞ for any bounded and semipositive solution Xˆ ðtÞ of Eq. (4.1).
Proof. Under the considered assumptions Xˆ ðtÞ ¼ 0 solves the differential
inequality (4.7) and condition (4.8) and thus the assumptions of Theorem 4.6 are
fulﬁlled. &
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With the same technique as in Theorem 4.6 we may prove the following dual
result:
Theorem 4.8. We suppose that:
(a) ðA;B; QÞ is stabilizable;
(b) The differential inequality
d
dt
XðtÞ þLðtÞX ðtÞ Pðt; XðtÞÞR1ðt; X ðtÞÞPðt; X ðtÞÞ þ MðtÞp0 ð4:9Þ
has a bounded with bounded derivative solution Xˆ ðtÞ which verifies
Rðt; Xˆ ðtÞÞ50: ð4:10Þ
Under these conditions the differential equation (4.1) has a bounded solution X˜ðtÞ which
verifies X˜ðtÞpXˇðtÞ for all bounded solutions XˇðtÞ of inequality (4.9) which verify (4.10).
Theorem 4.9. The following are equivalent:
(i) The triple ðA;B; QÞ is stabilizable and the differential inequality
d
dt
XðtÞ þLðt; X ðtÞÞ Pðt; X ðtÞÞR1ðt; XðtÞÞPðt; XðtÞÞ þ MðtÞ
b0; tAI ð4:11Þ
has a bounded on I solution X which verifies (4.8).
(ii) The differential equation on Sdn (4.1) has a bounded on I and stabilizing solution
X˜ðtÞ which verifies Rðt; X˜ðtÞÞb0; tAI:
Proof. See Appendix B. &
Corollary 4.10. If Eq. (4.1) has a stabilizing and bounded on I solution X˜ which
verifies (4.8) then X˜ðtÞXXˆ ðtÞ for every solution Xˆ ðtÞ of inequality (4.7) which
verifies (4.8).
Proof. Suppose that (4.1) has a stabilizing and bounded on I solution X˜: Then by
Theorem 4.9 it follows that the assumptions of Theorem 4.6 are fulﬁlled. Therefore,
there exists a bounded solution Xˆ of (4.1) with the maximality property in Theorem
4.6. From the proof of Theorem 4.9 it follows that Xˆ is stabilizing. Hence by
Theorem 4.4 we have X˜ ¼ Xˆ and thus the proof is complete. &
In the last part of this section we focus our attention to the case when the
coefﬁcients of system (2.2) (and equivalently of Eq. (4.1)) satisfy the additional
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conditions:
Rðt; iÞXrIn40;
Mðt; iÞ  Lðt; iÞR1ðt; iÞLðt; iÞX0 ð4:12Þ
for all ðt; iÞAID; r40 not depending upon ðt; iÞ:
Conditions (4.12) are fulﬁlled for example when system (2.2) is related to the linear
quadratic problem with deﬁnite sign associated to the linear stochastic system (2.3)
and cost functional (2.4).
Here we consider a more general situation when the elements of the matrix Q
verify only condition (3.2).
Lemma 4.11. Assume that (4.12) holds. Then
(a) Let X :I1CI-Sdn be a solution of Eq. (4.1). If there exists tAI1 such that
X ðt; iÞX0; iAD; then X ðt; iÞX0 for all tAI1-ðN; t	:
(b) Let Xˆ :I1CI-Sdn ; Xˇ :I1CI-S
d
n be two solutions of Eq. (4.1).
If there exists tAI1 such that XˇðtÞXXˆ ðtÞX0; then XˇðtÞXXˆ ðtÞ for all
tAI1-ðN; t	:
Proof. (a) Let FðtÞ ¼ ðFðt; 1Þ; Fðt; 2Þ;y; Fðt; dÞÞ;
Fðt; iÞ ¼ ðRðt; X ðtÞÞðiÞÞ1Pðt; XðtÞÞðiÞ; tAI1; iAD:
From Lemma 4.5 one obtains that Eq. (4.1) veriﬁed by XðtÞ may be written as
follows
d
dt
X ðtÞ þLF ðtÞX ðtÞ þ M˜ðtÞ ¼ 0 ð4:13Þ
tAI1; where M˜ðtÞ ¼ ðM˜ðt; 1Þ;y; M˜ðt; dÞÞ;
M˜ðt; iÞ ¼Mðt; iÞ  Lðt; iÞR1ðt; iÞLðt; iÞ þ ½Rðt; iÞFðt; iÞ
þ Lðt; iÞ	R1ðt; iÞ½Rðt; iÞFðt; iÞ þ Lðt; iÞ	; ðt; iÞAI1 D:
From (4.12) it follows that M˜ðtÞX0; tAI1: If TF ðt; t0Þ is a linear evolution operator
over Sdn deﬁned by the linear differential equation:
d
dt
SðtÞ ¼LF ðtÞSðtÞ
then we obtain from (4.13) and (3.4);
XðtÞ ¼ TF ðt; tÞX ðtÞ þ
Z t
t
TF ðs; tÞM˜ðsÞ ds;
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ð8Þ tAI1-ðN; t	: Since TF ðs; tÞ :Sdn-Sdn is a positive operator we conclude that
XðtÞX0:
(b) Set FˇðtÞ ¼ ðFˇðt; 1Þ; Fˇðt; 2Þ;y; Fˇðt; dÞÞ and Fˆ ðtÞ ¼ ðFˆ ðt; 1Þ; Fˆ ðt; 2Þ;y; Fˆ ðt; dÞÞ
where
Fˇðt; iÞ ¼ ðRðt; XˇðtÞÞðiÞÞ1Pðt; XˇðtÞÞðiÞ
and
Fˆ ðt; iÞ ¼ ðRðt; Xˆ ðtÞÞðiÞÞ1Pðt; Xˆ ðtÞÞðiÞ:
Let Y ðtÞ be deﬁned by YðtÞ ¼ XˇðtÞ  Xˆ ðtÞ; tAI1: By using Lemma 4.5 one
concludes that Y ðtÞ is a solution of the afﬁne differential equation on Sdn
d
dt
YðtÞ þL
Fˇ
ðtÞYðtÞ þ MˇðtÞ ¼ 0; tAI1; ð4:14Þ
where LFˇðtÞ is deﬁned as in (3.7) with F replaced by Fˇ; MˇðtÞ ¼ ðMˇðt; 1Þ;y;
Mˇðt; dÞÞ;
Mˇðt; iÞ ¼ ½Fˇðt; iÞ  Fˆ ðt; iÞ	Rðt; Xˆ ðtÞÞðiÞ½Fˇðt; iÞ  Fˆ ðt; iÞ	; ðt; iÞAI1 D:
Based on part (a) of this lemma, we deduce that Xˆ ðtÞX0 hence Rðt; Xˆ ðtÞÞðiÞX0;
tAI1-ðN; t	; iAD: Let Tˇðt; t0Þ be the linear evolution operator on Sdn deﬁned
by the linear differential equation
d
dt
SðtÞ ¼LFˇðtÞSðtÞ:
We obtain the representation formula
YðtÞ ¼ Tˇ ðt; tÞY ðtÞ þ
Z t
t
Tˇðs; tÞMˇðsÞ ds:
The conclusion follows taking into account that Tˇ ðs; tÞ is a positive operator
on Sdn : &
For each tAI we denote XtðÞ the solution of Eq. (4.1) which veriﬁes the
condition Xtðt; iÞ ¼ 0; iAD:
Proposition 4.12. Assume that ðA;B; QÞ is stabilizable and (4.12) is fulfilled.
Then:
(i) For each tAI; the solution XtðÞ is defined on I-ðN; t	: Moreover, there exists
c40; such that 0pXtðtÞpcJn; 8tpt; tAI:
(ii) Xt1ðtÞpXt2ðtÞ 8tpt1ot2; tAI:
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Proof. (i) Let ItCðN; t	-I be the maximal interval on which XtðÞ is deﬁned.
From part (a) of Lemma 4.11 we have that XtðtÞX0; tAIt: Since ðA;B; QÞ is
stabilizable, there exists F 0 :I-Mdm;n continuous and bounded function, such that
the system ðA0 þ B0F 0; A1 þ B1F0;y; Ar þ BrF 0; QÞ is stable. Let X 0ðtÞ be the
unique bounded on I solution of the afﬁne Liapunov-type differential equation:
d
dt
X 0ðtÞ þLF0ðtÞX 0ðtÞ þ M0ðtÞ ¼ O;
where M0ðtÞ ¼ ðM0ðt; 1Þ; M0ðt; 2ÞyM0ðt; dÞÞ;
M0ðt; iÞ ¼ Mðt; iÞ þ Lðt; iÞF0ðt; iÞ þ ðF0ðt; iÞÞLðt; iÞ þ ðF0ðt; iÞÞRðt; iÞF 0ðt; iÞ:
Since (4.12) is fulﬁlled we obtain that M0ðtÞX0; tAI:
Hence there exists c40 such that 0pX 0ðtÞpcJn for all tAI: By direct
computation we obtain that X 0ðtÞ  XtðtÞ veriﬁes the afﬁne differential equation
of Liapunov type
d
dt
ðX 0ðtÞ  XtðtÞÞ þLF0ðtÞðX 0ðtÞ  XtðtÞÞ þ M˜0ðtÞ ¼ O; ð4:15Þ
tAIt where M˜0ðtÞ ¼ ðM˜0ðt; 1Þ; M˜0ðt; 2Þ;y; M˜0ðt; dÞÞ
M˜0ðt; iÞ ¼ ðF0ðt; iÞ  Ftðt; iÞÞRðt; XtðtÞÞðiÞðF0ðt; iÞ  Ftðt; iÞÞ;
ðt; iÞAJt D: Since XtðtÞX0 we get M˜0ðtÞX0; tAIt:
From (4.15) we deduce that
X 0ðtÞ  XtðtÞX0 ð4:16Þ
8tAIt which leads to 0pXtðtÞpX 0ðtÞpcJn; 8tAIt:
Therefore, t-XtðtÞ is bounded and thus we conclude that It ¼ ðN; t	-I:
(ii) Follows immediately from Lemma 4.11 and the proof is complete. &
Now we are able to prove:
Theorem 4.13. Assume that ðA;B; QÞ is stabilizable and the condition (4.12) is fulfilled.
Under these assumptions Eq. (4.1) has two bounded solutions X˜ :I-Sdn ;
*˜X :I-Sdn
with the property X˜ðtÞXXˆ ðtÞX *˜XðtÞX0 for all tAI; Xˆ ðtÞ being any bounded and
semipositive solution of Eq. (4.1).
Proof. The existence of the maximal solution X˜ðtÞ is guaranteed by the Corollary
4.7. It remains to prove the existence of the minimal solution *˜XðtÞ: To this end we
shall use the results of Proposition 4.12. We deﬁne *˜XðtÞ ¼ limt-NXtðtÞ; tAI:
Invoking the result of Proposition 4.12 we obtain that this limit exists.
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Since XtðtÞ is a bounded solution of (4.1) by standard argument based on
Lebesgue’s theorem we conclude that *˜XðtÞ is a solution of Eq. (4.1).
To check the minimality of *˜XðtÞ in the class of semipositive solutions of Eq. (4.1)
we shall use Lemma 4.11. If Xˆ ðÞ is a semipositive and bounded solution of Eq. (4.1)
then for each tAI we have Xˆ ðtÞX0 ¼ XtðtÞ:
Therefore XtðtÞpXˆ ðtÞ for all tpt; tAI:
Taking the limit for t-N we deduce that *˜XðtÞpXˆ ðtÞ; tAI and the proof
ends. &
From Theorem 4.9 (i)-(ii) we deduce easily:
Proposition 4.14. If there exists m40 such that
Mðt; iÞ Lðt; iÞ
Lðt; iÞ Rðt; iÞ
 !
XmInþm; ð8Þðt; iÞAID ð4:17Þ
then any semipositive and bounded solution of Eq. (4.1) is uniformly positive and
stabilizing.
Proof. Let X˜ :I-Sdn be a semipositive and bounded solution of Eq. (4.1). Based on
Lemma 4.5 Eq. (4.1) veriﬁed by X˜ may be rewritten as in (4.13). If (4.17) is fulﬁlled
then M˜ðtÞ in (4.13) is uniformly positive. Now, applying Proposition 4.6 in [15] to
Eq. (4.13) we deduce that X˜ is uniformly positive and the system ðA0 þ B0F˜; A1 þ
B1F˜;y; Ar þ BrF˜; QÞ is stable and the proof ends. &
Theorem 4.15. Assume ðA;B; QÞ is stabilizable and (4.17) is fulfilled. Then Eq. (4.1)
has a stabilizing and bounded on I solution X˜ðtÞ which is uniformly positive.
Proof. If (4.17) holds then (4.1) is fulﬁlled. &
From Theorem 4.13 we obtain that Eq. (4.1) has two bounded and semipositive
solutions X˜ðtÞ and *˜XðtÞ:
From Proposition 4.14 it follows that X˜ðtÞ and *˜XðtÞ are stabilizing and uniform
positive solutions of Eq. (4.1) and from Theorem 4.4 X˜ðtÞ ¼ *˜XðtÞ; 8tAI and the
proof ends. &
To obtain another sufﬁcient condition assuring the existence of the stabilizing
solution of Eq. (4.1) for which (4.12) holds we perform the factorization
Mðt; iÞ  Lðt; iÞR1ðt; iÞLðt; iÞ ¼ C0ðt; iÞC0ðt; iÞ: ð4:18Þ
We introduce the notation %Akðt; iÞ ¼ Akðt; iÞ  Bkðt; iÞR1ðt; iÞLðt; iÞ for all t; i; k:
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Consider the following linear system:
xðtÞ ¼ %A0ðt; ZðtÞÞxðtÞ dt þ
Xr
k¼1
%Akðt; ZðtÞÞxðtÞ dwkðtÞ; tX0
yðtÞ ¼ C0ðt; ZðtÞÞxðtÞ ð4:19Þ
We have:
Lemma 4.16. Consider that I ¼ Rþ and assume:
(a) (4.12) holds;
(b) system (4.19) is stochastically detectable;
(c) the elements of matrix Q verify (2.5) and (3.2).
Under these assumptions any semipositive and bounded solution of Eq. (4.1) is
stabilizing.
Proof. Let X˜ðtÞ ¼ ðX˜ðt; 1Þ; X˜ðt; 2Þ;y; X˜ðt; dÞÞ be a bounded and semipositive
solution of Eq. (4.1). By direct calculation we obtain:
d
dt
X˜ðt; iÞ þ ½A0ðt; iÞ þ B0ðt; iÞF˜ðt; iÞ	X˜ðt; iÞ þ X˜ðt; iÞ½A0ðt; iÞ þ B0ðt; iÞF˜ðt; iÞ	
þ
Xr
k¼1
ðAkðt; iÞ þ Bkðt; iÞF˜ðt; iÞÞX˜ðt; iÞðAkðt; iÞ þ Bkðt; iÞF˜ðt; iÞÞ
þ
Xd
j¼1
qijX˜ðt; jÞ þ C0ðt; iÞC0ðt; iÞ þ ðLðt; iÞ þ Rðt; iÞF˜ðt; iÞÞR1ðt; iÞ
 ðLðt; iÞ þ Rðt; iÞF˜ðt; iÞÞ ¼ 0 ð4:20Þ
F˜ðt; iÞ ¼ R1ðt; X˜ðtÞÞðiÞPðt; X˜ðtÞÞðiÞ; ðt; iÞAID:
Let ðt0; x0ÞARþ  Rn and denote x˜ðtÞ the solution of the problem:
dxðtÞ ¼ ½A0ðt; ZðtÞÞ þ B0ðt; ZðtÞÞF˜ðt; ZðtÞÞ	xðtÞ dt
þ
Xr
k¼1
½Akðt; ZðtÞÞ þ Bkðt; ZðtÞÞF˜ðt; ZðtÞÞ	xðtÞ dwkðtÞ; tXt0; ð4:21Þ
xðt0Þ ¼ x0:
Let us consider the function v : Rþ  Rn D-R deﬁned by vðt; x; iÞ ¼ xX˜ðt; iÞx:
Applying the Itoˆ type formula (see Theorem 3.1 in [15]) to the function v and to
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system (4.21) and using Eq. (4.20) we obtain
E½x˜ðtÞX˜ðt; ZðtÞÞx˜ðtÞjZðt0Þ ¼ i	  x0X˜ðt0; iÞx0
¼ E
Z t
t0
fjC0ðt; ZðtÞÞx˜ðtÞj2 þ jR12 ðt; ZðtÞÞðLðt; ZðtÞÞ

þ Rðt; ZðtÞÞF˜ðt; ZðtÞÞÞx˜ðtÞj2g dtjZðt0Þ ¼ i

; iAD
for all tXt0:
Since X˜ðtÞ is a semipositive bounded solution we get that there exists c140
such that:
E
Z N
t0
fjC0ðt; ZðtÞÞx˜ðtÞj2 þ jR12 ðt; ZðtÞÞðLðt; ZðtÞÞ

þ Rðt; ZðtÞÞF˜ðt; ZðtÞÞÞx˜ðtÞj2g dtjZðt0Þ ¼ i

pc1jx0j2: ð4:22Þ
From the detectability condition of system (4.19) we deduce that there exists
H : Rþ-Mdn;p bounded and continuous function such that the zero solution of
the system
dxðtÞ ¼ ½ %A0ðt; ZðtÞÞ þ Hðt; ZðtÞÞC0ðt; ZðtÞÞ	xðtÞ dt
þ
Xr
k¼1
%Akðt; ZðtÞÞxðtÞ dwkðtÞ
is mean square exponentially stable.
It is easy to see that (4.21) may be written as
dx˜ðtÞ ¼ ½ð %A0ðt; ZðtÞÞ þ Hðt; ZðtÞÞC0ðt; ZðtÞÞÞx˜ðtÞ þ f0ðtÞ	 dt
þ
Xr
k¼1
ð %Akðt; ZðtÞÞx˜ðtÞ þ fkðtÞÞ dwkðtÞ;
where
f0ðtÞ ¼  Hðt; ZðtÞÞC0ðt; ZðtÞÞx˜ðtÞ
þ B0ðt; ZðtÞÞR1ðt; ZðtÞÞðLðt; ZðtÞÞ þ Rðt; ZðtÞÞF˜ðt; ZðtÞÞÞx˜ðtÞ
fkðtÞ ¼ Bkðt; ZðtÞÞR1ðt; ZðtÞÞðLðt; ZðtÞÞ þ Rðt; ZðtÞÞF˜ðt; ZðtÞÞÞx˜ðtÞ;
k ¼ 1; 2;y; r:
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Reasoning as in the proof of Theorem 6.5 in [15] we deduce that the zero solution of
system (4.21) is mean square exponentially stable and the proof ends. &
Remark 4.17. The result of the previous lemma still holds if the output of system
(4.19) is replaced by an output of the form
dyðtÞ ¼ C0ðt; ZðtÞÞxðtÞ dt þ
Xr
k¼1
Ckðt; ZðtÞÞxðtÞ dwkðtÞ;
where the matrices Ckðt; iÞ are such that:
Mðt; iÞ  Lðt; iÞR1ðt; iÞLðt; iÞ ¼
Xr
k¼0
Ckðt; iÞCkðt; iÞ; ðt; iÞARþ D:
Theorem 4.18. Assume that ðA;B; QÞ is stabilizable and the assumptions in Lemma
4.16 hold. Then Eq. (4.1) has a bounded stabilizing and semipositive solution.
Proof. The proof follows immediately from Theorem 4.13 and Lemma 4.16. &
5. Periodic case
In this section our attention is focused on the case when the coefﬁcients of system
(2.2) are y-periodic functions.
It is easy to check that in this case we have
Lðt þ yÞX ¼LðtÞX ;
Pðt þ y; X Þ ¼ Pðt; X Þ;
Rðt þ y; XÞ ¼ Rðt; XÞ
for all tAI; XASdn :
Therefore, we can say that the coefﬁcients of the differential equation over Sdn
(4.1) are y-periodic functions.
Moreover, if F :I-Mdm;n is a y-periodic function, then LF ðt þ yÞX ¼LF ðtÞX ;
tAI; XASdn :
Also we have Tðt þ y; t0 þ yÞ ¼ Tðt; t0Þ for all t0; tAI: First we prove:
Theorem 5.1. Under the considered assumptions the bounded and stabilizing solution of
Eq. (4.1) (if it exists) is a y-periodic function.
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Proof. Let X˜ðtÞ ¼ ðX˜ðt; 1Þ;y; X˜ðt; dÞÞ be the bounded and stabilizing solution of
Eq. (4.1). Let Xˆ ðtÞ ¼ ðXˆ ðt; 1Þ;y; Xˆ ðt; dÞÞ be deﬁned by Xˆ ðt; iÞ ¼ X˜ðt þ y; iÞ: It is
easy to see that t-Xˆ ðtÞ is a bounded solution of Eq. (4.1).
Let F˜ðtÞ ¼ ðF˜ðt; 1Þ;y; F˜ðt; dÞÞ Fˆ ðtÞ ¼ ðFˆ ðt; 1Þ;y; Fˆ ðt; dÞÞ deﬁned by
F˜ðt; iÞ ¼ ðRðt; X˜ðtÞÞðiÞÞ1Pðt; X˜ðtÞÞðiÞ
Fˆ ðt; iÞ ¼ ðRðt; Xˆ ðtÞÞðiÞÞ1Pðt; Xˆ ðtÞÞðiÞ; iAD; tAI:
Denote T˜ðt; t0Þ and Tˆ ðt; t0Þ; respectively, the linear evolution operators over Sdn
deﬁned by the linear differential equations
d
dt
SðtÞ ¼LF˜ðtÞSðtÞ;
d
dt
SðtÞ ¼LFˆ ðtÞSðtÞ;
respectively.
By uniqueness arguments we get
Tˆ ðt; t0Þ ¼ T˜ðt þ y; t0 þ yÞ ð5:1Þ
for all tXt0; t; t0AI: Since X˜ðtÞ is a stabilizing solution of Eq. (4.1) we have
jjT˜ðt; t0Þjjpbeaðtt0Þ for all tXt0; t; t0AI with some bX1; a40:
From (5.1) we deduce that
jjTˆ ðt; t0Þjjpbeaðtt0Þ; tXt0;
which shows that t-Xˆ ðtÞ is also a stabilizing solution of Eq. (4.1).
Applying Theorem 4.4 we get that Xˆ ðtÞ ¼ X˜ðtÞ for all tAI; hence X˜ðt þ yÞ ¼ X˜ðtÞ
and the proof is complete. &
Corollary 5.2. Assume that Akðt; iÞ ¼ AkðiÞ; Bkðt; iÞ ¼ BkðiÞ; k ¼ 0; 1;y; r:
Mðt; iÞ ¼ MðiÞ; Lðt; iÞ ¼ LðiÞ and Rðt; iÞ ¼ RðiÞ; tAI; iAD: Then the stabilizing
solution of system (2.2), if it exists, is constant and solves the following system of
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nonlinear algebraic equations:
A0ðiÞXi þ XiA0ðiÞ þ
Xr
k¼1
AkðiÞXiAkðiÞ þ
Xd
j¼1
qijXj  XiB0ðiÞ
"
þ
Xr
k¼1
AkðiÞXiBkðiÞ þ LðiÞ
#
RðiÞ þ
Xr
k¼1
BkðiÞXiBkðiÞ
" #1
B0ðiÞXi
"
þ
Xr
k¼1
BkðiÞXiAkðiÞ þ LðiÞ
#
þ MðiÞ ¼ 0; iAD:
Concerning the existence of a periodic solution of Eq. (4.1) we have:
Theorem 5.3. Assume that the coefficients of Eq. (4.1) are y-periodic functions and the
assumptions of Theorem 4.6 are fulfilled. Under these conditions Eq. (4.1) has a
periodic solution X˜ðtÞ with the maximality property in Theorem 4.6.
Proof. According to Proposition 3.3 it follows that for each p ¼ 0; 1; 2y; t-X epðtÞ
considered in the proof of the Theorem 4.6 are y-periodic functions.
Hence X eðtÞ ¼ limp-NX epðtÞ is y-periodic function and ﬁnally X˜ðtÞ ¼ lime-0X eðtÞ
is a y-periodic function and the proof is complete. &
The result of the previous theorem extends to the case of Eq. (4.1) the result
proved in [5] where the matrix Riccati differential equation of deterministic
framework was considered.
Remark 5.4. Let us consider the afﬁne differential equation
d
dt
KðtÞ þLðtÞKðtÞ þ HðtÞ ¼ 0 ð5:2Þ
tAI; HðÞ;LðÞ being y-periodic functions.
Let K˜ðtÞ be a y-periodic solution of Eq. (5.2). Let t0AI be ﬁxed. We have:
K˜ðtÞ ¼ Tðt0 þ y; tÞK˜ðt0 þ yÞ þ
Z t0þy
t
Tðs; tÞHðsÞ ds ð5:3Þ
tpt0 þ y; tAI; Tðs; tÞ being the linear evolution operator over Sdn deﬁned by the
linear differential equation
d
dt
SðtÞ ¼LðtÞSðtÞ: ð5:4Þ
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The periodicity condition leads to
½J˜  Tðt0 þ y; t0Þ	K˜ðt0 þ yÞ ¼
Z t0þy
t0
Tðs; t0ÞHðsÞ ds;
J˜ :Sdn-S
d
n being the identity operator.
If the operator J˜  Tðt0 þ y; t0Þ is invertible we deduce
K˜ðt0 þ yÞ ¼ ðJ˜  Tðt0 þ y; t0ÞÞ1
Z t0þy
t0
Tðs; t0ÞHðsÞ ds
Thus (5.3) becomes: K˜ðtÞ ¼ R t0þy
t0
Gðt; sÞHðsÞ ds; t0ptpt0 þ y; where
Gðt; sÞ ¼ Tðt0 þ y; tÞ½J˜  Tðt0 þ y; t0Þ	1Tðs; t0Þ þ Tðs; tÞ
t0ptospt0 þ y;
Gðt; sÞ ¼ Tðt0 þ y; tÞ½J˜  Tðt0 þ y; t0Þ	1Tðs; t0Þ ð5:5Þ
for t0psptpt0 þ y: Gðt; sÞ is the Green function associated to Eq. (5.2).
If Eq. (5.4) has no y-periodic solution other than the zero solution then for each
t0AI the operator J˜  Tðt0 þ y; t0Þ is injective, hence it is invertible and therefore
J˜  Tðt0 þ y; t0Þ is invertible. This is the case for example, if the zero solution of
Eq. (5.4) is exponentially stable.
Now we are in position to prove the result of Theorem 4.9 in the periodic case:
Theorem 5.5. Assume that the coefficients of Eq. (4.1) are y-periodic functions. Then
the following are equivalent:
(i) ðA;B; QÞ is stabilizable and the differential inequality (4.11) has a y-periodic
solution which verifies (4.8).
(ii) Eq. (4.1) has a stabilizing y-periodic solution X˜ðtÞ which verifies (4.8).
Proof. (i)-(ii)
Applying Theorem 4.9 we deduce that Eq. (4.1) has a stabilizing and bounded on
I solution X˜ðtÞ which veriﬁes (4.8). Using Theorem 5.1 we conclude that X˜ðtÞ is a y-
periodic function too.
(ii)-(i)
If Eq. (4.1) has a stabilizing solution X˜ðtÞ; it follows that the triple ðA;B; QÞ is
stabilizable.
Let X˜ be a stabilizing and y-periodic solution of (4.1), which veriﬁes (4.8). We
know that FðtÞ ¼ R1ðt; X˜ðtÞÞPðt; X˜ðtÞÞ is a stabilizing and y-periodic feedback
gain.
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Consider Cf½t0; t0 þ y	;Sdng the space of continuous functions deﬁned on ½t0; t0 þ
y	 with the usual norm jjX jj ¼ suptA½t0;t0þy	jXðtÞj:
Let UCCf½t0; t0 þ y	;Sdng be the set of continuous functions Z : ½t0; t0 þ y	-Sdn
for which Rðt; ZðtÞÞðiÞb0; tA½t0; t0 þ y	; iAD:
Clearly the restriction of X˜ to the interval ½t0; t0 þ y	 belongs toU andU is an open
set. Consider the operator l :U ð1; 1Þ-Cf½t0; t0 þ y	;Sdng deﬁned by: lðX ; dÞ ¼
Y where
YðtÞ ¼
Z t0þy
t0
GF ðt; sÞ½MF ðsÞ þ dJn PF ðs; XðsÞÞR1ðs; XðsÞÞPF ðs; XðsÞÞ	 ds  X ðtÞ;
where GF ðt; sÞ is the Green function deﬁned as in (5.5) where the linear evolution
operator Tð; Þ is replaced by TF ð; Þ and MF and PF are deﬁned as in the proof of
Theorem 4.9.
Reasoning as in the proof of Theorem 4.9 we obtain that the equation lðX ; dÞ ¼ 0
has a solution XdðtÞ; tA½t0; t0 þ y	; dAð*d; *dÞ; XdAU: It is not difﬁcult to check that
Xdðt0Þ ¼ Xdðt0 þ yÞ; XdðtÞ; tA½t0; t0 þ d	 is a solution of (4.1) in which MðtÞ is
replaced by MðtÞ þ dJn: Taking dAð*d; 0Þ; the proof ends. &
Theorem 5.6. Assume that:
(a) the coefficients of system (2.2) are y-periodic functions and condition (4.12) is
fulfilled.
(b) ðA;B; QÞ is stabilizable. Then system (2.2) has two y-periodic solutions
X˜ :I-Sdn ;
*˜X :I-Sdn which verify X˜ðtÞXXˆ ðtÞX *˜XðtÞX0; tAI for any bounded
solution Xˆ ðÞ of system (2.2).
Proof. The existence of the maximal solution X˜ðtÞ is guaranteed by the Theorem 5.3.
It remains to show now the existence of a periodic solution *˜XðtÞ which is minimal
in the class of bounded and semipositive solutions.
To this end we consider for each tAI; XtðtÞ the solution of system (2.2) which
satisﬁes the terminal condition Xtðt; iÞ ¼ 0; iAD:
Set Xˆ tðtÞ ¼ Xtþyðt þ yÞ:
We have Xˆ tðt; iÞ ¼ 0 ¼ Xtðt; iÞ; iAD:
By uniqueness arguments it follows that Xˆ tðtÞ ¼ XtðtÞ; tpt; tAI:
As in the proof of Theorem 4.13 we can deﬁne *˜XðtÞ ¼ ð *˜Xðt; 1Þ; *˜Xðt; 2Þ;y; *˜Xðt; dÞÞ
by *˜Xðt; iÞ ¼ limt-NXtðt; iÞ; ðt; iÞAID which is a minimal semipositive solution
of Eq. (4.1) and equivalently of system (2.2). We have
*˜Xðt; iÞ ¼ lim
t-N
Xtðt; iÞ ¼ lim
t-N
X˜tðt; iÞ ¼ lim
t-N
Xtþyðt þ y; iÞ ¼ *˜Xðt þ y; iÞ
which shows that *˜X is a y-periodic and the proof is complete. &
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6. Conclusions
In this paper a class of nonlinear matrix differential equations containing as
particular cases systems of coupled Riccati differential equations arising in connection
with some problems of control of linear stochastic systems, subjected to both
multiplicative white noise perturbations and Markovian jumping are considered.
Our goal is to investigate conditions which guarantees the existence of global
solutions of such class of differential equations as: maximal solution, bounded and
stabilizing solution, minimal solution.
The systems of matrix differential equations, considered in this paper, were
rewritten as nonlinear differential equation over a ﬁnite-dimensional Hilbert space
adequately choose.
This rewriting allow us to operate with the properties of the linear evolution
operators deﬁned by linear differential equations of Liapunov-type over Sdn :
The most important and powerful property is the positivity of linear evolution
operators associated to Liapunov-type differential equations, which allows us to
prove some comparison results both for solutions of linear differential equations and
nonlinear differential equation of considered type.
Whenever possible, we avoid the probabilistic arguments and therefore we
consider that the results proved here are accessible to those readers who are not
familiar to the stochastic framework.
Appendix
A.1. The proof of the Theorem 4.6
Since ðA;B; QÞ is stabilizable there exists a feedback gain F˜ :I-Mdm;n bounded
and continuous function such that the system ðA0 þ B0F˜; A1 þ B1F˜;y; Ar þ BrF˜; QÞ
is stable. Let Xˆ be a bounded solution with bounded derivative of (4.7) which
veriﬁes (4.8). Set
Mˆ ðtÞ ¼ Pðt; Xˆ ðtÞÞR1ðt; Xˆ ðtÞÞPðt; Xˆ ðtÞÞ  MðtÞ LðtÞXˆ ðtÞ  d
dt
Xˆ ðtÞ:
Obviously Mˆ ðtÞp0; tAI and Xˆ ðÞ solves the nonlinear equation:
d
dt
Xˆ ðtÞ þLðtÞXˆ ðtÞ Pðt; Xˆ ðtÞÞR1ðt; Xˆ ðtÞÞPðt; Xˆ ðtÞÞ þ MðtÞ þ Mˆ ðtÞ ¼ 0:
ðA:1Þ
Let e40 be ﬁxed and we deﬁne X e0ðtÞ ¼ ðX e0ðt; 1Þ;y; X e0ðt; dÞÞ the unique bounded
solution of the linear equation on Sdn :
d
dt
XðtÞ þL
F˜
ðtÞX ðtÞ þ MF˜ðtÞ þ eJn ¼ 0 ðA:2Þ
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tAI where MF˜ðtÞ ¼ ðMF˜ðt; 1Þ;y; MF˜ðt; dÞÞ
MF˜ðt; iÞ ¼ ðIn F˜ðt; iÞÞ
Mðt; iÞ Lðt; iÞ
Lðt; iÞ Rðt; iÞ
 !
In
F˜ðt; iÞ
 !
and LF˜ðtÞ is deﬁned as in (3.7). We show that there exists m40 such that:
X e0ðtÞ  Xˆ ðtÞXmJn
for all ðt; iÞAID:
Indeed, by Lemma 4.5 Eq. (A.1) will be written:
d
dt
Xˆ ðtÞ þL
F˜
ðtÞXˆ ðtÞ þ MF˜ðtÞ  ðF˜ðtÞ  Fˆ ðtÞÞRðt; Xˆ ðtÞÞðF˜ðtÞ
 Fˆ ðtÞÞ þ Mˆ ðtÞ ¼ 0; ðA:3Þ
where Fˆ ðtÞ ¼ ðFˆ ðt; 1Þ;y; Fˆ ðt; dÞÞ with
Fˆ ðt; iÞ ¼ ½Rðt; Xˆ ðtÞÞðiÞ	1Pðt; Xˆ ðtÞÞðiÞ; iAD; tAI:
Subtracting (A.3) from (A.2) we obtain that t-X e0ðtÞ  Xˆ ðtÞ veriﬁes the following
linear differential equation on Sdn :
d
dt
½X e0ðtÞ  Xˆ ðtÞ	 þLF˜ðtÞ½X e0ðtÞ  Xˆ ðtÞ	 þ eJn þ D0ðtÞ ¼ 0; tAI; ðA:4Þ
where D0ðtÞ ¼ ðD0ðt; 1Þ;y;D0ðt; dÞÞ;
D0ðt; iÞ ¼ ðF˜ðt; iÞ  Fˆ ðt; iÞÞRðt; Xˆ ðtÞÞðiÞðF˜ðt; iÞ  Fˆ ðt; iÞÞ  Mˆ ðt; iÞX0;
iAD; tAI:
Let TF˜ðt; t0Þ be the linear evolution operator on Sdn associated to the differential
equation
d
dt
SðtÞ ¼LF˜ðtÞSðtÞ:
Since F˜ is a stabilizing feedback gain then we have that jjT
F˜
ðt; t0Þjjp
beaðtt0Þ; 8tXt0 (for some bX1; a40).
From (A.4) and (3.4) we obtain the representation formula
X e0ðtÞ  Xˆ ðtÞ ¼
Z N
t
T
F˜
ðs; tÞ½eJn þ D0ðsÞ	 ds:
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Since T
F˜
ðs; tÞ is a linear positive operator we get
X e0ðtÞ  Xˆ ðtÞXe
Z N
t
T
F˜
ðs; tÞJn ds; tAI:
From Proposition 4.4 in [15] we deduce that there exists g40 such that
T
F˜
ðs; tÞJnXegðstÞJn:
Therefore,
X e0ðtÞ  Xˆ ðtÞX
e
g
Jn; 8 tAI: ðA:5Þ
Combining (A.5) with (4.8) we conclude that Rðt; X e0ðtÞÞðiÞXnIn40; 8tAI; iAD
for some positive constant n:
Set F e0ðt; iÞ ¼ ðRðt; X e0ðtÞÞðiÞÞ1Pðt; X e0ðtÞÞðiÞ; tAI; iAD:
We prove that F e0ðtÞ ¼ ðF e0ðt; 1Þ; F e0ðt; 2Þ;y; F e0ðt; dÞÞ is a stabilizing feedback gain.
We rewrite Eqs. (A.2) and (A.1) as
d
dt
X e0ðtÞ þLF e
0
ðtÞX e0ðtÞ þ MF e0ðtÞ þ eJn þ ðF e0ðtÞ  F˜ðtÞÞ
Rðt; X e0ðtÞÞðF e0ðtÞ
 F˜ðtÞÞ ¼ 0;
d
dt
Xˆ ðtÞ þLF e
0
ðtÞXˆ ðtÞ þ MF e
0
ðtÞ  ðF e0ðtÞ  Fˆ ðtÞÞRðt; Xˆ ðtÞÞðF e0ðtÞ
 Fˆ ðtÞÞ þ Mˆ ðtÞ ¼ 0:
We get
d
dt
ðX e0ðtÞ  Xˆ ðtÞÞ þLF e
0
ðtÞðX e0ðtÞ  Xˆ ðtÞÞ þ eJn  Mˆ ðtÞ
þ ðF e0ðtÞ  F˜ðtÞÞRðt; X e0ðtÞÞðF e0ðtÞ  F˜ðtÞÞ
þ ðF e0ðtÞ  Fˆ ðtÞÞRðt; Xˆ ðtÞÞðF e0ðtÞ  Fˆ ðtÞÞ ¼ 0: ðA:6Þ
From (A.5) and (A.6) we deduce that t-X e0ðtÞ  Xˆ ðtÞ is a bounded and uniform
positive solution of the differential inequality on Sdn :
d
dt
XðtÞ þLF e
0
ðtÞX ðtÞ þ eJnp0;
LF e
0
ðtÞ being as in (3.7) with F replaced by F e0:
Applying Proposition 4.6 in [15] we deduce that the system ðA0 þ B0F e0; A1 þ
B1F
e
0;y; Ar þ BrF e0; QÞ is stable.
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Using ðX e0ðtÞ; F e0ðtÞÞ as a initial step we shall construct iteratively bounded
functions X epðtÞ ¼ ðX epðt; 1Þ;y; X epðt; dÞÞ; F epðtÞ ¼ ðF epðt; 1Þ;y; F epðt; dÞÞ; p ¼ 0; 1;
2y with the properties:
(a)
X epðtÞbXˆ ðtÞ; tAI
for arbitrary Xˆ ðtÞ verifying (4.7), (4.8).
(b) the system ðA0 þ B0F ep; A1 þ B1F ep;y; Ar þ BrF ep; QÞ is stable 8p ¼ 0; 1; 2y :
(c)
X ep1ðtÞXX epðtÞ; tAI:
If the system ðA0 þ B0F ep1; A1 þ B1F ep1;y; Ar þ BrF ep1; QÞ is stable we construct
X epðtÞ ¼ ðX epðt; 1Þ; X epðt; 2Þ;y; X epðt; dÞÞ as the unique bounded on I solution of the
following linear differential equation on Sdn :
d
dt
X epðtÞ þLF e
p1
ðtÞX epðtÞ þ MF ep1ðtÞ þ eJn ¼ 0 ðA:7Þ
tAI: We show that X epðtÞ  Xˆ ðtÞXmpJn; 8tAI for positive constant mp:
Eq. (A.1) may be rewritten as
d
dt
Xˆ ðtÞ þLF e
p1
ðtÞXˆ ðtÞ þ MF e
p1ðtÞ  ðF ep1ðtÞ
 Fˆ ðtÞÞRðt; Xˆ ðtÞÞðF ep1ðtÞ  Fˆ ðtÞÞ þ Mˆ ðtÞ ¼ 0: ðA:8Þ
Subtracting (A.8) from (A.7) we deduce that t-X epðtÞ  Xˆ ðtÞ is a bounded on I
solution of the linear equation on Sdn :
d
dt
X ðtÞ þLF e
p1
ðtÞX ðtÞ þ eJn þ Dp1ðtÞ ¼ 0; ðA:9Þ
where LF e
p1ðtÞ is deﬁned as in (3.7), F being replaced by F ep1 and Dp1ðtÞ ¼
ðDp1ðt; 1Þ;y;Dp1ðt; dÞÞ;
Dp1ðt; iÞ ¼ Mˆ ðt; iÞ þ ðF ep1ðt; iÞ  Fˆ ðt; iÞÞRðt; Xˆ ðtÞÞðiÞðF ep1ðt; iÞ  Fˆ ðt; iÞÞ;
Dp1ðt; iÞX0; 8iAD; tAI:
Let Tp1ðt; t0Þ be the linear evolution operator on Sdn deﬁned by the linear
differential equation
d
dt
SðtÞ ¼LF e
p1ðtÞSðtÞ:
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Since the system ðA0 þ B0F ep1; A1 þ B1F ep1;y; Ar þ BrF ep1; QÞ is stable we have
jjTp1ðt; t0Þjjpbeaðtt0Þ
8tXt0; t; t0AI (for some bX1; a40 possibly depending upon p).
Based on the Proposition 3.3 we deduce that Eq. (A.9) has a unique bounded onI
solution, that is
X epðtÞ  Xˆ ðtÞ ¼
Z N
t
Tp1ðs; tÞ½eJn þ Dp1ðsÞ	 ds:
Applying again Proposition 4.4 in [15] we deduce that there exists g40 (possible
depending upon p) such that:
X epðtÞ  Xˆ ðtÞX
e
g
Jn: ðA:10Þ
Therefore was shown that XpðtÞ satisﬁes condition (a).
From (A.10) and (4.8) it follows that
Rðt; X epðtÞÞX#gJn
8tAI , for some #g40:
Deﬁne F epðtÞ¼ ðF epðt; 1Þ;y; F epðt; dÞÞ by F epðt; iÞ ¼ ½Rðt; X epðtÞÞðiÞ	1Pðt; X epðtÞÞðiÞ:
We show that F epðtÞ is a stabilizing feedback gain.
Indeed we have to check that the system ðA0 þ B0F ep;y; Ar þ BrF ep; QÞ is stable.
To this end we rewrite Eqs. (A.7) and (A.8)
d
dt
X epðtÞ þLF epðtÞX
e
pðtÞ þ eJn þ MF epðtÞ þ ðF epðtÞ  F ep1ðtÞÞ
Rðt; X epðtÞÞðF epðtÞ  F ep1ðtÞÞ ¼ 0;
d
dt
Xˆ ðtÞ þLF epðtÞXˆ ðtÞ þ MF epðtÞ  ðF
e
pðtÞ  Fˆ ðtÞÞRðt; Xˆ ðtÞÞðF epðtÞ
 Fˆ ðtÞÞ þ Mˆ ðtÞ ¼ 0:
Hence,
d
dt
½X epðtÞ  Xˆ ðtÞ	 þLF epðtÞðX
e
pðtÞ  Xˆ ðtÞÞ þ eJn þ ðF epðtÞ  F ep1ðtÞÞRðt; X epðtÞÞ
 ðF epðtÞ  F ep1ðtÞÞ þ ðF epðtÞ  Fˆ ðtÞÞRðt; Xˆ ðtÞÞðF epðtÞ  Fˆ ðtÞÞ  Mˆ ðtÞ ¼ 0:
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Hence t-X epðtÞ  Xˆ ðtÞ is a bounded solution of the linear differential inequality:
d
dt
XðtÞ þLF epðtÞX ðtÞ þ eJnp0:
Taking into account (A.10) and Proposition 4.6 in [15] we obtain that the system
ðA0 þ B0F ep; A1 þ B1F ep;y; Ar þ BrF ep; QÞ is stable. Thus we have shown that (b) is
fulﬁlled.
Writing the linear differential equation (A.7) corresponding to X ep1ðtÞ in
the form
d
dt
X ep1ðtÞ þLF e
p1
ðtÞX ep1ðtÞ þ MF ep1ðtÞ þ eJn þ ðF ep1ðtÞ
 F ep2ðtÞÞRðt; X ep1ðtÞÞðF ep1ðtÞ  F ep2ðtÞÞ ¼ 0
we deduce
d
dt
ðX ep1ðtÞ  X epðtÞÞ þLF e
p1
ðtÞðX ep1ðtÞ  X epðtÞÞ
þ ðF ep1ðtÞ  F ep2ðtÞÞRðt; X ep1ðtÞÞðF ep1ðtÞ  F ep2ðtÞÞ ¼ 0:
Since the system ðA0 þ B0F ep1; A1 þ B1F ep1;y; Ar þ BrF ep1; QÞ is stable, it follows
that X ep1ðtÞ  X epðtÞX0; 8tAI and (c) is fulﬁlled.
From (a) and (c) it follows that the sequence fX epðtÞg is convergent.
Set X eðtÞ ¼ limp-NX epðtÞ:
By standard arguments we now obtain that t-X eðtÞ ¼ ðX eðt; 1Þ;y; X eðt; dÞÞ is a
bounded solution of the system of rational differential equations:
d
dt
Xðt; iÞ þ A0ðt; iÞXðt; iÞ þ Xðt; iÞA0ðt; iÞ þ
Xr
k¼1
Akðt; iÞXðt; iÞAkðt; iÞ
þ
Xd
j¼1
qijXðt; jÞ  X ðt; iÞB0ðt; iÞ þ
Xr
k¼1
Akðt; iÞXðt; iÞBkðt; iÞ þ Lðt; iÞ
" #
 Rðt; iÞ þ
Xr
k¼1
Bkðt; iÞXðt; iÞBkðt; iÞ
" #1
B0ðt; iÞXðt; iÞ
"
þ
Xr
k¼1
Bkðt; iÞX ðt; iÞAkðt; iÞ þ Lðt; iÞ
#
þ Mðt; iÞ þ eIn ¼ 0; ðA:11Þ
iAD: Moreover, we have
X eðt; iÞXXˆ ðt; iÞ; iAD; tAI; e40: ðA:12Þ
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Since the construction of X epðt; iÞ does not depend upon the choice of Xˆ we conclude
that (A.12) still holds if Xˆ ðtÞ is replaced by any bounded solution of (4.7) which
veriﬁes (4.8).
From (A.12) we obtain that Rðt; X eðtÞÞðiÞb0 and therefore it is well deﬁned the
feedback gain F eðtÞ ¼ ðF eðt; 1Þ;y; F eðt; dÞÞ; by
F eðt; iÞ ¼ ½½Rðt; X eðtÞÞ	ðiÞ	1Pðt; X eðtÞÞðiÞ:
Now we show that e-X eðtÞ is an increasing function. We take e1oe2: By direct
calculation we obtain that system (A.11) for e ¼ e1 may be written
d
dt
X e1ðtÞ þL
F
e2
p1
ðtÞX e1ðtÞ þ MF e2
p1
ðtÞ þ ðF e2p1ðtÞ  F e1ðtÞÞRðt; X e1ðtÞÞ
 ðF e2p1ðtÞ  F e1ðtÞÞ þ e1Jn ¼ 0: ðA:13Þ
From (A.13) and (A.7) for e ¼ e2 we obtain
d
dt
ðX e2p ðtÞ  X e1ðtÞÞ þLF e2
p1
ðtÞðX e2p ðtÞ  X e1ðtÞÞ þ ðF e2p1ðtÞ  F e1ðtÞÞ
Rðt; X e1ðtÞÞðF e2p1ðtÞ  F e1ðtÞÞ þ ðe2  e1ÞJn ¼ 0;
which leads to X e2p ðtÞ  X e1ðtÞX0; tAI; pAN: Taking the limit for p-N we get
X e2ðtÞXX e1ðtÞ; 8tAI: ðA:14Þ
Let ek; kAN be a sequence of positive real numbers, ek4ekþ1 and limk-Nek ¼ 0:
From (A.12) and (A.14) we have X ekðtÞXX ekþ1ðtÞXXˆ ðtÞ; 8tAI; kAN:
Therefore the function X˜ðtÞ is well-deﬁned by X˜ðtÞ ¼ limk-NX ekðtÞ; tAI:
By standard argument we can show that X˜ðtÞ ¼ ðX˜ðt; 1Þ; X˜ðt; 2Þ;y; X˜ðt; dÞÞ is a
bounded solution of Eq. (4.1) and the proof of Theorem 4.6 is complete.
B.1. The proof of Theorem 4.9
(i))(ii) Let Xˆ be a bounded on I solution with bounded derivative of (4.11)
which veriﬁes (4.8). Based on Theorem 4.6 we deduce that Eq. (4.1) has a bounded
solution X˜ :I-Sdn which veriﬁes X˜ðtÞXXˆ ðtÞ: We show that X˜ðtÞ is a stabilizing
solution of Eq. (4.1).
Set
Mˆ ðtÞ ¼ Pðt; Xˆ ðtÞÞR1ðt; Xˆ ðtÞÞPðt; Xˆ ðtÞÞ  MðtÞ LðtÞXˆ ðtÞ  d
dt
Xˆ ðtÞ
and F˜ðtÞ ¼ R1ðt; X˜ðtÞÞPðt; X˜ðtÞÞ:
It is obvious that Mˆ ðtÞ50:
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By direct calculation we get
d
dt
X˜ðtÞ þL
F˜
ðtÞX˜ðtÞ þ MF˜ðtÞ ¼ 0:
Since Xˆ veriﬁes (A.3) one gets
d
dt
½X˜ðtÞ  Xˆ ðtÞ	 þL
F˜
ðtÞðX˜ðtÞ  Xˆ ðtÞÞ þ ðF˜ðtÞ  Fˆ ðtÞÞRðt; Xˆ ðtÞÞðF˜ðtÞ
 Fˆ ðtÞÞ  Mˆ ðtÞ ¼ 0: ðB:1Þ
Since ðF˜ðtÞ  Fˆ ðtÞÞRðt; Xˆ ðtÞÞðF˜ðtÞ  Fˆ ðtÞÞ  Mˆ ðtÞb0 using the results of Section 4
in [15] we deduce that the system ðA0 þ B0F˜; A1 þ B1F˜;y; Ar þ BrF˜; QÞ is stable,
hence X˜ðtÞ is a stabilizing solution of Eq. (4.1).
(ii)-(i) If Eq. (4.1) has a stabilizing solution X˜ðtÞ then the triple ðA;B; QÞ is
stabilizable. Let X˜ :I-Sdn be the bounded stabilizing solution of (4.1) which
veriﬁes Rðt; X˜ðtÞb0; tAI: Let FðtÞ be the stabilizing feedback gain deﬁned by
FðtÞ ¼ R1ðt; X˜ðtÞÞPðt; X˜ðtÞÞ:
Deﬁne PF ðt; XÞ :Sdn-Mdm;n by PF ðt; XÞðiÞ ¼ B0ðt; iÞXðiÞ þ
Pr
k¼1 B

kðt; iÞXðiÞ
ðAkðt; iÞ þ Bkðt; iÞFðt; iÞÞ þ Lðt; iÞ þ Rðt; iÞFðt; iÞ; iAD and MF ðtÞ ¼ ðMF ðt; 1Þ;y;
MF ðt; dÞÞ;
MF ðt; iÞ ¼ Mðt; iÞ þ Lðt; iÞFðt; iÞ þ Fðt; iÞLðt; iÞ þ F ðt; iÞRðt; iÞFðt; iÞ;
iAD; tAI; where Fðt; iÞ ¼ FðtÞðiÞ:
Let TF ðt; t0Þ be the linear evolution operator deﬁned by the equation
d
dt
SðtÞ ¼LF ðtÞSðtÞ:
Since F is a stabilizing feedback gain we have jjTF ðt; t0Þjjpbeaðtt0Þ; for all
tXt0; t0AI; with some a40; bX1:
Let CðI;SdnÞ be the Banach space of all bounded and continuous functions
deﬁned on I with values in Sdn : Since Rðt; X˜ðtÞÞb0; tAI there exists an open set
UCCðI;SdnÞ such that X˜AU and Rðt; XðtÞÞb0; tAI for all XAU:
Consider the operator C :U R-CðI;SdnÞ deﬁned by
CðX ; dÞðtÞ ¼
Z N
t
TF ðs; tÞ½MF ðsÞ þ dJn PF ðs; XðsÞÞR1ðs; XðsÞÞPF ðs; XðsÞÞ	ds  XðtÞ:
We shall apply the implicit function theorem to the equation
CðX ; dÞ ¼ 0 ðB:2Þ
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to show that there exists a function XdAU such that
XdðtÞ ¼
Z N
t
TF ðs; tÞ½MF ðsÞ þ dJn PF ðs; XdðsÞÞR1ðs; XdðsÞÞPF ðs; XdðsÞÞ	 ds
for jdj small enough.
It is easy to verify that ðX˜; 0Þ is a solution of (B.2).
We show that D1CðX˜; 0Þ : CðI;SdnÞ-CðI;SdnÞ is an isomorphism, D1C being
the derivative of C with respect to the ﬁrst argument.
Since D1CðX˜; 0ÞY ¼ lime-01eðCðX˜ þ eY ; 0Þ CðX˜; 0ÞÞ and PF ðt; X˜ðtÞÞ ¼ 0; one
can easily verify that D1CðX˜; 0ÞY ¼ Y and therefore D1CðX˜; 0Þ ¼ I˜C ; I˜C being
the identity operator on CðI;Sdn : Also D1CðX ; dÞ is continuous. Applying the
implicit function theorem we deduce that there exist *d40 and a continuous function
d-Xd : ð*d; *dÞ-U which solves CðXd; dÞ ¼ 0: It is easy to see that for
dAð*d; 0Þ; XdðtÞ will be a solution of inequality (4.11) with required properties,
and the proof ends.
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