Abstract. We present a new method to derive reliable photometry of extended spherically symmetric sources from HST images (WFPC2, ACS/WFC and NICMOS/NIC2 cameras), extending existing studies of point sources and marginally resolved sources. We develop a new approach to accurately determine intrinsic sizes of extended spherically symmetric sources, such as star clusters in galaxies beyond the Local Group (at distances 20 Mpc), and provide a detailed cookbook to perform aperture photometry on such sources, by determining size-dependent aperture corrections (ACs) and taking sky oversubtraction as a function of source size into account. In an extensive Appendix, we provide the parameters of polynomial relations between the FWHM of various input profiles and those obtained by fitting a Gaussian profile (which we have used for reasons of computational robustness, although the exact model profile used is irrelevant), and between the intrinsic and measured FWHM of the cluster and the derived AC. Both relations are given for a number of physically relevant cluster light profiles, intrinsic and observational parameters. AC relations are provided for a wide range of apertures. Depending on the size of the source and the annuli used for the photometry, the absolute magnitude of such extended objects can be underestimated by up to 3 mag, corresponding to an error in mass of a factor of 15. We carefully compare our results to those from the more widely used DeltaMag method, and find an improvement of a factor of 3-40 in both the size determination and the AC.
Introduction
We present a new method to determine photometric properties of extended spherically symmetric sources in Hubble Space Telescope (HST) data obtained with the Wide Field and Planetary Camera 2 (WFPC2), the Advanced Camera for Surveys / Wide Field Camera (ACS/WFC), and camera 2 of the Near Infrared Camera and Multi Object Spectrometer (NICMOS).
When studying extragalactic star clusters (SCs) at high spatial resolution, such as with the HST, the accuracy of "classical" photometric methods becomes insufficient. Ideally, fitting the point-spread functions (PSFs) is desirable for sources in crowded fields and with variable background fluxes. However, this is difficult since SCs at distances of 20 Mpc appear extended on the HST images and, as a consequence, PSF fitting techniques will underestimate their true fluxes.
Send offprint requests to: P. Anders With the best spatial resolution possible to achieve today (∼ 0.05 arcsec with the HST, namely using WFPC2/PC, ACS/WFC and ACS/HRC) many nearby clusters are clearly resolved. We define a "clearly resolved" cluster conservatively as having 1.2 × the PSF size, and hence an observed cluster FWHM roughly of the order of 2.3 pixels (see Table A .1). As will be shown below, these 2.3 pixel correspond to an intrinsic cluster FWHM on the order of 0.5 pixel.
In addition, the high spatial resolution of the WFPC2 and ACS cameras undersample the PSF. For marginally extended sources, a satisfactory solution to this undersampling problem has recently been included in the HSTphot PSF fitting software package custom-written to handle HST photometry (Dolphin 2000) .
Measuring the light in a fixed annulus around the central source coordinates, as commonly done in aperture photometry, can in principle correct for both the undersampled PSF and source size. However, when studying a population of sources with variable sizes, as for extragalactic SC systems in general, using a fixed aperture will underestimate the flux of the larger sources with respect to that of the point-like sources.
Many extragalactic SC studies have tried to estimate the size of the sources based on the magnitude difference in different apertures (we will refer to this as the "DeltaMag method"), and compare these to either model clusters (usually assuming Gaussian light profiles; e.g. Whitmore et al. 1993; Whitmore & Schweizer 1995; Zepf et al. 1999 ) and/or observed star profiles (e.g. Zepf et al. 1999) . Sometimes, multiple apertures and cumulative light distributions are used, thus enhancing reliability (e.g. Puzia et al. 1999) . However, as shown in de Grijs et al. (2001) , the presence of a variable, structured background strongly compromises the results from the DeltaMag method.
In the same studies, estimates of aperture corrections (ACs) needed to account for the finite size of the objects are given, again on the basis of either model clusters (e.g. Whitmore & Schweizer 1995) or isolated clusters in the science images of interest (e.g. Miller et al. 1997; Carlson et al. 1998) , mostly determined for a subset of clusters and applied to the whole sample -independent of object size. Some authors do attempt to use size-dependent ACs (e.g. Zepf et al. 1999 ), although generally not well defined, and mostly based on the rough size estimates resulting from the magnitude difference method. This method is vulnerable to centering problems (the use of 0.5 pixel radius apertures is seen regularly), and the sizes (and derived size-dependent ACs, as a consequence) are only rough estimates.
Other studies are based on more subjective methods, such as those that determine the source and sky annuli for each cluster individually, to encircle the dominant cluster light contribution and to avoid background contamination (see e.g. de Grijs et al. 2001; Anders et al. 2004) . While this method avoids ACs (since it is already supposed to measure the dominant light contribution), it is hampered by subjectivity, and does not provide reliable size estimates.
There exist, as yet, no large-scale theoretical studies of the reliability, reproducibility and comparability of the results for any of these methods. All are subject to subjectivity in one aspect or another (e.g. the choice of apertures for size estimates/photometry, cluster light profile, selection of a few single clusters to derive "average" ACs).
To date, only two sophisticated systematic studies have been done to determine accurate SC sizes: -Carlson & Holtzman (2001) , but limited to marginally resolved, high S/N sources, without studying the accompanying ACs - Dolphin & Kennicutt (2002) related to the abovementioned program package HSTphot and its application to (again) marginally resolved sources in NGC 3627. This study is based on a PSF-fitting strategy for extended sources, while our work is based on aperture photometry.
The present study complements, expands upon and enhances those of Carlson & Holtzman (2001) and Dolphin & Kennicutt (2002) . This study also fully complements structural studies of resolved clusters, e.g. in the Large and Small Magellanic Clouds (LMC, SMC) and nearby dwarf galaxies (see e.g. Mackey & Gilmore 2003a,b) . However, such studies are only possible for the very nearest galaxies and their clusters. Where ACs are concerned, this study extends the widely-used work of Holtzman et al. (1995) for point sources to the studies of extended spherically symmetric sources.
In this paper, we present a new method to perform more accurate aperture photometry of extended spherically symmetric sources using a simple extension to the basic principle of aperture photometry. After measuring the flux of each source using a fixed aperture size, a variable AC (based on the actual size of the object) is applied. This method greatly enhances reproducibility and comparability of the results obtained. With the large range of parameter space explored and numerous related effects taken into account, we also present for the first time a method to estimate uncertainties in the sizes and ACs for a given observation.
In Section 2 we propose a general definition of "size", as a function of a large number of intrinsic and observational parameters. In Section 3 the relation between source FWHM and the appropriate AC is determined as a function of aperture size. In Section 4 we provide a detailed "cookbook", ready for immediate application to extragalactic SC systems. The reader who is only interested in applying our ACs could skip directly to Section 4. In Section 5 we provide an example error analysis for our new method, including a comparison of the method presented here to the DeltaMag method.
Determining accurate source sizes
Conventionally, the stellar density distributions of old globular clusters (GCs) are well described by King profiles (King 1962 ) with a range of concentration parameters. Intermediate-age and young star clusters (YSCs), e.g., in the LMC, are better described by Elson, Fall & Freeman (1987; EFF) profiles. Such clusters, similar to YSCs in, e.g., the Antennae galaxies or NGC 7252, do not (yet) show evidence of tidal truncations, in contrast to King profiles. We set out to analyse SC systems containing SCs spanning a large range of ages, masses and sizes, and compare radii and compactnesses of SCs in different galaxies. We therefore need a reliable method to estimate, to high accuracy, the radii of a large variety of SCs.
Thus, we first have to find a general definition of "size". To this end, we created artificial SCs based on a variety of profiles using the BAOlab package of Larsen (1999) (for recent applications see Larsen 2004a; Boeker et al. 2004) . BAOlab creates artificial clusters of a given magnitude by randomly drawing the position of each recorded photon from the input light profile. It thus simulates the stochastic nature of real observations very effectively, indeed more effectively than any other program available. These profiles were convolved with pre-calculated PSFs, generated with the Tiny Tim package (Krist & Hook 2004) , and (for WFPC2 and ACS/WFC) the appropriate diffusion kernels supplied by Tiny Tim. Although some caveats still exist, Tiny Tim is the best suited package to obtain realistic HST PSFs to date. First, it extensively covers the parameter space of interest (cameras, filters, chips, position on the chips, object spectra, focus, PSF sizes etc.), well beyond anything that can be realisticly done with observed PSFs. And secondly, and even more crucial, the subsampling of Tiny Tim PSFs allows one to study the real distribution of counts onto adjacent pixels, depending on the exact PSF peak position on subpixel basis. This subsampling is fully implemented and used in the BAOlab package.
In order to measure the size of these objects we fit Gaussian profiles to them. Many extragalactic SC systems observed to date display a wide range of cluster sizes, so that we need to have a consistent and robust size determination to compare SC sizes and compactnesses. Therefore, we decided to apply a blanket fitting approach of Gaussian profiles to the SC light distributions. We realise that this is a simplification, but fitting more complicated profiles (such as King or EFF profiles) requires high signal-to-noise (S/N) ratios and the knowledge of whether or not the clusters are tidally truncated. In practice, this will be difficult for a large number of sources in realistic SC samples. We point out that the actual, underlying cluster profile is only of minor importance for the relative size determinations of SCs in a given SC system; the key prerogative is that one applies a consistent approach to one's size determinations. Since we also base our ACs on such Gaussian fits our approach is fully internally consistent, and we have, in effect, taken the detailed profile shape out of the equation. In Sections 2.1 to 2.7 we will perform a detailed analysis for the WFPC2 camera. In Section 2.8 and 2.9 we will expand this to the ACS/WFC and NICMOS/NIC2 cameras.
Finally, we note that fitting more realistic light profiles results in less stable fit results, since either King or EFF profiles have one additional free parameter (concentration and power-law slope, respectively). They are also more sensitive to features at the periphery of the cluster, i.e., in the low-S/N regions.
Throughout this paper, we will use the FWHM of the input profile and the measured FWHM of the fitted Gaussian profile as measures for the size. In Table 1 we present the (constant) conversion factors from FWHM to the more widely used half-light radius, R 1/2 , for the different models (e.g., Larsen 2004b).
The parameters of the "standard" cluster
In the following subsections we will investigate the behaviour of the measured cluster sizes (using the FWHM of a Gaussian profile, as justified in the previous section) as a function of the input FWHM, assuming various parameters for the artificial clusters and a range of observational conditions. In the Appendices we provide conversion relations between input and measured FWHM (and vice versa), by fitting fifth-order polynomials to these conversion relations, of the form
(1) and size
where x and size ′ (y) are the intrinsic FWHM in pixels, and size(x) and y the measured FWHM. We decided to use fifth-order polynomials after a visual inspection of the data and the fit results, as a compromise between fitting details in the shape, wiggles and instabilities in the fits, and usability. We note that this choice is purely based on mathematical convenience, and not on any physical properties of the SCs.
We first define our "standard" cluster:
-"Observations": cluster of mag(WFPC2/F555W ≈ V ) = 10 mag, observed in a 1s exposure; -Tiny Tim PSF properties: HST WFPC2/WF3 chip; central position on the chip, i.e., (x, y) = (400, 400); F555W filter; using standard WFPC2 diffusion kernel; -BAOlab parameters: no noise, profile fitting radius = 5 pixels; used for cluster generation and cluster fitting; -Input cluster light profiles: Gaussian; King (1962) models with concentrations c = 5, 30, 100 1 ; Elson et al. (1987) models with power-law index γ = 1.5, 2.5 (cf. Section 2.2); -Fit model: Two-dimensional (2D) Gaussian profile, without taking into account any Tiny Tim HST PSF or HST diffusion kernel (effectively using a delta function-type PSF).
Although in the following sections we will plot the conversion relations for a larger range of input FWHMs (in order to illustrate that we understand their behaviour across the entire range of realistic sizes), we strongly advise to use these relations only in the range of 0.5 ≤ input FWHM (pixels) ≤ 10. For smaller input FWHM, the data are not well approximated by the fitted polynomials. For larger input FWHMs, the S/N ratio per pixel decreases, and as a consequence the noise increases, so that the fit will not be sufficiently accurate. In other words, after converting measured radii to "intrinsic" radii, it is advisable to treat clusters with "intrinsic" radii outside the 0.5 -10 pixel range with caution.
Size determination as a function of input model
In this Section we use the "standard" clusters defined in Section 2.1. The models used are a Gaussian model, King (1962) models with c = 5, 30 and 100 (King 5, King 30 and King 100, respectively), and EFF profiles (Elson et al. 1987 ) with power-law indices γ = 1.5 and 2.5 (EFF 15 and EFF 25, respectively). We point out that the powerlaw index γ used in BAOlab differs by a factor of 2 from the definition used by Elson et al. (1987) , with γ EFF = 2 × γ BAOlab . The light profiles are represented by the following equations, where r is the (dimensionless) radius (in units of FWHM), and w is a (dimensionless) normalisation constant:
with w = 2 ln(2) ≈ 1.66 -King models:
− 1, so that w ≈ 
with w = 2 √ 2 1/γ − 1, i.e., w ≈ 1.53 and 1.13 for EFF 15 and EFF 25, respectively.
Effect of the PSF on a Gaussian profile
The first step is to assess what the effect of PSF "blurring" is on Gaussian profiles. Standard clusters (see Section 2.1) were created using Gaussian input profiles with different FWHMs. Subsequently, 2D Gaussian profiles were fit to the resulting images. A Gaussian fit results in either a Gaussian width, σ, where FWHM = 2 2 ln(2)σ, or directly in the FWHM, in most commonly used Gaussian fitting routines.
Results for a range of input FWHM values from 0.1 to 15 WF3 pixels are shown in Fig. 1 . The offset caused by the convolution of the input profile with the instrumental PSF decreases with increasing input cluster size, since the PSF and diffusion kernel broadening become less and less important. For clusters with input FWHMs greater than ∼ 3 pixels, the relation between input FWHM and recovered FWHM of the Gaussian fit is approximately linear, and the derived ("measured") cluster sizes are of the order of 0.3-0.6 pixels (3-20 per cent) larger than the input ("intrinsic") values.
For clusters with input FWHMs greater than ∼ 10 pixels, the scatter increases because of the low S/N ratio per pixel.
To conclude, we understand the general behaviour of this data set very well. However, since the Gaussian cluster light profile is the least realistic input profile, we will not consider it in the remainder of this study. In this section we simply wanted to demonstrate that the method works in a comprehensible way. In the following sections we will use more realistic input light profiles.
Non-Gaussian input models
For a given FWHM, the less concentrated King/EFF model profiles have less light in the wings than more concentrated King/EFF profiles, while a comparable Gaussian profile has least flux in the wings. At radii smaller than the FWHM, non-Gaussian models appear somewhat more compact than a Gaussian profile. This is illustrated in Fig. 2 .
In the first part of this study we adopt a fixed fitting radius of 5 pixels. We made this conscious choice for the fitting radius because for any realistic extragalactic SC observed with the HST at a decent S/N ratio, profile fits using Gaussian profiles are generally feasible. Larger fitting radii may be unproportionally affected by non-Gaussianity in the cluster profiles, low-S/N regions (i.e., fluctuations in the background noise), or neighbouring objects in crowded regions; much smaller fitting radii may not always be appropriate to employ Gaussian profile fits. To illustrate this, in Section 2.4, we will show that changing the fitting radius leads to systematic changes (and even numerical instabilities) of the ACs, and explain why this is the case.
Combining the choice of our 5-pixel fitting radius and the general behaviour of our input models, we expect to see the following trends:
-For clusters with input FWHM greater than 5 pixels, only the inner core will be fit. Due to the greater compactness of non-Gaussian models with respect to Gaussian profiles, for a given FWHM, we expect to systematically underestimate the sizes of large clusters. -For clusters with FWHM smaller than 5 pixels, (i) the impact of PSF/diffusion kernel blurring of the cluster profile is more important, and (ii) the fit also includes the wings, which are more extended for nonGaussian than for Gaussian profiles with identical FWHM. Therefore, we expect the sizes of small clusters to be overestimated. -The 5-pixel boundary adopted was estimated from the size and shape of the cluster light profile alone. The application of PSF and diffusion kernel do not only change the size, but also the shape of the cluster profile. This causes unpredictable shifts in this empirical boundary. Nevertheless, we emphasise that the fit residuals are very small, as we will show below.
Since King models with large concentration indices and EFF models with small power-law index deviate most significantly from Gaussian profiles, we expect the largest deviations from a one-to-one relation between input and output FWHM for such models.
King profiles
For King profiles the results of this exercise are shown in Fig. 3 . As expected, we find that for the less concentrated King-profile clusters, the relation between input and output FWHM deviates most from the relation for a Gaussian input model, i.e., from a strict one-to-one relation. The differences between King 5 and King 100 profiles reach ∼ 1 pixel, with the King 5 results lying closer to the one-to-one relation.
EFF profiles
For young clusters in the LMC, which do not show any signs of tidal truncation, the best fit to the light distribution is a power law (Elson et al. 1987) . Fig. 4 shows the relation between input EFF-model FWHM and the FWHM of the Gaussian fit. The same systematic underestimate of large cluster sizes using Gaussian fits is observed as for the King models in the previous section, as expected. The differences between EFF 15 and EFF 25 profiles reach ∼ 1 pixel, with the EFF 25 profiles lying closer to the one-to-one relation.
Fitting using the respective input profiles
To disentangle the effects of assuming a Gaussian profile (instead of the assumed input profile) on one hand and of the PSF/diffusion kernel on the other we ran a set of simulations using the input profile as fitting profile (instead of a Gaussian). The results presented in Fig. 5 indicate that the strong non-linearity seen in Figs. 3 and 4 originate from using the Gaussian fitting profile instead of the "correct" (input) profile. Using the input profile as fitting profile causes only a general offset (broadening of the light profile due to the PSF and the diffusion kernel). Unfortunately, the use of EFF/King profiles for light profile fitting is not implemented as standard even in some uptodate image reduction software packages, while a Gaussian is (to our best knowledge). Therefore, while sticking to the generally applicable Gaussian fitting profile we point at the origin of the non-linearities of our results.
Presentation of the fit results
We fit the relation between the input FWHM of various profiles and the output FWHM of the Gaussian fits using a fifth-order polynomial function. One example table for the conversions that relate the input to the output FWHM, and vice versa, is presented in Appendix A, Table A .2. The latter relation is most important to deduce the intrinsic size of a source from the measured size.
For the size-dependent aperture corrections (which will be determined in Sect. 3) two example tables are included: one table for aperture corrections to infinite aperture as a function of the intrinsic FWHM of the object (presented in Appendix B, Table B .1), and one table for aperture corrections to infinite aperture as a function of the measured FWHM of the object (presented in Appendix C, Table C.1).
In the following subsections, we will show the results for the two physically most interesting input models only, the King 30 and the EFF 15 models. These represent the average cluster light profiles of old Milky Way GCs (e.g., Binney & Tremaine 1998) and YSCs in the LMC (Elson et al. 1987) , respectively. Although the realistic light profiles differ significantly from a Gaussian profile, Figs. 3 and 4 show that the fits to our conversion relations are very accurate. For input FWHM > 0.5 pixel the deviations of the fits from the data are always smaller than 4 per cent, while for smaller FWHM it might be as large as 10 per cent. The conversion functions for the standard cluster and for the full set of input models are given in Table A .2.
All data are also available in electronic form from our website, at http://www.astro.physik.uni-goettingen.de/∼galev/panders/Sizes AC/ . This public dataset does not only include the parameters of the fitted conversion functions, but also the averaged data used for the fitting to allow for customized fit functions, interpolations etc.
Effect of cluster brightness: Fits and fit errors
Thus far, we considered bright, noiseless artificial clusters of a given magnitude (V = 10 mag), "observed" in a 1s exposure.
We performed a series of simulations, varying the cluster magnitudes from V = 8 mag to V = 14 mag. The results are shown in Figs. 6 and 7. For each magnitude and cluster profile, the results from 40 independent runs were averaged to reduce the scatter. The data from the individual runs, including the associated 1σ uncertainties are compiled in Figs. 8 and 9 to show the amount of scatter.
Clearly, the conversion relations depend only weakly on the magnitude of the cluster. Deviations arise because the scatter in the relation increases with decreasing S/N ratio per pixel, as e.g. caused by decreasing cluster brightness and/or increasing cluster sizes. In addition, for clusters with sauch low S/N ratios per pixel, the readout noise might have some impact. See Sect. 2.5 for further details.
When we compare the results from Figs. 6 and 7 to those of Figs. 8 and 9, we see that the scatter/deviations in the former figures for fainter clusters is fully consistent with the intrinsic scatter caused by the random nature of the algorithm used to generate the artificial clusters, even for averaged results. For bright clusters (represented by the V = 10 mag cluster), the random scatter is on the order of ±0.1 pixel in the FWHM (for clusters larger than about 8 pixels FWHM up to ±0.2 pixel in the FWHM, and up to ±1 pixel for clusters larger than 11 pixels FWHM). This scatter increases with decreasing cluster brightness (up to ±0.4 − 0.5 pixels in the FWHM for a V = 14 mag cluster smaller than about 7 pixels FWHM, and up to ±3 pixels in the FWHM for clusters larger than 7 pixels FWHM). The increasing scatter for large clusters is caused by the lower S/N ratio per pixel. The data are all presented in terms of the individual absolute values from the different runs to illustrate the scatter. The median value scatters significantly less.
In summary, for the average cluster, the conversion relations for bright clusters can be applied to clusters of all magnitudes: For fainter clusters and at larger radii (hence for cases with low S/N ratios per pixel) the cluster-to-cluster variations get larger, but scatter symmetrically around the average conversion relation. 
Fitting radius variations
BAOlab has the advantage that the fitting radius can be adjusted easily. In fact, the choice of fitting radius has a major impact on the cluster sizes that one determines, as we will show in this section. We performed tests using fitting radii in the range from 3 to 15 pixels (larger and smaller fitting radii did not lead to any meaningful results owing to numerical problems related to the convergence of the size fitting). As one can see from Figs. 10 and 11, the larger the fitting radius one adopts, the larger the apparent cluster radius one measures, and the stronger the deviations from the input values become. In fact, increasing the fitting radius seems to result in continuously increasing recovered cluster radii. This is caused by the impact of (i) the intrinsic profile mismatch between King and EFF profiles, and (ii) the PSFs/diffusion kernels and their non-Gaussianity. The fitting radius dependencies of the results will be significantly lower if one were to fit the clusters with the correct cluster light profile, including the right PSF and diffusion kernel. However, since we wanted to keep our study as generally applicable as possible, we did not make use of the respective functions BAOlab provides in the standard settings. However, we refer the reader to Section 2.6, where we discuss this in more detail. As shown by Carlson & Holtzman (2001) , even fitting King profiles (which are thought to be more realistic, at least for old globular clusters) to observed cluster profiles is fitting radius dependent. They attribute this behaviour to inaccuracies of the PSFs at small radii. And indeed, their situation is different from ours, in the sense that in our case we expect the intrinsic differences of the input profiles and the fitted Gaussian to dominate the fitting behaviour, not inaccuracies of the PSFs, while for Carlson & Holtzman (2001) the profile mismatch, if any, is likely smaller.
A selection of fit residuals is included in Appendix D, in Figs. D.2 and D.3, as a function of fitting radius and input cluster radius. The area shown covers the inner 5×5 pixels. For fitting radii < 5 pixels, the solution tends to become computationally unstable, as shown in Fig. 10 .
For small clusters, the residuals shown in Figs. D.2 and D.3 are almost independent of the fitting radius, because in all cases the cluster is much smaller than the fitting radius. However, the residuals are significantly nonnegligible, clearly showing the intrinsic difference in shape between Gaussian and King/EFF profiles.
For large clusters (we show the results for clusters with FWHMs of 5.0 and 10.0 pixels, respectively), the residuals are relatively small for small fitting radii (e.g., fitting radii on the order of the input FWHM), where the fit is dominated by the inner parts of the clusters, which resemble Gaussian profiles. For fitting radii greater than the FWHM, the cluster wings are given too much weight, resulting in strong deviations in the inner cluster parts and large residuals (just as for "small" clusters, discussed above). The maximum residuals increase by a factor 3-5 for fitting radii from 5 to 15 pixels. However, fitting the inner cluster parts only seems to be more promising for 2 reasons: (i) the inner cluster region resembles a Gaussian profile more closely, and hence fitting with a Gaussian function is less problematic, and (ii) the S/N ratio per pixel is higher in the inner parts than in the wings.
In summary, one would like to have a fitting radius large enough to give stable results (larger than 3 pixels, cf. Figs. 10 and 11), but small enough to fit mainly the cluster core rather than the wings, to avoid serious problems with structures in the immediate environment of the cluster (e.g., variable background, crowding effects, etc.) and to produce (close to) negligible deviations from the input size. In addition, as shown in Figs. 10 and 11, the impact of changing the fitting radius is such systematic and significant, that a single, generic value for the fitting radius is needed. Otherwise, the entire analysis in this paper must be done for each individual data set.
We therefore recommend the use of a generic fitting radius of 5 pixels (which should be applicable to almost all realistic observations), and emphasise that all results given in this paper were thus obtained.
Origin of the strong fitting radius dependence of the results
The cause of the strong fitting radius dependence of our size conversion relations most likely also causes the nonlinearity of the size conversion relations, i.e., the shape difference between the intrinsic cluster profile (EFF or King profiles) and the Gaussian used for the fitting.
To test this hypothesis we have performed a set of simulations similar to the ones in the previous section, except now the fit models are the same as the input models, and they were convolved internally with the appropriate PSF and the diffusion kernel. The results, shown in Fig. 12 , partially support our hypothesis, even though for large fitting and cluster radii the behaviour is still non-linear, and differs systematically among the fitting radii.
We conclude that in order to get a one-to-one correlation between input and output FWHM the fitting radius must be at least larger than the cluster radius. In case the fitting radius equals the cluster radius, the deviations from a one-to-one correlation are typically of the order of -0.2/-0.3 pixel, as can be seen in Fig. 12 . However, these deviations/non-linearities are intrinsically taken into account in our results.
Impact of the sky background
In this section we assess the importance of the sky background. We model V = 10 mag and V = 14 mag clusters, each with background levels of 0, 1, 3, 5, 10, 20, 30, 50, and 100 ADU ("counts") per pixel. We use 20 independent runs, and show the averaged results in Figs. 13 and 14, and the associated plots illustrating the actual scatter in Figs. 15 and 16 for the selected magnitudes, V = 10 and V = 14 mag, respectively. Fig. 10 . Conversion relations for a standard cluster, using different fitting radii (given in pixel units in the legend). Fig. 11 . Conversion relations for a standard cluster, using different fitting radii (given in pixel units in the legend). Displayed are the offsets of these relations from the relation for a fitting radius of 5 pixels. EFF15 data FITRAD=3 data FITRAD=5 data FITRAD=7 data FITRAD=9 data FITRAD=12 data FITRAD=15 Fig. 12 . Conversion relations for a standard cluster, using different fitting radii (given in pixel units in the legend) and taking the input light profile, PSF and diffusion kernel into account.
Since sky noise and readout noise have the same characteristics, this Section combines both effects.
On average, the results seem to be robust with respect to (constant) changes in the sky background. There is only a slight tendency for faint clusters on a strong sky background to appear marginally smaller (see Fig. 14) .
The impact of (Poissonian) shot noise from the cluster itself is negligible.
In order to allow for a rough estimate of the S/N ratios for the clusters and background levels discussed in this Section we provide the approximate count rates in the peak pixel of selected clusters in Table 2 . Fig. 13 . Conversion relations for a V = 10 mag cluster, taking sky noise into account. As reference, the data for a standard cluster are taken. The straight lines are at ± 0.2 pixel. Fig. 14. Conversion relations for a V = 14 mag cluster, taking sky noise into account. As reference, the data for a standard cluster are taken. The straight lines are at ± 0.5 pixel. 
Using the appropriate PSFs for fitting
For four HST/WFPC2 filters we checked to what extent the filter-dependent PSFs affect the cluster size determinations. BAOlab allows one to consider the appropriate PSF when fitting the cluster size by convolving the Gaussian model clusters with the PSF specified. Hence we created clusters with PSFs for the HST/WFPC2 U, B, V, I-band equivalent filters; while fitting the size of the cluster, BAOlab took the appropriate PSF into account. Here, we investigate the impact and possibilities of this approach.
The results are presented in Fig. 17 . While the relations appear to be slightly noisier (despite the use of 40 independent runs), the differences between the different filters are well within the "normal" scatter of ±0.2 pixel.
Other dependences
We investigated the results for different WFPC2 filters and chips. Both variations lead to only minor differences in the results for the "standard" cluster. However, for completeness we give the results at our webpage.
We also checked the dependence of the results on the position of the artificial cluster on the chip, and on subpixel shifts. Both tests gave results within the "standard" random scatter of ±0.2 pixel.
In addition, we produced a number of PSFs assuming various spectral types for the standard cluster, ranging from O5 to M3. Again, all differences remain within the usual random scatter of ±0.2 pixel.
These "non-dependencies" are consistent with Carlson & Holtzman (2001) , who found that different PSFs only have a minor impact.
Observing with ACS: chip, position, and filter dependence
Since both of the HST ACS/WFC chips (WFC1 and WFC2) are located well off the instrument's optical axis, the PSFs suffer from severe geometrical distortions and the diffusion kernel is both wavelength and position dependent. Therefore, we carried out simulations with Tiny Tim PSFs for both WFC chips, for various positions on the chip, and -for the central positions of each cameraalso using different filters (F435W, F555W, and F814W, roughly equivalent to Bessell-Johnson-Cousins B, V and I). Again, 40 independent runs were used to obtain average values with reduced scatter. The results for the different filters used with the ACS/WFC are shown in Fig. 18 . The strongest differences are observed for the F814W filter, for which the sizes we determined are systematically larger, by ∼ 0.1−0.2 pixels, than those obtained for the F555W filter. The reason is not quite clear, as both the PSF and the diffusion kernel appear less extended than the respective values for the F555W filter. In addition, Fig. 18 shows prominent discontinuities for the F814W filter around input FHWMs of 0.7 pixel. These peaks are statistically significant, and apparent in almost every single run.
The differences in the F435W filter are significantly smaller. In addition, when comparing the results for the F555W passband for the two WFC chips, we find only small differences. The deviations in the latter two cases are below or on the order of ±0.05 pixel.
Despite the distortion of the chips and the corresponding changes in the PSF with position across the chip, we find only a small impact on the derived sizes of the cluster position on the chips. For almost all clusters the deviations are well within ±0.1 pixel. Hence, for almost all purposes the central PSF (and the associated diffusion kernel) can be used.
Observing with NICMOS: filter-dependence
PSF construction for NICMOS using Tiny Tim is not straightforward, mainly because of the off-focus setting during early observations [i.e., before servicing mission 3B]. This caused strong temporal PSF dependences. The results discussed here are for two distinct observation dates. After inspection of a coarse grid of PSFs for different observation dates, we selected Tiny Tim PSFs for 1998 February 1 (as an example of a fairly blurred PSF) and "after 2002 September 29" (fully installed cryocooler phase, with only minor PSF blurring).
In both cases, a strong filter dependence is apparent, as can be seen in Fig. 19 . For this reason, we give size conversions for all filters analysed (NICMOS equivalents to J, H and K) and both epochs of observations at our webpage.
Further sources of uncertainties
Before assessing further possible sources of uncertainties we remind the reader that our study does NOT aim at working at the spatial resolution limit of HST (marginally resolved sources were already studied in Carlson & Holtzman 2001 ), but advice the users to apply our recipes only for clusters with an intrinsic FWHM greater than 0.5 pixel. Hence many of the tiny details and uncertainties inherent to PSF modelling (both theoretically as Tiny Tim and using observed PSFs) smear out, becoming irrelevant for our studies.
Drizzling and jitter might blur images slightly by broadening the PSF. However, as Carlson & Holtzman 2001 stated already (for an even more difficult situation, due to their smaller clusters, compared to ours) both effects have minor impact. The exact amount depends on the brightness of the source, the quality of the image reduction software to perform subpixel alignment, the number of exposures stacked, the length of these exposures etc..
For faint sources even at radii close to the peak the count numbers per pixel might reach values where Poisson statistics is non-negligible. However, this problem is intrin- To fully utilize the subsampling of the PSF, the use of a subsampled charge diffusion kernel/subsampled response function would be best, including its wavelength dependence. However, these are not available, and not likely to become available (see Tiny Tim FAQ page).
Other uncertainties, like breathing, desorption, scattering by dust, scratches or the electrode structure, the presence of ghost images etc. are complex and beyond any realistic measuring and modelling effort. However, most of these uncertainties are shared with observed PSFs.
Determining accurate photometry: Aperture corrections

Input parameters
We generate artificial clusters of different light profiles and sizes, R cl , using the BAOlab package and convolve them with the PSFs and diffusion kernels appropriate for the different cameras. We then determine ACs as a function of the FWHM of the source and the size of the aperture, R ap .
The aperture correction (AC λ ) is defined as:
where F λ (R) is the flux within an aperture with radius R, and mag λ (R) the corresponding magnitude, both for a given wavelength (filter) λ. The "ref(erence)" radius, R ref , is either infinity or another radius taken for reference, e.g., 0.5 arcsec (as recommended, e.g., by Holtzman et al. 1995) . However, we will show that correcting to 0.5 arcsec, while appropriate for point sources, is insufficient for extended objects. We consider three cluster light profiles in the remainder of this study: (Elson et al. 1987) .
Clusters with FWHMs between 0.1 and 15 pixels were considered, for each chip. For the clusters with small FWHMs, PSF photometry might be a more accurate solution. For this purpose the HSTphot package of Dolphin (2000) is available. However, since this package only works with very specific data formats, we cannot present a direct comparison of both methods here. Clusters larger than 15 pixels FWHM are very unlikely to occur, in particular since they must be very bright to have sufficiently high S/N ratios out to such large radii. For such clusters, additional effects become important, including background contamination and crowding.
The analysis was done for the WFPC2 PC and WF3 chips, for the ACS/WFC1 (WFC2 is equivalent) and for the NICMOS/NIC2 (pre and post-cryocooler) chips.
After generating and convolving the clusters with the appropriate PSF and diffusion kernel (where relevant), aperture photometry of the noiseless objects was done using different apertures. The ACs were determined with respect to the reference aperture. If not otherwise specified R ref = 50 pixels is used. No model exhibits strong changes in the light profile for such large radii, hence R ref = 50 pixels is sufficiently close to R ref = ∞ for our purposes.
The relation between aperture correction and input FWHM
First, we determine the relation between AC and input FWHM of the object. The result is again fitted with a fifth-order polynomial function,
where x is the input FWHM of the object (in pixels), and a through f are the fitting coefficients. An example is shown in Fig. 20 . The bottom panel shows that the differences between the data and the fits of the form of Eq. (7) are smaller than 0.0025 mag. Hence, the fits are very accurate.
In Holtzman et al. (1995) , the amount of missed light outside a 0.5 arcsec aperture is estimated to be −0.1 mag for point sources. Fig. 21 shows that the correction to a radius of 0.5 arcsec deviates by much more than −0.1 mag from the correction to an infinite aperture for extended objects. This confirms, again, the importance of correcting for the size of an object, and of including all of its flux.
As an example the fit results for the standard cluster are tabulated in Table B .1. The full set of data is presented at our webpage. The aperture size used is 3 pixels: ∆ corrected to a 0.5 ′′ aperture; + corrected to an infinite aperture; shows the difference between the former two, hence the correction 0.5 ′′ → ∞.
The relation between aperture correction and measured FWHM
By combining the results from Sections 2 and 3.2, we can now determine the more immediately applicable AC values as a function of the measured FWHM. An example of the fit results is shown in Fig. 22 . The fit results for the standard cluster are tabulated in Table C .1. The full data set is presented at our webpage.
The polynomial fits to the data using the measured FWHM are less satisfactory than the fits using the intrinsic sizes. The deviations are, depending on the cluster profile and the PSF used, on the order of ±0.01 − 0.1 mag, distributed fairly homogeneously over this range; see Fig.  22 for two extreme examples.
Sky oversubtraction
The most often used and most practical way to subtract the sky background from the cluster light is by defining a sky aperture around the cluster and subtracting the sky level. However, in most cases the sky annuli have to be chosen fairly close to the cluster to avoid confusion with nearby clusters or stars (i.e., crowding), gradients and strong variations in the sky background, among others. Because of the possibly large extent of the combination of the cluster and HST PSF, this "sky" subtraction likely also subtracts cluster light, in general. To obtain the actual cluster magnitude, this oversubtraction must be corrected for. We found as correction term (in magnitudes):
with area ratio 
where r 1 , r 2 and r 3 are the sizes of the source annulus, and inner and outer sky annuli (in pixels), s is the measured cluster FWHM (in pixels), and AC(r i , s) are the aperture corrections (given as an example in Table B .1 and the full data set at our webpage) for a given cluster size and given annuli. An example is given in Fig. 23 . Using either AC meas and s meas or AC intr and s intr yields the same results.
Filter dependence
The same analysis as in Section 3.2 was done for all WFPC2 filters. Suchkov & Casertano (1997) found that for apertures of 3 or more pixels, the largest filter dependence (compared to F555W) of the ACs was 0.06/0.03 mag (in the F814W band, for the PC/WF3 chips, respectively). From 5 pixels onward and for the F439W band (the only other band apart from F555W and F814W considered in Suchkov & Casertano 1997) , the differences are on the order of 0.01 mag. For the extreme case of a 3-pixel aperture, the differences between the F336W, F439W and F814W bands with respect to the F555W band are shown in Fig. 24 . We clearly confirm the results of Suchkov & Casertano (1997) . Only for the F814W band of the PC chip we get 0.08 mag, i.e., 0.02 mag larger than Suchkov & Casertano (1997) , but most likely within the combined uncertainties of both studies.
Subpixel shifts of clusters and the impact on the aperture corrections
Since observed clusters do not exhibit a smooth analytic profile but are modified by the pixel structure of the chip, subpixel shifts of the clusters and the accompanying redistribution of counts can change the photometry of the clusters and the aperture corrections. The changes are expected to be strongest for small apertures. In Fig. 25 we show the absolute differences of ACs for differently centered clusters (and the photometry annuli centered at the cluster). In Fig. 26 we show the relative differences of ACs for differently centered clusters (and the photometry annuli centered at the cluster). The figures show the expected behaviour of smaller apertures suffering from larger deviations. For 3 pixel annuli the differences caused by centering changes can be up to 0.25 mag, but for larger annuli even the maximum deviations are below 0.1 mag (corresponding to deviations of less than 20 per cent in almost all cases). The photometric centering is much less of an issue for our method, thanks to the fairly large apertures. The de- 
Cookbook for size-dependent aperture corrections
This subsection describes the most efficient use of the tables presented in this paper to apply to observations. We will use one object as an example.
-Fit a Gaussian profile to your source, using the appropriate parameters: -Use a fitting radius of 5 pixels (as shown in Section 2.4, the fitting radius has a significant impact on the size determination). -Use the co-added images also used for the photometry. We suggest the use of images roughly in the wavelength range between the B and I band, unless some of these filters have significantly lower S/N ratios than other available filters. -Determine the flux-weighted mean of the sizes. This assumes a wavelength-independent size, and hence no mass segregation or similar effects. If there is good reason to expect such effects one should treat the photometry of each filter independently. -If the size that is determined is smaller than one of the relevant PSF sizes (see Table A .1) and larger than an apparently reasonable lower size cut-off (perhaps on the order of 0.5 − 1.0 pixels; sources with even smaller radii will most likely be spurious detections), set the size to the PSF size, which can be found in Table A .1 (these sources are most likely point sources). -Choose the most relevant cluster profile; see Section 3.1 for help. -Perform (circular) aperture photometry by choosing appropriate source and sky annuli. -Calculate the aperture correction, using the annuli and measured size, and the polynomials from Table C .1 or as obtained from our webpage. -Calculate the oversubtracted cluster light, using Eq. 8, the annuli and measured size. -Add the measured cluster magnitude, the calculated aperture correction and oversubtraction correction to obtain the cluster magnitude. Check that both corrections are negative; otherwise set to zero. 
Comparison of our method with the widely used DeltaMag method
Size determination
Since many authors prefer other methods to determine sizes and aperture corrections, we compare our results with results from the most widely used method in this section.
The most commonly used measure of size is the magnitude difference in two concentric apertures (hereafter referred to as the "DeltaMag method"). A commonly used definition involves apertures of radii 0.5 and 3 pixels. A first obvious difficulty of using 0.5 pixel radii apertures is the centering, the distribution of the photons onto the rel- evant pixels and the accurate measurement of this effect. In addition, a Gaussian profile is usually assumed.
In the following, we will use our BAOlab cluster models to estimate the size determination accuracy for the DeltaMag method. We used our standard cluster settings and measured the magnitudes in apertures with radii of 0.5 and 3 pixels. For our three main models, the resulting magnitude differences as a function of input FWHM is shown in the top panel of Fig. 29 . The impact of the centering is displayed in the middle and bottom panels of Fig. 29 . Two types of centering have to be distinguished; (i) the centering (or exact positioning down to subpixel levels) of the cluster on the pixels of the CCD, and (ii) the photometric centering (the centering of the photometric annuli, or more generally the exact determination of the position of the cluster at subpixel levels). As shown in the middle and bottom panels of Fig. 29 , the DeltaMag method is very sensitive to both kinds of centering problems.
We emphasize that the photometric centering is an integral part of BAOlab; hence is not a major problem for our method. In addition, the impact of incorrect centering is much more severe for a 0.5-pixel aperture compared to our standard aperture of 3-pixel radius. See Section 3.6 for the impact of subpixel shifts on the ACs for our method.
Another source of uncertainties intrinsic to the DeltaMag method results from the photometric uncertainty for each annulus. Assuming a photometric accuracy in ∆mag ≃ ±0.1 mag (which might even be too small for the 0.5 pixel annulus, because of centering issues), we determine how far off the size determination gets. The re- sults are shown in Fig. 30 for two cluster light profiles. As a comparison we plot the accuracy limits for our method, determined by the stochastic effects during cluster formation (generation). In both cases the maximum deviations are calculated, and shown in Fig. 30 . This result further strengthens the confidence we have in our method. The improvement in accuracy from the DeltaMag to our method is on the order of a factor 3-10. The situation for faint clusters is not as unambiguous, as shown in Fig. 31 . However, the improvement is still visible, but somehwat harder to quantify.
Aperture corrections
As we have shown in the previous section, our size determination method represents a significant improvement compared to the widely used DeltaMag method. While this is important in its own right, the accuracy of the AC calculations (and hence the determination of reliable absolute magnitudes for extended spherically symmetric sources) is of even greater importance.
While the size uncertainties correlate directly with the AC uncertainties, because of the non-linearity of the ACs we give the AC uncertainties for a number of cases in Fig.  32 . The improvement of our method with respect to the DeltaMag method is clearly seen. Quantitavely, the mean improvement represents a factor of ∼ 6-9, covering a total range of 3-40. We emphasize that the uncertainties stated here for the DeltaMag method take into account only the uncertainty arising from a generic uncertainty in the magnitude determination of 0.1 mag. We take the AC relations determined in this paper, while there might be additional differences/uncertainties related to the DeltaMag as used in the papers cited, especially the mentioned centering problems. 
Summary
We have presented an update to and significant improvement of the commonly used method of aperture photometry for HST imaging of extended circularly symmetric sources, including a reliable algorithm to determine accurate sizes of such objects. Aperture photometry, by definition, underestimates the flux of any source if finite apertures are used. This is particularly relevant for HST imaging owing to the large extent of the PSFs, and the high spatial resolution, which makes small apertures possible and desirable to overcome crowding effects.
For this purpose, we investigated the possibilities to measure sizes of extended spherically symmetric objects accurately, and use this size information to obtain sizedependent ACs. This allows one to determine, in particular, masses of the objects based on integrated photometry more reliably, such as for extragalactic star clusters.
We modelled a large grid of artificial star clusters using a large range of input parameters, both intrinsic to the object (size, light profile, brightness, sky background) and observational (HST camera/chip, filter, position on the chip), using the BAOlab package of Larsen (1999) . This package provides the user with good flexibility and realistic modelling of cluster light profile observations. We first established the relationship between input size of a cluster (in terms of the FWHM of its light profile) and the measured size in terms of the FWHM of a Gaussian profile fitted to a given cluster. Bi-directional polynomial relations between these input and output FWHMs were established and collected in Appendix A and presented at our webpage.
In general, the differences between the results for different input parameters are only significant for (i) different input light profiles, (ii) different HST cameras, (iii) different fitting radii (maximum radius up to which the fit will be performed), (iv) (for NICMOS only) different observation epochs and filters, and (v) (for WFPC2 and ACS/WFC only) marginally significant for different filters and chips. Although we checked a large number of potentially important additional factors (such as, e.g., the exact position of an object on a certain chip, and the stellar spectrum used to create PSFs), we found the impact of those to be within the scatter introduced by the random effects inherent to cluster creation (∼ ±0.2 pixels).
Using the information thus obtained, we determined ACs for the same clusters that we determined sizes for. In Appendices B and C we present the results as a function of the intrinsic and the measured sizes of the clusters, respectively. The full data set is presented at our webpage.
As an example of the importance of using proper ACs for extended spherically symmetric sources, assume that we observe a cluster with an effective radius of 3 pc, located at a distance of 5 Mpc. Depending on the details of the observations and the data analysis, neglecting these size-dependent ACs may underestimate the brightness of the cluster by 0.3 − 1.3 mag, corresponding to mass underestimates of 30 − 330%.
In Section 4 we provide a cookbook for observers who aim to improve the accuracy of their aperture photometry of extended spherically symmetric objects.
Appendix A: Parameters of cluster sizes fits
In this Appendix we present one example table containing the fit parameters of our cluster size studies (for our standard cluster).
The whole list of tables is provided at our webpage. The fitting equations are size(x) = a + b * x + c * where x and size ′ (y) are the intrinsic FWHM in pixels, and size(x) and y the measured FWHM. For reference, we also give the sizes of the PSFs as such, measured using the same procedure as for the clusters (Table A.1). 
Appendix D: Illustrative figures
For illustration purposes, we present a comparative plot of the different light profiles (Fig. D.1) . In Figs. D.2 and D.3 we present the fitting residuals for a number of differently sized clusters and a range of fitting radii.
In Fig. D.4 we show the differences of WFPC2 PSFs across one chip, using the WF3 chip and the F555W filter. 
