For a spectrally positive and strictly stable process with index in (1, 2), a series representation is obtained for the joint distribution of the "first passage triple", i.e., the time, the undershoot, and the overshoot of first passage. The representation can be decomposed as a sum of strictly positive functions, which allows exact sampling of the first passage triple. Consequences of the representation include the joint law of the value and the running maximum of the process at a fixed time point, and a joint law of the first passage triple and the running maximum before the first passage.
Introduction
Let X = (X(t)) t≥0 be a Lévy process and Π(dx) its Lévy measure. Denote ∆(t) = X(t) − X(t−), S(t) = sup s≤t X(s) ∨ 0.
By convention, X(0−) = X(0), so ∆(0) = 0. For c ≥ 0, the first passage time of X at level c is defined as T c = inf{t > 0 : X(t) > c}, while for x ∈ R, the first hitting time of X at x is defined as τ x = inf{t > 0 : X t = x}, where by convention inf ∅ = ∞.
By definition, a Lévy process is spectrally positive if it only has positive jumps, i.e. Π((0, ∞)) > Π((−∞, 0)) = 0. It is well known that if X is spectrally positive but not a subordinator, then (τ −x ) x≥0 is a subordinator, possibly killed at an exponential time ( [2] , Chapter VII) and for t, x > 0, tP{τ −x ∈ dt} dx = xP{X(t) ∈ −dx} dt, known as Kendall's identity ( [2] , Corollary VII.3). If for each t > 0, X(t) has a probability density function (p.d.f.) g t (x), then for each x > 0, τ −x has a p.d.f. f −x (t) and Kendall's identity can be written as tf −x (t) = xg t (−x), x > 0, t > 0.
(
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The first passage of X at a fixed level when it is a spectrally positive and strictly stable process with index α ∈ (1, 2) has been of particular interest and drawn a lot of attention. For such X, the joint distribution of X(T c −) and ∆(T c ) is known [6] , and so is the marginal distribution of T c [1, 14, 15] . Related to these random variables, the distribution of τ x is classical when x < 0 [2] and is also known when x > 0 [11, 14] . On the other hand, the joint distribution of T c , X(T c −), and ∆(T c ) gives a complete description on what happens to X at the moment of first passage. Although some general results are available [6] , explicit representations of the joint distribution have not been known.
While there may be many different representations for the joint distribution, those that allow exact sampling are more useful from a practical point of view and perhaps also more satisfactory conceptually. Ideally, such representations would allow not only exact sampling, but also efficient implementation of the sampling. For several marginal distributions, including those of X(t), S(t), T c , and τ x , such representations are available [14] [15] [16] . However, for the joint distribution of (T c , X(T c −), ∆(T c )), such representations seem much harder to obtain, so we will content ourselves with any representation that allows exact joint sampling of the triple regardless of the efficiency of its implementation.
With the above considerations, the main result of the paper is as follows. Since X has the scaling property (X(λt)) t≥0 ∼ (λ 1/α X(t)) t≥0 for every λ > 0, it suffices to focus on the case where E(e −qXt ) = exp(tq α ), t > 0, q ≥ 0.
Theorem 1. Suppose X is a stable process with index α ∈ (1, 2) satifying (2). Then for every c > 0, the triple (T c , X(T c −), ∆(T c )) has a p.d.f. that at each (t, x−c (t) Γ(αn + α)
Both series converge absolutely for given t > 0.
The core of the result is the expression of h c (x, ·). Formally, (3) can be written as
where D is the differential operator and E α,α (s) is a Mittag-Leffler function ( [7, 10] ; also cf. (23)).
It will be seen that conditional on X(T c −) = x, ∆(T c ) and T c are independent, with the latter having p.d.f. h c (x, ·)/v c (x), where
One may have noticed that when x ∈ (0, c), v c (x) is strictly smaller than c α−1 /Γ(α), whereas the sum of the term-wise integrals of the series (3) is c α−1 /Γ(α). The lack of interchangeability of summation and integration reflects high oscillations of the terms in the series, which could be quite subtle to analyze directly. Thus, to establish (3), the case where x < 0 is first resolved, and the case where x ∈ [0, c) is treated by analytic extension. Several results can be derived from Theorem 1. First, an integral representation of h c (x, ·) can be obtained as follows.
Corollary 2. Under the same condition as above,
The next result on the support of h c (x, ·) will be used later and is of interest in its own right.
Corollary 3. Given c > 0 and x < c, h c (x, t) > 0 for all t > 0.
In the last two corollaries, h c (x, t) is regarded as a function of t with c and x being fixed. However, when t is fixed and c and x are treated as variables, from its definition, h c (x, t) provides the joint distribution of X(t) and S(t). Specifically, Corollary 4. For every t > 0, X(t) and S(t) have a joint p.d.f.
Combining the above results leads the following one, which essentially leads to the joint distribution of T c , X(T c −), ∆(T c ), and the pre-jump maximum S(T c −).
Corollary 5. For every c > 0, conditional on T c = t and X(T c −) = x ∈ c, S(T c −) and ∆(T c ) are independent, such that for every
In next section, some general results on first passage event of a Lévy process are established. Also in this section, some basic facts about stable processes are collected. In section 3, Theorem 1 and its corollaries are proved. In section 4, we show that (T c , X(T c −), ∆(T c )) can be sampled exactly by using Theorem 1. As mentioned earlier, the main issue is the sampling of h c (x, ·)/v c (x), which is equal to the p.d.f. of T c conditional on X(T c −) = x < c. The key is to show that for fixed c and x, h c (x, t) can be decomposed as the sum of positive functions φ 1 (t), φ 2 (t), . . . . Even though the functions φ l (t) do not have closed form, given t > 0, each one can be evaluated in a finite number of steps. It is important to keep in mind that φ l (t) are constructed without knowing the value of h c (x, t). The decomposition then allows the conditional density of T c to be sampled by the rejection sampling method ( [4] , Chapter II).
Some general distributional results
This section provides several general properties that will be applied to a spectrally positive stable process. We first consider a general Lévy process, and then specialize to the spectrally positive case.
Properties of first passage by a general Lévy process
Proposition 6. Let X be a Lévy process and Π(dx) its Lévy measure. Then the following hold. a) (Distribution when X jumps over a level). For every c ≥ 0, t > 0, x, w ∈ R, and y > c,
Proof. a) The proof is more or less standard, following the steps on p. 76 of [2] . It is clear that
where the sum is over t with ∆(t) = 0. Since the set of such t's is countable and f is nonnegative, the sum is well-defined. Note {X(s) ≤ c ∀s < t} = {S(t−) ≤ c}. For each t > 0, let
Then
Because H = (H t ) t≥0 is a predictable process taking values in the space of nonnegative measurable functions, by the compensation formula ( [2] , p. 7)
For fixed t > 0, X(t) = X(t−) and S(t) = S(t−) a.s. Therefore, taking expectation on both sides of (8) yields
Combining the above displays yields
Since f is arbitrary, then (7) follows. b) If 0 is not regular for (0, ∞), then by strong Markov property, there is a random ǫ > 0, such that X(t) ≤ X(T c ) for t ∈ (T c , T c + ǫ). By definition of T c , this implies X(T c ) > c. If 0 is regular for (0, ∞), then X is not compound Poisson. Let τ = inf{t : X(t) = c, X(s) < c ∀s < t}. If τ < ∞, then by strong Markov property, X(t n ) > X(τ ) = c for an infinite sequence t 1 > t 2 > . . . → τ . Then T c = τ . Conversely, if X(T c ) = c, then {t : X(t) = c, X(s) ≤ c ∀s < t} = ∅ and by rightcontinuity of X, the infimum of the set is τ < ∞. It then leads to T c = τ and X(s) < c for all s < T c . As a result,
Then by applying the compensation formula to the identity and following the argument for Proposition II.2(ii) in [2] , P{X(T c −) < X(T c ) = c} = 0. Proposition 7. Suppose Π((0, ∞)) > 0 and there is a measure µ, such that P{X(t) ∈ ·} is absolutely continuous w.r.t. µ for every t > 0. Fix c > 0. Define
and conditional on X(T c −) = x ∈ Ω c as well, T c and ∆(T c ) are independent, such that T c has p.d.f. h c (x, t)/v c (x), and for each t > 0 and w ∈ [x ∨ 0, c],
By definition, if X is transient, then the last integral is finite ( [2] . p. 32) and so b a v c < ∞. Since a and b are arbitrary, v c (x) < ∞ for µ-a.e. x < c. If X is not transient, then it is recurrent and so S(t) → ∞ and S(t) := sup s≤t X(s) ∨ 0 → ∞ a.s., where X = −X ([2], p. 167-168). Given r > 0, let τ be an exponential variable with p.d.f. re −rx 1{x > 0} and independent of X. Then
where ( * ) is due to S(τ ) and S(τ ) − X(τ ) ∼ S(τ ) being independent ([2], Theorem VI.5 and Proposition VI.3). As the proof of Theorem VI.20 in [2] or Theorem 3 in [6] , letting r ↓ 0 and by
, with U (resp. U ) the renewal measure of the ascending (resp. descending) ladder process of X. Since both ladder processes are transient, the right hand side (r.h.s.) is finite, again yielding v c (x) < ∞ for µ-a.e. x.
b) By Proposition 6, for t > 0, x ≤ c, x ∨ 0 ≤ w ≤ c, and z > 0,
Integrating over t and z yields
and in particular, letting w = c,
) .
The first factorization shows that conditional on X having a jump at T c and X(T c −) = x ∈ Ω c , (T c , S(T c −)) and ∆(T c ) are independent. Letting w = c yields the conditional p.d.f. of T c . Then the desired distribution of S(T c −) by further conditioning on T c = t follows.
The spectrally positive case
Let X be a spectrally positive Lévy process and not a subordinator. Then single points are not essentially polar for X; see [2] , Corollary VII.5 for the case where X has unbounded variation and [13] , Theorem 43.13 for the case where X has bounded variation. According to potential theory ( [2] , Section II.5), X has a q-coexcessive version of resolvent density u q , which is also bounded. By [2] , Corollary II.18, for q > 0 and x ∈ R.
Suppose for every t > 0, X(t) has a p.d.f. g t . We will always assume g t to be the version satisfying
Then for q > 0,
which can be extended to q = 0 when X is transient. Eq. (11) appears in Remark 41.20 of [13] assuming g t is bounded and continuous, and that it holds in general is probably already known. However, we could not find a proof in literature, so for convenience, one is given in the Appendix.
. Then given c > 0 and x < c,
Furthermore, if x > 0, then h c (−x, ·) is the convolution of h c (0, ·) and f −x , i.e.,
Proof. Eq. (12) is essentially established on p. 4/10 of [9] (also cf. [11] ). By (11) , given x ∈ R, 
Plugging the two identifies into (12) then yields (13).
Preliminaries on stable processes
In the rest of the paper, let X be a spectrally stable process with index α ∈ (1, 2) satifying (2). Then the Lévy measure of X is
(cf. [8] , p. 570). By scaling and [13] , p. 88, g t has power series expansion on R,
and in particular
By [2] , Theorem VII.1, (τ −x ) x≥0 is strictly stable with index 1/α, such that
By scaling and [13] , p. 88, or by Kendall's identity, for x > 0 and t > 0,
From (15), g t (x) as a function of (x, t) can be extended from R × (0, ∞) to C × (C \ (−∞, 0]), such that for each fixed x ∈ C, the extension is an analytic function of t ∈ C \ (−∞, 0], and for each fixed t ∈ C \ (−∞, 0], it is an analytic function of x ∈ C. By (18), f −x (t) can be similarly extended from (0, ∞) × (0, ∞) to C × (C \ (−∞, 0]). However, the extension is not the same as f −x (t) for (x, t) ∈ (−∞, 0) × (0, ∞). Indeed, for x < 0 and t > 0, the extension necessarily has the power series expansion (18). On the other hand, for x < 0, the power series of f −x (t) is quite different ( [15] , Proposition 3).
Proof of main results

Initial deduction by Laplace transform
Let x < c be fixed. We seek the Laplace transform of h c (x, ·). For brevity, put (t) = h c (x, t).
By Proposition 8, the Laplace transform of is
By (11), scaling, and (16), (10) and (17), u q (x) = α −1 q 1/α−1 e xq 1/α . On the other hand, if x > 0, by [15] ,
where for a > 0, F a (x) = E a (x a ) with
known as the Mittag-Leffler function. Then F 1 (q 1/α x) = E 1 (q 1/α x) = e q 1/α x and by
we have
Then by (10) and (19),
If x ≤ 0, then by (17) and (20),
On the other hand, if x > 0, then by (20),
By (9), letting q → 0+ in (21) and (22) yields (5) . Note that
where for a > 0 and
Since e −q 1/α (c−x) is the Laplace transform of f x−c which belongs to C ∞ 0 ([0, ∞)), the family of infinitely differentiable functions on [0, ∞) with 0 derivative of any order at 0 and ∞, e −q 1/α (c−x) q n is the Laplace transform of f (n)
x−c for each n ≥ 0. Thus, in view of (21) and the relationship between Laplace transform and differentiation, (3) would be obvious, at least for x ≤ 0, if Laplace transform and the infinite summation on the r.h.s. of (3) are interchangeable. However, the interchangeability turns out to be subtle due to the high oscillation of f (n)
x−c in the right neighborhood of 0. An argument purely based on dominated convergence to prove it seems problematic, for it would apply to (22) to show that E α,α (q) is the Laplace transform of a regular function, which is unlikely to be true. Moreover, the argument would also imply that the integral of h c (x, ·) is equal to the sum of the integrals of the terms in the series (3), which then would yield v c (x) ≡ c α−1 /Γ(α), a contradiction to (5) when x > 0.
Based on the above consideration, in our proof, the result is first established for all x < 0 and t > 0. The interchangeability is obtained by contour integral. The case where x ∈ [0, c) is not directly attacked. Instead, it is resolved by analytic extension for each fixed t > 0.
Lemmas
Fixing c > 0 and t > 0, regard h c (c − ·, t) as a function parameterized by c and t. We need the following preliminary estimate of the domain in C where the function can be analytically extended to. By definition, a domain in C is a connected open set in C.
Lemma 9. Given c > 0 and t > 0, the mapping
can be analytically extended from (0, ∞) to Ω := {z ∈ C : | arg z| < (1 − 1/α)π/2}.
Proof. As an opening remark, the following basic fact will be used. Let D ⊂ C be a domain and J ⊂ R, and let m(z, t) be a measurable function on D × J and ν a measure on J. If m(·, t) is analytic in D for each t ∈ J, and the mapping z → |m(z, t)|ν(dt) is bounded on any compact subset of D, then M (z) = m(z, t)ν(dt) is analytic on D. This is because for any z ∈ D, there is r > 0, such that U = {w : |w − z| ≤ r} ⊂ D. Let ∂U be the boundary of U . Then for any ξ ∈ U \ ∂U , since inf w∈∂U |ξ − w| > 0, by the boundedness assumption and Fubini theorem,
By scaling and [3] (also cf. [16] ), for x ∈ (0, ∞)
where I s (x) stands for the integral
with a(θ) being a continuous positive function on [0, π) such that a(θ) → ∞ as θ → π. For z ∈ Ω, put r = |z| and β = arg(z). Then by |β|
Then by I s (x) < ∞ and the opening remark, I s (z) can be defined on Ω analytically. It follows that ψ s (z) = z α/(α−1) I s (z) on Ω. Then given 0 < r 1 < r 2 < ∞ and 0 < β 0 < (1 − 1/α)π/2, for any z = re iβ with r ∈ [r 1 , r 2 ] and β ∈ [−β 0 , β 0 ],
Comparing with (24) yields |ψ
where the second line is due to
Thus the mapping z → t 0 |ψ s (z)|g t−s (c) ds is bounded on the compact set {z ∈ C : |z| ∈ [r 1 , r 2 ], | arg(z)| ≤ β 0 } ⊂ Ω. Since any compact subset of Ω is contained in one such compact set, the mapping is bounded on any compact set of Ω.
Lemma 10. Given c > 0, for every x < c and t > 0, the series in (3) and (4) converge absolutely and are equal to each other, and as functions of (x, t) can be extended to C × (C \ (−∞, 0]), such that for each fixed x ∈ C, the extended function is analytic in t ∈ C \ (−∞, 0], and for each fixed t ∈ C \ (−∞, 0], the extended function is analytic in x ∈ C.
Proof. By (18), the series in (3) is
Then to show the entire lemma, it suffices to show that series on (4) converges absolutely. Letting M = (c − x ∧ 0)t −1 , the sum of the absolute values of the terms in the series is less than
From (22) on p. 210 of [7] , E α,α (s) = O(e s 1/α ). Then the last integral is O( ∞ 0 e s 2/α−s/M ds), which is finite, yielding the desired absolute convergence.
In the next two lemmas, we consider the case c = 1. The general case can be easily obtained by scaling. Denote by ω(t) the series in (3) with c = 1, i.e.
Recall that for x < 0, the characteristic function of τ x is E(e isτx ) = exp{xΨ(s)}, s ∈ R, where Ψ(s) = |s| 1/α exp{−i sgn(s)π/(2α)} ( [2] , p. 217). Moreover,
where henceforth z 1/α is defined on C \ (−∞, 0] with arg(−1 ± ǫi) → ±π as ǫ → 0+.
Lemma 11. Given x < 0, for t > 0,
where ϕ is the characteristic function of τ x−1 . Furthermore, for any θ 1 , θ 2 ∈ [π/2, π],
where G t (z) = e (x−1)z 1/α E α,α (z)e tz . In both (28) and (29), the integrals converge.
Proof. Because ϕ(s) = exp{(x − 1)(−is) 1/α }, (28) is a special case of (29) as 1 2π
where the integral w.r.t. dz is a contour integral and the integral w.r.t. ds, dθ, ..., is a Lebesgue integral. Another special case is where θ 1 = θ 2 = π. These two cases are considered first. Fix ς ∈ (π/2, απ/2) and note απ/2 < π. The following result will be repeatedly used. From (22) on p. 210 of [7] , uniformly for θ ∈ [−ς, ς],
where the implicit factor in O(.) is less than a constant for all large R and θ ∈ [−ς, ς]. Note that the asymptotic in [7] is derived with arg(z) being fixed. However, from its proof, it is easy to see that the asymptotic is uniform as |z| → ∞ with arg(z) staying in a closed interval in (−απ/2, απ/2). Likewise, from (21) on p. 210 of [7] , uniformly for θ in a close interval in (−π, −απ/2) ∪ (απ/2, π),
By (30), E α,α (R) = α −1 R 1/α−1 e R 1/α + o(R −1 ). Then by 1/α < 1 and cos ς < 0,
On the other hand, uniformly for θ ∈ [−ς, −π/2], Re(e iθ/α ) = cos(θ/α) ≥ cos(ς/α) > 0. Then |e R 1/α e iθ/α | = e R 1/α cos(θ/α) ≥ e R 1/α cos(ς/α) , so by (30), for all large R > 0, |E α,α (Re iθ )| ≤ R 1/α−1 |e R 1/α e iθ/α |. Meanwhile, by cos θ ≤ 0, |e tRe iθ | = e tR cos θ ≤ 1. It follows that
As a result,
Combining this with (33),
Next, consider
By (31) and following the derivation of (32), |G t (se iπ )| = O(e (1+r)s 1/α −ts ). Therefore, the integral converges. Since G is analytic in C \ (−∞, 0], the above two displays together yield
where H is a loop which starts and ends at −∞, and turns around 0 counter clockwise. With similar argument, for each n ≥ 0,
For example, for the integration over s < 0, again consider the contour integral on C R for R > 0. On the arc with θ = arg(z) ∈ (−π, −ς], since R n ≤ Γ(nα + α)E α,α (R), the bound in (33) can be directly used. On the other hand, on the arc with θ ∈ [−ς, −π/2], as cos(θ/α) ≥ cos(ς/α) > 0 and cos(θ) ≤ 0, we can use
x−1 . Moreover, both functions are continuous and L 1 integrable. Then by Fourier inversion ( [12] , Theorem 9.11) and (37),
Combining (36) and (38), for any N ,
From (30), the integrand on the r.h.s. has absolute value no greater than e (r+1)|z| 1/α −t|z| E α,α (|z|), which is already seen to be integrable. Then by dominated convergence, as N → ∞, the integral vanishes. On the other hand, by Lemma 10, the series on the r.h.s. converges. Then (28) follows. Finally, by (35), for any arc contained in C R , the contour integral of G still tends to 0 as R → ∞. This implies
and hence completing the proof. It should be remarked that the bound (34) is the only place in the proof where the condition x < 0 is used. Lemma 12. Given x < 0, for t > 0, h 1 (x, t) = ω(t).
Proof. The first step is to show that for any q > 0, ω q (t) := ω(t)e −qt belongs to L 1 ([0, ∞)). Fix ς ∈ (π/2, απ/2). By Lemma 11, for each t > 0, ω(t) = (2πi) −1 Γ G t (z) dz, where the contour Γ consists of two arrays, one from ∞e −iς to 0, the other from 0 to ∞e iς . For z ∈ Γ, letting s = |z|, from (34), which holds for large s > 0, we have |G t (z)| = O((1 + s) 1/α−1 e −bst ) for all s > 0, where b = − cos ς > 0 and the implicit constant factor in O(·) is independent of t. As α > 1,
Then by Fubini theorem,
The contour Γ is part of the boundary of D but with clockwise orientation. On the other hand, for R ≫ q and z ∈ C R := {Re iθ : θ ∈ [−ς, ς]}, by (30), the integral of
and by analytic extension, ω q and q have the same Fourier transform. Since both are in L 1 ([0, ∞)), by the one-toone correspondence between functions in L 1 ([0, ∞)) and their Fourier transforms ( [12] , Theorem 9.11), ω q (t) = q (t) for almost every t > 0 under dt. By continuity of ω and , ω(t) = (t).
Proofs of main results
Proof of Theorem 1. Since
and f −c −1 y (c −α t) = c α f −y (t) for y > 0 and t > 0, Theorem 1 follows from Lemma 12 for x < 0. Then for z > c,
Fix t > 0 and treat z as the only variable. By Lemma 9, h c (c − z, t) can be analytically extended from (0, ∞) to a domain Ω ⊂ C containing (0, ∞), while by Lemma 10, the two series in the display converge absolutely and can be analytically extended to the entire C. Since h c (c − z, t) and the two series agree on (c, ∞), they must be equal on Ω, in particular, on the entire (0, ∞). It follows that for every fixed t > 0, (3) and (4) hold for all x < c. This completes the proof of (3) and (4). The proof of rest of the theorem follows by combining (3) and (4) with Proposition 6a) and (14) .
Proof of Corollary 2. From Γ(z) = ∞ 0 s z−1 e −s ds and the absolute convergence of (3),
By change of variable the integral representation follows.
Proof of Corollary 3. Since
By Theorem 1 and Lemma 10, h c (0, ·) can be analytically extended to C \ (−∞, 0], so it cannot be constant zero in any interval in (0, ∞). Meanwhile, f x (t) > 0 for all t > 0. Then h c (x, t) > 0 for all t > 0.
Indeed, conditional on
Since X has infinite variation, by Rogozin's criterion ( [5] , Theorem 5.17), under the law of X, 0 is regular for (−∞, 0), so the last probability is 0 and (40) follows. By Vigon's criterion ( [5] , p. 64) and Proposition 6, X(T x ) > x a.s. Then for any Borel function f (x) ≥ 0,
By strong Markov property, the last integral is equal to
Then, because f is arbitrary,
From Case 1, for each y ∈ (x, c) and s < t, h c−y (x − y, t − s) > 0. Therefore, if h c (x, t) = 0, then P{T x < t, X(T x ) ∈ (x, c)} = 0. However, by Proposition 6, this is equivalent to 1{0 < s < t, y < x < y + z < c} z −1−α h x (y, s) ds dx dz = 0, and so h x (y, s) = 0 for a.e. y ∈ (x, c) and s ∈ (0, t). From Theorem 1, h x (y, s) is a continuous function of (y, s). Then h x (y, s) ≡ 0 on (x, c) × (0, t). From Case 1, this is not possible. The contradiction shows that h c (x, t) > 0.
Proof of Corollary 4. Given t > 0 and x, for any x ∨ 0 < a < b < ∞, each term in the series (6) is no greater than
where M = (b − x ∧ 0)t −1 and m = a − x ∨ 0. Therefore, it suffices to show that for any such a and b, the above series converges. The proof is similar to that of Lemma 10 and hence omitted for brevity.
Proof of Corollary 5. This is immediate from Proposition 7 and the fact that being spectrally positive with infinite variation X does not creep, i.e., ∆(T c ) > 0 a.s. ( [5] , p. 64).
Exact sampling for first passage
In this section, it will be shown that it is possible to conduct exact joint sampling of T c , X(T c −), and ∆(T c ) for a spectrally positive stable X satisfying (2). From Proposition 7, this may be done in two steps. The first step is to jointly sample X(T c −) and ∆(T c ), which is standard. The second step is to sample T c given X(T c −), which is the focus. Since by scaling, (T c , X(T c −), ∆(T c )) ∼ (c α T 1 , cX(T 1 −), c∆(T 1 )), it suffices to consider c = 1.
Sampling of prepassage value and jump
Because P{X 1 > 0} = 1 − 1/α [16] , from [6] , Example 7, at every (x, z, w), the joint p.d.f. of X(T 1 −), ∆(T 1 ), and S(T 1 −) takes value C1{x ∨ 0 ≤ w < 1, z > 1 − x > 0} w α−2 z −1−α , where
with C ′ > 0 a constant, and for every x < 1, conditional on X(
Thus the joint sampling of X(T 1 −) and ∆(T 1 ) boils down to that of independent ξ ∼ p and ζ ∼ q. The sampling of ζ is straightforward as ζ ∼ U −1/α , where U ∼ Uniform(0, 1). To sample ξ, it can be seen that p(x) = θp 1 (x) + (1 − θ)p 2 , where
, and
. Using the fact that ρ(x) is proportional to the p.d.f. of 1 − U 1/(2−α) , p 2 can be sampled by the rejection sampling method ( [4] , Chapter II). In summary, p(x) can be sampled as follows.
Sample
2. If I = 1, then sample U ∼ Uniform(0, 1) and output 1−U −1/(α−1) , otherwise, do the following iteration until an output is made.
• Sample U , V i.i.d. ∼ Uniform(0, 1) and set
then output x, otherwise repeat.
Sampling of time of first passage
We now consider the sampling of T 1 conditional on X(T 1 −) = x ∈ (−∞, 1). By Proposition 8, if
Since the sampling of ξ is well known [3] , the sampling of h 1 (x, ·)/v 1 (x) can be reduced to that of h 1 (0, ·)/v 1 (0). As a result, it only remains to consider the case 0 ≤ x < 1. We again will use the rejection sampling method. For this method, the normalizing constant v c (x) is not important and one can just focus on h 1 (x, ·). We will use the the power series representation (4) of h 1 (x, ·). In order to handle the infinite number of positive and negative terms in the series, we first describe the general approach to use.
Let p and q be two p.d.f.'s that are proportional to some explicit functions f and g whose normalizing constants may be unavailable; g is known as an envelope function. For the rejection sampling method, q must be easy to sample. Suppose f can be decomposed as
φ l (t) such that for some explicit constants c 1 , c 2 , . . .
Then p can be sampled as follows.
• Independently sample T ∼ q, U ∼ Uniform(0, 1), and ℓ from the probability mass function c l /C. If U ≤ φ ℓ (T )/(c ℓ g(T )), then output T and stop, otherwise repeat.
Indeed, by standard argument of the rejection sampling method, the p.d.f. of the output of the procedure is proportional to
so it must be p. The point is that when f is an infinite series that cannot be evaluated in closed form, it is possible to have each φ l equal to the sum of a finite set of terms in the series. In each iteration, only φ l with the sampled index needs to be evaluated. For a particular φ l , the corresponding set of terms in the series in general is unknown beforehand as it may depend on t, however, given t, the set can be enumerated in a finite number of steps. As a result, φ l can be evaluated exactly. The issue is the construction of g and φ l . It is important to keep in mind that this has to be done without knowing how f can be evaluated exactly. To apply the above approach to h 1 (x, ·), an envelop function has to be in place. The next lemma provides an option.
Then for every 0 ≤ x < 1 and t > 0, h 1 (x, t) ≤ H α (t).
The normalized H α is equal to θp 1 (t) + (1 − θ)p 2 (t) with p 1 (t) = (1 − 1/α)1{0 < t < 1} t −1/α and p 2 (t) = α1{t > 1} t −α−1 being p.d.f.'s and θ = α 2 /(α 2 + α − 1). Thus the normalized H α can be sampled as follows.
As a result, H α can be used as an envelope function.
Let c l = 2 −l+1 . Then from (41), it only remains to construct functions 0 < f l (t)
so that
We next construct a sequence of finite sets Λ l (t) ⊂ N × N, l ≥ 0, which depend on t, such that 
Then among any 2L α consecutive integers, there exist an even number and an odd number both belonging to A α := ∪ j∈Z I j , where
Assume the two lemmas are true for now. To start with, Λ 0 (t) = ∅ and F 0 (t) = 0. By Corollary 3 and Lemma 13, 0 < h 1 (x, t) − F 0 (t) = h 1 (x, t) ≤ H α (t). Suppose Λ l (t) has been constructed, such that F l (t) ≥ 0 and 0
For r ∈ N, denote S r = {(k, n) : k, n = 1, . . . , r} and ∂S r = {(k, n) ∈ S r : k ∨ n = r} its "boundary". Let d α and A α be as in Lemma 15. Let δ α = sin(d α π) and
for some j ∈ Z, so for n of the same parity as k, By Lemma 15, 0 ≤ k r − r ≤ 2L α . Then it is easy to show k r /α ≤ r + 1 and r + 2 ≤ (2 − 1/α)k r . Meanwhile, r > (2u/ǫ) 1/(α−1) and k r > (2s/ǫ) α/(α−1) . Then by (43) in Lemma 14, for every k < k r ,
By Lemma 15, (−1) k+r+1 sin(kπ/α) > 0 for at least one k < k r . Thus the sum over E 1 is strictly positive. Likewise, the sum over E 2 is strictly positive. Next, the sum over E 3 is at least
By (43) in Lemma 14, the last sum is strictly positive. Similar, using (42) in Lemma 14, the sum over E 4 is strictly positive. Thus h 1 (x, t) − F l+1 (t) > 0, as desired.
Proof of Lemmas
Proof of Lemma 13. Given x ∈ [0, 1), by (12) , (15) , and g t being decreasing on [0, ∞) ( [13] , p. 416),
On the other hand, for t ≥ 1, from (25), Proof of Lemma 14. For brevity, write m k,n = m k,n (s, u) and S k,n = ∞ i,j=0 m k+i,n+j . Then (42) is equivalent to S k,n ≤ (1 + 24ǫ)m k,n for k, n satisfying the stated condition. Put k 0 = k. Then by α ∈ (1, 2) , it can be seen that k 0 < k 1 < k 2 < . . . and k l /α ≤ (k l+1 − 1)/α ≤ n + l ≤ (2 − 1/α)k l for l ≥ 0. Put d l = k l+1 − k l . Then
For 0 ≤ i < d l , and j ≥ 1, since n + l + j − 1 ≥ n + l ≥ (k l+1 − 1)/α ≥ (k l + i)/α, by Lemma 16 a), m k l +i,n+l+j /m k l +i,n+l+j−1 ≤ 2u(n + l + j − 2) 1−α ≤ 2u(n − 1) 1−α < ǫ. Then by induction,
and hence
For each i ≥ 1, since n + l ≤ (2 − 1/α)(k l + i), by Lemma 16 b), m k l +i,n+l /m k l +i−1,n+l ≤ 2s(k l + i) 1/α−1 < 2sk 1/α−1 < ǫ. Then by induction, m k l +i,n+l ≤ ǫ i m k l ,n+l , resulting in
For each l ≥ 1, since (k l −1)/α ≤ n+l−1 ≤ (2−1/α)(k l −1), by Lemma 16 c) m k l ,n+l /m k l−1 ,n+l−1 < 6su(n − 1) 1−α k 1/α−1 < ǫ. Then by induction, S k,n < (1 − ǫ) −3 m k,n < (1 + 24ǫ)m k,n , as desired. The proof for (43) and (44) is very similar to that for (42) and hence is omitted.
Proof of Lemma 15. Let B j = ((2j + 1 − d α )α, (2j + 2 + d α )α). Then |I j | ≥ 1, |B j | ≤ 2, and A c α = ∪ j∈Z B j . If two consecutive integers both belong to A c α , they must belong to the same B j , for otherwise there would be an I i strictly between the two, implying |I i | < 1. Moreover, no three consecutive integers can all belong to A c α , for otherwise they had to be in the same B j , implying |B j | > 2. Assume that for some i, none of the even numbers in S = {i + 1, i + 2, . . . , i + 2L α } is in K α . Then all the odd numbers in S are in K α . Consequently, the even numbers belong to L α different B j 's, and the odd ones to L α different I j 's. The union of these intervals has Lebesgue measure 2αL α . Since the union lies between i + 1 − |C| and i + 2L α + |D|, where C is the interval containing i + 1 and D the one containing i + 2L α , then 2αL α ≤ L α − 1 + |C| + |D|. Observe that either C is an I j and D is a B l , or vice versa. Then |C| + |D| = 2α, so 2αL α ≤ 2L α − 1 + 2α, contradicting the choice for L α . This shows there is at least one even number in S belonging to K α . Likewise, there is at least one odd number in S belonging to K α .
