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ABSTRA T 
This thesis focuses on characterization of semiconductor 
surfaces and thin films by two surface-sensitive techniques, Secondary 
Ion Mass Spectrometry (SIMS) and Electron Stimulated Desorption 
(ESD). 
An analytical estimate for the broadening in SIMS analysis has 
been modified for the beam induced changes in surface chemistry and 
tested by profiling a variety of impurities in silicon. A remarkable 
agreement was found between theoretical predictions and experin1ental 
data obtained under 02+, Ar+ and Cs+ bombardment. 
Desorption of charged particles under electron bombardment was 
studied ior a number ot adsorbate/substrate combinations, 
concentrating on H and O desorption from Si02 and GaAs. A new 
resonant process (initiated by core-level excitations) by which charged 
particles can be ejected from surfaces was uncovered. 
En1ploying SIMS and ESD to probe the ejection mechanisn1 of 
secondary ions, some electron-mediated processes were found to 
don1inate the ion induced emission of positive secondary ions of 
elem nts ,vith high ionization potential. 
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INTRODUCTION 
Surface and near-surface phenomena play an important role in 
both mechanical and electrical properties of materials. As a result, 
many technological areas, such as semiconductor processing and 
electronic materials science, corrosion prevention and metallurgy, to 
name a few, are strongly influenced by the physical and chemical 
properties of the surface region. Characterization and study of surfaces 
is, therefore, important not only for development of fundamental 
theoretical concepts, but also for application in many technologies. 
Surface-related phenomena h ave been studied extensively in 
recent years owing to the availability of many analytical techniques that 
are sensitive to the composition changes and/or excitations originating 
0 
from the outer surface of materials (information depth of -lOA) [1]. 
Most of these techniques are based on probing the surface by an electron 
or ion beam, followed by detection of particles, such as electrons, ions or 
neutrals, ejected from the surface region. The work presented in this 
thesis focuses on analysis by two surface sensitive techniques: 
Secondary Ion Mass Spectrometry (SIMS) and Electron Stimulated 
Desorption (ESD). Both techniques have been widely u sed in the past 
two decades: ESD for determination of physical and chemical properties 
of adsorbed layers (but for a limited number of elements) [2] and SIMS 
for solving a variety of problems in surface and thin film analysi s, 
including elemental characterization , in-depth profiling, surface 
reactions and ion imaging [3]. 
Both SIMS and ESD are ba sed on emission and detection of 
charged particles. Consequently, I used the same instrument (Riber 
MIQ 256 Ion Microprobe), equipped with ion and electron sources and a 
quadrupol e mass filter, for both type of experiment . However, the 
stimulating radiation used in ESD (electrons) differs from that used in 
SIMS (ions) and leads to quite a different ejection mechanism, 
dominated by electronic transitions to repulsive states, whereas,under 
energetic ion impact, ejection is predominantly of balli stic origin. 
SIMS and ESD have generally not been regarded as 
complimentary techniques and have been rarely combined in studies of 
surface phenomena. The overlap of the techniques is limited by the 
sen itivity of ESD to only a small number of adsorbed species that are 
bound in a specific manner at the surface, whereas, in SIMS, all 
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elements and many molecular clusters can be detected. Quantification 
still represents a rather difficult problem for both techniques. 
Secondary ion emission under primary ion bombardment varies widely 
from element to element and can also differ by several orders of 
magnitude for a single element in different matrices. These variations 
and sensitivity to the surface chemistry are currently not theoretically 
predictable and cannot be accurately modelled: quantification is only 
possible by either the use of standards or empirical calibration of 
instrument sensitivities. 
In some special cases, quantification of SIMS and determina tion 
of th e ejection mechanism under ion impact represents a fie ld where 
SIMS and ESD can nicely overlap. Recently, Williams [ 4] u sed both 
t echniques to show similarity between ion-induced a nd electron-
induced ejection of positive fluorine and chlorine ions. We h ave 
extended combined SIMS/ESD studies to a number of el em en ts 
implanted into silicon in order to probe electron-mediated events in ion-
induced ejection of positive ions and to attempt to understand ejection 
behaviour for particular groups of elements [7 ,8]. Thi s t ype of 
experiment may lead to an explanation for incidences of enhanced ion 
yield s which have been r eported in the literatu re [5], could assist in 
furth er und ers tanding sputter ion emission and , fina lly, could improve 
reliability of quantita tive SIMS analysis at the surface in some special 
cases. 
Understanding of ESD-related processes is also important from 
the experimental point of view in situations where SIMS analysis of 
poorly conducting materials is performed simulta n eou sly with electron 
flooding. The latter method has been found to n eutrali ze (or stabilize) 
th e surface charge induced by primary ion bomb a rd ment very 
efficiently [6]. However, the ESD-induced signal of an elen1en t profiled 
by SIMS at the same time may cause considerabl e misinterpretation of 
the SIM pro fil e a nd add to t h e unreliabil ity of quantification . 
Knowledge of both the intensity of ion desorption under electron 
bombardment and the dependence of ion yield on elect ron energy can 
help in es tabli shing a compromi se between charge st abili zation and 
reduction of ESD-induced contributions to the SIMS signal. 
Correct interpretation of both SIMS and ESD data requires 
under standing not only of the underlying physics , but a lso of the 
performa nce of the instrument. In SIMS, removal of surface atoms by 
en ergetic ion impact , known as sputtering, at the one time provides the 
analytical- signal (creates secondary ions) and erodes t h e surface to give 
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information about in-depth distribution of impurities. As a result, 
SIMS depth-profiles reflect a number of instrumental and ion-beam 
related effects that cause the measured profile to deviate from a true 
one. It is of great importance for a SIMS operator to be familiar with 
these artifacts and to eliminate or reduce them wherever possible. As a 
first user of a new SIMS instrument I have characterized its 
performance and determined some limiting factors of both 
instrumental and ion-beam origin [9,10,11,12]. Some aspects of that 
work are presented in Chapter 1. The same chapter also gives a brief 
introduction to the SIMS technique and sputtering process. Chapter 2 
deal with ion-beam induced degradation of SIMS profiles as a re ult of 
ion mixing that cannot be suppressed completely: mixing is always 
present and can only be minimized. A reliable estimation of elen1ental 
profile degradation in a given matrix would be very useful for 
determination of optimum analysis conditions (type, energy and angle 
of incidence of primary ions). Chapter 2 specifically addresses such 
estimates with regard to our work on broadening during sputter depth 
profiling [13,14,15]. 
The MIQ 256 instrument has not been designed and optimized for 
ESD work. To detern1ine sensi ti vi ty, dynamic range, energy 
dependence and reproducibility of ESD experiments, as well as possible 
channels for ion ejection, I have also undertaken a comprehensive 
desorption study of several elements from a number of different 
matrices [16, 17]. This work and some observations of new physics 
emerging from it are presented in Chapter 3. Chapter 4 is dedicated to 
el ctron n1ediated, i.e. noncollisional, ejection processes in sputter ion 
emission [7,8]. Here, I employed an energy analysis technique and u ed 
both SIM and ESD measurements to probe the ejection mechanisn1 . 
I divided this thesis into four chapters and organized then1 as 
follows. Each starts with an introduction and contains some 
fundamentals relevant to the subject treated in that chapter. The 
second part of each chapter focuses on my original work and gives a 
summary followed by the list of references. In that way, each chapter 
r presents a self-contained entity while results presented in each 
chapter are important for and are used in the other chapters. I have 
also used my own examples throughout this thesis: all figure , if not 
otherwi e tated or indicated in figure caption s, are from my own 
measurements. 
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Chapter 1 
SECONDARY ION MASS SPECTROMETRY 
1.1 Introduction 
Small changes in near-surface composition and composition 
changes at interfaces can have a great influence on the properties of 
electronic materials. Together with the increased demand for electronic 
devices on the µm-scale, this sets some rigourous conditions on the 
performance characteristics of analytical techniques for surf ace and thin 
film analysis. Sensitivity down to ppm or even ppb levels is often required 
while only a small area on the sample surface may be available for 
analysis. The possibility for detection of a range of different elen1ents and 
their isotopes \vith good mass , lateral and in-depth resolution are al so 
highly desirable. Secondary ion mass spectrometry (SIMS) generally 
sati fi s all these requirements at a very high level and technique has 
been applied successfully in the past 20 years to the variety of problems in 
surface and thin film analysis [1.1]. However, SIMS is also a technique 
that displays many artifacts which can cause misinterpretation of data 
and influence the reliability of quantification. When beginning work on a 
new SIMS instrun1ent, it was very important to thoroughly characterize 
its p rformance and limitations for semi-analysis. A part of that 
characterization, which focuses on artifacts in analysis, is presented in 
this Chapter. During the work on SIMS I have also became aware of a 
fact, well known to all SIMS operators, that in many situations SIMS 
data, taken alone, do not provide a reliable picture of the systen1 under 
consideration despite taking all measures in order to eliminate artifacts. 
It was a great advantage for my work to have under the san1e roof another 
complimentary analysis technique, Rutherford backscattering 
spectroscopy (RBS). The combination of SIMS and RBS could provide an 
accurate characterization of impurity distributions and in this Chapter, 
as an example, I will show how RBS can help in the interpretation of 
IM d L that would otherwise be interpreted incorrectly. 
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1.2 Basic considerations 
Secondary ion mass spectrometry (SIMS) is a technique for surface 
and thin-film analysis based on bombardment of a sample surface by a 
monoenergetic beam of primary ions, typically of energy between 1-20 
keV, followed by detection of ejected ions [1.1]. During bombardment, 
atoms from the sample surface are removed by sputtering an d the 
surface is progressively eroded. A small fraction of sputtered particles is 
ionized. These ions, called secondary ions, are energy fil tered , then ma s 
analyzed according to their mass-to-charge (m/e ) r atio and finally 
detected by a suitable means (Fig. 1. 1). 
PRIMARY 
IO NS 
SAMPLE 
ENERGY 
ANALYZER 
SECONDARY 
IONS 
MASS 
SPECTROMETER 
DETECTOR 
MASS SPECTRUM 
DEPTH PR OFILE 
IMAGE 
Fig.1.1: Schematic diagram of the main components of SIMS technique. 
The principle of the sputtering process [1.2] i s sch ematically 
repr s nted in Fig .1.2. A primary ion, upon entering the solid, lose s ils 
energy in collisions with the target atoms and electron s and evenlually 
comes to rest at a depth defined by its initial energy and impact angle. 
This process initiates a collision cascade of moving atoms and some of the 
backward recoils approach the surface with enough energy to overcome 
the surface binding energy and escape from the solid. 
The erosion rate of the solid surface is characte ri zed by the 
sputtering yield Y defined as the mean number of atoms emitted per 
incid nt ion . For ion energi s of the order of 0.1-10 keV, which are typical 
for IM experiments, elastic collision processes and consequential 
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nuclear energy loss dominates the energy transfer. Most of the energy 
deposited by primary ions into a collision cascade is consumed in 
displacing and relocating the target atoms many times and generating 
heat within the sample. Only a small fraction (typically <1 %) of the energy 
is con urned by the ejected particles. Sputtering yield is, therefore, much 
smaller (one to several atoms per incident ion) than the mean number of 
displacements. Thus, the sputtering process creates a significant amount 
of atomic motion below the instantaneous sample surface. This ion 
mixing effect causes broadening of SIMS profiles and will be considered 
in detail in the next Chapter. 
Primary Ion 
0.5-20 keV 
Cos code 
Volume 
Sputtered Particles 
Escape Depth 
I 
Penetration 
Depth 
Implanted Projectile 
Fig.1.2: chematic representation of a collision cascade. Heavy solid line 
repre ents path of a primary ion; light lines indicate the recoil paths. 
The puttering yield depends on the mass, energy and impact angle 
of the primary ions and also the structure and composition of the target. 
It i de cribed theoretically in terms of a model, developed by Sigmund 
[1.2], which considers only sputtering by elastic collisions in a linear 
ca cade regime. Here, linear means that only a small fraction of the 
target atoms, tationary before the collisions occur, is set in motion. 
Applying the Boltzmann transport equation and several approximations, 
including isotropic motion and no inelastic energy losses, Sigmund 
developed an expr ion which describes the sputtering yield by two term 
(1.1) 
I 
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Here, J\ represents a material factor and includes the atomic density N (in 
A-3) and the surf ace binding energy U O (in e V) according to 
0 
A= 0.042/NU0 [A/eV], (1.2) 
and F 0 (E 0 ) represents the density of energy deposited by primary ions into 
nuclear motion of target atoms near the surface and is given by 
(1.3) 
where a 1 a function of the mass ratio between incident ion and target 
atom and ranges between 0.2 and 0.4 (1.2]. Sn is called the nuclear 
stopping cross section and can be derived using, for example, the 
Thomas-Fermi model of atomic interactions (screened Coulombic 
potential in impulse approximation) [1.2]. 
Insertion of ( 1.2) and ( 1.3) into ( 1. 1) gives 
Y=(0.042 a 8n)/U0 (1.4) 
Andersen and Bay [1.32] have shown that relation (1.4) can describe 
sputtering experiments quite well and Sigmund's theory has been 
generally accepted for description of sputtering events. Knowing the 
sputtering yield, one can determine the erosion rate of the sample surface 
as 
(1.5) 
where IP is the primary ion flux (ions/s) and A the bombarded area cA-2). 
Most of the particles ejected during sputtering are neutrals, but a 
mall fraction of the emitted flux is ionized during the ejection process. 
Elemental sensitivities in SIMS depend strongly on surface (matrix ) 
com po i tion. This fact, known as the "matrix effect", is extremely difficult 
to predict theoretically and represents a major problem in modelling of 
SIMS data. At the moment, there is no comprehensive theory which 
describes, quantitatively, ionization of ejected particles in terms of surface 
composition. Thus, straightforward quantification in SIMS analysis is 
not possible. This aspect is considered in detail in this thesis. 
The presence of even small amounts of oxygen or other 
electron gative elements at the sputtered surface considerably enhance 
po itiv -ion yields while the presence of cesium or other electropositive 
• 
1 0 
species increases negative-ion emission [1.3]. In modern SIMS 
instruments, detection of 1 ion for every 100-1000 sputtered atoms is 
routinely achieved for some elements if sample surfaces are optimized to 
give high ionization efficiency. Instead of oxygenation or cesiation of 
surfaces (for example by flooding the sample surface with appropriate 
gases during analysis) bombardment with a primary oxygen or cesium 
beam is widely used to enhance positive or negative ion yields, 
respectively [ 1.4]. A statistically significant signal of 100 ions can be 
detected from as little as 1 04- 105 sputtered atoms which allows element 
analysis in microvolumes with extremely low detection limits (e.g. better 
than 1 ppb for some impurities). 
On the other hand, the escape depth of secondary particles is 
0 
typically less than lOA [ 1.5] and, therefore, secondary ions originate 
almost exclusively from the top monolayer or two. The inherent depth 
0 
resolution is consequently very good ( <10 A) but it deteriorates in practice 
(by a factor of two or more) as a result of instrumental and ion-beam 
induced effects. The characterization of such effects for our instrument 
constitutes the bulk of this and the following chapter. 
The in-depth concentration distribution of a given element (called 
depth-profile ) can be obtained during sequential sputter erosion of a 
sample surface by simultaneously recording the secondary-ion signal of 
given element (Fig. 1. 1). Alternatively, detection of secondary ions from a 
given m/e range during removal of only a fraction of the top monolayer 
can be displayed as a mass spectrum, giving information about elements 
present at the very surface (Fig. 1. 1). 
As an illustration, Fig.1.3 shows both positive and negative 
secondary ion mass spectra obtained from a GaAs surface by 6 ke V Ar+ 
bombardment, while in Fig.1.4 a positive spectrum from a Si surface 
obtained by 13 ke V 0 2 + bombardment is displayed. It is important to note 
that all elemental isotopes, such as Ga69 and Ga 71 (Fig. l.3a) or the three 
Si i otope at 28, 29 and 30 amu (Fig.1.4) are easily differentiated and that 
hydrogen can be detected as well. In addition to singly charged atomic 
ions, some multiply-charged positive ions (e.g. Si2 + and Si3+ in Fig.1.4) 
and some molecular clusters (e.g. c2 - at 24 amu and Gao- at 85 and 87 
amu in Fig. 1.3b or Si2 + at 56 amu and SiO+ at 44 amu in Fig.1.4) are 
observed. It is also obvious that electropositive elements favour positive ion 
formation, while the ions of electronegative elements (e.g. C, 0, Cl) 
exhibit higher intensities in the negative spectrum (Fig.1.3a and 1.3b). 
Compari on of Fig. l.3a and 1.3c shows that intensities of elemental peaks 
change with sputtering time i.e. depth: SIMS is capable not only for 
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surface analysis but for in-depth analysis as well (the spectrum from 
Fig. 1.3a was taken from the sample surface and the one in Fig. 1.3c 
from the bottom of a 1000A deep crater after sputtering by 300nA Ar+ 
beam for 3 minutes). An in-depth profile (raw data) is displayed in 
Fig.I.Sa. Here, 121 Sb+ from a silicon wafer implanted with 2xl0 15 Sb/cn12 
at 120keV was profiled by a 12 keV Ar+ beam (200nA at 70°) . The time 
c le, repr senting sputtering time, can be converted into an average 
d pth scale by measuring the depth of the eroded crater. In the example 
shown in Fig.1.Sa, one assumes a constant sputtering rate due to the 
dilute -impurity regime. In profiling of multilayers (Fig.1.Sb) one has to 
corr ct the average depth scale, obtained fr om crater-depth 
m a ur ment, for different sputtering rates in different layers 
(maLric ). 
Fig .1.Sa also illustrates a characteristic feature of many SIMS 
profile . The Sb signal is very high at the beginning of sputtering, but 
decrea ses rapidly and drops by almost 2 orders of magnitude after about 
0 
l00A of Si has been sputter removed. After that it starts to rise r evealing 
the expected implantation profile. The decrease of the Sb signal in the first 
0 
l00A i rtificial and caused by removal of a native surface oxide, 
present at the surfaces of most samples. This implies that, in many cases
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reliable SIMS characterization of the top surface layer is not possible. 
From Fig.1.3c is also evident that most of the elements present at 
the surface (peaks in Fig.1.3a) reflect surface contamination because they 
are not present below the surface, at least at a detectable concentration 
level. 
The secondary ion intensities for different elements extend over a 
large signal range (usually a few orders of magnitude), but high intensity 
does not necessarily imply a large concentration. For example, strong 
sodium (at 23 amu) and potassium (two isotopes at 39 and 41 amu, 
respectively) signals are often observed in a surface spectrum (even from 
"clean" surfaces) due to the high ionization efficiency rather than high 
concentration of those elements. 
1.3 Quantification of SIMS data 
The basic requirement for any analytical technique is the possibility 
to relate unambiguously the measured signal to the composition of the 
solid i.e. concentration of given element. It is, therefore, the aim of SIMS 
analysis to determine the concentration of an elen1ent x from it~ 
measured signal I+ (x). We will consider the case of positive secondary 
ions; analogous relationships hold for the negative ions. We will also 
restrict our analysis to the dilute impurity regime, i.e . to targets with low 
impurity concentration (<1 at. %) . In that case the SIMS signal from 
impurity atoms can be considered to vary linearly with the concentration 
of impurity in solid because such variations in concentration do not 
influence secondary ion yield significantly [ 1.1]. 
Let us suppose now that the target consists of one major con1ponent 
t and an impurity x, present in the solid at some atom fraction c(x). As 
mentioned before, only a small fraction a+(x ) of atoms x will be sputtered 
as x+ giving rise to the signal I+ (x). In addition, not all of x+ ions will be 
collected and transmitted to the detector, but only a fraction r+(x ). With 
these restrictions in mind, the positive SIMS signal , given in counts/s, of 
an isotope i of element x sputtered from the target surface by primary ion 
current IP (ions/s) can be written as 
Ii +(x) = Ip Y c(x) a(x) a +(x) f+(x) (1.6) 
where a(x) r e pre sen ts the fractional isotopic abundance and c(x)= 
n (x)/n(t) is the fractional atomic concentration of element x. n(x ) is the 
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absolute concentration of element x (atoms/cm3 ) and n(t) is the target 
atom density (target atoms/cm3). Y represents the total sputtering yield, 
i.e. number of sputtered atoms per incident ion. r+(x) is called the 
instrumental transmission factor, and a+(x) the ionization probability. 
From relation (1.6) one can calculate the impurity concentration from a 
measured signal provided other parameters in (1.6) are known. As the 
last collision experienced by the sputtered atom usually involves surf ace 
atoms rather then primary ions, a+ depends strongly on surface type 
(matrix effect) and surface chemistry (chemical effect) and can change 
dramatically and unpredictably from one surface to another. 
Determination of a+(x) is, consequently, the major difficulty in 
quantitative analysis by SIMS. a+(x) cannot be determined directly, but its 
product with r+(x), termed the useful ion yield 1(x+), can be estimated 
from profiling of standard samples of known composition and with a 
matrix as similar as possible to that of the sample under investigation. 
One has to pay attention to the concentration changes of the element of 
interest in the standard samples; only variations below about 1 at. % give a 
constant ion yield. Ion-implanted samples have been found to represent 
very good standards [1.1] : nearly any element (or its less abundant 
isotope) can be implanted into almost any matrix with an accurately 
known fluence which satisfies the dilute concentration requirement. 
't(x+), given essentially by the ratio of the ions detected to atoms sputtered, 
can be extracted from the depth-profile of an appropriate ion-implanted 
standard under experimental conditions identical to those used in 
profiling of the unknown sample. 1 (x+) is then simply given by the 
integrated counts in the profile divided by the product of implanted 
dose/cm 2 and the analyzed area. However, changes in operating 
conditions that influence the instrument transmission will also change 
the useful yield. Another approach, that accounts for these changes, is 
more useful and often applied as a calibration method [1.7]. It consists of 
determination of the relative sensitivity factor (RSF), defined by the 
relation 
I1 +(x) 
n(x) = -- RSF 
Ik +(t) 
(1. 7) 
where x r pr s nt the impurity and t the matrix. It fo11ows from this 
definition that the RSF of the matrix is equal to the matrix atom density. 
I 
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Relation (1. 7) is obtained from equation (1.6), the latter rewritten in the 
form 
(1.8) 
Fj is called the absolute sensitivity factor and RSF represents the ratio of 
absolute ensitivity factors for impurity and matrix multiplied by the 
matrix atom density n(t). Again, RSF can be determined from ion-
implanted tandards. The procedure is as follows. The total number n of 
ions of typ i implanted under area A can be determined either from the 
known do::-ie D ( atoms/cm 2 ) as 
n =DA [atoms] (1.9) 
or by integration under the SIMS profile of the implanted ion distribution 
n 2 (i) (in thi case A corresponds to the analyzing area) 
n = A f n/i) dz= A [RSF/Ik +(t)J f Ii +(i) dz 
l c 
Fn.>111 \l.~J dllU , 1.1UJ 1 ~} 1s given by 
RSF=---
f Ii +(i) dz 
i 
(1.10) 
(1.11) 
( 1 given in atoms/cm:2 , r+ in counts/s and z in cm ; depth scale z can be 
determin ed by n1easuring the step height of the eroded area using a 
surfac profilometer ). 
Fig.1.6 illustrates the determination of RSF for C12 implanted into 
Si (implantation conditions are given in the figure caption). This sample 
can be u ed as a standard for determination of unknown concentrati ons 
of carbon in other Si samples. We found that implanted samples are very 
suitable and accurate standards and used them in this study for all 
qu ntification of IMS data. 
We conclude that SIMS can be used as a quantitative method if well 
defined standard are analysed along with the sample of unknown 
composition. Usually each primary beam-sample combination cons ti tues 
a unique analytical problem, requiring a specific standard. 
, 
l/l 
o_ 
u s 
_, 10 
LJ 
_ _j 
w 
3 
10 
1 7 
'+--L-- ------..:ir-----1f- I K ( t ) 
~2 Bs1-) 
I 
o) 
Q Z: 
I 
J _. 
:J S1 
c! ( 
(") 10 
t 
u 
-
~- 21 -
__, 10 
C 
() 
'lf 
2 10 
~, 
'. 
(1; 
u I ,:, 
010 
u 
1 '-=' I'-.' 10 
b) 
0 0.2 0.4 
Z{µm) 
Fig.1.6: Illustration of RSF determination: 1) average value of Ik +(t) is 
determined by integration below profile of matrix signa l (Si 28); 2) 
integral under profile nz(i) of implanted species (C12) is dete rmined; 3) 
R F is calculated u ing relation 1.11 ; 4) signal intensity (cp s) is 
converted into concentration (at. I cm3) using relation 1. 7. 
1 8 
1.4 SIMS instrument 
The performance of each SIMS instrument depends greatly upon 
its design and differs from instrument to instrument. However, all 
modern SIMS instruments contain the same basic components: an ion 
source to produce energetic primary ions; beam optics to focus and direct 
the ion beam at the sample; an analysis chamber with the sample 
manipulator to mount the samples to be analysed; secondary ion energy 
analyzer and mass spectrometer to separate secondary ions according 
their energy and mass-to-charge ratio, respectively; and a detector to 
detect and count secondary ions. All SIMS and ESD measurements 
presented in this thesis were performed in a quadrupole-type ion 
microprobe (Riber MIQ 256), schematically represented in Fig.1.7. This 
instrument has been optimized for profiling applications, but chemical 
imaging (of one element at a time) may also be performed. The 
instrument is also equipped by an electron gun, supplied originally for 
charge neutralization in SIMS analysis of insulators, and we have 
extended its application to ESD measurements , as well. 
The basic requirements for profiling applications 1n a hi gh 
performance SIMS instrument are as follows [ 1.1]: 
- well focused primary ion beam 
- high primary current 
- mass filtering of primary beam 
- production of flat crater bottom 
- choice between different types of primary ions (including reactive one ) 
- pos ibility to change primary beam energy and angle of incidence 
- suppre sion of crater-edge effects 
- high transmission coefficient 
- good mass resolution 
- charg neutralization for analysis of insulators 
- cl an, ultra-high vacuum 
In this section the main parts of our instrument will be described 
in light of the requirements listed above. Detail s about crater shape, edge-
effects and charging will be presented in the following section, where 
SIMS artifacts are reviewed. 
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1.4.1 Primary ion sources and primary beam column 
Riber MIQ 256 SIMS instrument is equipped with two ion sources: 
a cesium source and a duoplasmatron. The latter can be operated with 
either a cold (hollow) cathode for production of an 0 2 + beam, or a hot 
cathode (filament) for Ar+ or N2 + beams. Having a choice between 3 or 4 
different types of primary ions, one can optimize profiling conditions for a 
particular application. For example, use of reactive ions (oxygen or 
cesium) will greatly enhance secondary ion emission (positive or 
negative) and improve dynamic range and detection limits for n1any 
elements. Bombardment with non-reactive ions (argon) will help, for 
example, to overcome problems arising from oxygen-beam induced mass 
interferences or segregation effects (see below). 
To eliminate impurities, primary ions of different mass and charge 
state (for example 0 2 + and o+ from 0 2 + beam), and neutrals, mass 
separation of the primary beam is performed in a 90° magn et. 
Elimination of neutrals is very important because the neutral component 
of the beam cannot be focused and scanned, so it hits the area of san1ple 
surface around the eroded crater from which the signal is detected. This 
\vill r ult in a high background signal and low in-depth resolution. 
Mass filtering of Cs+ ions is not necessary because a thermoionization 
cesium source produces a pure Cs+ beam. 
The primary beam energy in our instrument can be changed from 
250e V to 15ke V for all types of primary ions used in the instrument. 
Currents up to 4 µA are available. After acceleration and mass filtering, 
the beam is focused through a condenser and objective lens systen1 and 
raster scanned by passing through a system of x-y plates. Craters wi Lh 
areas of up to a few tens of mm2 can be produced. Good beam focusing is 
required for better lateral resolution and better in-depth resolution 
(sharper walls of sputtered craters will help in reduction of edge effects ). 
At the same time one wants a high primary beam current for rapid depth 
profiling. However, the beam size changes with both primary energy and 
current and Fig.1.8 shows these dependencies as measured in our SIMS 
instrument. For high energies and low currents, the beam diameter 
approaches 1 µm. To obtain good focus and high current at the same 
time, one must u e high energies. Optimization of one parameter usually 
deteriorates others and one has to compromise in making selection of 
beam size, energy, current and rastering area. In routine profiling 
application , an 02+ beam above 3keV and Cs+ beam above 4keV is usually 
2 1 
usually employed with currents of the order of 100 µA, giVIng a beam 
diameter well above 1 µm (usually 10-100 µm). 
cp 
(fJm) 
300 
200 
100 
0 
4 keV 
/ 
., 
• 
I 
I 
f 
/ 
7' 
I 
' ( 
c5 -0--
0 
, 
/ 
i,_ 
..._ / 
300 
8 keV 
12keY 
cp 
(µ m) 
x:--- x:---
5 /o 
/ 
~ 
0 
00 5 I(nA) 10 
I (n A) 600 900 
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fixed pnmary energies. Inset shows the low-current region. 
Th ampl manipulator provides translation in three directions, with 
one (tilt) rotation. Samples of size up to 1 cm2 can be introduced into the 
analy i chamber. The angle of incidence (0° - 90°, measured from the 
normal to the ample surface) can be changed independently of primary 
n rgy du to the low extraction field (- 100 V). 
1.4.2 Ma s spectrometer 
econdary ions are ejected from the sample surface with an 
approximately cosine distribution around the surface normal and with a 
range of kinetic energies extending up to l00eV or more. The distribution 
exhibits a peak at about 5-15eV. To transmit into the mass analyzer ions 
around the peak of the energy distribution and suppress high energy 
I 
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secondaries (to increase mass resolution of the quadrupole filter, see 
below), energy filtering by means of energy selector optics with a 
bandwidth of about l0eV are used. A bias voltage, applied to the sample 
holder, can effectively shift the position of the energy window (by 
accelerating or de-accelerating secondary ions), making detection of ions 
from different parts of the energy distribution curve al o po ible. 
An obvious disadvantage of energy filterin g and the sn1all 
extraction voltage applied in our instrument is loss in signal intensity 
(compared to the magnetic-sector instruments in which a high 
extraction voltage is used). However, low extraction voltage enables an 
electron beam to be easily directed onto the samp1c surfac e for either 
charge neutralization purposes or performance of ESD experin1ent . 
After energy selection, secondary ions are mas filt ered according 
their ma -to-charge (m/e) ratio in a quadrupole ma analyzer. A cross 
section of a quadrupole mass filter is schematically represented in 
Fig.1.9a. An ideal quadrupole consists of four hyp erbollically- haped 
parallel rods. Circular rods are, however, used in most practical 
instruments. An oscillatory electric field is established between rods by 
applying a combination of a constant and an oscillatory voltage on one 
pair of rod , and an opposite voltage on the other pair (Fig. l.9b). 
Trajectorie of most of the secondary ions in a rapidly sw itched 
quadrupole field are unstable and oscillate with incrca ing n1agnitude 
(broken line in Fig.1.9a). Ions following these trajectories arc eventually 
lost by striking the rods. Only ions around a given m/e ratio follow stable 
oscillatory trajectories, with amplitudes less than the separation between 
rods, and are transmitted through the filter (full line in Fig .1. 9 a) [ 1. 7]. 
For efficient separation, ions must remain long enough in the quadrupole 
filter: a low injection energy (selected by the energy filter ) and sufficiently 
long rod are desirable. 
Stable solutions of an equation of motion for a charged particle in 
an o cillatory quadrupole field can be represented by a stability triangle 
defined by the ac and de voltages, frequency and separation between 
rods. In the Vac, Vac plane, each mass defines a separate stability triangle 
(Fig.1.10). Scanning along lines a, b or c (shown in the same figure ) is 
performed by changing both voltages, but keeping the ratio Va/V ac 
constant. All masses lying on the scan line inside the stability triangle 
are transmitted. In the example shown, good mass separation is achieved 
only for a can line which passes close to the top of triangles and through 
th nonov rlapping r gions of different stability triangle . 
: 
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Mass resolution of a filter can be defined as the ratio M/LiM, where 
~M represents the width of the peak of mass M measured, for example, at 
50% of peak height. The quadrupole filter in our instrument operates at 
constant~ and its resolution is therefore proportional to the mass being 
analyzed: 
(1.1) 
Separation of two adjacent masses requires a > 2. In our instrument, this 
condition is satisfyed within the whole operating mass range (1 amu to 
300 amu). 
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Ions transmitted through th e mass filter are detected on the first 
dynode of an electron multiplier (channeltron). It is placed off-axes to 
m1n1m1ze background noise from the neutral particles created in th e 
analyzer. 
1.4.3 Vacuum system 
IMS experim nts must be performed in a clean environment and 
ultra-high vacuum (UHV). The main reason for UHV is possible surface 
contamination by ad orption of molecules from the residual gas. Rough 
pumping (starting from the atmospheric pressure) is performed by a dry 
mechanical pump that backs a pair of sorption pumps (-10·3 Torr can be 
achieved). 
Ion guns are cryo-pumped by two separated Cryogenics CT-100 
pump . Pumping of the analysis chamber is provided by a combination of 
a Rib r ion pump (400 1/ ) and a titanium sublimation pump. 
I 
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The complete system is bakable up to 250° C, and the base pres ure 
in the analysis chamber of -3x10·11 Torr can be achieved after moderate 
baking. During normal profiling conditions, the pressure in the analysis 
chamber stabilizes in the low 10·10 Torr range under either oxygen or 
cesium beam load or low 10·9 Torr range under argon load. The working 
pressure in both ion guns is -10·5 Torr and the section between condenser 
and objective stage, where a high pressure gradient exists, 1s 
differentially pumped by a pair of small Riber ion pumps (25 1/s). 
1.4.4 Electron gun 
A simple version of an Auger/LEED grazing incidence angle 
electron gun ( Riber CER 306) with a static electron beam is provided for 
charge compensation in SIMS experiments. We found this gun 
extremely useful for electron desorption work as well. 
An electron beam, produced by a heated filament, can be focused to 
a spot <1 mm2 by a focusing lens and accelerated up to 5ke V, while 
incidence angle is kept fixed at -45° to the sample surface. The electron 
energy can be continuously changed within two limits: 0-700e and 0-5 
keV. For beam positioning on the sample surface, a pair of x-y deflection 
plates is also provided. 
Fig.1.11 shows the change of the electron current, measured on the 
sample holder (biased to suppress secondary electrons), with electron 
energy for a fixed filament current. Current increases rapidl y for low 
energies and saturates for higher energies. This I-E characteristic has 
been used for normalization of secondary ion yields under electron 
bombardment. 
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1.5 Artifacts in SIMS analysis 
epth-profiling of impurities in semiconductors is certainly one of 
the mo t important and widely used application of the SIMS technique 
[1.1]. The aim is to directly relate the changes in measured signal to the 
chang s in concentration distribution of an impurity in a solid with good 
depth resolution, large dynamic range and no contributions to the 
signal from artifacts of the technique. In general, SIMS satisfies all 
these demands quite well: depth resolution inherent in the technique is 
0 
about lOA, the detection limit is very small (better than lppb in some 
cases), the detected signal is usually proportional to the impurity 
concentration and can be monitored over a few orders of magnitude. 
However, a number of effects cause distortion of SIMS profil es and 
contribut to the unreliability of quantification [1.1]. 
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One group of artifacts arises from the SIMS instrument itself. 
This includes crater sidewall effects, peak interferences, poorly focused 
components of the primary beam, nonuniform primary current, 
memory effects and residual gas and primary beam contamination. The 
artificial distortion of the measured signal caused by these effects can be 
eliminated or kept low in most state-of-the-art instruments available 
nowadays. The other group of artifacts arise from ion-target 
interactions intrinsically connected to the sputtering method. These 
effects are always present and set, in fact the limit to the performance 
of the SIMS technique. Effects that dominate the ion-induced artificial 
di tortion of SIMS profiles includ e ion beam mixing, charging, 
radiation induced diffusion and segregation, element-differential 
(" preferential" ) sputtering and ion induced development of surface 
roughening. Some of the artifacts observed in SIMS profiling with our 
1n trument are illustrated in this section and related to both 
in trumental effects (crater shape and size, primary beam focus and 
gating, econdary ion mass interference) and primary beam effects 
(charging and segregation). Ion beam mixing effects will be described in 
more detail in the next Chapter. 
1.5.1 Crater shape and sidewall contributions 
The shape of a typical crater is shown in Fig.1.12a. This crater 
h b en putter eroded from a GaAs sample by a 5keV Cs+ beam, 
focu d to a spot of about 100 µn1 and raster scanned over an area of 
350x500 µm 2 . If a static beam is used for sputtering, the whole crater is 
curv d and secondary ions are collected simultaneously from the 
different depths across the sampled area. This will certainly deteriorate 
the depth resolution. Raster scanning provides a far better shape of the 
erod d crater and, consequently, much better depth resolution. As 
hown in Fig.1.12a, the beam diameter for a Gaussian beam profile can 
be estimated from the slope of the crater sidewalls as the distance 
between the 84% and 16% drop of the crater height. Fig.1.12b shows a 
crater obtained from a Ti/Fe film by l0keV Cs+ bombardment. Here , 
irr gularities on the sample surface are replicated during sputtering, 
re ulting in a rough crater bottom. 
Profiling of metallic alloys can be complicated further by the 
nonuniform puttering due to the crystallinity: puttering rate are 
different for grain of different orientations, grain boundarie and other 
I 
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defects in the solid. Non uniform sputtering gives rise to development of 
surface topography at the crater bottom and adds to the deterioration of 
depth resolution. 
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Fig.1.12: a) A typical crater, sputter eroded by SkeV Cs+ beam; beam 
diameter can be estimated from the sidewall of the crater between 84% 
and 16% points; b) The surface roughness of the Ti I Fe film causes 
nonuniform sputtering of the underlayer (sputtered by lOke V Cs+). 
Crater shape and flatness contribute significantly to the depth 
resolution, but even a crater of relatively ideal shape can produce large 
broadening of the measured profile. This is shown in Fig.1.13 for two 
depth profiles of B 11 implanted into Si at 20ke V and dose of lxl0 1 5 
atoms/cm2 • Both profiles were obtained by 6.5ke V 0 2 + bombardment at 
45°. However, one of them (broken line) is much broader and exhibits 
only 1.5 orders of magnitude in dynamic range. The inset to Fig.1.13 
shows the crater shape and, schematically, the way the beam has been 
cann d over the crater ar a. At the beginning of each line scan, a part 
of the crater wall ha al o been sputtered due to the finite distribution of 
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beam current density (it can be approximated by a Gaussian). Thus, a 
fraction of collected secondary ions does not originate from the crater 
bottom but comes from the sidewalls i.e. from the different depths. 
Broadening and lower dynamic range of one of the profiles in Fig.1.13 is 
caused by such an edge effect. Broadening is also more pronounced at 
depths beyond the maximum in boron distribution where the sputtering 
front moves from a region of high boron concentration to one of low 
concentration. The boron concentration is, therefore, higher in the 
crater wal1s than at the crater bottom and edge effects are more 
pronounced. 
One of the method used for suppression of edge effects is 
collection of secondary ions only from a small central part of the raste-
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Fig.1.13: Depth-profiles of 11B implanted into Si (20keV, lxl0 15 cm-2 ) 
obtained either without electronic gating or with a 10% gate. 
red area by means of either a mechanical or an electronic aperture. In 
our in trument, an electronic aperture is used: the counter is 
electronically gated by the scanning voltage and it counts secondary 
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ions only when the beam strikes the central part of the crater (Fig.1.14). 
The advantage of this technique is evident from Fig.1.13 where the 
profile shows higher dynamic range and less broadening (i.e. better 
depth resolution) when collected ions originate from the central 10% of 
the crater area. 
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Fig.1.14: Schematic representation of electronic aperture. The ac 
component of defiector voltage is compared with the chosen limits of the 
scan voltage; when the scan voltage is outside that limits, an electronic 
gate (window) is closed and pulses are not counted (after [1 .1]). 
The primary beam diameter and size of the rastered area can also 
contribute to the depth resolution. This is illustrated in Fig.1.15 for 
SIMS profiling of carbon implanted into Si using an Ar+ beam of two 
different energies under otherwise identical conditions. In general, 
better depth resolution is expected for profiling with ions of lower energy 
due to the maller penetration depth and, therefore, the less efficient ion 
beam mixing. Surprisingly, the 6keV-beam has produced a broader 
profile. In pection of crater shapes explains this anomaly. A broad, not 
well focused 6keV beam produced a crater with inclined sidewalls. A 
combination of broad beam and small raster area increases the sidewall 
contributions to the measured signal. Electronic gating of only 5% 
provided no improvement in profile shape. 
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how the influence of beam focusing on the depth resolution. 
Edge effects can be avoided by: i) reducing the beam current 
(which will result in better beam focusing but lower erosion rate ), ii ) 
increasing the primary energy while keeping the current constant 
(again, focusing will be better, but depth resolution could be influenced 
by mixing), iii ) increasing the rastering (which in turn will decrease 
erosion rate ). In any case, raster size should be at least 5 beam 
diameters and gate width at least 2-3 times smaller than the crater 
width [1.8]. 
1.5.2 Ma s interference 
A variety of molecular ions and multiply charged species are 
generated within the outgoing flux of secondary particles. It can happen 
that two or more secondary ions contribute to a peak with the same 
ma s number [1.1]. Some examples are 31 P and 30Si 1H, 75 As and 
29Si30Si 16O, 32S and 320 2 and 14 N and 14Si2+. The effect is known as mass 
interference and, in some situations, resolution of a few tens of 
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thousands is required in order to distinguish between contributions of 
two different ions. In many situations it can be achieved only in a high 
mass resolution instrument. However, several other methods can be 
applied in special cases. Bombardment with oxygen, which can induce 
some interferences by forming oxides with different elements, can be 
substituted by cesium or an inert gas bombardment. Mass interference 
can also be avoided by profiling another isotope (if any exists) of an 
element of interest: in Si, for example, one will profile 54Fe instead of 
56Fe to avoid interference with 56Si2 • 
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Fig. 1.16: a) Energy distribution of atomic (Si) and molecular (Si ) ions 
sputter ejected from Si; b) Energy filtering of contribution of secondary 
molecular ions (Si2O+) to the signal of atomic ions (As+) using a bias of 
- 20V. 
Finally, energy filtering technique can 1n some cases decrease the 
contribution of molecular ions to the signal of an atomic ion. Atomic ion 
I 
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exhibit, in general, broader energy distributions than molecular ions 
(Fig.1.16a). Consequently, a shift of the energy acceptance window towards 
higher energies will reduce the number of accepted molecular ions quite 
significantly, while the number of detected atomic ions will change only 
slightly. Fig.1.16b shows the profile of 75 As+ implanted into Si. The profile 
was obtained by 0 2 + bombardment which favours the mass overlap of the 
75 As+ and Si2O+ ions. The high background level of profile 1, caused by 
that mass interference, has been greatly reduced by the filtering 
technique (profile 2). 
1.5.3 Charging effects 
Charge build-up, associated with the impact of primary ions on the 
surface of a poorly conducting material, represents an additional 
difficulty in SIMS analysis. It can change the energy distributions and 
trajectori es of secondary ions, cause migration of mobile ions into the 
sample and influence primary ions as well [ 1. 9]. As a result, the 
secondary ion signal can be strongly reduced or completely lost. It has 
been sho wn that electron bombardment, applied simultaneously with ion 
bombardment, can stabilize the surface charge quite successfully in many 
cases [ 1. 9, 1.10]. As an example, Fig.1.17 a shows the mass spectrun1 
collected during 12keV, 5nA Ar+ bombardment of a LiNbO3 sample. Strong 
charging at the sample surface suppressed all but Li signals. Flooding the 
ion bombarded surface by a defocused 1 µA electron beam (spot size of 
about 4 crater areas) compensates the surface charge quite efficiently and 
provides a mass spectrum shown in Fig.1.17b. The intensity of the Li peak 
has increased and many other peaks, representing Nb, molecular ions 
containing Li and/or Nb and surface impurities have been detected as 
well. 
1.5.4 Segregation effects 
Let us conclude this review of SIMS artifacts by a few examples of 
chemical effects induced by bombardment with reactive primary ions. It is 
known that the degree of ionization of positive secondary ions can be 
greatly enhanced by the technique of enforced surface oxidation, achieved 
by either oxygen flooding or using oxygen ions as primary particles [1.4].It 
has been observed, however, that this technique produces in some cases a 
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from the surface of a LiNbO3 sample ( a) and successful charge 
stabilization by electron flooding (b). 
great degradation of depth resolution [1.11]. The most pronounced effects 
have been found for impurities in silicon under oxygen bombardment 
[1.12-1.18] and explained in terms of segregation which drives the impurity 
atom out of the SiO2 layer, formed by primary ion impact, into the 
underlying Si substrate. A few attempts to relate this effect to the 
electron gativity of respective elements [1.13] or oxide formation 
enthalphies [1.16] has been reported, but more data are needed to support 
any of the e ideas. Furthermore, it has been shown that both diffusiviti es 
and electric field effects influence segregation behaviour [1.12, 1.18]. 
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As an example, two SIMS profiles of Au implanted into Si, obtained 
by an 0 2 + beam at 30° and 45° to the surface normal, respectively, are 
shown in Fig.1.18 [1.19]. The 60°-profile shows no unusual perturbation 
(even the broadening expected from ion beam mixing is less pronounced 
than in the case of 5keV Cs+ bombardment at 45°, indicated by a dashed 
line in the same figure). On the other hand, the 30°-profile shows 
anomalously large broadening. Such a strong effect can be attributed to 
beam induced segregation of Au atoms towards the interface between the 
SiO 2 film and Si substrate [1.12,1.19 ,2.5]. Indeed, bombardment at an 1 
angle of about 30° has been found to form the stoichiometric oxide at the 
surface [ 1.20]. RBS analysis of craters produced by 0 2 + bombardment at 
different angles has confirmed the existence of stoichiometric SiO 2 for 
angles ~30° [1.19]. Similar angular dependence has been found for Ni 
implanted into Si [1.19]. As shown in Fig.1.19, a profile at 30° is 
anomalously broad. It can be explained by segregation of Ni atoms at the 
SiO/Si interface. Broadening is less pronounced for angles ~35°, where it 
is dominated by the angular dependence of ion beam mixing. From a 
practical point of view, one has to avoid formation of SiO2 during profiling 
of Si by an oxygen bean1 whenever a highly mobile impurity is being 
analysed. 
Oxygen-beam-induced segregation still represents a challenging 
research area and a series of experiments is currently in progress in our 
laboratory [1.19]. However, this topic is not central to my thesis and 
preliminary results shown here are chosen only as examples of artificial 
broadening caused by segregation of mobile impurities . 
1.6 Combination of SIMS with RBS 
As pointed out in section 1.5.3, insulator charging under ion 
bombardment can lead to severe problems in SIMS profiling. To obtain an 
accurate profile, positive surface charge must be somehow compensated. 
In our in trument we use electron flooding for charge compensation. 
Flooding conditions in profiling applications have always been optimized 
by monitoring signals of several matrix ions in addition to the impurity 
signal. In the case of thin SiO 2 films, for example, sufficient charge 
neutralization is usually indicated by a constant oxygen or silicon signal in 
the oxide. In some cases, however, charge neutralization could be 
sufficient to permit good extraction of matrix ions (Si or 0) while still 
insufficient for undistorted extraction of some mobile impurities [1.28]. 
Comparison of SIMS results with results obtained by another surface 
I 
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sensitive technique is of great value 1n such a situation, not only to 
determine the true profile, but also to study charge effects and the 
efficiency of charge compensation. This section details SIMS profiling of Sb 
in insulating SiO 2/Si films and shows how SIMS can be well 
complemented by Rutherford backscattering spectroscopy (RBS) [1.30]. 
Let as first introduce the importance of knowing antimony 
distributions in oxidized silicon. The oxidation of ion implanted silicon is a 
common process in device miniaturization where shallow junctions are 
required [1.21]. Antimony is a particularly important n-type dopant for 
shallow junction applications as a result of its high mass [1.22] and stable 
electrical properties [1.23]. Furthermore, the thermal oxidation of n-typc 
dopants [1.24-1.26], and Sb in particular [1.27], has been observed to result 
in substantial segregation of dopants at the Si-SiO2 interface. However, 
such segregation processes have not previously been studied as a function 
of implanted concentration and the state (solubility) of Sb in Si. SIMS could 
be a very useful technique for that type of investigation (due to its high 
sensitivity and good depth resolution), but results could be affected by 
charging of the oxide layer. 
Silicon (100) wafers used for this study were implanted with Sb at 
doses in the range 1-4 x10 15 cm-2 and at energies from 50 to 120 keV. 
Thermal oxidation was carried out for various times up to 4 hours in wet 
oxygen at 800°C. Some samples were preannealed at 950°C for 30 n1in. 
prior to oxidation. 
Samples were analysed by RBS and channeling using 1.5 to 2.0 Me V 
He+ ions and by SIMS using 0 2 +, Ar+ and Cs+ ions. The depth scale for 
SIMS profiles was determined by measuring the step height of the eroded 
area by a stylus type surface profilometer (Alpha Step) and some 
corrections have been made to compensate for the different sputtering 
rates in Si and SiO2 , respectively. The concentration scale was obtained 
from the known dose of implanted antimony by integrating under the 
depth profiles, as explained in section 1.3. 
Fig.1.20 shows SIMS profiles of Sb and O from a 100 keV, 2xl015 Sb 
cm-2 implanted Si sample oxidized at 800°C for 40 min. Oxidation has 
0 
grown about 1000A of SiO2 and no electron-beam flooding was used during 
sputter profiling. Both profiles are highly distorted at the beginning of 
sputtering. The expected variations are restored only after a part of the 
oxide layer has been removed by sputtering to reduce the SiO 2 film 
thickness and allow conduction of charge to the underlying Si. Fig.1.21 
shows Sb and O profiles obtained from SIMS for the same sample, but 
this time with an adequate charge neutralization. Sufficient neutralization 
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leads to a step-like O profile and extension of the Sb signal right to the 
surface. It is evident that, in this case, Sb has segregated at the Si-SiO2 
interface during oxidation, with a small amount left behind in the SiO2 
and the tail of the original Sb profile in the underlying Si. 
Fig.1.22 shows RBS spectra for the same sample as in the previous 
figures. Both RBS and SIMS profiles are in excellent agreement. This 
represents an additional confirmation of adequate charge neutralization 
during sputter profiling. Indeed, SIMS and RBS profiles were found to 
exhibit quantitative agreement for Sb doses up to 3x10 15 cm-2 and oxidation 
up to 4h at 800°C (which forms more than 6000A of oxide), provided the 
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electron beam conditions were sufficient to adequately neutralize the 
charge in the oxide during sputter profiling. As an example, Fig. 1.23, 
hows RB spectra (Sb signal only) for Sb doses of 1,2 and 3x 1015 cm-2 after 
0 
oxidation for 4 hours at 800°C. The oxide thickness is around 6200A and 
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increases slightly with implantation dose. It is shown that not all of the b 
is segregated at the Si-SiO2 interface: a concentration of Sb is left behind in 
the oxide. It would seem likely that this concentration represents the 
equilibrium solubility limit of Sb in SiO2 at 800°C. Sb in excess of this 
value is segregated at the Si-SiO2 interface during oxidation. SIMS data 
shown in Fig.1.24 are essentially in quantitative agreement wi th that for 
RBS, in terms of the Sb fractions segregated at the Si-SiO2 interface and 
remaining in the oxide. 
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At high er Sb implantation doses , however , agr eement between 
SIMS and RBS departs substantially, as shown in Figs.1.25 and 1.26 for 50 
ke V, 4x1015 Sb cm-2 ion implanted Si , oxidi zed for 4h at 800°C. Fig.1.25 is a 
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composite showing Si, 0 and Sb profiles (raw data) obtained (a) with no 
electron-beam charge neutralization, (b) with some, but insufficient, 
flooding, and (c) with sufficient neutralization as indicated by constant Si 
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and O signals in the oxide. Note that the flooding conditions employed in 
(c) are near the limit of our gun (see section 1.4.4) and we were not able to 
monitor the further development of the Sb signal with increase of electron 
energy and/or current. Nevertheless, from Fig.1.25c one would conclude 
that Sb still segregates at the Si-SiO2 interface during oxidation. 
Energy ( MeV) 
0.6 0.8 1.0 1. 2 25,----,.------.----i-----.--, 
(a) 
2 0 -- ---- ..._ 
I 
DEPTH ( A ) 
n_oo~~o Si 
• C .,.~,..-< , - \ 
I J - _,,,-w·r~ ~ 
I D 10 
Q) 
5 
-u 0 Q) 
100 J 
0 5 - r 
t= 4 (b) 
0 2200 
/ j 
2 
1 
0 
---
--~ 
150 200 250 
--r - 1--
DEPTH (A) 
/\ 
I 
J ,,- ,, 
0 
7 Sb 
----
390 395 400 40 5 410 415 
Chonn I 
300 
420 
Fig.1.26: RBS spectra showing (a) silicon portion and (b) Sb profiles for 
4xl 015 Sb cm·2 implanted Si (50 ke V) as-implanted (solid curve) and after 
oxidation at 800°C for 4 h (dashed curve). The arrows refer to the oxide 
thickness after 4 h oxidation. 
RB pectra, corresponding to the dos e and annealing con ditions of 
Fig.1.25 , do not agree with the SIMS profiles. The RBS data , di spl ayed in 
Fig.1.26, clearly show that there is little, if any, interface segregati on and 
that almo t all of the Sb remains in the oxide . We do not cu rrently fully 
understand the driving mechanism for the observed Sb r edistribution and 
segregation during sputter profiling, as shown in Fig.1.25. The effect coul d 
either arise as a result of incomplete charge neutralization an d 
electromigration of Sb under SIMS, as observed by others [1.28], or that 
considerable mixing and/or Sb diffusion is occurring wi thin th e oxide. 
Indeed , t r ong oxygen related diffusion of Sb in Si h as previously been 
r 
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observed [1.29]. It is also interesting to speculate, in view of the 
correlations we have observed between Sb in excess of solubility in Si/Si0 2 
and departure of SIMS and RBS profiles, that ion-induced diffusion of Sb is 
favoured under SIMS when Sb exceeds solid solubility values in the oxide. 
Details of solubility measurements are given elsewhere [1.30]. 
This section is merely aimed at addressing the advantages of 
comparison of SIMS and RBS data. I shall not detail here the segregation 
of Sb and its solubility in Si/Si02 systems during thermal oxidation. This 
problem is addressed fully in ref.1.30. For this thesis, it is important to ! 
note that in many situations SIMS profiling may distort the actual 
impurity distribution; misinterpretation of SIMS data can be avoided in 
many cases if compared with results of a complementary technique, such 
as RBS. 
SUMMARY 
In this Chapter I introduced the SIMS technique and characterized 
the performance of the SIMS instrument used in this study. I also 
illustrated some of the more important artifacts in SIMS analysis, their 
ongin and ways of minimising their influence. Finally, I presented a 
comparison between SIMS and RBS profiling of antimony in oxidized 
silicon (insulator). This example shows how SIMS can be complemented 
by RBS (and vice versa) and how useful this correlation can be for accurate 
characterization of sample composition profiles. Normally, RBS is 
quantitative but lack sensitivity which can be readily achieved with SIMS. 
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Chapter 2 
ION BEAM MIXING IN SIMS ANALYSIS 
2.1 Introduction 
One of the most important parameters in depth-profiling of 
impurity concentrations in solids is the ability of the technique to 
resolve and detect abrupt signal changes at interfaces and within 
multilayer structures. This ability is called the depth resolution . Low 
depth resolution, i.e. low precision in detection of dopant-distribution 
changes, can cause problems in quantification of data and 
misinterpretation of results [1.7]. Depth resolution can deteriorate in 
sputter profiling techniques, such as SIMS or AES, as a result of both 
instrumental and ion-induced effects. In the previous Chapter, some 
in trumental factors limiting the depth resoluti on during SIMS 
profiling were reviewed. We also presented there some aspects of 
sputtering with reactive ions (0 2 +) to form compound (Si0 2 ) with the 
sputtered matrix; in that case segregation of mobile impurities may 
cause anomalous profile broadening. In addition to such chemical 
effects, primary ions can induce displacement and rearrangement of 
target atoms within the analysis depth, resulting in broadening of 
originally abrupt doping profiles or interfaces. The basic redistribution 
phenomena induced by ion bombardment are: el en1 ent-differ ential 
("preferential") sputtering, ballistic mixing and radiation enhanced 
diffusion [1.1]. Each of these processes act over a characteristic depth. 
The top monolayer (or first few monolayers) of a multi component 
sy tern are susceptible to preferential sputtering [2.1]. If the sputtering 
yield of one component (A) of the system is greater than that of the other 
component (B), the surface region will be enriched in B. More B atoms 
at the surface will cause an increase in the sputtering yield of 
component B and a decrease of yield of A until a balance (steady state) is 
reached. Radiation enhanced diffusion [2.2] can extend very deep into 
the solid (up to several µm) if caused by the migration of point defects 
from the damage layer. This process is thermally activated and at high 
temperatures merges with normal thermal diffusion. The 
, 
i 
! 
I 
I 
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characteristic volume for ballistic mixing roughly coincides with the 
damage volume produced by the collision cascades. Two types of 
ballistic mixing are distinguished in the literature [2.3]: 
1) primary recoil mixing (or knock-on); takes into account 
displacements of sample atoms in direct collisions with primary ions 
and includes recoil implantation; target atoms are driven into the 
sample: the effect is anisotropic and gives rise to an asymmetrical 
broadening of profiles. 
2) cascade mixing; represents displacements of target atoms due to the 
collisions with recoiling target atoms; the memory of primary 
collisions is quickly 1ost and displacements are isotropic. 
In this Chapter we will pay more attention to ballistic mixing in 
SIMS analysis: in the first part, various theoretical models are 
reviewed, while in the second part a SIMS study of ion beam mixing in 
thin buried layers and ion imp] anted silicon is presented. Results are 
discussed in the frame-work of available models [2.4, 2.5, 2.6,2. 7]. 
2.2 Depth resolution 
The ballistic m1x1ng process during sputter profiling is 
illustrat d in Fig.2.1. A progressive mixing of a thin layer A (a marker 
layer or a tracer), buried in the matrix B, is shown. Ions from the 
primary beam can reach the dopant atoms prior to the sputter surface 
front (i.e. crater bottom) and displace them both towards the surface 
and into the bulk. Thus, signal from these atoms (A) will be detected 
before the crater bottom reaches the depth of the marker (Fig.2. lb) and, 
more dramatically, it will persist at depths well beyond the position of 
the buried layer (Fig.2. ld). Thus, the delta profile of the original 
marker layer turns into a broad, deformed profile as measured by 
SIMS. 
Depth resolution from marker experiments can be characterized 
by either interface width or decay length [2.8]. Both methods are 
illustrated in the following figures. In Fig.2.2, the profile of Ti from a 
0.8 µm thick Ti film on an Fe substrate is shown, concentrating on the 
interface region between the Ti film and the Fe substrate. Positive ions 
at mle=48 were collected during bombardment with a lOkeV Cs+ 
beam. The true concentration distribution of Ti is indicated by the 
square profile (thin solid line). The measured Ti+ signal drops from a 
constant level (normalized to 100%) in the Ti film to a background level 
I 
i 
I 
I 
; 
' 
I 
I 
r 
48 
(representing 0%) in the substrate. Due to mixing, the signal begins to 
decrease before the interface is reached and it is still observed beyond 
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Fig.2.1: Schematic diagram of sputter-broadening of a monolaye r 
containing some impurity atoms. At the distance Rf from the buried 
layer, some of the primary ions have sufficient energy to reach the 
impurity atoms and the mixing process starts ( after ref 1. 6). 
the position of the original interface. The measured interface width 
can be defined as a depth tiz across which the intensity of signal drops 
by a certain amount. A drop from 84% to 16% of signal intensity (see 
Fig.2.2) is most commonly used because it is directly related to the 
standard deviation 0 of the error curve [2.9]. An error curve that 
repr sent the negative derivative of the interface curve, has been 
I 
I 
11 
i 
I 
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shown in large number of experiments to be to a good approximation a 
Gaussian function with standard deviation a (see Fig.2.2). The full 
width at half maximum (FWHM) of the error function is equal to 2.36a. 
In the example shown, the 84% to 16% definition of depth resolution 
gives the interface width of about 440 run at the depth of 800 run. 
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Fig.2.2: Determination of depth resolution by the width of the inte rface . 
The error function width corresponds to the 84%-16% drop in the signal 
inten ity . 
On the other hand, measured SIMS profil es often exhibit an 
exponential decay at the trailing edge of a marker or sharp interface 
[2.10]. Fig.2.3 shows such a decay in the profile of Al+ at the interface 
of a MO VD grown AlGaAs layer on a GaAs substrate . The decay can 
r 
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be characterized by the decay length A [2.8] that represents the distance 
over which the signal drops by a factor 1/e (Fig.2.3): 
(2.1) 
The decay length is given by 
(2.2) 
As shown in Fig.2.3, we determined A a th e di st a n ce over which the 
signal drops by a factor of 10. In that case A is given by 
A= ----- (2.3 ) 
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Fig.2.3: Quantification of broadening using "decay length" concept (see 
text). 
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In the example shown in Fig.2.3, A , determined at a depth of about 3 
µm, has the value of 82 nm. 
The exponential decay and asymmetry often observed in profiles 
of thin buried layers (see below) can be explained in terms of the 
homogeneous mixing of tracer (impurity) atoms into the host matrix or 
substrate over the depth of primary ion penetration. The atoms 
displaced towards the surface will be sputter ejected, while the atoms 
displaced into the bulk may be displaced again by an incoming particle. 
The result is an asymmetric profile with a much slower decay of the 
trailing edge. 
2.3 Theoretical models 
Modeling of ion-bombardment induced compositional changes in 
depth profiling represents a rather difficult problem. The starting point 
in theoretical approaches should be the mass transport (atomic 
relocations) caused by primary ions, recoiled atoms and defects. In 
addition, these transport processes may be influenced by driving forces 
already existing in the solid or created by bombardment. Some 
examples are chemical potential gradients, thermal gradients or 
electrostatic potential gradients. Stress-induced relaxation of the lattice 
upon expansion or compression should also be considered. Another 
source of perturbation in modeling is the non-uniformity of the 
sputtering process which can develop extensive surface roughness on 
the atomic and microscopic scale. 
In this section we will concentrate on the ballistic mixing 
component (relocations of target atoms ) in composition in-depth 
profiling, adding some other processes as a perturbation to the 
recoiling atom flux. In general, all models for estimating the influence 
of ion beam mixing on profile broadening have been developed using 
either a transport approach or diffusion approximation. Theoretical 
effort has been concentrated on cascade mixing since Nelson [2.11] 
showed that primary recoils alone do not provide an efficient mixing 
channel due to the low number of energetic primary recoils. 
In a rigourous theoretical treatment, Littmark and Hofer [2.3] 
derived a transport equation that describes, in general, both cascade 
and recoil components of ballistic mixing. However, they concentrated 
their analysis on cascade mixing which gives the dominant 
contribution for broadening of subsurface layers which are not too 
I 
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thin. Effects of primary recoils are only expected to be observed for 
mixing of thin surface layers. The model considers bombardment with 
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Fig.2.4: a) Calculated gradual deformation of a 20 A thick tracer layer 
corresponding to the removal of 10-40 A from the original surface [from 
2.3]; b) calculated sputter profile of a thin, shallow marker of S i in Si 
exhibits an exponential decay [from 2.3]. 
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different types of nonreactive primary ions at different angles of 
incidence and takes into account implantation of primary particles, 
generation of recoils and compensation for density variations by lattice 
relaxation. Calculated profiles showing the gradual deformation of a 
tracer layer are given in Fig.2.4a. This simulation was performed for a 
20A thick silicon layer, buried at 140A in Si matrix under 5 ke V Ar+ 
bombardment at normal incidence. Calculations indicate a shift of peak 
position and development of an asymmetric profile shape. 
0 
In Fig.2.4b, a calculated sputter profile of a lOA thick Si tracer at 
0 
lOA below the Si surface is shown. The slope of the profile can be 
characterized by a decay length A. In ref.2.3 , however, the width of the 
broadened profiles, rather than the decay length, was consid ered. 
The main predictions of the Littmark-Hofer model [2.3] are: i) use 
of heavy projectiles and oblique angle of incidence will reduce mi xing; 
ii) broadening increases continuously with the projectile energy (DFwHM 
- E); iii ) profile peak-position, calculated for a thin tracer layer, does 
not appear at the original position and the profile shows an asymn1etric 
hape with a long inward tail. 
Shift of the peak position and evolution of an asymmetric profile 
with an exponential decay of the trailing edge can be under tood by 
applying a imple argument within the one-di men ion al diff u ion 
model of mixing [2 .12]. Let us first consider the time evolub on of 
diffusional broadening of a thin marker layer placed at a depth z0 , with 
no sputtering of the target surface. This can be described by the 
function c(~,t) given by [2. 13]: 
c(~, t)-(1/\/'t)exp[-(~--{0)2/t], (2.4) 
wh re ~=z/(2 D) is called the reduced depth and D is the diffu ion 
coefficient. olutions of equation 2.4 are shown in Fig.2.5a by da hed 
and da h-dotted curve . Now we can introduce ero ion of material fro n1 
th ample urface. This corresponds to movement of the surface plane 
by the peed z from the position -4 on the reduced depth scale toward 
po itive value . The sputter profile is then determined by the point in 
depth and time satisfying the condition ~=st (black points and full line 
in Fig.2.5a, taken for an erosion speed of s= 1). Hypothetical profile 
obtained by this method for different erosion rates are shown in 
Fig.2.5b. Profiles are characterized by a shift in the peak position , 
a ymme ry and exponential decay of the trailing edge. 
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The diffusion approximation has also been widely applied in 
modeling of cascade mixing. Early efforts were made by Haff and 
Switkowski [2.14] and Andersen [2.6]. They described mixing as a 
random walk process (similar to diffusion in gases) in which recoil 
atoms are displaced with a jump frequency v by a fixed distance R in an 
individual jump. The effective diffusion coefficient can be evaluated 
from the Einstein relation 
D=(l/6)vR2 • (2.5) 
Treating cascade m1x1ng 1n thi s way, one can use the results of 
diffusion theory, whereby a tracer distribution, originally r epresented 
by a step function, will be smeared to a Gaussian dis tribution with a 
standard deviation a given by: 
a=( 4 D t )l/'2 . (2.6) 
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Fig.2.5: a) Diffusional broadening of a thin tracer layer; the full curve 
with dots represents the hypothetical profile for a reduced erosion rate 
~=1; b) profiles for some different values of erosion rate [2 .12]. 
ow on ha to determine the diffusion coefficient D. Andersen, for 
example, examined mixing of a thin marker layer placed at a depth 
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beyond the maximum range of the damage distribution induced by 
primary ions [2.6]. When the sputtering front reaches the original 
depth of the marker, all atoms now located at the instantaneous 
surface, and ready for ejection, have already been moved through the 
complete damage region. On average, each atom has experienced N 
displacements before being sputtered. Replacing the jump frequency v 
in (2.5) by Nit and taking into account that ~FwHM is equal to 2.36a, 
Andersen found, to a good approximation, 
~FWHM = 2 R-vN. (2.7) 
The number of displacements N can be obtained from Sigmund's 
sputtering theory [2.15] using 
N =0.42E I ( Y Eaetr ), 
' 
(2.8) 
where E is the energy of primary particles, Y the sputtering yield and 
Ea,err an effective displacement-threshold energy for the target in 
question. Ea.e rr is known only approximately and only for a small 
number of materials and Andersen replaced it with Ea min (minimum 
' 
displacement energy, known for a large number of materials) using 
Ea errl.68Ea min • He finally obtained expression 
' ' 
(2.9) 
which, together with equation (2. 7), defines the profile broadening. The 
0 
distance R is the fitting parameter, and Andersen used R=l0A for 
0 
metals and R=6A for both semiconductors that amorphize under 
bombardment and for oxides. His model [2.6] predicted a monotonic 
increase of profile broadening with primary energy (-'1(E/Y) ) and only 
a small effect (up to a factor of '12) from sample tilt (Andersen used 
relation Y(8)-Y(0)/cos8). Materials characterized by a high value of 
displacement energy give the smallest broadening. Heavy projectiles 
will also reduce broadening. 
The diffusion a pp roach can be developed more precisely by 
computer simulations. In a coordinate system moving with velocity u 
(representing, in fact, the surface erosion rate) a diffusion equation of 
the form 
oc(x,t)/ot = D(x) a2c(x,t)/ax2 + uoc(x,t)/ax, (2.10) 
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together with the appropriate form of the diffusion coefficient and 
boundary conditions, can be solved by computer simulation [2.16-2.19]. 
Fig.2.6a shows the evolution of an internal tracer profile during a 
sputtering process, as calculated by King and Tsang [2.17]. They used a 
depth-dependent diffusion coefficient 
D(x) = (0.42 JI 6 n Ed err) (dE'dx)n <R2>, 
' 
(2.11) 
and numerically solved a modified diffusion equation which takes into 
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Fig.2. 6: a) Calculated variations in sputter-profile of an internal tracer 
layer [2.17]; b) Calculated SIMS depth profiles of a tracer impurity layer 
in Si for different values of r [2.17]. 
account conservation of the flux of atoms at any depth within the target 
and incorporates a "preferential" sputtering term, r. In (2.11), n is the 
targ t- tom density, J the projectile current density and <R2> the mean 
square displacement distance. (dE/dx)
0 
is the nuclear stopping power of 
... 
I 
57 
the incident particle in the target. The dashed curve in Fig.2.6a 
represents the in-depth profile of a marker layer that would be 
obtained in SIMS analysis by detection of ejected ions. Some profiles~ 
obtained from calculations for different values of impurity/matrix 
sputtering ratio r, are displayed in Fig.2.6b. All profiles exhibit an 
asymmetric shape with an exponential decay at large depths. Peak 
positions are shifted toward the surface. Exponential decay of the 
profiles is, in fact, a consequence of the decoupling of the time and 
depth dependences of c(x,t) at depths beyond the original position of the 
marker layer . At such depths, the shape of the marker atom 
distribution no longer depends on the sputtering time. In other words, 
after long puttering time, the impurity atom distribution attains a 
shape that doe not change with bombardment time and is the same for 
marker layers of different thickness. Further sputtering changes only 
the areal density n 1 (atoms/cm2 ) of impurity atoms, i. Concentration 
distribution, c;(z+z'), at depth z, can then be described by [2.20] 
c;(z+z') = (n/n) pi(z'). (2 .12) 
Here, z represents the distance from the instantaneous surface and 
pJz') the stationary distribution of i-atoms, called the "mixing profile" 
[2.8]. It i convenient to normalize p/z') in the form 
f g(z') dz' = 1. (2.13) 
0 
At depth beyond the peak in the concentration distribution (Fig.2.6b), 
C<<l and Y is constant, while the partial sputtering yield of marker 
atoms i, normalized to Y, is given by 
otO 
YJz)/Y = (n/n Y) f yi(z') pJz') dz ', (2.14) 
0 
where Yi i the escape function for i-type atoms. The integral in (2.14) is 
an element specific constant with the dimension of length-1 and we may 
define a decay length \ as 
.,,, 
~= YI f yi(z') pi(z')dz'. (2.15) 
0 
Yi(z) (or Y) can also be defined by the loss of marker (or target) atoms 
p r prin1ar particle fluence incr ment dcr:> 
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Yi(z) = - dn/ d<I> (or Y(z) = -n dzl d<l>) . (2.16) 
Combination of (2.14), (2.15) and (2.16) gives 
-dn/dz = n/\ 
' 
(2.17) 
with the solution of the form [2.10] 
(2.18) 
Now , determination of the decay length (relation 2.15 ) r equires 
knowledge about the shape of the mixing profile p/z') . A few possible 
shapes of p/ z') are shown in Fig.2.7 [2.5 , 2.21]. The majority of 
sputtered particles originates from the first few monolayers at the 
sample urface and the hatched regions in p/z ') curves indicate the 
mean depth (L) of sputtered particles.If pi(z') does not change too much 
over the depth L, one can define a mean value Pio for O < z' < L [2.21]. If 
we now normalize the partial sputtering yield of i-type atoms to the unit 
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Fig. 2. 7: chematic illustration of some possible internal impurity 
distributi ons : P i follows the damage profile (a), or a square box 
redistribution (b); panel (c) illustrates the situation when segregation, 
due to the formation of a surface oxide with 0 2 + sputtering, takes place 
[ afier 2.21}. 
concentration (i.e. to ci=l) to obtain the component sputtering yield y e, 
equation (2.15) can be written in the form: 
(2.19) 
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where ri represents the impurity/matrix sputter ratio ("preferential" 
sputtering factor). Equation (2.19) has a simple meaning: according 
(2.1) or (2.18), A i- 1 defines the rate of impurity-content reduction under 
sputtering and, therefore, is expected to be proportional to the impurity 
concentration within the escape depth (given by Pi) and to the relative 
efficiency for sputtering of impurity atoms (defined by r). 
It is realistic to assume that displacements of marker atoms 
follow the damage profile induced by primary ions: Pio can be 
determined from such a damage profile. This can be calculated from 
the implantation distribution of primary ions using the computer code 
TRIM [2.22]. As the TRIM code simulates only pure collisional events 
between impinging ions and target atoms, such an approach 1n 
estimation of Pio will account only for collisional n1ixing and give Pio in 
the form [2.5, 2.21] 
(2.20) 
where Rd is the penetration depth of primary ions and C a constant 
between 0.7 and 1, depending on the experimental conditions [2.5]. For 
collisional mixing only, relation (2.19) gives 
(2.21a) 
Carter et al. [2. 7] derived a similar expression by solving 
(numerically) a diffusion equation in which diffusion enhancement 
operates only over the range R of the ion damage. With a step-like 
diffusion coefficient over that depth, their solution describes broadening 
of a delta spike as a sum of a series of exponentially decaying depth 
functions with a dominant decay length A given by: 
(2R/r) 
A=--
2+(uR/D) 
(2.21b) 
Here, r is the "preferential" sputtering term, D the diffusitivity and u 
the erosion velocity. In most SIMS applications, the condition uR/D<l 
(slow erosion and rapid diffusion or mixing) is usually satisfied and 
(2.21b) turns into 
A= R/r, (2.21c) 
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where R contains the (-/E )cos8 term (E and 8 are the pnmary energy 
and the angle of incidence, respectively). 
A different model for ion beam m1x1ng has been developed 
recently by Zalm and Vriezema [2.4]. In that model, the systematics 
observed in high-energy ion beam mixing [2.23] is applied to the 
broadening due to low-energy bombardment in SIMS analysis. The 
authors modified a heuristic expression for a characteristic scaling 
factor 6z [2.24] (which has the dimension of length and was originally 
deduced in the thermal spike model) given by: 
(2.22) 
Here, K is an adjustable constant, n the sample atom density and 
<6H coh> the weighted average over the cohesive energies of impurity 
and target. Primary beam related parameters are contained only in <)> 
(total primary ion fluence ) and F D( E,z) (spatial distribution function of 
the energy deposition). 
Only part of the primary ion flux 6<)> induces intermixing of the 
marker and target atoms when the sputtering front reaches a distance 
Rd from the marker layer (Fig.2.8 ). (Rd is closely related to the 
maximum penetration depth of primary ions , but this aspect of mixing 
was not specifically considered in ref.2.4). Total primary ion fluence in 
eq.2.22 can be replaced by: 
6 (j) = n RjY, (2.23) 
where Y is the sputtering yield . During erosion from depth 8-Rd to 
depth 8 (Fig.2.8 ), the energy deposited to the motion of atoms changesi2 
from O to some finite value. A spatial average value of F O (i.e. F 0 =(1/Rd)J 0 
F 0 (E,x)dx) can be inserted in equation (2.22) giving: 
~" 
2/3 2 1/2 J dx z = [Kl n <6Hcoh> Y Rd] F 0 (E ,x) . (2.24) 
0 
In the absence of inelastic or electronic energy losses and neglecting 
particle reflection (these assumptions are approximately satisfied for 
the typical conditions used in SIMS and 0< 60°) , the integral over F O can 
be replaced by the total impact energy E. Further, assuming that Rd 
equals approximately to the projected range of primary ions , one ca n 
u e Sigmund' expre sion [2.15] for sputtering yield 
I. 
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(2.25) 
where K 1 is a constant and U 0 the surface-binding energy. Taking all 
this into account, one arrives at the following expression for ~z [2.4] 
(which can provide a representation of ~ FWHM or A) 
~z ~ k [n 113U El<LiH >2]1/2 cos8 0 coh > (2.26) 
where k (a constant) is given in A312 (estimated empirically to be 2 A.312 in 
ref.2.4 ), n in A-3 and <~Hcoh > and E in e V. 
Vacuum Solid 
z= b 
Fig.2.8: Schematic representation of the input parameters important in 
ion beam mixing by low energy ions [2.4]. 
The dependence of ~z (or A) on E and 8 in eq.2.26 is similar to that 
determined by other models of cascade mixing [2.3,2.6]. However, two 
featur es of relation (2.26) are unique: there is no dependence on 
primary ion type and broadening is almost insensitive to the impurity 
type. The latter conclusion follows from the fact that target cohesion 
energy < H coh, target> usually dominates in <LiHcoh> [2.4]. 
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2.4 Ion berun mixing in SIMS profiling 
The present study [2.25,2.26] was undertaken in order to 
inve ti gate the dependence of broadening of thin buried layers and ion 
implanted profiles on impact energy, angle of incidence and type of 
primary ions. To fully satisfy the requirement for dilute mixing, most of 
the mea urements were performed on Si samples containing a MBE-
grown monolayer of Ge buried at about 35 nm below the surface and 
also ion implanted Si with peak implant concentrations <lat. %. 
Experime ntal results of broadening have been compared with 
th oretical predictions according to different theoretical models [2 .3-2.5, 
2.6, 2.7]. 
Let us first present the results on Si delta-doped with Ge. 
Samples were profiled by 4-12 keV 0 2+, Ar+ and Cs+ primary ions at 
angle of incidence between 15° and 65° (measured from the normal to 
the sample surface). Profiling conditions are listed in Table 2.1. The 
beam wa focused to a spot < 60 µm (depending on primary energy, 
current and type of ions, see Fig. 1.8, Chapter 1) and rastered over an 
ar a of (400x400 )/cos8 µm 2 • Typical currents were 100 nA for 0 2 + and 30-
50 nA for Ar+ and Cs+ bombardment. The base pressure of the analysis 
chamber was lx10-10 torr and it increased by a factor of 2-4 during 
analysis due to the primary beam load. 
Fig. 2. 9 shows some typical SIMS profiles of a Ge monolayer 
under Ar+ , 0 2 + and Cs+ bombardment. Negative secondary Ge ions, at 
mle=7 4 , were collected during Cs+ bombardment and positive ions 
during either Ar+ or 0 2 + bombardment. A bias of -20 V was appli ed 
to the ample holder during analysis with the oxygen beam in order to 
m1n1n11z the contribution of the molecular 74(Si 2O)+ signal to the 74 Ge+ 
signal. Peak intensities of all profiles were normalized to 105 counts/s . 
The d pth scale was determined from depth measurements of eroded 
crater using an Alpha-step profilometer which provided a 
reproducibility error of about 10-15% in determining the absolute depth 
of the Ge peak position. As no correlation between shift in peak 
position and primary beam parameters has been observed, we 
normalized the peak position of all profiles to the mean value obtained 
0 
from all measurements (found to be 350A). Even a brief inspection of 
Fig.2.9 shows that broadening depends strongly on primary beam type, 
energy and angle of incidence. Use of low energies and/or oblique 
ngle s of 1ncidenc reduces broadening significantly. Due lo Lh 
characteristic asymmetry observed for all profiles, broadening can be 
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Fig.2.9: SIMS in-depth profiles of buried Ge m onolayer for diffe rent 
combinations of primary ions, energies and angles of incidence . 
Table 2.1: Primary beam parameters used in profiling of thin buried Ge 
layers . 
Primary ion Current Energy Angle of 
type (nA) (ke V) incidence 
o + 
2 100 
30-50 
12 
10 
8 
6 
4 
12 
8 
4 
15°' 30°' 45°' 60° 
45° 50° 60° 
' ' 
45° 60° 
' 
45° 
30°, 45°, 60° 
35°' 45°' 65° 
25°' 45°' 65° 
45° 65° 
' 
--- - - - - ---- - - -- - ------------------- - ---------
12 25°, 35°, 45°, 65° 
cs+ 30-50 10 15°, 35°, 45°, 65° 
6 25°, 45°, 65° 
5 45° 65° 
' 
------------------------------------------------------------------------------
2 
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described by the decay length A. 
In addition to ballistic mixing, several other processes may 
contribute to the profile degradation. Instrumental effects (see Chapter 
1) were minimized in our measurements by: i) rastering of a well 
focused beam over a reasonably large area and ii ) collecting secondary 
ions from the small central part of the eroded crater bottom by 
applying an electronic window of 5-10%. In addition, mass interference 
during 0 2 + profiling was minimized by biasing the sample holder. 
On the other hand, the contribution due to the radiation-
enhanced diffusion has been shown to be small at room temperature 
[2.27]. Therefore, the main contribution to profile broadening comes 
from cascade mixing and/or surface roughening [2.28]. Roughening 
(induced by primary ion bombardment) degrad es the in-depth 
resolution because of detection of signal from the different depths at the 
same time. The profile of a thin (rectangular) marker layer will be 
smeared to, approximately, a Gaussian. Consequently, effects of both 
ion beam mixing and sputter roughening determine the width of the 
measured profile, while the mixing effect alone detern1ines the 
asymmetry, i.e. exponential decay of the trailing edge [2.28]. Sputter 
roughening is known to increase with increasing depth of erosion 
and/or impact energy [2.27,2.29]. We have examined the crater bottoms, 
obtained in our experiments under different bombardn1ent energies , by 
a stylus-type profilometer (stylus-tip radius 12.5 µm and working force 
- 10 -5 N), but found neither significant roughening nor correlation 
between roughening and impact energy. In addition, we have also 
0 
profiled some monolayers of Ge buried at -5000A into Si (see Fig.2.13), 
using the same conditions as in the case of shallow layers. Slopes of the 
trailing edges showed no significant deviations fron1 the slopes of the 
shallow profiles, and almost identical values of the decay lengths and 
profile widths were extracted in both cases. This indicates that 
roughening effects are much less significant than broadening caused 
by ion mixing. 
Typical SIMS profiles of the shallow Ge monolayer for different 
combinations of primary beam parameters are shown in the next few 
figures. In Fig.2.10 profiles under Ar+ bombardment are displayed; 
Fig.2.11 covers Cs+ bombardment; Fig.2.12 gives profiles obtained with 
an 0 2 + beam. Finally, Fig.2.13 shows some of the SIMS profiles of a 
0 
deep Ge monolayer, buried at -5000A into Si. 
Let us now examine in more detail the influence of each ion-
beam parameter on depth-resolution. We will use the decay length A as 
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the parameter describing broadening. The dependence of A on 
primary-beam angle of incidence (for different combinations of primary 
beam type and energy) is summarized in Fig.2.14. The decay lengths 
were determined as described above and using relation 2.3. For each 
primary ion type the A-values are normalized to the value obtained at 45° 
angle of incidence (taken to be 0. 707, i.e. cos45°). The dashed line in 
Fig.2.14 represents the cos0 function. Obviously, for all three types of 
primary ions and for a wide range of primary energies, th e angular 
dependence closely follows a cos0 law. 
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Fig.2.14: Dependence of measured decay lengths on pri mary beam 
angle of incidence for different impact energies. 
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The energy dependence is shown in Fig.2.15. Here, the data-
points on each curve were taken for a fixed angle of incidence. 
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Fig.2.15: Decay length vs. primary energy for Ar+, 0 2 + and Cs+ 
bombardment at two different angles of incidence. 
The decay length A increases monotonically with primary energy and 
decreas s with primary ion mass . In other words , the lower th e energy 
7 1 
and higher the primary ion mass, the smaller the broadening of a 
profile. 
The results shown in Figs.2.10-2.13 and summarized in Figs.2.14 
and 2.15 are in qualitative agreement with the Littmark-Hofer model 
[2.3]: profiles are less asymmetric and broadening less pronounced for 
lower energies, higher masses and oblique angles of incidence of 
primary ions. However, the Littmark-Hofer model, despite being 
rigourous, does not readily allow quantitative information to be 
extracted from it. On the other hand, Andersen's model [2.6] relates the 
width of a smeared profile to the number of atomic displacement ~ 
within the collision cascade; the latter quantity can be calculated b_ 
TRIM [2.22] or determined from eq.2.9. The combination of eq.2.7 and 
eq.2.9 gives: 
llFWHM = K(R,Y) '1E cose, (2.28) 
where the factor K(R,Y) includes the fitting parameter R (representing . 
in fact, the step length in a random-walk process ) and the sputtering 
yield Y. Here, Y(0)/Y(0)= l/cos5130 [1.1]. For Si samples, K=0.3R/-vY (we 
used here Ed,mrn=l3 e [2.o]J. 
All experimental data are listed in Table 2.2. In the same Tabl e, 
one can find the K(R,Y)-values calculated from the experimental data 
using eq.2.28. For Ar+ bombardment, all K-values are within lO o/c 
around a mean value of 87 A/"1eV. For Cs+ and 0 2 + bombardment the 
mean values are 56 A/"1eV and 75 A/"1eV, respectively . Deviations are 
slightly higher for low-energy, low-angle 0 2 + bombardment. The 
difference between K-values for Ar+ and Cs+ primary ions scale we11 
with the difference in the sputtering yield (we assumed here tha t 
sputtering yield Y for a given type of primary ion does not depend 
significantly on the primary ion energy, at least for the energy-range 
used in our experiments). According relation (1.5) the sputtering yield 
Y is directly proportional to the sputtering rate z 
Y = z n / jP (2.29) 
(n is the sample atomic density in at./cm3, z the sputtering rate in emfs 
and jP the primary ion flux density in ions/cm2s). The sputtering rates, 
estimated from our experiments, give the ratio 
(2.30) 
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which nicely compensates for the differences in K-values. If we 
normalize all K-values for cesium bombardment to the sputtering 
yield of argon ions (in that case Y Ar= Y Ar, Y cs=a Y Ar) the same K-values 
Table 2.2: List of experimental data obtained from SIMS profiles of 
buried Ge monolayer and theoretical calculations using relation 2.28 
(for K), relation 2.35 (for A.theory) and TRIM simulations (fo r the 
penetration depth of primary ions, Rd). 
Primary Energy(ke V) 
Aexp. LiFWHM Ra K A theory ions /angle of 0 (A/-veV) (A) 0 0 0 
incidence (A) (A) (A ) 
12/35 144 241 143 85 131 
12/45 118 233 122 95 113 
12/65 65 135 84 88 68 
Ar+ 8/25 116 210 113 82 118 
8/45 91 163 88 82 93 
8/65 55 126 63 105 55 
4/45 64 105 57 75 65 
4/65 30 73 38 86 38 
12/25 130 156 123 50 145 
12/35 128 150 114 53 131 
12/45 98 146 96 60 113 
12/65 62 86 59 59 68 
10/15 138 165 125 54 141 
10/35 115 139 110 54 120 
cs+ 10/45 100 129 87 58 103 
10/65 55 94 55 70 62 
6/25 86 94 84 42 102 
6/45 81 88 66 51 80 
6/65 40 63 42 61 48 
5/45 65 89 60 56 73 
5/65 41 59 37 62 43 
12/15 80 134 162 60 75 
12/30 77 169 147 80 76 
12/45 63 143 125 83 71 
12/60 50 107 106 88 53 
10/45 51 116 112 73 65 
02+ 10/50 50 109 104 76 60 
10/60 45 100 92 89 48 
/45 53 101 95 72 58 
8/60 42 88 77 88 43 
6/45 45 95 74 78 50 
4/30 45 69 63 57 44 
4/45 32 54 55 54 41 
4/60 24 46 46 65 30 
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will be obtained for both primary ions. This procedure will also result in 
the same value for the fitting parameter R (eq.2.7) for a Si sample under 
both argon and cesium bombardment. From our measurements we 
0 O 
determined R=(8.2 + 2)A. Andersen [2.6] used 6A for the jump-step in 
semiconductor materials and oxides. Our result is very close to this 
value: taking into account all approximations used and uncertainty in 
determination of quantities appearing in relations 2.28 and 2.29, we 
consider this to be more than satisfactory. 
Results under oxygen bombardment do not fit the above pattern. 
In general, broadening is smaller and, consequently, depth resolution 
is much better than might be expected . Thi s could be related to oxygen 
beam-induced changes of surface composition. This aspect will be 
considered later in this chapter. 
Let us now compare our results with the prediction of another 
diffusion-based theory developed by Carter et al. [2. 7]. For systems with 
no "preferential" sputtering, this theory predicts that the decay length 
is determined by a characteristic length R defined by the range of the 
ion damage (see relation 2.21c). It is reasonable to determine R as the 
depth R10 where the damage function (or displacement cross section) 
drop to about 10% of its peak value. The damage d1s lribution can be 
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obtained from TRIM calculations. In Fig.2.16 we plot R10 (as determined 
by TRIM) versus decay length for Ar+ and Cs+ bombardment. 
Agreement between theory and experiment is very good, especially for 
Cs+ bombardment. Deviations of 10-25% under Ar+ impact could be 
diminished by defining the characteristic depth R at -30% of the 
damage distribution peak. This may indicate an over-estimate of Ar-
beam induced damage in TRIM calculations or, alternatively, the 
higher diffusitivity of damage (see eq.2.21b) under Ar+ than Cs+ 
bombardment. 
The diffusion theory of ballistic mixing by Carter et al. [2. 7] is 
physically more reasonable than most other models reviewed in this 
chapter which require fitting parameters that do not have readily 
identified physical meaning. However, it ignores the chemical effects 
and cannot account for the observed superior depth resolution under 
oxygen bombardment. 
It is also interesting that A shows the same type of dependence on 
angle, energy and type of ions (see Fig.2.14 and Fig.2.15) as the 
penetration depth of the primary ions used in SIMS profiling [2.30,2.31]. 
Note that the definition of the different types of ion ranges 1s 
presented in Fig.2.17. Taking into account results presented 1n 
Fig.2.14 and Fig.2.15, one can conclude that broadening must scale 
~ I 
\ f.. 
' \ 
\ 
\ 
z 
I on 
® 
Vacuum Tor 
Fig.2.17: Definition of different types of ion ranges: RP is the projected 
range and Rd=RPcos0 the penetration depth. 
with the penetration depth of primary ions. Indeed, andervorst and 
Shepherd [2.30] have shown for As implanted into Si that all ion beam 
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m1x1ng effects can be explained by only one parameter, i.e. the 
penetration depth of primary ions. To check if mixing occurs over a 
layer with thickness directly proportional to the penetration depth of 
primary ions, we plot the decay lengths from our measurements as a 
function of penetration depth calculated from TRIM [2.22]. Results are 
listed in Table 2.2 and summarized in Fig.2.18. For Ar+ and Cs+ 
bombardment a linear, one to one, correspondence between the 
penetration depth and decay length was found (the solid line in 
Fig.2.18 ). On the other hand, the decay length for 0 2 + beam is 
substantially lower at higher energies and/or lower angles of incidence 
(i.e . at la rg r pen tra tion depths). 
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Fig.2.18: Measured decay length vs. penetration depth, calculated by 
TRIM. Dashed line represents the calc ulated decay length under 
oxygen bombardment from ref 2.5. 
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The linear dependence between A. and Rd is in agreement with the 
predictions of collisional mixing (see eqs.2.19-2.21). In addition, we can 
conclude from relation (2.21a) that "preferential " sputtering of 
elements profiled in our experiments is very small, i. e. ri ~1. Our 
results are in excellent agreement with the data from reference 2.5, 
where SIMS profiling of Ge from Ge0_17Si0_8/Si layers under ce ium , 
xenon, neon and oxygen bombardment has been reported. Following 
reasoning similar to one presented above, Meuris, Vandervorst and 
Jackman [2.5] developed a model which takes into account not only 
the collisional component 1n 10n beam mixing, but also Lhe 
incorporation of primary ions into the matrix during sputtering. 1 heir 
model gives the following expression for the decay length : 
(2.30) 
where r 1 and P io are the "preferential" sputtering factor and the 
"mixing" profile, respectively. Cr is a correction factor (describing, in 
fact, incorporation of primary particles) given by 
\ ~_Jl J 
Here, n represents the atom density and Y the sputtering yie ld ; 
subscript m stands for matrix, p for primary ions and pm for both 
matrix and incorporated primary ions. 
It i well known that the surface concentration of primary ions 
implant d into the matrix during sputtering is inversely proportional to 
the matrix sputtering yield Y m [ 1.1]. For primary ions of high mass 
(such as Cs) or inert gases (such as Ar), assumptions npm ~ nm and Y m 
>> Y Pare valid (because of high sputtering yield and Y P ~O) and Cr= 1; 
relation 2.30 turns into eq.2.19 and a linear, collision-based dependence 
of the decay length on penetration depth is expected (solid line in 
Fig.2.18 ). Our Ge in Si data under Ar+ and Cs+ bombardment follow 
very closely such a linear dependence (Fig.2.18). We have also employed 
an Ar+ beams to profile GaAs samples containing a Si monolayer 
0 
buried at -2000A. The decay lengths of Si profiles are represented in 
Fig.2.18 by full triangles. Again, good agreement with the colli ion-
based model of mixing is found. However, the situation is quite different 
if Si samples are bombarded with an oxygen beam . The small 
sputtering yield of oxygen leads to the very high incorporation rate of 
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oxygen into the surface causing formation of oxides and swelling of the 
Si matrix in the surface region [2.5, 2.30]. 
The oxygen surface concentration depends on the angle of 
incidence and for angles < 30° a stoichiometric SiO2 layer can be formed 
[2.5, 2.32,2.33]. In Fig.2.19, the dependence of the correction factor Cr 
(eq. 2.31) on the oxygen-beam angle of incidence, as calculated in ref. 
2.5, is shown. The dashed line in Fig.2.18 represents the decay length 
under oxygen bombardment, corrected by Cr from Fig.2.19. Obviously, 
the swelling model [2.5] predicts the reduction in the decay length quite 
well. 
Table 2.2 also lists the decay lengths calculated from Eq.2.26 
• 0 -3 
using n= 0.05 A , U0=7.83 eV and L1Hcoh;::;L1Hsi=4.64 eV/at [2.34]. In the 
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line wa also used, see Table 2.3). 
case of Ar+ and Cs+ bombardment we used k=4A312 for constant k, while 
k around 2A312 gives the best fit for broadening under 0 2 + 
bombardment. Agreement with the experimental data is remarkably 
good. However, in ref.2.4, k=2A312 was shown to fit experiments on Sb in 
Si quite well for all types of primary ions (i.e. argon, xenon and oxygen). 
W do not under tand at present the difference in prefactor value 
obtained in ref.2.4 and our work for bombardment with Cs+ or Ar+ ions. 
78 
However, we are able to explain the difference observed in our 
experiments with Ar+ and Cs+ bombardment on the one hand and 0 2 + 
bombardment on the other. Bombardment with 0 2 + provides superior 
depth resolution and this can be explained by ion-induced changes in 
surface composition. Zalm and Vriezema [2.4] expressed a concern 
about the validity of eq.2.26 in the case of oxygen bombardment because 
of beam induced formation of surface oxides. The oxidation process is 
angle-dependent and stoichiometric oxide is formed for impact angles 
below 30° [2.5,2.32,2.33]. In addition , thin layers of non-stoichiometric 
"oxide" are formed even at oblique angles of incidence [2.32,2.33]. As a 
resul , i-0 bonds are presen in the urface region . Even a thin oxide 
layer or small oxide islands at the surface (formed by bombardment at 
an oblique angle of incidence) change the surface binding energy U 0 
since bonds of different strength must be broken in a sputtering event. 
The ref ore, in the case of oxygen bombardment, the Si-Si binding energy 
in eq.2.26 should be corrected for the formation of Si-O bonds, and, at 
the same time, one should take into account the angle-dependent 
expansion of the lattice due to the incorporation of oxygen. 
Taking all this into account, we modified equation 2.26 in the 
follo ing way. irstly, we ffecti e · ·ntroduced ~welling (due to 
incorporation of oxygen) by changing the coordinate system in which A 
was determined. The expression for A, as given by relation 2.26, was 
calculated in an internal-depth coordinate system which can be 
defined by the thickness of a surface layer removed by the primary ion 
fluence <D 
(2.32) 
Incorporation of oxygen causes expansion of the lattice at the surface 
and an external depth scale should be applied: 
z'= <DYJ I\,- (2.33) 
In the above relations we followed the notation from r ef.2.5 : n is the 
atomic density, while m stands for matrix, t for total and s refers to the 
incorporated oxygen ions and matrix atoms. 
Transformation between two coordinate systems is given by the 
same factor as used in the swelling model for evolution of oxygen effects 
[2.5], i .e. 
o<l: 
(2.34) 
This factor was estimated in ref. 2.5 and displayed here in Fig.2.19. 
The second step in modifying relation (2.26) is to change the 
surface binding energy U0 due to the formation of Si-O bonds. Note that 
changes in A (relation 2.26) due to the changes in the atomic density or 
cohesion energy upon incorporation of oxygen are very small; even in 
the extreme situation, when stoichiometric SiO 2 is formed, change in 
atomic density at the surface from o.osA-3 for Si to 0.07 A-3 for SiO 2 
changes the calculated decay length by only a few percent. The strength 
of the Si-O bond (- 191 kcal/mole) is about 2.5 times higher than the Si-Si 
one (-78 kcal/mole) [2.35] and we assume an angular dependence for 
that ratio , as well: in the first approximation, a variation which is 
inversely proportional to that of Cr (Fig.2.19) is considered. 
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In thi way, the modified expression has the form 
(2.35) 
Here, Cr/8) accounts for the difference in depth scale with and without 
' 
welling (and effectively introduces a swelling effect), Cr u(8) represents 
' 
a modification factor for binding energy due to the formation of Si-O 
bonds at the surface and A is given by relation (2.26) with k=4A312 for all 
type of primary ion . In the case of argon (inert gas) or cesium (high 
mass) bombardment, both correction factors are equal to 1 and 
bro dening i sin1ply de cribed by relation (2.26). 
We would like to note here that in models based on collisional 
mixing, on n1ay expect the decay length to depend on primary particle 
ma . For the an1e energy and angle of incidence, heavier particles 
will pen trate less into the solid giving the better depth resolution. 
However , everal recent experiments on the mass dependence [2.4, 
2.25,2.26,2.36,2.37] have shown no correlation between the primary 
ma and the depth resolution (i.e. decay length), in full agreement 
with model in ref.2.4 and relation 2.35. 
The re ult predicted by relation (2.35) for oxygen bombardment 
are also Ii ted in Table 2.2. Agreement with experimental data is again 
remarkably good. Fig.2.20 summarizes the comparison between 
experimental results and theoretical prediction (2.35) for broadening of 
a Ge monolayer in Si for all three types of primary ions. Additional 
data, repre enting broadening obtained from SIMS measurements 
performed by an Ar+ beam on ion implanted Si, are also added to the 
plot. Again agreement between experiment and theory is remarkable, 
giving ri e to confidence that the semi-empirical expression (2.35 ) is 
applicable for a broad range of impurities in Si. 
To further test the estimation for broadening (2.35), we employed 
both s+ and 0 2 + beams for profiling boron in silicon [2.26]. Amorphous 
i wafer implanted with 20 keV, lxl0 15 cm-2 BF2 , were used for thi s 
study. Some of the profiles are displayed in Fig.2.21 and Table 2.3 lists 
the profiling condition along with the A-values, obtained both 
experimentally and from relation (2.35). It is worth mentioning here 
that the decay length, as estimated from the slope of a SIMS profile of 
implanted ion , contains both intrinsic and mixing components (in 
the case of delta-doped layers, intrinsic component is zero). For boron 
0 
profil e stin1 t d the intnn ic component A1=36A from A s . Ra 
measurem nt reported for the ame samples in ref.2.38. In this study, 
8 1 
all the A-values refer to the m1x1ng componen t alone. Fig.2.22 
summarizes broadening of boron profiles in Si in terms of an Ath vs. Aexp 
plot. Once again, agreement between theory and experimen t is very 
good. 
We conclude that relation (2.35 ) predicts qui te accurately ion-
beam induced broadening for a variety of impuriti es in Si under either 
argon, cesium or oxygen bombardment. If radi ation enhance d 
diffusion or other thermodynamic broadening effects a r e operative, 
then the estimation procedure will no longer be valid. Howeve r , for 
colli sional mixing, the estimation (2.35 ) is very convenient to use ince 
it do s not require any computer simulations and contain onl y rnatrix 
r elated constants. Estimation of the broadening under oxygen 
b ombardm ent re quires, however, a kn owlefge of the angular 
d penden ce of oxyde formation and surface binding energy. 
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Table 2.3: List of profiling conditions and experimental data obtained 
from SIMS profiles of B in Si and theoretical calculations using relation 
2.35. Athl was calculated using Cr from ref2.5 (solid line in Fig.2.19) 
and Ath2 using dashed line in Fig.2.19 for Cr. Above 40°, Athi = Ath2· 
Primary ions Angle of Primary 
"-eis ~h1 IA.th2 incidence energy (keV) (A (A) 
3 30 38/31 
02+ 
6 34 54/44 
oo 9 49 66 /54 (200 nA) 12 64 77 /62 
14.5 71 8.~ I 68 
6 39 53/43 
15° 9 52 64/52 
12 61 74/60 I 
14.5 68 87 /66 
3 42 38/34 
30° 6 38 54/48 
9 51 66/59 
12 67 76/69 
14.5 78 84/76 
3 36 35 
6 45 49 
40° 9 55 60 
12 68 69 
14.5 76 76 
3 34 32 
50° 6 37 46 
9 50.5 56 
12 60.7 65 
14.5 75.5 71 
3 36.5 28 
6 37 40 
60° 9 50 49 
12 61 57 
14.5 63 62 
cs+ 8 very 131 
(50 nA) oo 10 poor 146 
12 accuracy 160 
15° 10 123 141 
20° 8 107 123 
12 127 151 
30° 10 118 127 
8 96 100 
40° 10 115 112 
12 123 123 
50° 10 98 94 
8 74 66 
60° 10 79 73 
12 89 80 
. 
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SUMMARY 
In this Chapter I reviewed four related theoretical treatments of 
ballistic mixing. In two models a transport approach is employed while 
a diffusion approximation is used in the others. It is almost impossibl e 
to specify, for a given system, the detailed importance of all 
approximations and factors included in a specific model. The best way 
to validate a given model is to confront its predictions with the 
experimental data. Such a comparison affirms the theoretical 
approach and approximations used. 
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One of the diffusion-based theories by Anderesen [2.6] assumes 
the Gaussian shape for the mixing profile and correlates its wid~h with 
the number of target-atom displacements within the collision cascade. 
The model by Carter et al. [2. 7) restricts the diffusion coefficient to be 
constant over the damage zone and describes broadening as a series of 
exponentially decaying functions whose sum is far from a Gaussian. 
In this model, decay length is closely correlated with th e damage depth. 
Thus, both models recognize the importance of ion-induced damage to 
the broadening and this effect dominates the final result. These models 
provide an appropriate description of our results on broadening under 
argon and cesium bombardment. However, they ignore che n1ical 
effects and cannot account for th e broad en ing under oxygen 
bombardment . 
Chemical effects are introduced into the coll isional model of 
Meuris, Vandervorst and Jackman, called the swelling model [2.5]. 
This takes into account both the collisional a spect of ion bean1 mixing 
a nd changes in surface composition by incorpor ation of prin1ary 
particl es. This model connects directly the decay length of the 
measured profile to the penetration depth of primary ions. Finally, a 
fo u rth model by Zalm and Vriezema [2.4] , based on the thern1al spike 
theory of th e sputtering process, extends a heuri stic expression for ion 
beam m ixing under high-energy bombardment to the low-energy 
r egime. Broadening is described by the primary ion 's energy and angle 
of incidence (but not their mass) and some matrix-related constants. 
Both colli sional model s provide a remarkably good explanation of 
broadeni n g observe d in our experimen ts u nder Ar+ and Cs+ 
bombardment. This indicates that the same physical mech an isn1 ha 
been incorporated in each of them, although developed in a different 
way. Indeed, the collisional component dominates in both models: 
mixing is closely related to the collision cascade or, equival ently, to a 
layer with thickness equal to the penetration depth . 
The swelling model also accounts for oxygen effects: profile 
broadening is described by only one quantity, i .e . th e penetration depth 
R d; deviations from that r elation under r eactive gas bombardment are 
corrected by a factor describing changes in both surf ace composition 
(which in turn should change the penetration depth of primary ions ) 
and sputtering yield. The spike model , as modifi ed in ref.2.4, ignores 
the incorporation of primary oxygen ions into the Si lattice. We 
introduced thi s effect by means of some correction factors and obtained 
r emarkable agreement with experimen ts. 
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The main difference between the swelling model and the 
modified spike model is the dependence on primary ion type, present in 
the former model, but absent in the latter one. However, under the 
experimental conditions of the present study, this difference is not 
apparent and experiment agrees equally well with both models. 
In conclusion, each of above models describes experiments on ion 
beam mixing quite well, in as far as no chemical effects are present. 
The main reason for this seems to be the dominance of the 
incorporation of the damage induced by primary ions within the 
collision cascade in each of the models. Although some different 
approximations are used, leading to different expressions for 
broadening, a --/Ecose dependence (characteristic for ballistic mixing) is 
preserved in all of them and this dominates broadening. The 
differences in the proportionality factors are too small to be clearly 
identified under the experimental conditions characteristic for SIMS 
and used in this work. For most practical applications, however, the 
modified spike model of Zalm and Vriezema [2.4,2.26], i.e. relation 
(2.35), is probably most convenient for rapid and accurate estimation of 
broadening, particularly for bombardment with heavy ions or inert 
gases. This does not require any computer simulations and contains 
only some impurity/matrix related constants. However, a calibrated 
correction function should be included for oxygen bombardment. 
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Chapter 3 
ELECTRON STIMULATED DESORPTION 
3.1 Introduction 
The bombardment of a sample surface by low energy electrons 
(typical energies range from 5eV to lkeV ) can cause a variety of 
changes to the surface, particularly if the surface contains an adsorbed 
layer. For example, electron impact can alter the bonding of the 
adsorbate-substrate system, can cause decomposition of the surface and 
finally can remove neutral and ionic species from the surface. The latter 
effect, called electron stimulated desorption and known for more than 
20 years , is s till attracti ng considerable int eres t beca u se of both 
fundamental and practical considerations [3.1]. It has been shown that 
ESD can be a useful tool for either studying surface-adsorbate 
interactions and bonding [3 .2] or characterization of surface geometry 
[3.1,3.3]. In addition, electrons are present in ion gauges and other 
vacuum devices; they are used in many analytical techniques for 
surface characterization, such as AES and LEED; high electron flux es 
can be employed in electron microscopy of solids and biological species; 
electron are also used in semiconductor processing for 1i thography, 
etching and electron-induced deposition [3.4]. In many of thes e 
applications, electrons can produce damage or introduce additional or 
spurious ignals, often leading to di sturbances and mi sin P ·pretation if 
such effects are not properly recognized and understood. Investigation 
of ESD is also of fundamental importance because of the rich underlying 
physics involved: such processes are still not full y understood [3.1]. 
The ESD-work in this thesis began with the idea to complement 
SIMS studies on electron-mediated sputter ion emission. However, it 
was realized early that such studies required a deeper understanding of 
the desorption process itself. To gain experience in ESD-type 
experiments and to test, at the same time, the performance of a SIMS 
instrument operating in the ESD mode, a series of desorption s tudies 
9 1 
have been undertaken from different samples, having a variety of 
impurity/matrix combinations. Some of these studies will be presented 
in this chapter, concentrating on ESD from SiO2 and GaAs. This work 
involves the first comprehensive study of positive and negative ion 
desorption by core level excitations and includes the first report of strong 
resonances in negative ion emission, which are correlated to the core-
level excitations. 
3.2 Theoretical background of ESD 
Several different models have been proposed for an explanation of 
neutral and ionic desorption from surfaces bombarded with low-energy 
electrons [3.1,3.5]. Although these differ in detail, all models consider 
electronic transitions, followed by rapid electronic rearrangements to 
repulsive states, as the driving force for desorption. It has been 
recognized that impinging electrons cannot efficiently induce 
desorption by direct energy transfer in elastic collisions with the surface 
atoms [3.6]. The maximum energy, transferred to a surface atom of 
mass M by an electron, is given by 
~ = 4 Ee (m/M) · me<< M ( 3.1) 
where Ee and me represent electron energy and mass, respectively. 
Because of the small mass of an electron and the energy range usually 
employed in ESD experiments (order of 10-l00e V), ~E is less than 0. le V 
This energy is insufficient to cause desorption which must be dominated 
by electronic transitions induced by inelastic energy loss. 
Models for electronic transitions in ESD should rationalize at 
least some of the following experimental observations [3.1, 3.5, 3.7]. (No 
theory proposed so far accounts for all of them.) 
i) Electrons with energies above -5eV can remove neutral atomic and 
molecular fragments and positive and negative ions from adsorbed 
layers. 
ii) Desorption yields of neutrals are, in general, much larger than ion 
yields. 
iii) Most ejected ions are atomic and, among them, hydrogen, oxygen, 
fluorine and chlorine exhibit the highest yields. 
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iv) Desorbed ions have energies in the range 0-20eV; the energy 
distribution can be approximated by a Gaussian of half width of a 
few eV; multiple peak structures have also been observed. 
v) ESD cross sections are much smaller than gas-phase ionization 
cross sections for the same species. 
vi ) Desorption of some ions requires a large charge transfer. 
vii) Isotope effects have also been observed in some systems. 
As an illustration, some of the experimental observations listed 
above a re shown in Fig. 3.la-f, which are taken from the present study. 
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surface was bombarded by a 500e V electron beam, focused to a spot of 
about 1 mm.2. In part b, a negative ESD spectrum from the same sample 
is displayed. It is evident that low energy electrons can induce ejection 
of both positive and negative ions very efficiently. Elements such as 
hydrogen, oxygen and fluorine, exhibit high yields in both positive and 
negative spectra. 
0 
Fig.3. lc shows the positive spectrum from a 150A thick SiO
2 
layer 
thermally grown on a Si wafer. This was obtained by lke V electron 
bombardment under conditions (bias voltage and tuning of quadrupole ) 
giving maximum intensity and mass resolution of Si peaks. (Doing this 
one sacrifices some intensity and resolution of the low-mass peaks , 
hydrogen in particular.) The positive ion spectrum shows many 
elemental peaks indicating the efficiency of electrons to desorb positive 
ions of different elements, multiply charged ions, such as Si 2 + or Si3 +, 
and ionic clusters, such as SiO+. 
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layer bombarded with 1 ke V electrons. 
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Fig.3.ld shows an ESD energy spectrum of Si+ ejected from a 
600A-SiO 2 s mpl . This spectrum was obtained by applying a voltage 
ramp on the sample holder during 1 ke V electron bombardment of the 
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sample surface. A voltage scan changes the acceptance window of the 
energy selector and thus providing the energy distribution of ejected 
ions. The distribution shown in Fig.3.ld can be approximated by a 
Gaussian of half width of about 5e V. It peaks at -9e V and extends up to 
25e V. This spectrum shape is indicative of ESD energy distributions. 
An example of the observation of threshold effects giving 
important information about the ESD-mechanism is shown in Fig.3.le. 
Here, the positive secondary ion yield of hydrogen ejected from the 
surface of a-Si:H sample, along with the negative hydrogen desorption 
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Fig.3.ld: Energy spectrum for Si+ obtained from a 600 A thick SiO2 / Si 
film by 1 keV electron bombardment. The upper (lower) scale 
corresponds to bias voltage (approximate kinetic energy). 
yield from a Si sample hydrogenated in HF-solution, have been 
displayed as function of primary electron energy. The surface of the 
latter sample has been stabilized in methanol. Several distinctive 
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thresholds were detected. Both curves show thresholds at - l00e V and 
150eV, but the H+ yield exhibits an additional threshold at -280eV. 
Furthermore, the H- yield changes over 5 orders of magnitude and 
shows a sharp increase after the l00e V threshold. These differences 
indicate the different chemical states of H at the surface and show that 
the ESD-technique can be used for identification of surface bonding, as 
we illustrate later. 
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Fig 3.le: Normalized desorption yield of positive and negative hydrogen 
ions -: from a-Si:H and Si (HF) samples, respectively, as a functi on of 
primary electron energy. 
Finally, Fig.3.lf illustrates the method we have used for 
determination of ESD cross sections. It is based on following r easoning 
[3.6]. The rate of desorption of a given element i, dN/dt, is proportional 
to the surface concentration, Ni, of element i and to the density per unit 
time of impinging electrons, ne: 
(3 .2) 
where the proportionality constant, Q1, represents the cross section for 
ejection of element i. The Qi-value can be, therefore, extracted from the 
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time evolution of any quantity directly proportional to Ni. For example, 
from the time evolution of ion yield measurements, one can determine 
Qi as 
(3.3) 
where I stands for intensity of ESD signal. 
A solid surface provides many pathways for deexci tation : 
desorptio n p roba bili ty from solids is much lower than in the case of 
dissociation or ionization in the gas phase. For metals and 
semiconductors, for example, ESD cross sections are in the range 
10·22 -10·17 cm'.l, while the values of gas-phase dissociation cross section 
are typically 10-16-10-15 cm 2 [3.7]. From Fig.3.lf, which shows the time 
evolution of the H - yield from the surface of a hydrogenated amorphous 
Si under 500e V electron bombardment, we determined the cross section 
of 3x10·21 cm2 for desorption of negative H ions . 
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Fig. 3 .1 f: Determinat ion of cross section for H - desorption from 
hydrogenated a-Si under 500e V electron bombardment. 
In general, all ESD models can be divided into three groups. One 
group of theories examine the role of valence electron excitations, 
following ideas formulated in the firs t macroscopic description of ESD, 
introduced independently by Menzel and Gomer [3.6] and Redhead [3.8] 
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(MGR model). In this model, the valence-electron excitation within the 
Franck-Condon region from a bonding to an antibonding state 
represents the first step in the desorption process. Theories from the 
second group concentrate on core-level excitations, following the early 
work of Knotek and Feibelman [3.9] (KF model) in which Auger decay of 
a core-hole plays the main role in the desorption process. The third 
group of theories considers multiple electron excitations and contains 
some elements of both MGR and KF models [3.10]. These models are 
described below. 
a) Valence excitations (one-electron mechanism) 
A valence excitation mechanism represents the first microscopic 
description of desorption induced by electronic transitions [3.6,3.8]. It is 
conceptually the same as for gas-phase dissociation of molecules and 
can be described by two steps, as illustrated in Fig.3.2. 
The first step involves a Frank-Condon transition from the 
ground state to a repulsive neutral or ionic state of the adsorbate 
complex. Note that the potential energy of interaction between the 
substrate atom M and the adsorbed atom A is represented by a set of 
potential curves. The transition time is very small (of the order of 10-16s) 
and evolution of excited state begins, in principle, with the nuclei having 
the same position and velocity as in the ground state. In Fig.3.2, curve 
M+A represents the ground s tate , (M+A )*, an antibonding state, 
M+A *, an excited metastable state, and M-+A + +e -, an excited ionized 
state. If el ectron bombardment causes transition 1 from the bonding, 
M+A, curve to the repulsive part of of M-+A + +e- curve, desorption of A+ 
can result. However, a solid surf ace provides extra channels fo r 
deexcitation that are not possible in the gas-phase. For exampl e, 
tunneling of an elec tron from the su rface to the hole created in the 
adsorbate complex can cause reneutralization of the ion and a transition 
back to the bonding curve. 
The second step involves the motion of excited particles a way 
from the surface along the repulsive potential-energy curve. Depending 
on the kinetic energy gained during nuclear motion, the ion can either 
be recaptured into the ground state (transition 2 in Fig.3.2) or desorb 
along the ground state curve as a neutral particle (after transition 3). 
Many oth er excitations are also possible. For exampl e, a 
transition to the repul ive part of a metestable state M+A *, from which 
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a metastable A* can be created, can also give desorption of energetic 
ions by adiabatic crossing of the M +A* curve and the M-+A++ e -
curve. Furthermore, excitation to the antibonding (M+A)* curve may 
produce desorption of neutral species. 
Fig.3.2 shows only the lowest energy potential curves. They can be 
intersected by a whole family of the higher energy bonding curves 
resulting in more adiabatic crossings and channels for desorption. 
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Fig.3.2: Schematic representation of possible potential-energy curves 
and transitions in MGR model [after ref3.6]. For explanation, see text. 
The larger number of channels for desorption of neutral speci es, 
together with high efficiency of the tunneling process, lead to much 
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higher yields for neutrals. Small cross-sections are explained by the 
dominance of desorption along the ground state. There, desorption 
depends on kinetic energy gained by the particles during nuclear motion 
after excitation: only a small fraction of recaptured species has acquired 
an amount of energy sufficient for desorption. Light elements and 
isotopes, consequently, will have a higher probability for desorption 
(isotope effect) due to their higher average speed. 
Another example of desorption by valence excitation is provided 
by emission of negative ions by either dissociative attachment (DA ) or 
polar dissociation (PD) mechanisms [3.11]. The transitions involved are 
similar to the formation of negative ions in the gas phase. 
In the DA process, a diatomic molecule, physisorbed on the 
substrate M, captures an electron to form a short lived negative ion AB -. 
The electron that attaches to the AB molecule could be either an incident 
electron or a secondary electron. The DA decay channel can be 
rep resented by the reaction 
M +AB+ e- -> M + AB- -> M +A+ B-. (3 .4) 
Her , dis oc1ation of the complex leads directly to ejection of negative 
1ons. 
Ferm1----
Level 
( M +AB) 
• 
e 
e-. ---- e 
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* M+(AB) +e- M+(AB) 
Fig.3.3: Schematic representation of possible channels leading to DA or 
PD type of E D processes. 
* The PD channel proceeds via an excited state AB : 
M + AB + e- -> M + AB* + e- -> M +A++ B- + e-. (3.5) 
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Both mechanisms are characterized by low-energy thresholds 
corresponding to valence-level excitations. Fig.3.3 represents a possible 
combination of processes described above with valence-level excitations. 
A primary electron induces a transition from a bonding to an 
antibonding state, producing a transient excited complex. This complex 
can dissociate through a PD process or it can capture the incident 
electron. The latter event produces excited negative ions capable of 
dissociation through a DA channel. 
b) Core hole excitations (Auger-related mechanism) 
Most of the ESD threshold measurements reported in the past 
decade exhibit sharp onsets in desorption yield at energies related to the 
excitation of core levels. This correlation points to an Auger-related 
process: Auger decay of a core hole leaves, in general, two or three holes 
in the bond, giving rise to the reversal of the Madelung potential and 
bond breaking. It now appears that, in many cases, this mechanism is 
more efficient and important for ion desorption than the valence 
excitation mechanism [3.10]. 
Historically, Auger decay was first introduced into ESD theory by 
Knotek and Feibelman [3.9] in 1978. They based their model on the 
observation of a clear correlation between threshold energies for ESD of 
positive ions (O+, OH+ and F+) from surfaces of some d-band metal 
oxide (TiO 2 , V2Q5 and WO3 ) and the ionization potentials of the atomic 
cor -levels. In maximal valence solids, such as TiO 2 , V2O 5 or WO3 , 
where cations are fully ionized to the noble gas configuration, there are 
no val ence electrons on metal atoms available for decay of a created 
hole. The dominant decay mechanism is then an inter-atomic Auger 
process, such as the one shown in Fig.3.4 for desorption of o+ from the 
(' [ n,• ,-, 
sunace u 11u2 . 
TiO2 is a typical example of a solid with no valence electrons on th e 
metal atoms: both cations and anions are fully ionized to the noble gas 
configuration (i.e. Ti4 + and is 0 2· ). The highest occupied Ti 4 + level is 3p 
at 34e V. Primary electrons of energy around 34 e V are likely to ionize 
that level and create a 3p hole on a Ti site. An intra-atomic Auger decay 
(usually very efficient) cannot take place because there are no valence 
electrons on Ti 4+ ions. The dominant channel for 3p hole decay will be 
an inter-atomic decay involving neighbouring oxygen ions. An oxygen 
2p electron decays into the titanium 3p hole. Energy released in that 
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transition is taken up by the emission of two other oxygen 2p electrons 
(Auger electrons). Three electrons are, therefore, involved in such a 
decay process: oxygen becomes an electrically positive ion and is likely to 
desorb. The nearest neighbours of o+ are also positively charged 
titanium ions and desorption occurs due to the repulsive Madelung 
term in the potential energy. The probability for reneutralization of o+ by 
capturing an electron is very small. There are no available electrons 
from nearest neighbours (i.e. Ti ions) and neutralization can only take 
place from the next nearest neighbour, i.e. oxygen atom. 
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Fig.3.4: Schematic representation of an inter-atomic Auger decay in 
TiO2 (froni ref 3.9; for explanation, see text). 
The KF model nicely explains the threshold energies for 
desorption observed close to core-level ionization energies and accounts 
for the large charge transfer involved in desorption of some positive ions 
(3 electrons for creation of o+ in the above example). Originally, the KF 
model was proposed to explan ESD from highly ionic systems [3.9]. In 
solids where valence electrons are available on metal atoms (NiO and 
Cr 2 0 3 are two examples) no desorption is expected via core-level 
ionization since intra-atomic decay is faster and will dominate. 
102 
However, Auger-related transitions have been identified in desorption 
from many covalently bound surface complexes [3.11, 3.13, 3.14]. Some 
attempts have been made to apply the original KF model to these 
systems [3 .15]. In covalently bound solids, composed of more than one 
atomic species, a small ionic component is often present. If system has 
some ionicity (is not easy to establish a criterion for this) the KF model 
may apply. However, desorption from most covalently bound systems 
has been explained in terms of models different from the original KF 
model. 
Franchy and Menzel [3.13], for example, showed experimentally 
that excitation of deep core-levels of the adsorbate can be a primary 
process for ESD. Their investigation of ESD of o+ and co+ from the 
surface of the (covalent) system CO/W(l00) clearly shows a correlation 
between observed thresholds and C (ls) and O (ls) ionization potentials. 
They concluded that a sequence of intra-atomic Auger processes occur 
after ad orbate core-level ionization by the primary electron beam. 
Localization of multiple holes, i.e. accumulation of positive charge, in 
the C-O or W-CO bond will result in strong Coulombic repulsion and 
disintegration of the bond. A similar effect, known as Coulombic 
explosion, has been found to occur 1n some molecular gas-phase 
dissociation processes [3.16] and also in covalently bound insulators 
[3.17]. 
When two holes exist in a bond of a non-1on1c solid, the most 
obvious way to relieve the large repulsive energy is for one hole to 
migrate away , typically in a time of the order of 10·16s. Desorption times 
are of the order of 10·13 s and desorption can only occur if the hole 
hopping i slowed down. This process was elaborated on by Ramaker et 
al. ~3.14]. In their model, desorption occurs because of an unshielded 
nuclear-nuclear (i.e. hole-hole) Coulomb repulsion resulting from two 
holes localized in the one bond. Localization results only if the effective 
hol -hole repu s1on energy U is larger than the band width 
Recently, Lanzillotto, Matley and Baragiola [3.18] reported on the 
first observation of negative-ion emission initiated by core-level 
excitations. They studied ESD of negative ions (Fig.3.5a) from an SiO/Si 
sample and correlated threshold energy for the o- yield to the excitation 
of a Si L-shell core level. The solid curve with crosses in Fig.3.5b shows 
representative measurements for o- desorption. The observed threshold 
occurs at -130e V and is about 20e V higher than the Si(2p) ionization 
potential. Howev r, clo e imilarity between the threshold curve and 
the Auger electron yield for the Si (L2 3 VV) transition (the latter is 
' 
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depicted by dashed curve in Fig.3.5b) was further evidence that the 
observed ESD threshold corresponds to the Si L-shell ionization. Two 
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Fig.3.5: a) Negative-ion mass spectrum from a 65A thick SiO2 / Si film, 
obtained by bombardment with 2keV electrons; b) threshold 
measurements for o-from the same surface ( solid curve with crosses); 
Auger electron yield for Si(L2 3 VV) transition is also shown (dashed , 
line). (From ref3.18). 
possibl explanations are suggested: dissociation of an excited surface 
complex or the charge exchange between an outgoing positive ion or 
104 
neutral atom and surface. Different energy distributions for o+ and o-
suggested the dominance of a charge exchange mechanism, while the 
shift observed in threshold energy for o- desorption was attributed to 
multielectronic excitations (see below). 
c) Multiple electron excitations 
We have mentioned above that the two-hole (2h) final states, 
created by Auger decay of a core-hole, are more effective for ion 
desorption than the one-hole (lh) states characteristic of valence band 
excitation. In some cases, however, even 2h states are inefficient and 
some additional, multielectron excitations are required to produce 
desorption. Experimentally, this mechanism has been confirmed by 
observation of onsets in desorption yields, delayed by tens of e V relative 
to the core binding energy [3.19]. 
Ramaker [3.10] considered this problem in terms of two-hole, one-
eleccron 1_~ 11eJ Lype excitations , having features of both the MGR and I(F 
mechanism (core ionization is coupled to an additional valence 
excitation (shake-up)). For Auger-produced states, 2h states are most 
effective if U> W, while 2hle states dominate desorption when U<W. In 
the latter case, the lifetime 1(2hle)>>'t(2h). 
On the other hand, multi-electron excitations can also produce 
localized multi-hole states in bonding orbitals. This mechanism has 
been explored by Madden et al. [3.20] in an attempt to clarify desorption 
of H+ from Si and can be schematically represented by simplifi ed 
energy-level diagrams shown in Fig.3.6. Auger decay produce s two 
valence band (VB) holes (Fig.3.6a) on either the same site (type L) or 
adjacent sites (type D); if the energy of these two configurations is nearly 
the same, the L holes can be considered as independent and the total 
density of states (DOS) as a convolution product of the two single-hole 
DOS (Fig.3.6b). Localization occurs when the energy of L hol es becomes 
greater than that of the D configuration (Fig.3.6c) due to ineffective 
screening. In such a case the larger lifetime of the two-hole excitation 
(-1/W J gives rise to H+ desorption by a hole-hole repulsion mechani sm 
[3.14]. 
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Fig.3.6: Schematic representation of the localized two-hole excitations in 
covalent systems ( after 3.20). For the explanation, see text. 
3.3 Results and discussion 
By far the bulk of ESD studies have concentrated on measunng 
either positive or negative ion desorption. To my knowledge, apart from 
photon stimulated desorption (PSD), there have been no reports 
considering simultaneously desorption of both types of ions from the 
same yst m. In addition, the great majonty of published expenn1ental 
work has been performed in either the low (up to 50-l00eV) or high 
(above 50-l00eV) energy regime in order to determine whether valence-
or core-initiated desorption is active as a mechanism for producing 
positive ions. Ref.3.19 is one of only a few exceptions to this practice. 
Desorption of positive ions has been examined quite extensively in both 
the low and high energy regimes, while most of the work published on 
negative ion desorption considers only low electron energies. In both 
cases, research has been concentrated on metals, metal oxides and 
alkali halides, while the semiconductor surfaces have attracted 
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considerably less attention. Among semiconductors, only Si [3.21] and 
GaAs [3.22] have been examined in any detail, but positive ion 
desorption dominates again in these reports. 
We have studied ESD of both positive and negative ions from 
urfaces of some important semiconductor materials or their oxides , 
covering a broad range of energies for both types of ions. However, the 
low yields of some ions require the use of electron-beam currents in the 
µA range. In such cases the electron gun and optics employed in our 
experiment are not useful below about 40eV as a result of very small 
currents in the nA range (see Fig.1.11). 
In the following sections desorption from SiO2 and GaAs surfaces 
will be presented. Each of these studies represents a new and original 
contribution to identifying and understanding processes induced by 
primary electrons. Indeed, the investigation of desorption from SiO2 
provides one of the first reports of ion yields of multiply charged 
substrate ions (Sin+, n=l,2,3) and the first ESD threshold measurements 
of H- in both the low and high energy regimes [3.23]; ESD from 
hydrogenated GaAs surfaces represents the first observation of strong 
re onance in negative ion yields at primary electron energies which 
correlate with core-level ionization energies of substrate atoms [3.24]. 
3.3.1 Desorption from SiO~ surfaces 
The oxidation of silicon has been studied extensively in the past 
few decades because of great technological importance of silicon oxide 
films. Thi s oxides are important constituents of MOS devices and can be 
used in selective Si epitaxy for VLSI devices, to name a few applications 
[3.25]. The performance of these devices is affected not only by impurities 
present at the SiO/ Si surface and/or interface but also by the chemistry 
o th oxide and interface regions. For example, the type of bond 
termination at the surface of an SiO 2 film, used as a mask for the 
selective epitaxial growth of Si patterns on a Si substrate, seems to play 
a crucial role in suppression of nucleation of Si on the oxide film [3.26]. 
The surf ace of oxidized Si films has been characterized by many 
urface sensitive techniques, including AES [3.27], XPS [3.28] and SIMS 
[3.29]. Desorption of ions by either photons (PSD) or electrons (ESD) also 
represents a sensitive surface probe because only ions formed in the 
urface r gion ar d tected (escape probability for ions created below the 
surface is very small due to the efficiency of the neutralization process) 
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[3.5]. However, only a few reports on PSD [3.26,3.30,3.31] and ESD [3.18 , 
3.21,3.32,3.33] from SiO2 surfaces have been published so far. We have 
employed the ESD-technique to examine the desorption mechanism and 
type of bonding at the SiO2 surface by monitoring both positive and 
negative H and O ions and multiply charged (positive) Si ions for a wide 
range of electron energies [3.23]. SiO2/Si layers were thermally grown 
at 900°C in dry oxygen (commercial grade) atmosphere for different 
0 0 
times. The thickness of the resulting oxide films (from 90A to 600A) was 
checked by ellipsometric measurements and SIMS profiling. Infrared 
(IR) absorption measurements (Fig.3.7) have shown bulk contan1ination 
(arrowed ) of all samples by hydrogen, originating most probably fr off1 
water in the oxygen gas. 
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Fig.3. 7: IR ab orption spect rum from a SiO2 / Si sample. In addition to 
the sharp peak at 1075 cm·1, corresponding to the Si-O bonds, a broad 
and inten iue peak at about 3000 cm ·1 (arrowed) indicates the H-
contamination (i.e. H-O bonds) of the sample. 
Th ES data obtained in the present study are summarized in 
the next few figures. A typical ESD-positive ion mass spectrum has 
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already been shown in Fig.3. lc (see section 3.2). We have observed many 
positively charged anions, such as o+, H+, some molecular complexes, 
such as SiO+, several multiply charged substrate (cation) ions (Sin+), 
and the ever present F+ and c1+. Fig.3.8 shows representative o+ and o-
0 
desorption curves, Y(E), obtained from a 150A thick SiO2 film. Both Y(E) 
curves exhibit thresholds at --l00eV and --180eV, followed by maxima at 
-155eV and -275eV, respectively. We were not able to detect any signal 
below - l00e V due to the low ion yields and/or limitations of the source 
used for electron bombardment. The position of thresholds and general 
shape of the desorption curves are the same for all samples used in this 
study. We observed, however, some changes in ion yield intensities from 
different samples and different spots on the same sample. 
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0 Fig.3.8: Normalized desorption yields of a-and o+from a 150A thick 
Si02 I Si film vs. electron beam energy. 
For all ESD measurements the electron beam was focused to a 
spot of - lmm2 and each Y(E) curve was taken from a "fresh" spot on the 
sample surface. The count rate for each ion type was maximized 
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separately (by tuning the quadrupole filter and mass selector) and taken 
from the peak in the energy distribution (by biasing the sample h older, 
typically +15-30V for negative and positive ions , respectively (see 
Fig.3. ld)). The count rate in all Y(E) plots is normalized by the incident 
electron current, determined prior to measurements on the conductive 
surface (sample holder) biased to suppress secondary electrons. The 
pressure in the analysis chamber changes slightly with electron beam 
energy (due to the desorbed-ion load), but always remains in the low 10·10 
Torr range . 
Fig.3.9 shows representative curves for H+ and H - desorption. The 
quadrupole was carefully tuned in thi s case to mle= 1. Thresholds at 
-l00eV and -160eV are clearly resolved, followed by a broad plateau (or 
saturation) above 400eV. Again, good reproducibility is obtained for all 
samples. In contrast to oxygen desorption, the H- yield is much higher 
than the H + yield over the whole energy range. We were al so able to 
detect th e H- signal far below l00eV (see inset to Fig.3 .9). Thresholds at 
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11 0 
-22eV and -33eV, respectively, followed by a maximum at -57eV can be 
identified in this region. It is important to note here that, while the 22eV 
threshold is highly reproducible, a maximum between 30-70eV is not. 
However, this structure was observed on several samples examined. 
Oxygen and hydrogen ions can also be desorbed from the native 
oxide layer and/or contaminated surface of the sample holder. We 
found , however, quite a different desorption pattern for that type of 
desorption and ruled out any significant contribution from the sample 
hold er t o the measured Y(E ) curves. In addition , the samples u sed in 
thi study were large enough (- lcm2 ) to cover almost the whole surface 
of ample holder , while the electron beam was focu sed to -lmm2 • 
Fin ally, Fig.3.10 shows the yield for Sin+ (n=l,2,3) on a log scale a s 
a functio n of electron energy. Sin+ peaks were identified from the correct 
ratios of the silicon isotopes and no silicon signal was observed from the 
a mple h older. This time, the threshold at -l00e V is absent in all Y(E ) 
curves . The absolute (lowest) threshold for Si+ occurs at -150e V, while 
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this thresholds for multiply charged ions 1s shifted towards higher 
energies by about 20-30eV. All three curves, however, exhibit a 
maximum at -300eV and a second (weak) threshold at about 530-540eV. 
We observed that the higher the charge state of Si, the more pronounced 
was the second threshold and the lower the ratio of peak intensiti es at 
-300eV and 600eV. The increase in yield after the first threshold also 
decreases dramatically with increasing Si charge state. 
The most comprehensive study of desorption of oxygen from SiO2 
surfaces so far has been published by Knotek and Houston [3 .21]. 
However, only positive yields under electron bombardment up to l00eV 
were covered in that work. The o+ yield has been shown to exhibit a 
threshold at -18e V, a distinct peak at 25e V (indicative of resonant-type 
excitations and found to depend on oxygen coverage on the surface), and 
another threshold at -32e V. This threshold behaviour was explained in 
terms of O(2s) excitations followed by Auger decay which includes both 
minority species (from single Si-O bonds) and surface atoms in o-
states. On the other hand, Lanzillotto et al. [3.18] h ave recentl y 
published results on o- desorption from SiO2 surfaces (see Fig.3.5b) in 
the high energy range (100-4500eV). They observed for the first tin1e the 
threshold in negative 10n yie d corresponding to the core-level bi nd ing 
energy of substrate atoms. They explained this behaviour in term of a 
charge exchange process in which a positive oxygen ion or a n eutral 
atom, desorbed after some multielectron excitations, captures electrons 
in the surface region. Surprisingly, the authors did not provide a 
comparison with the desorption of positive oxygen ions (although th e 
mass spectrum exhibits an intensive o+ peak [3.18]) which would have 
verified their proposition. Indeed, if negative ion formation ori gina tes 
from a charge exchange process involving positive ions, the negative ion 
yield curve should be determined to a large extent by the shape of the 
positive ion yield curve. In our study we have undertaken a positive and 
negativ ion yield curve con1parison and shown that the o-desorpLi un 1 
consistent with a charge exchange model. 
The thresholds in Fig.3.8 are related to the Si(2p) (l00eV) and 
Si(2s) (150eV) core-level binding energies. Such a threshold behavio ur 
is indicative of a desorption mechanism involving Auger decay of core-
hole, as proposed in the Knotek-Feibelman model [3.9]. On the other 
hand, the similar threshold behaviour of both Y(E) curves strongly 
suggests that the same processes initiate desorption of both positive and 
negative oxygen ions. 
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Our threshold measurements for o- (Fig.3.8) differ, however, in 
some detail from those reported in ref.3.18 (shown in Fig.3.5b on a linear 
scale). First of all, we have resolved both Si(2p) and Si(2s) thresholds. We 
note that, in ref.3.18, only 8 experimental points cover the energy range 
100-300e V, which is hardly sufficient to reveal structure, if any, in the 
desorption curve. Thresholds observed in our measurements are 
followed by broad maxima which is essentially in agreement with the 
energy dependence of ionization cross-sections [3.5,3.34,3.35]. The 
second important difference concerns the threshold itself. The lowest 
threshold, Si(2p), observed in our measurements occurs at -l00eV, 
while in ref.3.18 it is delayed by -30eV. This delay was interpreted as 
arising from some multielectronic excitations of adsorbate atoms 
[3.18,3.19]. In our case it is only the threshold related to the Si(2s) level 
which is shifted towards higher energies, but not the lower Si(2p) edge. 
We believe that both thresholds observed in oxygen desorption (Fig.3.8) 
reflect simple core-hole excitations, with no additional excitations 
occuring in shallow electronic levels. The apparent shift in the Si(2s) 
threshold is simply an artifact of the superposition of the two threshold 
curves, as shown schematically by the dashed line in Fig.3.8. 
Bas d on the above observations, we suggest the following 
explanation for desorption of positive and negative oxygen ions. Core-
hole formation in the Si L-shell (2s and 2p levels) initiates an inter-
atomic Auger relaxation process leading to a two hole final state on the 
oxygen side of the Si-O covalent bond. The lifetime of the 2h state in the 
Si-O bonding orbital must be long enough for desorption to occur, or, 
equivalently, the condition U> W must be satisfied [3.14]. For SiO2 this 
condition is satisfied (U-7eV and W-4eV for the Si-O-Si bond in SiO2 
[3.14]) and desorption of o+ may occur because of the unscreened hole-
hole (coulombic) repulsion. On the other hand, partially ionic bonds in 
SiO2 favour desorption of positive oxygen ions by the KF mechanism, i.e. 
repulsion due to the reversal of the Madelung term in the potential 
energy. In both cases, one expects the onset for desorption at the core-
level threshold energy. This is fully consistent with our data for o+ 
desorption. Now, the low-energy fraction of ejected positive ions or 
neutrals may remain in the surface region long enough to recapture 
electrons and desorb as negative ions [3.36]. Contrary to ref.3.1 8, no 
additional excitations are required to explain threshold behaviour 
observed for o- desorption in our measurements. 
Let us now turn to desorption of hydrogen ions, summarized in 
Fig.3.9. ESD of hydrogen ions from oxidized Si surfaces has also been 
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studied by Knotek and Houston [3.21], but only for positive ions and 
electron energies below l00e V. ESD thresholds in the H+ yield were 
reported at about 21eV (for clean Si), 22eV (for SiOH) and 24eV (for SiO2) 
[2.21]. If hydrogen is bonded to oxygen on the surface, thresholds in the 
range 21-33eV are understandable in terms of the O(2s) excitations 
followed by interatomic Auger decay. Values around 21eV are expected 
in molecular oxygen or for lower oxygen coverage of Si, while 33e V 
corresponds to the O(2s) excitations to the continuum for stoichiometric 
SiO 2 surfaces [3.21]. Low-energy thresholds in desorption of H+ have 
also been observed in PSD measurements [3.30]: a threshold at -30eV 
was connected to the O(2s ) core-level excitation in the O-H bonding 
orbital; a threshold at -20eV was interpreted, contrary to ref.3.21, as 
being due to excitations of the Si(3s) level giving rise to breakup of the Si-
H bond and desorption of H+. Indeed, the gas-phase ionization potential 
of Si(3s) electrons (-18eV) [3.37] is close enough to the observed 
thresholds and creation of Si(3s) holes should be considered as a possible 
desorption channel. Similar arguments have also been u sed for the 
explanation of a low-energy threshold (-19e V) in PSD of H+ from both 
SiH4 [3.37] and H 2O/Si [3.38] surfaces. 
In our measurements, we were able to detect both H- and H + ions: 
former above 20e V (due to extremely high negative yields of desorbed 
hydrogen ions) and latter only above l00eV (due to the small positive ion 
yields and/or limitations of the electron gun used in our experiments ). 
For energies above l00eV, both positive and negative yields (Fig.3.9) 
follow the same threshold pattern suggesting, once again , the same 
desorption mechanism in both cases. Distinctive thresholds were 
observed at electron energies close to the Si(2p) and Si(2s ) binding 
energies and the less pronounced ones close to the 0( ls ) core-l evel 
energy. One obvious mechanism responsible for desorption of positive 
ions at these energies is Auger decay of core-holes in the Si L-shell and 
0 K-shell [3.9], which leaves 2h states localized in Si-H and O-H bonds. 
As an Auger process produces, in general, two holes in the bonding 
orbital, it can not by itself account for the direct formation of negative 
ions. Therefore, desorption of negative ions arises from the charge 
exchange process, which involves slow positively charged ions or 
neutrals able to capture electrons while leaving the surface. Turning 
now to desorption of H-, we note that two thresholds (at 22e V and 33e V) 
were observed within the energy interval characteristic for the O(2s) 
excitation (see inset to Fig.3.9). The similar threshold structure has 
already been observed in desorption of H+, initiated by either electrons 
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[3.21] or photons [3.30]. Based on this similarity, we conclude, once 
again, that the H- desorption originates from a charge exchange 
process. 
As a starting point in desorption of negative hydrogen ions in the 
low energy range (-20e V) via a charge exchange process, one should 
also consider positive ion formation due to localized two-hole states 
excited directly via a two-electron excitation (3.14,3.19,3.20]. Localized 
two hole excitations in the predominantly covalent Si-H bonding orbital 
(see Fig.3.6) have been shown to play an important role in desorption of 
H+ from Si [3.20]. Approximately 14eV is required to create two holes in 
the Si-H bonding orbital while hole-hole repulsion contributes an 
additional 9eV to the final 23eV threshold for H+ desorption [3.20]. This 
threshold is close enough to the one observed in our experiments (for H-
desorption) to be considered as a possible desorption channel. However, 
at the moment, we are not able to favour any of the above possible 
channels for H+ desorption. Nevertheless, thresholds in the H-
desorption spectrum observed in our measurements (Fig.3.9) at 
energies characteristic for low-energy desorption of H+ ions 
[3.20,3.21,3.30] represent strong supporting evidence for charge 
change as the dominant channel for H - desorption in 20-40e V energy 
range. The threshold at 22eV is most probably due to Si-H bond 
breaking following either an interatomic Auger decay of Si(3s) core-hole 
or two-electron valence excitations. In both cases, desorption occurs as a 
result of localized 2h final states. The threshold at 33eV can be described 
by dissociation of 0-H bonds originating from the Si-OH complexes at 
th surface [3.30]. 
From the ESD results shown in Figs.3.8 and 3.9, one can 
sp culate about the type of bonding at the surface of thermally grown 
Si0 2 films. Our results support a picture of an Si02 surface terminated 
with both Si-0-Si bridge bonds and Si-H and Si-OH bonds. A possible 
surf ce configuration is chematically represented in Fig.3.11. 
To conclude the presentation of ESD measurements from SiO/Si 
surfaces, the interesting results on desorption of multiply charged 
substrate ions will be considered. In contrast to metal surfaces, 
emission of positively charged substrate ions is possible from insulators. 
In the case of metals, quenching of excitations by electron transfer from 
valence states is extremely efficient: metal bonds are quickly reformed 
and no desorption of substrate ions occurs. In insulators , the valence 
electrons are tightly bound and their contribution to the quenching 
process is significantly lower. However, while many ESD studies on 
1 1 5 
Si0 2 Film Surface 
Q Oxygen 
e Hydrogen 
Fig.3.11: A possible surface chemical structure of thermally grown Si02 
film. Site A indicates a surface Si-OH complex, and ite B a surface Si-1-J 
molecule (after ref3.26). 
desorption of positively charged anions confirm this assumption, there 
are only a few reports of ESD of cations from insulators [3.51]. In 
addition, desorption studies of multi ply charged ions have previously 
concentrated on adsorbate ions [3.19,3.39,3.40] rather than those from 
the substrate itself. Only recently have multiply charged substrate ions 
been observed in ESD from SiO2 surfaces [3.32] and examined in some 
detail by Baragiola et al. [3.33]. Desorption of Sin+ ions (n=l,2,3) from 
that work, shown in Fig.3.12 on a linear scale, is characterized by 
Lhreshol s aL -140eV and -600eV, with higher io11 iL:1d~ c1L higl l:l 
primary energies. These were related to core excitations bu t showed 
delayed onsets with respect to Si(2p) and O(ls) thresholds. Core-level 
excitations were considered as necessary for desorption , but not 
sufficient condition and some additional shallow electronic excitations 
were proposed to account for delayed thresholds [3.33]. 
Our threshold measurements (Fig.3.10) differ in some details 
from the measurements published in ref.3.33 (note that our results are 
displayed on a log scale). First of all, we have not observed as large an 
increase in desorption yield above the energy corresponding to the 0( ls) 
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binding energy. On the contrary, in the case of Si+ we observed much 
larger yields at energies below the O(ls) threshold. The ratio of the yield 
at -300eV (where n.o. O(ls) excitation can occur) to that at -1000 eV is 
almost two orders of magnitude, just as expected from the ratio of the 
core ionization cross sections for Si L- and OK-edges in SiO2 [3.14]. 
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Fig.3.12: ESD ion yields of Si+ and Si2+ from 65-A SiO2 film vs electron 
energy (from ref 3.33). 
However, the same yield ratio for multiply charged ions (Si 2+ and Si3+) is 
very much reduced. This indicates an increased importance of O-related 
excitations in the desorption of multiply charged silicon ions. It is 
in1portant to mention here that the authors of ref.3.33 stated in a later 
publication [3.18] that their threshold measurements near the oxygen 
edge were probably in error and should be re-examined. 
From a number of measurements on different SiO 2 /Si samples, 
we measure desorption thresholds at 150-160e V for Si+ and 170-190e V for 
multiply charged ions. Intensities of latter ions are 3-4 orders of 
magnitude lower. These effects may be caused by the detection limit of 
our instrument. 
Let us now examine desorption of Si+ ions in terms of partial 
ionic character of the Si-O bond. Configurations of Si 1.5 + and 0 °·8- or Si 1+ 
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and 0°·5- has been reported in some publications [3.41]. Desorption of Si+ 
can be initiated by the ionization of the Si L-shell, but only if followed by 
an interatomic Auger decay involving oxygen ions. Such a decay 
preserves positive charge (1+) on Si ions but converts negative oxygen 
ions into positive ones. Desorption of both Si+ and o+ can occur in this 
case due to Coulomb repulsion (KF mechanism). Indeed, we observed 
the onset in desorption of o+ (Fig.3.8) at an energy corresponding closely 
to the onset in Si+ yield. In the case of o+ desorption, this onset was 
related to the Si(2s) threshold. 
Auger decay of Si(2p) holes or Si(2s) holes can produce n1ultiply 
charged ions directly, but they will be even more attracted to adjacent o-
ions and have a lower probability for desorption. However, Si2 + and Si3 + 
do originate from some electronic transitions involving Si+ ions because 
they do not reflect the initial charge state of silicon atoms in 
unperturbed lattice. The latter was justified by SIMS: sputter emission 
of multiply charged Si ions was shown to originate from Si+ ions ejected 
with excited 2p-electrons [3.42]. Consequently, ESD of multiply charged 
ions can also be initiated by Auger decay of Si+ holes but requires 
additional excitations which convert o- into o+. These additional 
excitations give rise to delayed onsets in Y(E) measurements. Indeed, 
thresholds, delayed relative to core binding energies by tens of eV, have 
been observed in ESD of many covalently bound elen1ents [3.19 ,3.43]. 
They have been explained in terms of multi-electron excitations giving 
rise to repulsive, multi-hole final states. These are intrinsically 
locali zed and provide increased coulombic repulsion as v,; e11 as n1u ch 
longer lifetimes than one-electron excitations [3.5]. 
The above picture is fully consistent with our measuren1 en ts: we 
relate observed onsets in Si+ desorption to core-level excitations, delayed 
from the Si(2p) thresholds for -40e V. The excitation of 0(2s) el ectrons 
can account for this delay. Desorption of multiply charged ions requires 
' dditional valence band electronic excitations to allow hole-hole 
(coulon1bic) repulsion and desorption. Consequently, one expects even a 
larger shift of desorption onset for larger ionic charge, as well as large r 
contribution from the O(ls) level. Such a tendency was observed in our 
measurements by comparing Si1+, Si2+ and Si3+ onsets (see Fig.3.10 ). 
One also expects the kinetic energy of ions desorbed with charges 2+ (3+) 
to be on average two (three) times higher than the kinetic energy of 
singly charged ions as a result of coulombic repulsion [3.39]. Peak 
positions of all multiply charged Si ions in the energy spectrum ( which 
in our measurements displays the dependence of yield on bias voltage) 
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should occur at about the same bias voltage [3.39]. Energy spectra for 
Si+, Si2 + and Si3+, ejected from a Si02 surface by lke V electrons, are 
shown in Fig.3.14. All three distributions exhibit a similar peak position 
within about l-2V. This provides direct evidence for ejection of singly 
and multiply charged silicon ions by coulombic repulsion. A similar 
result has also been reported in ref. 3.33. It is worth noting here that the 
kinetic energy of desorbing multiply charged ions does not necessarily 
increase proportionally to the ion charge. The energy of desorbing ion A 
depends on the position of all of the neighbouring atoms B, as well as A-
B and B-B interactions. The coulombic part of the A-B interaction would 
be increased proportionally with charge, but not the contribution from B-
B. These effects will contribute to small changes in peak position. 
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3.3.2 Desorption from GaAs surfaces 
In this section ESD of both positive and negative ions of hydrogen 
and oxygen from the surface of a hydrogenated GaAs sample will be 
presented [3.24]. This study provides the first observation of strongly 
resonant behaviour in negative ion ESD spectra at primary electron 
energies corresponding to core level excitation of substrate atoms. In 
addition, comparison of negative and positive ion yields as a function of 
primary electron energy reveals both threshold and resonant behaviour 
which indicates that core level excitation processes initiate ion 
desorption via several distinct, multi-step processes. 
The (100) GaAs sample used in this study was initially exposed to 
a hydrogen plasma for one hour. SIMS measurements (shown in 
Fig.3.15) indicate that plasma exposure enriches the surface region 
with both hydrogen and oxygen. A small depletion of As is also observed. 
In addition, Auger Electron Spectroscopy (AES), performed at RMIT in 
Melbourne, showed significant surface enrichment with Ga [3.44]. It is 
also possible to obtain an As-rich surface by varying plasma conditions 
and sample position [3.45], but this study considers only Ga-rich 
surfaces. 
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From elastic recoil analysis of protons u sing 2.5 Me V He ions) 
carried out at ANSTO on the 3MV Van de Graaff) a h ydrogen 
concentration in the near surface region of about 7-8 a t .% was 
estimated. The base pressure in the analysis chamber during ESD 
measurements was 2 x 10-10 Torr and increased by a factor of 2-3 during 
electron bombardment. The electron energy was varied from 0-500e V 
and both negative and positive ions at m/e = 1 or rn/e = 16) representing 
hydrogen and oxygen, respectively, were collected by the SIMS 
quadrupole analyser. A bias of + 30V (for negative or positive ions , 
respectively) was applied to the sample holder to obtain improved 
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sensitivity and dynamic range for the emitted secondary ions. As 
already mentioned, the electron source and optics used for electron 
bombardments were not useful at electron energies below about 40e V as 
a result of very small currents in the nA range (see Fig.1.11 ). In the 
l00eV range, however, typical currents of 1-l0µA in a spot size of a few 
mm
2 
can be routinely achieved. 
Fig.3.16 shows typical ESD mass spectra from a hydrogenated 
GaAs surface. For the negative secondary ion spectrum in Fig.3.16a, 
where the incident electron energy was 400e V, both F- and er 
impurities were observed in addition to H- and o- . For the positive ion 
spectrum in Fig.3.16b, taken for 260eV electrons, H +, o + and F+ signals 
were found. It is also interesting to note that both Ga+ and GaH+ ions 
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Fig.3.17: Normalized desorption yields (on a log scale) of H - and o-from 
hydrogenated GaAs as a function of electron beam energy . B inding 
energies of some As and Ga core-levels (with respect to the Fermi level) 
are indicated by arrows. The dashed curve is for a different spot on the 
same sample. 
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were observed (inset in Fig.3.16b) but no As+ (or AsH+) were detected. 
ESD yields for H- and o- are shown in Fig.3.17 as a function of 
electron beam energy. These ion yields have been normalised by the 
incident electron current and the electron energy scale has been 
corrected for the work function of the W filament (-5e V). Th ese yield 
spectra for H- and o- exhibit interesting structure. At electr on energies 
less than about 200e V, sharp maxima (resonances ) in yield are 
observed. These appear to correlate well with core level binding energies 
of Ga and As (labelled by arrows in Fig.3 .17). At an electron energy of 
about 200eV, both H- and o- yields rise to a plateau or broad maximum, 
indi cative of threshold behaviour. In thi s case, the threshold electron 
energy can be correlated with the As(3s) core level binding energy. 
ESD yields for H+ and o+ as a function of electron beam energy 
(again corrected for filament work function ) are shown in Fig.3.18. In 
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this case the yield spectra appear to be characterised by strong 
thresholds (rather than resonances), which again appear to correlate 
with core level binding energies. For H+, three clear thresholds are 
observed at -lOOeV, 130eV and 200eV, the latter exhibiting a somewhat 
broad peak before tailing off at higher electron energies to a near-
constant plateau. In the case of o+, only one clear threshold is observed 
at -200e V. The structures observed in both negative and positive ion 
yield spectra (Figs.3.17 and 3.18), are entirely reproducible, although 
some changes in signal magnitude have been noticed. For example, 
note the dashed curve in Fig. 3.17, which is the H- yield from a different 
spot on the same sample. 
Comparison of the electron energies of observed resonances and 
thresholds with core level binding energies is summarised in Table 3.1. 
Noting that we have used a log scale to display the ion yields over 4-6 
orders of magnitude in Figs.3.17 and 3.18, the dominant (or strongest) 
resonance and threshold appear at -115eV and -205-215eV, respectively. 
These energies correspond closely with the Ga(3p) binding energy for 
the strong H- and o- yield resonance and As(3s ) for the dominant 
threshold. The sharpness and strength of these features cannot be 
attributed to expenmental artifacts: the incident current density only 
varies by a factor of 3-4 over the energy range 50-500e V and by a very 
small amount (<50%) over the energy range 90-llOeV, where the H- ion 
yield varies by over 4 orders of magnitude. In any case, our ion yields 
are normalised to incident current. 
In Fig.3.19 we replot the H- yield data on a linear scale to 
illustrate the sharpness and dominance of the Ga(3p) core level process 
in initiating H- desorption. Such strong resonant behaviour has not 
previously been observed for core level excitation and negative ion 
desorption under electron bombardment. However, a weak resonance 
has been reported for o- formation during photon-induc ed 
fragn1entation of gas-phase S02 molecules [3 .46]. Th~ explanation 
provided in that work involves the form ation of a core hol e, with the 
ejected core electron trapped as a 'spectator' within an empty (Rydberg) 
state above the Fermi level. To relate the above model to our case, one 
should consider excitations of 3p-electrons of Ga atoms bonded to H. 
During dissociation of this complex, excited core-electron may attach 
itself to the hydrogen atom to form desorbing H- [3.4 7]. However, such a 
desorption channel cannot account for the strength of the resonances (3-
4 ord rs of magnitude) shown in Fig.3.17 since one might expect higher 
energy electrons to stimulate resonant behaviour when they lose 
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sufficient energy in the solid and/or are backscattered. Taking into 
account backscattered electron energy distributions [3.48], cross sections 
and inelastic energy loss from the literature [3.49], and the low escape 
probability for ions formed below the surface [3.5], only about 10-2 of 
incident higher energy electrons would be expected to have exactly 
(within few eV say) the resonant energy when exiting the surface. In 
addition, the uncertainty of electron energy sets a further limitation to 
the sharpness of the resonant structure created by a one 'spectator 
electron' mechanism (~E-nv/s-lOeV for an electron velocity v-107m/s 
0 
and a mean free path s-5A for lOOeV electrons). An uncertainty of lOeV, 
or equivalently a lOeV width of resonance, restricts the dynamic range 
for the resonance to about two orders of magnitude at an energy of 20eV 
above the peak position. Thus, a one 'spectator electron' model cannot 
account for our observation. 
Table 3.1: Comparison of core level binding energies with respect to 
Fermi level [3.50] with observed resonance and threshold behaviour. 
Electron Binding Observed Observed 
level Energy (eV) Reson ances Thresholds 
Ga(3d ) -20 
A (3 d) 43-4B H-(- 50eV) 
Ga(3p ) 105-108 H- and o- H+ (105eV) 
(115eV; 
As(3p) 143-148 H- and o-
(155eV) 
Ga(3s) -160 
As(3s) -207 H- H+ o- o+ 
) ' ' 
(205-215e V) 
(dominant) 
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Fig.3.19: H- yield from Fig.3.17, but on a linear scale, to indicate the 
dominance of the correspondant desorption process involving Ga(3p) 
core-hole creation. The level diagram in the inset illustrates the 
proposed H- desorption mechanism (see text) . 
In order to explain the sharp resonances observed in our 
experiments (Fig.3.17), we propose that both the incident electron and 
the excited core electron must participate in the desorption process, i.e. 
they must both be in a quasi-bound state. Having this in mind we offer 
the following explanation for resonant behaviour (see the inset level 
diagram in Fig.3.19). The first step in the process is core level excitation 
involving the 3p level of Ga bonded to H, initiated by primary electron 
impact of just sufficient energy. A core hole is created but the excited 
core electron may not have sufficient energy (at the primary beam 
resonance energy) to escape from the atom. Rather, it is trapped as a 
'spectator' within a Rydberg state above the Fermi level. Since the 
primary electron essentially loses all of its kinetic energy at the 
resonance energy, it may also be trapped and considered as a spectator. 
As a result, a superexcited molecular complex (Ga3P_ 1H + 2e-)* will be 
126 
formed. During dissociation of this excited complex, one of the 
'spectator' electrons may attach itself to the electronegative component 
of the complex to create a negative desorbing ion. This process assumes 
that the lifetime of the excited complex is sufficiently long to permit 
electron attachment. Such a multi-step sequence can be written as 
follows: 
(GaH) + e- (primary)-> {Ga3P_ 1H + 2e- (spectator)}*-> 
(3.6) 
Now, the pnmary electrons and/or higher-energy backscattered 
electrons which initiate the resonance must satisfy more rigourous 
energy conditions for simultaneously exciting core-electrons to a 
Rydberg state and themselves being trapped as additional spectators. At 
incident electron energies higher than that required either to promote a 
core electron directly to a Rydberg state or to trap the incident electron, 
one of the electrons is lost and no sharp resonance occurs. If the final 
energy of both spectator electrons is limited to a very narrow range, a 
sharp resonance cou ct be expected. 
In the only previous report of negative ion ESD thresholds 
resulting from core level excitation processes in solids [3.18], a charge 
exchange process was suggested as a possible mechanism for o-
desorption from SiO 2 . In our case, however, the dissociation of an 
excited molecular complex carrying two spectator electrons is a process 
entirely consistent with the strong resonant behaviour. Other 
resonances observed in Fig.3.17 for both o- and H- desorption can 
similarly be explained in terms of the dissociation of other appropriate 
excited complexes formed initially by core level excitation of both Ga and 
As. In some of these cases, the strength and width of the resonance 
n1ay sugge t a one 'spectator ' electron model is sufficient to account for 
them. However, for both H- and o- the Ga (3 p) core excitation is 
dominant in its contribution to negative ion generation. 
For primary electron energies >200e V, we suggest that the 
negative ion yield is dominated by charge exchange processes involving 
electron capture at the surface by desorbing positive ions and neutrals. 
The first step in this process involves the desorption of positive ions (or 
neutrals) and thus the negative ion yield curve should be determined to 
a large extent by the shape of the positive ion yield curve. Sharp 
thresholds in positive ion ESD spectra have previously been interpreted 
127 
1n terms of a Knotek-Feibelman process [3.9] in which interatomic 
Auger decay of a core hole on a substrate atom can directly result in the 
desorption of positive absorbate ions. A possible scheme for this process, 
illustrated with respect to the dominant As(3s) core level process (Fig.3) 
and for H + desorption, is as follows: 
(AsH) + e- -> (As38_1 H)+ + 2e- ->As+ H+ + 2e-. (3.7) 
In this case, primary electron impact causes ionization via ejection of 
an As(3s) core electron and the cross-section for this process exhibits a 
threshold, followed by a broad peak or plateau extending to higher 
primary electron energies [3.5,3.34]. The yield dependence which we 
observe for H+ and o+ (Fig.3.18) following the As(3s) threshold is 
broadly in agreement with this behaviour. Thus, our positive ion ESD 
data are consistent with a Knotek-Feibelman-type mechanism [3.9]. 
Returning to the negative ion yield above 200eV (Fig.3.17), we 
might expect that such data basically follow the positive ion yield 
dependence in this regime if the negative ion yield is indeed dominated 
by charge exchange. This is substantially the case above 300e V. The 
slower rise in the negative ion yields (for both H- and o-) than that for 
positive ion desorption between 200 and 300e V may reflect the 
dependence of the charge exchange cross-section on primary electron 
energy [3.34]. Charge exchange in this regime is determined in part by 
the availability of loosely bound 'surface' electrons which can attach to 
the desorbing positive ion or neutral atom. To provide supporting 
evidence for a charge exchange channel as the dominant mode for H-
desorption at primary energies above 200 eV, we have measured the 
energy distributions of both positive and negative hydrogen ions. At 400 
eV, our results in Fig.3.20 indicate that the average kinetic energy of 
desorbing H- is around 6eV lower than that for H+. This is consistent 
with a charge exchange process since it is to be expected that slower 
ejected H+ would have a higher probability for charge exchange, giving 
rise to lower energies of desorbing H- compared with H+. 
Our results clearly show that there are two dominant core level 
processes which initiate desorption of hydrogen and oxygen ions from 
hydrogenated GaAs. Negative ion ejection below 200eV is dominated by 
a Ga(3p) excitation and strong resonance behaviour whereas positive ion 
ejection (and negative ion ejection above 200e V) are predominantly 
initiated by an As(3s) excitation and threshold behaviour. These results 
indicate that H and O are bonded to both substrate atoms, Ga and As. 
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However, taking the positive or negative ESD data in isolation may have 
led one to conclude that absorbates were preferentially bonded to Ga or 
As. Thus, the observation of a particular substrate core level which 
initiated a particular desorption channel should not be taken as 
evidence for preferential absorbate-substrate bonding. Such behaviour 
merely indicates that a finite probability exists for a particular multi-
step process to take place, involving the formation of a specific absorbate-
substrate molecular complex and several interaction/ decay cross-
sections and lifetimes. 
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Fig.3.20: Energy spectra for H+ and H- desorbed from the surface of 
hydrogenated GaAs by 400 e V electrons. Prepeak in H + is probably due to 
the gas-phase ionization. 
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SUMMARY 
The main findings in the ESD studies presented in this chapter 
are: 
i) Charge exchange process dominates desorption of negative ions 
from SiO/Si surfaces; desorption of positive substrate ions is also 
possible, but requires creation of multiple hole final states in 
bonding orbitals. 
ii) Desorption study from hydrogenated GaAs uncovers a new, 
resonant channel for desorption of H- and o-which involves 
substrate-adsorbate molecular complexes carrying 'spectator' 
electrons. 
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Chapter4 
CORE IONIZATION AND SECONDARY ION EJECTION 
DURING SIMS ANALYSIS 
4.1 Introduction 
The formation of secondary ions during sputtering by energetic 
primary ions represents a complex mixture of collisional dynamics and 
quantum mechanics, involving a host of competing variables. A 
satisfactory theory of the ionization process during sputter ejection is 
still not available, although much progress has been made in 
understanding the various physical processes involved in ionization 
and several theoretical models have been proposed [ 4.1]. 
From the theoretical point of view, the high sensitivity of the 
ionization process to the surface chemistry is one of the most important 
factors in secondary ion formation. The surface chemical composition 
can be altered in a controllable way (by oxidation, for example) and the 
overall validity of proposed models for secondary ion emission can be 
tested, at least qualitatively, despite the difficulties in determination of 
the exact surface conditions. For example, the difference between 
positive ion yields from clean and oxidized metal surfaces is typically a 
few orders of magnitude [ 4.2] which indicates that the mechanisms for 
seco!1dary ion formation can be quite different in these cases. Indeed, 
most of the experimental data on secondary ion emission (SIE) can be 
divided into three categories, each supporting a different process [ 4.3-
4 .5]: 
i) SIE from clean metal and semiconductor surfaces. In this 
category, the contribution from valence-band electrons seems to be 
of dominant importance and electron tunnelling provides a 
reasonable explanation for secondary ion formation. 
ii) SIE from chemical compounds and adsorbate covered surfaces 
where surface chemistry plays an important role in the 
enhancement of ion emission. Breaking of local surface bonds 
seems to be an appropriate explanation for enhanced secondary ion 
formation in this category. 
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iii) SIE from systems where inelastic inner-shell excitations are 
produced within the collision cascade: de-excitation (by an Auger 
process, for example) can directly cause ionization of ejected 
particles. 
Most sputtered ions originate from the collision cascades 
initiated by the primary particle impact. Ionization by one of the 
channels mentioned above takes place during ejection, but this process 
does not change significantly the emitted particle trajectory or energy 
[ 4.6]. Consequently, energy distributions of secondary ions are 
characterized by collision-related high-energy tails extending up to 
several hundred e V [ 4 . 7]. However , in some cases, ejected positive 
halogen ions have been reported to show narrow, approximately 
Gaussian, energy distributions [ 4.8]. Similar energy distributions have 
been reported for ions desorbed from sample surfaces during low-
energy electron bombardment [ 4.9] (see Chapter 3). The similarity of 
ion-induced and electron-induced energy distributions of secondary 
ions, observed under certain conditions, has previously been 
interpreted to imply a similar ejection mechanism [ 4.8]. This suggests 
that some ion-induced secondary ions may originate from electron-
m ediated processes of n on-colli sional origi n . In this Chapter we 
present further evidence for such a mechanism. In addition, 
anomalously high positive ion yields under primary ion bombardment, 
previously observed for some elements [ 4.10-4.14], are explained by the 
same electron-mediated processes. 
4.2 Theoretical models for SIE during sputtering 
We first consider some general points important for a theoretical 
description of secondary ion emission (SIE). Many theories describe SIE 
as a two-step process involving production of sputtered particles in 
atomic collisions and subsequent interaction between the departing 
atom and "surface" atoms to form secondary ions. The undisturbed 
surface and the band structure of the bulk material are usually used for 
calculation of this interaction. However, the surface band structure, 
related to a two-dimensional periodic potential, differs from that in the 
bulk, which is characterised by three-dimensional periodicity. In 
addition, sputtered atoms often interact with a highly disordered part of 
the surface resulting from bombardment by the primary beam. For 
semiconductors the sputter site is usually amorphised. Aperiodicities 
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produced there act as strong scatter centres giving rise to localization of 
electrons to individual atoms. New, localized states (called surface 
states) are also created within the band gap of an unperturbed lattice 
(Fig.4.1) [4.15]. Consequently, the concept of the band gap in the surface 
region of a sputter site is not likely to be valid. It is more appropriate to 
consider the sputter site as an amorphous-like area with a continuum 
of energy states [ 4.16]. Even though the simplest models of SIE 
completely ignore such complexity, they can contribute significantly to 
the understanding of different parameters important in secondary ion 
creation. 
o) 
b) 
w 
z 
c ' 
E 
Fig.4.1: Density of states N(E) as a function of energy in a) crystalline 
semiconductor; b) amorphous, but stoichiometric semiconductor; c) 
highly disordered semiconductor (after [4.15)). 
Our discussion is directed at accepted models dealing with the 
dependence of ion yield on ionization potential (IP) and electron 
affinity (EA). A good starting point for such an approach is the work of 
Andersen and Hinthome [ 4.17] who found a good correlation between 
positive ion yield and IP and negative ion yield and EA for a number of 
-, ~ co co 
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-
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elements sputtered by reactive ions (oxygen or cesium). Positive 
secondary ion emission (Fig.4.2) has been found to follow closely an 
exponential dependence on IP (and negative emission on EA). Results 
have been described [ 4.17] by relations of the type: 
(4.1) 
where kB is Boltzmann's constant and T P has the dimension of 
temperature. This resembles the Saha-Eggert equation describing 
ionization equilibria in a hot plasma at a temperature T P [ 4.18]. The 
existence of an equilibrium plasma at the sputter site is still under 
much dispute and a plasma has not yet been observed experimentally 
[ 4.19]. In order to fit experiments by equation ( 4.1), T P should be of order 
of 104 K and it is difficult to explain such a large value of electron 
temperature. Other processes effecting the ion yield, such as chemical 
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Fig.4.2: Fit of experimental data, obtained by o- bombardment, to the 
Saha-Eggert equation. Exponential dependence on IP for positive ions 
(a) and EA for negative ions (b) has been found [4.17]. 
effects and elemental sensitivity variations, need to be taken into 
account. It is important to point out at this stage that the accuracy of 
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the data published to date on the ion yield dependence on IP (or EA) 
indicates that all fits of type 
1n n + - -(IP)m and 1n n--(EA)m (4.2) 
are indistinguishable for 0.5 < m < 1.5 [4.16]. 
a) Bond breakin~ model 
The bond breaking model was first suggested by Slodzian [ 4.20] 
for an explanation of high positive ion yields of cations sputtered from 
ionic solids. A simple explanation is that cations sit in the lattice 
already as positive ions and are likely to be sputtered as positive ions as 
well. The model was extended to some other compounds, like oxides 
[ 4.16], in which bonds have a partial ionic character. 
The bond breaking model is based on the following considerations 
[ 4.16,4.20]. An electronegative element (oxygen, for example) is 
adsorbed on a clean metal surface as a negative ion. At infinite 
separation, the ground state is a neutral atom, and potential energy 
curves for neutral and ionized states must intersect at some distance 
above the surface. Charge transfer can take place at that point and the 
situation is similar to the charge exchange process in the Landau-
Zener model for collisional dissociation to ion pairs in the gas phase 
[4.21]. 
In Fig.4.3 a schematic energy diagram for an ionic solid is 
shown [ 4.4]. The ground state (M+ +X-) is ionic, stabilized by Coulomb 
attraction, and the covalent curve (M0 + X0) represents an excited state. 
According to Fig.4.3, sputtering of M0 and M+ from the surface X can be 
described as follows. Sputtering of M-type particles creates a cation 
vacancy X which, in the case of M+ sputtering, can trap the electron left 
behind by the sputtered ion at least during sputtering times -10-13 s. 
Ionic and covalent curves intersect at a distance Re from the surface 
(Re is defined now as the distance between the sputtered atom and the 
cation vacancy) and charge exchange can introduce a transition from 
an ionic to a neutral state. According to the Landau-Zener model [ 4.21], 
the probability for the system to stay on the ionic curve is given by an 
exponential function of Re and an inverse exponential function on the 
separation velocity v(Rc) at the crossing point. Re and v(Rc) are given (in 
atomic units) by 
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~ = (IP-EAt1 
v(Rc) = [2 (Ek-IP-EAYm]112 , (4.3) 
where m is the mass and Ek the energy of the sputtered ion. An 
exponential dependence of ionization probability on ionization potential 
>-
c.., 
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Fig.4.3: Schematic energy diagram for charge transfer in bond-
breaking model. Ionic ground state (M+ +X) curve at large distances 
lies above the covalent (M°+X 0) curve by IP-EA [4.4]. 
(or electron affinity) is, therefore, incorporated in the bond breaking 
model. The bond breaking model can also rationalize the following 
observations [4.4]: 
i) observed differences in ionization efficiency for isotopes of a given 
element (which follows directly from the expression for v(Rc), 
assuming identical energy distributions for isotopes); 
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ii) low energies of sputtered ions (if ion em1ss1on occurs through 
dissociation of pre-existing ion-pairs in the surface, only a low 
energy is required to overcome the ionic surface binding energy); 
iii) enhancement of positive yield under oxygen bombardment (ionic 
character of the metal-oxygen bond increases the formation 
probability of the ejected positive metal ions); 
iv) elemental sensitivity variations (variations of the work function, <l>, 
are responsible for matrix effects while variations of IP or EA can 
explain differences in sensitivities for different elements). 
b) Electron tunneling model 
In the bond breaking model only a few electrons from the 
sputtered surface are involved in the breaking of the local bond and 
formation of secondary ions. The situation is quite different in metals, 
where electrons are spatially delocalized and many are involved in 
metallic bonds. The concept of crossing of ionic and covalent potential 
curves is no longer a valid approach. A better description for charge 
transfer at clean metallic or semiconductor surfaces is an interaction 
at the atomic level of the departing atom with a continuum of substrate 
electronic states [ 4.3]. The electron tunneling model describes a simple 
case of an atom leaving a solid surface represented by a nearly-free-
electron metal [ 4.3]. The surface is characterized only by the work 
function <D which is, by definition, the difference between the Fermi 
level EF of the electron gas in the solid and the vacuum level (Fig.4.4). 
The ejected atom is characterized by an energy level Ea (representing 
the ionization level for positive ionization or the electron affinity level for 
negative ionization). An image potential, due to screening by substrate 
electrons, can shift Ea up (if Ea represents an ionization level) or down 
(for an electron affinity level) with separation between atom and 
surface. For Ea< EF, electrons from the metal can tunnel out to fill Ea 
and negative secondary ion ejection can result. 
It can be shown that the tunneling approach leads to the 
following expressions for the ionization probabilities [ 4.22] 
p+(x) - exp[-(IP-<D )/kv 1.J ; p-(x) - exp[-( <l>-EA)/kv 1.J, ( 4.4) 
wh r v 1. i th p rp ndicular component of emission velocity of the 
putter d atom x, and k is a constant. For the range of ionization 
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potentials usually encountered in experiments, relation (4.4) describes 
the experimental data quite well and is also consistent with 
measurements of emission velocity, found to be exponential in v-1 [ 4.23]. 
-------
VACUUM LEVEL 
E0 (0) 
IP 
E ( oo) =-IP a 
Fig.4.4: Schematic energy diagram of an atom, ejected from a metal 
surface, as explained by the electron tunneling model [4.3] (see text) . 
The electron tunneling model also explains enhancement of 
negative secondary ion yield under cesium bombardment [ 4.24]. 
Deposition of cesium lowers the work function so that the energy level 
Ea of the sputtered atom is matched by filled energy levels in the 
substrate instead of empty states. Thus, the tunneling probability 
increases dramatically giving rise to more negative ions [ 4.24]. 
Positive ion enhancement under oxygen bombardment is also 
connected with changes in work function. Oxygen can increase the 
work function which, in tum, decreases probability of neutralization of 
departing positive ions. However, some experiments have shown an 
_ enhancement in positive ion production under oxygen bombardment 
even if <I> decreases due to oxygen incorporation beneath the surface 
[4.25]. 
1 4 1 
c) Ion formation by ener~etic collisions 
In the models described above, bombardment with the primary 
ions merely provides the kinetic energy for sputter ejection from the 
sample surface, while secondary ion formation is related to the surface 
chemistry and electronic states at the surface. In these models, ion 
emission is essentiaially decoupled from the sputtering process and 
should be independent of the primary energy. For some surfaces, 
however, a strong dependence of positive ion yield on primary energy 
has been observed [ 4.26,4.27]. This indicates that primary ions can 
directly form secondary ions in primary-ion/target collisions, or 
indirectly, in collisions between target atoms within the collision 
cascade initiated by the primary beam. In both cases, energetic 
collisions directly induce electronic excitations. De-excitation (by an 
Auger decay above the surface, for example) leads to formation of a 
secondary ion which has been ejected by collisional processes . 
SURFACE 
H___, LE 
FORMATION · 
• 
e 
AUGER EFFECT 
INCIDENT 
BEAM 
Fig.4.5: Auger-related production of positive secondary ions as 
described by the kinetic model [4.5). 
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A kinetic model of SIE has been proposed in order to explain 
emission of singly and multiply charged positive ions under rare gas 
bombardment [4.5]. The model is illustrated in Fig.4.5. The primary 
beam produces a collision cascade of moving atoms. Collisions between 
target atoms can induce some neutral, excited particles carrying a 
core-hole and an electron in a high energy orbital which is normally 
empty in the ground state. Some of these excited atoms will reach the 
surface without suffering de-excitation and will escape from the solid. 
De-excitation via an Auger process can take place above the surface and 
positive ion are produced. In general, an atom loses only one electron, 
but if, for exampl e, the excitation energy exceeds the double 
ionization potential, ejection of two Auger electrons is also possible 
leading to emission of multiply charged positive ions. 
Emission of doubly charged positive secondary ions of light 
elements, such as Al, Mg and Si, has been studied quite extensively 
[ 4.26-4.29]. In the case of Si, for example, Wittmaack [ 4.29] found almost 
identical dependences of Si 2 + yield and LMM Auger electron yield on 
primary ion energy (Fig.4.6). This represents strong evidence for the 
formation of Si 2+ by Auger decay of Si+ sputtered with a 2p core hole . 
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143 
Experiments have also shown that core holes are created in Si-Si 
collisions within collision cascades initiated by primary ion 
bombardment. The strongest evidence for this is the observation of 
variations in intensity of multiply charged ion-yields with the square 
of the concentration of atoms in the alloy (i.e. with the number of 
neighbouring atoms within the cascade) [4.30]. In addition, oxidation 
often causes a decrease in intensity of multiply charged ions even 
though the intensity of the singly charged ions increases drastically 
(oxidation effectively reduces the number of symmetric collisions) [ 4.27, 
4.28]. 
Inner-shell excitation may also induce emission of positive ions 
through disintegration of excited molecular complexes. For example, 
the ionization mechanism of H+ sputtered from a-Si:H has been 
explained in such a way [4.31]. Noble-gas ion bombardment causes 2p 
core-level ionization of Si bounded to H and ejection of a (Si2 PH)+ 
complex. Auger de-excitation in vacuum results in an unstable (SiH)2 + 
molecule which disintegrates into positive silicon and hydrogen ions. 
4.3 Ion formation by electronic excitations 
Electronic excitation as a mechanism for sputter ion ejection has 
not received much attention so far. Only a few reports of such a process 
have been published in the past decade [ 4.8,4.31-4.35]. This mechanism 
comprises ejection of secondary ions by ion induced processes similar to 
those involved in desorption by primary electron impact (see Chapter 3). 
For example , secondary electrons formed in energetic colli sions 
between primary ions and target atoms and between target atoms 
themselves have been proposed to induce electronic transitions in 
surface atoms, thus giving rise to ejection of secondary ions through an 
ESD-related process [ 4.32,4.33]. In this process, ejection is caused by the 
repulsive potential of excited molecular states rather than momentum 
transfer in atomic collisions. 
Williams [ 4 .8] examined the rol e of electronic excitations in 
ejection of F+ from fluorinated amorphous silicon, c1+ from chlorinated 
aluminium and o+ from oxygen-sputtered silicon. By comparing 
energy distributions of secondary ions ejected by either 2-12ke V Ar+ and 
0 2 + or 14.Ske V electrons he identified an electron mediated contribution 
to secondary ion ejection. As shown in Fig.4. 7, close similarity is 
observed between ion-stimulated and electron-stimulated energy 
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distributions of F+ (the same similarity was shown for c1+, but not for 
o+). Williams concluded that F+ ions are ejected in both instances by 
energetically identical processes. In addition, he found that the ion-
stimulated F+ yield, as a function of primary ion energy, is closely 
associated with the Si 2+ yield. The latter, doubly charged ion, is known 
to result from the Auger decay of a 2p core-hole, according to the kinetic 
model [4.5]. Williams proposed a two-step process in ejection of F+ 
under primary-ion bombardment: 1) ionization of a Si(2p) level (on 
atoms relatively distant from F) followed by an intra-atomic Auger 
decay; this process generates free Auger electrons; 2) a classical 
Knotek-Feibelman process initiated by electrons from step 1 to create a 
core-hole on a F(2s) level, followed by an intra-atomic Auger decay to 
produce F+ ions. Step 2 is not efficient for o+ formation [ 4.45] and the o+ 
energy distribution, as expected, does not resemble an electron-
mediated process. Cl+ ejection can be explained in a similar way. 
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Fig.4. 7: a) Energy distributions of rt and 30Si+ ejected by 8 keV Ar+ 
beam from f7,uorinated a-Si; b) Distribution of r from the same sample, 
, but under 14.SkeV electrons [4 .8). 
A similar ESD-type mechanism has been drawn from 
experiments on o+ ejection from oxidized aluminium and vanadium 
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under high energy (15-275keV) noble-gas ion bombardment [4.32,4.33]. 
A correlation between the intensity of the o+ signal and projectile 
velocity has been noticed. For velocities <2xl08 emfs this correlation is 
linear, indicating a correlation of o+ ejection with electronic stopping 
power. Fig.4.8 shows the intensity of o+ signal from oxidized Al, 
normalized to dSe / dv (constant of proportionality between electronic 
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Fig.4.8: Intensity of o+ signal from oxidized aluminium, normalized to 
(dSe I du), as a function of primary ion velocity [4.33]. 
stopping Se and primary ion velocity v ), as a function of projectile 
velocity [4.33]. Below 2xl08 cm/s, all data are described by a universal 
curve. As no correlation has been observed between the formation of o+ 
and an elastic (collisional) mechanism, the authors concluded that, in 
addition to Auger electrons, secondary electrons produced by the 
primary beam as it penetrates the target also contribute to o+ ejection 
by an ESD-type process. 
A mechanism proposed by Wittmaack for emission of H+ from 
a:Si [4.31] also includes electronic transitions. However, the first step in 
H+ emission is attributed to sputter ejection of a (Si+H) complex, while 
electronic transitions are involved in dissociation of an already ejected 
molecule. 
• 
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Auger neutralization of primary ions, if permitted energetically, 
can also be involved in sputter ion production. Schul ta et al. [ 4.36] 
observed surface decomposition of LiF due to neutralization of low-
energy ( <600e V) He+ primary ions: 
(4.5) 
This process transforms the F- into F+. The latter ion finds itself 
surrounded with positive Li ions and desorbs due to the repulsive 
Madelung potential (KF mechanism). 
4.4 Electron-mediated processes in ion-stimulated experiments 
We have also undertaken a series of measurements in order to 
identify the electron-mediated processes in ion-induced ejection of 
positive secondary ions [ 4.34,4.35]. Ion formation by one of the ballistic 
mechanisms , described by an exponential dependence on IP (see 
above), usually dominates in positive ion ejection and the often minor 
contribution of electronic excitations in secondary ion formation cannot 
be easily distinguished. This suggests that elements with high IP, 
expected to exhibit low collisional ion yield (according to the exp(-IP) 
law), are more appropriate candidates for study of ESD-contributions to 
ejection of secondary ions. Hydrogen, oxygen, fluorine and chlorine are 
among the elements with the highest IP and were chosen for special 
study here: using a diamond film (on Si) with H, 0 and Mg 
contamination (confirmed by SIMS) and fluorinated NiCr. Following 
the work of Williams [ 4.8], the energy distributions of secondary ions 
ejected by both an electron and an Ar+ beam were initially determined. 
Ions ejected by momentum transfer in atomic collisions (ballistic 
sputtering) are characterized by wide range of kinetic energies. The 
ionization process itself does not change significantly this energy 
distribution which peaks at 5-15eV and exhibits a long high-energy tail 
extending up to several hundred e V [ 4. 7]. Ejection of secondary 
particles under electron bombardment is caused solely by electronic 
transitions and the energy distribution of desorbed ions is narrow, it 
peaks at lower energies (usually about 5eV) and can be approximately 
described by a Gaussian (see Chapter 3). Thus, identification of the 
contribution of electronic excitations in ion-induced secondary ion 
.... . 
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ejection (if any) 1s possible simply from the shape of the energy 
distributions. 
4,4, 1 Experiment and results 
In our experiments, information about the energy distribution 
was obtained by changing the energy acceptance window of the mass 
analyzer by applying a bias voltage ramp to the sample holder during 
primary ion or electron beam bombardment (see Chapter 1). The 
variation in secondary ion yield with the sample potential (due to 
collection of ions of different energies), called the energy spectrum, 
essentially represents the energy distribution of ejected ions. This 
procedure is illustrated in Fig.4.9, where the solid curve represents an 
energy distribution of positive secondary ions and the hatched area the 
acceptance window of the energy selector. Negative bias decelerates 
positive secondary ions and only ions from the high-energy part of 
distribution may enter the mass filter. This situation is equivalent to 
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Fig.4.9: Schematic representation of energy selection by a bias voltage 
ramp ( see text). 
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the movement of the window along the distribution curve and selection 
of ions from different parts of the energy distribution. Fig.4.9b 
illustrates the situation in which a bias of -50V slows. down secondary 
ions or, equivalently, the acceptance window moves to the position 
corresponding to 50e V on the energy distribution curve. 
A typical energy spectrum obtained from the diamond sample, 
using computer control to change the sample potential, is shown in 
Fig.4.10. Positive and negative ions at mle= 12, representing carbon, 
were collected during 12 keV Ar+ bombardment. Note that the voltage 
scale for the c- distribution goes from -40V to +40V, and the one for c+ 
from +40V to -40V. In both cases a long tail corresponds to high kinetic 
energies which are indicated on the lower scale. Positive bias 
deccelerates negative ions and accelerates positive ions and vice versa, 
so the positive energy spectrum corresponds to the mirror image of the 
I I 
2 -
v 
__, 
Cl> 
C 
I 
I 
I 
I 
I 
I 
I 
I 
~ 
\ 
\ 
I 
\ 
\ 
\ 
\ 
~ 
I I 
12 keV Ar+ 
0 1 -
-
u 
G.> 
N 
0 
E 
~ 
0 
z I 
I 
I 
- - C+ 
-
-- -- c 
0 .._____.._I _......_)_
1
_
1 
__.__I __ ..._! __ ,.__1 _ _._I _ ___, 
+40 0 +40 
I 
I 
0 
Bias potential (V) 
l 
' ' 
Energy(eV) 
Fig.4.10: Energy spectra for c+ and C- obtained from a diamond film by 
12keV Ar+ bombardment. The upper (lower) sign on the voltage scale 
corresponds to the distribution of c- re+). 
--
149 
negative spectrum. Distributions shown in Fig.4.10 are almost 
identical, indicating a similar ejection mechanism for both positive and 
negative carbon ions. The high-energy tail is indicative of ejection 
originating from collisional processes. On the other hand , we 
observed a significant difference between energy spectra for posi tive 
and negative oxygen ions collected from the same sample and under 
the same experimental conditions (Fig.4.1 la). The o- distribution is 
much broader and exhibits a long, high-energy tail: the intensity of th e 
o-signal at 30 eV is about 50% of peak intensity, while the intensity of 
o+ is below 10%. The energy spectrum of o+ ejected from the sa me 
sample by 2ke V electrons is shown in Fig.4.1 lb, where the similarity 
with the ion-stimulated distribution is striking. One can conclude that 
electron stimulated ejection and most of the ion-stimulated o+ ejection 
originate from an energetically identical process. We therefore suggest 
that the ESD-related ejection contribution to the ion-stimulated o+ 
distribution obviously dominates over the o+ contribution ari si n g 
directly from collisional events (indicated by the small , high-energy 
tail ). 
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Fig.4.12 shows energy spectra of 19F+ and 19F- ejected from the 
surface of a fluorinated NiCr sample by a 12keV Ar+ berun. Again, F+ 
exhibits a narrower distribution, quite similar in width to the 2keV 
electron-stimulated distribution of F+, shown in Fig.4.12. One can 
conclude once again that most positive fluorine ions are ejected by an 
energetically identical process to that for ESD. However, the prominent 
tail on the distribution of F+ ejected with 12keV Ar+ suggests that 
collisional ejection is small but not negligible in comparison to the F+ 
component arising from electronic excitations alone. 
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4,4,2 Identification of electronic transitions 
In order to identify the electron-mediated process responsible for 
non-collisional , ion-stimulated o+ and F+ ejection in the present 
experiments, we examined the threshold behaviour of ESD signals. 
1 51 
Fig.4.13 shows the intensity of the o+ signal from diamond as a 
function of primary electron energy. The Q+ intensity has been 
normalized to electron beam current. The primary current measured 
at the sample holder as a function of primary electron energy is shown 
in Fig.1.11, Chapter 1. The o+ signal shows three distinctive features : 
initially, it starts to rise at an electron energy which is very close to the 
ionization energy of the magnesium 2p level (52eV), then shows a 
maximum at an energy close to the ionization energy of the silicon 2p 
level ( l00e V) and increases again at energy which extrapolates to the 
energy of the Si 2s level (149eV). It is significant that both Mg and Si 
were detected by SIMS as major impurities on the diamond filn1 
surface. 
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Fig.4.14 shows the ESD threshold behaviour of the F+ signal from 
Ni r. Ag in, two distinctive thresholds coincide with ionization 
energi of the chromium 3p level ( 43e V) and the nickel 3s level ( 112e V). 
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It is interesting that both oxygen and fluorine desorption yields 
increase to a maximum between the two threshold energies (Figs.4.13 
and 4.14 ). The existence of such structure in secondary ion yields 
during ESD-threshold measurements has previously been observed for 
a number of different systems [ 4.37-4.39]. In the case of oxidized silicon, 
for example, the appearance of a local minimum in the o+ yield has 
been found to depend on the degree of oxidation and this behaviour 
attributed to a resonant type of excitation between Si and adsorbed 
oxygen [ 4.38]. In Chapter 3, sharp maxima in the yield of negative 
secondary ions ejected from GaAs were explained by resonant 
electronic transitions in which ejected core electrons are trapped 
within empty states above the Fenni level [3.24]. We therefore speculate 
that the appearance of maxima in Figs.4.13 and 4.14 are similary 
connected to resonant processes involving core hole formation. Some 
more complicated excitations (involving a combination of core hole and 
valence electron excitations) are also possible, but in general, the 
153 
existence of resonant-like structures in ESD spectra of positive ions is 
not yet fully understood [ 4.39]. 
Returning now to the threshold (rather than resonance) 
behaviour in both o+ and F+ desorption, we note that a coincidence of 
threshold energies for desorption and core-hole ionization potentials 
was the starting point of the Knotek-Feibelman (KF) desorption model 
for ionic solids (see Chapter 3). This describes ESD as an interatomic 
Auger decay of a core hole [3.9]. Thresholds in F+ (Fig.4.14) and o+ 
(Fig.4.13) signals at the Ni(3s) and the Si(2s) core-level energies, 
respectively, are fully consistent with this model: desorption of F+ (O+) 
is initiated by Auger decay of core holes on neighbouring Ni (Si ) atoms 
created by electron bombardment. We suggest, therefore, that Auger 
transitions play the dominant role in formation of positive oxygen ions 
(from a diamond surface) and positive fluorine ions (from a fluorinated 
NiCr surface) under Ar+ bombardment, as well. Concentrating on o+ 
emission from the diamond film (the same arguments can be applied to 
F+ ejection from NiCr) the possible ejection channels connected with 
the core hole formation under ion bombardment are now discussed in 
light of the ESD arguments. An obvious starting point is ionization of Si 
L-shells on atoms close to the oxygen atoms: inter-atomic Auger decay 
of a Si(2s) core-hole by an electron from an O(2s) level would result in o+ 
desorption. However, as pointed out by Williams in an attempt to 
rationalize p+ emission from fluorinated Si [4.8], the energy required 
for silicon L-shell ionization in atomic collisions is about lkeV in the 
center-of-mass system: it is very unlikely that a Si atom, after such an 
energetic collision with a primary ion or other Si atom, transfers only a 
few eV to desorbing F+ (most F+ ions are ejected with the energy <15eV). 
Williams concluded that core hole formation on a distant Si atom 
represents the starting point in desorption of F+. Other channels, such 
as core hole hopping from the distant to a nearest-neighbour Si, or 
inter-atomic Auger decay involving distant Si atoms carrying core-
holes , were ruled out as less probable in F+ emission due to the small 
overlap of orbitals involved [ 4.8]. 
On the other hand, Wittmaack [4.29] has shown that Si2 + and Si3+ 
secondary ions, sputter ejected from Si, exhibit a low-energy peak in 
secondary ion energy distributions ( < l0e V). These ions are known to 
result from the Auger decay of sputtered Si ions containing 2p holes 
(see Fig.4.6). Therefore, a dominant mechanism in ion-induced 
emission of multiply charged Si ions is the Auger decay of sputtered 
low-energy Si atoms carrying 2p core holes. This suggests that, after 
-
-
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ionization (i.e. 2p core-hole formation) 1n energetic Si-Si collisions, 
excited Si atoms are either slowed down or the excitation has been 
transfered from a fast atom to a slow one (resonance ionization or hole 
hopping) [ 4.40]. Slowing of an atom from lke V down to - l0e V is very 
unlikely within the lifetime of a hole (transition rate for the Si L2,3MM 
is about 3xl0 13 s-1 [4.41] ) and resonance ionization has been proposed 
as the dominant process for sputter emission of Si2 + and Si3+ secondary 
ions from Si [ 4.40]. Emission of a low-energy ion is, therefore, possible 
even if it follows the decay of a core-hole formed in an energetic atomic 
collision. We conclude that ion-induced ejection of o+ from the diamond 
surface is dominated by inter-atomic Auger decay of 2s core holes on 
low energy, nearest-neighbour Si atoms. The formation of these low-
energy, excited Si atoms depends on lifetimes of core holes and cross 
sections for resonance ionization. 
In the case of F+ emission from NiCr, we do not rule out a 
contribution from the mechanism proposed by Williams for F+ ejection 
from fluorinated Si [ 4.8] (see above). If the Auger electrons, created by 
the primary ion beam, initiate formation of F(2s) holes, one expects to 
observe a threshold in F+ emission at about 30eV in an ESD experiment. 
Such a low-energy threshold has not been observed in our experiments 
(Fig.4.14 ), but our electron gun is not conducive to the observation of 
transitions at energies below about 40eV due to the small electron 
currents (see Fig. 1.9, Chapter 1). On the other hand, we do not believe 
that there is any contribution to the positive ion signal from ESD-
processe induced by secondary electrons, as proposed by Blauner and 
Weller [ 4.32,4.33]. Secondary-electron energies (even for electrons 
produced by high-energy primary ions [ 4.42]) are far below the 
threshold energies observed in our experiments (Figs.4.13 and 4.14). 
In conclusion, we have shown that the electronic transitions can 
play a dominant role in ion-induced ejection of secondary ions and that 
the comparison of ion-induced and electron-induced energy 
distributions represents an efficient method for detection of these 
electron-mediated events. Further, one can identify the electronic 
transitions from the threshold behaviour of ESD signals. 
-
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4.5 Role of electronic excitations in ejection of high-IP elements 
4.5,1 Back~ound 
The results of the previous section raise a rather interesting 
issue for quantitative SIMS. We note that fluorine and oxygen are 
among elements with the highest ionization potential and this is 
expected to lead to low ionization probabilities and hence low positive 
ion yields originating from collisional processes . As indicated in 
section 4.2, the positive ion yield for most elements during ion 
bombardment follows an inverse exponential dependence on the 
ionization potential. However, it has been noticed in a number of 
experiments [4.10-4.14] that elements such as H, N, 0, F and Cl in a 
number of important semiconductors exhibit anomalously high 
secondary ion yields which deviate significantly from that exponential 
law. Fig.4.15 shows the dependence of relative sensitivity factor, RSF, 
(which is proportional to (Y+yi, see Chapter 1) on ionization potential, 
IP, for different elements in different matrices. In all cases, the yield of 
elements with high IP values deviates from the exponential law. In the 
case of noble-gas elements, this deviation has been attributed by Wilson 
and Novak [ 4.11,4.13] to the gas-phase ionization [ 4.43]: a fraction of the 
sputtered neutral flux may be ionized above the sample surface in gas-
phase collisions with primary ions. Ions formed in the gas-phase are 
not accelerated through the full analysis accelerating potential and 
hence show an energy deficit relative to ions formed at the surface . 
Such ions can be identified because they would appear shifted to 
negative energies in the energy distribution (see later). 
Another, even stronger deviation from ideal logRSF vs IP 
behaviour, has been observed for Cl, H, N and F (Fig.4.15). Wilson 
[ 4.10] listed a number of matrix and primary-beam-related effects as 
possible explanations for such behaviour, but concluded [ 4.11,4.13] that 
there was no satisfactory explanation to date. 
It is also interesting that oxygen and fluorine are among 
elements which can be electron desorbed as positive ions with 
extremely high efficiency via an electron mediated process (as indicated 
in Chapter 3). It occured to us that, if the primary ion beam initiates the 
same type of ionization process as the electron beam, then the 
secondary ion yield arising from collisional effects (expected to be 
low for high-ionization-potential elements) could be greatly enhanced 
by direct ionization-generated ions. Indeed, the same elements do 
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appear to show positive secondary ion yields of noncollisional origin in 
certain matrices [ 4.8,4.32-4.35] and we speculate that the anomalously 
high positive ion yields observed in refs.4.10-4.14 can be attributed to 
such non-collisional processes. To explore this proposition, we have 
measured ion and electron induced energy distributions and ESD-
thresholds on a range of appropriate ion species implanted into Si. 
Implanted elements and implantation conditions are listed in Table 4.1 
and results presented below. 
TABLE 4.1: List of elements implanted into Si, together with the 
implantation conditions. 
Element Sample Implantation 
energy(keV) 
nB #1 100 
l9F #2 50 
35Cl #3 50 
74Ge #4 80 
115In #5 190 
nB #6 20 
4,5.2 Results and discussion 
Dose density 
(cm-2) 
1x1014 
3x1015 
3x1015 
lx1015 
7xl014 
lx1015 
Fig.4.16 shows SIMS depth-profiles in Si of all implanted 
elements studied. An 0 2 + beam was used for profiling and RSFs are 
determined from these profiles following the procedure described in 
Chapter 1. In Fig.4.17 we plot RSF, which is essentially inversely 
proportional to positive ion yield, as a function of IP for all elements 
studied in Si. Elements with IP<l0e V (In, Ge, Si and B) follow an 
exponential dependence on IP. The slope of the logRSF vs IP line is 
about 0.9 decade/eV, in good agreement with the value of 0.81 
decade/eV from refs. 4.11 and 4.13. High-IP elements, represented in 
0 st ) l • \...I ct u _.._ , U ' c;i l, t uJ.bJ.J.J.J..11..,c:.&.J.J.l,J.)' .ll U.lll l,.1.l C tA_tJ C l-l,CU 
I 5 8 
exponential law. In agreement with refs. 4.11 and 4.13, the slope of the 
Cl-F line is approximately perpendicular to the principal line. Thus, we 
have established the same behaviour as Wilson and collaborators [ 4.10-
4.13], assisting the extension of our conclusions to their measurements 
as well. 
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Fig.4.17: 0 2 + relative sensitivity factors (RSF) as a function of ionization 
potential (IP) for different elements implanted into Si (see Table 4.1) . 
It is important to mention here that all secondary ion energy 
distribution data (under both ion and electron bombardment ), as well as 
ESD threshold measurements (presented below) were taken from the 
bottom of sputtered craters of area >10mm2. Each crater was produced 
by oxygen beam sputtering (in the usual SIMS manner) up to a depth 
corresponding to the maximum concentration of implanted ion s. 
Under 0 2 + bombardment, the matrix (silicon) ions exhibit broad 
distributions with high-energy tails in both positive and negative mode 
(Fig.4.18a). Hence , collisional events clearly dominate in production of 
Si+ and Sr secondary ions and one expects the positive ion yield to follow 
the exponential law. B, In and Ge positive secondary ions (ejected from 
samples #1, #5, and #4, respectively) also exhibit broad energy 
distributions characterized by very pronounced high-energy tails. As 
an example, the energy distribution for Ge+ ions is shown in F ig.4.18b. 
The shape of the ion-induced distribution differs significantly from the 
160 
one obtained by electron bombardment. The low-energy peak in the ion-
induced Ge+ distribution may contain a small non-collisional 
contribution, but, in general, the distribution is broader than the ESD-
related one and is followed by an intensive high-energy tail. In the case 
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of B and In implants, we were not able to obtain any boron or indium 
signal under electron bombardment. This behaviour, together with the 
broad energy distributions found for Ge+, B+ and In+ under primary-
ion bombardment represents strong evidence for ejection by collision-
related processes. Hence, one expects to find RSFs of these elements to 
occur on the principal line in the logRSF vs IP plot. Indeed, our 
measurements in Fig.4.17 confirm that prediction. 
However, the situation is quite different in the case of F and Cl. 
Fig.4.19a shows the energy spectra for positive and negative fluorine 
ions (sample #1), and Fig.4.20a similar spectra for chlorine ions 
(sample #3), all ejected from Si by a l0ke V 0 2 + beam. For these well 
defined samples, the difference between energy distributions for 
positive and negative secondary ions is very pronounced. High-
energy tails in both F- and ci- energy distributions (Figs.4.19a and 
4.20a) are indicative of ejection initiated by momentum transfer in 
atomic collisions. On the other hand, narrow distributions of p+ and 
c1+ (Figs.4.19a and 4.20a), with no significant high-energy tails and the 
peak appearing at lower energies, are similar to those expected from 
ejection caused by electronic excitations. Indeed, energy distributions of 
positive fluorine and chlorine ions ejected by 500eV electrons are shown 
in Fig.4.19b and 4.20b, respectively: the similarity with the ion-
stimulated positive distributions is striking. The conclusion that 
positive ions (F+ and Cl+) are ejected in both instances (i.e. under 
electron and ion bombardment) by processes which are energetically 
identical seems conclusive. This result strongly supports the 
conclusion that, in ion-stimulated p+ and Cl+ emission, an ESD-related 
ejection process dominates over the expected small contribution arising 
directly from collisional events. Both positive F+ and Cl+ ions can be 
electron-desorbed with extremely high efficiency and a similar 
contribution presumably dominated ion-induced sputtering for these 
high IP elements. In this case we expect both fluorine and chlorine 
positive ion yields to deviate strongly from the collision-related exp(-IP ) 
law. Again, our RSF measurements shown in Fig.4.17 strongly 
support such an explanation. We suggest that the anomalously high 
positive yields for high-IP elements on the Cl-F line reported in the 
work by Wilson and collaborators [ 4.10-4.13] can be adequately 
explained by electron-mediated events in secondary ion formation and 
ejection. 
In an attempt to identify the electron-mediated processes 
responsible for ion-stimulated ejection of F+ and c1+ we have also 
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examined the threshold behaviour of ESD signals. Threshold 
measurements are summarized in Fig.4.21, where positive ion 
yields, normalized to electron beam current, are shown as a function of 
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the primary electron energy. Both F+ and c1+ yields are characterized 
by distinctive thresholds at energies close to the ionization energies of 
silicon 2p (- l00e V) and 2s (-150e V) levels. The chlorine signal also 
shows a threshold at the ionization energy of the Cl 2p level (-200eV). 
Once again, we attribute thresholds observed close to the energies of Si 
core levels to the activation of a Knotek-Feibelman (KF) process in 
which ionization of the silicon L-shell (i.e. creation of 2p and/or 2s core 
holes) initiates an inter-atomic Auger decay of Si core holes by electrons 
from neighbouring F (Cl) atoms. In desorption of Cl+, the creation of 
core holes on Cl atoms themselves represents an additional desorption-
channel of the KF type. 
The final step in the desorption process, as described by the KF 
model, is essentially a Coulomb repulsion between a positive ion, 
formed by the Auger decay of a core hole on a neighbouring atom, and 
the positive charge of neighbouring atoms. Consequently, the mean 
energies of doubly-charged secondary ions will be twice the energies of 
respective singly-charged ions. Fig.4.22 shows the energy spectrum of 
singly- and doubly-charged positive chlorine ions ejected from sample 
#3 by 500e V electrons. Both distributions peak at about the same value 
of bias voltage. To convert the voltage scale into an energy scale, one has 
to multiply volts by the charge of the ejected ion (i.e. a change of 1 volt in 
the sample potential corresponds to a change of 1 e V in the energy of 
singly-charged ions and 2e V in the energy of doubly-charged ions 
passing through the energy selector). Thus, the correspondence of 
CI+ and CI2 + energy spectra is to be expected if ejection were 
Coulombic in nature and the distributions shown in Fig.4.22 provide 
direct evidence for an ejection mechanism driven by Coulombic 
repulsion [3.39] as proposed in the KF model. A small "negative" 
energy tail in the Cl2 + distribution (Fig.4.22) may be indicative of gas-
phase ionization, with Auger decay of an excited Cl2+ species taking 
place above the sample surface. 
We propose that bombardment with an oxygen beam induces the 
same type of electronic excitations as we observe in ESD studies. As 
already mentioned in section 4.4.2, only low-energy excited Si atoms are 
involved in ejection of F+ and Cl+ ions by the inter-atomic Auger decay 
of core-holes. The particular steps in the ejection process that are 
favoured depends on lifetimes of excited states and several interaction 
cross sections. We note here that desorption of c1+ ions under ion 
bombardment cannot be described by the mechanism proposed by 
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Williams in ref.4.8: Auger electrons created by intra-atomic decays of 
Si(2p) holes have unsufficient energy to create C1(2p) holes. 
b) 
-50 0 
500eV 
electrons 
+ 
Cl2+ Cl ~ / 
Bias potential ( V) 
Fig.4.22: Energy spectra for Cl+ and Cl2 + ions desorbed from surface of 
implanted silicon under 500 e V electrons impact. 
SUMMARY 
The results of this chapter have led to following conclusions. 
1) The ejection mechanism for positive secondary ions of some 
elements> ejected during ion bombardment (Ar+ or 0 2 +)> can be 
electron-mediated (i.e. of non-collisional origin). 
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2) Electron-mediated events can dominate 1n ion-induced positive 
secondary ion emission of elements having high ionization potential 
and consequently small collisional yields. 
3) The same high-IP elements can be desorbed very efficiently by 
primary electron impact; the high efficiency of ESD-related 
processes in ion-induced emission could, therefore, greatly enhance 
positive ion yields and cause significant deviations from the 
collision-based exponential dependence of y+ on IP. 
4) Electron mediated ejection of positive ions correlates strongly with 
core-hole formation at substrate atoms 
5) Comparison of ion-induced and electron-induced energy 
distributions provides a reliable method for the detection of electron-
mediated events in sputter ion emission and that ESD threshold 
measurements help in identifying the probable electronic 
transitions involved. 
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CONCLUSION 
In this thesis I examined some interactions between solid 
surfaces and energetic ions or low energy electrons. Each type of 
radiation was employed, firstly, as a separate tool for characterization of 
semiconductor surfaces (ions in SIMS and electrons in ESD). Secondly, 
the techniques were treated together as an interesting and 
unconventional combination for probing the sputter-ejection 
mechanism of positive ions. Each chapter of this thesis concentrated on 
one self-consistent aspect of SIMS and/or ESD work, including a 
summary of the main achievements. Here, I repeat these achievements 
in more general terms. 
No analytical technique can solve all problems in characterization 
of materials and SIMS is certainly not an exception. However, SIMS is 
still a preferable technique for dealing with low concentrations of 
impurities and, as I illustrated in this thesis, can provide a reliable 
quantitative picture if used with ion implanted samples and 
complemented, when necessary, by other techniques, such as RBS. 
Sputter-based analytical techniques, such as SIMS, have clear 
limitations for elemental profiling which are relatively well understood 
in general terms, but can not always be estimated or corrected for in an 
easy-to-apply way. One of these limitations is ion beam mixing, which is 
always present but can often be controlled and minimized. Based on 
experimental data in this thesis, we corrected a heuristic relation for 
estimating the amount of mixing for oxygen-beam-induced changes in 
surface chemistry. As a result we have obtained a very reliable 
estimation procedure, at least for mixing in a Si matrix under Ar+ , Cs+ 
and 0 2 + bombardment. Some of our new results indicate, however, that 
the same relation holds for impurities in GaAs as well, although a 
different correction factor should be introduced for oxygen 
bombardment, primarily due to the different incorporation rate (and 
chemical nature) of oxygen in GaAs. 
Our ESD data clearly indicate that there are several multi-step 
channels for positive and negative ion desorption, all of which can be 
initiated by core level excitation and/or ionization of a substrate atom 
bonded to an absorbate atom. Consequently, the final positive or negative 
ESD yield curves can be rich in structure, involving resonances and 
thresholds indicative of the onset of particular core level excitation 
processes initiated by electron impact. The ultimate desorption yield 
depends on the primary electron energy, interaction/decay cross-
1-
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sections and lifetimes of intermediate states. We have identified an 
intriguing new, resonant channel for desorption of negative ions from 
GaAs, and begun to explore new physical processes responsible for this 
phenomenon. 
Finally, evidence has been provided for electron-mediated events 
in sputter ion emission. In cases where the primary ion beam can 
directly stimulate an excitation process similar to that of an electron 
beam, the secondary ion yield arising from ballistic effects (expected to 
be low for high-ionization potential elements) can be greatly enhanced 
due to the efficiency of the ESD-related mechanism. We speculate that 
the anomalously high positive ion yields of elements, such as H, F , Cl 
and 0, observed in many matrices can be explained by some electron-
mediated events initiated by core-hole creation within substrate atoms to 
which the element in question is bonded. 
The ESD data presented in this thesis (and in the literature, as 
well) are mostly qualitative, simply because the way of quantification 
has not been established yet. The main obstacle along this direction is 
our limited understanding of the details of electron-transfer processes at 
the surface. This fact clearly defines the focus of any further research in 
this area. Understanding of how electrons are transferred between 
atoms and solid surfaces will also improve our knowledge in a wide 
variety of fields, including photodesorption, SIMS, chemisorption and 
ion scattering from solids, to name a few. Our ESD results indicate 
some of the important points along this line. They support the evidence 
that in most cases the core-level excitations play the dominant role in 
ion desorption and, in addition, can trigger a very efficient, resonant 
channel for desorption of negative ions. 
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