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Quantum Fisher information matrix (QFIM) is a cornerstone of modern quantum metrology and
quantum information geometry. Apart from optimal estimation, it finds applications in description
of quantum speed limits, quantum criticality, quantum phase transitions, coherence, entanglement,
and irreversibility. We derive a surprisingly simple formula for this quantity, which, unlike previously
known general expression, does not require diagonalization of the density matrix, and is provably
at least as efficient. With a minor modification, this formula can be used to compute QFIM for
any finite-dimensional density matrix. Because of its simplicity, it could also shed more light on the
quantum information geometry in general.
Quantum Fisher information matrix (QFIM) gives the
ultimate precision bound on the estimation of parame-
ters encoded in a quantum state. This bound, called the
quantum Crame´r-Rao bound [1–6], gives the theoretical
framework for maximizing sensitivity of new-era quan-
tum detectors [7–11] such as recently improved [12, 13]
gravitational wave detector LIGO that confirmed the last
missing piece in the Einstein’s theory of relativity [14].
It is has been also used to find bounds on the opti-
mal estimation of phases [15–23], temperature [24–27],
space-time parameters [28–32], magnetic fields [33–36],
squeezing parameters [37–41], time [42, 43], and fre-
quency [44, 45]. Apart from applications in quantum
metrology, QFIM also gives speed limits on evolution
of quantum states and quantum computation [46–52],
it quantifies coherence and entanglement [53–55], and it
provides bounds on irreversibility in open quantum sys-
tems [56].
The Bures metric, which measures statistical distance
between two infinitesimally close density matrices, is a
different name for practically the same quantity. In fact,
it has been shown [57] that QFIM and the Bures metric
are the same apart from single points, where QFIM suf-
fers of removable discontinuities. QFIM and the Bures
metric have been also used in the description of criti-
cality and quantum phase transitions under the name
of ‘fidelity susceptibility’. There they help to describe
a sudden change of a quantum state when an external
parameter such as temperature is varied [58–64].
Considering the wide range of applicability of the
QFIM, it is not a surprise that there has been a lot of
effort in finding effective formulas for calculating it. We
mention Refs. [4, 5, 57, 65–69] that apply to quantum
states in the density matrix formalism, and Refs. [70–
78] that apply to Gaussian quantum states in the phase-
space formalism.
Still, known expressions for the QFIM appear quite
complicated, and the most general analytical expression
requires diagonalizing the density matrix.
In this paper, we present a simple formula for the
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QFIM, which does not require any diagonalization, and
applies to any finite-dimensional density matrix.
I. NOTATION
Lower indices will denote different matrices, while up-
per indices will denote elements of a matrix. Bar as in
ρˆ will denote the complex conjugate, upper index T as
in ρˆT will denote transpose, and † as in ρˆ† will denote
conjugate transpose. ∂i ≡ ∂ǫi denotes partial derivative
with respect to i’th element of the vector of estimated
parameters ǫ = (ǫ1, ǫ2, . . . ), Iˆ denotes the identity ma-
trix, dimH denotes the dimension of the Hilbert space,[⋅, ⋅] denotes commutator, ⊗ denotes the Kronecker prod-
uct, and vec[⋅] denotes vectorization of a matrix, which
is defined as a column vector constructed from columns
of a matrix as
A = a b
c d
 , vec[A] =
⎛⎜⎜⎜⎝
a
c
b
d
⎞⎟⎟⎟⎠
. (1)
We also drop index ǫ showing the dependence of the den-
sity matrix on the vector of parameters, and write simply
ρˆ ≡ ρˆǫ.
The QFIM is defined [5] as
Hij ≡ 1
2
tr[(LˆiLˆj + LˆjLˆi)ρˆ], (2)
where the symmetric logarithmic derivatives Lˆi are de-
fined as operator solutions to equations
1
2
Lˆiρˆ + ρˆLˆi = ∂iρˆ. (3)
II. RESULTS
Theorem 1. Let ρˆ be an invertible density matrix. The
quantum Fisher information matrix can be computed as
Hij = 2vec[∂iρˆ]†ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ−1vec[∂j ρˆ], (4)
and the symmetric logarithmic derivatives as
vec[Lˆi] = 2ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ−1vec[∂iρˆ]. (5)
2Using ρˆ† = ρˆ, we can also rewrite the above equation
as Hij = 2vec[∂iρˆT ]T ρˆT ⊗ Iˆ + Iˆ ⊗ ρˆ−1vec[∂j ρˆ].
Since QFIM and the Bures metric are identical for in-
vertible matrices [57] (up to a multiplicative factor of
4), and dρˆ = ∑i ∂iρˆ dǫi, the above result gives an expres-
sion for the infinitesimal Bures distance, d2B(ρˆ, ρˆ + dρˆ) =
1
2
vec[dρˆ]†ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ−1vec[dρˆ].
If ρˆ is invertible, then alsoM ≡ ρˆ⊗ Iˆ+ Iˆ⊗ρˆ is invertible.
We can easily generalize the above result so that it also
holds for non-invertible (singular) matrices ρˆ, by using
the result of Ref. [57]. According to this paper, QFIM of
any finite-dimensional density matrix can be computed as
a limiting case of the QFIM of invertible density matrix
ρˆν :
Theorem 2. Let ρˆ be any finite-dimensional density ma-
trix, and 0 < ν < 1 a real parameter. We define invertible
matrix ρˆν ≡ (1 − ν)ρˆ + νdimH Iˆ. The quantum Fisher in-
formation matrix can be computed as a limit
Hij = 2 lim
ν→0
vec[∂iρˆν]†ρˆν ⊗ Iˆ + Iˆ ⊗ ρˆν−1vec[∂j ρˆν]. (6)
III. PROOFS
Proof. (Theorem 1)
We are going to use the following identities [79, 80]:
vec[ABC] = (CT ⊗A)vec[B], (7)
tr[A†B] = vec[A]†vec[B]. (8)
We start with Eq. (3). This is a continuous Lyapunov
equation, which can be expressed using vectorization and
ρˆ = ρˆ† as
vec[∂iρˆ] = 12vec[Lˆiρˆ + ρˆLˆi]
= 1
2
vec[Iˆ Lˆiρˆ + ρˆLˆiIˆ]
= 1
2
vec[IˆLˆiρˆ] + vec[ρˆLˆiIˆ]
= 1
2
ρˆT ⊗ Iˆvec[Lˆi] + Iˆ ⊗ ρˆvec[Lˆi]
= 1
2
ρˆT ⊗ Iˆ + Iˆ ⊗ ρˆvec[Lˆi]
= 1
2
ρˆ⊗ Iˆ + Iˆ ⊗ ρˆvec[Lˆi].
(9)
Assuming that ρˆ is invertible, solution to this equation
can be written as
vec[Lˆi] = 2ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ−1vec[∂iρˆ]. (10)
Using the above solution, the series of equalities fol-
lows:
Hij ≡ 1
2
tr[(LˆiLˆj + LˆjLˆi)ρˆ]
= tr[∂iρˆLˆj]
= vec[(∂iρˆ)†]†vec[Lˆj]
= vec[∂iρˆ]†vec[Lˆj]
= 2vec[∂iρˆ]†ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ−1vec[∂j ρˆ],
(11)
which proves the Theorem.
Note: if ρˆ is not invertible, a solution to Eq. (9) can
be written as [81]
vec[Lˆi] = 2ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ+vec[∂iρˆ], (12)
where upper index + denotes the Moore-Penrose pseu-
doinverse [82]. The QFIM can be calculated as
Hij = 2vec[∂iρˆ]†ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ+vec[∂j ρˆ]. (13)
In case of invertible matrix, the inverse and the Moore-
Penrose pseudoinverse coincide. This formula represents
an alternative to Theorem 2, however, since the pseudoin-
verse may be difficult to compute (some methods of con-
struction can be found in Refs. [83, 84]; or using Tikhonov
regularization [85], A+ = limδ↘0(A†A + δI)−1A†), we do
not stress this as our main result.
Proof. (Theorem 2)
Matrix ρˆν ≡ (1 − ν)ρˆ + νdimH Iˆ is invertible: this is
because for each eigenvalue 0 ≤ λk ≤ 1 of the density
matrix ρˆ, the density matrix ρˆν has eigenvalue λ
(ν)
k
=
(1 − ν)λk + νdimH for which 0 < λ(ν)k < 1.
According to Ref. [57], the following Theorem holds:
Theorem 3. We define density matrix ρˆǫ,ν ∶= (1−ν)ρˆǫ+
νρˆ0, where 0 < ν < 1 is a real parameter and ρˆ0 is any
ǫ-independent full-rank density matrix that is diagonal in
the eigenbasis of the density matrix ρˆǫ. Then the result-
ing matrix ρˆǫ,ν is a full-rank matrix and
H = lim
ν→0
H(ρˆǫ,ν). (14)
In finite-dimensional Hilbert spaces ρˆ0 can be defined as
a multiple of identity, ρˆ0 =
1
dimH Iˆ.
Theorem 2 is therefore an application of the above
Theorem, on Eq. (4) for the finite-dimensional Hilbert
spaces.
IV. DISCUSSION
Definition of the QFIM, Eq. (2), cannot be used di-
rectly, because symmetric logarithmic derivatives Li have
to be found by solving Eq. (3). To the best of our knowl-
edge, there have been only two known explicit expressions
for the QFIM that can be directly applied to density
matrices of any dimension. The first expression writes
QFIM in terms of eigenvectors and eigenvalues of the
density matrix ρˆ =∑k pkSk⟩⟨kS, Refs. [57, 66, 69], as
Hij = 2 ∑
pk+pl>0
⟨kS∂iρˆSl⟩⟨lS∂j ρˆSk⟩
pk + pl . (15)
The second expression writes QFIM as an integral [5],
Hij = 2∫
∞
0
dt tr[e−ρˆt∂iρˆe−ρˆt∂j ρˆ]. (16)
3The first expression requires diagonalizing the density
matrix, and the second is basis-independent, but requires
exponentiation of the density matrix and computing the
integral.1 Our formula, Eq. (4), represents an elegant
alternative to the above expressions. It does not require
diagonalizing the density matrix, nor any exponentiation
and integration, but at the expense of computing the
inverse of a relatively large matrix M ≡ ρˆ ⊗ Iˆ + Iˆ ⊗ ρˆ.
Finding this inverse may not be a problem for systems
consisting of a few qubits, however, for larger systems one
might have to employ efficient methods such as Cholesky
decomposition [86].
Notice that Eq. (4) is valid for the density matrix writ-
ten in any basis, which is its main advantage. For ex-
ample, one can choose to work directly in the computa-
tional basis, which independent of estimated parameters.
Choosing the basis to be the eigenbasis of the density
matrix (which is usually parameter-dependent), matrix
M is diagonal and trivially inverted, and Eq. (4) reduces
to Eq. (15). We can therefore conclude that Eq. (15) is
a special case of our general expression, thus our general
expression is at least as efficient in calculating the QFIM
as Eq. (15). It is important to note, that in terms of com-
putational complexity it is probably not more efficient.
The main advantages of our new expression therefore re-
mains its matrix form, which makes it easy to implement,
and the freedom to perform our computations in any ba-
sis we like.
In cases when we find diagonalizing the density matrix
more convenient than inverting matrix M, but we want
to stay in computational basis, we can choose a combined
approach. Diagonalizing the density matrix is equivalent
to finding a unitary decomposition of form ρˆ = UDU †,
where U is a unitary matrix consisting of eigenvectors of
the density matrix, and D is a diagonal matrix consisting
of eigenvalues. Using (A1A2)⊗(B1B2) = (A1⊗B1)(A1⊗
B1), we derive
Hij = 2vec[∂iρˆ]†(U⊗U)D⊗Iˆ+Iˆ⊗D−1(U⊗U)†vec[∂j ρˆ].
(17)
Matrix in the middle is diagonal and therefore trivially
inverted. Of course, this formula is nothing else than a
matrix form of Eq. (15).
Finally, let us consider a situation where param-
eters are encoded via unitary evolution U(ǫ) =
exp(−i∑j Kˆjǫj), as ρˆ = U(ǫ)ρˆ0U(ǫ)†. If Hermitian op-
erators Kˆj commute, QFIM is independent of estimated
parameters, and
Hij = 2vec[[Kˆi, ρˆ0]]†ρˆ0⊗Iˆ+Iˆ⊗ρˆ0−1vec[[Kˆj , ρˆ0]]. (18)
If ρˆ0 is not invertible, we can define invertible matrix
ρˆ0ν ≡ (1 − ν)ρˆ0 + νdimH Iˆ, and derive a special form of
1 In fact, as we show in the Appendix, Eq. (4) can be obtained by
directly evaluating the intergral in Eq. (16).
Eq. (6),
Hij =2 lim
ν→0
vec[[Kˆi, ρˆ0ν]]†ρˆ0ν⊗Iˆ+Iˆ⊗ρˆ0ν−1vec[[Kˆj , ρˆ0ν]].
(19)
V. EXAMPLES
Here we give two examples with well-known results, to
illustrate how the derived expressions can be used.
As the first example, we consider a simultaneous es-
timation of phase and noise. We start with initial stateSψθ⟩ = 1√
2
(S0⟩+e−iθS1⟩) which encodes the phase, but later
deteriorates with white noise measured by parameter ν.
The resulting density matrix is
ρˆ = (1 − ν)Sψθ⟩⟨ψθ S + ν
2
Iˆ =
1
2
 1 (1 − ν)eiθ(1 − ν)e−iθ 1  .
(20)
We are going to compute limits on simultaneous estima-
tion of parameters θ and ν. We derive
M =
⎛⎜⎜⎜⎝
1 eiθ ν−1
2
e−iθ ν−1
2
0
e−iθ ν−1
2
1 0 e−iθ ν−1
2
eiθ ν−1
2
0 1 eiθ ν−1
2
0 eiθ ν−1
2
e−iθ ν−1
2
1
⎞⎟⎟⎟⎠
,
M
−1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 + 1
ν(2−ν) e
iθ ν−1
ν(2−ν) e
−iθ ν−1
ν(2−ν)
(ν−1)2
ν(2−ν)
e−iθ ν−1
ν(2−ν) 1 + 1ν(2−ν) e−2iθ (ν−1)
2
ν(2−ν) e
−iθ ν−1
ν(2−ν)
eiθ ν−1
ν(2−ν) e
2iθ (ν−1)2
ν(2−ν) 1 + 1ν(2−ν) eiθ ν−1ν(2−ν)
(ν−1)2
ν(2−ν) e
iθ ν−1
ν(2−ν) e
−iθ ν−1
ν(2−ν) 1 + 1ν(2−ν)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,
vec[∂θρˆ] =
⎛⎜⎜⎜⎝
0
−ie−iθ 1−ν
2
ieiθ 1−ν
2
0
⎞⎟⎟⎟⎠
, vec[∂ν ρˆ] =
⎛⎜⎜⎜⎝
0
− 1
2
e−iθ
− 1
2
eiθ
0
⎞⎟⎟⎟⎠
. (21)
QFIM can be determined from Eq. (4) as
H = 2vec[∂θρˆ]†M−1vec[∂θρˆ] 2vec[∂θρˆ]†M−1vec[∂ν ρˆ]
2vec[∂ν ρˆ]†M−1vec[∂θρˆ] 2vec[∂ν ρˆ]†M−1vec[∂ν ρˆ]
= (1 − ν)2 00 1
ν(2−ν)
 .
(22)
For a single-shot experiment, quantum Crame´r-Rao
bound [5, 6] is a lower bound on the covariance matrix
of estimators, and reads
Cov(ǫˆ) ≥H−1. (23)
In other words, it says that matrix
Cov(ǫˆ) −H−1 = Var(θˆ) − 1(1−ν)2 Cov(θˆ, νˆ)
Cov(θˆ, νˆ) Var(νˆ) − ν(2 − ν)
(24)
4is positive semi-definite, which, according to Sylvester’s
criterion [87], is equivalent to
Var(θˆ) ≥ 1(1−ν)2 ,
Var(νˆ) ≥ ν(2 − ν),
Cov(θˆ, νˆ)2 ≤ Var(θˆ) − 1(1−ν)2 Var(νˆ) − ν(2 − ν).
(25)
These inequalities show that error in estimation of θ and
ν cannot fall below a certain threshold given by param-
eter ν, and that correlation between the two parameters
can be rather small, or non-existent.
From Eq. (5), we also calculate the symmetric loga-
rithmic derivatives,
Lθ =  0 −i(1 − ν)eiθ
i(1 − ν)e−iθ 0  , (26)
Lν = 
1−ν
(2−ν)ν e
iθ 1
(2−ν)ν
e−iθ 1(2−ν)ν
1−ν
(2−ν)ν
 . (27)
Eigenvectors of these operators give the optimal mea-
surement bases that will allow us to satisfy the bounds
written above, in the limit of many repetitions of the
protocol [5, 6]. We find that both of these bases depends
on parameter θ. To optimally estimate parameter θ we
should measure in basis
Bθ =  1√
2
(−ieiθ,1), 1√
2
(ieiθ,1), (28)
while to optimally estimate parameter ν we should mea-
sure in
Bν =  1√
2
(−eiθ,1), 1√
2
(eiθ,1). (29)
As the second example, we consider phase estimation
using a maximally entangled two-qubit state. We start
with initial state Sψ0⟩ = 1√
2
(S0⟩S0⟩ + S1⟩S1⟩), and assume
that the phase is encoded in each of the qubits separately
as Sψθ⟩ = exp(−iKˆθ)Sψ0⟩, where Kˆ ≡ Nˆ ⊗ Iˆ + Iˆ ⊗ Nˆ is the
total number operator. Nˆ ⊗ Iˆ is the number operator
acting on the first qubit, and Iˆ ⊗ Nˆ is the number opera-
tor acting on the second qubit respectively. Because the
initial state is pure, in order to use Eq. (19) to calculate
the QFIM, we have to define auxiliary density matrix
ρˆ0ν ≡ (1 − ν)Sψ0⟩⟨ψ0S + νdimH Iˆ. We have
Kˆ =
⎛⎜⎜⎜⎝
0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 2
⎞⎟⎟⎟⎠
, ρˆ0ν =
1
2
⎛⎜⎜⎜⎝
1 − ν
2
0 0 1 − ν
0 ν
2
0 0
0 0 ν
2
0
1 − ν 0 0 1 − ν
2
⎞⎟⎟⎟⎠
,
[Kˆ, ρˆ0ν] =
⎛⎜⎜⎜⎝
0 0 0 ν − 1
0 0 0 0
0 0 0 0
1 − ν 0 0 0
⎞⎟⎟⎟⎠
. (30)
MatricesM0ν = ρˆ0ν⊗Iˆ+Iˆ⊗ρˆ0ν andM−10ν are simple but
rather large, so we will omit writing them here. QFIM is
calculated from Eq. (19) as
H = 2 lim
ν→0
 4
2 − ν − 4ν = 4, (31)
which gives a lower bound on the error in estimation of
phase,
Var(θˆ) ≥ 1
4
. (32)
Appendix A: Connection with the integral formula
Here we show that our expression, Eq. (4), is the result
of integration in the integral formula, Eq. (16).
We are going to use the following identities:
d
dt
(A⊗B) = d
dt
A⊗B +A⊗ d
dt
B, (A1)
tr[A†B] = vec[A]†vec[B], (A2)
(AB)⊗ (A′B′) = (A⊗A′)(B ⊗B′), (A3)
vec[ABC] = (CT ⊗A)vec[B], (A4)
(A⊗B)† = A† ⊗B†. (A5)
Assuming that ρˆ is invertible, from the first identity
we have
d
dt
 − ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ−1e−ρˆt ⊗ e−ρˆt = e−ρˆt ⊗ e−ρˆt. (A6)
We start from the integral form of the quantum Fisher
information matrix [5],
Hij(ǫ) = 2∫ ∞
0
dt tr[e−ρˆt∂iρˆe−ρˆt∂j ρˆ]. (A7)
The following equalities hold:
5Hij(ǫ) = 2∫ ∞
0
dt vec[e−ρˆt∂iρˆe−ρˆt†]†vec[∂j ρˆ]
= 2∫
∞
0
dt vec[e−ρˆt∂iρˆe−ρˆt]†vec[∂j ρˆ]
= 2∫
∞
0
dt e−ρˆtT ⊗ e−ρˆtvec[∂iρˆ]
†
vec[∂j ρˆ]
= 2∫
∞
0
dt vec[∂iρˆ]†e−ρˆtT ⊗ e−ρˆt
†
vec[∂j ρˆ]
= 2∫
∞
0
dt vec[∂iρˆ]†e−ρˆt ⊗ e−ρˆtvec[∂j ρˆ]
= 2vec[∂iρˆ]†∫ ∞
0
dt e−ρˆt ⊗ e−ρˆtvec[∂j ρˆ]
= 2vec[∂iρˆ]† − ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ−1e−ρˆt ⊗ e−ρˆt∞
0
vec[∂j ρˆ]
= 2vec[∂iρˆ]† − ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ−10 − Iˆ ⊗ Iˆvec[∂j ρˆ]
= 2vec[∂iρˆ]†ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ−1vec[∂j ρˆ],
(A8)
where we have used Eq. (A6) to compute the integral.
Similarly, starting from integral form of the symmetric
logarithmic derivative [5],
Lˆi = 2∫
∞
0
dt e−ρˆt∂iρˆe−ρˆt, (A9)
we derive
vec[Lˆi] = 2ρˆ⊗ Iˆ + Iˆ ⊗ ρˆ−1vec[∂iρˆ]. (A10)
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