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A note by L. Khachian appeared in early 1979 which 
presents a new algorithm for solving linear programming (LP) 
problems in polynomial time [4]. Khachian is quite terse, 
and explanations of the result by Gacs and Lovasz [2] and 
by Aspvall and Stone [1] serve to complete the supporting 
arguments. The original algorithm was given by N. Shor (7] 
without the polynomial time limit. 
The Khachian result is startling in that the worst 
case bound on solution iterations is polynomial, while the 
bound for the familiar simplex method is exponential. This 
establishes the complexity of LP problems as polynomial, and 
* as such constitutes a fundamental mathematical discovery. 
Of course, this discovery raises many new issues. How 
many other classes of problems can also be shown to be poly-
nomial? Is the Khachian algorithm better than the simplex 
algorithm for LP problems? The significance of these 
questions is practical as well as mathematical, in that LP 
and related models currently consume tremendous amounts of 
computer resources worldwide. 
The Khachian algorithm has received wide exposure 
in the press. Also, a number of hastily prepared academic 
papers have appeared. Overall, the effect has been either 
For a general contemporary discussion of computational 
complexity, refer to Garey and Johnson [2], and for a 
popular introduction see Lewis and Papadimitriou [4]. 
1 
to overstate the generality and practical usefulness of 
the new method, or to (possibly unfairly) criticize 
Khachian. 
This note is an unambitious attempt to present 
Khachian's algorithm in a constructive fashion. We repeat 
the significant results and embellish only where we find [4], 
[2], and [l] imprecise. Computational experiments with the 
method are presented only for purposes of illustration. 
Finally, a qualitative assessment is given of the potential 
strengths and weaknesses of the new approach. 
2 
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2. KHACHIAN'S DISCOVERY 
"Khachian's LP Algorithm" is actually stated as a 
method for solving a system of linear inequalities with strictly 
integer coefficients: 
(2.1) Ax < b , A, b integer, 
where the matrix of integer coefficients A is m-by-n. 
The method first establishes an ellipsoid E0 inn-space, 
centered at the origin, which is guaranteed theoretically to 
contain a feasible solution to (2.1) (if a solution exists). 
The method then recursively creates a sequence of ellipsoids, 
E1 , E2 , •.• , each of geometrically decreasing volume and 
each containing all the feasible solutions of its predecessors. 
In the limit, a feasible solution will be approximated with 
arbitrarily good precision. 
Khachian's principal claim is that if the centers of 
the first polynomially bounded number of these ellipses are 
none of them a soluticn, then no solution exists. 
He establishes the space required to state the problem 
as 
tThis is not the number developed by Khachian and widely 
accepted. Here, and elsewhere in this paper we will use 
this symbol to indicate corrections, modifications, or 
results still not resolved at this writing. 
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where r · truncates the argwnent to the next greater integer. 
This is analogous to the number of bits required to represent 
the problem on a computer. 
Ellipses in the sequence E0 , E1 , ... are represented 
by their centers x0 , x1 , ... and coefficients A0 , A1 , .... 
(We note the possible confusion in notation, but follow 
Khachian scrupulously.) The initial ellipse is x0 = 0 and 
A0 = 2LI, which Khachian claims to contain a solution to 
(2.1) if one exists. 
The iteration ceases if the solution Xk is feasible. 
Otherwise a violated inequality is selected for which 









(A geome~rically motivated 




Khachian asserts that this algorithm must find a 
feasible solution within 16n 2L steps,* or that no solution 
exists. His argument even allows for error in the computation 
of (2.3) and defines the precise characteristics of the 
computer automaton required to carry out the computations. 
*c21 claims Gn2L, and [1] gives 4n 2L as the bound. We 
view these differences as immaterial. 
5 
3. GEOMETRIC INTERPRETATION 
The purpose of this section is to explain how Ek+l 
is constructed from Ek. 
Suppose first that Ek is the n-dirnensional unit 
sphere centered at the origin, and that the origin is not a 
solution because one of the constraints states that 
xn < b < 0. Clearly, the set 
1 
2 Ek - {x 
n 2 
L xi< 1, xn < O} 
i=l 
contains a solution if one exists, since Ek does by 
1 
assumption.* The trouble is that 2 Ek is not an ellipse. Ek+l 
is designed to be an ellipse that just barely includes ~ Ek. 
Specifically, the boundary of ¾+l satisfies the equation 
2 2 
X +•••+ X l n-1 
(3.1) -------- + 
(x + h) 2 
n 
---....-- = l; 
(1-h) 2 
0 < h < 1, 0 < g 
g 
Ek+l is tangent to Ek at (0, ..• ,0,-1). We require that 
Ek+l and 
1 both intersect the hyperplane = 0 in the 2 Ek X n 
set; i.e., the set 2 
2 < 1. This will be true same X +• • • + X 1 n-1 -
if 
1 + h2 = l 
~ (1-h) 2 
, 
The same thing could be said of the smaller set 
{x:I~=l xf=l, xnib}, but Khachian fails to pursue this 
line (probably) because the dependence on b would com-
plicate his proof. 
6 
and we now have sufficient conditions to guarantee 
We also require that Ek+l have minimal volume, which means 
that the product of all the semi-axes gn-l(l-h) should 
be minimal subject to the constraint 
It is a calculus exercise to show that the solution is 
(3.2) (g,h) = ( 1 
✓l - ~ 






which ratio is necessarily between .5 and 1. 
Now suppose that Ek is an arbitrary ellipse centered at 
the origin, and that the origin is not a solution because of the 
t . t l~ - t < b < 0 Lt l E b th t f cons rain . 1 a.x. = ax • e -2 k e e par o J.= 1 l. 
where\~ 1 a.x. < O. l1= 1 1 - Since ellipses are linear transformations 
of spheres, the idea is to transform into a unit hemisphere 
in y-space, determine Ek+l' in y-space, and then transform Ek+l 
7 
back into x-space. To see how this is done algebraically, let 
y = Lx, where L is the linear transformation that transforms 
into the unit hemisphere where y < o. n - There is such a 
linear transformation as long as vol(Ek) > O, and it has an 
inverse -1 L • 
According to our earlier calculations, the boundary of 
Ek+l in y-space is given by (3.1), with g and h given by (3.2). 
Let en= (0, ..• , 0, l)t be a unit vector. Then (3.1) is 
equivalent to 
(3.4) (y + he )t B-l(y +he)= 1, 
n n 








with the off-diagonal entries of -1 B 
y = Lx in (3.4), we obtain 
( 3. 6) (Lx + he )t B-l(Lx +he) 
n n ' 
or 
8 




-1 t -1 -1 
(x + hL en) 1\+l (x + hL en) , 
-1 
¾+1 
From (3.5), B = g 2 I + [(l-h) 2 - g 2 ]T, where I is the identity 
matrix and T is an n x n matrix that is all O's except for a 1 
in the lower right-hand corner. Some algebra shows that 
B = g 2 (I - 2hT). From (3.8), with U = L-l, 
(3. 9) 
Now uut = ¾ is just the covariance matrix of Ek, and UTUt 
is easily shown to be the same thing as (Ue) (Ue )t. Since n n 
Y < 0 n if and only if atx < 0 by construction, the last row 
of L must be some positive constant times 
t . a ; i.e., e~ = cat, c > 0. n 
(3.10) ¾+1 
2 
- 2hc 2 (Aka) C¾a)t) = g (Ak . 
The constant 2 be evaluated from the fact that et t C can = ca u, n 
and consequently 1 = t 2 t t 2 t and e 0 e 0 = c (a U) (U a) = ca ¾a, 
(3.11) 
Equations (3.10) and (3.11) show how Ak+l can be obtained from 
1\ and a. If Ek is centered at the origin, then Ek+l is 
9 
centered at -huen = -chAka. Allowing for the possibility that 
Ek is centered at Xk, and letting Xk+l be the center of 
Ek+l' we have 
(3.12) 
where c is the positive root of (3.11) and h is given by (3.2). 
Formulas (3.10), (3.11), and (3.12), with (g,h) obtained 
from (3.2), are Khachian 1 s. Had we defined to be 
{x: 
n 2 
l xi= 1, xn < b} , 
i=l 
with Ek+l being the minimal ellipse that includes 
have found, with d = -b > O, 
and also 
(g',h') =(£+-, V1 -~ dn + n + 
vol (Ek +l) 
vol(Ek) 
n 
= (g ' )n-1 (l-h 1 ) 
1) 1 , 
1 
2 Ek, we would 
Since the factor (1-d) 2 (1-d 2 )n-l can be substantially less 
than 1, it seems likely that any practical algorithm would be 
better based on (3.2t) and (3.3t), rather than (3.2) and (3.3), 
in conjunction with (3.10), (3.11), and (3.12) • 
10 
4. APPLICATION TO LP 





a coefficient matrix with ~p rows and 
To solve (4.1) as a set of linear inequalities, we 





- bLpYLP ~ 0 
(4. 2) 
~PXLP ~ bLP 
XLP > 0 
T 
AiFYLP > CLP 
YLP > 0 , -
with YLP the set of dual variables. 
Note that all coefficients must be integer. (This may 
require scaling and/or truncation of the LP coefficients of 
(4.1) to represent the desired degree of precision in (4.2), 
a step not included here.) 
This notation has also been adopted by McCall [6]. 
11 
Thus, Khachian's algorithm applies with 
n = nLP + ~P, 
and 
m = 2(nLP + ~P) + 1 
and the Khachian bound is 
2 
16(nLP + ~p) L. 
12 
s. AN EXAMPLE LP PROBLEM 
Let us solve the LP: 
max XLP 
s.t. XLP < 1 
XLP ~ 0 
Stated in the form of (4. 2) , we have: 
-xLP + YLP < 0 
x.LP < 1 
-xLP < 0 
- Ytp i -1 
- Ytp < 0 , 
for which t (2.2 ) : 
L = 12t . 
The initial ellipse E0 is a circle centered at the 









radius of solutions 
The initial situation is shown in Figure 5.1, and 
(to precise scale) in Figure 5.2. Note that the set of 
feasible solutions consists of the single point (1,1), 
with the first component corresponding to the solution 
of the (primal) LP problem. In each subsequent step of 
the procedure, a violated constraint is selected and used 
to form a new ellipse. In Figure 5.2 the (most violated) 
constraint is projected to the center of the previous 
ellipse and shown with the new ellipse in darker outline. 
The first nine iterations are depicted. 
Note how each ellipse is constructed geometrically 
from the preceding half ellipse. 
ellipse is reduced by the factor 
14 
The volume (area) of each 
3/2 (3.2) 4/3 ~ 0.77. 



















Figure 5.2 Continued 
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Figure 5.2 Continued 
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Figure 5.2 Continued 
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81. 67 








Figure 5.2 Continued 
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81. 67 
The Khachian algorithm required 82 iterations to 
-3 determine a solution feasible to an error tolerance of ~10 a 




in (2.3) was less than 10- 10 , and all terms of 
were nearly zero. The FORTRAN program used for the demonstra-
tion is included in the Appendix. Note that all floating point 
computations of (2.3) are performed in extended precision 
(with intrinsic accuracy of about 10- 16 ). 
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6. CONCLUSION 
Khachian has claimed polynomial complexity for LP 
problems with integer coefficients. The integer coefficient 
restriction can be satisfied for any LP by scaling continuous 
coefficients to the desired integer resolution. 
Khachian has not claimed that other problems can be 
shown to be polynomial by similar means, or that his approach 
has any practical value for actual solution of LP's on real 
world computers. 
The polynomial iteration bound for LP (4.4t) is a 
function of the numbers of rows and columns as well as the 
number of bits in the LP restated as integer coefficient linear 
inequalities (4.2). 
It is true that other problems which can be restated 
as LP's may also be polynomial in exactly the same sense. so, 
if a combinatorial problem such as the travelling salesman 
problem or integer linear programs have LP equivalents, the 
Khachian bound applies. The catch is that if these equivalent 
LP formulations have exponential row, column, or coefficient 
bit dimensionality, the Khachian bound (4.4t) is exponential 
as well. Such is the case for the travelling salesman problem 
* and for a host of other combinatorial problems. 
This refutes many widely held beliefs of the significance of 
Khachian's result at the time of this writing. 
26 
Strictly speaking, the LP (4.1) must be put in 
the precise algebraic template of (2.1) rather than the 
form given in (4.2). This yields, for example 
where o is some small constant sufficient to permit 
the strict inequality. It is easy to see that the slight 
relaxation of the integrality condition for 6 on the 
right-hand side of (4.2) does not materially affect the 
properties of Khachian's algorithm. 
The algorithm must use the maximum number of itera-
tions to demonstrate that no feasible solution exists for 
(4.2) and that, therefore, no finite optimal feasible 
solution exists for the associated LP (4.1). Achieving 
a feasible solution (or an optimal solution) by application 
of Khachian's method exclusively to the primal (or dual) 
constraints can detect constraint inconsistencies in 
somewhat less time [1], but the feasible (or optimal) 
solution achieved must be incorporated in a significant 
modification of Khachian's method analogous to two-phase 
simplex so that the successive solutions maintain 
feasibility (or optimality). 
Even when a solution exists, the algorithm has 
several practical disadvantages. 
27 
It seems to require a significant fraction of the 
maximum number of iterations to solve any particular LP. 
(Perhaps this will be theoretically established in the 
future.) Comparatively, the simplex method is widely known 
to have empirical average performance that is an infinitesimal 
fraction of its exponential worst case bound [e.g., 6]. 
The Khachian algorithm is monotonic only in the geo-
metrically decreasing volume of the ellipsoids. The 
successive solutions are not monotonic either in terms of 
global feasibility or optimality. This presents a 
necessity to memorize the best incumbent solution in case 
the algorithm cannot be completed. 
The value of candidate solutions can be determined 
a priori for iteration k to be (3.3) 
= [ nn (n2-1)-(n-1)/2]k Vol(E) = 
n+l 0 
k q Vol (E 0 ), 
k = 1, ... 
which permits determination of a maximum iteration limit 
for a solution neighborhood of specified ·volume v* to 
be 
(however, the elliptical shape of the neighborhood is 
not predicted. ) 
28 
Computation of Khachian's method requires represen-
tation of Ak and Xk (n 2 + n elements). Each element 
must possess prodigious length (at least 23 L bits) [4]. 
Further, Ak is dense (although symmetric) and does not 
seem to admit classical transformation techniques to maintain 
sparsity during algorithm progress. On a real computer 
with restricted word length, numerical stability of the 
algorithm becomes a serious, problem-dependent issue. 
We find for one typical LP problem with n = 2,404 
that L ~1.6 x 10 15 . This generates a ludicrous maximum 
iteration bound, and requires a gigantic host computer. 
In summary, Khachian's method is g~ometrically 
convergent on existing computers, but not necessarily 
polynomial, efficient, or even useful for real LP problems. 
Our impression is that Khachian's method, while well 
suited to its theoretical purpose, will require extensive 
modification before a practical LP algorithm might be 
based on it. 
29 
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FORTRAN PROGRAM FOR KHACHIAN LP SOLUTION 











S. T. AK < B 
-)( ( fl 
IMPLICIT REAL*BCA-H,O-Z) 
REAL*B C(ll), A(l.0',11), B(lB}, AK(21,21>, )((21), AH21), V(21) 
REAL*B ZL/1,BD-111/ 




IF< ,FALSE. > IJRITE(&,9999) 
9999 FORMAT( 'COPYRIGHT 19Bfl BY GERALD G. BROIJN' ,/, 
1 ' NAVAL POSTGRADUATE SCHOOL', /, 
2 'MONTEREY, CALIFORNIA 9394B U.S.A.', /, 
3 ' ALL RIGHTS RESERVED' ) 
C 
C 
C •.. INTENDED FOR INSTRUCTIONAL USE ONLY (1/8.0') G.B. 
C 
C 
READ(5,1.0') M, N 
1.0' FORMAT< 212 ) 
IF< M,LE.B .OR. M,GT.lB ,OR, N.LE,.0' .OR. N.GT,11 > STOP 
C ••• ALL COEFFICIENTS SHOULD BE INTEGER FOR PURE KHACHIAN ALGORITHM 
C (NOT CHECKED) 
READ(5,2.0') (C(JX),J)(•l,N) 
2B FORMAT( BFl.0'.B ) 
DO 3B IX•l,M 
READC5,2.0') CACI)(,JX),J)(•l,N>, B(I)() 
3B CONTINUE 
NPM • N + H 
C ••. ATTEMPT TO COMPUTE 'L' 
DL2 a l.BDB/DLOG(2.BDB) 
IL • B 
DO 9.0' JX•l,N 
IF( DABS(C(JX)).LE.ZL ) GO TO 98 
ID• DLOG(DABS(C(J)()) + l,.0'DB>*DL2 + fl,99999999999999DB 
IL• IL+ ID 
9B CONTINUE 
DO 11.0' Il< .. 1,H 
31 
DO lBB JXal ,N 
IF( DABS<A<IX,JX».LE.ZL > GO TO lBB 
ID• DLOG(DABSCACIX,JX>> + 1.BDB)*DL2 +B.99999999999999DB 
IL ., IL + ID 
1BB CONTINUE 
IF( DABS(B(IX».LE.ZL ) GO TO llB 
ID• DLOGCDABS(BCIX)) + l.BDB)*DL2 + B.99999999999999DB 
IL • IL + ID 
l lB CONTINUE 
ID• DLOGCNPM*(2*NPM + 1.BDB))*DL2 + B,99999999999999DB 
L •ID+ IL+ IL+ NPM 
ITMAX • MAX I 
IF< L,LT.MAXI/(16*NPM**2) - 1 > ITMAX • 16*NPM**2*L 
WRITE< 6, 12.0' > L, NPM, ITMAX 
12B FORMAT< ' L•'• 112, ' (IF L>B)', /, 
1 ' N•'• 112, /, 
2 ' UPPER BOUND ON ITERATIONS IS 16*N**2*L•'• 112 ) 
C.,,RESTRICTION FOR REAL ARITHMETIC OF HOST COMPUTER 
IF( L.GT.3B > L • 3B 
C,, ,STARTING VALUES FOR XC) AND AK(,) 
C (SYMMETRY OF AK(,) ACKNOWLEDGED AND UNEXPLOITED} 
IMAX• B 
TL a 2**L 
DO 13B J•l,NPM 
XIJ) • B.BDB 
13B CONTINUE 
DO 15.0' J•l,NPM 
DO 14B l'"l,NPM 
AK(I,J> • B.BDB 
14B CONTINUE 
AK(J,J) • TL 
15B CONTINUE 
IT• B 
C •.. BEGIN KHACHIAN ITERATION, FINO MAX VIOLATION 
C <THOUGH ANY VIOLATION WILL SUFFICE) 
2BB IT• IT+ l 
CALL GRAF( lB,11,M,N,A,C,B, 21,NPM,X,AK,IMAX 
VMAX • B.BDB 
IMAX• B 
C,.,NON-NEGATIVITY CONDITIONS ON PRIMAL, DUAL VARIABLES 
DO 21.0' J•l,NPM 
IF( VMAX.LE.XCJ) + ZL ) GO TO 21B 
VMAX • X<J> 
IMAX• J 
21B CONTINUE 
c •.• PRIMAL CONSTRAINT VIOLATION 
DO 24B IX•l,M 
RVAL • BCIX> 
32 
DO 22B JK•l,N 
RVAL • RVAL - A(I)(,Jl()*KCJ)() 
22B CONTINUE 
IF( VMAX,LE.RVAL + ZL >GOTO 23B 
VMAK • RVAL 
IMAX• NPM + IX 
23B CONTINUE 
248' CONTINUE 
C •.• OUAL CONSTRAINT VIOLATION 
DO 268' J)(•l,N 
CVAL • -C(J)() 
DO 25B IK•l,M 
CVAL • CVAL + XCN + IX)*A(IX,JX) 
258' CONTINUE 
IF( VMAK.LE.CVAL + ZL ) GO TO 26B 
VMAK • CVAL 
IMAX• NPM + M + J)( 
26B CONTINUE 
C •.• VALUE VIOLATION 
VAL• 16.BDII 
DO 27B JX•l,N 
VAL• VAL+ C(JX)*XCJ)() 
27B CONTINUE 
DO 288 IK•l,M 
VAL O VAL - X(N + IX)*B(IX) 
28.0' CONTINUE 
IF( VMAX.LE.VAL + ZL >GOTO 3BB 
VMAX • VAL 
IMAX• NPM + NPM + l 
3BB WRITE(6,3B5) IMAX, VMAX 
3.0'5 FORMAT< ' IMAX .. ', 112, /, 'VMAX•', D2B,12 
IF( IMAX,EC.B .OR. IT.GT.ITHAX ) GO TO 52B 
C .•• DEFINE Al(> AS VIOLATED ROW 
DO 31B J•l,NPM 
AI(J > • B,BDB 
31B CONTINUE 
IFC IMAX.GT.NPM ) GO TO 32B 
C ••• NON-NEGATIVITV IOLATION, SET UNIT VECTOR 
AI<IMAX) • -1.BOB 
GO TO 4BB 
32B IF( IMAX.GT.NPM + M ) GO TO 34B 
C, .. SET ROW OF PRIMAL VIOLATION 
I,. IMAX - NPM 
DO 33B JX .. l,N 
AI<JX) • A<l,JX) 
33.0' CONTINUE 
GO TO 4BB 
C.,.SET COLUMN OF DUAL VIOLATION 
33 
34B IF( IMAX.GT.NPM + NPM) GD TO 36B 
J,. IMAX - NPM - H 
OD 35B IX•l,M 
Al(N +IX)• -A<IX.J) 
35B CONTINUE 
GO TD 4BB 
C •.. SET VALUE VIOLATION 
36B OD 37B JX•l,N 
AI<JX) ,. -C(JX) 
378 CONTINUE 
DO 388 IX•l,M 
AI(N +IX)• B<IX) 
388 CONTINUE 
C,, ,FORM VC) • Al( )'AK(, )1 D • V( )'AH) 
4B8 0 • B.IID/1 
SN• B.BDII 
DO 42/1 J 11 l.NPM 
S • B .BOB 
DO 41B l•l,NPM 
S • S + Al(l)*AK<I,J> 
418 CONTINUE 
IFC DABS(S>.LE.ZL > S • B,BDB 
V< J > • S 
SN• SN+ DABS(S) 
D • D + S*AI( J) 
42B CONTINUE 
C,,,NUMERICAL STABILITY CHECK 
IF( D,LE.ZL .OR. DABS(SN>.LE.ZL ) GO TO SB/I 
C •.. UPDATE X< >. AK(,> 
FACX,. l.1108/(DFLOAT<NPM + l)*DSQRTCD>> 
FACA • DFLDATCNPM**2)/DFLOAT<NPM**2 - 1) 
FACD,. 2.BD8/(DFLOATINPM + 1)*0) 
DO 44B J•l,NPM 
XIJ) • X<J> - FACX*VCJ) 
DO 43B 1•1,NPM 
AKCI,J) • FACA*(AKCl,J) - FACD*V(I)*VCJ)) 
4 3/1 CONTINUE 
44B CONTINUE 
WRITEC6,45B) <X<J),Jal,NPM> 
45B FORMAT( lX, lBFJB.2 ) 
DO 468 I•l,NPM 
WRITEC6,45B> CAKCI1 J) 1 J•l.NPH> 
46B CONTINUE 
GO TD 2BB 
SBB WRITE< 6, 51B > 
5 lB FORMAT< ' NUMERICAL ERROR STOP' ) 
528 WRITEC6,53B} IT, (XCJ>,J•l,NPM> 
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