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a b s t r a c t
A very important problem in many wireless ad-hoc networks, including wireless sensor
networks, is positioning or the determination of geographical locations of the wireless
nodes. Positioning is used both in infrastructural aspects of sensor networks, like
geographic routing and topology maintenance, and in applications like wildlife tracking.
Connectivity-based positioning algorithms in mobile wireless systems are studied in
this work. These algorithms compute node positions based only on the connectivity, i.e.
the neighborhood information of each node. Many algorithms have been proposed for
positioning in stationary node systems and bounds on positional error of algorithms have
been derived. The design and analysis of positioning algorithms for mobile node systems is
amore challenging problem. Nodemobility increases the amount of positional information
available to a positioning algorithm. The work in this paper establishes a bound on the
positional error for connectivity-based algorithms inmobile systems. The formulation from
the analysis is used to investigate the benefit of this additional positional information
on reducing positional error. There is a limit to the usefulness of positional information
from previous node positions due to movement. This captures an important performance
tradeoff: historical positional information can yield reduced positional error but requires
more connectivity information from the network which requires greater computational
resources.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Wireless sensor networks have been used in many diverse application areas, from military and home automation
to object tracking and environmental monitoring [1]. One of the common themes in a large number of current and
envisioned application areas is location-awareness [2]. In some wireless networks node position information is also used
for infrastructural functions like geographic routing, and topology maintenance [3].
Many network applications require nodes of the network to know their position but the position of deployed devices is
usually uncertain. Advances in manufacturing technology are creating a new class of tiny low cost devices called sensors
which are capable of wireless communication and are expected to be deployed in large quantities. Having predetermined
positions is typically not possible in such networks which necessitates a mechanism, referred to as positioning, that
determines node positions after deployment. Nodes equipped with Global Positioning System (GPS) devices would solve
this problem however this solution is often prohibitive due to energy consumption and monetary cost.
The work in this paper considers ad-hoc wireless networks described by a connectivity graph (V , E), where V is the
set of wireless nodes and E is the set of node pairs that can communicate. The nodes exist in some physical environment
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modeled by a two-dimensional Euclidean space. The connectivity graph (V , E) on which positioning mechanisms operate
is studied. In particular the role of node mobility as it pertains to the changing connectivity graph and the positional error
of the positioning mechanism is a focal point of this paper.
One mechanism for finding the positions of the nodes, referred to as connectivity-based positioning, is to use the
communication links E from the connectivity graph (V , E). These links impose positional constraints on the feasible positions
for the nodes. Since wireless communication is a feature of the network, this solution is considered low cost because the
constraints can be determined passively. Positioning algorithms use these constraints to assign positions to nodes.
The addition of node mobility complicates the positioning problem since the communication links E change over time.
The primary issue that arises is that the communication links can become invalid before the algorithm has terminated
resulting in outdated position assignments. Furthermore, the constraints derived from the communication links may not
be consistent with one another. If the positional constraints can be associated with the time at which they were valid then
one opportunity that arises due to node mobility is the addition of more positional constraints. Finding an assignment of
node positions that satisfies all of the distance constraints defined by the connectivity graph has been shown to be NP-
Hard [4]. Based on this work, combinatorial results bounding the quality of a realization of a unit disk graph have also
been given [5]. A variety of algorithms have been developed for the purpose of positioning using the connectivity graph. The
surveys by Amundson et al. andMao et al. provide a comprehensive review of the literature [6,7]. Proposed algorithms range
from computationally expensive and accurate to relatively inexpensive but less accurate. Many applications will have the
nodes know nothing about the communication graph prior to initializationwhichmotivates the design of highly distributed
algorithms. The addition of node mobility ensures that the communication links are always changing, providing further
incentive for distributed algorithms.
A measurement of the quality of a positioning algorithm is the positional error: the distance between a node’s true
position and the position computed by a particular positioning algorithm. There are many factors that contribute to the
positional error of a positioning algorithm. The work in this paper characterizes a particular component of positional error
that is inherent to the nature of the connectivity constraints and impacts all connectivity-based positioning algorithms. The
existence of this underlying positional error also gives a boundon theminimumexpected error incurred by any connectivity-
based positioning algorithm for a mobile system.
In addition, the usefulness of past positional information collected from node movement is investigated. This models
an important tradeoff — the use of past positional constraints could allow a reduction in positional error but at the cost of
increased communication and computation which increases power consumption. One result of the analysis leads to a limit
on the impact of past positional information as a function of node density and the speed of nodes. Furthermore, the analysis
illustrates relationships between system parameters and a component of positional error which may prove useful to the
algorithm designer.
Due to the uncertain nature of node positions, probabilistic techniques have been used as the basis for analyzing the
positioning problem. A probabilistic analysis of the expected size of the feasible set of positions for a typical node for several
connectivity-based algorithms has been described [8]. Independently, the mean distance from a typical node’s position to
the boundary of the feasible set of positions was given [9]. Subsequent work also derived the expectedminimumdistance to
the boundary of the feasible set and formulated a bound onminimum incurred positional error of all stationary connectivity-
based positioning algorithms [10]. Those results are extended here to the case ofmobile nodes and the evolving connectivity
constraints.
The remainder of the paper is organized as follows. Section 2 gives themodel that is the basis for the subsequent analysis.
Section 3 defines in general terms a component of positional error inherent to all connectivity-based positioning algorithms.
The analysis is formally described in Section 4 followed by the numerical evaluation of the results in Section 5. Section 6
considers the specific issue of the limits on the usefulness of past positional information. Finally some concluding remarks
are given in Section 7.
2. Model
Thework in this paper considers a system of computing devices that are capable of wireless communication. Each device
is positioned in an environment, and pairs of proximate devices can communicate by exchanging messages. The position of
a device can change over time. A model for this system is given in the following sections and an example of the model is
given in Section 7.
2.1. Node position
The devices that compose a system are represented by the set of nodes V and the physical environment of the network
is modeled as a two-dimensional Euclidean space R2. It is assumed that there is an embedding pt : V → R2 that gives the
position of each node at a point in time t , and the distance d(pt(u), pt(v)) between a pair of nodes u and v is the Euclidean
distance.
There is variation in the number and positions of nodes. A Poisson point process onR2 is a counting process used tomodel
this variability. This process allows every possible configuration of node positions and therefore imposes no structure on an
embedding, which is common when analyzing positioning algorithms [10–12,8].
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An embedding is a set of nodes with positions, and is characterized by Xt(A), which is the number of nodes in a bounded
set A ⊂ R2 at time t . Let µ(A) be the size of A. If Xt is a Poisson process with intensity λ, the probability of n nodes being
contained in A is
P[Xt(A) = n] = e
−λ·µ(A)(λ · µ(A))n
n! . (1)
The Poisson formula shows that bounded sets inR2 which have the same size have an equal probability of being a location
for a node or several nodes.
2.2. Node communication
The communication region of a node is the set of positions where a transmittedmessage can be received by another node.
The model for communication is based on a fixed limit on the message transmission range.
Let a closed disk be the set of points D(p, r) = {q : d(p, q) ≤ r}. This work deals exclusively with closed disks which are
simply referred to as disks and if the center of a disk is not relevant to the analysis then D(r) denotes a disk of radius r .
A node’s communication region is modeled as a disk D(pt(u), r) about the position pt(u) of the node u, and r is the
maximum distance a transmitted message can travel from point pt(u).
Let the neighborhood of a node u positioned at point pt(u) at time step t be the set of nodes whose positions are contained
in the disk D(pt(u), r). The neighborhood of u at time t is denoted Nt(u) and each node in Nt(u) is called a neighbor of node
u. A non-neighbor is a node u that is not in the set Nt(u). The set of non-neighbors of u is denoted Nct (u). A node u is isolated
at time step t if its neighborhood is empty, Nt(u) = ∅.
The set of neighbors of each node in V at time t induces an edge set (u, v) ∈ Et if and only if d(p(u), p(v)) ≤ r . The graph
(V , Et) is a unit disk graph [13]. Such graphs have been used extensively in the modeling of connectivity-based positioning
problem andwireless communication networks in general [8,14,9,15]. The nodemovement generates a set of edges Et , each
of which are associated with a time step t .
2.3. Node movement
The nodes are capable of changing their position over time. Node movement is modeled as a discrete-time system. Each
node makes a movement of length δ in a uniformly random direction between two consecutive time steps. The distance
δ can be interpreted as a speed of movement over a time step. This model of movement is known as a random flight in a
two-dimensional Euclidean space [16,17].
Themobility of the system of nodes positioned inR2 generates a discrete time stochastic point process X = {Xt : 0 ≤ t ≤
T }, where X0 is a Poisson point processwith intensity λ at time t = 0. Since the analysis will consider past node connectivity,
time step t is more recent than time step t + 1 and t = 0 is the most recent time step.
Random flights with random step sizes have also been studied in the literature [18]. It will be shown in Section 4 that
the bound provided by a fixed distance δ is also an expected lower bound for the random distance in the interval [0, δ].
3. Positional error
The node movement described by the model generates a sequence of unit disk graphs, which are the inputs to a
connectivity based positioning algorithm. While there is node distribution information assumed by the model it is non-
informative because bounded sets inR2 with equal size have the same probability for being the position of a fixed number of
nodes. The information in the disk graphs imply that the position cannot always be determined exactly, i.e. there is positional
error. A component of positional error which applies to all connectivity-based algorithms is defined in this section.
3.1. Stationary node case
Each neighbor node v ∈ N0(u) and its position p0(v) imposes a positional constraint on the position of node u, where
the subscript 0 refers to the current time t = 0. If the positions of the neighbors v ∈ N0(u) are known, then based on the
positional constraints, the set of feasible positions for node u is restricted to being within a distance r of the position of
each neighbor. Geometrically, each positional constraint takes the form of a disk D(p0(v), r) of radius r about the position
of a neighbor v. The set of feasible position assignments for node u is called the region of uncertainty [8]. The node u can
be assigned any point in this region and still be within a distance r of the position of each of its neighbors. A region of
uncertainty for a particular neighborhood configuration is illustrated in Fig. 1(b).
Given the positional uncertainty, there is a maximum distance y that node u can be moved from its current position,
in any direction, and still satisfy the positional constraints. Alternatively, the constraints can be perturbed by a distance y
and still admit the position for node u as feasible. The distance y is called the perturbation distance for node u. Informally
the perturbation distance is the amount of slack permitted by the positional constraints. Fig. 2(a) shows a perturbation of
6900 S. MacLean, S. Datta / Theoretical Computer Science 412 (2011) 6897–6912
(a) The neighborhood of a typical
node u.
(b) Region of uncertainty for a node u
derived from the positions of neighbors in
the neighborhood.
Fig. 1. Positional constraints from the neighborhood of a node u.
(a) An example of changing the posi-
tion of a node u by a distance y while
maintaining a distance of at most r to
each neighbor.
(b) The disk of indistinguishability for a
node uwith a radius y.
(c) The annular region of width y
about the position of a node u.
Fig. 2. Perturbation of node u that maintains the distance inequality between the position of node u and the position of each of its neighbors.
a node u to a new position that still satisfies each of the positional constraints. The perturbation distance will be used to
define a bound on the positional error incurred by any connectivity-based algorithm.
An equivalent concept to perturbation distance is the disk of indistinguishability for a node u, illustrated in Fig. 2(b). It is a
disk within which node u can be positioned and still satisfy all of the positional constraints. The region is disk shaped since
the objective is to find the maximum distance the node u can be perturbed in any directionwithout violating the positional
constraints. Equivalently, the radius of this disk shaped region is the shortest distance from the position of node u to the
boundary of the region of uncertainty. The true position of node u could be anywhere inside the disk and satisfy all of the
constraints so any algorithmwill be at least a distance y from a possible true position of node u based on the unit disk graph.
The disk of indistinguishability about p0(u) captures a set of position assignments for node u that are indistinguishable to
a connectivity-based positioning algorithm since each point in the disk of indistinguishability will induce the same unit disk
graph. This indistinguishable set of embeddings gives an adversary the power to choose different embeddings without the
algorithm’s knowledge. The disk of radius y guarantees that an adversary can always pick an embedding that has a distance
of at least y between the true position of a node and the position assigned by a connectivity-based positioning algorithm.
This necessitates the positional error of any connectivity-based positioning algorithm to be at least y.
The computation of the perturbation distance y for node u is the focus of the analysis. To facilitate this computation we
introduce the annular region: a region of a two-dimensional Euclidean space that is the set difference of two disks about
the same point. The width of an annular region is the difference in the radii of the two disks used in its construction. If the
width is y, then the annular region is denoted by A(y). The annular region is illustrated in Fig. 2(c). We are interested in the
maximumwidth of an annular region about the position of a node u that does not contain any neighbor positions. For, if the
position of a neighbor v ∈ N0(u) is contained in the annular region of width y, then the node u can be moved a distance y
away from its current position so that it is a distance greater than r away from the position of node v. This new position, after
the movement, would violate the constraints on the position of node u. Therefore to determine the perturbation distance
it is required to find the largest annular region that does not contain any of the neighbor positions. Note the perturbation
of a node does not correspond to a physical movement but rather a hypothetical movement to measure slackness of the
positional constraints.
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(a) The result of physically mov-
ing node u a distance s in random
direction.
(b) The empty annular region after the
movement of node u.
Fig. 3. Perturbation of node u that maintains the positional constraint between the position of node u and the position of each of its neighbors.
Each candidate position in the region of uncertainty has a perturbation distance. From the model there is a probability
associated with each position, so the perturbation distance is a random variable denoted by Y0. This random variable
represents the distance that a randomly selected node can be perturbed from its position and not violate any of the positional
constraints. Consider a bounded set A ⊂ R2 and let X0(A) be the number of neighbor node positions in the set A. The event
of at least one neighbor position occurring in the annular region of width y about the point p(u) is examined. Since the
perturbation distance Y0 is the distance a node can be perturbed without violating a constraint, we have (X0(A0(y)) > 0))
implying Y0 ≤ y. The event of at least one neighbor position in the annular region has probability
P[X0(A0(y)) > 0] = 1− P[X0(A0(y)) = 0]. (2)
So the probability distribution of Y0 can be computed from the probability of an empty annular region
FY0(y) = P[Y0 ≤ y] = 1− P[X0(A0(y)) = 0]. (3)
The expected perturbation distance, denoted E[Y0], is a bound on the minimum expected positional error incurred by
any connectivity-based positioning algorithm since any point within a distance E[Y0] of the true, albeit unknown, position
of a node is expected to satisfy all of the constraints.
3.2. Mobile node case
The above analysis of perturbation distance is for the current time step t = 0. Suppose the node is physically moved
a distance δ in one time step. The connectivity information from this step is now associated with time step t = 1. Using
these two constraints, the distance between the new position of node u and its neighbors is now less than or equal to r + δ.
Fig. 3(a) illustrates a physical movement of a node u, with each of its neighbors, encountered before the move, a distance of
at most r + δ from its new position.
After themovement, node umay no longer be neighbors with some of the nodes in the set N1(u). This change requires an
adjustment to preserve the validity of the positional constraints. Adopting the previous strategy, the annular region about
the current position of node u is considered. Since the positional constraints now impose a limit of r + δ on the distance
between the new position of node u and each of the nodes in the setN1(u), the annular region has been adjusted accordingly
as shown in Fig. 3(b).
After the physical move node u encounters a new neighborhood at its new position. Let the neighborhood of node u from
the last step be N1(u) and the neighborhood of node u from the current step be N0(u). The two neighborhoods are shown in
Fig. 4(a).
There are now two sets of positional constraints, one for each neighborhood. One set of constraints requires the current
position of node u to be within a distance r + δ of the positions of the nodes in the set N1(u). The other set of constraints
requires the current position of node u to be within a distance r of the positions of the nodes in the set N0(u). To find the
maximum perturbation distance ywhen the two sets of positional constraints are considered, an annular region is used for
each set of constraints as illustrated in Fig. 4(b).
Consider the annular regions about node u, A1(y) and A0(y) from the previous and current time steps, respectively. Let
X1(A1(y)) be the number of nodes from N1(u) with positions in the annular region of width y: A1(y) for time step 1, and
X0(A0(y)) be the number of nodes from N0(u) with positions in the annular region of width y: A0(y) for time step 0. The
probability of the event of no node positions in either of the regions is
P[X0(A0(y)) = 0, X1(A1(y)) = 0]. (4)
Then the probability that at least one of the annular regions of width y has at least one node position is
P[X0(A0(y))+ X1(A1(y)) > 0] = 1− P[X0(A0(y)) = 0, X1(A1(y)) = 0]. (5)
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(a) The introduction of a second
neighborhood, N0(u), after the
physical movement of node u.
(b) Two empty annular regions: one
for the positional constraints for step
1 and the other for the positional
constraints for step 0.
Fig. 4. The introduction of a second neighborhood produces two sets of positional constraints.
If random variables Y0 and Y1 are the perturbation distances corresponding to the constraints from time step 0 and time
step 1, respectively, Eq. (5) actually finds the minimum of Y0 and Y1. If Z1 = min{Y0, Y1} then X0(A0(y)) + X1(A1(y)) > 0
implies Z1 < y, and P[Z1 < y] = P[X0(A0(y))+ X1(A1(y)) > 0].
In general, for T physicalmovements of node u to reach its current position, the probability that at least one of the annular
regions of width y has at least one node position is
P[X0(A0(y))+ · · · + XT (AT (y)) > 0)] = 1− P[X0(A0(y)) = 0, . . . , XT (AT (y)) = 0] (6)
where the random variable Xt(At(y)) is the number of positions of nodes from the set Nt(u) at time t (t time steps before
the current time) contained in the annular region At(y). This generates a probability distribution over values of z, the width
of the annular region At(z) for all time steps t . Let random variable ZT be the width of the set of all annular regions where at
least one annular region contains the position of a neighbor:
ZT = min{Y0, . . . , YT }.
Then P[ZT < y] = P[X0(A0(z)) + · · · + XT (AT (z)) > 0], and the position and movement model assumptions generate
a distribution for ZT . The expected value E[ZT ] is a bound on the minimum expected positional error of any connectivity
based positioning algorithm in the case of T discrete isotropic movements of length δ to a current position. This intrinsic
component of positional error is the object of interest. It will be developed explicitly and the impact of node mobility on
positional error will be characterized.
4. Formulation of positional error
This section begins a comprehensive derivation of the bound on the minimum expected positional error of connectivity-
based positioning algorithms in mobile systems. Initially the expected value of ZT is found given a specific sequence of T
movements.
4.1. Positional constraints
The analysis considers a system with a set of nodes V located in a two-dimensional Euclidean space R2 and the distance
between two points p and q inR2, denoted d(p, q), is the Euclidean distance. The nodes are capable of changing their position
over time which is modeled in a discrete-time system. Each node makes an isotropic movement of length δ at time t .
The sequence of neighborhoods N0(u) . . .Nt(u) is used to impose constraints on the set of feasible positions for node u.
This type of constraint is referred to as a positive positional constraint since it specifies that the point p0(u) is within some
distance of another point.
Definition 1. The positions of the neighbor nodes v ∈ Nt(u) all satisfy the inequality d(p0(u), pt(v)) ≤ r + tδ. These
determine positive positional constraints for node u at time t . We use r+t to denote the distance r + tδ.
With respect to node u, the other nodes of the system can be distinguished between neighbors and non-neighbors. The
non-neighbors of node u can be used to derive positional constraints of a different form than those from neighbors of u.
Specifically, the minimum distance between node u and any of its non-neighbors at time t = 0 must be greater than r .
Since movement is constrained by δ between each time step a positional constraint from time step t > 0 can be preserved
by reducing the distance to the point by tδ. This type of constraint is referred to as a negative positional constraint since it
specifies the point p0(u) is not within some distance of another point. The inclusion of negative positional constraints can
reduce the size of the region of uncertainty. A discussion of the efficacy of negative constraints in practice is presented in
Section 5.
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Fig. 5. The inner and outer annular region of width yt about the position of a node u at time step t = 0.
Definition 2. The positions of the non-neighbor nodesw ∈ Nct (u) all satisfy the inequality d(p0(u), pt(w)) > r − tδ. These
determine negative positional constraints for node u at time t . We use r−t to denote the distance r − tδ.
Recall that the region of uncertainty is the set of feasible positions for a node that is defined by the positional constraints
[8]. Geometrically this is the set of points contained in the intersection of the disks formed by positive constraints minus the
union of disks formed by negative constraints. The largest set of indistinguishable points about point p0(u) is geometrically
realized as the disk D(p0(u), z) and was defined as the disk of indistinguishability in Section 3.
4.2. Composition of annular regions
We would like to find the perturbation distance z from point p0(u) so that neither the positive constraints nor the
negative constraints from any time step are violated. The annular region previously described is adjusted to accommodate
the inclusion of both the positive and negative constraints by having an inner annular region and an outer annular region.
The inner annular region at time t is the set A+t (p, yt) = D(p, r+t ) \ D(p, r+t − yt) and the outer annular region is the set
A−t (p, yt) = D(p, r−t +yt)\D(p, r−t ). Themodified annular region is shown in Fig. 5. Extending the reasoning fromSection 3, a
perturbation of distance yt does not violate any negative positional constraints at time t if the outer annular region of width
yt is empty and just as before, this perturbation distance does not violate any positive positional constraints if the inner
annular region of the same width is empty. The largest such region is the radius of the disk of indistinguishability.
The positions of the neighbors of node u at time t are contained in the disk D(pt(u), r) and therefore only a portion of
the inner annular region A+t (p0, yt) cannot contain any neighbor positions from time step t . Similarly the positions of non-
neighbors from time step t are not contained in the disk D(pt(u), r) and therefore some portion of the outer annular region
A−t (p0, yt) cannot contain any non-neighbor positions from time step t . The regions that cannot contain any neighbor or
non-neighbor positions are dependent on several variables: (i) the time step t , (ii) the resultant st which is the Euclidean
distance between the position pt(u) at time t and the position p0(u) at time 0, and (iii) the width of the annular region yt . In
this subsection the analysis is conditioned on the resultants {s1, . . . , st} but Section 4.5 analyzes these values and provides
an unconditioned result.
Let the region that cannot contain any neighbor positions from time step t be B+t (yt |st) = A+t (p0, yt) ∩ D(pt , r) and
the region that cannot contain any non-neighbor positions from time step t be B−t (yt |st) = A−t (p0, yt) \ D(pt , r). The sets
B+t (yt |st) and B−t (yt |st) are disjoint since neighbors from time step t are strictly contained in the disk D(pt(u), r)while non-
neighbors are not. Collectively the region that cannot contain any neighbor or non-neighbor positions from time step t is
Bt(yt |st) = B+t (yt |st) ∪ B−t (yt |st). (7)
There are many possibilities for embeddings which are consistent with the constraints and correspondingly there is a
wide range of perturbation distances. As the perturbation distance increases thewidth of the annular region grows. In terms
of the intersection of disks, there are three phases that are described in Tables 1–3, where the shaded region cannot contain
the position of any nodes. Each phase is associated with one of three types of regions: the empty set, a lune or a disk. The
size of each region is denoted by the function µ(·). Clearly µ(∅) = 0 and µ(D(r)) = πr2 for the empty set and the disk
regions respectively. The asymmetric lens L(r1, r2, s) is formed by the intersection of two disks D(r1) and D(r2) that are a
distance s apart and has a size [19]
µ(L(r1, r2, s)) = r21 arccos

s2 + r21 − r22
2sr1

+ r22 arccos

s2 + r22 − r21
2sr2

− 1
2

(−s+ r1 + r2)(s+ r1 − r2)(s− r1 + r2)(s+ r1 + r2).
The size of the asymmetric lens is used to calculate the size of a lune.
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Table 1
The intervals for r+t − yt and the corresponding regions when st < r .
Intervals r+t ≥ r+t − yt ≥ r + st r + st > r+t − yt > r − st r − st ≥ r+t − yt ≥ 0
Region ∅ D(pt , r) \ L(r, r+t − yt , st ) D(pt , r) \ D(p0, r+t − yt )
Illustration
Table 2
The intervals for r+t − yt and the corresponding regions when st ≥ r .
Intervals r+t ≥ r+t − yt ≥ r + st r + st > r+t − yt > st − r st − r ≥ r+t − yt ≥ 0
Region ∅ D(pt , r) \ L(r, r+t − yt , st ) D(pt , r)
Illustration
Table 3
The intervals for r−t + yt and the corresponding regions when st < r .
Intervals r−t ≤ r−t + yt ≤ r − st r − st < r−t + yt < r + st r + st ≤ r−t + yt <∞
Region ∅ D(pt , r) \ L(r, r−t + yt , st ) D(p0, r−t + yt ) \ D(pt , r)
Illustration
The function µ gives the size of the regions B+t (yt |st) and B−t (yt |st) for a particular annular width yt . These correspond
to the shaded regions illustrated in Tables 1–3. They describe the accumulation of area, accounting for the different regions
encountered over different values of yt . From the definition of a neighborhood the largest size of the set B+t (yt |st) isµ(D(r)).
Tables 1–3 describe specific regions of space that cannot contain node positions since otherwise positional constraints
will be violated.
4.3. Conditional expectation
Let X0 be a Poisson process with intensity λ. The probability of n node positions occurring in a bounded set A ⊂ R2 of
size µ(A) is given in Eq. (1).
Recall that in a given time step the step length due to movement between the starting and resting positions is δ. Let the
circle of radius r about point p be set of points C(p, r) = {q : d(p, q) = r}. The probability that a node positioned at q is
mapped to a point in the bounded set A ⊂ R2 is
k(q, A) =
∫
C(q,δ)∩A
1
2πδ
dq′. (8)
The probability kernel k(q, A) is consistent with the definition of node movements of fixed step length δ.
S. MacLean, S. Datta / Theoretical Computer Science 412 (2011) 6897–6912 6905
Themobility of the system of nodes positioned inR2 characterizes a discrete time stochastic point process X = {Xt : 0 ≤
t ≤ T } and X0 is a Poisson point process with intensity λ at time t = 0. This random sequence X is generated by repeated
transformations, beginning with the initial point process X0, where each point q is transitioned into a set Awith probability
k(q, A) [20].
Lemma 1. Let Xt be a Poisson process onR2 with intensity λ and suppose each point q of Xt is independently translated to a point
in the bounded set A ⊂ R2 with probability k(q, A). The resulting point process Xt+1 is a Poisson point process onR2 with intensity
λ. Since the intensity λ for X0 is an invariant measure of the probability kernel k(q, A) the process X is a stationary Markov chain.
Proof. The result follows from Theorem 48 in [20]. 
By Lemma 1, Xt is a Poisson point process and the dynamics of X are Markovian.
If the random variable Xt(Bt(yt |st)) is the number of node positions in the annular region of width yt at time t , then the
event Xt(Bt(yt |st)) = 0 is the event of no node positions in the annular region at time t . The probability of this event is
P[Xt(Bt(yt |st)) = 0|st ] = e−λ·µ(Bt (yt |st )). (9)
We are interested in the event of at least one neighbor occurring in the annular region of width yt . The probability of this
event is
P[Xt(Bt(yt |st)) > 0|st ] = 1− P[Xt(Bt(yt |st)) = 0|st ] = 1− e−λ·µ(Bt (yt |st )). (10)
Let random variable Yt be the perturbation distance for the positive and negative positional constraints originating from
time step t . The probability distribution for this variable is then
FYt (yt |st) = P[Yt ≤ yt |st ] = 1− e−λ·µ(Bt (yt |st )). (11)
The probability of at least one point in the region Bt(yt |st) defines the probability distribution of Yt , the expected
perturbation distance before violating at least one positional constraint at time t . Potentially there are constraints from
each time step and the bound requires that none of these constraints are violated by a common perturbation distance z.
Using Lemma 1, where Xt is Poisson and the process X is Markovian, an expression for the distribution of ZT follows.
Theorem 1. Given a sequence of resultants s1 . . . sT after T time steps, the distribution for the perturbation distance ZT is
FZT (z|s1 . . . sT ) = 1− e−λµ(B0(z)) ·
T∏
t=1
e−λµ(Bt (z)\Bt−1(z)) · e−λ

Bct (z)\Bt−1(z) k(q,Bt (z)∩Bt−1(z))µ(dq). (12)
Proof. If random variable ZT is min{Y0, . . . , YT } then it has the following probability distribution,
FZT (z|s1 . . . sT ) =
P[ZT ≤ z|s1 . . . sT ] =
1− P[X0(Bt(z|s0)) = 0, . . . , XT (BT (z|sT )) = 0].
By the Markov property from Lemma 1
P[X0(Bt(z|s0)) = 0, . . . , XT (BT (z|sT )) = 0] =
P[X0(Bt(z|s0)) = 0] ·
T∏
t=1
P[Xt(Bt(z|st)) = 0|Xt−1(Bt−1(z|st−1)) = 0].
Now the event
[Xt(Bt(z|st)) = 0|Xt−1(Bt−1(z|st−1)) = 0] (13)
occurs when the regions Bt(z) \ Bt−1(z) and Bt(z) ∩ Bt−1(z) contain no nodes. The probability
P[Xt(Bt(z) \ Bt−1(z)) = 0] = e−λµ(Bt (z)\Bt−1(z)) (14)
follows from the stationarity of the Poisson process with intensity λ. The probability
P[Xt(Bt(z) ∩ Bt−1(z)) = 0|Xt−1(Bt−1(z)) = 0] = e−λ

Bct (z)\Bt−1(z) k(q,Bt (z)∩Bt−1(z))µ(dq) (15)
where Bct (z) is the complement of region Bt(z) and k(q, Bt(z) ∩ Bt−1(z)) is the probability that point q is transitioned into
region Bt(z) ∩ Bt−1(z). Putting the factors together establishes the result. 
Further details of transformations of the Poisson point process and the techniques of Theorem 1 are given in Theorem 48
and its subsequent discussion in [20].
Corollary 1. The expected perturbation distance ZT conditional on the resultants s1 . . . sT is
E[ZT |s1 . . . sT ] =
∫ a
0
z · F ′ZT (z|s1 . . . sT )dz. (16)
The limit on the integration is a = r+T , the reasoning for which is discussed in Section 7.
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Fig. 6. Random Flight: distance from the current position p0(u) of node u after three steps of length δ.
4.4. The case of stationary nodes
When nodes are stationary the embedding remains unchanged over time since δ = 0 and all historical positional
information becomes redundant. This case was illustrated in the beginning of Section 3. With no past information we have
FZ0(z) = P[Z0 ≤ z] = 1− P[X0(B0(z)) = 0] = 1− e−λµ(B0(z)) = 1− e−λ4πz (17)
and the expectation is then
E[Z0] =
∫ a
0
z · F ′Z0(z)dz (18)
where a = r+0 = r . When the communication region are scaled to unit size, the particularly pleasing expression for the
expected perturbation distance,
E[Z0] = 14πrλ −
e−4πrλ
1− e−4πrλ (19)
is obtained for the bound on positional error [10].
We have initially conditioned on the resultant st which is the Euclidean distance the node has traveled between time
step t and time step 0. The closer the position of node u at time t is to the position of u at time step 0, the less impact a
positional constraint from t will have on the perturbation distance. The probability distribution over these distances is a
critical component of the analysis and will be developed next.
4.5. Unconditional expectation
The previous section derived a bound on the expected size of the radius of the disk of indistinguishability, conditional on
the sequence of resultants {s1, . . . , st} between node u’s current position p0(u) at time step t = 0 and its position pt(u) at
time step t . The distance st is a critical part of the bound. To seewhy recall that the current position p0(u) is within a distance
r+t of the position of node u’s neighbors at time t and not within a distance r−t of the positions of its non-neighbors. If the
distance st between point p0(u) and point pt(u) is small then the positional constraints could be quite slack, especially for
large t and δ. The positional constraint is slackened by a small distance st in the sense that it requires a greater perturbation
distance to violate the constraint. On the other hand, a distance st that is close to tδ is a tenser (less slack) positional constraint
since a relatively smaller perturbation distance is needed for a constraint violation.
Recall themovementmodel from Section 2, where during each time step a node alters its position bymaking an isotropic
movement of a fixed length δ. The model is referred to as a random flight in a two-dimensional Euclidean space [16,17]. The
distance st from the originating position is the resultant after t movements and the change in distance st+1 − st between
time step t and t + 1 is called the displacement. The movement model implies the resultant at time step t + 1 is dependent
on the resultant from time step t . The illustration in Fig. 6 demonstrates three movements of a random flight.
Let random variable St be the resultant after t steps. The resultant is determined bymovements of a fixed step length and
uniformly random direction in each time step. Consequently the probability distribution for the distance from the current
position depends on a single random variable, the direction of movement. The random flight problem has been well studied
and we give the probability distribution for St below.
Lemma 2 (Dutka, [16]). The probability distribution for the resultant St of a random flight after t steps of fixed length δ is given
by
P[St ≤ s] = FSt (s) = s
∫ ∞
0
J1(su)J0(δu)tdu, (20)
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Fig. 7. Positive and negative displacements.
and the density function is then
F ′St (s) = fSt (s) = s
∫ ∞
0
uJ0(su)J0(δu)tdu, (21)
where J0 and J1 are Bessel functions of the first kind.
After taking themarginal expectation over the random variables S1, . . . , ST , the unconditional expectation of Z for a fixed
T is given by Theorem 2.
Theorem 2. The expected perturbation distance after a sequence of T steps of fixed length δ under the random flight model is
E[Z] =
∫ Tδ
0
fST (sT ) · . . .
∫ 2δ
0
fS2(s2) ·
∫ 1δ
0
fS1(s1) · E(Z |s1 . . . sT )ds1

ds2

. . . dsT , (22)
where E(Z |s1 . . . sT ) is given in Eq. (16).
Corollary 2. The minimum expected positional error incurred by any connectivity-based positioning algorithm after a sequence
of T isotropic steps of fixed length δ is the expected perturbation distance given in Theorem 2.
Theorem 2 also for a random flight with random step lengths on the interval [0, δ], a more general model.
Theorem 3. From time steps t and t + 1, let random variable∆t+1 be the displacement after a step of fixed length δ in a random
direction and let random variable ∆∗t+1 be the displacement after a uniformly random step length between zero and δ. For a
distance s from the origin, we have two resultants St = s+∆t and S∗t = s+∆∗t . Then E[St ] ≥ E[S∗t ].
Proof. There are two types of displacement, a positive displacement where the distance from the original position is
increased, and a negative displacement where the distance to the original position is decreased. The strategy for the proof
is to pair each negative displacement with a corresponding positive displacement of equal size. After accounting for all of
the offsetting displacements, it will be shown that the remaining displacements are all positive.
Consider Fig. 7. The symmetry of the resultant only requires us to look at angles between 0 and π .
Let point A be the original position and point B the current position after t steps. The length of the line AB is s and the
radius of the circle about B is δ. The circumference of the circle is the set of next possible positions after a move of length δ
from point B. Since S1 is clearly at least as large as S∗1 we can assume t > 1.
Point F is on the circumference of the circle so that the line AF is of length s and the line BF of length δ, the radius of
the circle. Angle ̸ ABF yields a displacement of zero with step length δ since line AB equals line AF . The resultant for the
uniformly random step length is the line from any point on BF to point A.
Consider the angle ̸ ABC less than or equal to angle ̸ ABF . Each such displacement has a corresponding displacement
in the ‘‘mirror’’ triangle △A′BF about the line BF . The displacements along the equal length arcs FBA and FBA′ on the circle
account for all negative displacements, each of which has corresponding positive displacements of equal size. The remaining
displacements in the final portion of the semi-circle are positive.
Since angles are uniformly distributed and for a fixed step length δ there are more angles with positive displacements
than negative displacements, E[St ] ≥ E[S∗t ]. 
Theorem 3 reveals that it is indeed the case that the expected size of the resultant St with fixed step lengths δ is at least
as large as the expected size of the resultant S∗t using uniformly random step lengths. Though the random flight defined
in Section 2 uses fixed step lengths δ, Theorem 3 implies that the result also applies to a random flight with random step
lengths on the interval [0, δ]. Additionally the proof of this theorem illustrates how forward progress occurs in a random
flight.
By Theorem 3 it can be inferred that the expected perturbation distance given by Eq. (22) is understated since taking
a movement of maximum length δ each time yields a larger resultant than a uniformly random movement length. The
expected distance from the initial position after t movements of fixed length δ is δ
√
t [21]. Comparing the expected distance
with the annular region for time step t indicates a growing gap between the neighborhood and the boundary of the annular
region, requiring a larger perturbation to violate a constraint (see Fig. 3(b)). Since ZT is the minimum this suggests there
is a limit to the usefulness of past positional information. The effect of historical information on the bound is analyzed in
Section 6.
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(a) Step length δ = 0.2. (b) Step length δ = 0.4.
Fig. 8. The value of historical information for various step lengths δ.
5. Analysis of the positional error
The expressions for the expected perturbation distance E[ZT ] in Eq. (22) depends on themodel parameters: the intensity
λ, step length δ, and the number of time steps T . This equation provides a mechanism for evaluating the impact of model
parameters on the bound on positional error. The equation is not amenable to symbolic manipulation, therefore we proceed
with a numeric evaluation of Eq. (22) for various settings of λ, δ and T .
The use of negative positional constraints in practice has previously been questioned [22,23]. The central criticism follows
from the fact that the absence of receivedmessages between twonodes does not imply they are notwithin a distance r of one
another. The two most commonly offered examples are environmental obstacles that interfere with radio communication
and anisotropic antenna configurations. These situations can incorrectly turn a positive positional constraint into a negative
positional constraint. Atmospheric conditions can also affect radio signal propagation. Stationary node settings offer the
possibility of correcting misidentified positional constraints due to atmospheric conditions by repeated transmissions.
However systems of mobile nodes make potential correction of misidentified positional constraints less likely since the
communication links are constantly changing. In this evaluation of model parameters we do not make use of negative
positional constraints.
If a system is designedwhere negative constraints are removed from consideration the bound can be adapted by changing
the region devoid of node positions from Bt(yt |st) = B+t (yt |st) ∪ B−t (yt |st) to the region B+t (yt |st) in the probability
distribution given in Eq. (12).
A key component in Eq. (12) is the size regions B+t (z) and B+t−1(z) and set operations on those regions. The expressions
have been evaluated in Mathematica using numerical integration techniques in order to compute the distribution of the
perturbation distance ZT .
Fig. 8 plots the minimum expected positional error of a connectivity-based positioning algorithm for T steps of
positioning history using positive positional constraints. Since we are comparing the effect of added historical positional
information, the base case used for comparison where there is no positional history requires the existence of a neighbor at
time step t = 0. Therefore we condition on the existence of at least one neighbor in the most recent time step
FZT (z|X0(B+0 (r)) > 0), (23)
which allows for comparison with the minimum expected positional error when there is no positional history.
Based on the graphs depicted in Fig. 8 we can draw the following observations about the impact the inherent positional
error of connectivity-based positioning algorithms for mobile systems:
• Small step lengths δ result in tenser historical constraints making them especially useful at low node densities. The
discussion from the end of Section 4.5 adds further insight to this observation.
• Past positional information beyond a few time steps is of little benefit in reducing the inherent positional error of a
connectivity-based positioning algorithm. This is primarily a consequence of the slackening of positional constraints due
to movement and is analyzed in greater detail in the Section 6.
Fig. 9 gives a better illustration of the impact small step lengths have on the expected perturbation distance. Initially a
decrease in E[Z] occurs with small step lengths but as the step size grows the expected perturbation distance eventually
does as well. The J-curve shape in the graph that appears within a small range of step lengths is an empirical observation
previously made of positioning algorithms in mobile systems [23–28]. This correspondence to the empirical observations
indicates that, beyond bounding the minimum positional error of connectivity-based positioning algorithms, the analysis
has value in predicting the behavior of these algorithms. The larger step sizes add more slack to past positional constraints
making them less beneficial for reducing positional error.
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(a) Intensity λ = 0.2. (b) Intensity λ = 0.4.
Fig. 9. The impact of node speed on the expected perturbation distance for T = 3.
(a) The gap yt at time step t using positive positional
information.
(b) The gap yt at time step t using
negative positional information.
Fig. 10. The gap yt at time step t . The gap corresponds for the first phase of the growing inner and outer annular region where the size of region Bt (yt ) is
zero.
6. Number of useful time steps T
The added value of historical positioning information T is of particular interest so this section analyzes the usefulness of
past positional information to a connectivity-based positioning algorithm.
Let random variable Yt be the perturbation distance (using both positive and negative positional information) for time
step t and ZT = min{Y0, Y1, . . . , YT }. The distance from the origin after t time steps is random variable St .
The gap for time step t is the annular region of width yt where there is probability zero of violating a positional constraint
due to the region Bt(yt) having zero size. The gap corresponds to the interval described in the first panel of Tables 1–3. Now
consider Fig. 10 that depicts the gap for positive and negative information. The gap y for positive information is r+t − (s+ r).
From the definition of positive information r+t = r+tδ sowe have r+tδ−s−r = tδ−s. The gap yt for negative information
is r − (s+ r−t ). From the definition of negative information r−t = r − tδ so we have r − s− (r − tδ) = tδ − s.
Since the width of the annular region on the interval [0, tδ − st ] is the gap where there is zero probability of violating a
constraint we have P[Yt > tδ − st ] = 1. This gap can be used to put a limit on the number of useful time steps since, if the
gap at time t is larger than the perturbation distance, the constraint information from time t is not violated.
For the sequence {Y0, . . . , YT } let Zt = min{Y0, . . . , Yt}, the minimum of the first t + 1 elements of the sequence. The
random variable
Wt = ((t + 1)δ − St+1)− Zt (24)
is the difference between the gap at t+1 and theminimumperturbation distance Zt up to time step t . We have the following
stochastic ordering result onWt .
Theorem 4. P[Wt ≤ w] ≤ P[Wt+1 ≤ w] for eachw.
Proof. Let us considerWt −Wt−1, then from Eq. (24) we can write
Wt = Wt−1 + (St − St+1 + δ)+ (Zt−1 − Zt). (25)
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Table 4
The probability ofW1 ≥ 0 using only positive positional constraints for various values of λ and δ.
Node density λ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Fi
xe
d
st
ep
le
ng
th
δ
0.20 0.31 0.34 0.36 0.37 0.39 0.43 0.45 0.48 0.50 0.52
0.30 0.35 0.43 0.46 0.48 0.49 0.50 0.53 0.55 0.57 0.61
0.40 0.46 0.47 0.54 0.55 0.56 0.57 0.59 0.62 0.64 0.65
0.50 0.49 0.53 0.56 0.58 0.61 0.63 0.64 0.65 0.67 0.68
0.60 0.52 0.54 0.58 0.61 0.62 0.64 0.66 0.68 0.71 0.73
0.70 0.54 0.55 0.61 0.62 0.63 0.67 0.68 0.73 0.72 0.76
0.80 0.56 0.58 0.62 0.64 0.67 0.70 0.71 0.72 0.73 0.76
0.90 0.57 0.59 0.63 0.65 0.68 0.71 0.72 0.74 0.75 0.77
1.00 0.58 0.61 0.65 0.66 0.68 0.71 0.73 0.75 0.76 0.78
Since the minimum of {Y0, . . . , Yt−1} can only decrease with inclusion of more time steps from the sequence we obtain
the following inequality for eachw
P[Wt ≤ w] ≤ P[Wt−1 + (St − St+1 + δ) ≤ w]. (26)
The smallest displacement between consecutive time steps t and t + 1 is−δ so
P[Wt ≤ w] ≤ P[Wt−1 ≤ w] (27)
which establishes the claim. 
Theorem 4 implies that the difference between the gap and perturbation distance can only grow with the number of
time steps t . Since the eventWt ≥ 0 occurs when the perturbation distance Yt for time step t does not exceed the gap at t
meaning that time step t , or any time step thereafter, cannot be the time step where a constraint was violated. If for a some
value of t there is a high probability of the eventWt ≥ 0 then we can stop gathering past positional information.
Since random variables Zt and St+1 are independent the probability distribution for random variableWt can be described
by the convolution of their respective distributions,
FWt (w) = P[Wt ≤ w] =
∫ r+t
0
[∫ (t+1)δ
(t+1)δ−z−w
fSt+1(s)ds
]
fZt (z)dz. (28)
Consider initially the random variable W1: the difference between the perturbation distance up to time one and the
gap at time two. The distribution of the resultant S2 after two steps of length δ, which is a component of W1, is given by
Proposition 1.
Proposition 1 (Hughes, [17]). The probability distribution for the resultant S2 after two steps of fixed length δ is
FS2(s) =
2
π
arcsin
 s
2δ

(29)
and the density function for the resultant S2 is then,
F ′S2(s) = fS2(s) =
2
π
1√
4δ2 − s2 , 0 < s < 2δ. (30)
Since the resultant S1 takes a value of δ with probability one, from Eq. (12), the probability distribution of Z1 is
FZ1(z) = FZ1(z|δ). (31)
The distribution forW1 is given by the convolution of Z1 and S2,
FW1(w) =
∫ δ+r
0
[∫ 2δ
2δ−z−w
fS2(s)ds
]
fZ1(z)dz. (32)
Eq. (32) is a distribution that can be evaluated at various values of λ and δ to calculate the probability of the eventW1 ≥ 0.
Table 4 contains the probabilities for this event while Table 5 shows the probabilities for the eventW2 ≥ 0.
Examining Table 4 we can see that most of the timeW1 ≥ 0 after just two time steps. For smaller values of λ and δ the
positional error may be reduced with additional time steps. However, as shown in Table 5, the probability that positional
information is beneficial beyond three time steps is even less likely. If positional information is markedwith the timewhere
itwas acquired, the algorithmdesigner could find this information of practical value since it suggests a limit on theusefulness
of past positional information.
7. Discussion
In addition to bounding the minimum expected positional error of connectivity-based positioning algorithms in mobile
settings, the analysis highlights some important characteristics of such a system that are valuable for algorithm design. An
example application for positioning is given followed by some observations that could impact the design of a solution.
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Table 5
The probability ofW2 ≥ 0 using only positive positional constraints for various values of λ and δ.
Node density λ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Fi
xe
d
st
ep
le
ng
th
δ
0.20 0.54 0.57 0.61 0.66 0.69 0.71 0.73 0.75 0.78 0.80
0.30 0.63 0.67 0.72 0.74 0.77 0.79 0.81 0.83 0.84 0.86
0.40 0.72 0.75 0.78 0.81 0.82 0.85 0.86 0.88 0.90 0.92
0.50 0.73 0.75 0.79 0.82 0.84 0.86 0.88 0.89 0.90 0.92
0.60 0.75 0.79 0.81 0.83 0.86 0.89 0.90 0.91 0.92 0.92
0.70 0.77 0.80 0.82 0.83 0.86 0.90 0.91 0.92 0.92 0.94
0.80 0.77 0.80 0.84 0.85 0.88 0.91 0.92 0.93 0.94 0.95
0.90 0.78 0.81 0.84 0.87 0.89 0.92 0.93 0.94 0.95 0.96
1.00 0.80 0.82 0.85 0.89 0.90 0.91 0.93 0.94 0.95 0.96
7.1. Example of the model
An application of connectivity-based positioning that helps put themodel from Section 2 into context is wildlife tracking
[1,29]. In this scenario the unknown positions of animals are estimated and recorded over a period of time so that their
behavior can be studied — an application of interest in the field of ecology.
One mechanism available to solve this position estimation problem is to position a network of wireless devices. Tiny
computing devices called sensors are attached to animals, associating an animal with a device. To make the devices
small enough to be unobtrusive, they are equipped with small batteries necessitating a solution that has small resource
requirements. Each device communicates wirelessly via a radio by the exchange of messages with its neighbors. The radio
has a limited message transmission range. The message passing allows a device to learn of its neighbors and non-neighbors.
Random walks have been used to model animal movement in mathematical ecology [30].
A variety of connectivity-based positioning algorithms have been proposed in the literature [31,32,23,24,15]. The
aforementioned wildlife tracking application has each device determine connectivity information locally by the exchange
of messages with its neighbors. The determination of connectivity information via message passing is well suited to a
distributed connectivity-based positioning algorithm designed for mobile systems [23,24,15].
7.2. Observations from the model
From themodel previously defined in Section 2we canmake several observations that impact the design of connectivity-
basedpositioning algorithms. Recall that themodel states that the connectivity graph is determined locally and therefore any
positional constraintsmust be disseminated to other nodes by the exchange ofmessages. This implies that the determination
of positional constraints must be performed in a distributed manner which has consequences for positioning algorithms.
Some of these consequences are discussed in the following observations.
Observation 1 (Necessary Neighbor Condition). In time step t, at least one neighbor is required to find non-neighbors at this
step.
If a node is isolated it cannot communicate with other nodes and therefore cannot learn of the existence of any non-
neighbors.
Observation 2. Negative constraints that do not affect the size of the feasible set are redundant.
This observation ensures that, since Observation 1 states that we needed a neighbor in step t to get negative information
from step t , we need not worry about negative constraints that are greater than 2r away from the node position at step t .
Observation 3. Only themost recently obtained negative constraints froma specific non-neighbor are useful since themost recent
negative constraint derived from a non-neighborw makes previous negative constraints derived from nodew redundant.
This final observation requires more justification. The movement model defined in Section 4 is independently applied to
each node. Suppose a negative positional constraint exists from non-neighborw at point p0(w) at time step 0. If tδ ≥ r then
the observation holds because the reduction of the constraint due to movement makes it non-existent by the definition of
a negative positional constraint. Otherwise tδ < r and the position pt(w) is within a distance r of point p0(w). Since the
constraint is reduced to account for movement of t steps, the disk of radius r−t about point pt(w) is contained in the disk
D(p0(w), r) and therefore the past negative constraint derived from node w at time step t is made redundant by the more
recent positional information from time step 0.
Recall that in Section 4 we set the limit on integration a = r+t . Observation 1 justifies the assignment a = r+t as an upper
limit on the size of the perturbation distance z in step t . Observations 1–3 can be used to tighten the bound by removing
positional constraints that are impossible to determine via message passing.
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7.3. Concluding remarks
This work has investigated the problem of node positioning using connectivity-based positional constraints. We have
demonstrated the problem can be analyzed using probabilistic techniques with disk graphs and have characterized a
fundamental component of the problem: the slackness of positional constraints in both stationary andmobile node systems.
The slackness of the constraints places limits on minimum positional error possible for any connectivity-based positioning
algorithm.
Nodemobility is an important aspect of a system that complicates positioning algorithms because the node positions and
constraints are always changing. While mobility adds more positional constraints by adjustments made to past constraints,
and indeed these past constraints can reduce positional error, our analysis shows that there is clearly a limit to the benefit
of this type of information. The increasingly marginal improvements in positional error from this type of constraint is
introduced by added slack in constraints due to node movement.
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