2 situations the regression method used can significantly affect the resulting 26 palaeoclimatic interpretations. Furthermore, to understand the uncertainties in the 27 results, it is necessary to quantify the errors involved in calibration. Studies in which 28 isotopic data are converted rarely address these points, and a better understanding of 29 the calibration process is needed. This paper compares regression methods employed 30 in recent publications to calibrate isotopic data for palaeoclimatic interpretation and 31 determines that least-squares regression inverted to x = (y -b) / a is the most 32 appropriate method to use for calibrating causal isotopic relationships. We also 33 identify the main sources of error introduced at each conversion stage, and investigate 34 ways to minimise this error. We demonstrate that larger sample sizes substantially 35 reduce the uncertainties inherent within the calibration process: typical uncertainty in 36 temperature inferred from a single sample is at least ±4ºC, which multiple samples 37 can reduce to ±1-2ºC. Moreover, the gain even from one to four samples is greater 38 than the gain from any further increases. We also show that when converting 39 δ 18 O precipitation to temperature, use of annually averaged data can give significantly less 40 uncertainty in inferred temperatures than use of monthly rainfall data. Equations and 41 an online spreadsheet for the quantification of errors are provided for general use, and 42 could be extended to contexts beyond the specific application of this paper. 43
Palaeotemperature estimation from isotopic data can be highly informative for 44 our understanding of past climates and their impact on humans and animals. However, 45
for such estimates to be useful, there must be confidence in their accuracy, and this 46 includes an assessment of calibration error. We give a series of recommendations for 47
Introduction 57
Oxygen isotope analysis of bioapatite in vertebrate remains (bones and teeth) and 58 shell carbonates in terrestrial and marine invertebrates are commonly used to address 59 questions on palaeoclimate, palaeoecology and palaeotemperature from the Eocene to 60 the recent past (e.g. FRICKE et al., 1995; LÉCOLLE, 1985 ; VAN Table 1 ). Similarly for 200 temperature, where the values of r 2 are 0.6 or smaller (Table 1) Figure 1D ). The best argument for this assumption is that x and y are 273 treated symmetrically in the minimisation, and thus calibrations produced using RMA 274 12 do not depend on whether the data is transposed or not. It is not an appropriate 275 assumption, however, when most of the misfit is probably due to natural variability in 276 y. 277 278
Direction of causality 279
The symmetry of RMA analysis between x and y, and the acknowledgement of error 280 in both axes, suggests that it may be appropriate in situations where the two variables 281 are co-dependent on other causes, and it seems arbitrary which variable is placed on 282 which axis. uncertainties that are inevitably associated with reconstructions based on least-squares 314 regressions, and these are not always quoted. In this section we discuss the nature of 315 the statistical uncertainties, explain how they can be calculated and conclude with two 316 key equations 5 and 6 that may be used for error estimation in the conversions Z1 and 317 Z2. In the next section we then illustrate the use of these equations by way of case 318 studies. 319
The uncertainties in conversions may be divided into two main categories: (1) 320 those concerning the initial calibration by estimation of the line of best fit for the 321 population from a finite dataset and (2) those concerning the natural variation of new 322 samples around the line. Both are ultimately due to the fact that there is a natural 323 spread of data around any correlation that cannot therefore be described as providing a 324 14 direct prediction of y from x. This is often due to the impact of other external factors, 325 for example, the impact of humidity, evapotranspiration effects or intra-population 326 centred around x = 0 (which is sometimes known as the lever effect). 363
We now apply this model to assess the magnitude of the errors in categories 364
(1) and (2) when evaluating data using an inverted calibration equation 
