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A PROOF OF THE REFINED CLASS NUMBER FORMULA OF
GROSS
MINORU HIROSE
Abstract. In 1988, Gross proposed a conjectural congruence between Stick-
elberger elements and algebraic regulators, which is often referred to as the
refined class number formula. In this paper, we prove this congruence.
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1. Introduction
1.1. The conjecture of Gross. Let F be a totally real field and K a finite abelian
extension of F . Let S and T be disjoint finite sets of places of F such that S contains
all the infinite places and all places ramifying in K/F . We assume that
ker(µK →
∏
p∈T
K
(OK/p)×) = {1}
where µK is the group of roots of unity in K and TK is the set of places of K lying
above places in T . Put G := Gal(K/F ). Let Gv ⊂ G be the decomposition group
at v ∈ S. Let ΘS,T,K ∈ Z[G] be the Stickelberger element. Define the (S, T )-ideal
class group by
ClS,T := coker(F
×
(T )
⊕
ordw−−−−−→
⊕
w/∈S∪T
Z)
where F×(T ) is the group of elements of F
× which are congruent to 1modulo all places
in T . Put hS,T := #ClS,T . We write O×S,T for the group of S-units of F which are
congruent to 1 modulo all places in T . Put r := #S−1 and S = {v0, . . . , vr}. From
the condition, O×S,T is a free abelian group of rank r. Take a Z-basis 〈u1, . . . , ur〉
of O×S,T such that (−1)#T det(− log |ui|vj )1≤i,j≤r > 0. Put I := ker(Z[G] → Z).
Define RG,S,T ∈ Ir/Ir+1 by
RG,S,T := −hS,T det(recvi(uj)− 1)1≤i,j≤r
where recv is the composite map F
× → F×v → Gv ⊂ G. In this paper, we prove
the following congruence.
Theorem 1 (conjectured by Gross in [6, Conjecture 4.1]).
ΘS,T,K ≡ RG,S,T (mod Ir+1).
This congruence is an analogue of (S, T )-version of Dedekind’s class number
formula
lim
s→0
s−rζF,S,T (s) = −hS,T det(− log |ui|vj )1≤i,j≤r .
Let H be the maximal abelian unramified extension of F such that all the places in
S split completely at H . Assume that H ⊂ K. Put IGv := ker(Z[G] → Z[G/Gv]),
IGH := ker(Z[G] → Z[Gal(H/F )]), and nS,T := − hS,T#Gal(H/F ) ∈ Z. We lift RG,S,T
to (
∏
v∈S\{v0} IGv )/(IGH
∏
v∈S\{v0} IGv ) by
RG,S,T := nS,T
∑
c∈Gal(H/F )
[c] det(recvi(uj)− 1)1≤i,j≤r.
In fact, we prove the following stronger claim.
Theorem 2.
ΘS,T,K ≡ RG,S,T (mod IGH
∏
v∈S\{v0}
IGv ).
Throughout this paper, we assume that F 6= Q since it is already known that
Theorem 2 holds for F = Q [1][2].
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1.2. The enhancement of the conjecture of Gross. For a place p of F , we
denote by ch(p) the residue characteristic of p. Let us consider the case of T = {q}
where q is the primed ideal of F such that ch(q) ≥ [F : Q] + 2. For a finite
place v not in S, we put Jv := O
×
v where Ov is the maximal compact subring of
Fv. For a finite place v in S, we fix an enough small open subgroup Jv of O
×
v
such that Jv ⊂ ker(F×v recv−−→ Gv). For an infinite place v of F , we denote by Jv
the identity component of F×v ≃ R×. We put Nv := F×v /Jv, NF := A×F /
∏
v Jv,
and NS :=
∏′
v/∈S Nv. For v ∈ S, we put Iv := ker(Z[NF ] → Z[NF /Nv]). We
write rec for any homomorphism induced from the reciprocity map. We put IH :=
ker(Z[NF ]
rec−−→ Z[Gal(H/F )]). Take a Z-basis 〈u1, . . . , ur〉 of O×S,{q} such that
− det(− log |ui|vj )1≤i,j≤r > 0. Define Rˆq ∈ Iv1 · · · Ivr/IHIv1 · · · Ivr by
Rˆq := nS,{q}
∑
c∈NS/F×
[c] det(fvi(uj)− 1)1≤i,j≤r
where fv is the composite map F
× → F×v → Nv → NF . Then we have rec(Rˆq) =
RG,S,{q}. We put IF× := ker(Z[NF ]→ Z[NF /F×]). In this paper, we construct an
element ΘˆS,q,S\{v0} of (
∏
v∈S\v0 Iv)/(IF×
∏
v∈S\v0 Iv) which is mapped to ΘS,{q},K
by rec. The following theorem is an enhancement of the T = {q} case of Theorem
2.
Theorem 3. We have
ΘˆS,q,S\{v0) ≡ Rˆq (mod IH
∏
v∈S\{v0}
Iv).
The most part of the proofs of Theorem 2 and Theorem 3 overlaps. Theorem 3
is also important as a special case of more generalized conjecture.
1.3. Shintani data. In this paper, we introduce the notion of Shintani data, which
plays an important role in the proofs of 2 and 3. Fix F,K, S, (Jv)v as in the previous
two subsections, and fix a prime ideal q of F such that q /∈ S and ch(q) 6= 2. Let V
be a subset of S. In this paper, we define the category of Shintani data on V . A
Shintani datum on V is a quadruple (B,L, ϑ,m) satisfying certain conditions. We
call m ∈ Z>0 an integrality of this Shintani datum. For a subset V ′ of V , we can
naturally define a functor |V ′ from the category of Shintani data on V to that on
V ′. For each proper subset V of S and a Shintani datum Sh on V , we construct
a special element QN (Sh) ∈ (∏v∈V Iv)/(IF×∏v∈V Iv). Then QN (Sh) satisfy the
following properties.
(i) If the integrality of Sh is m then rec(QN (Sh)) = mΘS,{q},K.
(ii) Let Sh1 and Sh2 be Shintani data, whose integrality are m1 and m2, re-
spectively. If there exists a morphism from Sh1 to Sh2, then
m
m1
QN (Sh1) =
m
m2
QN(Sh2) (m := lcm(m1,m2)).
To illustrate the importance of Shintani data, let us sketch the proof of Theorem
3 for example. Assume that ch(q) ≥ [F : Q] + 2. We construct a Shintani datum
Shv0 on S \ {v0} whose integrality is 1, and define ΘˆS,q,S\{v0) by QN (Shv0). We
also construct a Shintani datum Sh⋄ on S whose integrality is ch(q)[F :Q]. In this
paper, we introduce a technique to compute
QN (Sh|S\{v0}) mod IF×Iv1 · · · Ivr + Iv0 · · · Ivr
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for a general Shintani datum Sh on S. By using this technique, we prove the
following formula
QN (Sh⋄|S\{v0}) ≡ ch(q)[F :Q]Rˆq (mod IF×Iv1 · · · Ivr + Iv0 · · · Ivr ).
To relate QN (Shv0) and QN (Sh⋄|S\{v0}), we construct a Shintani datum Shv0,⋄ on
S\{v0} whose integrality is ch(q)[F :Q], and morphisms Shv0 → Shv0,⋄ ← Sh⋄|S\{v0}.
Hence we obtain
ch(q)[F :Q]ΘˆS,q,S\{v0) ≡ ch(q)[F :Q]Rˆq (mod IF×Iv1 · · · Ivr + Iv0 · · · Ivr ),
which implies Theorem 3.
1.4. The outline of the proof. Fix F , K, S = {v0, . . . , vr} and (Jv)v. Let ΘS,K
be the S-modified Stickelberger element. We put δT :=
∏
p∈T (1−N(p)σ−1p ). Then
we have ΘS,T,K = δTΘS,K . If S∩T = ∅ and there exists q ∈ T such that ch(q) 6= 2,
then the regulator
RG,S,T ∈ (
∏
v∈S\{v0}
IGv )/(IGH
∏
v∈S\{v0}
IGv )
is well-defined.
We prove Theorem 2 and Theorem 3 by the following steps.
(i) +3
 
(ii) +3 (iii) +3 (iv) +3 (ix,Theorem 2)
(v) +3

(vi) +3
"*▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
(vii) +3 (viii)
4<
♣♣♣♣♣♣♣♣♣♣
♣♣♣♣♣♣♣♣♣♣
(x) +3 (xi) +3 (xii,Theorem 3)
where
(i) For a prime ideal q of F such that q /∈ S and ch(q) ≥ [F : Q] + 2, we
construct a Shintani datum Shv0 on S \ {v0} whose integrality is 1.
(ii) From (i), for all prime ideals q of F such that q /∈ S and ch(q) ≥ [F : Q]+2,
we have
ΘS,{q},K ∈
∏
v∈S\{v0}
IGv .
(iii) From (ii), we have ΘS,T,K ∈
∏
v∈S\{v0} IGv since {1−N(q)σ−1q | ch(q) ≥
[F : Q] + 2, q /∈ S} generates the annihilator ideal AnnZ[G](µK) ∋ δT .
(iv) From (iii), we have 2ΘS,T,K ∈ 2
∏
v∈S\{v0} IGv ⊂ IGH
∏
v∈S\{v0} IGv .
(v) For a prime ideal q of F such that q /∈ S and ch(q) 6= 2, we construct a
Shintani datum Sh⋄ on S whose integrality is ch(q)[F :Q].
(vi) For a prime ideal q of F such that q /∈ S and ch(q) 6= 2, we prove that
QN (Sh⋄|S\{v0}) ≡ ch(q)[F :Q]Rˆq (mod IHIv1 · · · Ivr ).
(vii) From (vi), for a prime ideal q of F such that q /∈ S and ch(q) 6= 2, we have
ch(q)[F :Q]ΘS,{q},K ∈ Z[G] and
ch(q)[F :Q]ΘS,{q},K ≡ ch(q)[F :Q]RG,S,{q} (mod IGH
∏
v∈S\{v0}
IGv ).
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(viii) Let q be any element of T such that ch(q) 6= 2. From (vii), we have
ch(q)[F :Q]ΘS,T,K ≡ ch(q)[F :Q]RG,S,T (mod IGH
∏
v∈S\{v0}
IGv )
(ix) From (iv) and (viii), we have
ΘS,T,K ≡ RG,S,T (mod IGH
∏
v∈S\{v0}
IGv ),
which is a statement of Theorem 2.
(x) For a prime ideal q of F such that ch(q) ≥ [F : Q] + 2, we construct a
Shintani datum Shv0,⋄ on V , and morphisms Shv0 → Shv0,⋄ ← Sh⋄|S\{v0}.
The integrality of Shv0,⋄ is ch(q)[F :Q].
(xi) We put ΘˆS,q,S\{v0} = Q
N (Shv0). From (x), we have
ch(q)[F :Q]ΘˆS,q,S\{v0} = Q
N (Sh⋄|S\{v0}).
(xii) From (vi) and (xi), we have
ΘˆS,q,S\{v0} ≡ Rˆq (mod IHIv1 · · · Ivr ),
which is a statement of Theorem 3.
The hardest part of this proof is a construction of Shv0 , Sh⋄, and Shv0,⋄. Section
4, 5 and 6 are devoted to the construction of these Shintani data.
1.5. Setting, notations and remarks. Throughout this paper, we keep all the
notations and settings in the previous subsections except that we do not fix T . In
addition, the following notations are used throughout this paper.
We denote by Fv the completion of F at v. For x ∈ F or AF , we denote by xv
the image of x at Fv. For a prime ideal p, we write Op for the localization of OF at
p, κp for the residue field OF /p, Op for the maximal compact subring of Fp, and πp
for a uniformizer of Op. For a place p /∈ S of F , we denote by σp ∈ G the Frobenius
element. For a setM of places of F , we put AMF :=
∏′
v/∈M Fv, NM :=
∏
v∈M Nv and
NM :=
∏′
v/∈M Nv. For a setM of finite places of F , we write OM for the ring ofM -
integers of F . We write S∞ for the set of infinite places of F . We put Sf := S \S∞.
For a rational prime q, we write Sq for the set of places of F lying above q. For a
direct product of groups A =
∏
i∈ΛAi and a subset Λ
′ ⊂ Λ, we sometimes regard∏
i∈Λ′ Ai as a subset of A, and sometimes a quotient of A. For a set X , we write
Sub(X) for the category of subsets ofX whose morphisms are inclusions. For a ring
R, we writeMod(R) for the category of R-modules. For a functor F : Sub(X)→ C
and subsets U1 ⊂ U2 ⊂ X , we put rU1U2 = F(iU1U2) : F(U1) → F(U2) where iU1U2 is
the unique element of HomSub(X)(U1, U2). If we omit the subscript of ⊗, it means
that the tensor product is over Z. For a group A and Z[A]-modules M1 and M2,
we regard M1 ⊗M2 as a Z[A]-module by the standard way. For a group A and
an A-module M , we put IA := ker(Z[A] → Z) and IAM := ker(M → M ⊗Z[A] Z).
For a set X , we denote by 1X the characteristic function of X . We denote by
lcm(a, b) the least common multiple of a and b. For a complex A → B → C,
we put H(A → B → C) := ker(B → C)/im(A → B). We denote by S(X) the
set of Schwartz-Bruhat functions from X to Z. We denote by S(X,A) the set of
Schwartz-Bruhat functions from X to Z invariant under the action of A. We denote
by Sn the symmetric group of {1, . . . , n}.
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For a group E and an Z[E]-module M , we denote by Hi(E,M) the i-th group
homology. Especially, we have
H0(E,M) =M/IEM.
In this paper, we use Shapiro’s Lemma
Hi(E2,M ⊗Z[E1] Z[E2]) = Hi(E1,M) (E1 ⊂ E2, M is a Z[E1]-module)
many times without mention.
2. Stickelberger functions and elements
Let T be a finite set of places of F which is disjoint from S. We define the S-
modified and (S, T )-modified Stickelberger functions to be the meromorphic C[G]-
valued functions
ΘS,K(s) :=
∏
p/∈S
(1− σ−1p N(p)−s)−1
ΘS,T,K(s) :=
∏
p/∈S
(1− σ−1p N(p)−s)−1
∏
p∈T
(1− σ−1p N(p)1−s).
We put
ΘS,K := ΘS,K(0) ∈ Q[G]
ΘS,T,K := ΘS,T,K(0) ∈ Q[G]
δT :=
∏
p∈T
(1−N(p)σ−1p ) ∈ Z[G].
Then we have
ΘS,T,K = δTΘS,K.
3. Shintani datum
In this section, we introduce the notion of Shintani data and investigate their
properties. Throughout this section, we fix a quadruple (R,Υ, λ, θ), where R is a
functor from Sub(S) to Mod(Z[F×]) such that the natural chain
R(∅)→
∏
#W=1
W⊂V
R(W )→
∏
#W=2
W⊂V
R(W )→ · · · → R(V )→ 0
is exact for all V ⊂ S, Υ is a Z-module, λ is a homomorphism from H0(F×,R(∅))
to Υ, and θ is an element of Υ. For the proof of the main theorems we only use
the case where (R,Υ, λ, θ) is as given at the start of Section 6, but, in this section
we consider in a general setting for future research. For V ⊂ S, we write R(V ) for
the restriction of R to Sub(V ). We denote by Sub(V ) \ {S} the full subcategory
of Sub(V ) consisting of {W ⊂ V |W 6= S}.
Definition 4. Let V be a subset of S, B a functor from Sub(V )\{S} toMod(Z[F×]),
L a natural transform from B to R|Sub(V )\{S}, ϑ an element of B(∅)/IF×B(∅), and
m a positive integer. We say that the quadruple (B,L, ϑ,m) is a Shintani datum
for (R,Υ, λ, θ) on V (or simply a Shintani datum on V ) if the following conditions
are satisfied.
• Hi(F×,B(W )) = 0 for all i > 0 and objects W of Sub(V ) \ {S}.
• λ(ϑ) = mθ.
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• r¯∅{v}(ϑ) = 0 for all v ∈ V where r¯∅{v} denotes a natural map from B(∅)/IF×B(∅)
to B({v})/IF×B({v}) induced by r∅{v}.
Definition 5. Let V be a subset of S. We define the category of Shintani data
on V as follows. The objects are Shintani data on V . For Shintani data Sh1 =
(B1,L1, ϑ1,m1) and Sh2 = (B2,L2, ϑ2,m2) on V , we define the set of morphism
from Sh1 to Sh2, to be the set of natural transformation J : B1 → B2 such that
lcm(m1,m2)
m1
L1 = lcm(m1,m2)m2 L2 ◦ J and J (∅)(ϑ1) = ϑ2.
3.1. Definition of Q(Sh). Fix the free resolution of Z
· · · → I2 ∂v−→ I1 ∂v−→ I0 ∂v−→ Z→ 0
in the category of Z[F×]-modules defined by Ik := Z[(F×)k+1] and
∂v([x1, . . . , xk]) :=
k∑
j=1
(−1)j−1[x1, . . . , xˆj , . . . , xk].
Put I−1 := Z and Ij := 0 for j ≤ −2. Let (B,L, ϑ,m) be a Shintani data on V .
Recall that we put r = #S − 1. For F ∈ {B,R(V )} and k ≥ 0, we put
F(k) =
{⊕
W⊂V,#W=k F(W ) k ≤ r
0 k ≥ r + 1.
Note that F(r + 1) is not F(S) even if V = S. For k ≥ 1, define a homomorphism
∂h : F(k − 1)→ F(k) by
∂h((aW )W⊂V ) = (bW )W⊂V
where
bW =
k∑
j=1
(−1)j−1rW\{vij }W (aW\{vij }) (W = {vi1 , . . . , vik}, i1 < · · · < ik).
We put R(V )(−1) := ker(R(V )(0) ∂h−→ R(V )(1)) and R(V )(j) = 0 for j ≤ −2. We
put B(j) = 0 for all j ≤ −1. Then we get a chain complex ((B(i))i∈Z, ∂h) and
((R(V )(i))i∈Z, ∂h). We define two double complex (B•,•, ∂h, ∂v) and (R(V )•,• , ∂h, ∂v)
by Bi,j := Bi ⊗Z[F×] I(j) and
R(V )i,j :=
{
R(V )(i)⊗Z[F×] I(j) j 6= −1
0 j = −1.
Then L induces a homomorphism from B•,• to R(V )•,• . We regard ϑ as an element
of ker(H0(F
×,B(0)) → H0(F×,B(1))). For F = B or F = R(V ), we denote by
(F [•], d•) the total complex of F•,•, i.e., we put
F [k] :=
⊕
−i+j=k
Fi,j ,
dk := ∂h + (−1)k∂v : F [k]→ F [k − 1].
The complex (B[•], d•) is exact since the vertical chain (Bi,•, ∂v) is exact for i ∈ Z.
If V 6= S then (R(V )[•], d•) is exact since the horizontal chain (R(V )•,j , ∂h) is exact
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for j ∈ Z. Let us consider the following commutative diagram
ker(B0,−1 → B1,−1) i // B0,−1 ∂h //
i1

B1,−1
i2

B[1] d1 //
L

B[0] d0 //
L

B[−1] d−1 //
L

B[−2]
R(V )[2] d2 //
q2

R(V )[1] d1 //
q1

R(V )[0] d0 // R(V )[−1]
R(V )−1,1
∂v // R(V )−1,0
q
// coker(R(V )−1,1 →R(V )−1,0)
where i, i1, i2 are natural inclusions and q, q1, q2 are natural projections. Since
ker(B0,−1 → B1,−1) = ker(H0(F×,B(0)) → H0(F×,B(1))), we can regard ϑ as an
element of ker(B0,−1 → B1,−1). Note that coker(R(V )−1,1 →R(V )−1,0) = H0(F×,R(V )(−1)).
Definition 6. Assume that V 6= S. We defineQ((B,L, ϑ,m)) ∈ H0(F×,R(V )(−1))
as follows. Since d−1 ◦ i1 ◦ i = i2 ◦ ∂h ◦ i = 0, there exists a ∈ B[0] such that
d0(a) = i1 ◦ i(ϑ). Since d0 ◦ L(a) = L ◦ i1 ◦ i(ϑ) = 0, there exists b ∈ R(V )[1] such
that d1(b) = L(a). Then q ◦ q1(b) does not depend on the choice of a and b. We
put Q((B,L, ϑ,m)) = q ◦ q1(b).
Let Sh = (B,L, ϑ,m) be a Shintani datum on V ⊂ S, and V ′ a proper subset
of V . Then (B|Sub(V ′),L|Sub(V ′), ϑ,m) is a Shintani datum on V ′. We denote this
Shintani datum by Sh|V ′ . The next lemma follows from the definition.
Lemma 7. The map Sh 7→ Q(Sh) satisfy the following properties.
(i) λ(Q(B,L, ϑ,m)) = mθ
(ii) Let Sh = (B,L, ϑ,m) be a Shintani datum on V ( S. For all V ′ ⊂ V ,
Q(Sh|V ′) ≡ Q(Sh) (mod IF×R(V
′)(−1)).
(iii) Let Sh1 = (B1,L1, ϑ1,m1) and Sh2 = (B2,L2, ϑ2,m2) be a Shintani datum
on V ( S. If there exists a morphism from Sh1 to Sh2 then
lcm(m1,m2)
m1
Q(Sh1) =
lcm(m1,m2)
m2
Q(Sh2).
From (ii), for V2 ⊂ V1 ( S and a Shintani Sh on V1, we have
(3.1) Q(Sh|V2) ≡ 0 (mod IF×R(V2)(−1) +R(V1)(−1)).
Unfortunately (3.1) does not hold for (V1, V2) = (S, S \ {v0}). Instead, we give a
way to compute
Q(Sh|S\{v0}) mod IF×R(S\{v0})(−1) +R(S)(−1)
in the next section.
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3.2. Computation of Q(Sh|S\{v0}). Let Sh = (B,L, ϑ,m) be a Shintani data
on S. Note that H(R(S)[1] → R(S)[0] → R(S)[−1]) is canonically isomorphic to
Hr(F
×,R(S)). Put V = S \ {v0}.
Definition 8. We define the map η1 : ker(B0,−1 → B1,−1) → Hr(F×,R(S)) as
follows. Let us consider the following commutative diagram.
ker(B0,−1 → B1,−1) i // B0,−1 ∂h //
i1

B1,−1
i2

B[1] d1 //
L

B[0] d0 //
L

B[−1] d−1 //
L

B[−2]
R(S)[1] d
′
1 // R(S)[0] d
′
0 // R(S)[−1].
Let x ∈ ker(B0,−1 → B1,−1). Then there exists a ∈ B[0] such that d0(a) =
i1 ◦ i(x). Then L(a) ∈ ker(d′0), and (L(a) mod im(d′1)) does not depend on the
choice of a. We put η1(x) = L(a) ∈ ker(d′0)/im(d′1) ≃ Hr−1(F×,R(S)).
Definition 9. We define the map η2 : Hr(F
×,R(S)) → R(V )(−1)/(R(S)(−1) +
IF×R(V )(−1)) as follows. Let us consider the following commutative diagram.
R(S)[1] d
′
1 //
f1

R(S)[0] d
′
0 //
f0

R(S)[−1]
f−1

R(V )[2] d2 //
q2

R(V )[1] d1 //
q1

R(V )[0] d0 // R(V )[−1]
R(V )−1,1
∂v // R(V )−1,0
q
// R(V )−1,0/(R(S)−1,0 + im(∂v))
Let y be an element of Hr(F
×,R(S)) ≃ ker(d′0)/im(d′1). Let g ∈ R(S)[0] be a lift of
y. Since d0 ◦ f0(g) = f−1 ◦ d′0(g) = 0, there exists b ∈ R(V )[1] such that d1(b) = g.
Then q ◦ q1(b) does not depend on the choice of g and b because q ◦ q1 ◦ f1 = 0 and
q ◦ q1 ◦ d2 = q ◦ ∂v ◦ q2 = 0. We put η2(y) = q ◦ q1(b).
Proposition 10. We have
Q(Sh|S\{v0}) ≡ η2(η1(ϑ)) (mod IF×R(V )(−1) +R(S)(−1)).
Proof. Let us see the diagrams in Definition 8 and 9. There exists a ∈ B[0] such
that d0(a) = i1 ◦ i(ϑ). Then there exists b ∈ R(V )[1] such that d1(b) = f0 ◦ L(a).
From the definition, we have η2(η1(ϑ)) = q ◦ q1(b). Since d0(a) = i′1 ◦ i(ϑ) and
f0 ◦ L(a) = d1(b), we have
q ◦ q1(b) ≡ Q(Sh|S\{v0}) (mod IF×R(V )(−1) +R(S)(−1)).
Thus the proposition is proved. 
Lemma 11. Let A be a subgroup of F×. Assume that Hi(A,B(W )) = 0 for
all positive integer i and proper subset W of S, and that there exists a lift x ∈
B(∅) of ϑ such that r∅{v}(x) ∈ IAB({v}) for v ∈ S. Then η1(ϑ) is contained in
im(Hr(A,R(S))→ Hr(F×,R(S))).
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Proof. Put B(A).i,j := Bi ⊗Z[A] I(j) for (i, j) ∈ Z2, R(A),i,j := R(i) ⊗A I(j) for
j 6= −1, and R(A),i,−1 = 0. For F = B or F = R, put
F(A)[k] =
⊕
−i+j=k
F(A),i,j ,
Consider the following commutative diagram.
B(∅)/IAB(∅)
i′

B(A)[0] d0 //
L

B(A)[−1]
L

Hr(A,R(S))
h0

ker(d′′0 )
q
oo
h1

i // R(S)(A)[0]
d′′0 //
h2

R(S)(A)[−1]
h3

Hr(F
×,R(S)) ker(d′0)
q
oo i // R(S)[0] d
′
0 // R(S)[−1].
Let x¯ ∈ B(∅)/IAB(∅) be an image of x. From the assumption, there exists a′ ∈
B(A)[0] such that d0(a′) = i′(x¯). Since d′′0 ◦ L(a′) = L ◦ d0(a′) = L ◦ i′(x¯) = 0,
there exists y ∈ ker(d′′0 ) such that i(y) = L(a′). Put y′ := h1(y) ∈ ker(d′0). Since
i(y′) = h2 ◦L(a′), we have η1(ϑ) = q(y′) = h0 ◦q(y). Thus the lemma is proved. 
4. The module Z(U,W )
4.1. A certain Z-module corresponding to a vector space. Fix a positive
integer n and an n-dimensional vector space V over Q. For x1, . . . , xk ∈ V , we
denote by C(x1, . . . , xk) the open cone generated by x1, . . . , xk in V or V ⊗ R.
Definition 12. We say that a subset U of V \ {0} is fat if U cannot be covered by
any finite union of proper subspaces of V .
Fix a fat subset U of V \ {0}. For k ≥ 1, we denote by Xk(U) the Z-module
generated by the formal symbol [x1, . . . , xk] where x1, . . . , xk are linearly indepen-
dent vectors in U . We put X(U) :=
⊕n
k=1Xk(U) and Xlow(U) :=
⊕n−1
k=1 Xk(U) ⊂
X(U). We define a homomorphism L∞ : X(U)→ Map(V,Z) by
L∞([x1, . . . , xk]) := 1C(x1,...,xk).
We put
K′(U) := im(X(U) L∞−−→ Map(V,Z))
and
K(U) := K′(U)/ (K′(U) ∩ 1V \{0}Z) .
In this section, we define a subset Y (U) of X(U), prove that Y (U) ⊂ ker(X(U) L∞−−→
K(U)) (Proposition 15), and construct a certain exact sequence (Proposition 18).
For m ≥ 0, we denote by Cm(U) the Z-module generated by the formal symbol
(x1, . . . , xm)
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where x1, . . . , xm ∈ U are in general position. We define ∂m : Cm(U)→ Cm−1(U)
by
∂m((x1, . . . , xm)) =
m∑
j=1
(−1)j−1(x1, . . . , x̂j , . . . , xm).
Since U is fat, the following sequence is exact.
· · · → C3(U)→ C2(U)→ C1(U)→ C0(U)→ 0.
Let us fix a map r : V n → {0, 1,−1} such that
• r(x1, . . . , xn) 6= 0 if and only if x1, . . . , xn are linearly independent,
• r(fx1, . . . , fxn) = sgn(det(f))r(x1, . . . , xn) for all automorphisms f of V .
We call such a map an orientation of V . We define the homomorphism ψ :
Cn+1(U)→ X(U) by
ψ((x1, . . . , xn+1)) =
∑
u∈{±1}
n∑
k=1
∑
i1,...,ik
u[xi1 , . . . , xik ]
where 1 ≤ i1 < · · · < ik ≤ n+ 1 runs all tuples such that
(−1)j−1r(x1, . . . , xˆj , . . . , xn+1) = u
for all j ∈ {1, . . . , n + 1} \ {i1, . . . , ik}. We put Y (U) = Image(ψ) ⊂ X(U) and
Z(U) = X(U)/Y (U). Note that Y (U) does not depend on the choice of r. We
say that Q ∈ V ⊗ R is an irrational vector if Q is not contained in any proper
subspace of V ⊗R spanned by vectors in V . For an irrational vector Q, define the
homomorphism ϕQ : Cn(U)→ X(U) by
ϕQ((x1, . . . , xn)) = r(x1, . . . , xn)
n∑
k=1
∑
i1,...,ik
[xi1 , . . . , xik ]
where 1 ≤ i1 < · · · < ik ≤ n runs all tuple such that
rxj→Q(x1, . . . , xn)
r(x1, . . . , xn)
> 0
for all j ∈ {1, . . . , n}\{i1, . . . , ik}, where rxj→Q(x1, . . . , xn) denotes r(x1, . . . xj−1, Q, xj+1, . . . , xn).
Lemma 13. Let x1, . . . , xn+1, y ∈ V ⊗ R be vectors in general position. Then we
have
n+1∑
j=1
(−1)j−1r(x1, . . . , x̂j , . . . , xn+1)1C(x1,...,x̂j,...,xn+1)(y)
=

1 (−1)j−1r(x1, . . . , xˆj , . . . , xn+1) = 1 for all j = 1, . . . , n+ 1
−1 (−1)j−1r(x1, . . . , xˆj , . . . , xn+1) = −1 for all j = 1, . . . , n+ 1
0 otherwise.
Proof. It was proved in [7, Proposition 2]. 
Lemma 14. Let Q ∈ V ⊗ R be an irrational vector. We have ψ(a) = ϕQ(∂a) for
all a ∈ Cn+1(U).
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Proof. Put a = (x1, . . . , xn+1). We put I = {(i1, . . . , ik) | 1 ≤ i1 < · · · < ik ≤
n+ 1}. From the definition of ϕQ and ∂a, we have
ϕQ(∂a) =
∑
(i1,...,ik)∈I
w(i1, . . . , ik)[i1, . . . , ik]
where w(i1, . . . , ik) is an integer defined by
w(i1, . . . , ik) :=
∑
m
(−1)m−1r(x1, . . . , x̂m, . . . , xn+1)
where m runs all integers between 1 and n+ 1 such that m /∈ {i1, . . . , ik} and
(4.1)
rxj→Q(x1, . . . , x̂m, . . . , xn+1)
r(x1, . . . , x̂m, . . . , xn+1)
> 0
for all j ∈ {1, . . . , n+1}\{i1, . . . , ik,m}. Fix (i1, . . . , ik) ∈ I. Put V ′ := V/(xi1Q+
· · ·+ xikQ). For x ∈ V , we denote by x¯ the image of x in V ′. Then the condition
(4.1) is equivalent to
(4.2) Q¯ ∈ C((x¯j)j 6=i1,...,ik,m).
Put
{j1 ≤ · · · ≤ jn+1−k} := {1, . . . , n+ 1} \ {i1, . . . , ik},
m = jc and yℓ := xjℓ . Then (4.2) is equivalent to
Q¯ ∈ C(y1, . . . , ŷc, . . . , yn+1−k).
Thus we have
w(i1, . . . , ik) =
n+1−k∑
c=1
(−1)jc−1r(x1, . . . , x̂jc , . . . , xn+1)1C(y1,...,ŷc,...,yn+1−k)(Q¯).
Take an orientation r′ of V ′ such that
(−1)c−1r′(y1, . . . , ŷc, . . . , yn+1−k) = (−1)jc−1r(x1, x2, . . . , x̂jc , . . . , xn, xn+1) (1 ≤ c ≤ n+1−k).
Then we have
w(i1, . . . , ik) =
n+1−k∑
c=1
(−1)c−1r′(y1, . . . , ŷc, . . . , yn+1−k)1C(y1,...,yˆc,...,yn+1−k)(Q¯).
Thus from Lemma 13, we have
w(i1, . . . , ik) =

1 (−1)c−1r′(y1, . . . , ŷc, . . . , yn+1−k) = 1 for all c
−1 (−1)c−1r′(y1, . . . , ŷc, . . . , yn+1−k) = −1 for all c
0 otherwise
=

1 (−1)j−1r(x1, . . . , xˆj , . . . , xn+1) = 1 for all j /∈ {i1, . . . , ik}
−1 (−1)j−1r(x1, . . . , xˆj , . . . , xn+1) = −1 for all j /∈ {i1, . . . , ik}
0 otherwise.
Thus the claim is proved. 
Proposition 15. We have Y (U) ⊂ ker(X(U) L∞−−→ K(U)).
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Proof. From Lemma 14, it is enough to prove that
L∞(ϕQ(∂a)) ∈ 1V \{0}Z
for all a ∈ Cn+1(U). For (x1, . . . , xn) ∈ Cn(U), we have
L∞(ϕQ((x1, . . . , xn)) = r(x1, . . . , xn) · fQ,(x1,...,xn)
where fQ,(x1,...,xn) : V → Z is a map defined by
fQ,(x1,...,xn)(z) :=
{
limǫ→+0 1C(x1,...,xn)(z + ǫQ) z 6= 0
0 z = 0.
Thus we have
L∞(ϕQ(∂(x1, . . . , xn+1)))(z) =
n+1∑
j=1
(−1)j−1r(x1, . . . , x̂j , . . . , xn+1)1C(x1,...,x̂j,...,xn+1)(z + ǫQ)
= (constant function for z ∈ V \ {0})
from Lemma 13. Thus the claim is proved. 
Definition 16. For a ∈ ker(Cn(U) → Cn−1(U)), we define ϕ(a) ∈ X(U) by ψ(b)
where b is any element of Cn+1(U) such that ∂b = a. This definition does not
depend on the choice of b.
Lemma 17. The natural map Xlow(U)→ Z(U) is injective.
Proof. The claim is equivalent to Xlow(U) ∩ Y (U) = {0}. Let a ∈ Cn+1(U) such
that ψ(a) ∈ Xlow(U). Since ψ(a) ∈ Xlow(U), we have ∂n+1(a) = 0. Let Q be any
irrational vector. Then we have
ψ(a) = ϕQ(∂n+1(a)) = ϕ
Q(0) = 0.
Thus the claim is proved. 
Define a homomorphism φ : X(U)→ Cn(U) by
φ([x1, . . . , xm]) =
{
r(x1, . . . , xn) · (x1, . . . , xn) m = n
0 m < n.
Put C¯n(U) = Cn(U)/ ker(∂n). Then ϕ induces an isomorphism from Z(U)/Xlow(U)
to C¯n(U). Thus we get the following proposition.
Proposition 18. The following sequence is exact:
0→ Xlow(U)→ Z(U) φ−→ C¯n(U)→ 0.
4.2. The group action on Vad. Let E be a group which acts linearly on V and
freely on V \ {0}. Let U ⊂ V be a fat subset closed under the action of E. For
ǫ ∈ E, put sgn(ǫ) := sgn(det(ǫ : V → V )). The Z-module Cm(U) has a two kind of
structure of Z[E]-module. The one is defined by
[ǫ](x1, . . . , xm) = (ǫx1, . . . , ǫxm) (ǫ ∈ E, x1, . . . , xm ∈ U),
and the other is defined by
[ǫ](x1, . . . , xm) = sgn(ǫ)(ǫx1, . . . , ǫxm) (ǫ ∈ E, x1, . . . , xm ∈ U).
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We write C+m(U) for the first Z[E]-module and C
−
m(U) for the second one. Let Z
−
be the Z[E]-module whose underlying Z-module is Z, and define the action of E to
Z− by
ǫn = sgn(ǫ)n (ǫ ∈ E, n ∈ Z−).
Note that we have C+0 (Vad) ≃ Z and C−0 (Vad) ≃ Z−. The purpose of this subsection
is to define the homomorphism
Ω : Hn−1(E,Z−)→ H0(E,Z(U)) = Z(U)/IEZ(U).
Definition 19. For x = (x1, . . . , xk) ∈ Uk, we denote by Am(x) (resp. A′m(x))
the subgroup of Cm(U) spanned by
(y1, . . . , ym) ∈ Cm(U)
where y1, . . . , yn are elements of U such that (x1, . . . , xk) is (resp. is not) a subse-
quence of (y1, . . . , ym).
From the definition, we have
Cm(U) = Am(x)⊕A′m(x).
Definition 20. For x = (x1, . . . , xk) ∈ Uk and z ∈ X(U), we denote by coeff(x, z) ∈
Z the coefficient of [x1, . . . , xk] in z.
Definition 21. For x ∈ Uk and a ∈ Cn(U) such that ∂a ∈ A′n−1(x), define
coeff#(x, a) ∈ Z by
coeff#(x, a) := coeff(x, ϕ(a− a′))
where a′ is an element of A′n(x) such that ∂(a−a′) = 0. Such an element a′ always
exists and coeff#(x, a) does not depend on the choice of a′.
In other words, coeff#(x,−) is a unique homomorphism from ∂−1(A′n−1(x)) to
Z such that
coeff#(x, a) = coeff(x, ϕ(a)) (a ∈ ker ∂)
coeff#(x, a) = 0 (a ∈ A′n(x)).
Definition 22. Let x ∈ Uk and a ∈ ∂−1n (IECn−1(U)). We define coeff#E (x, a) ∈ Z
by
coeff#E (x, a, E) := limZ→E
#Z<∞
coeff#(x,
∑
ǫ∈Z
ǫa).
Here the right hand side means coeff#(x,
∑
ǫ∈Z0 ǫa) where Z0 is an enough large
finite subset of E such that
∑
ǫ∈Z ǫa ∈ ker ∂ and
coeff#(x,
∑
ǫ∈Z0
ǫa) = coeff#(x,
∑
ǫ∈Z
ǫa)
for all finite subset Z of E which contains Z0.
Definition 23. For a ∈ ∂−1n (IECn−1(U))/IECn(U), we define ϕE(a) ∈ H0(E,X(U))
by
n∑
k=1
∑
(x1,...,xk)∈Uk/E
coeff#E((x1, . . . , xk), a) · [x1, . . . , xk].
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Lemma 24. For all a ∈ ker∂n, we have
ϕE(a) ≡ ϕ(a) (mod IEX(U)).
Proof. For x = (x1, . . . , xk) ∈ Uk/E and z ∈ H0(E,X(U)), we put
coeffE(x, z) = lim
Z→X
coeff(x,
∑
ǫ∈Z
ǫz).
Then it is enough to prove that
coeffE(x, ϕE(a)) = coeffE(x, ϕ(a)).
The left hand side is equal to
coeff#E((x1, . . . , xk), a) = limZ→E
#Z<∞
coeff#(x,
∑
ǫ∈Z
ǫa)
= lim
Z→E
#Z<∞
coeff(x,
∑
ǫ∈Z
ǫϕ(a))
= coeffE(x, ϕ(a)).
Thus the lemma is proved. 
Since
· · · → C−2 (U)→ C−1 (U)→ C−0 (U) ≃ Z− → 0
is a free resolution of Z− in the category of Z[E]-module, there exists a natural
isomorphism
Hn−1(E,Z−) ≃ ∂−1n (IEC−n−1(U))/(ker ∂n + IEC−n (U)).
By composing this isomorphism and ϕE , we get the homomorphism
ΩE,U : Hn−1(E,Z−)→ H0(E,Z(U)).
Note that the diagram
Hn−1(E1,Z−)
ΩE1,U1//

H0(E1, Z(U1))

Hn−1(E2,Z−)
ΩE2,U2// H0(E2, Z(U2))
commutes for E1 ⊂ E2 and U1 ⊂ U2 where two vertical arrows in the diagram are
natural maps.
Lemma 25. Let Q ∈ F ⊗ R be an irrational vector such that ǫQ ∈ R>0Q for all
ǫ ∈ E. For a ∈ ∂−1n (IECn−1(U)), we have ϕE(a) ≡ ϕQ(a) (mod IEZ(U)).
Proof. Fix x = (x1, . . . , xk) ∈ Uk and a ∈ ∂−1n (IECn−1(U)). It is enough to prove
that
(4.3) coeffE(x, ϕE(a)) = coeffE(x, ϕ
Q(a)).
Since a ∈ ∂−1n (IECn−1(U)), if Z is large enough, there exists bZ ∈ A′n(x) such that∑
ǫ∈Z
ǫa− bZ ∈ ker(∂n).
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The left hand side of (4.3) is equal to
coeff#E (x, a) = limZ→E
#Z<∞
coeff#(x,
∑
ǫ∈Z
ǫa)
= lim
Z→E
#Z<∞
coeff#(x,−bZ +
∑
ǫ∈Z
ǫa)
= lim
Z→E
#Z<∞
coeff(x, ϕ(−bZ +
∑
ǫ∈Z
ǫa)).
Note that we have ǫϕQ(a) = ϕQ(ǫa) for ǫ ∈ E since ǫQ ∈ R>0Q. The right hand
side of (4.3) is equal to
lim
Z→E
#Z<∞
coeff(x,
∑
ǫ∈Z
ǫϕQ(a)) = lim
Z→E
#Z<∞
coeff(x,
∑
ǫ∈Z
ϕQ(ǫa))
= lim
Z→E
#Z<∞
coeffE(x, ϕ
Q(−bZ +
∑
ǫ∈Z
ǫa))
= lim
Z→E
#Z<∞
coeffE(x, ϕ(−bZ +
∑
ǫ∈Z
ǫa)).
Hence (4.3) is proved. 
The next lemma follows from a simple calculation.
Lemma 26. Let p be a Q[E]-automorphism of V . Let U1 and U2 be fat subsets of
F× such that pU1 ⊂ U2. Let
p′ : H0(E,Z(U1))→ H0(E,Z(U2))
be a homomorphism induced by p. For x ∈ Hn−1(E,Z−), we have
p′ ◦ ΩE,U1(x) = sgn(det(p)) × ΩE,U2(x).
4.3. The module Z(U,W ). For W ⊂ S∞, put XW =
∏
v∈S∞\W F
×
v /R>0. We
denote by iW the natural diagonal map from F
× to XW . For groups E1 ⊂ E2 and
an Z[E2]-module M , let αE1,E2 : H0(E1,M)→ H0(E2,M) be a natural homomor-
phism.
Let U be a subset of F× such that U ∩ i−1∅ (g) is fat for all g ∈ X∅. For example,
this condition is satisfied if U is dense in F ⊗R. For W ⊂ S∞ and g ∈ XW , we put
Ug := U ∩ i−1W (g). We define the functors Z(U,−) from Sub(S∞) to Mod(Z) by
Z(U,W ) =
⊕
g∈XW
Z(Ug).
Proposition 27. Let E be a subgroup of O×F . Assume that U is closed under the
action of E. For W ⊂ S∞ and i > 0, we have
Hi(E,Z(U,W )) = 0
if W ( S∞ or −1 /∈ E.
Proof. Fix i > 0. Put E′ = E ∩ i−1W (1). Then XW can be written as
XW =
⊔
ǫ∈E/E′
ǫC
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where C is a subset of XW . Put
ZC =
⊕
g∈C
Z(Ug).
Then we have
Z(U,W ) = ZC ⊗Z[E′] Z[E].
Thus we have
Hi(E,Z(U,W )) = Hi(E′, ZC)
=
⊕
g∈C
Hi(E
′, Z(Ug)).
Fix g ∈ C. From Proposition 18, there exists an exact sequence of Z[E′]-module:
0→ Xlow(Ug)→ Z(Ug) φr−→ C¯−n (Ug)→ 0.
Since Xlow(Ug) is a free E
′-module, we have
Hi(E
′, Xlow(Ug)) = 0 (i > 0).
Thus it is enough to prove that Hi(E
′, C¯−n (Ug)) = 0 for i > 0. Put E′′ := ker(sgn :
E′ → {±1}). Note that E′ and E′′ are free abelian groups of rank n− 1 from the
condition (W 6= S∞) ∨ (−1 /∈ E). In the case E′′ = E′, we have
Hi(E
′, C¯−n (Ug)) = Hi+n−1(E
′,Z) = 0.
In the case E′′ 6= E′, there exists an exact sequence
0→ C¯−n (Ug)→ C¯+n (Ug)⊗Z[E′′] Z[E′]→ C¯+n (Ug)→ 0.
For i > 0, we have
Hi(E
′, C¯+n (Ug)) = Hi+n−1(E
′,Z) = 0
and
Hi(E
′, C¯+n (Ug)⊗Z[E′′] Z[E′]) = Hi(E′′, C¯+n (Ug))
= Hi+n−1(E′′,Z)
= 0.
Thus the claim is proved. 
Let ρ1, . . . , ρn be the distinct real embeddings of F . Define an orientation r :
Fn → {0, 1,−1} by r(x1, . . . , xn) := sgn(det(ρi(xj))ni,j=1). From the definition, L∞
induces a map
Z(U,W )→
⊕
g∈XW
K(Ug).
IfW 6= S∞ then
⊕
g∈XW K(Ug) can be viewed as a subgroup of Map(F×,Z) by the
obvious way. Therefore we obtain a natural map from Z(U,W ) to Map(F×,Z) for
W 6= S∞. By abuse of notation, we denote this map by L∞. We denote by O×F,+
the group of totally positive units of F . Let E be a finite index subgroup of O×F,+.
Then Hn−1(E,Z) is isomorphic to Z. The canonical generator ηE of Hn−1(E,Z) is
defined by the following Lemma.
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Lemma 28. There exists a generator ηE of Hn−1(E,Z) such that∑
ǫ∈E
ǫL∞(a) = sgn(g)1i−1
∅
(g)
for any element g of X∅ and lift a ∈ Z(Ug) of ΩE,Ug (ηE) ∈ H0(E,Z(Ug)).
Proof. We put Dk,g := Z[(i−1∅ (g))
k]. Then Ck(Ug) can be naturally embedded in
Dk,g. Take a Z-basis 〈ǫ1, . . . , ǫn−1〉 of E such that det(log(ρi(ǫj)))n−1i,j=1 > 0. For
σ ∈ Sn−1 and 0 ≤ j ≤ n− 1, we put
ej,σ :=
j∏
k=1
ǫσ(k).
For x ∈ i−1∅ (g), we put
F (x) :=
∑
σ∈Sn−1
(xe0,σ, . . . , xen−1,σ) ∈ Dn,g.
Then we have F (x) ∈ ker(Dn,g → Dn−1,g). Let ηE ∈ Hn−1(E,Z) be the image of
F (x) under the composite map
ker(Dn,g → Dn−1,g)→ ker(Dn,g → Dn−1,g)/im(Dn+1,g → Dn,g) ≃ Hn−1(E,Z).
Then ηE does not depend on the choice of g and x. Fix an irrational vector
Q ∈ F ⊗ R such that ρj(Q) = 0 for 1 ≤ j ≤ n− 1. We define ϕ¯Q : Dn,g → K(F+)
by
ϕ¯Q((x1, . . . , xn)) :=
{
ϕQ((x1, . . . , xn)) x1, . . . , xn are in general position
0 otherwise.
Fix x ∈ i−1∅ (g). Then it is known that∑
ǫ∈E
ǫL(ϕ¯Q(F (x))) = sgn(g)1i−1
∅
(g).
and ϕ¯Q(a) = 0 for a ∈ ker(Dn,g → Dn−1,g) [5][3]. Let z ∈ Cn(Ug) be a lift of ηE .
Since
F (x) − z ∈ IEDn,g + ker(Dn,g → Dn−1,g),
we have ∑
ǫ∈E
ǫL(ϕ¯Q(F (x)− z)) = 0.
Thus we have ∑
ǫ∈E
ǫL(ϕ¯Q(z)) = sgn(g)1i−1
∅
(g).
Since ϕ¯Q(z) = ϕQ(z) = ϕE(z) from Lemma 25, ϕ¯
Q(z) − a ∈ IEZ(Ug). Thus the
claim is proved. 
For a subgroup E′ of E of finite index, we have
αE,E′(ηE′) = #(E/E
′) · ηE .
Definition 29. Let E be a subgroup of finite index of O×F,+. Let U be a subset of
F× such that U ∩ i−1∅ (g) is fat for all g ∈ X∅. Assume that U is closed under the
action of E. For g ∈ X∅, we define ϑ∞,g(U,E) ∈ H0(E,Z(Ug)) by
ϑ∞,g(U,E) = sgn(g)ΩE,Ug (ηE).
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Definition 30. Let E be a subgroup of finite index of O×F . Let U be a subset
of F× such that U ∩ i−1∅ (g) is fat for all g ∈ X∅. Assume that U is closed under
the action of E. Put E+ = E ∩ O×F,+. Let fg : Z(Ug) → Z(U, ∅) be the natural
inclusion. Put
ag = αE+,E(fg(ϑ∞,g(U,E+))) ∈ H0(E,Z(U,W )).
Note that aǫg = ag for all g ∈ X∅ and ǫ ∈ E. We define ϑ∞(U,E) ∈ H0(E,Z(U,W ))
by
ϑ∞(U,E) =
∑
g∈X∅/(E/E+)
ag.
Proposition 31. Let D ∈ B∞(0) be a lift of ϑ∞(U,E). Then we have∑
ǫ∈E
ǫL∞(D) = 1F× .
Proof. It follows from Lemma 
Proposition 32. Fix v ∈ S∞. Let h : H0(E,Z(U, ∅)) → H0(E,Z(U, {v})) be the
map induced from the natural mapZ(U, ∅)→ Z(U, {v}). Then we have
h(ϑ∞(U,E)) = 0.
Proof. The case (F,E) = {1} is obvious from the definition. Therefore we assume
that F 6= Q. Put E+ = E ∩ O×F,+ and E′ = E ∩ i−1{v}(1). For g ∈ X∅, consider the
commutative diagram
Hn−1(E+,Z−)
ΩE+,Ug
//
ΩE+,Uq(g) ((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
H0(E+, Z(Ug))
fg
//

H0(E+,Z(U, ∅))
αE+,E
//

H0(E,Z(U, ∅))
h

H0(E+, Z(Uq(g)))
fq(g)
// H0(E+,Z(U, {v}))
αE+,E
// H0(E,Z(U, {v}))
where q(g) ∈ X{v} is the image of g, and fg, fq(g) are natural maps. From the
definition, we have
ϑ∞(U,E) =
∑
g∈X∞/(E/E+)
ag
where we put
ag := sgn(g)× αE+,E ◦ fg ◦ ΩE+,Ug (ηE+).
We have
(4.4) h(ag) = sgn(g)× αE+,E ◦ fq(g) ◦ ΩE+,Uq(g) (ηE+).
(The case E+ = E
′). Let e be a unique element of i−1{v}(1) \ {1}. Then we have
ϑ∞(U,E) =
∑
g∈X∞/(E/E+)/{1,e}
(ag + age).
Since q(ge) = q(g) and sgn(ge) = −sgn(g), we have
h(ag + age) = 0 (g ∈ X∅).
Thus we have
h(ϑ∞(U,E)) = 0.
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(The case E+ = E
′). Let us consider the commutative diagram
Hn−1(E+,Z−)
ΩE+,Uq(g)
//
αE+,E

H0(E+, Z(Uq(g)))
fq(g)
//
αE+,E

H0(E+,Z(U, {v}))
αE+,E′

αE+,E
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
Hn−1(E′,Z−)
ΩE′,Uq(g)
// H0(E
′, Z(Uq(g))) // H0(E′,Z(U, {v})) αE′,E // H0(E,Z(U, {v})).
We have Hn−1(E′,Z−) = 0 from the assumption F 6= Q. Thus we have
h(ag) = αE+,E ◦ fq(g) ◦ ΩE+,Uq(g) (ηE+) = 0
for g ∈ X∅. Hence we have h(ϑ∞(U,E)) = 0. 
Proposition 33. Fix p ∈ F×. Assume that pU ⊂ U . Then we have
[p]ϑ∞(U,E) = ϑ∞(U,E).
Proof. Let (ag)g∈X∅ be as in Definition 30. Take g ∈ X∅. Let us consider the
diagram
Hn−1(E+,Z−)
ΩE+,Ug
//
ΩE+,Upg ((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
H0(E+, Z(Ug))
fg
//
×sgn(p)[p]

H0(E+,Z(U, ∅))
αE+,E
//
×sgn(p)[p]

H0(E,Z(U, ∅))
×sgn(p)[p]

H0(E+, Z(Upg))
fpg
// H0(E+,Z(U, ∅))αE+,E // H0(E,Z(U, ∅))
where fg and fpg are natural maps. From Lemma 26, we have
ΩE+,Upg = (×sgn(p)[p]) ◦ ΩE+,Upg .
Thus this diagram commutes. From the definition, we have
ag = sgn(g)× αE+,E ◦ fg ◦ ΩE+,Ug (ηE)
apg = sgn(pg)× αE+,E ◦ fpg ◦ ΩE+,Upg (ηE).
Since the diagram commutes, we have
[p]ag = apg.
Hence we have
[p]ϑ∞(U,E) = [p]
∑
g
ag =
∑
g
apg = ϑ∞(U,E).

5. Shintani zeta functions
In this section, we view some basic definitions and results concerning to the
Shintani zeta functions. This section does not contain any new result. We denote
by Afinite the finite adele ring of Q.
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5.1. The Shintani zeta functions and Solomon-Hu parings. Let V be an n-
dimensional vector space overQ and U a subset of V . We say that Φ ∈ S(V ⊗Afinite)
is U-smooth if ∫
Afinite
Φ(x+ tu)dt = 0 ∀(x, u) ∈ V × U .
We define the action of Z[V ] toMap(V,Z) by ([y]f)(x) = f(x−y). Let ǫ : Z[V ]→ Z
be the augmentation map. We view Q as a Z[V ]-module by the action
∆m = ǫ(∆)m (∆ ∈ Z[V ],m ∈ Q).
We denote by δ ∈ Map(V,Z) the Kronecker delta function, i.e., δ(0) = 1 and
δ(x) = 0 for x 6= 0. We denote by A′(V ) the set of maps from V to Z which has a
finite support. We put
A(V ) = {f : V → Z | ∃∆ ∈ X(V ), ǫ(∆) 6= 0 and ∆f ∈ A′(V )}.
Lemma 34. For f ∈ K′(U) and U-smooth Φ, we have f · Φ ∈ A(V )
Proof. It is enough to only consider the case f = 1C(u1,...,um) where u1, . . . , um ∈ U .
There exists a positive integer k such that
supp(Φ) ∩ (Qu1 + · · ·+Qum) ⊂ 1
k
Zu1 + · · ·+ 1
k
Zum
Φ(x+ kuj) = Φ(x) (x ∈ V, j = 1, . . . ,m).
If we put ∆ =
∏m
j=1
∑k2−1
c=0 [cuj/k] ∈ X(V ) then ǫ(∆) = k2m 6= 0 and ∆(f · Φ) ∈
A′(V ). 
Let ̟ : A(V )→ Q be the unique Z[V ]-homomorphism such that ̟(δ) = 1. For
f ∈ K(U) and U-smooth Φ, we define a (constant term of) Solomon-Hu pairing
by 〈〈f,Φ〉〉 = ̟(f · Φ). The importance of this pairing comes from the following
Lemma:
Lemma 35. Let m be a positive integer and ρ1, . . . , ρm homomorphisms from V
to R such that ρj(u) > 0 for all u ∈ U and j = 1, . . . ,m. Take f ∈ K(U) and
U-smooth Φ. Then the series
ζ((s1, . . . , sm),Φ, f) :=
∑
f(x) 6=0
f(x)Φ(x)ρ1(x)
−s1 · · · ρm(x)−sm
converges absolutely if the real part of s1 + · · · + sm are larger than n. Moreover
ζ((s1, . . . , sm),Φ, f) is analytically continued to the whole Cm and satisfies
ζ((0, . . . , 0),Φ, f) = 〈〈f,Φ〉〉.
Proof. The absolute convergence is obvious. Let M the field of meromorphic func-
tions on Cm. We view M as a Z[V ]-module by the action
([y]f)(t1, . . . , tm) = exp(−ρ1(y)t1 − · · · − ρm(y)tm) · f(t1, . . . , tm) (f ∈M).
Let Ω : A(V ) → M be the unique Z[V ]-homomorphism such that Ω(δ) = 1. Put
h = Ω(f · Φ) ∈M . Then we have
ζ((s1, . . . , sm),Φ, f)
=
m∏
j=1
1
Γ(sj)
∫ ∞
0
· · ·
∫ ∞
0
h(t1, . . . , tm)t
s1−1
1 · · · tsm−1m dt1 · · · dtm
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if the real parts of s1, . . . , sm are large enough. Thus
m∏
j=1
1
Γ(sj)(e2πisj − 1)
∫
C
· · ·
∫
C
h(t1, . . . , tm)t
s1−1
1 · · · tsm−1m dt1 · · · dtm
gives an analytic continuation of ζ((s1, . . . , sm),Φ, f)where C is the Hankel contour.
From the simple residue calculus, we obtain
ζ((0, . . . , 0),Φ, f) = h(0, . . . , 0) = 〈〈f,Φ〉〉.

5.2. Some integrality results concerning Solomon-Hu parings. Let q be a
rational prime. Fix two Zq-lattices Γ′ ⊂ Γ ⊂ V ⊗Qq. In this section, we consider the
case U = (Γ\Γ′)∩V . For x ∈ Γ/Γ′, define hx ∈ S(V ⊗Qq) by hx = 1π−1(x)−1π−1(0)
where π : Γ→ Γ/Γ′ is the projection. We write S0 for the submodule of S(V ⊗Qq)
spanned by {hx | x ∈ Γ/Γ′}, and S1 for the submodule of S(V ⊗ Qq) spanned by∑
x∈Γ/Γ′ hx.
Lemma 36. Let Φ ∈ S(V ⊗∏′p6=q Qp)⊗ S0 ⊂ S(V ⊗Afinite) and f ∈ K(U). Then
f · Φ ∈ A(V ) and
〈〈f,Φ〉〉 ∈ 1
qn
Z.
Proof. It is enough to prove that̟(1C(u1,...,um)·(Φ′⊗Φ′′)) ∈ 1qnZ for all u1, . . . , um ∈
U , Φ′ ∈ S(V ⊗∏′p6=q Qp) and Φ′′ ∈ S0. Put h = 1C(u1,...,um) · (Φ′ ⊗ Φ′′). Take a
positive integer k ∈ Z\qZ such that Φ′ is periodic with respect to∑mi=1 Zkum. Put
∆ =
∏m
j=1
∑q−1
c=0 [ckuj] ∈ Z[V ]. Then ∆h ∈ A′(V ). Since ǫ(∆) = qm, the lemma is
proved. 
The following lemma was proved in [4, Proposition 4.1].
Lemma 37. Let Φ ∈ S(V ⊗∏′p6=q Qp) ⊗ S1 ⊂ S(V ⊗ Afinite) and f ∈ K(U). If
q ≥ n+ 2 then
〈〈f,Φ〉〉 ∈ Z.
Proof. It is enough to prove that̟(1C(u1,...,um)·(Φ′⊗Φ′′)) ∈ 1qnZ for all u1, . . . , um ∈
U , Φ′ ∈ S(V ⊗∏′p6=q Qp) and Φ′′ = q1Γ′−1Γ. Put h = 1C(u1,...,um) ·(Φ′⊗Φ′′). Take
a positive integer k ∈ Z \ qZ such that Φ′ is periodic with respect to ∑mj=1 Zkuj.
Put wj = kuj for j = 1, . . . ,m. Let ζq be a primitive q-th root of unity. We denote
byM the set of non-trivial group homomorphism from Γ/Γ′ to Z[ζq ]×. For ϕ ∈M ,
we put
hϕ :=
∑
ϕ∈M
1C(u1,...,um) · (Φ′ ⊗ ϕ).
Then we have h =
∑
ϕ∈M hϕ. For ϕ ∈M , we have
̟(hϕ) ∈ (1 − ζq)−mZ[ζq]
since ∆ϕhϕ ∈ A′(V )⊗ Z[ζq] and 1/ǫ(∆ϕ) ∈ (1− ζq)−mZ[ζq ] where
∆ϕ :=
m∏
j=1
(1− ϕ(wj)[wj ]).
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Hence, from the condition q ≥ n+ 2, we have
̟(h) =
∑
ϕ∈M
̟(hϕ) ∈ (1 − ζq)−mZ[ζq] ∩Q = Z.

6. Construction of the Shintani data Shv0 , Sh⋄, Shv0,⋄
For W ⊂ S, let R[[(sv)v∈S\W ]] be the formal power series ring in #(S \ W )
variables. We regard R[[(sv)v∈S\W ]] as a Z[F×]-module by the action
[x]p = p
∏
v∈S\W
|x|−svv (x ∈ F×, p ∈ R[[(sv)v∈S\W ]]).
We denote by PW the submodule of R[[(sv)v∈S\W ]] consisting of formal power series
whose constant terms are in Z. Let R be the functor from Sub(S) to Mod(Z[F×])
defined by R(W ) := PW ⊗ Z[NF /
∏
v∈W Nv]. Put Υ = R[[s]] ⊗ Z[G]. We define
λ : R(∅)→ Υ by
λ(P (sv0 , · · · , svr )⊗ [u]) = P (s, . . . , s)
∏
v/∈S
|uv|−sv ⊗ [rec(u)].
Put θ = ΘS,{q},K(s) ∈ Υ.
Let us fix a primed ideal q /∈ S. Put q = ch(q). We put Fq = Z/qZ ⊂ κq.
The purpose of this section is to construct three Shintani data Shv0 , Sh⋄, Shv0,⋄ for
(R,Υ, λ, θ). First, we define a triple (BR,M ,LR,M , ϑR,M ) for a subset R of Sf and
a subgroup M of F×q . We define Sh
v0 , Sh⋄, Shv0,⋄ by using (BR,M ,LR,M , ϑR,M ) for
(R,M) = (Sf ∩ {v0},F×q ), (∅, 1), (Sf ∩ {v0}, 1) respectively.
6.1. Definition of AR,G(W ). Fix a subset R of Sf and a subgroup M of F×q . We
put M˜ := ker(O×q → κ×q → κ×q /M).
Definition 38. For x ∈ Fq ⊂ κq, define hx ∈ S(Fq) by hx = 1π−1(x) − 1π−1(0)
where π : Oq → Oq/qOq = κq is the natural composite map.
For a prime ideal p, we put Vp = 1 + p
mOp where m is a least positive integer
such that −1 /∈ 1 + pmOp.
Definition 39. For W ⊂ Sf \R, define fR,M,W ∈ S(AS∞F ) by
fR,M,W (x) :=
∏
p/∈S∞
fp(xp)
where fp ∈ S(Fp) is define by
fp =

∑
x∈M hx p = q
1Vp p ∈ R
1O×p
p ∈ Sf \ (W ∪R)
1pOp p ∈W
1Op p /∈ Sf ∪ {q}.
For x ∈ AS∞,×F and f ∈ S(AS∞F ), define xf ∈ S(AS∞F ) by (xf)(xy) = f(y). The
function fR,M,W satisfies the following properties.
• fR,M,W is invariant under the action of
∏
p/∈R∪{q}O
×
p ×
∏
p∈R Vp × M˜ .
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• For p ∈ Sf \ (W ∪R),
(6.1)
∑
x∈O×p /Vp
xf{p}∪R,M,W = fR,M,W
• For M1 ⊂M2,
(6.2)
∑
x∈M˜2/M˜1
xfR,M1,W = fR,M2,W .
• For p ∈ Sf/(R ∪W ),
(6.3) (π−1p − 1)fR,M,W∪{p} = fR,M,W
Definition 40. For W ⊂ Sf \R, we denote by AR,M (W ) the subgroup of S(AS∞F )
spanned by {xfR,M,W | x ∈ AS∞∪Sf∪Sq,×F }.
Definition 41. We define subgroups FR,M , ER,M and a submonoid E◦R,M of F× by
FR,M :=F
× ∩ (M˜ ×
∏
p∈R
Vp)
ER,M :=F×R,M ∩
 ⋂
p∈Sf∪Sq
O×p

E◦R,M :=F×R,M ∩
 ⋂
p∈Sq
Op
 .
We have ER,M ⊂ E◦R,M ⊂ FR,M ⊂ F×. Note that AR,M (W ) is isomorphic to a
direct sum of copies of Z[ER,M/(ER,M ∩ O×F )].
6.2. Definition of the functor BR,M . Fix a subset R of Sf and a subgroup M
of F×q . In this section, we define a functor BR,M from Sub(S \R) to Sub(Z[F×]).
We denote by U the set of x ∈ F× which satisfy the following conditions.
• For all p ∈ Sq \ {q}, ordp(x) ≥ min{m ∈ Z≥1 | 1 + πmp Op ⊂ Jp}.
• xq ∈ π−1(F×q ) where π : Oq → κq is the natural projection.
Note that U is closed under the action of E◦R,M . For W ⊂ S∞, we put
Q(W ) := S(AS∞F )⊗Z(F×,W )⊗ Z[NS ].
Definition 42. For W ⊂ S \ R, we define a Z[ER,M ]-submodule B∗R,M (W ) of
Q(W ∩ S∞) by
B∗R,M (W ) := AR,M (W ∩ Sf )⊗Z(U ,W ∩ S∞)⊗ Z[NS ].
Definition 43. For W ⊂ S \R, we define a Z[F×]-module BR,M (W ) by
BR,M (W ) := B∗R,M (W )⊗Z[ER,M ] Z[F×].
Note that the natural map
B∗R,M (W )⊗Z[ER,M ] Z[F×]→ Q(W ∩ S∞)
is injective since
AR,M (W )⊗Z[ER,M ] Z[F×]→ S(AS∞F )
is injective. From now we regard BR,M (W ) as a Z[F×]-submodule of Q(W ∩ S∞).
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Proposition 44. Let W1 ⊂ W2 ⊂ S \ R. Let j : Q(W1 ∩ S∞) → Q(W2 ∩ S∞) be
the natural map. Then we have
j(BR,M (W1)) ⊂ BR,M (W2).
Proof. It is enough to consider the case W1 = W2 \ {v}. If v is infinite then
the claim is obvious. We assume that v is finite. It is enough to prove that
xfR,M,W1 ⊗ b ⊗ c ⊂ BR,M (W2) for x ∈ AS∞∪Sf∪Sq,×F , b ∈ Z(U ,W1 ∩ S∞), and
c ∈ Z[NS ]. Let p be an any element of FR,M ∩ (πvO×v )∩O×Sq∪Sf\{v} 6= 0. Then we
have pb ∈ b ∈ Z(U ,W1 ∩ S∞) since p ∈ E◦R,M . Thus we have
xfR,M,W1 ⊗ b⊗ c = x(π−1v − 1)fR,M,W2 ⊗ b⊗ c
= [p−1]
(
xpπ−1v fR,M,W2 ⊗ pb⊗ pc
)− xfR,M,W2 ⊗ b⊗ 1.
Since AR,M,W2 is invariant under the action of xpπ−1v , we have xpπ−1v fR,M,W2 ∈
AR,M (W2). Thus the claim is proved. 
From Proposition 44, we can regard BR,M as a functor from Sub(S \ R) to
Mod(Z[F×]).
Lemma 45. Let A be an abelian group, A′ a subgroup of A, and X a Z[A]-module.
Then we have
Hi(A,X ⊗ Z[A/A′]) = Hi(A′, X).
Proof. Put Y := Fl(X)⊗Z[A′]Z[A] where Fl is the forgetful functor from Sub(Z[A])
to Sub(Z[A′]). Define f ∈ HomZ[A](Y,X ⊗ Z[A/A′]) by
f(x⊗ a) = ax⊗ a (x ∈ Fl(X), a ∈ Z[A]).
Then f is an isomorphism. Thus we have
Hi(A,X ⊗ Z[A/A′]) = Hi(A, Y )
= Hi(A
′,Fl(X)).
Thus the lemma is proved. 
Proposition 46. Let E be a subgroup of F×, and W a subset of S \ R. If −1 /∈
FR,M ∩ E or S∞ 6=W ∩ S∞, we have
Hi(E,BR,M (W )) = 0
for i > 0.
Proof. Since
BR,M (W ) = B∗R,M (W )⊗Z[ER,M ] Z[F×]
= (B∗R,M (W )⊗Z[ER,M ] Z[ER,M ·E])⊗Z[ER,M ·E] Z[F×]
= (B∗R,M (W )⊗Z[ER,M∩E] Z[E]) ⊗Z[ER,M ·E] Z[F×]
is isomorphic to a direct sum of copies of B∗R,M (W ) ⊗Z[ER,M∩E] Z[E] as a Z[E]-
module, it is enough to prove that
Hi(ER,M ∩ E,B∗R,M (W )) = 0.
Put US = ER,M ∩E ∩O×S and UF = ER,M ∩E ∩O×S . Since Z[NS ] is isomorphic to
a direct sum of copies of Z[(ER,M ∩ E)/US ] as a Z[ER,M ∩ E]-module, it is enough
to prove that
Hi(ER,M ∩ E,AR,M (W ∩ Sf )⊗Z(U ,W ∩ S∞)⊗ Z[(ER,M ∩ E)/US ]) = 0.
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From Lemma 45, we have
Hi(ER,M ∩E,AR,M (W ∩ Sf )⊗ Z(U ,W ∩ S∞)⊗ Z[(ER,M ∩E)/US ])
= Hi(US ,AR,M (W ∩ Sf )⊗Z(U ,W ∩ S∞)).
Since AR,M (W ∩ Sf ) is isomorphic to a direct sum of copies of Z[US/UF ] as a
Z[US ]-module, it is enough to prove that
Hi(US ,Z[US/UF ]⊗Z(U ,W ∩ S∞)) = 0.
From Lemma 45, we have
Hi(US ,Z[US/UF ]⊗Z(U ,W ∩ S∞)) = Hi(UF ,Z(U ,W ∩ S∞)).
From Proposition 27, we have
Hi(UF ,Z(U ,W ∩ S∞)) = 0.
Thus the claim is proved. 
Lemma 47. For R1 ⊂ R2 ⊂ Sf , M2 ⊂M1 ⊂ F×q and W ⊂ S \R2, we have
BR1,M1(W ) ⊂ BR2,M2(W ).
Proof. It is enough to prove that xfR1,M1,W∩Sf ⊗ b ⊗ c ⊂ BR2,M2(W ) for x ∈
AS∞∪Sf∪Sq,×F , b ∈ Z(U ,W1 ∩ S∞), and c ∈ Z[NS ]. Put
X := (M˜1/M˜2)×
∏
p∈R2\R1
(O×p /Vp).
From (6.1) and (6.2), we have
fR1,M1,W∩Sf =
∑
y∈X
yfR2,M2,W∩Sf .
Thus it is enough to prove that yxfR1,M1,W∩Sf ⊗ b ⊗ c ⊂ BR2,M2(W ) for y ∈ X .
Since the natural map ER1,M1 → X is surjective, there exists lift p ∈ ER1,M1 of
y ∈ X . Then we have
yxfR1,M1,W∩Sf ⊗ b ⊗ c :=
(
p−1yxfR1,M1,W∩Sf ⊗ p−1b⊗ p−1c
)⊗ [p].
Since p−1yxfR1,M1W∩Sf ⊗ p−1b⊗ p−1c ∈ B∗R2,M2(W ), the lemma is proved. 
Definition 48. For R1 ⊂ R2 ⊂ Sf and M2 ⊂ M1 ⊂ F×q , we define a natural
transformation iR1,M1R2,M2 from BR1,M1
∣∣
Sub(S\R2) to BR2,M2 by the natural inclusion
map.
6.3. Definition and properties of ϑR,M ∈ H0(F×,BR,M (∅)). Fix a subset R of
Sf and a subgroup M of F×q . We put ClR,M := NS∪Sq/ER,M . Note that ClR,M is
a finite group.
Definition 49. For c ∈ ClR,M , we define ϑR,M,c ∈ H0(F×,BR,M (∅)) as follows.
Let u ∈ NS∪Sq be a lift of c and z ∈ Z(U , ∅) a lift of ϑ∞(U , FR,M ∩ O×F ) ∈
H0(FR,M ∩O×F ,Z(U , ∅)). Let ϑR,M,c be the image of ufR,M,∅ ⊗ z ⊗ [u] ∈ BR,M (∅).
This definition does not depend on the choice of u and z.
Definition 50. Define ϑR,M ∈ H0(F×,BR,M (∅)) by
ϑR,M :=
∑
c∈ClR,M
ϑR,M,c.
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Proposition 51. There exists a lift α ∈ H0(F×R,M ∩ O×S ,BR,M (∅)) of ϑR,M such
that r∅{v}(α) ∈ H0(F×R,M ∩ O×S ,BR,M ({v})) vanishes for all v ∈ S \R.
Proof. Put ES = F
×
R,M ∩ O×S , E := F×R,M ∩ O×F , X :=
∏
v∈Sf\R(F
×
v /O
×
v ) and
Y :=
∏′
v/∈S∞∪R∪{q}(F
×
v /O
×
v ). For W ⊂ Sf \R and u ∈ NS∪Sq , we put
gW (u) := ufR,M,W ⊗ z ⊗ u ∈ H0(E,B∗R,M (W ))
where z is a lift of ϑ∞(U , E). For each v ∈ Sf \R, fix an element a(v) of
F×R,M ∩ (πvO×v ) ∩
 ⋂
p∈(Sq∪Sf )\{v}
O×p
 .
From (6.3) and Proposition 33, for v ∈ Sf \R, we have
r∅{v}(g∅(u)) = g{v}(w) ⊗ [a(v)−1]− g{v}(u)⊗ [1](6.4)
where w ∈ NS∪Sq is the image of a(v)u. From Proposition 32, for v ∈ S∞, we have
(6.5) r∅{v}(g∅(u)) = 0 ∈ H0(E,BR,M ({v})).
For u ∈ NS∪Sq and C ∈ im(X → Y/F×R,M ), we define hW (C, u) ∈ H0(ES ,BR,M (W ))
as the image of
gW (tu)⊗ [b] ∈ H0(E,BR,M (W ))
where t ∈ NS∪Sq ⊂ Y is a lift of C and b is an element of F×R,M such that bt ∈
im(X → Y ). This definition does not depend on the choice of t and b. From (6.4),
for v ∈ Sf \R, we have
h∅(C, u) = g∅(tu)⊗ [b]
= g{v}(a(v)tu)⊗ [ba(v)−1]− g{v}(tu)⊗ [b]
= h{v}(πvC, u)− h{v}(C, u).(6.6)
For each C ∈ coker(X → Y/F×R,M ), fix a lift uC ∈ NS∪Sq . Put
h(u) =
∑
C∈im(X→Y/F×
R,M
)
h∅(C, u)
α =
∑
C∈coker(X→Y/F×
R,M
)
h(uC).
Then α is a lift of ϑR,M . For all v ∈ S \R, we have r∅{v}(α) = 0 since r∅{v}(h(u)) = 0
from (6.5) and (6.6). Thus the claim is proved. 
Proposition 52. For all v ∈ S \R, we have
ϑR,M ∈ ker(r∅{v} : H0(F×,BR,M (∅))→ H0(F×,BR,M ({v}))).
Proof. The claim follows from Proposition 51. 
Proposition 53. We have iR1,M1R2,M2(ϑR1,M1) = ϑR2,M2 .
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Proof. Let j : F× → NS∪Sq be a natural projection. Put Ei = ERi,Mi , E′i =
Ei ∩ O×F , and E′′i = j(Ei) for i = 1, 2. Then the natural sequence
1→ E′1/E′2 → E1/E2 j−→ E′′1 /E′′2
is exact. For u ∈ NS∪Sq/E′′2 and z ∈ H0(E2,Z(U , ∅)), we put
a(u, z) := ufR2,M2 ⊗ z ⊗ [u] ∈ H0(F×,BR2,M2(∅)).
Fix a lift y ∈ H0(E2,Z(U , ∅)) of ϑ∞(U , E1). Since
fR1,M1 =
∑
g∈E1/E2
g−1j(g)fR2,M2 ,
for u ∈ NS∪Sq we have
ufR1,M1 ⊗ y ⊗ [u] =
∑
g∈E1/E2
(j(g)ufR2,M2 ⊗ gy ⊗ [gu])⊗ [g−1]
≡
∑
g∈E1/E2
a(j(g)u, gy)
≡
∑
g′∈E′′1 /E′′2
∑
g∈E1/E2
j(g)=g′
a(g′u, gy)
≡
∑
g′∈E′′1 /E′′2
a(g′u, ϑ∞(U , E2)) (mod IF×BR2,M2(∅)).
Thus we have
iR1,M1R2,M2(ϑR1,M1) ≡
∑
u∈NS∪Sq/E′′1
ufR1,M1 ⊗ y ⊗ [u]
≡
∑
u∈NS∪Sq/E′′2
a(u, ϑ∞(U , E2))
≡ ϑR2,M2 (mod IF×BR2,M2(∅)).
Thus the claim is proved. 
6.4. Evaluation map. We denote byQ⊗R the functor from Sub(S) toMod(Z[F×])
defined by (Q⊗R)(W ) = Q⊗ (R(W )). Fix a subset R of Sf and a subgroup M of
F×q . Let W be a subset of S \R. In this section, we define a natural transformation
LR,M |Sub(S\R)\{S} from BR,M to (Q⊗R)|Sub(S\R)\{S}. Put W∞ :=W ∩ S∞ and
Wf :=W ∩ Sf . For a ∈ AR,M (Wf ) and e ∈ NSf\Wf , define Φa,e ∈ S(AS∞F ) by
Φa,e(x) :=
{
a(x) y ∈ j−1(e)
0 y /∈ j−1(e)
where j : AS∞F → NSf\Wf is the projection map.
Lemma 54. For all p ∈ Sq \ {q} and u ∈ U , Φa,e is invariant under the action of
uOp.
Proof. Assume that p /∈ Sf \W . Then a ∈ S(AS∞F ) is invariant under the action of
pOp, and j
−1(e) is invariant under the action of Fp. Thus Φa,e is invariant under
the action of pOp ⊃ uOp. Assume that p ∈ Sf \W . Then a ∈ S(AS∞F ) is invariant
under the action of pOp. If ordp(x) 6= 0 then Φa,e = 0. If ordp(e) 6= 0 then j−1(e)
A PROOF OF THE REFINED CLASS NUMBER FORMULA OF GROSS 29
is invariant under the action of uOp. Thus Φa,e is invariant under the action of
pOp ∩ uOp = uOp. Thus the lemma is proved. 
Lemma 55. Φa,e is U-smooth for all a and e.
Proof. Let u ∈ U and x ∈ AS∞F . It is enough to prove that∫
Zq
Φa,e(x+ tu)dt = 0.
From Lemma 54, we have∫
Zq
Φa,e(x+ tu)dt =
∫
Zq
Φa,e(x+ tuq)dt.
We denote by A the subgroup of S(Fq) generated by {hx | x ∈ Fq ⊂ κq} where
hx = 1π−1(x) − 1π−1(0) and π : Oq → Oq/qOq = κq is a natural projection. From
the definition, Φa,e is in S(AS∞∪{q}F )⊗A. Thus it is enough to prove that∫
Zq
Φ(x′ + tup)dt = 0
for all Φ ∈ A and x′ ∈ Fq. This follows from the fact that up ∈ π−1(F×q ). 
Definition 56. We define a natural transformation LR,M from BR,M |Sub(S\R)\{S}
to (Q⊗R)|Sub(S\R)\{S} as follows. Fix W ⊂ S \R such that W 6= S.
(The case W∞ 6= S∞ ). For a ∈ AR,M (Wf ), b = (bg)g∈NS∞\W∞ ∈ Z(U ,W∞),
g ∈ NS∞\W∞ and x ∈ NSf\Wf , we put
ζa,b,g,x(s) =
∑
g∈NS∞\W∞
∑
x∈NSf\Wf
∑
y∈F×
L∞(bg)(y)·Φa,x(y)·
∏
v∈S\W
|y|−svv (s = (sv)v∈S\R).
Then ζa,b,g,x(s) is analytically continued to the whole C#(S\W ). Let Za,b ∈ R[(sv)v∈S\W ]
be a taylor series at s = 0. We put
LR,M (W )(a⊗ b⊗ c) = c
∑
g∈NS∞\W∞
∑
x∈NSf\Wf
Za,b,g,x ⊗ [gx].
(The case W∞ = S∞). We put
LR,M (W )(a⊗ b⊗ c) := c
∑
x∈NSf\Wf
〈〈L˜∞(b),Φa,x〉〉
∏
v∈Sf\Wf
|x|−svv ⊗ [x]
where a ∈ AR,M (W ∩ Sf ), b ∈ Z(U) = Z(U , S∞), c ∈ Z[NS ] and L˜∞(b) ∈ K′(U)
is a lift of L∞(b) ∈ K(U). This definition does not depend on the choice of L˜∞(b)
because 〈〈1F× ,Φa,x〉〉 = 0 from Wf 6= Sf and Φa,x(0) = 0.
From the definition, we have
(6.7) LR2,M2 ◦ iR1,M1R2,M2 = LR1,M1 .
Proposition 57. We have λ(LR,M (ϑR,M )) = ΘS,{q},K(s).
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Proof. We write J for the group of fractional ideals of OS . Let λ be a natural iso-
morphism between NS and J . For a ∈ J , we write σa := rec(λ−1(a)) ∈ Gal(K/F ).
We put A := {(x, a) | a ∈ J, x ∈ F×} = J × F×. We define the action of F× to A
by p(x, a) = (px, pa). We define ev ∈ HomZ[F×](BR,M (∅)→ Map(A,Z)) by
(ev(a⊗ b⊗ c))(x, a) :=
{
a(x)× L∞(b)(x) a = λ(c)
0 a 6= λ(c),
where a ∈ S(AS∞F ), b ∈ Z(F×, ∅), c ∈ Z[NS ], and (x, a) ∈ A. Then we have
L(h) =
∑
(x,a)∈A
ev(h)(x, a)
(∏
v∈S
|x|−svv
)
⊗ [λ−1(a)
∏
v∈S
xv].
and
λ(L(h)) =
∑
(x,a)∈A
ev(h)(x, a)
(∏
v∈S
|x|−sv
)
N(a)s ⊗ [σx−1a].
Define D ∈Map(A,Z) by
D((x, a)) =

1 x ∈ a \ aq
N(q)− 1 x ∈ aq
0 x /∈ a,
where a and ap are fractional ideals of OS . Let t ∈ BR,M (∅) be a lift of ϑ. Then
from Proposition 31, we have ∑
p∈F×
[p]ev(t) = D.
Thus we have
λ(L(t)) =
∑
(x,a)∈A/F×
D(x, a)
(∏
v∈S
|x|−sv
)
N(a)s ⊗ [σx−1a]
=
∑
a∈J
D(1, a)N(a)s ⊗ [σa]
= ΘS,{q},K(s).

6.5. Definition of Shv0 , Sh⋄ and Shv0,⋄.
Lemma 58. Let m be a positive integer defined by
m :=
{
1 M = F×q and ch(q) ≥ [F : Q] + 2
ch(q)[F :Q] otherwise.
Let V be a subset of S \ R. If M = 1, S∞ ∩ V 6= S∞ or R 6= ∅ then ShR,M,V :=
(BR,M |Sub(V )\{S},mLR,M |Sub(V )\{S}, ϑR,M ,m) is a Shintani datum on V for (R,Υ, λ, θ).
Proof. First, we need to prove that
(6.8) mLR,M (W )(BR,M (W )) ⊂ R(W ) (W ⊂ V, W 6= S).
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Let a ∈ AR,M (W ∩ Sf ), b = (bg)g ∈
∏
g∈NS∞\W∞ Z(Ug) and c ∈ Z[N
S ]. Since the
constant term of mLR,M (W )(a⊗ b ⊗ c) is given by
c
∑
g∈NS∞\W∞
∑
x∈NSf\Wf
m〈〈L∞(bg),Φa,x〉〉[x],
it is enough to prove that
(6.9) m〈〈L∞(bg),Φa,x〉〉 ∈ Z.
The claim (6.9) follows from Lemma 37 (m = 1) and Lemma 36 (m 6= 1). Hence
(6.8) is proved. ThereforemLR,M : BR,M →R is well-defined. The other conditions
are followed from Proposition 46, 52 and 57. 
Definition 59. For q /∈ S such that ch(q) ≥ [F : Q] + 2, we define Shintani data
Shv0 and Shv0,⋄ on S \ {v0} by
Shv0 = ShSf∩{v0},F×q ,S\{v0}
Shv0,⋄ = ShSf∩{v0},{1},S\{v0}.
For q /∈ S such that ch(q) 6= 2, we define a Shintani datum Sh⋄ on S by
Sh⋄ = Sh∅,1,S.
From Proposition 53 and relation (6.7), the natural transformations i
Sf∩{v0},F×q
Sf∩{v0},1
and i∅,1Sf∩{v0},1 give morphisms Sh
v0 → Shv0,⋄ and Sh⋄ → Shv0,⋄ respectively.
7. Proof of the main theorems
We put
X := {q /∈ S, ch(q) ≥ [F : Q] + 2}
Y := {q /∈ S, ch(q) 6= 2}.
In Section 6, we constructed a Shintani datum Shv0 for q ∈ X and Shintani data
Sh⋄, Shv0,⋄ for q ∈ Y . To avoid confusion, we write Shv0(q), Sh⋄(q) and Shv0,⋄(q) for these
Shintani data. For v ∈ S, put Jv := ker(R(∅)→R({v})).
Definition 60. For a Shintani datum on W ( S, we define
QN(Sh) ∈ (
∏
v∈W
Iv)/(IF×
∏
v∈W
Iv)
as follows. The homomorphism
R(∅)→ Z[NF ] ; P (sv0 , . . . , svr )⊗ [c] 7→ P (0, . . . , 0)[c]
naturally induces the homomorphism
(
∏
v∈W
Jv)/(IF×
∏
v∈W
Jv)→ (
∏
v∈W
Iv)/(IF×
∏
v∈W
Iv).
Then QN (Sh) the image of Q(Sh) under this homomorphism.
In this section, we put
V := S \ {v0}.
Definition 61. We define ΘˆS,q,K by
ΘˆS,q,K := Q
N(Shv0(q)).
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Lemma 62. Let T be a finite set of places of F such that S∩T = ∅. The conditions
ker(µK →
∏
p∈T
K
(OK/p)
×) = {1}
and
δT ∈ AnnZ[G](µK)
are equivalent.
Proof. Put m = #µK . The both conditions are equivalent to the condition
∀p | m, ∃p ∈ T, ch(p) 6= p.

Lemma 63. Let J ⊂ Z[G] be the ideal spanned by
{1−N(q)σ−1q | q ∈ X}.
Then we have J = AnnZ[G](µK).
Proof. Put m = #µK and n = gcd{1 − N(q) | q /∈ X, σq|K = 1}. Let us prove
that m = n. It is obvious that m | n. Assume that n > m. Then K(ζn)/K is
not a trivial extension. Let σ ∈ Gal(K(ζn)/K) ⊂ Gal(K(ζn)/F ) be a non trivial
element. From Chevotarev’s density theorem, there exists q ∈ X such that
σq|Gal(K(ζn)/F ) = σ.
Then σq|K = σ|K = id. From the norm functoriality of the reciprocity map, we
have
σN(q) 6= 1 ∈ Gal(Q(ζn)/Q).
Therefore, n ∤ 1−N(q). This contradicts to the assumption that n = gcd{1−N(q) |
q ∈ X, σq = 1}. Therefore the assumption n > m must be false. Thus we have
n = m and m ∈ J . From Chevotarev’s density theorem, for all σ ∈ G, there exists
q ∈ X such that σq = σ. Thus we have J = AnnZ[G](µK). 
Lemma 64. For q ∈ X, we have
(1−N(q)σ−1q )ΘS,K ∈
∏
v∈V
IGv .
Proof. It follows from
rec(ΘˆS,q,K) = (1−N(q)σ−1q )ΘS,K
and
ΘˆS,q,K ∈
∏
v∈V
Iv.

Lemma 65 (Vanishing order part of Gross conjecture). Let T be a finite set of
places of F such that S ∩ T = ∅. If ker(µK →
∏
p∈T
K
(OK/p)
×) = {1} then we
have
ΘS,T,K ∈
∏
v∈V
IGv .
A PROOF OF THE REFINED CLASS NUMBER FORMULA OF GROSS 33
Proof. From Lemma 63 and 64, we have
JΘS,K ⊂
∏
v∈V
IGv .
Since δT ∈ J from Lemma 62, we have
ΘS,T,K = δTΘS,K ∈
∏
v∈V
IGv .

Lemma 66. We have
2
∏
v∈V
Iv ⊂ (
∑
v∈V
Iv)
∏
v∈V
Iv
2
∏
v∈V
IGv ⊂ (
∑
v∈V
IGv )
∏
v∈V
IGv .
Proof. Since F 6= Q, S∞ \ {v0} 6= ∅. Let v′ be any place in S∞ \ {v0}. Then we
have 2Iv′ ⊂ I2v′ (resp. 2IGv′ ⊂ I2Gv′ ) since
2([1]− [x]) = ([1]− [x])2
for all x ∈ Nv′ (resp. x ∈ Gv′). Thus the lemma is proved. 
Lemma 67. Let T be a finite set of places of F such that S ∩ T = ∅. If ker(µK →∏
p∈T
K
(OK/p)
×) = {1} then we have
2ΘS,T,K ∈ IGH
∏
v∈V
IGv .
Proof. The claim follows from Lemma 65 and Lemma 66. 
Recall that R(∅) = P∅ ⊗ Z[NF ]. For v ∈ S, define gv : F× →R(∅)× by
gv(x) = |x|−svv ⊗ [fv(x)].
For v ∈ S, put Jv := ker(R(∅)→R({v})).
Lemma 68. For x1, . . . , xr ∈ F×, we have
det(−1+
r∏
s=j
gvs(xi))
r
i,j=1 ≡ det(−1+gvj(xi))ri,j=1 (mod (Jv1+· · ·+Jvr)Jv1 · · · Jvr ).
Proof. For k ∈ {0, 1, . . . , r} and y1, . . . , yk ∈ F×, we put
ak(y1, . . . , yk) := det(−1 +
k∏
s=j
gvs(yi))
k
i,j=1
bk(y1, . . . , yk) := det(−1 + gvj (yi))ki,j=1.
Let P(k) be the following statement:
For any y1, . . . , yk ∈ F×, we have
ak(y1, . . . , yk) ≡ bk(y1, . . . , yk) (mod (Jv1 + · · ·+ Jvk)Jv1 · · · Jvk).
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Note that P(k) implies ak(y1, . . . , yk) ∈ Jv1 · · · Jvk since bk(y1, . . . , yk) ∈ Jv1 · · ·Jvk .
We prove P(k) for k = 0, . . . , r by the induction on k. Assume that P(k− 1) holds.
We have
ak(y1, . . . , yk) =
k∑
i=1
(−1)i−1ak−1(y1, . . . , yˆi, . . . , yk)(−1 + gvk(yi))
∏
i′ 6=i
gvk(yi′).
Since ak−1(y1, . . . , yˆi, . . . , yk) ∈ Jv1 · · ·Jvk−1 and 1−
∏
i′ 6=i gvk(yi′) ∈ Jvk , we have
(7.1)
ak(y1, . . . , yk) ≡
k∑
i=1
(−1)i−1ak−1(y1, . . . , yˆi, . . . , yk)(−1+gvk(yi)) (mod Jv1 · · · Jvk−1J2vk).
Since −1 + gvk(yi) ∈ Jvk and
ak−1(y1, . . . , yˆi, . . . , yk) ≡ bk−1(y1, . . . , yˆi, . . . , yk) (mod (Jv1+· · · Jvk−1)Jv1 · · ·Jvk−1),
we have
(7.2)
ak−1(y1, . . . , yˆi, . . . , yk)(−1 + gvk(yi)) ≡ bk−1(y1, . . . , yˆi, . . . , yk)(−1 + gvk(yi))
(mod (Jv1 + · · · Jvk−1)Jv1 · · ·Jvk).
From (7.1) and (7.2), we have
ak(y1, . . . , yk) ≡
k∑
i=1
(−1)i−1bk−1(y1, . . . , yˆi, . . . , yk)(−1 + gvk(yi))
≡ bk(y1, . . . , yk) (mod (Jv1 + · · ·+ Jvk)Jv1 · · · Jvk).
Hence P(k) holds. Thus P(0), . . . ,P(r) are proved by the induction. The lemma is
equivalent to P(r). 
Lemma 69. Let T be a finite set of places of F such that S∩T = ∅ and Y ∩T 6= ∅.
Let 〈u1, . . . , ur〉 be a Z-basis of O×S,T such that (−1)#T det(− log |ui|vj )1≤i,j≤r > 0.
Then we have
lim
s→0
s−rΘS,T,H(s) = nS,T det(− log |uj |vi)ri,j=1
∑
σ∈Gal(H/F )
[σ].
Proof. The claim follows from the functional equation of ΘS,T,H(s). 
Lemma 70. For q ∈ Y , we have
QN (Sh⋄|V ) ≡ ch(q)[F :Q]Rˆq (mod IHIv1 · · · Ivr ).
Proof. Fix q ∈ Y and put Sh⋄ := (B⋄,L⋄, ϑ⋄, ch(q)[F :Q]). From Lemma 10, we have
Q(Sh⋄|V ) = η2(η1(ϑ⋄)).
Put E = O×S,{q}. Take a Z-basis 〈u1, . . . , ur〉 ofE such that− det(− log |ui|vj )1≤i,j≤r >
0. Note that R(S) = Z[NS ]. From Lemma 11, Proposition 46 and Proposition 51,
we have
η1(ϑ
⋄) ∈ im(Hr(E,Z[NS ])→ Hr(F×,Z[NS ])).
Since the action of E to NS is trivial, we have
Hr(E,Z[NS ]) ≃ Hr(E,Z) ⊗ Z[NS ].
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Therefore there exists A ∈ Z[NS ] such that η1(ϑ⋄) is the image of
A⊗
∑
σ∈Sr
sgn(σ)[1, uσ(1), uσ(1)uσ(2), . . . , uσ(1) · · ·uσ(r)] ∈ Z[NS ]⊗Z[F×] Ir.
Let ω : Hr(F
×, NS) ≃ H(R(S)[−1] → R(S)[0] → R(S)[1]) be a natural isomor-
phism. Then we have
ω(η1(ϑ
⋄)) = y
where
y = (y0, . . . , yr) ∈
r∏
i=0
R(S)i,i = R(S)[0]
and
yk = A
∑
σ∈Sr
sgn(σ)
r∏
i=k+1
(
−1 +
r∏
s=i
gvs(xσ(i))
)
⊗ [1, xσ(1), xσ(1)xσ(2), . . . , xσ(1) · · ·xσ(k)].
∈ R({v0, . . . , vk−1})⊗ Ik.
Let f be a natural homomorphism from R(S)[0]→R(V )[0]. Put
b0 = Adet(−1 +
r∏
s=j
gvs(xσ(i)))
r
i,j=1 ∈ R(V )−1,0
and
b := (b0, 0, . . . , 0) ∈
r+1∏
i=0
R(V )i−1,i = R(V )[1].
Then f(yk) = d(b). Therefore we have
η2(η1(ϑ
⋄)) = b0
from the definition. By using Lemma 68, we have
b0 ≡ Adet(gvi(uj)− 1)1≤i,j≤r (mod (IF×R(∅) + Jv0 + · · ·+ Jvr )
∏
v∈V
Jv).
Thus we have
(7.3)
Q(Sh⋄|V ) ≡ Adet(gvi(uj)− 1)1≤i,j≤r (mod (IF×R(∅) + Jv0 + · · ·+ Jvr )
∏
v∈V
Jv).
Let A¯ ∈ Z[NS/F×] = Z[Gal(H/F )] be the image of A. From (7.3), we have
ch(q)[F :Q]ΘS,{q},H(s) ≡ sr det(− log |uj |vi)ri,j=1A¯ (mod sr+1).
Therefore, from Lemma 69, we have
A¯ = nS,T
∑
c∈NS/F×
[c]
Hence, from (7.3), we have
QN(Sh⋄|V ) ≡ ch(q)[F :Q]nS,T
∑
c∈NS/F×
[c] det(fvi(uj)− 1)1≤i,j≤r (mod IHIv1 · · · Ivr )
= ch(q)[F :Q]Rˆq.

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Lemma 71. For q ∈ Y , we have
ch(q)[F :Q]ΘS,{q},K ≡ ch(q)[F :Q]RG,S,{q} (mod IGH
∏
v∈V
IGv ).
Proof. By applying rec to the both hand sides of Lemma 70, we obtain the claim.

Lemma 72. Let q be an element of T such that ch(q) 6= 2. Then we have
ch(q)[F :Q]ΘS,T,K ≡ ch(q)[F :Q]RG,S,T (mod IGH
∏
v∈V
IGv ).
Proof. From the definition, we have
ΘS,T,K = ΘS,{q},K
∏
p∈T\{q}
(1−N(q)σ−1q )
and
RG,S,T = RG,S,{q}
∏
p∈T\{q}
(1−N(q)).
= RG,S,{q}
∏
p∈T\{q}
(1−N(q)σ−1q ) (since ∀σ ∈ G, (1− [σ])RG,S,{q} = 0).
Thus the claim follows from Lemma 71. 
Let us prove Theorem 2. Assume that T satisfies the condition
ker(µK →
∏
p∈T
K
(OK/p)
×) = {1}.
Lemma 72 implies that
ch(q)[F :Q]ΘS,T,K ≡ ch(q)[F :Q]RG,S,T (mod IGH
∏
v∈V
IGv ).
From Lemma 67 we have 2ΘS,T,K ∈ IGH
∏
v∈V IGv . From Lemma 66 we have
2RG,S,T ∈ IH
∏
v∈V IGv . Thus we have
ΘS,T,K ≡ RG,S,T (mod IGH
∏
v∈V
IGv ),
which completes the proof of Theorem 2.
Let q be prime ideal of F such that ch(q) ≥ n+2. Since there exists a morphism
from Shv0 to Shv0,⋄, we have
ch(q)nQ(Shv0) ≡ Q(Shv0,⋄)
Since there exists a morphism from Sh⋄ to Shv0,⋄, we have
Q(Shv0,⋄) ≡ Q(Sh⋄)
≡ ch(q)nRˆq.
Thus we have
ch(q)nQ(Shv0) ≡ ch(q)nRˆq (mod IH
∏
v∈V
Iv).
Since 2Q(Shv0) and 2Rˆq are in IH
∏
v∈V Iv from Lemma 66, we have
ΘˆS,q,V ≡ Rˆq,
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which completes the proof of Theorem 3.
8. Some example
In this section, we present a certain example of ΘˆS,q,S\{v0} and Theorem 3. The
reader who is not interested in such an example can skip this section.
Let us consider the case F = Q(
√
5), S = S∞ and q = (
√
5). Let v0 and v1 be
the infinite places corresponding to the real embeddings a + b
√
5 7→ a + b√5 and
a+ b
√
5 7→ a− b√5 respectively. Then we have Shv0 = (B,L, ϑ, 1) where we put
B := B∅,F×5 |Sub(S\{v0)
L := L∅,F×5
ϑ := ϑ∅,F×5 .
Note that B(W ) = B∅,F×5 (W ) is the certain Z[F
×] submodule of
S(AS∞F )⊗Z(F×,W )⊗ Z[NS ]
defined in Section 6. We define f ∈ S(AS∞F ) by f(x) :=
∏
v fv(xv) where fv = 1Ov
for v 6= q and
fq(xq) =

1 xq ∈ O×q
−4 xq ∈ qOq
0 xq /∈ qOq.
We put ǫ = 1+
√
5
2 and
D0 := [1] + [1, ǫ
2] ∈ Z(F×, ∅)
D1 := [1, ǫ] ∈ Z(F×, {v1}).
Then we have f⊗D0⊗[1] ∈ B(∅), and ϑ ∈ H0(F×,B(∅)) is the image of f⊗D0⊗[1].
Define a = (a0, a1) ∈ B0,0 ⊕ B1,1 = B[0] by
a0 := f ⊗D0 ⊗ [1] ∈ B(∅)
a1 := [1, ǫ]⊗ (f ⊗D1 ⊗ [1]) ∈ I1 ⊗ B({v1}).
Then we have
d1(a) = (ϑ, 0) ∈ B0,−1 ⊕ B1,0.
For W ⊂ S∞, we denote the element (xv)v∈S\W ∈ NS\W by
(x0, x1) (xj ∈ Nvj ⊔ {∗})
where xi = xvi for vi ∈ S \W and xi = ∗ for vi ∈W . We have
L(a0) = Z0(s0, s1)⊗ [(+1,+1)]
L(a1) = [1, ǫ]⊗ (Z1(s0)⊗ [(+1, ∗)])
where Z0(s0, s1) and Z1(s0) are Maclaurin series of∑
x∈C(1,ǫ2)∪C(ǫ2)
f(x)|x|−s0v0 |x|−s1v1
and ∑
x∈C(1,ǫ)
f(x)|x|−s0v0
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respectively. Define b = (b0, b1) ∈ B−1,0 ⊕ B0,1 = B[1] by
b1 = [1, ǫ]⊗ (Z1(s0)⊗ [(+1,+1)])
b0 = (Z0(s0, s1)− Z1(s0))⊗ [(+1,+1)] + |ǫ|−s0v0 |ǫ|−s1v1 Z1(s0)⊗ [(+1,−1)].
Since d(b) = a, we have
Q(Shv0) = b0.
Since the constant term of Z0(s0, s1) (resp. Z1(s0)) is equal to 0 (resp. −1), we
have
ΘˆS,q,{v1} = Q
N (Shv0) = [(+1,+1)]− [(+1,−1)] ∈ Iv1/(IF×Iv1 ).
Note that we have H = F and nS,T = −1. Since u = −ǫ−2 is a generator of O×S,{q}
such that −(− log |u|v1) > 0, we have
Rˆq = −([1, u]− [1, 1])
= [(+1,+1)]− [(+1,−1)] ∈ Iv1/IHIv1 .
Thus we have
ΘˆS,q,{v1} ≡ Rˆq (mod IHIv1).
Theorem 3 says that such congruences holds in more general settings. Note that
Theorem 2 says nothing in this case because there exists no non-trivial extension
K of F unramified outside S∞.
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