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Abstract
We identify in some classes of unicyclic graphs (of fixed order and girth) those graphs whose index, i.e.
the largest eigenvalue, is maximal. Besides, some (lower and upper) bounds on the indices of the graphs
being considered are provided.
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1. Introduction
Let A be the (0, 1)-adjacency matrix of a (simple) graph G (of order n). The eigenvalues of
G are the eigenvalues of A; they are real numbers (since A is symmetric). As usual, λ1(G) 
λ2(G)  · · ·  λn(G) are the eigenvalues of G in non-increasing order. The largest eigenvalue
of G, i.e. λ1(G), is also called the spectral radius of G, or, for short, the index of G. Note, if G
is connected then λ1(G) > λ2(G), i.e. the largest eigenvalue is strictly greater than the second
largest one. The following description of the largest eigenvalue of A, or any Hermitian matrix, is
well-known (see, for example, [5, p. 49]):
λ1(A) = sup
||x||=1
xTAx (x ∈ Rn). (1)
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We note here that the maximum is attained in (1) if and only if x is an eigenvector (for the largest
eigenvalue) of A. Next, since A is a non-negative matrix, the corresponding eigenvector can be
taken to be non-negative. In addition, if G is connected (i.e. if A is irreducible) then it can be taken
to be positive. Any such vector (not necessarily of unit length) is called the Perron eigenvector
of G.
In what follows we shall restrict ourselves to connected graphs. For any such graph, let µ be
its index, while x = (x1, x2, . . . , xn)T its Perron eigenvector (not necessarily a unit one); xi is
also called the weight of the ith vertex (with respect to x). Then (for all simple graphs) we have
µxi =
∑
i∼j
xj (i = 1, 2, . . . , n). (2)
In fact, (2) is an eigenvalue equation for the ith vertex (corresponding to the index). From this
point we will use to suppress a graph name if it is understood from the context.
We next give some notations and/or definitions.
If G is a graph then V (G) (E(G)) is its vertex (resp. edge) set; |V | (|E|) is its order (resp. size).
The degree of the vertex vi will be denoted by deg(vi), or di for short. The degree sequence of a
graph is the sequence of degrees ordered, say in non-increasing way (it is a collection of graph
invariants). d(u, v) denotes the distance between vertices u and v (in G). If H and K are two
subgraphs of G, then d(H,K) (= minu∈V (H),v∈V (K) d(u, v)) denotes their distance (in G). For
all other notations or definitions not given here, see, for example, [7], or [3] (for graph spectra).
Finally, we add some notations related to unicyclic graphs. Let Un be the set of all unicyclic
graphs on n vertices. Next, let Un,g be the set of all unicyclic graphs on n vertices and girth g.
So, if U ∈ Un,g , then U consists of the (unique) cycle (say C) of length g and a certain number
of trees attached at vertices of C having (in total) n − g edges. We will also assume, if not told
otherwise, that the vertices of C are c1, c2, . . . , cg , or for short, only 1, 2, . . . , g (ordered in a
natural way around C, say in the clockwise direction). For each i, let Ti be a rooted tree (with ri
as its root) attached at ci . Then, for each U ∈ Un,g , we can write
U = C(T1, T2, . . . , Tg).
If Ti , for each i, is a path of size mi (= Pmi+1), whose root is a vertex of minimum degree, then
we write U = P(m1,m2, . . . , mg); if Ti , for each i, is a star of size mi (=Smi+1), whose root is
a vertex of maximum degree, then we write U = S(m1,m2, . . . , mg) (clearly, in both situations,∑g
i=1 mi = n − g).
The paper is organized as follows. In Section 2 we give some tools to be used later (some of
them are slight refinements of the existing ones). In Section 3 we find the unicyclic graphs which,
under some assumptions, have the largest index (see also [12] for similar results for trees). In
Section 4 we give some bounds on the indices of some unicyclic graphs.
2. Some perturbational results
Any modification of a graph gives rise to perturbations of its eigenvalues. In literature, this
topic is mostly studied for the largest eigenvalue of graphs. The following theorem directly follows
from the fact that the adjacency matrix of a connected graph is non-negative and irreducible.
Theorem 2.1. If G′ is a graph obtained from a connected graph G by adding (or deleting) an
edge, then µ(G′) > µ(G) (resp. µ(G′) < µ(G)).
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We will next consider some perturbations resulting from the relocations of edges.
(i) Let e = rs be an edge of a graph G, and assume that vertex r is non-adjacent to t . A rotation
R (around r) consists of the deletion of the edge e followed by the addition of the edge
e′ = rt .
(ii) Let e = st and f = uv be two edges of a graph G, and assume that vertices s and v, and
t and u are non-adjacent. A (local) switching S (with respect to e and f ) consists of the
deletion of edges e and f , followed by the addition of the edges e′ = sv and f ′ = tu.
It can be easily seen that local switching preserves vertex degrees. Another remarkable
fact is that any two graphs of the same order and with the same degree sequences can be
obtained from one to another by a sequence of local switchings (see, for example, [13, p.
45]).
Theorem 2.2. Let G′ be a graph obtained from a connected graph G(of order n) by the relocation
(i), or (ii). Let x = (x1, x2, . . . , xn)T be the Perron eigenvector of G. Then the following holds:
(i) if xt  xs then µ(G′) > µ(G) (for R);
(ii) if (xs − xu)(xv − xt )  0 then µ(G′)  µ(G) (forS), with equality for the indices if and
only if xs = xu and xv = xt .
Proof. Assume first, without loss of generality, that ‖x‖ = 1. Let A and A′ be the adjacency
matrices of G and G′. Then we have
µ(G′) − µ(G) = sup
||y||=1
yTA′y − xTAx  xTA′x − xTAx = xT(A′ − A)x = .
For the observed modifications we easily get
(*)  = 2xr(xt − xs);
(**)  = 2(xs − xu)(xv − xt ).
In both cases we first get that µ(G′)  µ(G). The equality in (i), or in (ii), holds if and only if
 = 0 and x is an eigenvector of G′. But then, in (i), we easily get that the eigenvalue equation
does not hold (in G′) for the vertices s and t . In (ii), if xv /= xt then the eigenvalue equations
do not hold for s and t in G′, while if xs /= xu then they do not hold for t and v (in G′). So, if
µ(G′) = µ(G), then xs = xu and xt = xv . On the other hand, if xs = xu, while xt = xv , we are
done (since  = 0 and x is an eigenvector of G′). So the proof follows. 
The following result can be found in [6], but in a somewhat weaker form.
Lemma 2.3. Let G be a connected graph in which r is a vertex adjacent to s, but not to t. Let
G′, obtained from G by the indicated rotation (around r), be also a connected graph. Next, let x
and x′ be the Perron eigenvectors of G and G′, respectively. Then xt  xs implies x′t > x′s .
Proof. Assume the contrary, that x′s  x′t . But then, by using Theorem 2.2(i), we get that µ(G) >
µ(G′). On the other hand, since xt  xs , by the same theorem we have that µ(G′) > µ(G), a
contradiction. 
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The following two theorems will be useful. The first is taken from [10] (see also [5, p. 134]);
the second one is taken from [11].
Theorem 2.4. Let G(m, n) be a graph obtained from a non-trivial connected graph G by add-
ing at some fixed vertex two hanging paths whose lengths are m and n. If m  n  1 then
µ(G(m, n)) > µ(G(m + 1, n − 1)).
Theorem 2.5. Let H be a star (on at least three vertices) whose central vertex is s, and t any
of its terminal vertices. Let G be a non-trivial connected rooted graph with a root r. Denote by
Gs (Gt) a graph obtained from G by identifying its root r with the vertex s (resp. t) of H. Then
µ(Gs) > µ(Gt).
The following result can be found in [2].
Theorem 2.6. For any graph U from Un we have
µ(Cn)  µ(U)  µ(Sn + e).
The equalities hold if and only if U = Cn (on the left side), and U = Sn + e (on the right side).
Remark. The third author wants to point out at this place that the statement of Theorem 5 in [11]
(and its proof) is not valid. However, it can be easily shown that all further results in [11] are, in
spite of this, correct. Namely, the claim based on Theorem 5 can be immediately justified, say by
making use of Theorem 2.2(i). So, in particular, Theorem 2.6, which also appears in [11] is valid.
In this paper, we will give some more results which fit into the topic discussed in [11], using the
tools (ideas) developed in the meantime.
3. Unicyclic graphs with extremal index
Recall, Un,g is the set of all unicyclic graphs having the fixed order and girth. Let U =
C(T1, T2, . . . , Tg) be a graph from Un,g , and assume that all trees but, say Ti , are kept fixed,
while Ti (along with its root) can be changed. Then, for short, we will put U = C[Ti]. If so, the
following result holds.
Lemma 3.1. Let U = C[Ti], where the order of Ti is ni. Then
µ(C[Pni ])  µ(U)  µ(C[Sni ]),
where the degree of the root in Pni (Sni ) is 1(resp. ni − 1). Moreover, both extremal graphs are
unique.
Proof. Consider first the left inequality. Suppose that Ti /= Pni . Let v be a vertex (of U ) belonging
to Ti chosen so that deg(v) > 2 and that d(v, C) (the distance between v and C) is the largest. If
so, we can observe at least two hanging paths attached at v. By Theorem 2.4, the index is reduced
when any two hanging paths at v are replaced by a single hanging path with length equal to the
sum of the lengths of the two paths. By repeating this procedure as necessary (for any other vertex
as v), we arrive at C[Pni ], as required.
We next consider the right inequality. Suppose that Ti /= Sni . Again, let v be a vertex chosen
as above. By Theorem 2.4 (applied in the reverse direction), the index is increased when any
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hanging path at v is replaced by a hanging star (namely, edges of a hanging path now become the
hanging edges at v). If the same is repeated for other hanging paths at v, we get one star attached
at v (its central vertex is identified with v) whose size is equal to the sum of the lengths of the
aforementioned paths. Let w be a vertex (of U ) in Ti , adjacent to v, and belonging to the (unique)
path between ci and v. By Theorem 2.5, the index is increased when all hanging edges at v are
relocated so that they become the hanging edges at w. Note also that d(w,C) = d(v, C) − 1. By
repeating the same procedure (for any other vertex as v), we arrive at C[Sni ], as required. 
The following result is a direct consequence of the above lemma.
Theorem 3.2. If U = C(T1, T2, . . . , Tg) belongs toUn,g, and if the size of Ti (for each i) is mi,
then
µ(P (m1,m2, . . . , mg))  µ(U)  µ(S(m1,m2, . . . , mg)).
Moreover, the extremal graphs are unique.
Remark. In what follows we will focus our attention on graphs fromUn,g with the largest index.
Graphs with the smallest index will be treated in some of our forthcoming papers.
Recall, the graph in Un with the largest index is S(n − 3, 0, 0) (see Theorem 2.6). The next
result refers to graphs from Un,g .
Theorem 3.3. For any graph U from Un,g we have
µ(U)  µ(S(n − g, 0, . . . , 0)).
The equality holds if and only if U = S(n − g, 0, . . . , 0).
Proof. By Theorem 3.2, it follows that U ′, the graph with the largest index in Un,g , is equal to
S(m1,m2, . . . , mg), for some mi’s. Assume next that two of mi’s, say ms and mt , are non-zero.
Consider then x, the Perron eigenvector of U ′, and assume (without loss of generality) that xt  xs
for the vertices s and t (of C). But then, by the relocation of a hanging edge at s to the position
of a hanging edge at t (in fact, by a rotation, cf. Theorem 2.2(i)) we get a graph, also from Un,g ,
but with a greater index. The latter is a contradiction to the choice of U ′.
This completes the proof. 
In what follows let U(m1,m2, . . . , mg) be the set of unicyclic graphs which differ from the
unicyclic graph S(m1,m2, . . . , mg) only up to a permutation of mi’s. Let UM be the graph in
U(m1,m2, . . . , mg) with the largest index. We also assume that g  4, and that at least two mi’s
are non-zero (otherwise, the problem is trivial). In the next few lemmas we will investigate the
spectral and structural properties of UM .
Lemma 3.4. If v and w are two vertices of the cycle C (of UM), and if deg(v) < deg(w) then
xv < xw.
Proof. Assume the contrary, i.e. that deg(v) < deg(w), but xv  xw. Then, we can relocate
deg(w) − deg(v) hanging edges from w to v (then,R is applied deg(w) − deg(v) times). Notice
first that the graph obtained is also unicyclic, and belongs to U(m1,m2, . . . , mg). By Theorem
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2.2(i) and Lemma 2.3, its index is larger than the index of UM , a contradiction to the choice of
UM . 
From the above lemma we immediately get:
Corollary 3.5. If v and w are two vertices of the cycle C, then the following holds:
(i) if deg(v) < deg(w) then xv < xw;
(ii) if xv > xw then deg(v)  deg(w);
(iii) if xv = xw then deg(v) = deg(w).
We now assume that: e = uu′, where u = i, u′ = i + 1 for some i, and f = vv′, where v = j ,
v′ = j + 1 for some j (here i + 1, or j + 1 is equal to 1 if i = g, or j = g). Then we have
Lemma 3.6. Under the above assumptions, if e = uu′ and f = vv′ are two disjoint edges of the
cycle C (in UM), then
(xu − xv′)(xv − xu′)  0.
In addition, xu = xv′ if and only if xv = xu′ .
Proof. Assume the contrary, i.e. that (xu − xv′)(xv − xu′) > 0. Let e′ = uv and f ′ = u′v′. Note,
both e′ and f ′ are non-edges in UM . If we switch edges e and f to non-edges e′ and f ′, we get a
unicyclic graph fromU(m1,m2, . . . , mg)with a larger index (by Theorem 2.2(ii)), a contradiction.
The additional claim also follows from the same theorem. 
We now need some more definitions. Let a (= i) and b (=j) be two vertices of the cycle C.
An interval [a, b] (in C) is the set of vertices of C between a and b (in clockwise direction),
including a and b; in particular, [a, a] = {a}. Let dˆ1 > dˆ2 > · · · > dˆh be the distinct degrees of
vertices from C. Let Vi = {j | deg(j) = dˆi}, while Vˆi = ∪jiVj (for i = 1, 2, . . . , h). We next
define a (unicyclic) graph of the form S(m1,m2, . . . , mg) with special arrangement of mi’s (and
thus vertex degrees around C). We first relabel the vertices of C in such a way that for the new
labeling we have: deg(u1)  deg(u2)  · · ·  deg(ug) (note, this labeling is non-increasing in
(vertex) degrees). We will next arrange them (in consecutive positions) around C according to
the string S generated as follows:
(i) S1 = u1;
(ii) Si = uiSi−1 if i is even, or Si = Si−1ui if i is odd (i = 2, . . . , g);
(iii) S = Sg .
In fact, S = ug · · · u2u1u3 · · · ug−1 if g is even, or S = ug−1 · · · u2u1u3 · · · ug if g is odd. Then the
corresponding unicyclic graph (and any graph isomorphic to it) is called an alternating unicyclic
graph (in vertex degrees). Note, for a given degree sequence (or equivalently, parameters mi ;
i = 1, 2, . . . , g), S is uniquely determined, and the alternating unicyclic graph as well. In the
special case an alternating unicyclic graph can be symmetric if the string S is symmetric (see, as
an example, the second graph of Fig. 1).
Lemma 3.7. UM (for g  3) is an alternating unicyclic graph.
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Fig. 1. Examples of two alternating unicyclic graphs.
Proof. We first assume that we have a natural labeling of the vertices of C, say (for short) by the
numbers 1, 2, . . . , g − 1, g (and that g  4). We will next consider two cases depending on the
components of x, the Perron eigenvector of UM .
Case 1. All vertices of C have distinct weights.
Assume now that v1, v2, . . . , vg are the vertices of C relabeled so that xv1 > xv2 > · · · > xvg .
Let S′ be a string which corresponds to this labeling of vertices of C.
Without loss of generality, assume that v1 = 1, and put S′1 = v1. Next, let v2 = i, and assume
that i /= 2 or g. Consider then the (distinct) vertices: u = i, u′ = i + 1, v = 1 and v′ = 2. Then,
we have
(xu − xv′)(xv − xu′) > 0, (3)
a contradiction (by Lemma 3.6). So, i = 2 or g, say i = g. Then v2 = g, and we put S′2 =
v2v1 (= v2S′1). Next, let v3 = i, and assume that i /= 2. Consider then the (distinct) vertices:
u = 1, u′ = 2, v = i and v′ = i + 1. Then (3) holds (again), and so we get that i = 2. Therefore
v3 = 2, and we now put S′3 = v2v1v3 (= S′2v3). Assume next that the vertices v1, v2, . . . , vm−1
(m  4, but m < g) are already in the substring S′m−1. Let [s, t] (= {s, . . . , g, 1, 2, . . . , t}) be the
interval (in C) corresponding to the vertices in S′m−1. Next, let vm = i, and assume that m is even
(for m odd the proof is quite analogous). If so, vm−1 = t , and we have to prove that i = s − 1. If
i /= s − 1, suppose first that t + 1 /= i and consider the (distinct) vertices: u = i, u′ = i + 1, v = t
and v′ = t + 1. But then xu > xv′ and xv > xu′ , and (3) holds. We next suppose that i = t + 1,
and consider the (distinct) vertices:u = t ,u′ = t + 1, v = s − 1 and v′ = s. But now xu < xv′ and
xv < xu′ , and (3) holds (again). So, it follows that vm = s − 1, as required. Proceeding in this
way, we arrive to S′. By Corollary 3.5(ii) we get that S′ = S, and so UM is an alternating unicyclic
graph.
Case 2. At least two vertices of C have the same weight.
We will first show that UM is symmetric. Assume that i and j are two vertices of C, at the
largest distance, for which xi = xj . Then d(i, j) = 2l, or 2l + 1 for some l. If so, we then get (by
Lemma 3.6) that xi±k = xj∓k for each 1  k  l (note, the arithmetic appearing in indices is a
cyclic one). But then we have that d(i, j)  ⌊ g2
⌋
, since i, j are vertices of C, whose length is g.
So, by Corollary 3.5(iii), we easily get that UM is symmetric.
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We will next show that each Vˆi (i = 1, . . . , h − 1) is an interval. Assume the contrary, and
let s be the smallest number such that Vˆs is not an interval. If so, there exist two subintervals
of Vˆs , say U and V , whose distance is at least two. Let u /∈ U and u′ ∈ U , and also v /∈ V and
v′ ∈ V , be the vertices of C chosen so that d(u, u′) = 1 and d(v, v′) = 1, and that both u and v
are on the left side of U and V , respectively. Then xu < xv′ and xv < xu′ , and thus (3) holds, a
contradiction. In fact, we have shown that the intervals Vˆ1, Vˆ2, . . . , Vˆh−1 are strictly increasing
with respect to the inclusion.
Since UM is symmetric, and since the above intervals are increasing, we get at once that UM
is a symmetric alternating unicyclic graph.
This completes the proof. 
Collecting the results from the above lemmas, we immediately arrive at the following result
(which holds for any g  3).
Theorem 3.8. The alternating unicyclic graph is the (unique)graph inU(m1,m2, . . . , mg−1,mg)
having the largest index.
Example. In Fig. 1, two alternating unicyclic graphs are displayed. The first has the largest index
in
U(5, 3, 2, 2, 2, 1, 0, 0, 0, 0),
while the second one in
U(5, 4, 4, 3, 3, 1, 1, 0, 0, 0).
Note also that the first is not symmetric, while the second one is symmetric (as easily follows
from the corresponding parameters).
Remark. Let dˆ1 > dˆ2 > · · · > dˆh be the distinct degrees of vertices from C, then UM is sym-
metric if and only if |Vi | is even for every i (2  i  h − 1).
A sun is a graph of the form S(1, 1, . . . , 1). A broken sun is a graph of the form S(m1,m2, . . . ,
mg), where each mi is equal either to 0 or 1. In [1], quite analogously, broken wheels are defined;
so, a broken sun is the “split variant” (with respect to the center) of the broken wheel. The set
of broken suns of girth g and k “rays” will be denoted by Sg,k . Now we have the following
consequence of Theorem 3.7 (see also Theorem 4.1, [1] for broken wheels).
Corollary 3.9. For any graph S fromSg,k we have
µ(S) < µ(S(1, 1, . . . , 1, 0, 0, . . . , 0)),
where 1s are repeated k times.
Remark. It should be noted that broken wheels and broken suns (with the same size, and same
circumference) have the largest index if the spokes, and the hanging edges, are arranged around
the longest cycles in the same way. It was also noticed (but not proved so far) that the same seems
to apply for the smallest index.
In the rest of this section, we will consider alternating unicyclic graphs whose girths are not
the same. For this aim we first deduce the following consequence of Theorem 3.7.
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Lemma 3.10. If U /= S(m,m, . . . , m) is an alternating unicyclic graph then at most two vertices
of C have the same weight.
Proof. Suppose to the contrary, and choose just three vertices (of C) with the same weight.
If at least two of these three vertices are adjacent, say k and k + 1 (k + 1 becomes 1 if k = g),
but not necessarily l, then consider first the vertices k and l, and after the vertices k + 1 and l. By
Lemma 3.6, we then get that the neighbors of l (in C), i.e. l ± 1 (here, l + 1 becomes 1 if l = g, and
l − 1 becomes g if l = 1), have the same weight as l. Extending these arguments, we get that all
vertices of C have the same weight. But this, by Corollary 3.5(iii), contradicts the assumptions of
the lemma. So, if at least three vertices have the same weight no two of them are adjacent. Next,
suppose that the three vertices (none of them adjacent) are h, k, l, and say xh = xk = xl = p.
Consider then their neighbors h + 1, k + 1, l + 1. If one of these vertices has weight p, then we
have a contradiction. If all these vertices have weight not equal to p, we have that two of them
have the weight greater, or less, than p. Suppose xh+1, xk+1 > p, or xh+1, xk+1 < p. We add
to U the edges hk, (h + 1)(k + 1), and delete the edges h(h + 1), k(k + 1). By Lemma 3.6, the
index increases, a contradiction.
This completes the proof. 
A well-known result (see [5, p. 56]) is that
Lemma 3.11. Let y be a positive vector and A a real symmetric matrix having µ as its largest
eigenvalue. Then
(i) if Ay > ρy then µ > ρ;
(ii) if Ay < ρy then µ < ρ.
Remark. Note, in the above items (i) and (ii) (of Lemma 3.11), some, but not all corresponding
components of the vectors Ay and ρy could be equal.
Theorem 3.12. Let UM ∈ U(m1,m2, . . . , mg), where g  4, and suppose that not all mi’s are
equal. Let u be a vertex of C having the minimum weight (and therefore minimum degree). If v
and w are the vertices of C adjacent to u, then U ′, the graph obtained from UM by deleting u
and its incident edges, and by adding the edge vw, has a greater index.
Proof. Let A be the adjacency matrix of UM , µ its index, and x its Perron eigenvector. From the
eigenvalue equations we easily get that µxv = xv′ + mvxv∗ + xu and µxw = xw′ + mwxw∗ + xu,
where v′ and w′ are the vertices of C adjacent to v and w, respectively, and z∗ is any terminal
vertex adjacent to z.
Consider now the graph U ′ (obtained from U as already noted). Let A′ be the adjacency
matrix of U ′ and y the positive vector obtained from x by deleting the components related to the
vertices being deleted. If we now consider the vector A′y then, for any component except for those
corresponding to vertices v and w, we have the same values as in Ax. For the component related to
the vertex v (recall that u has minimum weight in C) we get: xv′ + mvxv∗ + xw  xv′ + mvxv∗ +
xu = µxv; in the same way, for the vertex w we get xw′ + mwxw∗ + xv  xw′ + mwxw∗ + xu =
µxw. Equalities hold in both cases if and only if xv = xu = xw, but from Lemma 3.10, this is not
possible. So, A′y > µy, and from Lemma 3.11(i) we get that µ(U ′) > µ(UM), as required.
This completes the proof. 
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Remark. Note that the graph U ′ from Theorem 3.12 (as well from Theorem 3.14 below) is again
an alternating unicyclic graph.
IfUM ∈ U(m1,m2, . . . , mg) is an alternating unicyclic graph, we say thatUM is the alternating
unicyclic graph related to the parameters m1,m2, . . . , mg .
Corollary 3.13. Let m1,m2, . . . , mg be the parameters, such that m1  m2  · · ·  mg. Then
the alternating unicyclic graph related tom1,m2, . . . , mi−1 has a larger index than the alternating
unicyclic graph related to m1,m2, . . . , mi, for every i (4  i  g). In particular, among the
graphs obtained in this way, the graph U(m1,m2,m3) has the largest index.
Analogously, we can prove the following results.
Theorem 3.14. Let UM ∈ U(m1,m2, . . . , mg), where g  4, and suppose that not all mi’s are
equal. Let u be a vertex of C having the maximum weight (and therefore maximum degree). If v
and w are the vertices of C adjacent to u, then U ′, the graph obtained from UM by deleting u
and its incident edges, and by adding the edge vw, has a smaller index.
Proof. The proof is almost the same as of Theorem 3.12. If we observe now that xv′ + mvxv∗ +
xw  xv′ + mvxv∗ + xu = µxv and xw′ + mwxw∗ + xv  xw′ + mwxw∗ + xu = µxw, and then
make use of Lemmas 3.10 and 3.11(ii), we get that µ(U ′) > µ(UM), as required.
This completes the proof. 
Corollary 3.15. Let m1,m2, . . . , mg be the parameters, such that m1  m2  · · ·  mg. Then
the alternating unicyclic graph related to mi,mi+1, . . . , mg has a greater index than the alternat-
ing unicyclic graph related to mi+1,mi+2, . . . , mg, for every i (1  i  g − 3). In particular,
among the graphs obtained in this way, the graph U(mg−2,mg−1,mg) has the smallest index.
4. Some bounds on the index
By Theorem 3.2, extremal graphs (i.e. the graphs with minimal, or maximal, index) of the
form C(T1, T2, . . . , Tg) are the graphs P(m1,m2, . . . , mg) and S(m1,m2, . . . , mg) (here, mi is
the size of Ti). We first note that any graph of the form C(T1, T2, . . . , Tg), where Ti = T for each
i (1  i  g), has the same index, for any g  3. This immediately follows from the eigenvalue
equation (once the Perron eigenvector is constructed for g = 3, it can be, due to symmetry,
extended to any g > 3). In what follows we will assume that T is equal to one of the extremal
trees (for the index), namely to a path, or a star.
Then we easily get
µ(P (m,m, . . . , m))  µ(P (m1,m2, . . . , mg))  µ(P (M,M, . . . ,M)), (4)
and also
µ(S(m,m, . . . , m))  µ(S(m1,m2, . . . , mg))  µ(S(M,M, . . . ,M)), (5)
here m = mini{mi}, while M = maxi{mi}. Note, that the number of m’s (on the left sides) and
M’s (on the right sides) need not be equal to g; it can be arbitrary.
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Remark. Note also that for varying k, µ(P (k, k, . . . , k)) is bounded (< 3, since the maximum
degree of P(k, k, . . . , k) is 3), while µ(S(k, k, . . . , k)) is not bounded.
In the next theorem we find an exact value for the index of S(k, k, . . . , k).
Theorem 4.1. Let U(k) = S(k, k, . . . , k). Then, independently of the girth of U(k), we have
µ(U(k)) = √k + 1 + 1.
Proof. By symmetry, all vertices of fixed degree have the same weights (in the Perron eigenvector).
So, we can take that vertices of degree one have weights 1, while those of degree k + 2 have weights
µ (by the eigenvalue equation applied on any vertex of degree 1). If we next apply the eigenvalue
equation to any vertex of degree k + 2, we get µ2 = 2µ + k, and the result follows. 
From this theorem, we immediately get that√
m + 1 + 1  µ(S(m1,m2, . . . , mg)) 
√
M + 1 + 1, (6)
where, as above,m = mini{mi} andM = maxi{mi}. A better lower bound is given in the following
theorem.
Theorem 4.2. If U = S(m1,m2, . . . , mg) then
max
{√
A + 1 + 1,√M + 2}  µ(U),
where A = 1
g
∑g
i=1 mi and M = maxi{mi}.
Proof. Put µ = µ(U). By the eigenvalue equations (see (2)) we easily get
µxi = xi−1 + xi+1 + mi xi
µ
.
Therefrom, by making use of the inequality between the arithmetic and geometric means, we
easily obtain
(µ2 − mi)xi  2√xi−1xi+1µ (i = 1, 2, . . . , g).
Multiplying the above inequalities we next obtain
g∏
i=1
(µ2 − mi)  2gµg,
after canceling the obtained product with
∏g
i=1 xi . Using again the standard inequality between
the arithmetic and geometric means (note, µ > √mi + 2 for each i—by the interlacing theorem;
see, for example, [3, p. 19]) we arrive at
gµ2 −∑gi=1 mi
g
 2µ.
Therefrom, µ2 − 2µ − A  0, which proves the theorem. 
Remark. The bounds in (6) are not the best possible. In particular, we do not know a better upper
bound (in (6)). This situation is in some sense analogous with the bounds on the index in terms of
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the average (vertex) degree, and the maximum degree. It is also noticed that in the upper bound
we cannot put, instead of M , the quadratic mean. Some considerations of this kind can be found
in [9], where means of various orders were considered.
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