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LVS 集群系统模型及其任务分配算法的研究
郑勇明, 吴国才
( 厦门大学 计算机科学系 福建 厦门 361005 )
【摘 要】: 对 Linux 虚拟服务器集群的结构和原理进行了分析和描述 , 包括 LVS 的框架 , 负载均衡技术 , 并对 LVS 中的
8 种任务分配算法进行了分析 , 最后提出了对任务分配算法的一种改进思想。
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0. 引言
Internet 的兴起和不断发展 , 给网络带宽和服务器带来了巨
大的挑战 , 特别是对服务器的性能提出了更高的要求。由于高性
能的服务器往往价格非常昂贵 , 而且单台服务器即使性能再好 ,
也已经满足不了 Internet 的需求。为了在减少服务器成本的同时
更好的满足 Internet 的需要 , 通过高性能网络或局域网互联的服
务器集群就应运而生了。
集群是由很多连接在一起的独立计算机组成 , 对外界是透
明的 , 在外界看来 , 它就像一台独立的服务器一样对外提供服
务。集群已成为了实现高可伸缩的 , 高可用网络服务的有效结
构。Linux 虚拟服务器( Linux Virtual Server, 简称 LVS) 集群就是




一般来说 , LVS 集群采用三层结构 , 使用 LVS 方式架构的
集群系统结构模型如图 1 所示 , 三个主要组成部分为 :
图 1 LVS 集群系统结构图
( 1) 负载均衡器
它是整个集群对外的前端机 , 也是 LVS 集群系统的唯一入
口点 , 所有的客户请求都会被发送到负载均衡器 , 负载均衡器接
收到客户请求后 , 根据系统设定的任务分配算法从后台服务器
中选择一台来执行客户的请求。不管选择哪台服务器提供服务 ,
客户机都认为服务是来自同一个 IP 地址上的 , 这个 IP 地址称
为虚拟 IP 地址 ( VIP) 。因为所有的操作都是在 Linux 操作系统













同的内容时 , 共享存储是很好的选择 , 当系统存储的内容越多 ,
共享存储的优势就越明显 , 如果不采用共享存储 , 则每台服务器
需要一样大的存储空间 , 任何的更新都需要涉及到每台服务器 ,
系统的维护代价会非常高 , 而且资源的浪费也比较严重。
2. LVS 的负载均衡技术
前面已经提到过 LVS 采用基于 IP 层的负载均衡调度方法 ,
将 IP 层的 TCP/IP 请求均匀的转移到服务器池中不同的服务器
上。LVS 主要有三种不同的负载均衡技术 , 分别为 VS/NAT( 网络
地址转换) , VS/TUN( IP 隧道) , VS/DR( 直接路由) 。






的源地址和源端口改为系统的虚拟 IP 地址和相应的端口 , 再把
报文发给用户。由于请求和响应报文都要经过负载均衡器 , 所以
当客户请求增加到一定程度时 , 负载均衡器就会成为整个 LVS
集群系统的瓶颈 , 因此采用 NAT 方式实现 LVS 的系统服务器数
量不宜过多。
( 2) VS/TUN 技术
由于 VS/NAT 具有上述的缺点 , 所以如果能将请求和响应
分开处理 , 即负载均衡器只负责调度请求而响应直接返回给客
户 , 将极大地提高整个集群系统的性能。VS/TUN 技术就实现了
这种想法 , 它利用了 IP 隧道技术 , 当负载均衡器收到请求后 , 根
据各个服务器的负载情况 , 动态地选择一台服务器 , 根据 IP 隧
道协议将请求报文封装在另一个 IP 报文中 , 再将封装后的 IP
报文转发给选出的服务器 ; 服务器收到报文后 , 先将报文解封获
得原来目标地址为 VIP 的报文 , 服务器发现 VIP 地址被配置在
本地的 IP 隧道设备上 , 所以就处理这个请求 , 然后将响应报文
直接返回给客户。这种技术要求所有的服务器都支持 IP 隧道协
议。
( 3) VS/DR 技术
跟 VS/TUN 方法一样 , 在 VS/DR 技术中 , 负载均衡器只负责
调度请求 , 响应数据也是直接返回给客户。这可以极大地提高
LVS 集群系统的伸缩性。跟 VS/TUN 相比 , 这种方法没有 IP 隧道
的开销 , 但是要求负载均衡器与实际服务器都有一块网卡连在
同一物理网段上。
3. LVS 的 8 种负载调度算法及其改进思想
3.1 八种调度算法
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虚拟现实技术是 20 世纪 80 年代才兴起的一门崭新的综合
性信息技术,尚处于新生阶段,远未达到成熟阶段 , 同时 , 虚拟现
实技术还需渗透到信息系统的各个领域 , 改变信息系统的人机
交互方式 , 甚至改变现代信息系统的设计原则 , 使之更能适应以







展动向 , 这种动向大致包括两个方向 : 一方面是朝着桌面级虚拟
现实发展 , 特别是在商业领域。目前 , 已有数百家公司正在致力
于桌面级虚拟现实的开发 , 其主要用途有商业展示教育培训及
仿真游戏等 ; 另一方面是朝着高性能沉浸式虚拟现实发展。很多





经过几十年的发展 , 我们可以看到 , 虚拟现实逐步从萌芽状
态成长为今天日趋成熟的综合信息技术 , 并在各个领域得到了
越来越多的应用发挥。然而 , 虚拟现实技术还是一门年轻的科学
技术 , 还存在许多问题有待解决 , 比如 , 在计算机的虚拟环境中 ,
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LVS 支持八种任务分配算法, 这些任务分配算法是以连接
为粒度进行分配的 , 下面对这八种算法进行简单介绍和分析。
( 1) 轮叫调度 : 以轮叫的方式依次将请求调度到不同的服务
器 , 它假设所有服务器处理性能均相同 , 不管服务器的当前连
接数和响应速度。因此不适用于服务器组中处理性能不一的情
况 , 很容易导致服务器间的负载不平衡。
( 2) 加权轮叫调度 : 为每个服务器指定一个权值 , 性能越高
则权值越大。算法按权值的高低和轮叫方式分配请求到各服务
器 , 权值高的服务器比权值低的服务器处理更多的连接。
( 3) 最小连接调度 : 把新的连接请求分配到当前连接数最小
的服务器。这是一种动态调度算法 , 它通过服务器当前所活跃的
连接数来估计服务器的负载情况。
( 4) 加权最小连接调度 : 同样为每台服务器指定一个权值 ,
权值大小与性能成正比 , 当新请求到来时 , 选择一个权值较大且
连接数较小的服务器提供服务。








( 7) 目标地址散列调度 : 根据目标地址查找事先设定的静态
散列表来分配连接。










器节点提供服务 , 这样可以更有效的实现真正的负载均衡 , 提高
整个系统的性能。影响节点负载的因素很多 , 我们可以采用下面
的公式计算节点负载 :
LOAD CONN, CPU_U, CPU_S, MEM, NET
其 中 , CONN 为 服 务 器 节 点 的 当 前 连 接 数 , CPU_U 和
CPU_S 分 别 为 服 务 器 节 点 CPU 的 用 户 时 间 和 系 统 时 间 , MEM
为内存使用率 , NET 为网络带宽使用率 , 上述各个参数根据它们
对负载影响的大小而被赋予不同的权值。
4. 结语
本文主要介绍 了 LVS 的 体 系 结 构 以 及 3 种 负 载 均 衡 技 术
和 8 种任务调度算法 , 并提出了对调度算法的一种改进思想。
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