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1. Resumen
Esta l´ınea de investigacio´n se enfoca en
mejorar las capacidades de razonamiento de
agentes que participan en Sistemas Multi-
Agente (SMA). Su objetivo general es desarrol-
lar te´cnicas de razonamiento avanzadas, com-
binando revisio´n de creencias y argumentacio´n
para su aplicacio´n en SMA. En particular, se
espera poder integrar y combinar los avances
producidos en las a´reas de revisio´n de creencias
y teor´ıa de argumentacio´n. Dicha integracio´n
permitira´ realizar un avance en ambas a´reas
de investigacio´n, y adema´s, proveera´ de te´cni-
cas avanzadas aplicables a los modelos de ra-
zonamiento de agentes inteligentes y sistemas
multi-agente para entornos dina´micos.
Palabras Clave: Argumentacio´n, Revisio´n de
Creencias, Sistemas Multi-Agente.
2. Contexto
Esta l´ınea de investigacio´n se desarrolla den-
tro del marco del proyecto de investigacio´n
bilateral titulado “Combinando Revisio´n de
Creencias y Argumentacio´n para mejorar las
capacidades de razonamiento de agentes en
Sistemas Multi-Agente”, en la cual partici-
pan todos los autores del presente trabajo, y
esta´ coordinado por el Laboratorio de Inves-
tigacio´n y Desarrollo en Inteligencia Artificial
(LIDIA), del Depto. de Ciencias e Ingenier´ıa
de la Computacio´n de la Universidad Nacional
del Sur (Argentina) y Faculta¨t fu¨r Informatik,
Techniscshe Universita¨t (Dortmund, Alema-
nia). Este proyecto es dirigido por Dr. Alejan-
dro Javier Garc´ıa y Dr. Gabrielle Kern Isbern-
er y es financiado por el Ministerio de Cien-
cia, Tecnolog´ıa e Innovacio´n productiva (Min-
CyT, Argentina) conjuntamente con Deutzch-
er Akademischer Austausch Dienst (DAAD,
Alemania).
3. Introduccio´n
Los SMA han cobrado una creciente relevan-
cia como un paradigma general para resolu-
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cio´n de problemas distribuidos y para la coor-
dinacio´n de unidades auto´nomas e inteligentes
(agentes) [19]. Los SMA que modelan esce-
narios del mundo real, son dina´micos y gen-
eralmente trabajan con informacio´n incierta o
incompleta. Por lo tanto, actuar en tales es-
cenarios demanda una capacidad de razonar
rebatiblemente, i.e., los agentes deben ser ca-
paces de revisar sus creencias o las conclusiones
obtenidas previamente. De esta manera, po-
dra´n mantener un modelo adecuado y consis-
tente del entorno en el que esta´n insertos. Ma´s
au´n, para que los agentes puedan llevar a cabo
sus metas, deben poder decidir entre las posi-
bles opciones que se les presentan a fin de elegir
la ma´s promisoria.
Como los sistemas de argumentacio´n resul-
tan particularmente u´tiles para toma de deci-
siones, tales deliberaciones pueden modelarse
de una forma diale´ctica usando argumentos a
favor y en contra de cada opcio´n [10, 12, 5,
6, 18, 16, 3, 4]. Dado que el razonamiento y
la toma de decisiones son componentes cen-
trales dentro de una arquitectura de un agente,
nuestra l´ınea de investigacio´n pretende estable-
cer v´ınculos estrechos entre estos dos compo-
nentes para poder mejorar la coherencia den-
tro de un modelo de agentes. Desde el punto
de vista teo´rico, elaborar tales conexiones en-
tre argumentacio´n y revisio´n de creencias, y
poder aplicarlas a los SMA, permitira´ un pro-
greso cient´ıfico substancial en el campo de la
representacio´n de conocimiento [17, 2, 14].
Tanto revisio´n de creencias como argu-
mentacio´n son a´reas de investigacio´n muy ac-
tivas en Inteligencia Artificial. El estudio de
los v´ınculos y relaciones entre ambas a´reas ha
comenzado hace muy poco. Aunque ya exis-
ten en la literatura comentarios [8, 11] de que
ambas a´reas podr´ıan combinarse con buenos
resultados, el tema carece de resultados im-
portantes. Por lo tanto, con la l´ınea de investi-
gacio´n propuesta se esperan obtener resultados
relevantes en el a´rea de razonamiento y repre-
sentacio´n de conocimiento, los cuales ayuden a
mostrar la importancia de combinar e integrar
ambos temas.
Por ejemplo, las te´cnicas de revisio´n de
creencias proveen a los agentes la capacidad
de corregir sus creencias cuando existe una dis-
crepancia con la informacio´n nueva que pueden
obtener de su entorno [1, 7, 9, 15]. Uno de los
resultados esperados es mejorar los sistemas de
revisio´n de creencias utilizando argumentacio´n
para evaluar si es importante que la nueva in-
formacio´n obtenida sea incorporada o no a las
creencias del agente. Otro de los resultados es-
perados, es poder utilizar argumentos en el
proceso de revisio´n para poder decidir cuales
creencias deben ser eliminadas ante la presen-
cia de una contradiccio´n.
Los formalismos de argumentacio´n ofrecen
una metodolog´ıa natural para razonar evalu-
ando diferentes puntos de vista, y proveen her-
ramientas para tomar decisiones y resolver con-
flictos. Sin embargo, en la actualidad los sis-
temas multi-agente carecen de te´cnicas avan-
zadas para reaccionar ante cambios en un en-
torno dina´mico y poder evaluar argumentos
para la toma de decisiones. Por lo tanto, se es-
pera que las a´reas de revisio´n de creencias y ar-
gumentacio´n puedan complementarse, y tam-
bie´n puedan ser usadas en forma combinada
para resolver problemas en escenarios comple-
jos de sistemas multi-agente que exceden el al-
cance de cada a´rea en forma individual.
4. L´ıneas de Investigacio´n
y Desarrollo
La l´ınea principal de investigacio´n presenta-
da en este trabajo, busca mejorar las capaci-
dades de razonamiento de agentes que par-
ticipan en Sistemas Multi-Agente (SMA) a
trave´s de la integracio´n de mecanismos argu-
mentativos y de revisio´n de creencias. Su ob-
jetivo es desarrollar formalismos avanzados de
representacio´n de conocimiento y razonamien-
to basados en una combinacio´n entre argu-
mentacio´n y revisio´n de creencias. En particu-
lar, de esta l´ınea principal se desprenden cuatro
sub-l´ıneas de investigacio´n:
L1) Desarrollar me´todos para equipar a los sis-
temas de argumentacio´n con la posibilidad
de tener en cuenta cambios dina´micos; in-
tegrando, de esta manera, te´cnicas de re-
visio´n de creencias a la argumentacio´n re-
batible. Esto permitira´ obtener un formal-
ismo que puede ser utilizado para aplica-
ciones pra´cticas y permitira´ realizar argu-
mentacio´n en entornos dina´micos.
L2) Desarrollar un sistema formal que per-
mita describir postulados y propiedades
deseables. Este formalismo permitira´ es-
tablecer una forma de catalogar y evalu-
ar propuestas de argumentacio´n para en-
tornos dina´micos. En particular nos per-
mitira´ evaluar la propuesta de la l´ınea L1
y compararla con otras propuestas difer-
entes.
L3) Mejorar los sistemas de revisio´n de creen-
cias utilizando argumentacio´n para eval-
uar informacio´n nueva que es obtenida,
y utilizar argumentos en el proceso de
revisio´n. Esto incluye el estudio de la
relacio´n de entre “em epistemic entrech-
ment” y “defeat” como los conceptos que
gu´ıen los procesos de revisio´n y argu-
mentacio´n.
L4) La revisio´n de creencias en un entorno
distribuido y con mu´ltiples agentes het-
eroge´neos podr´ıa mejorarse usando argu-
mentacio´n. En este caso, la revisio´n y ar-
gumentacio´n no es llevada a cabo por un
agente, sino por un grupo de agentes. Por
lo tanto esta l´ınea estudiara´ como var-
ios agentes pueden cambiar de opinio´n si
hay un intercambio de argumentos. En
particular, la revisio´n de creencias en sis-
temas multi-agente puede ser extendida
con te´cnicas de argumentacio´n tanto a
nivel teo´rico como pra´ctico.
5. Resultados y Objetivos
Los resultados alcanzados hasta el momento
involucran principalmente a la l´ınea de inves-
tigacio´n L1, aunque parte del objetivo L2 ya
se ha desarrollado y esta´ actualmente en pro-
ceso, al igual que la l´ınea L3. Todos los resul-
tados obtenidos hasta el momento relativos a
las l´ıneas L1 y L2 han sido publicados en [13].
Los resultados de l´ınea L3 han sido plasma-
dos en un art´ıculo enviado a un workshop de
la especialidad y se encuentra en proceso de
evaluacio´n.
Entre los resultados espec´ıficos referentes
a las l´ıneas L1 y L2 se encuentra la defini-
cio´n de operadores de contraccio´n para mod-
elar la dina´mica de los programas lo´gicos re-
batibles (DeLP) [12]. DeLP es un formalismo
que combina argumentacio´n rebatible y pro-
gramacio´n en lo´gica; y este operador de con-
traccio´n esta´ definido siguiendo trabajos de op-
eradores de contraccio´n para cla´usulas Horn.
En particular, se estudio el problema de con-
traer literales en un programa DeLP. Se desar-
rollaron diferentes nociones de contraccio´n en
base a las diferentes formas de deduccio´n im-
pl´ıcitas en un proceso argumentativo y la influ-
encia que pueden exhibir los literales en el pro-
ceso de razonamiento. Para estos operadores de
contraccio´n se han presentado postulados de
racionalidad basados en los ampliamente acep-
tados en el a´rea de revisio´n de creencias [1].
En relacio´n a los resultados obtenidos para
la l´ınea de investigacio´n L3, se estudio un op-
erador de revisio´n no priorizada que utiliza ar-
gumentacio´n para decidir que parte de la nue-
va informacio´n sera´ utilizada para revisar. En
este contexto, conocido como revisio´n selecti-
va, hay dos pasos: primero aplicar una funcio´n
de transformacio´n para decidir que parte de
la entrada utilizar y luego incorporar el resul-
tado de la primera utilizando un operador de
revisio´n priorizada. Por lo tanto se implemento
una transformacio´n que emplea argumentacio´n
deductiva para evaluar el peso de la nueva in-
formacio´n. Hemos probado que el operador im-
plementado satisface propiedades deseables en
revisio´n selectiva.
Adema´s, se trabajo´ en la confeccio´n de otros
dos art´ıculos que vinculan argumentacio´n y re-
visio´n de creencias, proponen nuevas l´ıneas de
investigacio´n y realizan un ana´lisis del estado
del arte de estas dos a´reas de trabajo. Estos
dos art´ıculos esta´n en proceso de evaluacio´n
en The Knowledge Engineering Review Jour-
nal (KER) y Journal of Philosophical Logic
(JPL).
Respecto a los objetivos en curso de esta
investigacio´n, se dara´ una caracterizacio´n for-
mal completa de los mecanismos creados en las
l´ıneas L1, L2 y L3. Adema´s, se comenzara´ con
el estudio y desarrollo de un modelo de revisio´n
de creencias distribuido para sistemas multi-
agente combinado con argumentacio´n. Para es-
to se utilizara´n y consolidara´n los desarrollos
previos en las l´ıneas L1, L2 y L3. Este objeti-
vo esta´ relacionado con la revisio´n de creencias
en un entorno distribuido, donde el procesos
de revisio´n con mu´ltiples agentes heteroge´neos
podr´ıan mejorarse usando argumentacio´n. En
este caso, la revisio´n y argumentacio´n no son ll-
evadas a cabo por un agente, sino por un grupo
de agentes. Estudiaremos como varios agentes
pueden cambiar de opinio´n si hay un intercam-
bio de argumentos y as´ı revisar dina´micamente
su conocimiento.
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