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On the spectral radius of bi-block graphs with given
independence number α
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Abstract
A connected graph is called a bi-block graph if each of its blocks is a complete bipartite
graph. Let B(k, α) be the class of bi-block graph on k vertices with given independence number
α. It is easy to see that every bi-block graph is a bipartite graph and for a bipartite graph G
on k vertices, the independence number α(G), satisfies
⌈
k
2
⌉
≤ α(G) ≤ k − 1. In this article,
we prove that the maximum spectral radius ρ(G) among all graphs G in B(k, α), is uniquely
attained for the complete bipartite graph Kα,k−α.
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1 Introduction
Let G = (V (G), E(G)) be a finite, simple, connected graph with V (G) as the set of vertices and
E(G) as the set of edges in G. We simply write G = (V,E) if there is no scope of confusion. We
write u ∼ v to indicate that the vertices u, v ∈ V are adjacent in G. The degree of the vertex
v, denoted by dG(v) (or simply d(v)), equals the number of vertices in V that are adjacent to v.
A graph H is said to be a subgraph of G if V (H) ⊂ V (G) and E(H) ⊂ E(G). For any subset
S ⊂ V (G), a subgraph H of G is said to be an induced subgraph with vertex set S, if H is a
maximal subgraph of G with vertex set V (H) = S. We write |S| to denote the cardinality of the
set S. A graph G = (V,E) is said to be bipartite if the vertex set can be partitioned into two
subsets M and N such that E ⊂ M × N . A complete bipartite graph is a bipartite graph with
partition V = M ∪ N , in which every vertex of M is adjacent to every vertex of N . A complete
bipartite graph with |M | = m and |N | = n is denoted by Km,n. To emphasize the vertex partition
M and N , we use the notation K(M,N) to represent Km,n whenever |M | = n and |N | = n.
A vertex v of a connected graph G = (V,E) is a cut-vertex of G if G − v is disconnected. A
block of the graph G is a maximal connected subgraph of G that has no cut-vertex. A block is said
to be a leaf block if its deletion does not disconnects the graph. Given two blocks F and H of graph
G are said to be neighbours, if they are connected via a cut-vertex. We denote F ⊚H, to represent
the induced subgraph on the vertex set of two neighbouring blocks F and H. A connected graph
is called a bi-block graph if each of its blocks is a complete bipartite graph (see Figure 1). Given a
vertex v ∈ V , the block index of v is denoted by biG(v), equals the number of blocks in G contain
the vertex v. It is easy to see that if v is not a cut vertex, then biG(v) = 1. Also note that, the star
K1,n, is bi-block graph with a central cut vertex v(say), where biG(v) = dG(v) = n, where each of
its blocks are edges. In this article we consider the star K1,n as a complete bipartite graph instead
of a bi-block graph.
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Figure 1: bi-block graph with blocks K1,5 −K3,3 −K4,3 −K3,2
A set I of vertices in a graph G is an independent set if no pair of vertices of I are adjacent.
The independence number of G, denote by α(G), is the maximum cardinality of an independent
set in G. An independent set of cardinality α(G) is called an α(G)-set.
Let G = (V,E) be a graph. For x, y ∈ V , the adjacency matrix of the graph G is, A(G) = [axy],
where axy = 1 if x ∼ y and 0 otherwise. For any column vector X, if xu represent the entry of X
corresponding to vertex u ∈ V , then
XtA(G)X = 2
∑
u∼w
xuxw,
where Xt represent the transpose of X. For a connected graph G on k ≥ 2 vertices, by Perron-
Frobenius theorem, the spectral radius ρ(G) of A(G) is a simple positive eigenvalue and the asso-
ciated eigenvector is entry-wise positive (for details see [1]). We will refer to such an eigenvector as
the Perron vector of G. We simply write A and ρ to represent the adjacency matrix and spectral
radius, if there is no scope of confusion. Now we state a few known results on spectral radius useful
in our subsequent calculations. By Min-max theorem, we have
ρ(G) = max
X 6=0
XtA(G)X
XtX
= max
X 6=0
2
∑
u∼w xuxw∑
u∈V x
2
u
.
The lemma below gives a relation between spectral radius and degree of vertices.
Lemma 1.1. [1] For a graph G, if ∆(G) and δ(G) denote the maximum and the minimum of the
vertex degrees of G, then δ(G) ≤ ρ(G) ≤ ∆(G).
Given a graph G = (V,E), for x, y ∈ V (G) we will use G + xy to denote the graphs obtained
by from G by adding an edge xy /∈ E(G) and we have the following result.
Lemma 1.2. [2] If G is a graph such that for x, y ∈ V (G), xy /∈ E(G), then ρ(G) < ρ(G+ xy).
In literature, problems related to maximal and minimal spectral radius of graphs for a given
class is an active area in spectral graph theory and has been extensively studied (for example see [2]-
[9]). In particular, few interesting article related to maximal and minimal spectral radius with given
independence number has been studied for different class of graphs (for details see [2, 3, 5, 9]). We
are interested in maximizing spectral radius for bi-block graphs with given independence number.
Let B(k, α) be the class of bi-block graph on k vertices with a given independence number α. In
this article, we prove that the maximum spectral radius ρ(G), among all graphs G in B(k, α) is
uniquely attained for the complete bipartite graph Kα,k−α.
2
2 Main Results
We begin with a few results that gives us some insight to dependency of the independence number
of a bi-block graph and its leaf blocks. It is easy to see, if G is a bipartite graph with vertex partition
M and N , then α(G) = max{|M |, |N |}. Since every bi-block graph is a bipartite graph, so given a
bi-block graph G on k vertices, the independence number α(G), satisfies
⌈
k
2
⌉
≤ α(G) ≤ k− 1.
Let G be a bi-block graph. Let H be any leaf block connected to the graph G at a cut vertex
v ∈ V (G) and G−H be the graph obtained from G by removing H −{v}. Given a α(G)-set I, we
denote
I
∣∣
G−H
= {u ∈ I | u ∈ V (G−H)}.
Note that, I
∣∣
G−H
is an independent set of the graph G−H which need not be an α(G−H)-set and
hence
∣∣∣I∣∣
G−B
∣∣∣ ≤ α(G−B). The result below gives us a relation between I∣∣
G−H
and a α(G−H)-set.
Lemma 2.1. Let G be a bi-block graph and H = Km,n be any leaf block connected to the graph G
at a cut vertex v ∈ V (G) and G−H be the graph obtained from G by removing H − {v}. Let I be
an α(G)-set and I
∣∣
G−H
be defined as above. Then
α(G −H) =

∣∣∣I∣∣
G−H
∣∣∣+ 1 if v /∈ I and I∣∣
G−H
∪ {v} is an α(G−H)-set,∣∣∣I∣∣
G−H
∣∣∣ otherwise.
Proof. Suppose I
∣∣
G−H
is not an α(G−H)-set. Then there is a vertex u ∈ V (G−H) and u /∈ I
∣∣
G−H
such that I
∣∣
G−H
∪ {u} is an independent set. If u 6= v, then L = I
∣∣
G−H
∪ {u} ∪ (I \ I
∣∣
G−H
) is an
independent set of G, which is a contradiction as |L| > α(G). Now if u = v, then I
∣∣
G−H
∪{v} is an
independent set and v /∈ I. Thus I
∣∣
G−H
∪{v} is a α(G−H)-set and hence α(G−H) =
∣∣∣I∣∣
G−H
∣∣∣+1.
Next, if I
∣∣
G−H
is an α(G −H)-set, then we are done.
It is clear from the argument in the above proof, if I be an α(G)-set and I
∣∣
G−H
is not an
α(G − H)-set, then I
∣∣
G−H
∪ {v} is an α(G − H)-set. The result below relates the independence
number of a bi-block of a graph with its leaf block.
Proposition 2.2. Let G be a bi-block graph and H = Km,n be any leaf block connected to the graph
G at a cut vertex v and G−H be the graph obtained from G by removing H −{v}. If m ≥ n, then
α(G) equals to either α(G−H) +m or α(G −H) +m− 1.
Proof. Let H = K(M,N) where |M | = m, |N | = n and m ≥ n. Let I be an α(G)-set and I
∣∣
G−H
defined as before. We consider the following cases to complete the proof. First consider the case
whenever v /∈ I and I
∣∣
G−H
is an α(G−H)-set. If v ∈M andm > n, then α(G) =
∣∣∣I∣∣
G−B
∣∣∣+m−1.
Otherwise α(G) =
∣∣∣I∣∣
G−B
∣∣∣+m. Thus by Lemma 2.1 the result holds true.
Next, consider v ∈ I and I
∣∣
G−H
is an α(G−H)-set. If m > n, then the cut vertex v necessarily
belongs toM , else L =
(
I
∣∣
G−B
\ {v}
)
∪M is an independent set of G with |L| > α(G), which leads
to a contradiction. Thus α(G) = |I
∣∣
G−B
|+m−1 and by Lemma 2.1, we get α(G) = α(G−B)+m−1.
If m = n, then either I
∣∣
G−H
∪ (M \ {v}), whenever v ∈M or I
∣∣
G−H
∪ (N \ {v}), whenever v ∈ N
is an α(G)-set. Thus, by Lemma 2.1 we have α(G) = α(G −H) +m− 1.
Finally, consider the case v /∈ I and I
∣∣
G−H
∪ {v} is an α(G − H)-set. If m > n, then v
necessarily belongs to N , else L = I
∣∣
G−H
∪M is an independent set of G with |L| > α(G) which is
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a contradiction. Therefore α(G) =
∣∣∣I∣∣
G−B
∣∣∣+m and by Lemma 2.1 we have α(G) = α(G−H)+m−1.
If m = n, then both I
∣∣
G−H
∪M and I
∣∣
G−H
∪ N are α(G)-sets. Thus, by Lemma 2.1 we have
α(G) = α(G−H) +m− 1. This completes the proof.
Now we consider our main goal, to maximize the spectral radius for the class of bi-block graphs
B(k, α). We begin with the result for bi-block graphs consisting of two-blocks. Before proceeding
for the result, we list a few identities as an observation below.
Observation 2.3. Let G = (V,E) be a bi-block graph consisting of two blocks F and H connected
by cut vertex v, i.e. G = F ⊚ H. Let F = K(P,Q), where |P | = p, |Q| = q and H = K(M,N),
where |M | = m, |N | = n such that Q∩M = {v}. Let A be the adjacency matrix of G and (ρ,X) be
the eigen-pair corresponding to the spectral radius of A. Let xu denote the entry of X corresponding
to the vertex u ∈ V .
Let q,m ≥ 2. Using AX = ρX, we have ρxu =
∑
w∼u xw =
∑
w∈M xw, for all u ∈ N . Thus xu
is a constant, whenever u ∈ N and we denote it by an. Using similar arguments, let us denote
xu =

an if u ∈ N,
am if u ∈M,u 6= v,
ap if u ∈ P,
aq if u ∈ Q,u 6= v.
(2.1)
Now using AX = ρX, we have the following identities:
(I1) (q − 1)aq + xv = ρap.
(I2) pap = ρaq.
(I3) pap + nan = ρxv.
(I4) nan = ρam.
(I5) xv + (m− 1)am = ρan.
Using the identities (I2),(I3) and (I4), we have xv = aq + am. Substituting of xv = aq + am in (I1)
and (I5), we have
(I1∗) qaq + am = ρap,
(I5∗) aq +mam = ρan.
Without loss of generality if we assume that ap = 1, then
(I6) aq =
p
ρ
, am =
ρ2 − pq
ρ
and an =
ρ2 − pq
n
.
Similarly, if we assume that an = 1, then
(I7) am =
n
ρ
, aq =
ρ2 −mn
ρ
and ap =
ρ2 −mn
p
.
Moreover, since the ratio
ap
an
is constant for the Perron vector X, so using (I6) and (I7), we have
(I8) pn = (ρ2 − pq)(ρ2 −mn).
If m = 1 and q > 1, then by choosing am = xv − aq, all the above identities is true. Similarly,
for q = 1 and m > 1, we choose aq = xv − am.
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Remark 2.4. Under the assumption of Observation 2.3, using identity (I8) the spectral radius ρ
of adjacency matrix A is given by
ρ =
√
(pq +mn) +
√
(pq −mn)2 + 4pn
2
.
The next lemma gives us a result on maximal spectral radius among bi-block graphs having
two blocks with fixed number of vertices and independence number.
Lemma 2.5. Let G ∈ B(k, α) consists of two blocks. Then ρ(G) < ρ(Kα,k−α).
Proof. Let G be a bi-block graph consisting of two blocks F and H connected by cut vertex v.
Let F = K(P,Q), where |P | = p, |Q| = q and H = K(M,N), where |M | = p, |N | = q such that
Q ∩M = {v}. Then k = p+ q +m+ n− 1.
Ifm = 1 and q = 1, then k = p+n+1. and G = K1,p+n with independence number α(G) = p+n.
Thus, for α = p + n the class B(k, α) consists of only the star G = K1,p+n and hence result is
vacuously true. We complete the proof by considering the following cases.
Case 1: If p ≥ q and n ≥ m, then I = P ∪ N is the α(G)-set. We consider the complete
bipartite graph G∗ = K(P˜ , Q˜), where P˜ = P ∪N and Q˜ = Q ∪M . Thus α(G) = α(G∗) = p + n.
Since G∗ is obtained from G by adding extra edges, so by Lemma 1.2 we have ρ(G) < ρ(G∗).
Case 2: If q > p andm ≥ n, then I = Q∪M is an α(G)-set. We consider the complete bipartite
graph G∗ = K(P˜ , Q˜), where P˜ = P ∪N and Q˜ = Q ∪M . Thus α(G) = α(G∗) = q +m− 1. Since
G∗ is obtained from G by adding extra edges, so by Lemma 1.2 we have ρ(G) < ρ(G∗).
Case 3: If q > p and n > m, then I = (Q\{v})∪N is an α(G)-set and hence α(G) = q+n−1.
Now consider the complete bipartite graph G∗ = K(P˜ , Q˜), where P˜ = P∪M and Q˜ = (Q\{v})∪N .
So α(G) = α(G∗) = q+n−1. Observe that, we can obtain the graph G∗ from G using the following
operations:
1. Delete the edges between vertex v and the vertices of P .
2. Add edges between vertices of M and Q \ {v}.
3. Add edges between vertices of P and N .
Let A be the adjacency matrix of G and (ρ,X) be the eigen-pair corresponding to the spectral radius
of A. Let A∗ be the adjacency matrix of G∗. Using the notations and identities in Observation 2.3,
we have
1
2
Xt(A∗ −A)X = −xv
∑
w∈P
xw +
∑
u∼w
u∈M,w∈Q\{v}
xuxw +
∑
u∼w
u∈P,w∈N
xuxw
= −pap(aq + am) + (q − 1)aq(aq +mam) + pnapan [By Eqn.(2.1)]
= −pap(aq + am) + (q − 1)ρaqan + pnapan [Using (I5*)]
= −pap(aq + am) + (q − 1)papan + pnapan [ Using (I2)]
= p [(q − 1)an + ρam − (aq + am)] [Using ap = 1]
=
p
ρn
[
ρ(q − 1)(ρ2 − pq) + ρn(ρ2 − pq)− n(p+ ρ2 − pq)
]
[ Using (I6)]
=
p
ρn
[
ρ(q − 1)(ρ2 − pq) + ρn(ρ2 − pq)− n(ρ2 − pq)− (ρ2 − pq)(ρ2 −mn)
]
[ Using (I8)]
=
p(ρ2 − pq)
ρn
[
ρ(q − 1) + ρn− n− (ρ2 −mn)
]
=
p(ρ2 − pq)
ρn
[
ρ(q + n− 1)− ρ2 + n(m− 1)
]
.
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By Lemma 1.1 we have ρ ≤ max{p + n, q}. And using the assumption p < q, we always have
q + n − 1 ≥ ρ. Since X is Perron vector of G, so Xt(A∗ − A)X > 0. Hence by Min-max theorem
we have ρ(G) < ρ(G∗).
Case 4: If p > q and m > n, then I = P ∪ (M \ {v}) is a α(G)-set. We consider the complete
bipartite graph G∗ = K(P˜ , Q˜), where P˜ = P ∪ (M \ {v}) and Q˜ = Q ∪N . This case is analogous
to Case 3, hence proceeding similarly we have ρ(G) < ρ(G∗).
In the above lemma we have considered a bi-block graph G with two blocks and hence the
cut-vertex v have the block index biG(v) = 2. In the next lemma, we will consider bi-block graphs
such that the block index of each of the cut-vertex is exactly 2.
Lemma 2.6. Let G ∈ B(k, α). If biG(u) = 2, for all cut-vertex u in G, then ρ(G) ≤ ρ(Kα,k−α)
and equality holds if and only if G = Kα,k−α.
Proof. We will use induction on the number of blocks to prove the lemma. Let G ∈ B(k, α)
consists of b blocks and biG(c) = 2 for every cut vertex c in G. By Lemma 2.5, the result is true
for b = 2. Suppose the result is true for all bi-block graphs B(k, α) consisting of b− 1 blocks. Let
H = K(M,N) with |M | = m and |N | = n be any leaf block connected to the graph G at a cut
vertex v. Since biG(v) = 2, so there exist a unique block F = K(P,Q), with |P | = p and |Q| = q
which is a neighbour of H connected via the cut vertex v. Without loss of generality we assume
that M ∩Q = {v}. Let I be an α(G)-set of G, i.e. |I| = α.
Case 1: I ∩ P = ∅ and I ∩Q = ∅. For this case either M \ {v} ⊂ I or N ⊂ I. We consider
the complete bipartite graph K(P˜ , Q˜), where P˜ = P ∪ N and Q˜ = Q ∪M . Let G∗ be the graph
obtained from G by replacing the induced subgraph F ⊚H with K(P˜ , Q˜). Then G∗ consists of b−1
blocks and I is an α(G∗)-set, i.e. G∗ ∈ B(k, α). Since G∗ obtained from G by adding additional
edges, so by Lemma 1.2 we have ρ(G) < ρ(G∗). Hence the induction hypothesis yields the result.
Case 2: I ∩ P = ∅ and I ∩ Q 6= ∅. For m ≥ n, we can assume M ⊂ I. We consider graph
G∗ be the graph obtained from G by replacing the induced subgraph F ⊚H with K(P˜ , Q˜), where
P˜ = P ∪ N and Q˜ = Q ∪M , which implies that I is an α(G∗)-set. Thus arguing similar to the
Case 1 yields the result.
Case 3: I∩P = ∅ and I∩Q 6= ∅. For n > m, if v ∈ I, then L = (I \{v})∪N is an independent
set of G and |L| > |I|, which leads to a contradiction. Thus v /∈ I and we have the following:{
v /∈ I and I = I
∣∣
G−H
∪N,
α(G) =
∣∣∣I∣∣
G−H
∣∣∣+ n. (2.2)
Next, we subdivide the case I ∩ P = ∅ and I ∩Q 6= ∅ with n > m, into the following sub cases.
Subcase 1: Suppose all the vertices of Q are cut-vertices. Let u ∈ Q \ {v} be a cut-vertex and
u ∈ I. Since biG(u) = 2, so let B = K(R,S) be the neighbour of the block F via the cut-vertex u,
where R ∩Q = {u}. Thus u ∈ I and u ∈ R implies that I ∩ S = ∅. Consider the bi-block graph
G∗ obtained from G by replacing the induced subgraph F ⊚ B with the complete bipartite graph
K(P˜ , Q˜), where P˜ = P ∪ S and Q˜ = Q ∪ R. It is easy to see, I is an α(G∗)-set and G∗ ∈ B(k, α)
consists of b−1 blocks. Hence the result follows from the Lemma 1.2 and the induction hypothesis.
Subcase 2: Let c ∈ Q and c is not a cut vertex. Since I ∩ P = ∅, so c ∈ I. Let A be the
adjacency matrix of G and (ρ,X) be the eigen-pair corresponding to the spectral radius of A. Let
xu denote the entry of X corresponding to the vertex u ∈ V . Using AX = ρX and arguing similar
to the Observation 2.3, we find a few identities as follows. For m ≥ 2, let us denote
xu =
{
bn if u ∈ N,
bm if u ∈M,u 6= v.
(2.3)
Using c ∈ Q, c is not a cut vertex and AX = ρX, we have the following identities:
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(J1) ρxc =
∑
w∈P xw.
(J2) ρxv =
∑
w∈P xw + nbn.
(J3) ρbn = (m− 1)bm + xv.
(J4) ρbm = nbn.
Using indentities (J1), (J2) and (J4), we have xv = xc + bm. Thus the identity (J3) reduces to:
(J3∗) ρbn = mbm + xc.
Next, if m = 1, then by choosing bm = xv − xc, all the above identities holds true. Now we further
subdivide the Subcase 2 as follows:
Subcase 2.1: Whenever bm ≥ bn.
Let G∗ be a bi-block graph obtained from G by replacing the induced subgraph F ⊚H with the
complete bipartite graph K(P˜ , Q˜), where P˜ = P ∪M and Q˜ = (Q \ {v}) ∪ N . Thus, I is an
α(G∗)-set and G∗ ∈ B(k, α) consists of b− 1 blocks. Note that, we can obtain the graph G∗ from
G using the following operations:
1. Delete the edges between vertex v and the vertices of P .
2. Add edges between vertices of M and Q \ {v}.
3. Add edges between vertices of P and N .
Let A∗ be the adjacency matrix of G∗. Using the above identities, we have
1
2
Xt(A∗ −A)X = −xv
∑
w∈P
xw +
∑
u∼w
u∈M,w∈Q\{v}
xuxw +
∑
u∼w
u∈P,w∈N
xuxw
= −(xc + bm)
∑
w∈P
xw + (mbm + xc)
∑
w∈Q\{v}
xw + nbn
∑
w∈P
xw [By Eqn.(2.3)]
= −(xc + bm)ρxc + (mbm + xc)
∑
w∈Q\{v}
xw + nbnρxc [Using (J1)]
= −(xc + bm)ρxc + (mbm + xc)
∑
w∈Q\{v}
xw + ρ
2bmxc [Using (J4)]
≥ −(xc +mbm)ρxc + (mbm + xc)
∑
w∈Q\{v}
xw + ρ
2bmxc
= −ρ2bnxc + (mbm + xc)
∑
w∈Q\{v}
xw + ρ
2bmxc [Using (J3
∗)]
= ρ2(bm − bn)xc + (mbm + xc)
∑
w∈Q\{v}
xw.
Since bm ≥ bn, and X is Perron vector of G, so X
t(A∗ −A)X ≥ 0. Hence by Min-max theorem we
have ρ(G) ≤ ρ(G∗) and the induction hypothesis yields the result.
Subcase 2.2: Whenever bm < bn.
For this case we partition the set N ⊂ I as N = N1 ∪ N2 and N1 ∩ N2 = ∅ such that |N1| = m
and |N2| = n − m. We consider the complete bipartite graph K(P˜ , Q˜), where P˜ = P ∪ N1 and
Q˜ = Q ∪M ∪N2. Let G
∗ be a bi-block graph obtained from G by replacing the induced subgraph
F ⊚ H with K(P˜ , Q˜). Thus, by Eqn. (2.1) we get I∗ = I
∣∣
G−H
∪M ∪ N2 is an α(G
∗)-set and
α(G∗) = α(G) =
∣∣∣I∣∣
G−H
∣∣∣ + n, which implies that G∗ ∈ B(k, α) consists of b − 1 blocks. Further
note that, we can obtain the graph G∗ from G using the following operations:
1. Delete the edges between vertices of M and N2.
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2. Add edges between vertices of N1 and Q \ {v}.
3. Add edges between vertices of P and N2.
4. Add edges between vertices of N1 and N2.
5. Add edges between vertices of M \ {v} and P .
Let A∗ be the adjacency matrix of G∗. Then,
1
2
Xt(A∗ −A)X = −
∑
u∼w
u∈M,w∈N2
xuxw +
∑
u∼w
u∈N1,w∈Q\{v}
xuxw +
∑
u∼w
u∈N2,w∈P
xuxw
+
∑
u∼w
u∈N1,w∈N2
xuxw +
∑
u∼w
u∈M\{v},w∈P
xuxw
= −(n−m)(mbm + xc)bn +mbn
∑
w∈Q\{v}
xw + (n−m)bn
∑
w∈P
xw
+ (n−m)mb2n + bm(m− 1)
∑
w∈P
xw [By Eqn.(2.3)]
= −(n−m)mbmbn − (n−m)xcbn +mbn
∑
w∈Q\{v}
xw + ρ(n−m)bnxc
+ (n−m)mb2n + ρ(m− 1)bmxc [Using (J1)]
= (n−m) [mbn(bn − bm) + (ρ− 1)xcbn] +mbn
∑
w∈Q\{v}
xw + ρ(m− 1)bmxc.
Since bm < bn and ρ ≥ 1 (by Lemma 1.1), so using the fact that X is Perron vector of G we have
Xt(A∗−A)X ≥ 0. Hence by Min-max theorem we have ρ(G) ≤ ρ(G∗) and the induction hypothesis
yields the result.
Case 4: I∩P 6= ∅ and I ∩Q = ∅. For n ≥ m or m = n+1 , we have N ⊂ I. We consider graph
G∗ obtained from G by replacing the induced subgraph F ⊚H with K(P˜ , Q˜), where P˜ = P ∪ N
and Q˜ = Q∪M , which implies that I is an α(G∗)-set. Thus arguments similar to the Case 1 yields
the result.
Case 5: I ∩ P 6= ∅ and I ∩ Q = ∅. For m > n + 1, we have (M \ {v}) ⊂ I. We consider all
neighbouring blocks of F = K(P,Q), say Bi = K(Ri, Si); 1 ≤ i ≤ j, connected via cut-vertices to
partition P . Without loss of generality we assume Si ∩ P 6= ∅. For any one of the such neighbour,
if I ∩ Ri = φ, then we consider graph G
∗ be obtained from G by replacing the induced subgraph
F ⊚ Bi with K(P˜ , Q˜), where P˜ = P ∪ Si and Q˜ = Q ∪ Ri. Since I ∩ P 6= ∅, so I is an α(G
∗)-set
and argument similar to the Case 1 leads to desired the result. If no such neighbours exists, then
proceeding inductively we need to look for Bi’s neighbours with similar properties. Since G is a
finite graph either we will reach a neighbour with suitable properties or reach a leaf block does not
satisfies requisite properties. For the later case, we find a finite chain of blocks Ci = K(Mi, Ni);
i = 1 ≤ i ≤ t satisfies the following:
1. C1 = H and Ct are leaf blocks.
2. For i = 1, 2, · · · , t− 1 , the blocks Ci and Ci+1 are neighbours such that Mi ∩Ni+1 6= ∅.
3. I ∩Ni = ∅, for all i = 1, . . . , t.
Since Ct is a leaf block and is connected to Ct−1 via a cut vertex u(say) with biG(u) = 2, so it can
be seen I ∩Nt−1 = ∅ and I ∩Nt = ∅ implies that |Mt| > |Nt|. Now if we begin with the leaf block
Ct, then this case is analogous to the Case 3. Hence the desired result follows.
Moreover, by Lemma 2.5 and combining all the above cases, the maximum spectral radius ρ(G),
among all graphs G in B(k, α) with biG(u) = 2, for all cut-vertex u in G, is uniquely attained for
the complete bipartite graph Kα,k−α.
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Lemma 2.7. If G ∈ B(k, α), then there exists a bi-block graph G∗ ∈ B(k, α) with biG∗(u) = 2, for
every cut-vertex u such that ρ(G) ≤ ρ(G∗).
Proof. Let v be a cut-vertex of G with biG(v) = t, where t ≥ 3. Let Bi = K(Mi, Ni); i = 1, 2, 3
be any three neighbours connected via the cut-vertex v such that v ∈ N1 ∩ N2 ∩ N3. Let I be
an α(G)-set. If V (Bi) ∩ I 6= ∅ for all i = 1, 2, 3, then either Mi ∩ I 6= ∅ or Ni ∩ I 6= ∅. Thus by
pigeonhole principle, there exists i, j ∈ {1, 2, 3} such that either I ∩ Ni = ∅ and I ∩ Nj = ∅ or
I ∩Mi = ∅ and I ∩Mj = ∅. Let us consider a bi-block graph G
∗ obtained from G by replacing
the induced subgraph Bi ⊚ Bj with K(M˜, N˜ ), where M˜ = Mi ∪Mj and N˜ = Ni ∪Nj . It is easy
to see that, I is an α(G∗)-set and biG∗(v) = t− 1. By Lemma 1.2 we have ρ(G) ≤ ρ(G
∗). Hence
proceeding inductively the result follows. If V (Bi0) ∩ I = ∅ (i.e. Mi0 ∩ I = ∅ and Ni0 ∩ I = ∅) for
some i0 ∈ {1, 2, 3}, then for j 6= i0 and choosing K(M˜, N˜), where M˜ =Mi0∪Mj and N˜ = Ni0∪Nj,
similar argument yields the desired result.
Next we state the main result of the article (without proof) which maximizes the spectral radius
for the class B(k, α) and the proof follows from Lemmas 2.6 and 2.7.
Theorem 2.8. If G ∈ B(k, α), then ρ(G) ≤ ρ(Kα,k−α) and equality holds if and only if G =
Kα,k−α.
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