This paper describes the ability of artificial neural network (ANN) models to simulate the pollutant dispersion characteristics in varying urban atmospheres at different regions. ANN models are developed based on twelve meteorological (including rainfall/precipitation) and six traffic parameters/variables that have significant influence on emission/pollutant dispersion. The models are trained to predict concentration of carbon monoxide and particulate matters in urban atmospheres using field meteorological and traffic data. Training, validation, and testing of ANN models are conducted using data from the Dhaka city of Bangladesh. The models are used to simulate concentration of pollutants as well as the effect of rainfall on emission dispersion throughout the year and inversion condition during the night. The predicting ability and robustness of the models are then determined by using data of the coastal cities of Chittagong and Dhaka. ANN models based on both meteorological and traffic variables exhibit the best performance and are capable of resolving patterns of pollutant dispersion to the atmosphere for different cities.
Introduction
Air pollution is a major environmental concern in major cities around the world. The major causes of air pollution include rapid industrialization and urbanization and increased non-environment-friendly energy production. The emission of pollutants such as carbon monoxide (CO), nitrogen oxides (NOx/NO 2 ), and particulate matter (PM) due to high traffic volumes, congestion, and poor vehicle maintenance has resulted in the transport sector being a major contributor to air pollution in major cities around the world [1] . Inefficient land use and overall poor traffic management further add to traffic congestion and air pollution besides old, overloaded, and poorly maintained motor vehicles [2, 3] . Although the concentration of particulate matter with an aerodynamic diameter of less than 10 m (PM10) is usually used as standard measure of air pollution, the particles with a diameter of less than 2.5 m (PM2.5) have been associated with the increase of health related problems [4] .
Air quality data are complex and nonlinear in nature because of their dependencies on emission sources, especially those related to vehicular emissions and meteorological parameters. One approach to predict pollutant concentrations is to use a detailed atmospheric diffusion model that requires detailed emissions and metrological data [5] . Another approach is the regression modeling based on a statistical approach that has been applied to air quality modeling and prediction. However, such linear regression models underperform when used to model nonlinear systems [6] .
Artificial neural network (ANN) is capable of capturing highly nonlinear phenomena and can be used as a tool for the development of models to predict atmospheric emissions. The ANN approach has been used with some success to model pollutant concentrations in previous studies [7] [8] [9] [10] [11] [12] . The approach has also been applied to various civil engineering problems, such as structural damage detection [13] , material behavior modeling [14] , and structural optimization [15] . Vehicular exhaust emission dispersion characteristics in cities near roadways were studied using ANN based line source models (LSMs) [9, 16] . Unlike traditional parametric models, an ANN does not have to assume a model form between the input and output variables. The ANN consists of multiple 2 International Journal of Atmospheric Sciences layers of many interconnected linear or nonlinear processing units operating in a parallel fashion. The nonlinear nature of neural networks makes them suitable to perform functional approximation, classification, and pattern recognition [17] .
Previous research studies based on ANN modeling concentrate on the prediction of NOx/NO 2 and CO concentrations or dispersion characteristics in urban atmosphere taking into account meteorological (excluding the effect of rainfall) and vehicular parameters [6, [8] [9] [10] . However, Melas et al. [12] considered the rainfall as an input in ANN modelling of NO 2 . A limited study has been conducted to predict PM2.5 concentration using ANN modeling considering only three meteorological parameters (temperature, wind velocity, and relative humidity) [8, 11] . ANN modeling has not been applied to model particulate matter (both PM10 and PM2.5) dispersion in an urban atmosphere combining both vehicular and meteorological parameters.
This paper presents the performance of refined ANN models for the prediction of concentrations of carbon monoxide and particulate matters (PM10 and PM2.5) in the atmosphere in an urban setup (Dhaka city, Bangladesh) considering both vehicular emissions and meteorological parameters (including precipitation/rainfall as an additional parameter which was not included in previous research studies). The refined models are updated versions of preliminary models [18] and are trained with large volume of data for enhanced performance in wide range of urban atmospheres. The predictive ability and robustness of the models are tested with data from the coastal city of Chittagong and different locations of Dhaka. Although preliminary ANN models are applied for pollutant dispersion in Dhaka city, there is an urgent need to do research in refining the models and to predict their ability to simulate pollutant dispersion in different cities in Bangladesh. The proposed refined and robust ANN models can be very useful for various government agencies and other organizations involved in the air quality management of urban areas.
Development of Artificial Neural Network Models
The basic methodology for developing a successful ANN based model is to teach a neural network the relationship between inputs and outputs using existing data. In this study, various combinations of meteorological, vehicular, and traffic parameters are used as inputs in the feed forward-back propagation ANN to obtain as outputs the concentration of CO and particulate matter (PM10 and PM2.5) in the atmosphere. Besides data collection, three important steps are considered in constructing a successful artificial neural network: network architecture, training, and testing. In this study, the most commonly used "back-propagation network" [17] is implemented. Table 1 . In Chittagong, wind blows from north-east direction (from land to sea) in the winter season and from the southeast direction (sea to land) during the summer (monsoon) season. During the duration of this study, the wind speed ranged from 2.9 to 5.8 m/s, the temperature ranged from 27 to 32 ∘ C, the humidity ranged from 78 to 88%, and the total rainfall was around 2100 mm (with monsoon season having heavier rainfall like Dhaka). The values of these meteorological parameters differed in different seasons between Dhaka and Chittagong over the year.
Data Collection and Description (from Dhaka and Chittagong).
In Dhaka, the data was collected independently by the research team (between January and December of 2004) from an air quality monitoring (AQM) station located close to CAQMS [20] . The data obtained from the CAQMS and other sources are also consulted. The data on hourly traffic volume at the site (line source) were monitored during the study period (between January and December 2004) by the author's research team. Limited available data from other local sources were also consulted. Figure 1 shows the locations of AQM station and the site (line source) for the traffic data (near the AQM station) situated at one of the busiest intersections in Dhaka [20] .
In Chittagong, air quality monitoring station (AQM) and line source were situated near the busiest intersection at Agrabad commercial area. The sites (line source) for the traffic data in both Dhaka and Chittagong cites were located within 200 m of the AQM station. The results of the air quality monitoring in Dhaka and Chittagong show that particulate matter (PM10 < 10 m and PM2.5 < 2.5 m) is one of the pollutants of major concern besides other emissions such as CO, NOx, SO 2 , and Ozone (O 3 ) [3, [19] [20] [21] .
Based on local traffic types and compositions of Dhaka and Chittagong cities, vehicles were classified as follows: twowheeler (motor cycle), three-wheeler (auto-rickshaw, autotempo, and baby taxi), and four-wheeler gasoline-powered vehicles; four-wheeler (e.g., car, truck, bus, minibus, and wagon) diesel-powered vehicles. The emission factors used for estimating the CO and PM10 source strengths are presented in Table 2 [22] . The main pollutants of concern in Dhaka are the particulate matter (PM) and motor vehicles are the major contributors to PM pollution. Most of the vehicular PM pollution (>80%) comes from the diesel vehicles as can be seen from Table 2 . This is also the situation for NOx and SO2. However, nondiesel vehicles are the major sources of CO in the air (about 82%).
The trend over the year shows an increase in the PM concentration ( g/m 3 ) from October to April, beyond which the concentration of both PM10 and PM2.5 decreases due to the rain-out effect. From November to March, both PM concentrations exceed the proposed standards of 150 g/m 3 for PM10 and 65 g/m 3 for PM2.5, the latter being far in excess of the proposed standards. A similar trend of variation is also found for CO over the year. PM and CO concentration drops in the premonsoon and monsoon seasons (between May and September) due to rainfall or precipitation [20] . The field data also shows the development of inversion condition where the concentration of pollutants increases at night even with the significant decrease in traffic volume. It is also observed that the rainfall during the day and at night can significantly affect the inversion condition. Therefore, consideration of rainfall besides other meteorological parameters in an ANN model is important for tropical countries like Bangladesh to model emission dispersion characteristics throughout the year.
The amount of turbulence in the ambient atmosphere has a major effect on the dispersion of air pollution plumes because turbulence increases the entrainment and mixing of unpolluted air into the plume and thereby acts to reduce the concentration of pollutants in the plume. It is therefore important to categorize the amount of atmospheric turbulence present at any given time. In this study, the PasquillGifford stability scheme is used to determine hourly stability categories as used by other researchers [23, 24] . The ANN models take into account any discontinuities in the original cyclic signals of wind direction data by using the sine and cosine functions [6, 9] .
Network Architecture Optimization.
The first fundamental step in constructing a neural network model is to determine the network architecture. The basic aspects of network architecture (as shown in Figure 2 ) consist of the number of hidden layers between the input and output layers, the number of processing units in each layer, the pattern of connectivity among the processing units, and the activation (transfer) function employed for each processing unit [17] . For a given architecture, it is the weights between the processing units that determine the network performance. Figure 2 shows information on the meteorological (M) and traffic (T) input data and a typical ANN architecture used for developing various ANN models to predict the 1 h average CO, PM10, and PM2.5 concentrations. Twelve "M" input variables are temperature, wind speed, wind direction (sin), wind direction (cos), cloud cover, pressure, Pasquill International Journal of Atmospheric Sciences 5 stability, mixing height, sunshine hour, visibility, rainfall, and humidity. Six "T" input variables are hourly volumes of twowheeler, three-wheeler, and four-wheeler gasoline-powered vehicles; four-wheeler diesel-powered vehicles; and source strength of CO and source strength of PM10.
Three types of ANN models are developed (using the data from Dhaka city) to study the individual and the combined effect of meteorological and vehicular parameters on CO, PM10, and PM2.5 dispersion characteristics. These models are based on preliminary ANN models [18] and use comparatively large number of data in training, validation, and testing compared to their primary counterparts. Hence, these models are more efficient and accurate than preliminary models in varying urban atmospheres. The first model considers both meteorological and traffic characteristics data (designated as ANN-MT in Figure 2 ), the second model considers only meteorological data (designated as ANN-M), and the third model considers only traffic data (designated as ANN-T).
Data sets used for training, validation, and testing of each of the nine ANN models are as follows: (i) Training data set (from Dhaka city) covers the complete period of study from January 2004 to December 2004. The testing data set chronologically follows the period that is used for validation. There were no qualitative differences between the training and the testing data set. The flow of traffic was measured to obtain hourly variations and traffic input parameters in the ANN models reflect the variation with time.
Training of ANN Models
. ANN models are trained by using back-propagation technique with momentum term algorithm. Training a back-propagation neural network is an iterative process; involving the presentation of field data as pairs (input/target) and having the network modify its weights by the invocation of learning rules until it stabilizes [17] . Each training pair consists of an input vector containing meteorological or traffic variables or both and a target representing the concentration of emissions. The network is presented with the data in the first input vector, carries out the appropriate computation and activation through the processing units in the hidden layers, and then produces an output through the unit in the output layer. The network compares its output to the corresponding target which is provided in the training pair. The difference between the network output and the target is calculated and stored. After this procedure is done with the first training pair, called the training pattern, the network is presented with a second training pair and so on until the network has gone through all the data available for training; that completes the first epoch. After each epoch, the network calculates the mean square of all errors it calculated and stored after each training pattern and back-propagates it using the network learning algorithm to adjust the weights and biases for all units in the network. The training continues until either the network converges and reaches its goal for the minimum error between the predicted values and the desired target provided for training or the maximum number of epochs specified for early stopping is reached.
In the current study, the degree of agreement ( ) and the root mean square error (RMSE) values are estimated to evaluate the performance of the trained models as used in previous research studies [25] . The value of is calculated as [25] 
where is the number of data points, are the field observation data points, are the predicted data points, and mean is the mean of the observed data points. A value of 1 indicates perfect agreement between the observed and predicted values while 0 denotes complete disagreement.
Extensive simulations were performed to determine the best combination of parameters involving network architecture, mathematical function, and solution algorithm such as learning rate ( ), momentum constant ( ), number of hidden layers, number of hidden neurons, learning algorithm, and activation function. The architectures of the developed ANN models are different compared to those of previous research studies [7, 9] because of the differences in the combination of various parameters and inclusion of new parameters such as rainfall and particulate source strength factor. The developed ANN models are also able to take into account the effect of rainfall which is a very important meteorological parameter affecting the emission dispersion particularly in tropical countries (due to washout effect) like Bangladesh. Table 3 presents a summary of the ANN model parameters and their performance statistics for the validation data set.
Performance Evaluation
Statistical factors such as RMSE, mean bias error (MBE), mean square error (MSE), coefficient of determination ( 2 ), and mean of the field ( mean ) and predicted ( mean ) values with their standard deviations ( and ) are used to evaluate the performance. Table 4 shows the performance statistics of the ANN models for CO, PM10, and PM2.5 predictions, International Journal of Atmospheric Sciences respectively. Based on the goodness of fit PM10/PM2.5 models show poor performance compared with CO model. The mean predicted CO concentration is higher than that of the observed prediction in all three models. The tendency of the models to overpredict is indicated by the positive values of MBE. The tendency of overprediction is less in the MT model followed by the M and T models. This shows that the predictive ability of the MT model is better than that of the other two models. A lower RMSE value for the MT model indicates that the model predictions are matching closely the actual observations. In this regard, the T model shows the worst prediction, while the MT model is the best. The difference between the standard deviation of the field data and the predicted data is high in the T model compared with the M model with the MT model showing the least difference. This explains the fact that the MT model can simulate the variations in the test data whereas M and T models are unable to simulate these variations. The values indicate that the MT model is better in terms of error free prediction compared with the M and T models with the T model being the worst. The MT model produces 77%, 73%, and 69% error free predictions for CO, PM10, and PM2.5, respectively ( Table 4) .
The better performance of MT model can be attributed to the fact that the use of a large number of input variables better represents the nonlinear dispersion dynamics of pollutants and enhances the accuracy of prediction. The distance of the air quality monitoring station from the line source (traffic monitoring site) also affects prediction performance. This study can be considered as "far-field" as the distance between the traffic monitoring site and the air quality monitoring station is greater than 30 m [26] . In this study, the exclusion of traffic parameters (in the M model) produces better prediction of CO, PM10, and PM2.5 values compared with the model where meteorological parameters are excluded (in the T model). This is attributed to the fact that the meteorological factors mainly disperse and dilute the pollutants in the case of "far-field" and the effect of traffic wake is minimal [27] . Hence, the developed ANN based model is capable of simulating the effects of traffic wake on the dispersion of vehicular emissions. This is also confirmed from previous research studies [9] . In general, the ANN-T models perform poorly in predicting the values of CO, PM10, and PM2.5 ( ranges from 0.29 to 0.37) because of considering only the traffic variables which takes care of only traffic wake effect.
From Table 4 , it can be noted that, for all ANN models, the accuracy of prediction is higher for CO ( ranges from 0.37 to 0.77), followed by PM10 ( ranges from 0.31 to 0.73) and PM2.5 ( ranges from 0.29 to 0.69). This can be due to the fact that (a) the variability of PM concentration with respect to vehicular and metrological parameters is higher compared with that of CO and (b) the emission of CO from vehicular source is higher compared with those of PM. Figures 3 and 4 show the performance of various ANN models in predicting hourly concentration of CO and PM10, respectively, during a day in December in the International Journal of Atmospheric Sciences winter season. The observed concentrations rise along the day until they reach a peak in the evening hours which implies that clean air is reaching the monitoring site overnight. Pollutant dispersions are mostly influenced by factors such as net wind speed and direction, the variability of wind speed and direction and inversion layers. The air temperature normally reduces with the increase of height and the earth's surface is the warmest. Normally, the lighter warm air at the earth surface with pollutants slowly rises, a phenomenon that helps in the dispersion of pollutants. However, if a stable layer of colder air sits above warmer air, it forms a blocking or inversion layer that prevents the rise and dispersion of the warm air and the pollutants. This is likely to occur in low or no wind conditions-which is prevalent mostly in winter season in Dhaka city. Figures 3 and 4 also suggest that local sources are responsible for the morning peak of pollution, but later in the day the site becomes a "receptor" of Dhaka's pollution plume. The field data confirm the inversion effect showing an increase in pollutant concentrations (both CO and PM10) during the night even though the traffic volume decreases significantly.
Performance in Predicting Hourly Pollutant Concentration during a Day.
The MT model showed better prediction compared with the M and T models, with the T model being the worst as described earlier. The predictive ability of ANN models depends on how well the local vehicle counts provide a good simulation of the citywide emissions later in the day as well as how well the different processes leading to pollution dispersion (involving the impacts of local dispersion in the morning and transport of plumes in the afternoon/evening hours) are simulated. The models are generally trained by assuming that the underlying process is fitted in a single nonlinear process. This simplistic approach for a complex problem is reflected in the worst statistical performance of the models that include traffic or meteorological inputs.
The T models also failed to simulate the inversion effect as it does not consider the meteorological parameters as observed in previous research studies [9] . The inversion conditions lead to the trapping of pollutants in the air causing a sharp increase in their concentrations even though the traffic volume decreases to a minimum. In Dhaka, inversion condition normally prevails for 4 to 6 hours after dusk especially during winter season (November to February). The developed MT models seem to simulate the effect of inversion condition on CO, PM10, and PM2.5 reasonably well. Figures 5, 6 , and 7 show the performance of various ANN models in predicting hourly concentration of CO, PM10, and PM2.5, respectively, during a rainy day in July in the monsoon season when the effect of rainfall significantly affects the pollutant dispersion in the atmosphere in Dhaka city.
The field data confirm the reduction of pollutant concentration during and after the raining periods (rainfall durations: 12 to 16 hours and 20 to 21 hours). The field data also show the effect of rainfall on inversion phenomena. The rainfall before and during inversion period at night reduces the pollutant concentrations and field data do not exhibit any inversion phenomena. The MT model showed better prediction compared with the M and T models, with the T model being the worst. The developed MT models are able to simulate reasonably well the effect of rainfall on pollutant (CO, PM10, and PM2.5) concentrations during and after the rainfall as well as during the inversion period. Figures 5-7 show good agreement between the field data and those predicted by the ANN-MT model based on the duration of a single day taking into account the effect of rainfall/inversion conditions on pollutant dispersions. Such predictive ability of ANN-MT model is valid over the whole year.
Predicting Ability of Pollutant Concentration at Different
Locations of Dhaka City. Figures 8 and 9 show the performance of the best ANN model "MT" in predicting concentration of CO, PM10, and PM2.5, respectively, during a whole year period including monsoon season (April to September). The MT model showed good prediction of all three pollutants compared with field data. This demonstrates that the MT model is able to take into consideration the effect of various meteorological parameters associated with different seasons (of a year) and, in particular, washout effect (predominant in monsoon season-April to September) due to rainfall that causes a significant decrease in pollutant (CO, PM10, and PM2.5) concentration. The predictive ability of MT model is also illustrated through simulation of CO/PM10/PM2.5 concentrations during a year by using data from CAQMS as shown in Figure 10 . It can be noted that the MT models are able to simulate the trend of yearly variation of pollutant concentrations.
Predictive ability of MT models is illustrated through comparison of calculated pollutant concentrations at two different locations (AQM station and CAQMS) in Figure 11 . Good prediction accuracy of the MT models is evident from Figure 11 . For AQM station, the ratio of field to MT predicted values ranges between 0.86 and 1.23 (mean value of 1.04 with standard deviation of 0.11) for CO, between 0.88 and 1.18 (mean value of 0.99 with standard deviation of 0.09) for PM10, and between 0.68 and 1.24 (mean value of 0.92 with standard deviation of 0.18) for PM2.5. For CAQMS, the ratio of field to MT predicted values ranges between 0.83 and 1.16 (mean value of 1.05 with standard deviation of 0.14) for CO, between 0.89 and 1.10 (mean value of 1.04 with standard deviation of 0.13) for PM10, and between 0.76 and 1.18 (mean value of 1.10 with standard deviation of 0.16) for PM2.5. This illustrates that MT models can be used to reasonably predict pollutant concentration at different locations of Dhaka city.
Robustness of Refined ANN Models in Predicting Pollutant Dispersion in Chittagong City
ANN-MT models developed based on data from Dhaka city are found to be the best in predicting pollutant dispersion. These ANN-MT models are used to predict the CO, PM10, and PM2. The field data confirm the inversion effect showing an increase in pollutant concentrations during the night even though the traffic volume decreases significantly. ANN-MT models are able to simulate the inversion effect in Chittagong like Dhaka city. Figures 12 and 13 show good agreement between the field data and those predicted by the ANN-MT models. The mean ratio of field to predicted values is found to be 0.88 with a standard deviation of 0.11 for CO, 0.83 with a standard deviation of 0.09 for PM10, and 0.84 with a standard deviation of 0.15 for PM2.5. Figure 14 shows the performance of ANN-MT models in predicting concentration of CO, PM10, and PM2.5 during a whole year including monsoon season in Chittagong city. The MT models have shown good prediction of monthly pollutant concentrations compared with field data. This demonstrates that the MT models are able to take into consideration both M and T parameters of other cities (Chittagong in this case) associated with different seasons and, in particular, washout effect due to rainfall in monsoon season. Good prediction accuracy of ANN-MT model is evident from Figure 15 . The ratio of field to MT predicted values (as shown in Table 5 ) ranges between 0.87 and 13 with a mean value of 0.998 for CO, between 0.91 and 1.07 with a mean value of 0.966 PM10, and between 0.69 and 1.21 with a mean value of 1.1 for PM2.5. These ratios are very close to those obtained for Dhaka city (Table 5 ).
The result shows that ANN-MT models are robust and can be confidently implemented for the prediction of pollutant concentration/dispersion in various cities in Bangladesh as well as other countries. 
Conclusions
The robustness of artificial neural network (ANN) models in predicting concentrations of carbon monoxide (CO) and particulate matters (PM10 and PM2.5) in different urban atmospheres associated with varying dispersion of vehicular emissions is described. Nine ANN models are developed: ANN-MT models consider both meteorological and traffic parameters while ANN-M and ANN-T models consider only meteorological parameters and only traffic parameters, respectively. The ANN-MT models are found to be the best and can be used to predict CO, PM10, and PM2.5 concentrations in an urban atmosphere. The ANN-MT models are also able to simulate the inversion condition at night as well as the effect of rainfall (due to washout) on pollutant concentration and inversion phenomena. These models are robust and able to predict pollutant dispersions/concentrations in different cities having varying meteorological and traffic conditions. Such models can be implemented as tools in forecasting pollutant levels and air quality management programs in different cities.
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