This paper is concerned with a boundary control problem for the Cahn-Hilliard equation coupled with dynamic boundary conditions. In order to handle the control problem, we restrict our analysis to the case of regular potentials defined on the whole real line, assuming the boundary potential to be dominant. The existence of optimal control, the Fréchet differentiability of the control-to-state mapping between appropriate Banach spaces, and the first-order necessary conditions for optimality are addressed. In particular, the condition for optimality is characterized by a variational inequality involving the adjoint variables.
Introduction
The Cahn-Hilliard equation plays a fundamental role in material science (see, e.g., the review paper [28] and the vast literature therein). Such an equation was historically proposed for the study of phase separation in cooling binary alloys (see [3] ). On the other hand, from then onward, it has been shown how versatile this equation can be for several applications in very different fields such as engineering, biology, tumor growth, image inpainting, population dynamics, bacterial films, and many others. The huge efforts by the mathematical community have made the classical Cahn-Hilliard equation well-understood from a mathematical point of view, at least as far as the existence, uniqueness and regularity of solutions are concerned. Here, we address a boundary optimal control problem for the Cahn-Hilliard equation coupled with some non-standard boundary conditions, the so-called dynamic ones. where Ω represents the space domain in which the evolution takes place, and the occurring variables y and w stand for the order parameter and the corresponding chemical potential, respectively. Moreover, f ′ denotes the derivative of a nonlinearity that possesses a doublewell behavior. For this latter, some usual choices are the regular double-well potential f reg and the logarithmic potential f log which are defined as follows f reg (r) = 1 4 (r 2 − 1) 2 for r ∈ R, (1.3)
f log (r) = (1 + r) ln(1 + r) + (1 − r) ln(1 − r) − kr 2 for r ∈ (−1, 1), (1.4) where the positive constant k has taken large enough in order to kill convexity. Let us remark that for the logarithmic potential the derivative becomes singular when its argument approaches −1 or +1. Besides, we endow the above system with an initial condition of the form y(0) = y 0 , and suitable boundary conditions. As far as these latter are concerned, the widespread types in literature are the no-flux conditions for both the variables y and w. It is worth noting that, from a phenomenological point of view, the second assumption is quite natural since it ensures the mass conservation during the evolution process, as it can be easily checked by formally testing the equation (1.1) by 1 and integrating over Ω. In fact, denoting by (v) Ω the mean value of the function v : Ω → R, we realize that In this contribution, we also deal with the no-flux condition for the chemical potential, whereas a dynamic boundary condition for the order parameter is considered. These boundary conditions are quite new and were recently proposed in order to take into account the dynamics between the walls. In this regard, let us address to [15] , where both the viscous and the non-viscous Cahn-Hilliard equations, combined with these kinds of boundary conditions, have been investigated by assuming the boundary potential to be dominant on the bulk one. Furthermore, we mention [5, 9, 12, 19, [30] [31] [32] 36] , where other problems related to the Cahn-Hilliard equation combined with these boundary conditions have been analyzed. Moreover, let us also refer to [4, 7, 16, 23, 29] , where these boundary conditions complement different phase field models such as the Allen-Cahn or the PenroseFife model. So, we supply the above system with the following boundary conditions ∂ n w = 0 on Σ := Γ × (0, T ), (1.6) ∂ n y + ∂ t y Γ − ∆ Γ y Γ + f ′ Γ (y Γ ) = u Γ on Σ, (1.7) where Γ represents the boundary of Ω, y Γ denotes the trace of y, ∆ Γ stands for the Laplace-Beltrami operator on the boundary, and ∂ n for the outward normal derivative. Furthermore, the term f ′ Γ is a nonlinearity similar to the previous f ′ , but operating on the values on the boundary instead of on the bulk, whereas u Γ is the so-called control variable which can be interpreted as a boundary source term.
Summing up, the system we want to deal with reads ∂ t y − ∆w = 0 in Q, (1.8) w = −∆y + f ′ (y) in Q, (1.9) ∂ n w = 0 on Σ, (1.10) y Γ = y Γ and ∂ t y Γ + ∂ n y − ∆ Γ y Γ + f ′ Γ (y Γ ) = u Γ on Σ, (1.11) y(0) = y 0 in Ω. (1.12) Once that the state system (1.8)-(1.12) has been described, we can address the corresponding control problem. Among several possibilities, we consider the following trackingtype cost functional 13) where the symbols b Q , b Σ , b Ω , b Γ , b 0 and z Q , z Σ , z Ω , z Γ denote nonnegative constants and some target functions, respectively. Moreover, we require the control variable u Γ to belong to the non-empty control-box U ad which is defined by
As for previous contributions on optimal control problems involving dynamic boundary conditions, we point out our starting point [13] , where the authors investigate the optimal control problem for the viscous Cahn-Hilliard equation endowed with dynamic boundary conditions. Next, we refer to [14] , where the same authors extend the optimal control problem to the non-viscous case letting the viscosity parameter goes to zero. Indeed, that problem is the same we are going to address here following the direct approach. Despite something can be recovered by following some limit strategies, lots of information turn out to be lost in that passage so that the first-order condition for optimality and the adjoint system have to be interpreted in a proper weak sense. Here, we aim at showing that also for the non-viscous equation the optimality condition can be completely characterized. Moreover, we refer the interested reader to the related contributions [8, 10, 11, 14, 17, 20-22, 33, 37, 38] focusing on optimal control problems.
In this framework, we will provide the existence of optimal controls and characterize the first-order necessary conditions that every optimal control has to satisfy by means of a variational inequality. In this direction, a key point will be showing the Fréchet differentiability of the control-to-state mapping. Then, as usual for optimal control problems (see, e.g., [25, 35] ), in order to simplify the obtained optimality conditions, a new system, called adjoint, has to be introduced and solved in order to reformulate the necessary condition in a more convenient way. The adjoint system turns out to be a backward-in-time boundary value problem of the following form
where q Γ stands for the trace of q, while the functions λ, λ Γ , ϕ Q and ϕ Σ are somehow related to z Q , z Σ , z Ω , z Γ and to the constants b Q , b Σ , b Ω , b Γ , b 0 appearing in (1.13), as well as to the optimal state (y, y Γ ), which is the state associated to the optimal control u Γ . Furthermore, the above system will be coupled with suitable final conditions. The plan for the rest of the paper is as follows. In Section 2 we deal with the mathematical setting and recollect the results we have established. From the third section on, we begin with the corresponding proofs. Section 3 is devoted to checking the existence of optimal control. Furthermore, Section 4 is the place in which the main novelties appeared. We discuss the properties of the control-to-state mapping S proving its Lipschitz continuity and the Fréchet differentiability in suitable Banach spaces. Finally, in Section 5 the adjoint system and the first-order necessary conditions for optimality are shown.
Statement of the problem and results
In this section, we set our notation presenting in detail our results. To begin with, let us point out that Ω represents the body where the evolution takes place and we assume Ω ⊂ R
3 to be open, connected, bounded and smooth, with Lebesgue measure denoted by |Ω|. Moreover, let us fix once for all that the symbols Γ, ∂ n , ∇ Γ and ∆ Γ stand for the boundary of Ω, the outward normal derivative, the surface gradient, and the Laplace-Beltrami operator, respectively. Given a finite final time T > 0, we set for convenience
Before diving into the mathematical setting, let us emphasize a typical issue of control problems. Although some of the results we need hold under rather weak conditions, we will require quite strong hypotheses for the involved potentials and for the initial data in order to handle the corresponding control problem. As a consequence, the following requirements surely comply with the framework of [15] .
On the potentials we make the following structural assumptions
Remark 2.1. The above conditions imply the possibility of splitting f ′ as f ′ = β + π, where β is a monotone function, which diverges as its argument goes to −∞ or to +∞, while π is a regular perturbation with bounded derivative. Similarly, it goes for the boundary contribution f ′ Γ that can be eventually written as f ′ Γ = β Γ + π Γ , for suitable functions, defined on the boundary, satisfying the same properties of β and π.
It is worth emphasizing that in our treatment, owing to (2.3)-(2.6), the case of (1.3) is allowed, while (1.4) is not. Furthermore, the above setting perfectly fits the framework of [15] since the assumption (2.5) postulates the domination of the boundary potential on the bulk one. For the converse case, namely the one in which the bulk potential is the leading one between the two, let us mention the contributions [18, 19] . Now, let us introduce some functional spaces that will be useful later on by defining
and we endow them with their natural norms to get some Banach spaces. Besides, for an arbitrary Banach space X, we agree to use · X to denote its norm, the standard symbol X * for its topological dual, and X * ·, · X for the corresponding duality product between X * and X. Meanwhile, we will use · p for the usual norm in L p spaces. In the following, we understood that H is embedded in V * in the usual way, i.e. V ⊂ H ∼ = H * ⊂ V * . This constitutes a Hilbert triplet, namely we have the following identification u, v = (u, v) for every u ∈ H and v ∈ V , (2.9) where ( · , ·) denotes the inner product in H.
In addition, whenever u ∈ V * and u ∈ L 1 (0, T ; V * ), we define their generalized mean values u Ω ∈ R and u Ω ∈ L 1 (0, T ) by
where (2.10) reduces to the usual mean values when it is applied to elements of H or L 1 (0, T ; H).
Next, since in the last two sections we are going to use test functions with zero mean value, it is convenient to set 11) and endow them with their natural topologies as subspaces of G and V, respectively. Moreover, we define 12) as the map which assigns to every v * ∈ dom N the element Nv * which satisfies Nv * ∈ V, (Nv * ) Ω = 0, and
Hence, Nv * represents the solution v to the generalized Neumann problem for −∆ with datum v * that in addition has to satisfy the zero mean value condition. In fact, if v * ∈ H, the conditions mean that −∆Nv * = v * in Ω and ∂ n (Nv * ) = 0 on Γ. As far as Ω is bounded, smooth and connected, it follows that (2.13) yields a well-defined isomorphism which also satisfies
with a constant C s that depends only on Ω and s. Moreover, we have the following properties
whence also
As the initial data are concerned, we require that 17) where the last condition has been already assumed in [15] to ensure good regularity results for the non-viscous system (see [15, Eq. (2.40), p. 978]). Even though we could write the equations and the boundary conditions in their strong forms, we however prefer to use the corresponding variational formulations. Hence, the problem we want to deal with consists of looking for a triplet (y, y Γ , w) that satisfies the regularity
18)
as well as, for almost every t ∈ (0, T ), the variational equalities
and the initial condition
Of course, (2.22)-(2.23) can be equivalently rewritten as follows
We are now in a position to introduce our results. As far as the existence, the uniqueness, the regularity and the continuous dependence results are concerned, we can account for Theorems 2.2, 2.3, 2.4, and 2.6 of [15] . Hence, we have the following statement. Theorem 2.2. Assume that (2.3)-(2.6), (2.17) are fulfilled and let u Γ ∈ H 1 (0, T ; H Γ ). Then, the system (2.18)-(2.24) admits a unique solution (y, y Γ , w) which satisfies
from which, accounting for the Sobolev embedding, it also follows that
for a positive constant C 1 that depends only on Ω, T , the shape of the nonlinearities f and f Γ , the initial datum y 0 , and on an upper bound for the norm of
, are two forcing terms and (y i , y Γ,i , w i ) are the corresponding solutions, we have that
where the constant C 2 depends only on Ω, T , and the shape of the nonlinearities f and f Γ .
Once the well-posedness of the system (2.18)-(2.24) has been proved, we can address the corresponding control problem. As the assumptions on the cost functional are concerned, we postulate that
in such a way that U ad turns out to be nonempty. (2.32)
Below, you can find the first fundamental result related to the existence of optimal controls. 
where y, y Γ and y, y Γ are the components of the solutions (y, y Γ , w) and (y, y Γ , w) to the state system (2.18)-(2.24) corresponding to the controls u Γ and u Γ , respectively. Such a control variable u Γ is called optimal control.
The well-posedness of the system (2.18)-(2.24), allows us to properly define the socalled control-to-state mapping. We set
where (y, y Γ , w) is the solution to (2.18)-(2.24) corresponding to u Γ .
Remark 2.4. Note that the existence of the superset U containing U ad is trivially satisfied. Indeed, for instance, we can take
Thus, we can express the cost functional J as a function of u Γ by introducing the so-called reduced cost functional
Formally, as U ad is convex, it is a standard matter to realize that the desired necessary condition for u Γ is carried out by the following variational inequality
where D J(u Γ ) denotes the derivative of J at u Γ in a suitable functional sense. The strategy we follow in order to obtain some optimality conditions consists in proving at first that S is Fréchet differentiable at u Γ , then, accounting for the chain rule, developing the above inequality to get an explicit formulation which characterizes the optimality. As we shall see in Section 4, this procedure naturally leads to the linearized system, that we briefly introduce in the lines below. Let us fix u Γ ∈ U, the corresponding state (y, y Γ ) := S(u Γ ), and introduce the increment h Γ ∈ H 1 (0, T ; H Γ ). Then, we set for convenience
Thus, the linearized system for (1.8)-(1.12) consists of finding a triplet (ξ, ξ Γ , η) satisfying the analogue of (2.18)-(2.21), solving for a.a. t ∈ (0, T ) the variational equations
and satisfying the initial condition ξ(0) = 0. (2.39) In order to obtain the well-posedness for the above system, we would be tempted to directly invoke [15, Thm. 2.4, p. 978]. However, from a careful investigation, we realized that the requirements on λ are not satisfied in our setting. Indeed, note that
So, in our framework we cannot infer that λ ∈ W 1,∞ (0, T ; H). This lack of regularity, due to the absence of the viscous term, can be however overcome by applying a different estimate in the term involving λ. Therefore, modifying properly the proof of [15, Thm. 2.4, p. 978], the same result holds.
Theorem 2.5. Let u Γ ∈ U, (y, y Γ ) = S(u Γ ), and λ, λ Γ be defined by (2.36). Then, for every h Γ ∈ H 1 (0, T ; H Γ ), there exists a unique triplet (ξ, ξ Γ , η) satisfying the analogue of (2.18)-(2.21) and solving the linearized system (2.37)-(2.39).
Next, we will show that S is Fréchet differentiable at u Γ , that DS(u Γ ) is a linear operator from X to Y, and also that, for every
, where the triplet (ξ, ξ Γ , η) represents the unique solution to the linearized system associated to h Γ .
Here is the precise result. Theorem 2.6. Let u Γ ∈ U, (y, y Γ ) = S(u Γ ), and λ and λ Γ be defined by (2.36). Then the control-to-state mapping S : U ⊂ X → Y is Fréchet differentiable at u Γ . Moreover, its derivative DS(u Γ ) is a linear operator from U to Y which is given as follows: whenever h Γ ∈ X fulfills u Γ + h Γ ∈ U, the value of DS(u Γ ) at h Γ consists of the pair (ξ, ξ Γ ), where (ξ, ξ Γ , η) is the unique solution to the linearized system (2.37)-(2.39).
Then, by invoking the chain rule, we develop (2.35) in order to obtain the following explicit optimality condition
where ξ and ξ Γ are the first two components of the unique solution to the linearized system corresponding to
Lastly, we try to eliminate the pair (ξ, ξ Γ ) from the above inequality. To overcome this issue, we introduce the so-called adjoint system. Thus, we are looking for a triplet (q, q Γ , p) that fulfills the regularity requirements
Moreover, it has to solve, for a.a. t ∈ (0, T ), the following backward-in-time problem
and the final condition
In order to simplify the notation, let us convey to denote
Here, the well-posedness result follows.
Theorem 2.7. Let u Γ be an optimal control with the corresponding optimal state (y, y Γ ).
Moreover, let us postulate that ϕ Ω and ϕ Γ satisfy the following compatibility condition:
Then, the adjoint system (2.44)-(2.46) admits a unique solution (p, q, q Γ ) satisfying the regularity requirements (2.41)-(2.42).
Once that the adjoint variables are at our disposal, we are in a position to eliminate ξ and ξ Γ from (2.40), thus leading to the following optimality condition.
Theorem 2.8. Let u Γ be an optimal control, (y, y Γ ) be the corresponding optimal state, and (p, q, q Γ ) be the associated solution to the adjoint system (2.42)-(2.45). Then, the first-order necessary condition for optimality is characterized by the following variational inequality
Moreover, whenever b 0 > 0, it turns out that
48)
with respect to the standard inner product of L 2 (Σ).
In the remainder, we introduce further notation and recall some well-known inequalities and general facts which will be useful later on. First of all, we often owe to the Young inequality
Furthermore, we account for the Poincaré inequality
where C Ω depends only on Ω. Furthermore, we point out the following inequality, to which we will refer to as compactness inequality (see, e.g., [24, Lem. 5.1, p. 58]): for every δ > 0 there exists c δ > 0 such that
where the constant c δ depends only on δ and Ω.
Lastly, let us point out a convention we use in the whole paper as far as the constants are concerned. We agree that the small-case symbol c stands for different constants depending only on the final time T , on Ω, the shape of the nonlinearities and on the norms of functions involved in the assumptions of our statements. For this reason, its meaning might change from line to line and even in the same chain of calculations. Conversely, the capital letters are devoted to denote precise constants which we eventually will refer to.
Existence of an optimal control
From this section on, we start with the proofs of the stated results. Here, we aim to prove the existence of optimal control.
Before moving on, let us briefly remark that Theorem 2.2 is slightly stronger with respect to the result of [15] , since, by (2.21), we require additional space regularity for the variable w. As a matter of fact, it suffices to combine the original result with a comparison argument to realize that w ∈ L 2 (0, T ; H 3 (Ω)) as well.
Proof of Theorem 2.2. Since the proof is exactly the same as in [15] , we can afford to be sketchy by just pointing out some highlights. From [15] , it follows that there exists a positive constant c such that
On the other hand, owing to the above estimate, by comparison in equation (1.8), we infer that ∆w ∈ L 2 (0, T ; V ), and the classical elliptic regularity theory directly implies that w ∈ L 2 (0, T ; H 3 (Ω)).
Proof of Theorem 2.3. We proceed by employing the direct method. First, let us pick a minimizing sequence {u Γ,n } n for the cost functional J and, for every n, let us denote by (y n , y Γ,n , w n ) the corresponding solution to (2.18)-(2.24). Since, for every n, u Γ,n belongs to U ad and the triplet (y n , y Γ,n , w n ) solves the state system, the bounds (2.27)-(2.28) are in force. Thus, for every n, we infer that r − ≤ y n ≤ r + a.e. in Q, r − ≤ y Γ,n ≤ r + a.e. on Σ, (3.1)
for some r − , r + which satisfy −∞ < r − ≤ r + < +∞. It is now a standard matter to show that, accounting for weak and weak-star compactness arguments (see, e.g., [34, Sect. 8, Cor. 4, p. 85]), up to a subsequence, the following convergences are verified
and strongly in C 0 ([0, T ]; V ),
and strongly in
In addition, since U ad is closed, we realize that u Γ ∈ U ad and, from the strong convergences pointed out above that y(0) = y 0 . Moreover, the strong convergences of y n and y Γ,n , combined with the regularity of f and f Γ , imply that
By virtue of all these convergences, we can easily pass to the limit in the integrated variational formulation (2.25)-(2.26) written for (y n , y Γ,n , w n ) and u Γ,n to conclude that (y, y Γ , w) solves (2.25)-(2.26) with u Γ := u Γ . Lastly, appealing to the lower weak semicontinuity of J, is straightforward to realize that (y, y Γ , u Γ ) is the minimizer we are looking for.
The control-to-state mapping
In this section, we first prove Theorem 2.5, and then show the Fréchet differentiability of the control-to-state mapping S between suitable Banach spaces.
Proof of Theorem 2.5. As sketched above, we would like to appeal to [15, Thm. 2.4, p. 978]. Unfortunately, the assumption λ ∈ W 1,∞ (0, T ; H) fails to be satisfied. On the other hand, due to the regularity of the potential f , along with (2.28), we can easily check that ∂ t λ = f ′′′ (y)∂ t y belongs at least to L 2 (0, T ; H). Let us claim that this regularity is actually sufficient in order to prove the same result as in [15, Thm. 2.4] . Since it consists of a minor change, let us proceed quite formally, leaving the details to the reader and avoiding to write the explicit dependence on the time variable for convenience. As a starting point let us assume that 
Next, we test the former by N(∂ t ξ) and the latter by −(∂ t ξ, ∂ t ξ Γ ), add the resulting equalities and integrate by parts to obtain, after some simplifications, that
Let us denote the terms on the right-hand side by I 1 , ..., I 7 , in this order. Owing to the Young inequality and to the boundedness of λ Γ , we easily handle the boundary terms as follows
where let us remark that ξ Γ has been already estimated in H 1 (0, T ; H Γ ). Moreover, owing to the inequality (2.51) and to the Poincaré inequality (2.50), we have that
Finally, using the Hölder inequality and (2.51), we obtain that
thanks to the Sobolev embedding V ⊂ L 4 (Ω) and the fact that ξ has already been estimated in L ∞ (0, T ; V ). In a similar way, we can deal with I 6 by using the Hölder and Young inequalities. In fact, we have that
where we apply the Sobolev embedding V Γ ⊂ L 4 (Γ), the fact that ∂ t λ Γ ∈ L ∞ (0, T ; H Γ ), and that ξ Γ has been already estimated in
. Therefore, it suffices to show that I 1 and I 2 remained bounded. In this regards, we evaluate equations (2.37) and (2.38) at t = 0. Then, we test them by N(∂ t ξ(0)) and −∂ t ξ(0), add the resulting equalities and rearrange the terms to obtain that
where the initial condition ξ(0) = 0 has been exploited. Hence, we use the Young inequality to handle the term on the right-hand side and infer that
Then, recalling (4.1) and collecting the previous estimates, we conclude the proof by applying the Gronwall lemma.
We will see that, in order to directly check the definition of Fréchet differentiability for S, some continuous dependence results need to be shown. Therefore, this is the task of the following lemmas.
Lemma 4.1. Let u Γ,i ∈ U for i = 1, 2 and let (y i , y Γ,i , w i ) be the corresponding solutions to (2.18)-(2.24). Then, it follows that
for a positive constant C 3 that may depend on Ω, T , the shape of the nonlinearities f and f Γ , and on the initial datum y 0 .
Proof. To begin with, let us fix for convenience the notation Then, we write the system (2.22)-(2.24) for both the solutions (y i , y Γ,i , w i ) for i = 1, 2, and take the difference to obtain, for a.a. t ∈ (0, T ), that
and y(0) = 0. Moreover, we point out that ∂ t y has zero mean value since (1.5) holds for both ∂ t y 1 and ∂ t y 2 so that N(∂ t y) can be considered as a test function. So, we subtract to both the members of (4.5) the terms Ω y(t) v and Γ y Γ (t) v Γ , write the above equations at the time s, test (4.4) by N(∂ t y(s)), the new (4.5) by −∂ t (y, y Γ )(s), add the resulting equalities and integrate over (0, t) for an arbitrary t ∈ (0, T ). We obtain that
where we also invoke the fact that y(0) = 0, y Γ (0) = 0 since y 1 and y 2 have the same initial value y 0 . The first three integrals of the above equality can be treated with the help of (2.13) and (2.15) as follows
Furthermore, all the other contributions on the left-hand side are nonnegative, so we only need to control the integrals on the right-hand side. On the other hand, both y 1 and y 2 , as solutions to (1.8)-(1.12), satisfy (2.27) and (2.28). Using the Young inequality, we estimate the first term of the right-hand side by
By invoking the Lipschitz continuity of f ′ and f ′′ , and the Sobolev embedding V ⊂ L 4 (Ω),
we are able to bound the last term of the previous estimate as follows
where in the last inequality we invoke the fact that, as a solution, y 2 satisfies (2.27) so that y 2 is bounded in L ∞ (0, T ; H 2 (Ω)). Summing up, the estimate
has been shown. As the boundary integrals are concerned, they can be easily handled owing to (2.49) and the Lipschitz continuity of f Γ as follows
and
respectively. Lastly, upon collecting all the previous estimates, we realize that
whence the standard Gronwall lemma yields the stability inequality we are looking for.
Unfortunately, we will see that in order to prove the Fréchet differentiability of S, the above result turns out to be insufficient. Then, in the lines below we present an improvement.
Lemma 4.2. Let u Γ,i ∈ U for i = 1, 2 and let (y i , y Γ,i , w i ) be the corresponding solutions to (1.8)-(1.12). Then, there exists a positive constant C 4 such that
where C 4 is a positive constant which depends only on Ω, T , the shape of the nonlinearities f and f Γ , the initial datum y 0 .
Proof. In what follows, to keep the proof as easy as possible, we proceed formally. The justification can be carried out rigorously, e.g., within a time-discretization scheme. Then, providing to show some estimates for the differences, one has to pass to the limit in suitable topologies.
To begin with, we write the problem (2.22)-(2.24) for both the solutions (y i , y Γ,i , w i ), i = 1, 2, take the difference and use the notation set by (4.3). Then, we differentiate the equations with respect to the time variable to obtain that, for a.a. t ∈ (0, T ), the following are satisfied
Again, ∂ t y possesses zero mean value. Taking into account the previous equations at the time s, testing (4.9) by N(∂ t y(s)), (4.10) by −∂ t (y, y Γ )(s), integrating over (0, t) with respect to s, and adding the resulting equations leads to
where the first three terms can be treated, using (2.13) and (2.15), as follows
Integrating by parts and invoking the boundedness and the Lipschitz continuity of f ′′ and f ′′ Γ , we infer that 1 2 ∂ t y(t) 12) where the terms on the right-hand side are denoted by I 1 , ..., I 7 , in this order. By considering the variational formulation (4.4)-(4.5) and putting t = 0, we deduce that
Then, we test the former by N(∂ t y(0)), the latter by −∂ t (y, y Γ )(0), and add the resulting equalities to obtain that
Note that the second and third terms cancel out. Moreover, owing to the Young inequality we can estimate the integral on the right-hand side realizing that
Rearranging the terms, we deduce that
where the standard embedding
is also taken into account. Coming back to inequality (4.12), we continue the analysis focusing on the third integral, which can be managed as follows
where we applied the Hölder, the Poincaré inequality (2.50), the Young inequality, the Sobolev embedding of V ⊂ L 4 (Ω), and at the end also the stability estimate (4.2) along with (2.27) for y 2 . Moreover, combining the compactness inequality (2.51) with the Poincaré inequality (2.50) and (4.2), we get that
14)
The boundary terms can be dealt in a similar way as follows
where the fact that y 2 is a solution to system (1.8)-(1.12) and the inequality (4.2) turn out to be fundamental. Finally, using (4.2) once more, we infer that
Then, upon collecting the above estimates, we rearrange (4.12) to realize that
which allows us to conclude that
Now, it remains to show that
is satisfied for some positive constant c. To this aim, we test (4.4) by w(t) − (w(t)) Ω and integrate over Ω to get
thanks to the Hölder, Young and Poincaré inequalities. Hence, applying (4.17) we find out that
Next, we would like to recover the full norm of w in L ∞ (0, T ; V ). In this direction, we will show a bound for its mean value, and then apply the Poincaré inequality (2.50) to conclude. Thus, we test equation (4.5) by 1 and integrate over Ω to obtain that
from which, owing to (2.50), we deduce that
In order to apply a comparison principle, let us consider the variational formulation (4.4)-(4.5), and we integrate by parts so to derive the corresponding strong formulation, that holds at least in a distributional sense. It reads as follows
accounting for the previous estimates, along with the regularity of f . 
which allows us to write the boundary conditions in the following form
Arguing in a similar manner, we can use a comparison principle in the boundary equation (4.21) 
The boundary version of the regularity results for elliptic equations entails that
which, in turn, together with (4.17), implies that
Then, (4.8) is completely proved.
With these lemmas at disposal, we are now in a position to show the Fréchet differentiability of S, that is, to check Theorem 2.6.
Proof of Theorem 2.6. For the sake of simplicity, we fix u Γ ∈ U (instead of u Γ used in the statement). Then, since U is open, provided we take h Γ ∈ X sufficiently small, we also have that u Γ + h Γ ∈ U. From now on, we tacitly assume that this is the case. Moreover, for every given h Γ ∈ X, let us set For convenience, we set the following notation
where (ξ, ξ Γ , η) is the solution to the linearized system (2.37)-(2.39) corresponding to h Γ . We aim to verify the Fréchet differentiability of S by checking the definition. Namely, we should find a linear operator [DS(u Γ )](h Γ ) such that the property
. Accounting for the above notation, we realize that the above condition is equivalent to show that
Furthermore, a sufficient condition consists in showing that with data u Γ +h Γ and u Γ , and the one for (ξ, ξ Γ , η) that solves the linearized system (2.37)-(2.39). By taking the difference we obtain that, for a.a. t ∈ (0, T ), we have 4.27) and that ϑ h (0) = 0. To perform our estimate, we first add to both sides of (4.27) the term Ω ϑ h (t) v and the corresponding boundary contribution Γ ϑ h Γ (t) v Γ . Then, we test (4.26) and this new (4.27) , written at the time s, by N(∂ t ϑ h (s)) and −∂ t (ϑ h , ϑ h Γ )(s), respectively. Adding the resulting equalities and integrating over (0, t) for an arbitrary t ∈ (0, T ), leads to
As before, the first three integrals on the left-hand side can be easily handled with a cancellation, so that
Note that the other terms of the left-hand side are nonnegative. Owing to the regularity of the potentials, we can invoke the Taylor expansion of f ′ with integral remainder at y.
In addition, after the change of variable γ := ζ(y h − y) + y, it is straightforward to get the equivalent form
where the Sobolev embeddings V ⊂ L 4 (Ω) and V ⊂ L 6 (Ω), the stability estimate (4.8) have been used along with the fact that y and y h , as solutions to (1.8)-(1.12), satisfy (2.27). Summarizing, we have just shown that
Using the Taylor formula corresponding to (4.29) for the the nonlinearity f ′ Γ , combined with the Young inequality and the stability estimate (4.2), we control the last term of (4.28) by
Summing up, upon collecting all the above estimates, we realize that the inequality
has been proved. Thus, a Gronwall argument directly yields (4.25).
5 Optimality conditions
The adjoint system
This section is completely devoted to the investigation of the adjoint system and to the necessary conditions for optimality. Let us begin with the task of ensuring the wellposedness of system (2.44)-(2.46), that is checking Theorem 2.7.
Proof of Theorem 2.7. We will tackle the proof in two steps. In the first one, we will check the existence of a solution with the required regularity, whereas in the second step, we will point out that such a solution is indeed unique. From now on, let us convey that u Γ and (y, y Γ ) stand for an optimal control with the corresponding optimal state, respectively. Moreover, since we are going to reverse the time with the following change of variable t → T − t, it turns out to be useful to set
Then, we substitute t with T − t to realize that system (2.44)-(2.46) can be reformulated as the initial boundary value problem
We claim that (5.1)-(5.3) can be studied with the help of [15, Thm. 2.3] . In this direction, let us proceed indirectly. Hence, we pick a function Φ ∈ V such that (Φ, ϕ Γ ) ∈ V, i.e.
Φ Γ = ϕ Γ . Then, we take into account the problem of looking for a triplet (r, r Γ , µ) which satisfies the following problem:
where the functions λ, λ Γ , ϕ Q , ϕ Σ are the same as above. Furthermore, the previous investigation, along with (2.30), leads us to realize that
Therefore, the assumptions of [15, Thm. 2.3, p. 977] are satisfied, so that the existence of a triplet (r, r Γ , µ), which solves (5.4)-(5.7) and enjoys the following regularity
directly follows. We are then reduced to show that system (5.1)-(5.3) can be written in the form of (5.4)-(5.7). We claim that the following choice realizes this goal:
In fact, by differentiating the last term, we deduce that µ = −∂ t p a.e. in Q, so that (5.6) implies (5.2). Moreover, integrating (5.5) with respect to t and using (5.7) yield
which, owing to (5.8), entails that
Hence, provided we require that 
Lastly, owing to the above regularity, along with comparison in the strong formulation of (2.44), we easily realize that ∆ p ∈ L 2 (0, T ; H 2 (Ω)), so that the elliptic regularity theory ensures that p ∈ L 2 (0, T ; H 4 (Ω)).
Remark 5.1. Let us point out that in [13] , where the analogous control problem for the viscous case was treated, the conditions b Ω = b Γ = 0 have been required in order to handle the adjoint system. Note that this restriction leads to consider ϕ Ω = 0 in Ω, ϕ Γ = 0 in Γ, Φ = 0 in Ω, which surely fulfill our requirements.
Uniqueness We proceed by contradiction assuming the existence of, at least, two solutions ( q i , q Γ,i , p i ), i = 1, 2, to system (2.44)-(2.46). Then, we set q := q 1 − q 2 , q Γ := q Γ,1 − q Γ,2 , p := p 1 − p 2 , and we are going to show that the only possibility is p = q = q Γ = 0. In this direction, we write system (5.1)-(5.3) for both the solutions ( q i , q Γ,i , p i ), i = 1, 2, and take the difference. Note that, taking (v, 0) ∈ V in (5.3), we get p 1 (0) = p 2 (0) = ϕ Ω in Ω and by comparison also that q Γ,1 (0) = q Γ,2 (0) = ϕ Γ . Thus, we have that Next, we test equation (5.10) by −∂ t p, (5.11) by ( q, q Γ ), and (5.10) once more by K q, for a constant K, yet to be determined. Summing the obtained equalities and rearranging the terms lead to 1 2 Proof of Theorem 2.8. For the sake of simplicity, we will avoid writing explicitly the time variable in the calculations below. Moreover, for the reader's convenience, we rewrite the variational formulation of the linearized and of the adjoint system, respectively. They read as follows respectively. Then, we test these formulations by p, (q, q Γ ), η and (ξ, ξ Γ ), in this order. Adding the resulting equalities, integrating over (0, t) and by parts, and using the initial condition for ξ and the final ones for p and q Γ , lead us to infer that the most part of the terms cancel out and it remains
which is the desired conclusion since it allows us to obtain (2.47), where h Γ = v Γ − u Γ , from (2.40).
