The aim of the present paper is to de…ne Ka continuity which is associated to the number sequence a = (an) and to give some new results.
Introduction and Preliminaries
Robbins proposed a problem and he asked readers to show that a function f : R ! R with the following property has to be linear: x k = x 0 ; x 0 2 R; in 1946 ( [9] ). Solution by R. C. Buck [10] was published in 1948 (the problem was also solved by …ve others). Since then, di¤erent type continuities de…ned and studied by authors. Antoni and Salat [3] de…ned the concept of A continuity for real functions based on A summability. After that the notion of F continuity based on almost convergence (F convergence) was introduced in the paper [11] by Öztürk. This method studied by Borsik and Salat [4] and they remark that almost convergence and A summability are not equivalent. Also some authors studied di¤erent concepts of continuity [2, 10, 12, 13] .
Let A = (a nk ) be an in…nite matrix of real numbers and x = (x n ) be a number se-
a nk x k is called the A transform of x whenever the series converges for n = 1; 2; 3; :::: The sequence x is said to be A summable to l if the sequence (A (x) n ) converges to l and we write A lim n x n = l:
A is called regular if lim n x n = l implies A lim n x n = l ( [5, 6] x n+k = l holds uniformly in n = 1; 2; 3; ::: and we write F lim n x n = l [8] .
De…nition 1. Let A = (a nk ) be a regular matrix of real numbers and (x n ) be a number sequence. A function f :
In the present paper, we study the concept of K a continuity based on K a convergence, was de…ned by Lazic and Jovovic [7] . It is now natural to ask: Is the K a continuity a special case of A continuity or do K a continuity and F continuity contain each other? In general the answer is no. Simple examples show that these continuity methods do not contain each other. Namely, these methods are overlap.
We now recall some de…nitions and properties:
The notion of K a convergence was de…ned by Lazic and Jovovic [7] in 1993, which is obviously associated to the matrix A = (a nk ),
a 1 0 0 0 ::: a 2 a 1 0 0 a 3 a 2 a 1 0
: :
Let a = (a n ) and (x n ) be number sequences, set y n = n X i=1 a n i+1 x i (n = 1; 2; 3; :::) ; then we say that (y n ) is the K a transformation of the (x n ) :
The sequence (x n ) of real numbers is said to be K a convergent to the number l if, its K a transformation (y n ) converges to the number l; i.e. lim n y n = l: This limit is denoted by K a lim n x n = l:
Let a = (a n ) be a number sequence and the series P a n be absolutely convergent, i.e. 1 X n=1 ja n j < 1:
(1)
x n = l and the condition (1) is satis…ed then,
(ii) The convergence method K a is regular if and only if the condition (1) and 1 X n=1 a n = 1
are valid (for more properties and details, see also [7] ).
Now, we will give examples which show that K a convergence and almost convergence do not imply each other.
Example 5. Let a = (a n ) = (2; 2; 2; 0; 0; :::) and let x = (x i ) = (1; 0; 1; 1; 2; 3; 5; 8; :::
Then,
Therefore K a lim n x n = 0: However, F lim n x n does not exist. Also, observe that 1 X n=1 a n = 2 and K a is not regular. Hence K a lim n x n = 1: However, F lim n x n 6 = 1: Also, observe that 1 X n=1 a n = 2 and K a is not regular.
Now, we introduce the notion of K a continuity.
De…nition 7. Let a = (a n ) and (x n ) be number sequences. The function f : Proof. Let (x n ) be a K a convergent sequence and " > 0: Since (f n ) is uniformly convergent, then there exists a positive integer N such that jf n (x) f (x)j < " 2(M +1) for all x 2 D; whenever n N: As f N is K a continuous, there exists a positive integer N 1 , greater than N , such that
for n N 1 (") : Then, for all n N 1 , we get
This completes the proof.
Main Results
In this section we prove our main theorems. This means K a lim n x n = 0: According to assumption, we have K a lim n g (x n ) = g (0) = 0; i.e., the sequence (g (x n )) = (g (b) ; g (c) ; g (d) ; :::) is K a convergent to 0: Also, by a direct calculation, we can see that
; g (c) + g (d) + g (b) ; :::) :; If a sequence (x n ) is K a convergent to zero, so that lim n n X i=1 a n i+1 x i = 0; then it can be seen that
Hence g is continuous in the usual sense at zero. On the basis of well known knowledge on Cauchy equation we get g (x) = Cx for x 2 R; C being a constant (p. 44-45, [1] ). Now, we shall discuss the general case. Let f : R ! R be K a continuous at a point x 0 2 R: We write new coordinates x 0 = x x 0 ; y 0 = N y f (x 0 ) : Put g (x 0 ) = N f (x) f (x 0 ) : It is easy to see that from the K a continuity of f at x 0 the K a continuity of g at 0 follows. Hence, g has the form g (x 0 ) = C 0 x 0 ; i.e.,
The proof is …nished.
Theorem 10. Let a = (a n ) be a number sequence, 1 X n=1 ja n j < 1 and f : R ! R have the following property: there exists such a point x 0 2 R that the following implication
where N = 1 X n=1 a n (N 6 = 0) ; is valid. Then f is a constant function.
Proof. From (5) and Proposition 4, we have
Hence f is K a continuous at a point x 0 2 R: The Theorem 9 says that f is linear. Put b = x 0 1; c = x 0 + 1 and a = (a n ) = 1 2 ; 1 2 ; 0; 0; ::: : Then the sequence (x n ) = (b; c; b; c; :::) is K a convergent to x 0 ; i.e., 
Since f is a linear function it follows from (6) that f is a constant function.
We note that if 1 X n=1 a n = 1 then the matrix A = (a nk ) given via the sequence a = (a n ) is regular. In that case, the K a continuity is a special case of A continuity.
But, here 1 X n=1 ja n j < 1 and therefore our main theorems Theorem 9 and Theorem 10 are not a consequence of the results concerning the A continuity.
