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Introdution générale
Une bonne maîtrise d'un proédé passe en général par une bonne information sur e proédé.
La mesure de toutes les grandeurs d'un proédé physique est souvent essentielle pour mettre
en oeuvre des stratégies de ommande par retour d'état par exemple ou bien des stratégies de
surveillane et de diagnosti de défauts. Cependant, il n'est pas toujours possible d'aéder à
toutes les variables d'état représentant es grandeurs. D'où la néessité d'avoir reours à un
système dynamique auxiliaire, appelé observateur ou estimateur d'état, qui est hargé d'estimer
l'état du système. D'une manière générale, la synthèse d'un observateur exploite les informations
disponibles sur le système réel, à savoir, le modèle dynamique du système, ses entrées et ses
sorties mesurées. Dans le as linéaire, le problème de synthèse d'observateurs a été bien étudié.
Néanmoins, le problème d'estimation d'état des systèmes non linéaires reste diile à résoudre
malgré les nombreuses méthodes proposées dans e sens.
Une partie importante des ativités de reherhe en automatique s'est foalisée sur le problème
de l'observation de l'état des systèmes dynamiques non linéaires. Cei est motivé par le fait que
l'estimation de l'état est une étape importante voire indispensable pour la synthèse de lois de
ommande, pour le diagnosti ou la supervision des systèmes industriels.
Le diagnosti onsiste à identier ou à déterminer la nature et la ause d'une défaillane dans un
système à partir d'une séletion de symptmes issus d'observations, de vériations ou de tests.
Il est une fontion essentielle pour la sûreté, la disponibilité et la maintenabilité des systèmes.
La sûreté de fontionnement des systèmes dynamiques a fait l'objet de nombreux travaux de
reherhe durant les trois dernières déennies. Elle onerne à la fois le diagnosti ave les aspets
de détetion, isolation et identiation de défauts et aussi la gestion des situations d'alarmes.
La détetion de défauts orrespond à la mise en évidene de tout phénomène anormal pouvant
aeter le omportement du système surveillé. L'isolation et l'identiation de défauts sont
dénies omme la détermination des omposants aetés par e phénomène.
Le domaine du diagnosti de défauts a été abordé par les automatiiens depuis les années 1970,
voir (Beard 1971) et (Jones 1973). Plusieurs méthodes de diagnosti ont été proposées par la
suite et la plupart sont basées sur le prinipe de la redondane analytique (Frank 1990) et
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(Isermann 1994). Il existe plusieurs approhes pour ette dernière parmi lesquelles, elle basée
sur l'utilisation des observateurs d'état. Nous pouvons iter les ontributions de (Massoumnia et
al. 1989), (Patton and Chen 1991), (Frank and Ding 1997), (Hammouri et al. 1994), (Hammouri
et al. 1999),...
Nous nous intéressons dans e mémoire à ette approhe basée sur les observateurs d'états
qui onsiste à générer des résidus qui sont alulés en faisant la diérene entre les sorties
réelles du système et elles estimées par l'observateur. Pour déteter la présene d'un défaut, le
omportement du système est omparé à elui du modèle mathématique et tout éart signiatif
souligne une modiation de omportement éventuellement expliable par la présene d'un
défaut. An d'isoler les défauts, le résidu est souvent struturé de manière à être sensible
uniquement à un groupe de défauts.
Cette méthode s'avère très eae pour la détetion et l'isolation des défauts. En eet, elle
a onnu un progrès onsidérable pour le as des systèmes linéaires. Des méthodes très perfor-
mantes permettent aujourd'hui d'aomplir les objetifs d'une détetion et d'une isolation de
défauts d'une manière eae et rapide. Cependant, l'extension au as non linéaire demeure
partiulièrement diile. Il n'existe pas de méthodes générales appliables pour tout système
non linéaire. De plus, la synthèse d'observateur an d'eetuer le diagnosti est beauoup plus
omplexe que dans le as de la ommande, dans la mesure où les paramètres de l'observa-
teur jouent un rle aussi sur la manière dont les défauts vont aeter les résidus. Ces derniers
doivent être générés d'une manière robuste et éviter ainsi les fausses alarmes ausées par les
perturbations ou les bruits.
Ce mémoire de thèse, omposé de quatre hapitres, est organisé de la façon suivante :
Chapitre 1 : Ce hapitre présente un rappel du prinipe des méthodes de diagnosti et
quelques résultats bibliographiques sur le thème de la détetion de défauts. Nous rappelons les
diérentes approhes de détetion et isolation des défauts dans le as des systèmes linéaires.
Nous donnons également quelques notions liées à l'étude de l'observabilité et à la synthèse
d'observateur d'état des systèmes linéaires et non linéaires.
Chapitre 2 : Ce hapitre est dévolu à la synthèse d'un observateur à entrées inonnues (Unk-
nown Input Observer, UIO) pour les systèmes anes en l'état ave une injetion de sortie. En
se basant sur une approhe géométrique, nous donnons une ondition susante sur l'existene
d'un observateur à entrées inonnues qui nous permet d'estimer une partie de l'état indépen-
damment de la onnaissane de ertaines entrées. L'eaité de la méthode développée est
illustrée sur deux exemples numériques.
Chapitre 3 : Ce hapitre présente une méthode permettant de transformer un système non
linéaire par un hangement de oordonnées en une lasse partiulière de systèmes en asade :
elle des systèmes anes en l'état ave une injetion de sortie. En se basant sur quelques notions
de géométrie diérentielle, nous donnons des onditions néessaires et susantes sur l'existene
d'une telle transformation. Ensuite, un algorithme est donné pour aluler un diéomorphisme
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adéquat qui transforme le système d'origine sous la forme asade. Enn, l'ensemble de tous
es diéomorphismes est aratérisé.
Chapitre 4 : Ce hapitre a pour objetif de présenter une méthode de diagnosti de dé-
fauts pour une lasse partiulière de systèmes non linéaires dérits sous une forme polytopique
Linéaire à Paramètres Variants (Linear Parameter Varying, LPV). La ontribution prinipale
onsiste en la synthèse d'un ltre de détetion et d'isolation de défauts apteur et aussi en
l'estimation de l'amplitude de défauts ave un fateur de qualité. Les onditions de stabilité du
ltre polytopique LPV sont étudiées en assurant la stabilité poly-quadratique ave les Inéga-
lités Matriielles Linéaires (Linear Matrix Inequality, LMI). L'eaité de ette méthode de
détetion et isolation de défauts est illustrée sur un enrouleur de bandes.
Ce mémoire s'ahève par une onlusion générale des travaux présentés.

Chapitre 1
Rappels bibliographiques et préliminaires
1.1 Dénitions et généralités
Dans ette setion, nous introduisons la notion de défauts des systèmes et nous donnons
quelques dénitions sur les notions relatives à es défauts telles que : la détetion et l'isolation.
1.1.1 Notions et types de défauts
Nous allons ommener par donner quelques dénitions sur les notions relatives au diagnosti.
Dénition 1 (Notion de défaut) Un défaut est une déviation non aeptable d'au moins
une aratéristique du système par rapport à sa valeur nominale.
Dénition 2 (Notion de défaillane) Une défaillane est une interruption permanente de
la apaité du système à aomplir sa mission dans des onditions de fontionnement opéra-
tionnelles spéiées.
Dénition 3 (Notion de panne) Une panne est un état d'un système inapable d'assurer sa
fontion à la suite d'une défaillane.
Dénition 4 (Notion de résidu) Un résidu est un signal onçu omme indiateur d'anomalie
fontionnelle ou omportementale.
De plus, il est intéressant de répartir les défauts en des atégories selon la partie où ils sur-
viennent sur le système pour pouvoir juger de leur importane et onlure par onséquent quant
au diagnosti à mener. Comme présentés dans la gure 1.1 i-dessous, trois types de défauts
peuvent touher les diérents éléments d'un système :
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Figure 1.1: Diérents types de défauts aetant un système physique
Le défaut ationneur :
Un défaut d'ationneur est un défaut représentant une perte totale ou partielle d'un ation-
neur onduisant à la perte d'une ation de ommande sur le système.
Si nous prenons omme exemple un vérin bloqué qui ne répond plus au signal de ommande
qui lui est appliqué, nous parlons alors d'une perte totale de l'ationneur. Un défaut partiel
du vérin peut être la onséquene d'une baisse d'eaité due à un problème hydraulique ou à
un vieillissement. De tels défauts entraînent un fontionnement dégradé du système et peuvent
même onduire à l'instabilité de e dernier.
Le défaut apteur :
Les apteurs servent à mesurer et à transformer une grandeur physique en une grandeur
apable d'être traitée par les alulateurs. Ils sont généralement les interfaes de sortie d'un
système ave l'environnement extérieur. Ainsi, les défauts provenant des apteurs se araté-
risent par un éart entre la valeur réelle de la grandeur et sa mesure. Ils s'additionneront aux
sorties du système et représenteront l'ensemble des problèmes liés à la prise d'information sur
l'état du système. Comme pour le défaut ationneur, le défaut provenant du apteur peut être
total ou partiel. Un défaut partiel issu d'un apteur peut apparaître sous forme d'une satu-
ration, un défaut au niveau de alibrage, un biais ou un bruit. D'ailleurs, la relation entre le
signal généré par le apteur et elui du système réel est toujours plus ou moins adéquate. Par
ontre, dans le as d'un défaut total, l'exploitation du signal du apteur n'est plus possible.
Le défaut système :
Ce sont les défauts aetant le système lui-même, ils orrespondent à une dégradation des
omposants du système par un hangement sur les paramètres internes. Ces défauts sont dues
alors à des modiations de la struture ou des paramètres du modèle.
1.1.2 Diagnosti de défauts
L'objetif du diagnosti est de donner des informations sur les anomalies qui se produisent
dans le système surveillé.
Dénition 5 (Détetion) La détetion de défauts onsiste en la détermination de la présene
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et de l'instant d'ourene d'un mauvais fontionnement dans un système.
Cette fontion peut être obtenue en utilisant le résidu noté r(t) généré en omparant le om-
portement du modèle du système à elui du système réel. Idéalement, un résidu est nul lorsque
le système est en fontionnement normal.
Une fois le défaut déteté, il faut le loaliser parmi l'ensemble des défauts possibles, nous
appelons ette étape : isolation du défaut.
Dénition 6 (Isolation) L'isolation d'un défaut est la détermination de sa nature et de sa
loalisation. Elle suit l'étape de détetion de défauts.
Cette étape s'appuie fréquemment sur la génération de résidus de manière à e qu'un ensemble
de es résidus soit sensible à ertains défauts et insensible aux autres défauts.
Une troisième étape onsiste à identier les aratéristiques du défaut que nous appelons esti-
mation du défaut.
Dénition 7 (Estimation) L'estimation des défauts onsiste à fournir à haque instant la
valeur du défaut.
Dans les problèmes de ommande tolérante aux défauts, il est souvent néessaire de onnaître
l'amplitude et la forme du défaut an de mieux le ompenser. L'estimation des défauts devient
alors un problème important à résoudre.
Ces trois étapes (détetion, isolation et estimation) sont regroupées sous le nom de diagnosti
de défauts.
1.2 Diérentes approhes pour le diagnosti de défauts
Dans ette setion, nous allons présenter les prinipales approhes pour le diagnosti de
défauts. Plusieurs études existent dressant le bilan des diérentes approhes sur e sujet. Les
plus onnues sont elles de (Chen et al. 1995), (Basile and Marro 1997), (Isermann 1993),
(Isermann and Balle 1997), (Gertler 1997), (Gertler and Kunwer 1995).
Ces méthodes de détetion et d'isolation basées sur des modèles mathématiques se reposent
généralement sur la génération de résidus. Pour obtenir les expressions analytiques des résidus,
plusieurs tehniques peuvent être utilisées. Les études de (Basseville et al. 1999), (Basseville
and Zhang 1999), (Isermann 1997), (Isermann and Balle 1997), (Gertler 1997), (Frank and
Ding 1997) reensent diérentes approhes existantes. Dans e qui suit, nous allons rappeler les
plus importantes approhes de diagnosti pour les systèmes linéaires.
1.2.1 Espae de parité
L'idée de l'approhe par espae de parité est l'utilisation de la redondane entre les entrées et
les sorties du système sans l'apparition des états dans les équations (Maquin and Ragot 2000).
Cette méthode a été introduite dans les années 1970 pour les systèmes aérospatiaux. La pre-
mière version de ette approhe basée sur des systèmes statiques reliant les sorties d'un modèle
à ses entrées a été proposée dans (Potter and Suman 1977) puis elle a été généralisée au as dy-
namique dans (Chow and Willsky 1984) en exploitant les relations temporelles entre les sorties
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et les entrées an de générer des résidus. Nous pouvons iter (Frank 1990), (Patton et al. 2001),
(Gertler 1998), (Venkatasubramanian et al. 2003b), (Basseville 1988). Cette généralisation uti-
lise la redondane temporelle, 'est-à-dire des relations faisant intervenir les valeurs des sorties
des apteurs et les entrées des ationneurs à diérents instants.
Pour présenter ette méthode, nous onsidérons le système suivant :{
x˙ = Ax+Bu
y = Cx
(1.1)
où x ∈ Rn désigne l'état du système, u ∈ Rp son entrée et y ∈ Rm sa sortie. A, B et C sont des
matries onstantes et de dimensions appropriées. Le omportement entrée/sortie du système
est donnée par la relation suivante :
Y (p) = G(p)U(p) (1.2)
où G(p) est la matrie de transfert du système. En présene de perturbations, d'inertitudes de
paramètres, de bruits..., le système (1.1) peut se mettre sous la forme :{
x˙(t) = (A+∆A(t))(x(t) + ∆x(t)) + (B +∆B(t))(u(t) + ∆u(t))
y(t) = (C +∆C(t))(x(t) + ∆x(t))
(1.3)
où ∆A(t), ∆B(t) et ∆C(t) représentent des variations sur la paramètres et ertains défauts
multipliatifs.∆x(t) et ∆u(t) représentent des défauts additifs ou des perturbations. Ce dernier
système peut se mettre sous la forme suivante (Chen and Patton 1999) :{
x˙ = Ax+Bu+ Ed+Kf
y = Cx
(1.4)
ave :
 f ∈ Rpf , pf ≥ 1 représente un veteur dont les éléments sont des signaux inonnus
d'ationneurs, de défauts de proédé ou de apteurs (Massoumnia et al. 1989).
 d ∈ Rpd, pd ≥ 1 est un veteur dont les éléments représentent des perturbations (Patton
1994).
Maintenant, nous allons réérire les diérentes matries de transfert pour le système i-dessus.
Nous avons :
Y (p) = G(p)U(p) +Hf (p)f(p) +Hd(p)d(p) (1.5)
où Hf(p) et Hd(p) représentent les matries de transfert entre f et y d'une part et d et y d'autre
part. Y (p), f(p) et d(p) sont les transformées de Laplae de y, f et d. La relation (1.5) peut
enore s'érire :
D(p)Y (p) = N(p)U(p) +D(p)Hf(p)f(p) +D(p)Hd(p)d(p) (1.6)
où
D(p)G(p) = N(p) (1.7)
Une équation de parité est une relation qui peut avoir l'une des deux formes suivantes (Gertler
and Singer 1990), (Gertler 1997) :
Q1(p) = Y (p)−G(p)U(p)
= Hf(p)f(p) +Hd(p)d(p)
(1.8)
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Q2(p) = D(p)Y (p)−N(p)U(p)
= D(p)Hf(p)f(p) +D(p)Hd(p)d(p)
(1.9)
Nous onstatons que l'équation (1.8) est de type ARMA. Elle n'est valable que pour les systèmes
stables alors que l'expression (1.9) est de type MA et permet de traiter des systèmes instables.
Considérons les résidus suivants orrespondant respetivement aux équations de parité (1.8) et
(1.9) :
r1(p) = V (p)Q1(p) (1.10)
r2(p) =W (p)Q2(p) (1.11)
Le système (1.8), (1.10) (ou enore (1.9), (1.11)) est appelé générateur de résidus.
Nous remarquons que r1 (resp. r2) est nul en absene de défauts ou de perturbations. Il reste à
déterminer V (p) etW (p) permettant de rendre le résidu sensible à un seul type de défauts. Pour
ela, onsidérons le générateur de résidu (1.8,1.10) et supposons que nous voulions déteter et
isoler la ième omposante de f notée fi en présene de d. Pour e faire, les onditions suivantes
doivent être vériées :
V (p)Hd(p) = 0 (1.12)
(V (p)Hf(p))j = 0, j 6= i (1.13)
(V (p)Hf(p))i 6= 0, j = i (1.14)
où (V (p)Hf (p))i est la i
ème
olonne de la matrie V (p)Hf(p). Dans (Massoumnia et al. 1989),
les auteurs ont montré qu'il existe une solution à e problème si Hf est inversible à gauhe.
En onsidérant l'équation d'état (1.4), nous allons érire les équations de parité dans l'espae
d'état. Nous obtenons l'équation suivante :
Y −G1U = Ox+G2d+G3f (1.15)
ave :
Y =

y
.
.
.
y(n−p
′
−1)
y(n−p
′
)
 ; U =

u
.
.
.
u(n−p
′
−1)
u(n−p
′
)
 ; O =

C
CA
.
.
.
CA(n−p
′
−1)

G1 =

0
CB 0
.
.
.
.
.
.
CA(n−p
′
−2) . . . CB 0
 ; G2 =

0
CE 0
CAE
.
.
.
.
.
.
.
.
.
CA(n−p
′
−2)E . . . CE 0

d =

d
.
.
.
d(n−p
′
−1)
d(n−p
′
)
 ; G3 =

0
CK 0
CAK
.
.
.
.
.
.
.
.
.
CA(n−p
′
−2)K . . . CK 0
 ; f =

f
.
.
.
f (n−p
′
−1)
f (n−p
′
)

où v(i) est la ième dérivée du signal v.
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Dénition 8 Nous appelons espae de parité d'ordre p
′
le sous espae P déni par :
P =
{
V/ V TO = 0
}
(1.16)
Grâe à ette notion, nous onstruisons le résidu sous la forme :
r = V T (Y −G1U) (1.17)
Ce résidu est nul en absene de défauts et de perturbations. L'espae de parité orrespond
don à un sous-espae où les relations entre les observations de l'entrée et de la sortie restent
identiquement nulles (en pratique, au dessous d'un ertain seuil à ause des inertitudes de
modèle) tant le système fontionne normalement. Le résidu ainsi déni est donné par :
r = V T (G2d−G3f) (1.18)
Un bon hoix de V permet de rendre le résidu r sensible uniquement à un type de défaut donné.
Nous en déduisons des onditions du même type que (1.12), (1.13) et (1.14).
1.2.2 Approhe par identiation paramétrique
L'approhe par estimation paramétrique onsiste à identier en ligne les paramètres phy-
siques du système à surveiller par des tehniques lassiques d'identiation. Un défaut résul-
tant d'un hangement dans un paramètre onduit à une estimation erronée de e dernier. En
omparant alors les paramètres nominaux du système à eux estimés, des résidus sont générés.
Ce type d'approhe est très intéressant pour le diagnosti des défauts multipliatifs résultant
d'un hangement dans les paramètres du système. Cette approhe a été développée pour les
systèmes linéaires et généralisée à ertains systèmes non linéaires (Isermann and Balle 1997),
(Gertler 1998) et (Isermann 1984).
Pour présenter ette approhe, onsidérons le système (1.1) qui peut être réérit sous la forme
suivante :
y = ΨTΘ (1.19)
où y est la sortie du système et Θ est le veteur de paramètres à estimer tel que :
ΘT = [a1 . . . an b1 . . . bp] (1.20)
ΨT = [−y(1) . . .− y(n) u(1) . . . u(p)] (1.21)
Nous remarquons que le système (1.19) peut se mettre sous la forme (1.8) ou (1.9) en onsidérant
l'erreur noté e tel que :
e = y −ΨTΘ (1.22)
Le veteur de paramètres Θ peut être estimé soit en utilisant une méthode des moindres arrés
soit de moindres arrés réursifs. Dans (Isermann 1984), (Isermann 1994), les auteurs ont utilisé
ette idée pour la détetion et l'isolation de défauts aetant des paramètres du système et
pour estimer des fontions de paramètres p(Θ) qui seraient diretement orrélées aux défauts
à déteter et dont un hangement signiatif permet d'identier les défauts onernés.
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1.2.3 Méthode à base d'observateurs
Ces méthodes sont basées sur l'utilisation des observateurs d'état (Gauthier et al. 1992),
(Isermann 1997), (Kinnaert 1999). Elles s'appuient sur une bonne onnaissane du modèle
et de ses paramètres, elles onsistent à estimer les variables d'état par un observateur pour
reonstruire l'information. Un observateur est un système dynamique ayant une struture
semblable à elle du modèle du système étudié mais il se dière d'un terme additif qui est un
terme d'adaptation permettant de orriger l'éart entre la sortie de l'observateur et elle du
système réel tout en assurant la stabilité. L'idée de base est d'estimer les sorties du proédé en
utilisant un observateur ou un ltre de Kalman et ensuite de générer des résidus.
Les méthodes à base d'observateurs d'état sont les méthodes les plus étudiées dans le domaine du
diagnosti ave modèles. Diérents observateurs ont été proposés : observateur de Luenberger,
observateur à entrées inonnues par déouplage, observateur PI, observateur à modes glissants,
observateur adaptatif, observateur H∞ , observateur par apprentissage itératif et estimateur
diret de sortie (Diret Output Estimator).
Approhe algébrique
Dans e paragraphe, nous nous intéressons à la méthode de l'observateur à entrées inonnues.
L'objetif de ette approhe est d'estimer des fontions de sorties onsidérées par la lasse des
systèmes (1.4) dont nous savons qu'elles sont uniquement aetées par le type de défauts à
déteter. L'erreur d'estimation de la fontion de sortie est onsidérée omme un résidu. Cela
revient à déterminer un système dynamique de la forme :{
z˙ = Lz +My +Nu
r = F1z + F2y
(1.23)
et la matrie T telle que :
L soit Hurwitz (1.24)
TA− LT = MC (1.25)
N = TB (1.26)
F1T + F2C = 0 (1.27)
TE = 0 (1.28)
Si le problème possède une solution, alors le résidu r du système (1.23) permet de déteter
le défaut f si TK 6= 0. Si les onditions i-dessus sont vériées, nous pouvons vérier que
dans le as où f = 0 , z estime une partie de l'état Tx en présene de l'entrée inonnue d.
Pour déterminer les diérentes matries i-dessus, des tehniques de alul algébrique ont été
proposées : nous pouvons iter la tehnique de plaement de ple (Patton et al. 1989) et la
déomposition en valeurs singulières (Frank and Wunnenberg 1989).
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Approhe géométrique
Dans e paragraphe, nous allons rappeler les résultats de (Massoumnia et al. 1989),
(Massoumnia 1986) sur l'approhe géométrique pour la oneption de ltre de détetion de
défaut dans les systèmes linéaires. Les outils géométriques utilisés ont été présentés dans le
livre de (Wonham 1989). La notion des sous-espaes (C,A)-invariants (voir Annexe B) a été
utilisée pour résoudre le problème de la poursuite d'un signal de sortie en présene de pertur-
bation (Basile and Marro 1969). Plus réemment, ette notion a été utilisé pour résoudre le
problème de la détetion et d'isolation des défauts pour les systèmes linéaires à temps inva-
riant par (Massoumnia et al. 1989), (Massoumnia 1986). Pour présenter ette approhe, nous
onsidérons le système stationnaire suivant :{
x˙ = Ax+Bu+ L1v1 + L2v2
y = Cx
(1.29)
où v1 et v2 sont des signaux inonnus. En absene de défauts sur le système, nous avons v1 = 0
et v2 = 0, qui deviennent non nuls dans le as ontraire. Chaque signal représente un défaut
et un seul. Le problème de la détetion et d'isolation des défauts pour e système onsiste à
onevoir un système dynamique de la forme :{
z˙ = Az +Bu+ Ey
r = F1z + F2y
(1.30)
où z ∈ Rn
′
est le veteur d'état tel que n
′
≤ n et r ∈ Rm
′
tel que m
′
≤ m. Ce système doit
avoir les propriétés suivantes :
i. Lorsque v1 = 0, le résidu r tend asymptotiquement vers zéro ∀u et ∀x0, z0 les onditions
initiales des systèmes (1.29) et (1.30) ;
ii. r n'est pas aeté par le signal v2 ;
iii. r est aeté uniquement par v1.
Lorsqu'un tel système existe, il est appelé générateur de résidu et sa sortie est appelée résidu. Ce
problème est onnu sous le nom de Problème Fondamental de la Génération de Résidu
(PFGR) assoié à v1. Considérons le système augmenté suivant : x˙a = Aaxa +Baua +
[
L1
0
]
v1
r = Caxa
(1.31)
où :
Aa =
[
A 0
EC A
]
, Ba =
[
B L2
B 0
]
, Ca = [F2C F1]
et xa = (x, z)
T
est l'état augmenté. En augmentant le système (1.29) par les équations du
système (1.30), (Massoumnia et al. 1989) ont montré que les propriétés i-dessus peuvent alors
être reformulées omme suit :
i. La matrie de transfert de u et v2 vers r est identiquement nulle.
ii. La matrie de transfert de v1 vers r n'est pas identiquement nulle.
iii. Lorsque v1 = 0, lim
t→∞
r = 0 ∀u, ∀x0, z0.
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La première propriété entraîne que la diretion de v2 est inluse dans l'espae d'inobservation
du système augmenté, de sorte que v2 n'aete pas r. La seonde permet d'avoir une sensibilité
de r par rapport à v1. La troisième propriété montre qu'en absene de défaut, r tend vers zéro.
Un résidu r vériant les propriétés i-dessus, permet don de déteter et isoler le défaut v1.
Une ondition néessaire et susante est donnée par (Massoumnia et al. 1989) pour que le
PFGR admette une solution.
Théorème 1 Soit L2 un sous-espae de Rn engendré par le veteur olonne L2 et L1 engendrée
par L1. Soit S∗ le plus petit sous-espae (C,A)-inobservable ontenant L2 (voir Annexe B.1).
Alors, le PFGR pour le système assoié à v1 a une solution si et seulement si :
S∗ ∩ L1 = 0 (1.32)
De plus, si ette ondition est vériée, nous pouvons xer arbitrairement les ples du générateur
de résidu.
1.3 Observabilité et synthèse d'observateurs pour les sys-
tèmes dynamiques
1.3.1 Observabilité des systèmes linéaires
Plusieurs ritères d'observabilité d'un système linéaire sont dérits dans de nombreuses réfé-
renes parmi lesquelles (O'Reilly 1983) et (Borne et al. 1992). Dans e paragraphe, nous allons
onsidérer le système dynamique linéaire suivant :{
x˙ = Ax+Bu
y = Cx
(1.33)
où x ∈ Rn représente le veteur d'état, u ∈ Rp est le veteur d'entrée et y ∈ Rm est le veteur
de sortie. Les matries A, B et C ont des dimensions appropriées.
La propriété d'observabilité du système linéaire (1.33) peut être formalisée de la façon suivante :
Dénition 9 Le système (1.33) est omplètement observable si, quelque soit T > 0, la mesure
de u et y sur l'intervalle [0, T ] permet de reonstituer l'état : si y(x(0), u, t) désigne la sortie
assoiée à la ondition initiale x(0) et à l'entrée u(.), alors : y(x(0), u, t) = y′(x(0), u, t), ∀t ∈
[0, T ] implique x(0) = x′(0).
Théorème 2 Le système (1.33) est omplètement observable si et seulement si, en régime
autonome (u ≡ 0), la sortie nulle implique l'état nul.
Ce théorème montre que l'observabilité des systèmes linéaires ne dépend pas de l'entrée. Plus
préisément, l'observabilité peut être aratérisée par le ritère du rang :
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Théorème 3 (Critère de Kalman) Soit la matrie d'observabilité dénie par :
MO =

C
CA
.
.
.
CAn−1
 (1.34)
Le système (1.33) est observable si et seulement si, la matrie d'observabilité MO est de rang
n.
rang(MO) = n (1.35)
1.3.2 Synthèse d'observateurs des systèmes linéaires
Un observateur est utilisé dans le but d'estimer l'état ou une fontion linéaire de l'état (telle
que la sortie d'un système) (Kalman 1960), (Luenberger 1964), (O'Reilly 1983). Le prinipe de
onstrution d'un observateur onsiste à orriger l'erreur d'estimation entre la sortie réelle et
la sortie reonstruite. Une solution simple et optimale au problème de l'estimation de l'état des
systèmes linéaires a été proposée par Luenberger dans le adre déterministe, et par Kalman
dans le adre stohastique.
Considérons le modèle dynamique du système linéaire déni par :{
x˙ = Ax+Bu+ w
y = Cx+ v
(1.36)
ave x ∈ Rn, u ∈ Rp et y ∈ Rm. w est le bruit d'entrée de dimension p et v est le bruit de
mesure de dimension m.
Lorsque le système n'est pas observable, il n'est pas possible de onstruire un observateur dont
nous hoisissons les dynamiques. Cependant, si le système est détetable il sera possible de
dimensionner un observateur.
Théorème 4 (O'Reilly 1983) Le système (1.36) est détetable si et seulement si les états non
observables sont stables.
An de dimensionner l'observateur, il faut déterminer une matrie K telle que les valeurs
propres de (A−KC) soient toutes à parties réelles stritement négatives.
1. Observateur de Luenberger (Luenberger 1971) :
La théorie de l'observation de Luenberger repose essentiellement sur des tehniques de
plaement de ples. Dans le as déterministe, où les bruits w et v sont nuls, l'observateur
de Luenberger pour le système (1.36) est déni sous la forme suivante :{
˙̂x = Ax̂+Bu+K(y − ŷ)
ŷ = Cx̂
(1.37)
La dynamique de l'erreur d'estimation e(t) = x(t)− x̂(t) a pour expression :
e˙ = (A−KC)e (1.38)
En utilisant une tehnique de plaement de ples, le gain K est hoisi telle que les valeurs
propres de la matrie (A−KC) soient dans le demi-plan omplexe gauhe.
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2. Filtre de Kalman (Kalman and Buy 1961) :
L'observateur de Kalman est l'outil utilisé pour résoudre le problème d'estimation de
l'état des systèmes linéaires qui sont aratérisés par des bruits w et v de moyenne nulle
et de matrie de ovariane Q et R respetivement.
La struture d'observateur de Kalman est la suivante :{
˙̂x = Ax̂+Bu+K(y − Cx̂) (1.39)
où le gain K est donné par :
S˙ = −ATS − SA+ CTQC − SRS
S(0) = S0 > 0
Q = QT > 0
K = S−1CTQ
(1.40)
Quelques résultats de onvergene pour l'observateur de Kalman sont donnés dans le
travail de (Boutayeb and Darouah 2000).
3. Observateur à entrées inonnues :
Nous onsidérons le système linéaire suivant :{
x˙ = Ax+Bu+ Ed
y = Cx
(1.41)
où d ∈ Rq est l'entrée inonnue et la matrie E est supposée être de rang plein en olonnes,
'est à dire :
Rang(E) = q (1.42)
Nous supposerons que la matrie C a la struture suivante :
C = [Im 0 . . . 0] (1.43)
et nous poserons :
E =
(
E1
E2
)
(1.44)
où E1 ∈ R
m×q E2 ∈ R
(n−m)×q
. Alors, nous pouvons remarquer que :
E1 = CE (1.45)
Pour e système, un observateur à entrées inonnues existe si et seulement si es deux
onditions sont satisfaites ((Yang and Wilde 1988), (Guan and Saif 1991), (Darouah et
al. 1994)) :
Rang(CE) = Rang(E) = q (1.46)
Rang
(
sIn − A E
C 0
)
= n+ q, Re(s) ≥ 0 (1.47)
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La struture de et observateur est de la forme suivante :{
z˙ = Fz + Tu+Ky
x̂ = z −Hy
(1.48)
où z ∈ Rn est l'état de l'observateur, x̂ ∈ Rn est l'état estimé du système x. Les matries F ,
T , K et H sont des matries qu'il faut hoisir de sorte que l'erreur d'observation e = x̂ − x
onverge asymptotiquement vers 0.
Nous posons :
M = In + EC (1.49)
L'erreur d'observation est donnée par :
e = x̂− x
= z −Hy − x
= z − (In +HC)x
= z −Mx
(1.50)
alors :
e˙ = z˙ −Mx˙
= Fz + Ty +Ku−MAx −MBu −MEd
= F (e+Mx) + TCx−MAx − (MB −K)u−MEd
= Fe+ (FM −MA + TC)x− (MB −K)u−MEd
(1.51)
Si les matries F , T , K et H sont hoisies de sorte que les onditions suivantes sont satisfaites :
F est une matrie de Hurwitz (1.52)
ME = (In +HC)E = 0 (1.53)
K = MB = (In +HC)B (1.54)
TC −MA = −FM (1.55)
alors l'quation (1.51) devient :
e˙ = Fe (1.56)
et l'erreur d'observation onverge asymptotiquement vers 0.
1.3.3 Observabilité des systèmes non linéaires
L'étude de l'observabilité onsiste à établir des onditions sous lesquelles l'état du système
peut être déterminé à partir des entrées et des sorties mesurées sur un intervalle de temps
passé. En s'appuyant sur le travail de (Hermann and Krener 1977) et (Fossard and Normand-
Cyrot 1993), nous dénissons la notion d'observabilité à partir de la notion de distinguabilité.
Dans e paragraphe, nous allons proposer quelques dénitions onernant l'observabilité des
systèmes non linéaires dérits par : {
x˙ = f(x, u)
y = h(x)
(1.57)
où x ∈ W un ouvert de Rn, u ∈ U un domaine de Rp est la ommande et y ∈ Rm est la sortie
mesurée. Les fontions f et h sont supposées être de lasse C∞ par rapport à leurs arguments.
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Dénition 10 (Distinguabilité - Indistinguabilité) Deux états initiaux x0, x1 ∈ W tel que
x0 6= x1 sont dits distinguables dans W si ∃ t0 ∈ [0, T ] et ∃ u : [0, T ]→ U une entrée admissible
telle que les trajetoires des sorties issues respetivement de x0 et x1 restent dans W pendant
la durée [0, T ] et vérient y(t0, x0, u(t0)) 6= y(t0, x1, u(t0)). Nous dirons alors que u distingue x0
et x1 dans W .
Réiproquement, deux états initiaux x0, x1 ∈ W tels que x0 6= x1 sont dits indistinguables si
∀ t0 ∈ [0, T ] et ∀ u : [0, T ] → U pour lesquels les trajetoires issues de x0, x1 restent dans W ,
nous avons : y(t0, x0, u(t0)) = y(t0, x1, u(t0)).
Dénition 11 (Observabilité) Un système est observable en x0 ∈ W si tout autre état x1 6=
x0 est distinguable de x0 dans W . Un système est observable s'il est observable en tout point
x0 ∈ W .
Dénition 12 (Observabilité loale) Le système (1.57) est loalement observable en x0 si
pour tout voisinage ouvert Vx0 de x0, l'ensemble des points qui sont indistinguables de x0 dans
Vx0 via les trajetoires dans Vx0 est le point x0 lui-même.
Lorsqu'il s'agit de distinguer x0 de ses voisins, nous pouvons aaiblir la notion d'observabilité
loale.
Dénition 13 (Observabilité loale faible) Le système (1.57) est loalement faiblement
observable en x0 s'il existe un voisinage ouvert Vx0 de x0, tel que pour tout voisinage ouvert
V
′
x0
⊂ Vx0, l'ensemble des points qui sont indistinguables de x0 dans V
′
x0
via les trajetoires dans
V
′
x0
est le point x0 lui-même.
La aratérisation formelle de la propriété d'observabilité loale faible s'appuie sur la notion
d'espae d'observation.
Dénition 14 (Espae d'observabilité) L'espae d'observabilité du système (1.57) est le
plus petit espae vetoriel ONL ontenant h1, . . . , hm et tel que pour toute entrée u ∈ U et pour
tout τ ∈ ONL, nous avons Lfu(τ) ∈ ONL ave fu(x) = f(u, x).
Nous notons par dONL l'espae des diérentielles des éléments de ONL.
Dénition 15 (Observabilité au sens du rang) Le système (1.57) est observable au sens
du rang en x0 ∈ W ⊂ Rn si la dimension de l'espae vetoriel engendré dONL|x0 = {dτ |x0, τ ∈
ONL} est égale à n.
Cette ondition du rang qui aratérise l'observabilité des systèmes linéaires, n'implique ni
l'observabilité loale, ni l'obseravbilité loale faible dans le as des systèmes non linéaires en
général.
Théorème 5 (Hermann and Krener 1977) Si le système (1.57) satisfait en x0 la ondition
d'observabilité au sens du rang, alors le système (1.57) est observable en x0.
Pour onlure, nous venons de voir que ontrairement aux systèmes linéaires, l'observabilité
des systèmes non linéaires dépend des entrées. Il faut noter aussi que l'observabilité dépend
souvent de l'entrée, pare que ertaines entrées ne permettent pas de distinguer tout ouple
d'états initiaux distints.
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Dénition 16 (Entrée universelle) Une entrée u : [0, T ]→ U admissible est dite universelle
pour le système (1.57) sur [0, T ] si, pour tout ouple d'états initiaux distints x0 et x1, il existe
au moins un temps t ∈ [0, T ] tel que y(t, x0, u(t)) 6= y(t, x1, u(t)). Une entrée non universelle
est dite singulière.
Lorsqu'il n'existe pas d'entrées singulières parmi l'ensemble des entées admissibles U , alors tout
ouple d'états initiaux sont distinguables. Cette propriété est appelée la U-uniforme observabi-
lité.
Dénition 17 (U-uniforme observabilité) Un système dont toutes les entrées admissibles
à valeurs dans U sont universelles est dit U-uniformément observable.
L'uniforme observabilité sur un espae W permet de aratériser un ensemble d'entrées U tel
que pour toute entrée u(t) ∈ U , le système est observable sur W . Ainsi, les systèmes linéaires
observables sont uniformément observables.
1.3.4 Synthèse d'observateurs des systèmes non linéaires
Contrairement au problème de synthèse d'observateurs d'état des systèmes linéaires qui a
été entièrement résolu, le as des systèmes non linéaires est plus diile et beauoup moins
systématique. C'est la raison pour laquelle, de nombreux travaux ont abordé e problème,
en se basant sur des lasses spéiques de systèmes non linéaires (Besançon and Hammouri
1996, Besançon 1999, Gauthier et al. 1992, Hammouri et al. 1999). Les observateurs d'état des
systèmes non linéaires les plus répandus dans la littérature sont les suivants :
1. Observateur de Luenberger étendu :
L'observateur de Luenberger étendu (Zeitz 1987) intervient, soit au niveau du système
original ave un gain onstant, soit par l'intermédiaire d'un hangement de oordonnées
ave un gain dépendant de l'état à estimer. Dans le premier as, un modèle linéarisé est
néessaire et le gain de l'observateur est alulé par la méthode de plaement de ples,
sous la ondition que l'état reste toujours au voisinage de l'état d'équilibre. Considérons
le système non linéaire suivant : 
x˙ = f(x, u)
y = h(x, u)
x(0) = x0
(1.58)
L'observateur de Luenberger étendu orrespondant est donné par :
˙̂x = f(x̂, u) + L(x̂, u)(y − ŷ)
ŷ = h(x̂, u)
x̂(0) = x̂0
(1.59)
où L(x̂, u) est le gain de l'observateur alulé de telle sorte que toutes les valeurs propres
de (
∂f(x, u)
∂x
|x=x̂−L(x̂, u)
∂h(x, u)
∂x
|x=x̂) soient stables.
Cet observateur peut provoquer des instabilités qui se manifestent en s'éloignant du
point de fontionnement. Les approhes de hangement de oordonnées ne peuvent être
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appliquées que pour une lasse partiulière de systèmes non linéaires. En eet, plusieurs
méthodes proposent l'intégration d'un ensemble d'équations aux dérivées partielles non
linéaires, e qui augmente la diulté de la tâhe de onstrution de l'observateur. Pour
ette raison, l'observateur de Luenberger est rarement utilisé dans la pratique et le ltre de
Kalman étendu onstitue l'approhe la plus onnue et la plus appliquée dans le traitement
des systèmes non linéaires.
2. Filtre de Kalman étendu :
Le ltre de Kalman étendu (Jazwinski 1970) est similaire à l'observateur de Luenberger
étendu et il est l'une des tehniques d'estimation les plus répandues dans le domaine
d'estimation d'état des systèmes dynamiques non linéaires. Cette approhe permet le
traitement du as des bruits même si le aratère optimal est perdu par la linéarisation.
Sa oneption est basée sur une linéarisation loale du modèle du système autour de la
trajetoire estimée par le ltre. Soit le système non linéaire suivant :
x˙ = f(x, u) + w
y = h(x, u) + v
x(0) = x0
(1.60)
où w et v, omme dans le as du système (1.36), sont respetivement le bruit d'entrée et
le bruit de mesure, de moyenne nulle et de matrie de ovariane Q et R respetivement.
Pour e système (1.60), le ltre est présenté par :{
˙̂x = f(x̂, u) + SHT (x̂, u)R−1(y − h(x̂, u))
S˙ = F (x̂, u)S + SF T (x̂, u) +Q− SHT (x̂, u)R−1H(x̂, u)S
(1.61)
ave F (x̂, u) =
∂f(x, u)
∂x
et H(x̂, u) =
∂h(x, u)
∂x
sont alulés en x = x̂.
Le ltre de Kalman étendu est don une extension du ltre de Kalman linéaire au as où
le système est dérit dans l'espae d'état par une équation diérentielle non linéaire. Sauf
qu'un suroût de alul est onstaté par rapport au ltre de Kalman lassique. En eet,
outre les opérations non linéaires introduites dans les équations d'états, il faut realuler
à haque étape les Jaobiennes de es équations. Cette méthode reste fondée sur la
linéarisation qui n'est permise que dans un espae réduit autour de la trajetoire nominale
et nous ne pouvons pas garantir une robustesse ontre les erreurs de modélisation.
3. Observateurs à grand gain :
Ces observateurs onernent les systèmes uniformément observables (les systèmes n'ayant
pas des entrées singulières). Considérons le système mono-sortie suivant : x˙ = f0(x) +
p∑
i=1
uifi(x)
y = h(x)
(1.62)
ave x ∈ Rn, u ∈ Rp et y ∈ R.
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Nous eetuons le hangement de variable z = Ψ(x), dont les omposantes sont données
par :
z1 = h(x)
z2 = Lf0(h)(x)
.
.
.
zn = L
n−1
f0
(h)(x)
(1.63)
où Lf désigne la dérivée de Lie par rapport au hamp de veteur f (voir Annexe C.1) :
Lf0(h)(x) =
n∑
i=1
f0i(x)
∂h
∂xi
(x) (1.64)
ave f0i(x), i = 1, . . . , n sont les éléments de f0(x).
Alors, nous avons le théorème suivant :
Théorème 6 (Gauthier and Bornard 1981) Si le système (1.62) est uniformément ob-
servable, alors la transformation z = Ψ(x) permet de mettre le système sous la forme : z˙ = Az + F0(z) +
p∑
i=1
uiFi(z)
y = Cz
(1.65)
où :
A =

0 1 0 . . . 0
0 0 1
.
.
.
.
.
.
.
.
. 0
0 1
0 . . . 0 0
 , C = [1 0 . . . 0] (1.66)
F0(z) =

0
.
.
.
0
F0n(z)
 (1.67)
{
Fj(z) = (Fj1(z) . . . Fjn(z))
Fji(z) = Fji(z1, . . . , zi), pour 1 ≤ i ≤ n et 1 ≤ j ≤ p
(1.68)
Ces travaux ont été étendus au as multi-sorties dans (Bornard and Hammouri 1991).
Alors, l'observateur à grand gain du système déni par (1.65) est dérit par l'équation
suivante :
˙̂z = Aẑ + F0(ẑ) +
p∑
i=1
uiFi(ẑ)− S
−1
θ C
T (Cẑ − y) (1.69)
où Sθ est une matrie symétrique dénie positive solution de l'équation algébrique :
θSθ + A
TSθ + SθA = C
TC (1.70)
et θ est un paramètre positif et les matries A et C sont exprimées dans (1.66).
1.4 Cas des systèmes anes en l'état 37
Sous l'hypothèse que les termes non linéaires Fi, i = 1, . . . , p sont globalement Lipshit-
ziennes, ∃ α0, . . . , αp > 0, ∀x, x
′
, nous avons :
‖ Fi(u, x)− Fi(u, x
′
) ‖≤ αi ‖ x− x
′
‖ (1.71)
Cette hypothèse est toujours réalisable lorsque l'état est borné.
Théorème 7 (Gauthier et al. 1992) Le système (1.69) est un observateur exponentiel
pour le système (1.65), et plus préisément, pour une entrée u bornée, nous avons
‖ ẑ(t) − z(t) ‖≤ λe−µt ‖ ẑ(0) − z(0) ‖ où µ et λ sont deux onstantes dépendantes du
paramètre de réglage θ.
La onvergene de l'observateur est garantie pour des θ grands e qui justie la dénomi-
nation : observateur à grand gain.
L'observateur à grand gain qui permet d'estimer la variable x du système (1.62) est alors
donné par :
˙̂x = f0(x̂) +
p∑
i=1
uifi(x̂)− (
∂Ψ
∂x
|x̂)
−1S−1θ C
T (Cx̂− y) (1.72)
Quelques extensions de l'observateur à grand gain ont été eetuées pour d'autres lasses
de systèmes non linéaires (Gauthier and Kupka 1994), (Deza et al. 1992) et (Hammouri
and Marhand 2000).
1.4 Cas des systèmes anes en l'état
Un système ane en l'état est de la forme suivante :{
x˙ = A(u)x+B(u)
y = Cx
(1.73)
où x ∈ Rn est l'état du système, u ∈ U est le veteur d'entrées appartenant à un ensemble
booléen et y ∈ Rm sont les signaux de sorties. Les matries A(u) et B(u) sont mesurables en u
respetivement de dimension n×n et n×1. La matrie C est onstante et de dimension m×n.
Nous appelons matrie de transition du système (1.73), la matrie n×n inversible solution de :
dΦu(t, t0)
dt
= A(u)Φu(t, t0)
Φu(t0, t0) = Id
(1.74)
où Id est la matrie identité, et la solution de (1.73) en x0 à t = t0 est donnée par :
x(t) = Φu(t, t0)x0 +
∫ t
t0
Φu(t, τ)B(u(τ)) dτ (1.75)
Nous remarquons d'abord que toute entrée u ∈ U engendre un système linéaire dont les para-
mètres varient dans le temps et auquel nous assoions sur [t0, t0+T ] le grammien d'obervabilité :
Dénition 18 (Grammien d'observabilité)(Couenne 1990) Soit u une entrée [t0, t0+T ]→
U . Le grammien d'observabilité assoié au système (1.73) est la matrie symétrique positive
suivante :
G(u, t0, t0 + T ) =
∫ t0+T
t0
ΦTu (t, t0)C
TCΦu(t, t0) dt (1.76)
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Pour tester l'universalité d'une entrée du système (1.73), nous utilisons la proposition suivante :
Proposition 1 (Bornard et al. 1993) Une entrée u ∈ U est universelle sur [t0, t1] pour le
système (1.73) si et seulement si :
G(u, t0, t1) > 0 (1.77)
La proposition suivante permet d'analyser la propriété d'observabilité :
Proposition 2 (Bornard et al. 1993) Une entrée u ∈ U rend le système (1.73) observable sur
un intervalle de temps [t0, t0 + T ], si l'une des propriétés équivalentes suivantes est satisfaite :
i. Si CΦu(t, t0)x = 0, ∀ t ∈ [t0, t0 + T ], alors x = 0.
ii. λmin(G(u, t0, t0 + T )) ≥ 0 ave λmin désigne la plus petite valeur propre.
Comme nous avons vu i-dessus, l'observabilité d'un système est liée à la notion de distinguabi-
lité et nous avons déni les entrées universelles qui permettent de distinguer tout ouple d'états
initiaux x0 6= x1 sur un intervalle [t0, t1]. Mais nous pouvons remarquer que si l'entrée u(t) est
universelle sur [t0, t1], alors l'entrée u(t+ δ) n'est pas forément universelle pour δ > 0.
Nous allons introduire alors les notions d'entrée persistante et d'entrée régulièrement persis-
tante.
Dénition 19 (Entrée persistante) (Celle et al. 1989) Une entrée u ∈ U est dite persistante
pour le système (1.73) s'il existe T > 0 tel que :
lim
t→+∞
λmin(G(u, t, t+ T )) (1.78)
est stritement positive ou n'existe pas.
Dénition 20 (Entrée régulièrement persistante) (Couenne 1990) Une entrée u ∈ U est
dite réuglièrement persistante pour le système (1.73) s'il existe T > 0 et α > 0 tels que
∀t, G(u, t, t+ T ) ≥ αId (1.79)
Ce type d'entrée peut être déni aussi de la manière suivante :
Dénition 21 Une entrée u ∈ U est dite réuglièrement persistante si ∃ α1 > 0, α2 > 0; ∃ t0 ≥
0; ∀t ≥ t0, nous avons : {
λmin(G(u, t0, t0 + T )) ≥ α1
λmax(G(u, t0, t0 + T )) ≤ α2
(1.80)
où λmin, λmax désignent respetivement la plus petite valeur propre et la plus grande valeur
propre du Grammien.
Proposition 3 (Bornard et al. 1993) Si une entrée u ∈ U est régulièrement persistante pour
le système ane en l'état (1.73) alors il est omplètement uniformément observable.
Une entrée u(t) régulièrement persistante est universelle. Non seulement sa translaté u(t + λ)
reste universelle pour λ arbitrairement grand (persistane), mais elle le reste ave une "qua-
lité" garantie (régularité). La persistane règulière d'une entrée est une propriété requise pour
onstruire un observateur.
Pour ette lasse de systèmes (1.73), deux types d'observateurs peuvent être onsidérés :
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1. L'observateur de type Kalman donné par :{
˙̂x = A(u)x̂+B(u) + PCTR−1(y − Cx̂)
P˙ = A(u)P + PAT (u)− PCTR−1CP +Q
(1.81)
où x̂(0) ∈ Rn est une ondition initiale quelonque, Q et P (0) sont deux matries symé-
triques dénies positives de type n× n et R est une matrie symétrique dénie positive
de type m×m.
Dans le as stohastique, les matries Q et R représentent respetivement les matries de
ovariane du bruit sur l'état et sur la sortie, qui sont supposés d'être blans et gaussiens.
Dans le as déterministe, Q et R sont quelonques.
2. Le deuxième type d'observateur est donné par une minimisation d'un ritère quadratique
ave fateur d'oubli exponentiel. Ce ritère est à horizon glissant et généralise la méthode
des moindres arrées ave fateur d'oubli.
Les équations de l'observateur sont données par :{
˙̂x = A(u)x̂+B(u) + S−1CT (y − Cx̂)
S˙ = −θS − AT (u)S − SA(u) + CTC
(1.82)
Théorème 8 Si u est régulièrement persistante, alors (1.81) et (1.82) forment des observateurs
exponentiels pour le système (1.73).
La preuve du théorème est présentée dans (Hammouri and Deza 1991), (Celle et al. 1989) et
(Bornard et al. 1989).
1.5 Conlusion
Dans e hapitre, nous avons présenté d'une manière générale un résumé de l'état de l'art
sur les prinipes de base du diagnosti de défauts.
En eet, nous avons rappelé quelques dénitions et nous avons exposé diérentes approhes
proposées pour la détetion et isolation de défauts. Nous avons envisagé deux approhes de syn-
thèse de générateurs de résidus : une approhe utilisant un alul algébrique et une autre basée
sur des onsidérations géométriques. Dans les deux hapitres suivants, nous nous intéressons à
ette dernière approhe que nous pouvons l'étendre aux systèmes non linéaires en utilisant les
notions de déouplage géométrique.
Egalement, nous avons présenté un état d'art sur les observateurs non linéaires en préisant la
méthodologie de synthèse de quelques un d'entre eux. Tout d'abord, nous avons ommené par
rappeler quelques dénitions relatives à l'observabilité des systèmes dynamiques. Cette dernière
s'avère diile à vérier lorsque il s'agit des systèmes non linéaires. Puis, nous avons présenté
quelques observateurs linéaires et non linéaires. Chaun de es observateurs est, la plupart du
temps, spéique à un modèle mathématique partiulier et répond à des onditions propres à
lui.
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Chapitre 2
Sur l'existene d'observateurs à entrées
inonnues pour les systèmes anes en
l'état ave injetion de sortie
Ce hapitre a pour objetif la synthèse d'un observateur à entrées inonnues permettant
l'estimation d'une partie de l'état indépendamment de la onnaissane de ertaines entrées.
Basé sur une approhe géométrique, nous allons donner une ondition susante sur l'existene
d'un observateur à entrées inonnues pour les systèmes anes en l'état ave une injetion de
sortie.
2.1 Introdution
Le problème de la oneption d'un observateur à entrées inonnues a reçu beauoup
d'attentions au ours des quatre dernières déennies. Il a été ommené par (Basile and
Marro 1969) qui ont présenté une solution du problème de l'observation d'un système à entrées
inonnues et après ela, de nombreuses ontributions ont été proposées voir par exemple
(Bhattaharyya 1978), (Hautus 1983) et (Darouah et al. 1994).
La oneption d'observateurs pour les systèmes à entrées inonnues joue un rle important dans
la détetion de défauts. Dans le as linéaire, une solution basée sur une approhe géométrique
a été proposé par (Massoumnia et al. 1989). Elle onsiste à onevoir un observateur pouvant
déteter et identier uniquement le omposant défaillant, tout d'abord dans le as où plusieurs
défauts apparaissent simultanément, et puis dans le as où un seul défaut peut se produire
dans le système. Les auteurs dans (Bokor and Balas 2004a) ont également donné une ondition
néessaire et susante sur l'existene d'un observateur à entrées inonnues pour les systèmes
linéaires à paramètres variants en utilisant une approhe géométrique.
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Dans le as non linéaire, plusieurs ontributions ont été proposées. La détetion et l'isolation
de défauts pour les systèmes non linéaires ont été introduites par (Seliger and Frank 1991).
Ils ont synthétisé un observateur non linéaire de détetion de défauts qui est robuste aux
perturbations ainsi qu'aux inertitudes du modèle. Ensuite, une ondition néessaire et
susante pour résoudre le problème fondamental de la génération des résidus à travers une
approhe géométrique diérentielle a été proposée par (Hammouri et al. 2000) dans le as
des systèmes anes en l'état et par (Hammouri et al. 2001) dans le as des systèmes bilinéaires.
La oneption des observateurs à entrées inonnues a été onsidérée que pour les sous-lasses
des systèmes non linéaires voir par exemple (Liu et al. 2006) et (Moreno and Dohain 2008)
qui ont proposé une méthodologie pour faire une analyse globale de l'observabilité et la
détetabilité des systèmes de réation, ave une préoupation partiulière de la oneption
d'observateurs robustes et ont donné des onditions susantes pour onstruire un observateur
robuste pour les systèmes anes en l'état ave injetion de sortie.
Pour les systèmes linéaires à temps variant, un observateur à entrées inonnues est obtenu ;
dans un premier temps, en aratérisant le plus grand sous-système détetable qui n'est pas
aeté par les entrées inonnues, et dans un deuxième temps, en vériant une ondition
géométrique donnée par (Bhattaharyya 1978). Toutes es onstrutions sont basées sur des
tehniques algébriques linéaires. Dans le ontexte ane en l'état, les notions d'observabilité
et de détetabilité généralement dépendent des signaux d'entrée qui exitent le système. Par
onséquent, les tehniques spetrales ne sont pas susantes pour aratériser la détetabilité
des systèmes anes en l'état. Comme pour les systèmes linéaires à temps invariant, la onep-
tion d'un observateur à entrées inonnues pour les systèmes anes en l'état ave injetion de
sortie, sera basée sur l'existene d'un sous-système maximal détetable qui n'est pas aeté par
les entrées inonnues. Ce sous-système est unique et dépend de la lasse des entrées onsidérées.
Ce résultat est utilisé an d'obtenir une ondition susante sur l'existene d'un observateur à
entrées inonnues stable pour les systèmes anes en l'état ave injetion de sortie. La théorie
derrière ette évolution est inspirée des résultats réents (Hammouri and Tmar 2010) dans les-
quels une ondition néessaire et susante sur l'existene d'un observateur à entrées inonnues
pour les systèmes anes en l'état a été onsidérée.
2.2 Systèmes anes en l'état ave injetion de sortie
2.2.1 Formulation du problème
Considèrons le système ane en l'état ave injetion de sortie :{
x˙(t) = A(u(t), y(t))x(t) +B(u(t), y(t)) +K(x(t))v(t)
y(t) = Cx(t)
(2.1)
où x(t) ∈ Rn est le veteur d'état, u(t) ∈ Rp est l'entrée onnue, v(t) ∈ Rl est l'entrée inonnue,
y(t) ∈ Rm représente le veteur des sorties mesurées et K(x(t)) est la matrie qui dépend
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de x. A(u, y) et B(u, y) sont des matries lisses qui dépendent de (u, y), et C est une matrie
onstante de rang m.
Soit U ⊂ L∞(R+,Rp) la lasse des entrées onnues u(.), V ⊂ L∞(R+,Rl) la lasse des entrées
inonnues v(.) et Γ une appliation linéaire de Rn dans Rr. Notre objetif est d'obtenir des
onditions susantes permettant d'estimer Γx(t) indépendamment des entrées inonnues v(.)
en utilisant un ltre dynamique. Un tel ltre est appelé un observateur à entrées inonnues.
Plus préisément, la formulation mathématique de l'observateur inonnu que nous onsidérons
an d'estimer Γx(t) est la suivante :
Dénition 22 (Observateur à entrées inonnues) Soit Ω un ouvert de Rn. Soit Γ et P
deux appliations linéaires de R
n
dans R
r
et R
q
respetivement.
Un U- observateur à entrées inonnues attahé à (Γ, P ) est un système dynamique de la forme :
z˙(t) = Â(u(t), y(t))z(t) + E1(u(t), y(t))y(t)
+B̂(u(t), y(t)) + E2(h(t))y(t) + E3(h(t))z(t)
h˙(t) = H(h(t), u(t), y(t))
γ(t) = F1z(t) + F2y(t)
(2.2)
où z(t) ∈ Rq et la fontion h(t) ∈ S ave S un ouvert de RN . F1 et F2 sont des matries
onstantes, Â(u, y), B̂(u, y), E1(u, y), E2(h), E3(h) et H(h, u, y) sont analytiques, et tel que pour
tout u(.) ∈ U nous avons les propriétés suivantes :
i) ∀x(0) ∈ Ω; Px(0) = z(0) implique que Px(t) = z(t) et Γx(t) = γ(t) ∀t ≥ 0.
ii) Pour tout x(0) ∈ Ω et z(0) ∈ Rq, nous avons limt→∞ ‖Px(t)− z(t)‖ = 0.
Remarque 1 :
- D'après les propriétés i) et ii) de la dénition 22, nous en déduisons que limt→∞ ‖Γx(t)−
γ(t)‖ = 0.
- En utilisant le fait que γ(t) = F1z(t) + F2y(t), z(t) = Px(t) et la ondition i) de la
déntion 22, nous en déduisons que F1P + F2C = Γ.
Dans le paragraphe suivant, nous allons donner quelques outils mathématiques qui seront uti-
lisés dans la oneption d'un U- observateur à entrées inonnues.
2.2.2 Résultats préliminaires
Les onepts dérivant de la géométrie diérentielle pour l'observation des systèmes non
linéaires ont fait l'objet de nombreuses reherhes dans la littérature (Isidori 1995) (voir Annexe
B). An de donner notre résultat prinipal, nous aurons besoin des notions suivantes.
Dans la suite, la matrie A(u(t), y(t)) est remplaée par A(w(t)) où w(t) ∈ Rm+p est un signal
qui ne dépend pas de y(.). Considérons alors le système ane en l'état suivant :{
x˙(t) = A(w(t))x(t)
Y (t) = Cx(t)
(2.3)
Nous allons ommener par présenter une notion d'invariane partiulière qui joue un rle
important dans la théorie de la ommande géométrique des systèmes :
44
Chapitre 2 : Sur l'existene d'observateurs à entrées inonnues pour les systèmes anes en l'état
ave injetion de sortie
Dénition 23 (Sous-espae invariant) Un sous-espae V de Rn est un sous-espae
(C,A(w))-invariant, si l'une de es onditions équivalentes suivantes est vériée :
1) Il existe une matrie lisse E(.) tel que ∀w, nous avons (A(w) + E(w)C)V ⊂ V .
2) ∀w, nous avons A(w)(Ker(C) ∩ V ) ⊂ V .
Remarque 2 : Considérons un sous-espae W , l'ensemble de tous les sous-espaes (C,A(w))-
invariants ontenant W admet un minimum unique au sens de l'inlusion. Ce minimum noté
W ∗ est la limite de la suite roissante suivante :{
V0 = W
Vi+1 = Vi +
∑k
j=1Aj(Vi ∩Ker(C))
(2.4)
où {A1, . . . , Ak} est un système générateur de l'espae vetoriel engendré par {A(w); w ∈
R
m+p}.
En se basant sur la notion d'invariane, nous allons dénir la notion de sous-espae inobser-
vable. Soit E(w) une (n× p) matrie lisse et N une (l× p) matrie onstante et onsidérons le
système suivant : {
x˙(t) = (A(w(t)) + E(w(t))C)x(t)
s(t) = NCx(t)
(2.5)
Notons par O(NC,E(w)) l'espae inobservable du système (2.5) ; 'est-à-dire l'espae onte-
nant tous les x tel que NCx = 0 et pour haque w1, . . . , wk, nous avons NC(A(w1) +
E(w1)C) . . . (A(wk) + E(wk)C)x = 0.
Dénition 24 (Sous-espae d'inobservabilité) Un sous-espae V est dit un sous-espae
d'inobservabilité s'il existe des matries N et E(.) tel que V = O(NC,E(w)).
Proposition 4 L'ensemble de tous les sous-espaes (C,A(w)) d'inobservabilité ontenant le
sous-espae W admet un minimum noté par W ∗∗ au sens de l'inlusion. En outre, le sous-
espae W ∗∗ est la limite de la suite déroissante suivante :{
W0 = Ker(C) +W
∗
Wi+1 = W
∗ +Ker(C) ∩ [
⋂k
j=1(Aj)
−1Wi]
(2.6)
où (A1, . . . , Ak) est une base du plus petit espae vetoriel ontenant {A(w); w ∈ Rm+p}. Par
onséquent, il existe une matrie N∗∗ et une matrie analytique E∗∗(w) de telle sorte que W ∗∗ =
O(N∗∗C,E∗∗(w)). C'est-à-dire, W ∗∗ est l'espae inobservable de :{
x˙(t) = (A(w(t)) + E∗∗(w(t))C)x(t)
y∗∗(t) = N∗∗Cx(t)
(2.7)
Cet algorithme a été développé dans (Hammouri et al. 2000) pour les systèmes anes en l'état
et dans (Persis and Isidori 2000) pour les systèmes non linéaires généraux.
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Alors, W ∗∗ est un sous-espae (C,A(w))-invariant tel que (A(w) + E∗∗(w)C)W ∗∗ ⊂ W ∗∗, et
don le système quotient suivant est bien déni (voir Annexe B.1) :
ε˙(t) = (A(w(t)) + E∗∗(w(t))C)
W ∗∗
ε(t)
y∗∗(t) = N∗∗Cε(t)
ε ∈ Rn/W ∗∗
(2.8)
Ce système quotient représente le plus grand système observable qui va être utilisé par la suite
dans la onstrution de l'observateur.
Remarque 3 : Par onstrution, le système (2.8) est observable au sens du rang, et don il
est observable dans le sens qu'il admet une entrée qui distingue tout ouple d'états distints.
Par onséquent, l'ensemble des entrées qui rend le système (2.8) omplètement uniformément
observable n'est pas vide. Cet ensemble sera noté dans la suite par UW .
Pour onstruire déjà un observateur, nous n'avons pas besoin d'utiliser un système qui est
observable, il sut qu'il soit détetable. Si nous faisons le quotient du système (2.7) par un
sous-espae plus petit que W ∗∗, nous allons avoir dans e as un système qui est plus grand,
détetable et qui se déompose d'une partie observable par dénition de détetabilité et une
partie qui est stable. Et 'est dans e ontexte que nous allons introduire dans la setion suivante
la notion de détetabilité externe.
2.3 Coneption de l'observateur à entrées inonnues
2.3.1 Condition susante sur l'existene de l'observateur
Le but de notre travail onsiste en l'obtention de onditions géométriques permettant de
aratériser l'observateur (2.2). Pour aboutir à e résultat, nous introduisons dans e qui suit
la notion suivante :
Dénition 25 (Détetabilité externe) Soit V un sous-espae de Rn. V est U-
extérieurement détetable, s'il existe deux matries lisses E1(w) et E2(h) telles que les onditions
suivantes sont vériées :
a. (A(w) + E1(w)C)V ⊂ V, ∀w ∈ Rm+p.
b. E2(h)CV = {0}, ∀h ∈ S.
. Le système quotient suivant :
Σ :
{
ξ˙(t) = (A(w(t)) + E1(w(t))C + E2(h(t))C)
V
ξ(t)
h˙(t) = H(h(t), w(t)), (ξ, h) ∈ (Rn/V )× S.
(2.9)
est tel que le sous-ensemble {0} × S de Rn/V × S attire haque trajetoire du système (2.9).
Cette notion nous permet de onstruire le plus grand sous-système détetable non aeté par les
entrées inonnues v(t). SoitDext(UW ,W ) l'ensemble de tous les sous-espaes UW -extérieurement
détetable ontenant un sous-espae W et admettant un plus petit élément Ŵ au sens de ⊂,
alors nous avons :
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Lemme 1 Etant donné un sous-espae W de Rn, l'ensemble Dext(UW ,W ) est non vide.
La démonstration de e lemme est donnée après l'énoné du résultat prinipal suivant :
Théorème 9 (Sahnoun and Hammouri 2013)
Soit Γ : Rn → Rr une appliation linéaire et K(x) la matrie assoiée aux entrées inonnues
du système (2.1). SoitW le sous-espae vetoriel de Rn engendré par la famille {Kj(x); 1 ≤ j ≤
l; x ∈ Rn}, où Kj(x) est la jème olonne de K(x). Soit Ŵ le plus petit élément de Dext(UW ,W )
et P une projetion linéaire de Rn dans Rq tel que Ker(P ) = Ŵ .
Soit Ω un ouvert de Rn et supposons que U = {u(.)/(u(.), y(.)) ∈ UW ; ∀x(0) ∈ Ω} est non vide,
où y(.) est la sortie du système (2.1) assoiée à (x(0), u(.)), alors :
Si :
Ŵ ∩Ker(C) ⊂ Ker(Γ) (2.10)
alors le système (2.1) admet un U-observateur à entrées inonnues de la forme (2.2) qui estime
exponentiellemnt Γx(t) pour tout x(0) ∈ Ω.
Preuve du Lemme 1 :
Il sut de montrer que le sous-espae d'inobservabilité W ∗∗ ∈ Dext(UW ,W ). Comme nous
l'avons vu préedemment, (A(w) +E∗∗(w)C)W ∗∗ ⊂W ∗∗. Ainsi, en utilisant un simple hange-
ment de oordonnées, nous pouvons transformer le système :{
x˙(t) = (A(w(t)) + E∗∗(w(t))C)x(t)
y∗∗(t) = N∗∗Cx(t)
(2.11)
sous la forme suivante : 
x˙1(t) = A11(w(t))x1(t) + A12(w(t))x2(t)
x˙2(t) = A22(w(t))x2(t)
y∗∗(t) = C2x2(t), (x1, x2) ∈ Rn1 × Rn2
(2.12)
Alors, le système (2.8) devient équivalent à :{
x˙2(t) = A22(w(t))x2(t)
y∗∗(t) = C2x2(t)
(2.13)
A partir de la remarque 3, UW est alors l'ensemble des entrées qui rend le système (2.13)
omplétement uniformément observable. Maintenant, en utilisant l'observateur indiqué dans
(Bornard et al. 1989), (Hammouri and Morales 1990), nous déduisons que :
˙̂x2(t) = A22(w(t))x̂2(t)− S−1(t)CT2 R(C2x̂2(t)− y
∗∗(t))
S˙(t) = −θS(t)− AT22(w(t))S(t)− S(t)A22(w(t))
+CT2 RC2
S(0), R sont des matries symétriques dénies positives
θ > 0 est un paramètre salaire
(2.14)
forme un observateur exponentiel qui onverge pour toute entrée qui rend le système (2.13)
omplétement uniformément observable. C'est-à-dire, pour tout w ∈ UW , le système suivant :
e˙(t) = (A22(w(t))− S−1(t)CT2 RC2)e(t)
S˙(t) = −θS(t)− AT22(w(t))S(t)− S(t)A22(w(t))
+CT2 RC2
(2.15)
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est tel que {0} × Rn2 attire haque trajetoire du système (2.15). Par onstrution, le système
(2.15) peut être onsidéré omme un espae quotient de la forme (2.9). 
2.3.2 Démonstration du Théorème 9
Nous présentons dans e qui suit une proposition qui joue un rle important dans la onstru-
tion de l'observateur à entrées inonnues et montre la relation entre la notion d'observateur à
entrées inonnues et la détetabilité externe. Nous notons par UV l'ensemble des entrées qui
rend le système omplètement uniformément observable.
Proposition 5 Soient P et Γ deux appliations linéaires de Rn dans Rq et Rr respetivement.
Supposons qu'il existe deux matries onstantes F1 et F2 telles que Γ = F1P + F2C, et que
∀x ∈ Rn, PK(x) = 0, où K(x) est la matrie assoiée aux entrées inonnues du système (2.1).
Supposons que V = Ker(P ) est UV -extérieurement détetable et que U = {u(.)/(u(.), y(.)) ∈
UV , ∀x(0) ∈ Ω} est non vide. Alors le système (2.1) admet un U- observateur à entrées inon-
nues de la forme (2.2).
Preuve :
Soit V = Ker(P ) est U-extérieurement détetable. Alors, d'après la dénition 25, il existe
E1(w), E2(h) et H(h, w) satisfaisant les onditions suivantes :
a. (A(w) + E1(w)C)V ⊂ V , ∀w ∈ R
m+p
b. E2(h)CV = {0}, ∀h ∈ S
. Le système quotient suivant :
Σ :
{
ξ˙(t) = (A(w(t)) + E1(w(t))C + E2(h(t))C)
V
ξ(t)
h˙(t) = H(h(t), w(t)), (ξ, h) ∈ (Rn/V )× S.
est tel que le sous-ensemble {0} × S attire haque trajetoire du système (2.9).
D'après la ondition (a.) donnée i-dessus, nous savons que V est un sous-espae invariant et
nous avons déjà PK(x(t)) = 0. Ainsi, après un simple hangement de oordonnées linéaire, le
système (2.1) prend la forme suivante :
x˙1(t) = A11(u, y)x1(t) + A12(u, y)x2(t) +B1(u, y)
+k1(x(t))v
x˙2(t) = A22(u, y)x2(t) +B2(u, y)
y(t) = y1(t) + y2(t)
y1(t) = C1x1(t); y2(t) = C2x2(t)
(2.16)
où (x1, x2) ∈ Rn−q×Rq et P peut être onsidéré omme la projetion P (x1, x2) = x2. En outre,
la matrie A(u, y) + E1(u, y)C + E2(h)C prend la forme suivante :(
A11(u, y) + E
1
1(u, y)C1 A12(u, y) + E
1
1(u, y)C2 + E
1
2(h)C2
0 A22(u, y) + E
2
1(u, y)C2 + E
2
2(h)C2
)
Don, dans le système de oordonnées (x1, x2), le système (2.16) dans lequel w est remplaé
par (u, y) peut être représenté par le système suivant :
Σ :
{
e˙(t) = (A22(u, y) + E
2
1(u, y)C2 + E
2
2(h)C2)e(t)
h˙(t) = H(h, u, y)
(2.17)
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Le U- observateur à entrées inonnues ondidat qui estime Γx(t) prend la forme suivante :
Σ :

z˙(t) = (A22(u, y) + E
2
1(u, y)C2 + E
2
2(h)C2)z(t)
+B2(u, y)− E21(u, y)y2 −E
2
2(h)y2
h˙(t) = H(h, u, y)
γ(t) = F1z(t) + F2y(t)
(2.18)
En eet, e(t) = z(t) − Px(t) = z(t) − x2(t), il s'en suit que e(t) satisfait les équations (2.17),
et omme nous l'avons vu préedemment e(t) onverge vers 0 pour tout (u, y) ∈ UV . Enn, en
utilisant l'expression Γ = F1P + F2C, nous déduisons que Γx(t)− γ(t) onverge vers 0. 
Preuve du Théorème 9 :
Soit Ŵ le plus petit élément de Dext(UW ,W ), Γ et P deux projetions linéaires de R
n
dans
R
r
et R
q
respetivement tel que Ker(P ) = Ŵ .
Supposons que Ŵ ∩Ker(C) ⊂ Ker(Γ) et montrons que le système (2.1) admet un U- observa-
teur à entrées inonnues.
Clairement, Ŵ ∩Ker(C) ⊂ Ker(Γ) implique l'existene des matries onstantes F1 et F2 tel
que Γ = F1P + F2C.
Supposons maintenant que U = {u(.)/(u(.), y(.)) ∈ UW ; ∀x(0) ∈ Ω} est non vide. En utilisant le
fait que Ŵ est un sous-espae UW -extérieurement détetable ontenant W et que PK(x) = 0,
∀x (puisque Ker(P ) = Ŵ et W ⊂ Ŵ ), alors d'après la proposition 5, le système (2.3) admet
un U- observateur à entrées inonnues. 
2.4 Proédure de alul de Ŵ
(1) Nous alulons W ∗ en utilisant l'algorithme (2.4) de la remarque 2 suivant :{
V0 =W
Vi+1 = Vi +
∑k
j=1Aj(Vi ∩ ker(C))
où (A1, . . . , Ak) est un système générateur de l'espae vetoriel engendré par {A(w), w ∈
R
m+p}. Etant donné W ∗, nous alulons E∗(.) en utilisant (A(w) + E∗(w)C)W ∗ ⊂ W ∗.
Cette inlusion peut être formulée omme suit :
[W ∗⊥]TE∗(w)C[W ∗] = −[W ∗⊥]TA(w)[W ∗], ∀w. (2.19)
(2) Nous alulons W ∗∗ en utilisant l'algorithme (2.6) de la proposition 4 :{
W0 = Ker(C) +W
∗
Wi+1 =W
∗ +Ker(C) ∩ [
⋂k
j=0(Aj)
−1Wi]
De la même façon que dans (1), la matrie E∗∗(.) est alulée en résolvant l'expression
suivante :
[W ∗∗⊥]TE∗∗(w)C[W ∗∗] = −[W ∗∗⊥]TA(w)[W ∗∗], ∀w. (2.20)
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(3) Pour le alul de la matrie N∗∗, nous utilisons le fait que W ∗∗ ⊂ Ker(N∗∗C). Etant
alulé W ∗∗, nous onsidérons le sous-espae vetoriel des veteurs lignes de Rn tel que
N = {N ∈ Rn; NC[W ∗∗] = 0}. N∗∗ est alors une matrie dont les lignes forment une
base de N .
(4) Ŵ est le plus petit sous-espae de Rn tel que :{
(A(w) + E∗(w)C)Ŵ ⊂ Ŵ
W ⊂ Ŵ
(2.21)
et tel que le système :
ζ˙ = (A(w) + E∗(w)C)
Ŵ
ζ (2.22)
est exponentiellement asymptotiquement stable ∀w ∈ UW . Le alul de Ŵ est donné par
les étapes suivantes :
(4.a) dim(W ∗∗/W ∗) = r, nous identions W ∗∗/W ∗ ave Rr en utilisant une projetion adé-
quate. D'une manière similaire, (A(w) + E∗(w)C)|W ∗∗
W ∗
seront identiés ave un opéra-
teur linéaire A(w) dans Rr, où (A(w)+E∗(w)C)|W ∗∗ est la restrition de (A(w)+E∗(w)C)
à W ∗∗.
(4.b) Si A(w)|W ∗∗
W ∗
ne dépend pas de w alors la stabilité asymptotique exponentielle de (2.22)
peut être obtenue à partir de l'approhe spetrale.
Sinon, si A(w)|W ∗∗
W ∗
dépend de w alors :
(4.) Nous alulons tous les sous-espaes A(w)-invariants de Rr.
(4.d) Nous déterminons le plus petit sous-espae noté par W tel que z˙(t) = A(w)
W
z(t)
devient exponentiellement asymptotiquement stable.
2.5 Exemples
Exemple 1 :
Considérons le système suivant :{
x˙(t) = A(u(t), y(t))x(t) +B(u(t), y(t)) +Kx(t)v(t)
y(t) = Cx(t)
(2.23)
où :
A(u, y) =

uy1 uy1 0 −1 uy1
0 0 −1 uy1 0
uy1 0 0 uy1 0
−uy1 0 0 0 0
0 0 1 uy1 −1
 (2.24)
B(u, y) =

−(1 + y41)y1
0
−(1 + y42)y2 + uy1
u
0
 (2.25)
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C =
(
1 0 0 0 0
0 0 1 0 0
)
(2.26)
et
K =

1 0
0 1
0 0
0 0
0 0
 . (2.27)
u et v sont respetivement les entrées onnues et inonnues.
Prenons Γ(x) = (x1, x3, x4, x5). Dans la suite, nous allons montrer que Γx(t) peut être estimé.
Tout d'abord, nous allons montrer que l'hypothèse du théorème 9 est satisfaite. Ensuite, nous
donnons le ltre qui nous permet d'estimer Γx(t).
SoitW le sous-espae vetoriel de R5 engendré par les olonnes de K et alulons Ŵ en utilisant
la proédure présentée dans la setion 2.4.
(1) Calul de W ∗ et E∗(u, y) :
Appliquons 2) de la dénition 23, 'est faile de voir que W ∗ = W . Pour aluler E∗(u, y)
tel que (A(u, y) + E∗(u, y)C)W ∗ ⊂ W ∗, il sut de résoudre l'expression donné dans
(2.19). Un simple alul nous donne :
E∗(u, y) =

e∗11 e
∗
12
e∗21 e
∗
22
−uy1 e∗32
uy1 e
∗
42
0 e∗52
 (2.28)
(2) Calul de W ∗∗ et E∗∗(u, y) :
En appliquant l'algorithme (2.6), nous obtenons :
[W ∗∗] =

1 0 0
0 1 0
0 0 0
0 0 0
0 0 1
 (2.29)
Comme i-dessus, E∗∗(u, y) peut être obtenu en résolvant l'expression donné dans (2.20) :
E∗∗(u, y) =

e∗∗11 e
∗∗
12
e∗∗21 e
∗∗
22
−uy1 e∗∗32
uy1 e
∗∗
42
e∗∗51 e
∗∗
52
 (2.30)
Ainsi, nous pouvons hoisir par exemple :
E∗(u, y) = E∗∗(u, y) =

0 0
0 0
−uy1 0
uy1 0
0 0
 (2.31)
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(3) Calul de N∗∗ :
Nous résolvons l'expression N∗∗C[W ∗∗] = 0, e qui nous donne N∗∗1 = 0. Ainsi, nous
pouvons prendre N∗∗ = (0 1), d'où :
N∗∗C = (0 0 1 0 0) (2.32)
Ainsi, la matrie (A(u, y) + E∗(u, y)C) prend la forme suivante :
uy1 uy1 0 −1 uy1
0 0 −1 uy1 0
0 0 0 uy1 0
0 0 0 0 0
0 0 1 uy1 −1
 (2.33)
Dans notre as, nous avons E∗∗ = E∗. C'est faile de voir que le système quotient suivant :
ε˙ = (A(u, y) + E∗∗(u, y)C)
W ∗∗
ε
Y = N∗∗Cε
ε ∈ R5/W ∗∗ ≡ R2
(2.34)
peut être représenté par :  ε˙ =
(
0 uy1
0 0
)
ε
Y = [1 0]ε
(2.35)
Soit U l'ensemble des entrées bornées u(.) tel que u(t)y1(t) rend le système (2.35) omplè-
tement uniformément observable. Prenons A(u, y) =
(
0 uy1
0 0
)
, C = (1 0) et onsidérons
le système suivant : 
ε˙ =
(
0 uy1
0 0
)
ε− S−1CTCε
S˙ = −θS − AT (u, y)S
−SA(u, y) + CTC
(2.36)
où S(0) est une matrie symétrique dénie positive et θ est un paramètre onstant.
D'après (Bornard et al. 1989), (Hammouri and Morales 1990) (voir système (2.14)), si
u(.) ∈ U alors ε(t) onverge exponentiellement vers 0.
(4.a) Nous avons dim(W ∗∗/W ∗) = 1. En utilisant l'expression (2.33), nous trouvons que le
système ǫ˙ = (A(u, y) + E∗(u, y)C)|W ∗∗
W ∗
ǫ est équivalent à :
ǫ˙(t) = A(u, y)ǫ(t) (2.37)
où A(u, y) = −1.
(4.b) La matrie A(u, y) ne dépend pas de (u, y).
Ainsi, Ŵ est le sous-espae vetoriel dans R2 engendré par les olonnes de W ∗. Alors, le
système suivant : {
ζ˙ = (A(u, y) + E∗∗(u, y)C)
Ŵ
ζ
Y = N∗∗Cζ
(2.38)
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devient équivalent à : 
ζ˙ =
0 uy1 00 0 0
1 uy1 −1
 ζ
Y = ζ1
(2.39)
Dans e qui suit, nous allons montrer que Ŵ est le plus petit sous-espae U-extérieurement
détetable ontenant W . Pour ela, nous allons aluler E1(w), E2(h) et H(h, w) satisfaisant
aux onditions de la dénition 25 :
a. Nous avons E1(w) = E
∗∗(w), (ii w = (u, y)).
b. Prenons h = S et E2(h) =

0
0
−[S−1CTN∗∗]
0
.
. H(h, w) = −θS −AT (w)S − SA(w) +CTC. De plus, si S(0) est une matrie symétrique
dénie positive, alors la solution S(t) reste symétrique dénie positive pour tout t. Dans
la suite, nous prenons S l'ensemble des (2 × 2) matries symétriques dénies positives
(e sous-ensemble est un ouvert de l'espae vetoriel des matries symétriques).
Clairement, le système quotient suivant :
Σ :
{
ξ˙ = (A(w) + E1(w)C + E2(h)C)
Ŵ
ξ
h˙ = H(h, w), (ξ, h) ∈ (R5/Ŵ )× S.
(2.40)
peut être présenté omme suit :

ζ˙ =
0 uy1 00 0 0
1 uy1 −1
 ζ + (−S−1CT ζ1
0
)
S˙ = −θS −AT (w)S − SA(w) + CTC
(2.41)
D'une part, les deux premières équations de (2.41) sont les mêmes que elles de (2.36). Par
onséquent, (ζ1(t), ζ2(t)) onverge vers 0. D'autre part, u(.)y1(.) est borné et la troisième
équation de (2.41) est stable par rapport à ζ3. Alors, limt→∞ ζ(t) = 0.
En onséquene, Ŵ = W ∗ =W est le plus petit sous-espae U-extérieurement détetable
ontenant W .
Par ailleurs, il est évident de remarquer que Ŵ∩Ker(C) ⊂ Ker(Γ). Enn, prenons la projetion
P tel que P (x) = (x3, x4, x5), don nous avons Ŵ = Ker(P ) et l'hypothèse du théorème 9 est
alors vériée.
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D'où, le U-observateur à entrées inonnues qui estime Γx(t) prend la forme suivante :
z˙ =
0 uy1 00 0 0
1 uy1 −1
 z +
−(1 + y42)y2 + uy1u
0

−
(
S−1 0
0 0
)
C˜T (C˜z − y2)
S˙ = −θS −AT (w)S − SA(w) + CTC
γ(t) = F1z(t) + F2y(t) =

y1(t)
z1(t)
z2(t)
z3(t)

(2.42)
ave F1 =
(
0
I3
)
, F2 =
(
[1 0]
0
)
et C˜ = [1 0 0] où 0 désigne la matrie nulle de dimension
adéquate, et I3 la matrie identité.
Rappelons que P (x) = (x3, x4, x5), de la onstrution i-dessus, il est lair que les onditions
i) et ii) de la dénition 22 sont vériées.
Les performanes de l'observateur ont été testées par une simulation sous Matlab. Nous avons
onsidéré un signal sinusoïdal omme entrées inonnues v(t) = sin(t) sur les deux premiers
états du système (2.23) et nous avons estimé les états x3, x4 et x5. Les entrées onnues ont été
prises égales à t/2.
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Figure 2.1: Evolution des états x1 et x2
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Figure 2.2: Evolution des états x3, x4 et x5 ave leurs estimations
La gure 2.1 montre l'évolution des états x1 et x2 qui sont aetés par les entrées inonnues.
Les résultats de l'observateur sont représentés sur la gure 2.2. Nous remarquons que les états
estimés x̂3, x̂4 et x̂5 onvergent respetivement vers les états réels x3, x4 et x5 e qui montre
que tel observateur fournit un estimateur d'état approprié en dépit de la présene des entrées
inonnues.
Exemple 2 :
Considérons le système suivant :{
x˙(t) = A(u(t), y(t))x(t) +Kx(t)v(t)
y(t) = Cx(t)
(2.43)
où
A(u) = A0 + uy1A1 (2.44)
A0 =

−1 −1 0 0 0 2
0 −1 0 0 0 0
−1 0 −1 0 0 1
0 0 0 −1 0 0
−1 0 0 0 −1 1
0 0 0 0 0 0

, A1 =

0 0 0 0 1 0
0 0 0 1 0 0
1 1 0 0 0 −1
0 0 0 0 1 0
−1 0 0 0 0 2
0 0 0 0 0 0

(2.45)
C =
(
1 0 0 0 0 −1
0 0 0 0 1 0
)
(2.46)
K =

1 0
0 0
0 1
0 0
0 0
0 0

. (2.47)
2.5 Exemples 55
u et v sont respetivement les entrées onnues et inonnues.
Prenons Γ(x) = (x1, x4, x5, x6). Dans la suite, nous allons montrer que Γx(t) peut être es-
timé. Tout d'abord, nous montrons que l'hypothèse du théorème 9 est satisfaite. Ensuite, nous
donnons la struture du ltre qui permet d'estimer Γx(t).
Soit W le sous-espae vetoriel dans R6 engendré par les olonnes de K et alulons Ŵ en
utilisant la proédure que nous avons présenté préédemment :
(1) Calul de W ∗ et E∗(.) :
En appliquant la ondition 2) de la dénition 23, 'est faile de remarquer que W ∗ = W .
Puisque le système est bilinéaire, alors E∗(u, y) prend la forme suivante E∗0 + uy1E
∗
1 .
Ainsi, (A(u, y) + E∗(u, y)C)W ∗ ⊂ W ∗ devient équivalent à (A0 + E∗0C)W
∗ ⊂ W ∗ et
(A1 + E
∗
1C)W
∗ ⊂W ∗.
(Ai+E
∗
i C)W
∗ ⊂W ∗ est équivalent à [W ∗⊥]TE∗i C[W
∗] = −[W ∗⊥]TAi[W ∗], pour i = 0, 1.
Don,
E∗0 = E
∗
1 =

e0∗11 e
0∗
12
0 e0∗22
e0∗31 e
0∗
32
0 e0∗42
1 e0∗52
0 e0∗62

(2.48)
(2) Calul de W ∗∗ et E∗∗(.) :
En appliquant l'algorithme (2.6), nous trouvons :
[W ∗∗] =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
0 0 0 0
0 0 0 0

. (2.49)
Comme i-dessus, E∗∗(u, y) peut être obtenu en résolvant l'expression suivante
[W ∗∗⊥]TE∗∗i C[W
∗∗] = −[W ∗∗⊥]TAi[W ∗∗], pour i = 0, 1. Alors,
E∗∗0 = E
∗∗
1 =

e0∗∗11 e
0∗∗
12
e0∗∗21 e
0∗∗
22
e0∗∗31 e
0∗∗
32
e0∗∗41 e
0∗∗
42
1 e0∗∗52
0 e0∗∗62

(2.50)
Ainsi, nous pouvons hoisir :
E∗0 = E
∗∗
0 = E
∗
1 = E
∗∗
1 =

0 0
0 0
0 0
0 0
1 0
0 0

(2.51)
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(3) Calul de N∗∗ :
Nous résolvons l'équation N∗∗C[W ∗∗] = 0 qui nous donne N∗∗1 = 0. Ainsi, nous prenons
N∗∗ = (0 1), d'où :
N∗∗C = (0 0 0 0 1 0) (2.52)
Maintenant, onsidérons le hangement de oordonnées suivant ξ = T−1x, où T =
[[W ∗∗] [W ∗∗⊥]] est la matrie inversible onstituée par les olonnes de [W ∗∗] et [W ∗∗⊥],
où :
[W ∗∗⊥] =

0 0
0 0
0 0
0 0
1 0
0 1

. (2.53)
Nous obtenons :
T−1(A0 + E
∗
0C)T =

−1 0 −1 0 0 2
−1 −1 0 0 0 1
0 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 0

(2.54)
et
T−1(A1 + E
∗
1C)T =

0 0 0 0 1 0
1 0 1 0 0 −1
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0

. (2.55)
Ainsi, la matrie T−1(A(u, y) + E∗(u, y)C)T prend la forme suivante :
−1 0 −1 0 uy1 2
uy1 − 1 −1 uy1 0 0 1− uy1
0 0 −1 uy1 0 0
0 0 0 −1 uy1 0
0 0 0 0 −1 uy1
0 0 0 0 0 0

(2.56)
Remarquons que E∗(u, y) = E∗∗(u, y) et que les quatre premières olonnes de la matrie
T−1(A(u, y)+E∗(u, y)C)T orrespondent à une base de (A(u, y)+E∗∗(u, y)C)W ∗∗. C'est
faile de remarquer que le système quotient suivant :
ε˙ = (A(u, y) + E∗∗(u, y)C)
W ∗∗
ε
Y = N∗∗Cε
ε ∈ R6/W ∗∗ ≡ R2
(2.57)
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peut être représenté par :  ε˙ =
(
−1 uy1
0 0
)
ε
Y = [1 0]ε
(2.58)
Soit U l'ensemble des entrées bornées u(.) tel que u(t)y1(t) rend le système (2.58) omplè-
tement uniformément observable. Prenons A(u) =
(
−1 uy1
0 0
)
, C = [1 0] et onsidérons
le système suivant :  ε˙ =
(
−1 uy1
0 0
)
ε− S−1CTCε
S˙ = −θS − AT (u)S − SA(u) + CTC
(2.59)
où S(0) est une matrie symétrique dénie positive et θ est un paramètre onstant.
D'après (Bornard et al. 1989), (Hammouri and Morales 1990) (voir le système (2.14)), si
u(.) ∈ U alors ε(t) onverge exponentiellement vers 0.
(4.a) Nous avons dim(W ∗∗/W ∗) = 2. En utilisant l'expression (2.56) de T−1(A(u, y) +
E∗(u, y)C)T , le système ǫ˙ = (A(u, y) + E∗(u, y)C)|W ∗∗
W ∗
ǫ devient équivalent à :
ǫ˙(t) = A(u, y)ǫ(t) (2.60)
où A(u, y) =
(
−1 uy1
0 −1
)
.
(4.b) La matrie A(u, y) dépend de (u, y).
(4.) L'unique sous-espae A(u, y)-invariant notée par W dans R2 est le sous-espae engendré
par
(
1
0
)
.
(4.d) A(u, y)
W
= −1. Ainsi, Ŵ est le sous-espae vetoriel de R3 engendré par les olonnes de
W ∗ et la deuxième olonne de A(u, y) (voir (2.56)). Don, le système :{
ζ˙ = (A(u, y) + E∗∗(u, y)C)
Ŵ
ζ
Y = N∗∗Cζ
(2.61)
devient équivalent à : 
ζ˙ =
−1 uy1 00 −1 uy1
0 0 0
 ζ
Y = ζ2
(2.62)
Montrons que Ŵ est le plus petit sous-espae U-extérieurement détetable ontenant W . Pour
ela, nous allons aluler E1(u), E2(h), H(h, w) satisfaisant les onditions de la dénition 25 :
a. Nous avons E1(w) = E
∗(w), (ii w = (u, y)).
b. Soit h = S et E2(h) =

0
0
0
0
−[S−1CTN∗∗]
.
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. H(h, w) = −θS −AT (w)S − SA(w) +CTC. De plus, si S(0) est une matrie symétrique
dénie positive, alors S(t) reste symétrique dénie positive pour tout t. Dans la suite,
nous notons par S l'ensemble des (2 × 2) matries symétriques dénies positives ('est
un sous-ensemble ouvert de l'espae vetoriel des matries symétriques).
Alors, le système quotient suivant :
Σ :
{
ξ˙ = (A(w) + E1(w)C + E2(h)C)
Ŵ
ξ
h˙ = H(h, w), (ξ, h) ∈ (R6/Ŵ )× S.
(2.63)
peut être représenté omme suit :
ζ˙ =
−1 uy1 00 −1 uy1
0 0 0
 ζ + ( 0
−S−1CT ζ2
)
S˙ = −θS −AT (u, y)S − SA(u, y) + CTC
(2.64)
Les modes observables du système (2.64) sont aratérisés par les variables ζ2 et ζ3. Leurs
dynamiques sont équivalentes aux elles du système (2.59). Ainsi, (ζ2(t), ζ3(t)) onvergent
vers 0. Le mode inobservable est donné par ζ1. Sa dynamique est exponentiellement stable
(u(.)y1(.) est borné). Alors, limt→∞ ζ(t) = 0.
Par onséquent, Ŵ est le plus petit sous-espae U−extérieurement détetable ontenant
W .
En outre, il est évident que Ŵ ∩Ker(C) ⊂ Ker(Γ). Finalement, prenons P (x) = (x4, x5, x6),
ainsi nous avons Ŵ = Ker(P ) et l'hypothèe du théorème 9 est satisfaite.
La dimension de l'espae qui peut être observé indépendamment des entrées inonnues v(.) est
de dimension 4 dont 3 variables peuvent être estimées en utilisant l'observateur (2.64) et la
4
ème
variable provient de la sortie mesurée du système (2.43). D'où, le U-observateur à entrées
inonnues qui estime Γx(t) prend la forme suivante :
z˙ =
−1 uy1 00 −1 uy1
0 0 0
 z − (0 0
0 S−1
)
C˜T (C˜z − y2)
S˙ = −θS − AT (u, y)S − SA(u, y) + CTC
γ(t) = F1z(t) + F2y(t) =

y1(t)
z1(t)
z2(t)
z3(t)

(2.65)
où F1 =
(
0
I3
)
, F2 =
(
[1 0]
0
)
et C˜ = [0 1 0] ave 0 est la matrie nulle de dimension adéquate
et I3 est la matrie identité.
Rappelons que P (x) = (x4, x5, x6), alors il est lair que les onditions i) et ii) de la dénition
22 sont vériées. Les performanes de l'observateur proposé sont évaluées par une simulation
sous Matlab. Nous avons onsidéré un signal sinusoïdal omme entrées inonnues sur le premier
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(a) Evolution de x1 aeté par les entrées in-
onnues
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(b) Evolution de x3 aeté par les entrées in-
onnues
Figure 2.3: Evolution des états x1 et x3.
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(a) Evolution de γ1(t) = y1(t)
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(b) Evolution de x4(t) ave son estimation
γ2(t)
Figure 2.4: a) Evolution des deux premières variables de γ(t).
et le troisième états du système (2.43) et nous avons estimé les états x4, x5 and x6. Les entrées
onnues ont été prises égales à t/2 omme dans l'exemple 1.
La gure 2.3 nous montre l'évolution du premier et troisième états qui sont aetés par les
entrées inonnues.
Les gures 2.4 et 2.5 montrent que l'observateur (2.65) fournit une estimation d'état appropriée.
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(a) Evolution de x5(t) ave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(b) Evolution de x6(t) ave son estimation
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Figure 2.5: b) Evolution des deux dernières variables de γ(t).
2.6 Conlusion
La oneption d'un observateur à entrées inonnues pour les systèmes anes en l'état ave
injetion de sortie a été envisagée dans e hapitre. Le problème onsiste à estimer une partie
de l'état inonnu indépendamment de la onnaissane des entrées inonnues. La onstrution
de l'observateur à entrées inonnues est basée sur l'existene d'un système maximal déte-
table relativement à une large lasse des entrées et qui est insensible aux entrées inonnues.
Pour résoudre e problème, nous avons utilisé la notion de détetabilité externe dénie dans
(Hammouri and Tmar 2010) qui permet de onstruire le plus grand sous-système détetable
qui n'est pas aeté par les entrées inonnues. L'observateur proposé est stable, onvergent et
robuste dans le sens que les paramètres de la matrie K(x) ainsi que les entrées assoiées v(t)
sont supposés être inonnues et seulement le sous-espae vetoriel engendré par les olonnes de
K(x) est néessaire dans la onstrution de l'observateur à entrées inonnues.
Chapitre 3
Observateur non linéaire basé sur la forme
en asade et l'injetion de sortie
Ce hapitre traite de l'analyse d'observabilité permettant de transformer un système non
linéaire en un système en asade pour lequel un observateur peut être onçu. Cette lasse de
systèmes en asade ontient la lasse des systèmes anes en l'état ave une injetion de sortie.
Tout d'abord, nous donnons des onditions néessaires et susantes théoriques qui représentent
une extension des résultats existants. Ensuite, nous donnons un algorithme onstrutif qui
permet de aluler les diéomorphismes qui transforment le système d'origine sous la forme
asade désirée. Enn, nous aratérisons l'ensemble de tous es diéomorphismes.
3.1 Introdution
L'importane des observateurs linéaires ou non linéaires et leur appliations dans la
oneption des systèmes de ontrle, la détetion de défauts, des ommuniations séurisées et
divers autres domaines a été bien évalué.
De nombreuses approhes ont été développées an de onevoir un observateur pour les
systèmes non linéaires. Parmi eux, nous trouvons les approhes géométriques qui onsistent
à aratériser les systèmes non linéaires pouvant être transformés par un hangement de
oordonnées en une lasse partiulière de systèmes pour lesquels un simple observateur pourra
être onçu. Le problème de linéarisation de l'erreur d'observation onsiste à transformer un
système non linéaire en un système linéaire plus un terme non linéaire ne dépendant que
des entrées onnues et des sorties. Pour tels systèmes, un observateur de Luenberger peut
être onçu. Ce problème a attiré beauoup d'attention depuis sa formulation par (Krener
and Isidori 1983) (voir par exemple (Boutat et al. 2009, Glumineau et al. 1996, Krener and
Respondek 1985, Lin and Byrnes 1995, Plestan and Glumineau 1997, Xia and Gao 1989)).
En utilisant des tehniques d'immersion, une extension de e problème a été indiqué dans
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(Jouan 2003) dans le as d'une sortie unique.
Dans le même adre que pour le problème de linéarisation de l'erreur, les auteurs
dans (Hammouri and Gauthier 1988, Hammouri and Gauthier 1989, Hammouri and
Gauthier 1992, Hammouri and Kinnaert 1996) ont aratérisé les systèmes non linéaires qui
peuvent être transformés par un hangement de oordonnées sous la forme des systèmes af-
nes ave une injetion de sortie. Pour es systèmes, un observateur de Kalman peut être onçu.
Considérons la lasse suivante des systèmes en asade :
z˙ = A(u)z + ψ(u, y)
˙˜z = A˜(u)z˜ + ψ˜(u, z, y˜)
Y =
(
Cz
C˜z˜
)
=
(
y
y˜
)
(3.1)
Pour es systèmes, la oneption d'observateurs peut être résolue. En eet, une struture d'ob-
servateurs pour les systèmes (3.1) peut prendre la forme suivante :
˙̂z = A(u)ẑ + ψ(u, y)− S−1CTR(Cẑ − y)
˙̂
z˜ = A˜(u)̂˜z + ψ˜(u, ẑ, y˜)− S˜−1C˜T R˜(C˜̂˜z − y˜)
S˙ = −θS −AT (u)S − SA(u) + CTRC
˙˜
S = −θ˜S˜ − A˜T (u)S˜ − S˜A˜(u) + C˜T R˜C˜
(3.2)
où S(0), S˜(0), R et R˜ sont des matries symétriques dénies positives, θ > 0 et θ˜ > 0 sont des
paramètres. La preuve de la onvergene de et observateur a été présentée dans (Besançon et
al. 1996).
Motivé par la synthèse d'observateur présentée i-dessus, nous analysons dans e hapitre les
systèmes non linéaires qui peuvent être transformés par un hangement de oordonnées à une
lasse des systèmes en asade. Ensuite, nous n'allons pas nous limiter à des onditions nées-
saires et susantes qui étendent elles indiquées dans (Hammouri and Gauthier 1988, Ham-
mouri and Gauthier 1989), mais aussi à développer un algorithme permettant de aluler un
système de oordonnées adéquat. L'algorithme que nous allons présenter n'est pas une simple
extension de eux proposés par (Hammouri and Gauthier 1988, Hammouri and Kinnaert 1996),
mais néessite des tehniques algébriques et géométriques appropriées. Enn, nous allons don-
ner une aratérisation omplète de la lasse des diéomorphismes permettant de transformer
le système d'origine sous la forme en asade désirée.
3.2 Résultats préliminaires
Nous onsidérons les deux lasses suivantes de systèmes non linéaires :
x˙ = f(u, x)
y = h(x)
y˜ = h˜(x)
(3.3)
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
z˙ = A(u)z + ψ(u, y)
˙˜z = A˜(u)z˜ + ψ˜(u, z, y˜)
y = Cz
y˜ = C˜z˜
(3.4)
où x ∈ Rn, (z, z˜) ∈ Rq × Rn−q sont respetivement les états des systèmes (3.3) et (3.4) ;
u(t) ∈ Rm est l'entrée onnue, y(t) et y˜(t) représentent les sorties onnues qui appartiennent
respetivement à R
p
et R
p˜
. Sans perte de généralité, les fontions f et h sont supposées être
de lasse C∞ par rapport à x et ontinues par rapport à u.
• Le système (3.3) est observable, si pour deux états initiaux distints x(0) et x′(0), il
existe une entrée u(.) de telle sorte que (h(x(.)), h˜(x(.))) et (h(x′(.)), h˜(x′(.))) ne sont
pas identiquement égaux sur un intervalle [0, T ] où x(.) et x′(.) sont bien dénis.
• Soit ONL l'espae d'observabilité du système (3.3) : le plus petit espae vetoriel réel
ontenant les omposants de h, h˜ et fermé sous les dérivés de Lie le long des hamps de
veteurs fu, où fu(x) = f(u, x).
Soit dONL la odistribution engendrée par {dϕ; ϕ ∈ ONL} (la odistribution d'observa-
bilité de (3.3)). Le système (3.3) est dit observable dans le sens du rang pour un ertain
x0 ∈ Rn, si dim(dONL(x0)) = n.
Dénition 26 Le système (3.4) est dit en asade observable, si le système (3.4) ave son
système réduit assoié en (z, y) sont observables.
Considérons les systèmes suivants :{
z˙(t) = A(u(t))z(t)
y(t) = Cz(t)
(3.5)
{
˙˜z(t) = A˜(u(t))z˜(t)
y˜(t) = C˜z˜(t)
(3.6)
Notons par O (respetivement O˜) l'espae vetoriel d'observabilité de (3.5) (respetivement
de (3.6)). Nous pouvons vérier que O (respetivement O˜) est exatement l'espae vetoriel
engendré par les formes linéaires dénies par les lignes de C et elles de CA(u1) . . .A(uk)
(respetivement les lignes de C˜ et C˜A˜(u1) . . . A˜(uk)), où u1, . . . , uk dérivent R
m
et k ≥ 1. Par
onséquent, O (respetivement O˜) peut être identié ave la odistribution d'observabilité du
système (3.5) (respetivement (3.6)). Ensuite, nous avons :
Assertion 1 Les propriétés suivantes sont équivalentes :
1) Le système (3.4) est en asade observable .
2) Les systèmes (3.5) et (3.6) sont tous les deux observables.
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3) dim(O) = q et dim(O˜) = n− q
Dans e qui suite, nous allons rappeler quelques notions géométriques.
Quelques rappels :
• Produit intérieur
SoitX = (X1, . . . , Xl) un l-uplet de hamps de veteurs, ave l ≤ k et soit ω =
∑n
i=1 aidxi
une forme diérentielle. Alors, iX(ω) est la (k − l)-forme diérentielle dénie par :
iX(ω)(Y1, . . . , Yk−l) = ω(X1, . . . , Xl, Y1, . . . , Yk−l) (3.7)
En partiulier, si k = l, alors iX(ω) est une fontion (une 0-forme diérentielle).
• Dérivée de Lie
Soit X =
∑n
i=1 αi
∂
∂xi
un hamp de veteurs, alors la dérivée de Lie LX(ω) est dénie
par :
LX(ω) =
n∑
i=1
αiLX(ai)dxi +
n∑
i=1
aidαi (3.8)
• Produit dual
Soient X et ω tels qu'ils sont dénis i-dessus, le produit dual est donné par :
ω(X) =
n∑
i=1
αiai (3.9)
Le produit dual (3.9) peut être étendu à k-formes diérentielles omme suit :
Si ω =
∑
1≤i1<...<ik≤n
a(i1,...,ik)dxi1 ∧ . . . ∧ dxik est de k-formes diérentielles et X =
(X1, . . . , Xk) est un k-uplet de hamps de veteurs, ave Xi =
∑n
l=1 αil
∂
∂xl
, alors :
ω(X) =
∑
1≤i1<...<ik≤n
a(i1,...,ik)
∣∣∣∣∣∣
α1i1 . . . αki1
. . . . . . . . .
α1ik . . . αkik
∣∣∣∣∣∣ . (3.10)
Soit V un espae vetoriel et F un sous-ensemble de V , alors SpanF représente le sous-espae
vetoriel de V qui est engendré par F .
Soit fu le hamp vetoriel déni par fu(x) = f(u, x) ; h(x) = (h1(x), . . . , hp(x)) et
h˜(x) = (h˜1(x), . . . , h˜p(x)) représentent les sorties du système (3.3) et soit X = (X1 . . . , Xp) un
p-uplet de hamps de veteurs dans Rn. Nous dénissons la famille d'espaes vetoriels réels
ΩXk de (p+ 1)-formes diérentielles omme suit :
• ΩX0 = 0 et Ω
X
1 = Span{dLfu(hi)∧dh1∧ . . .∧dhp; 1 ≤ i ≤ p, u ∈ R
m}. Nous remarquons
que es deux espaes ne dépendent pas de X .
• Pour k ≥ 1, nous prenons ΩXk+1 = Span{Lfu(iX(ω)) ∧ dh1 ∧ . . . ∧ dhp; u ∈ R
m; ω ∈
ΩXk }+ Ω
X
k .
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Prenons π = dϕ1 ∧ . . .∧ dϕq, où ϕk sont des fontions de lasse C∞ et soit X˜ = (X˜1, . . . , X˜p˜+q)
un (p˜+ q)-uplet de hamps de veteurs. Comme nous l'avons vu i-dessus, nous dénissons les
espaes vetoriels ΩX˜k,π de (q + p˜+ 1)-formes diérentielles omme suit :
• ΩX˜0,π = 0 et Ω
X˜
1,π = Span{dLfu(h˜i) ∧ dh˜1 ∧ . . . ∧ dh˜p˜ ∧ π; 1 ≤ i ≤ p˜, u ∈ R
m}.
• Pour k ≥ 1, ΩX˜k+1,π = Span{Lfu(iX˜(ω˜)) ∧ dh˜1 ∧ . . .∧ dh˜p˜ ∧ π; u ∈ R
m; ω˜ ∈ ΩX˜k,π}+Ω
X˜
k,π.
Alors, nous avons le lemme tehnique suivant :
Lemme 2 Soit x = (x1, . . . , xn) un système de oordonnées loal et ϕ une fontion de lasse
C1. Considérons un k-uplet de hamps de veteurs X = (X1, . . . , Xk) satisfaisant LXi(xj) = δij,
alors à un signe près, nous avons :
iX(dϕ ∧ dx1 . . . ∧ dxk) = dϕ− LX1(ϕ)dx1 − . . .− LXk(ϕ)dxk (3.11)
Plus préisément, nous avons :
iX(dϕ ∧ dx1 . . . ∧ dxk) = (−1)
k+1[dϕ− LX1(ϕ)dx1 − . . .− LXk(ϕ)dxk] (3.12)
La preuve du lemme 2 peut être failement obtenue en utilisant les dénitions et les notations
données i-dessus.
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Dans (Hammouri and Gauthier 1988), (voir aussi (Hammouri and Gauthier 1989) pour le
as multi-sorties), les auteurs ont donné des onditions néessaires et susantes dans lesquelles
le système : {
x˙ = f(u, x)
y = h(x); y ∈ Rp
(3.13)
peut être transformé en un système ane en l'état ave une injetion de sortie :{
z˙ = A(u)z + ψ(u, y)
y = Cz
(3.14)
Le résultat suivant présente un théorème d'existene qui étend les résultats présentés dans
(Hammouri and Gauthier 1988, Hammouri and Gauthier 1989).
3.3.1 Conditions néessaires et susantes
Théorème 10 (Sahnoun and Hammouri 2014)
Le système (3.3) peut être transformé par un hangement de oordonnées loal autour d'un
ertain x0 ∈ Rn en un système en asade observable (3.4) où C et C˜ sont respetivement de
rang p et p˜, si et seulement si, les onditions suivantes sont satisfaites au voisinage de x0 :
(1) Il existe un p-uplet de hamps de veteurs X = (X1, . . . , Xp) satisfaisant les onditions
suivantes :
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(1-i) LXi(hj) = δij, où δij = 1 si i = j et 0 sinon.
(1-ii) La somme algébrique ΩX =
∑
k≥1Ω
X
k est un espae vetoriel réel de dimension q− p.
(1-iii) Pour tout ω ∈ ΩX , d(iX(ω)) = 0.
(1-iv) La dimension de [
∧q−p(iX(ΩX)) ∧ dh1 ∧ . . . ∧ dhp]|x0 est égale à 1, où
[
∧q−p(iX(ΩX)) ∧ dh1 ∧ . . . ∧ dhp]|x0
= {iX(ω1) ∧ . . . ∧ iX(ωq−p) ∧ dh1 ∧ . . . ∧ dhp(x0); ωi ∈ ΩX , 1 ≤ i ≤ q − p}.
(3.15)
(2) Considérons les fontions ϕ1, . . . , ϕq+p˜ dénies par :
pour 1 ≤ i ≤ p, ϕi = hi
pour 1 ≤ i ≤ p˜, ϕq+i = h˜i
(dϕ1, . . . , dϕq) forme une base de iX(Ω
X) + Rdh1 + . . .+ Rdhp
(3.16)
Soit π = dϕ1 ∧ . . . ∧ dϕq, alors il existe un (p˜ + q)-uplet de hamps de veteurs X˜ =
(X˜1, . . . , X˜p˜+q) satisfaisant les onditions suivantes au voisinage de x
0
:
(2-i) L
X˜i
(ϕj) = δij.
(2-ii) La somme algébrique ΩX˜π =
∑
k≥1Ω
X˜
k,π est un espae vetoriel réel de dimension n −
q − p˜.
(2-iii) Pour tout ω˜ ∈ ΩX˜π , d(iX˜(ω˜)) = 0.
(2-iv) La dimension [
∧n−q−p˜(i
X˜
(ΩX˜π )) ∧ dϕ1 ∧ . . . ∧ dϕq+p˜]|x0 est égale à 1.
Nous remarquons que seulement la ondition (1) du théorème 10 est néessaire et susante
an de transformer le système (3.13) en un système observable (3.14). Dans le as des sytèmes
mono-sortie, la preuve est présentée dans (Hammouri and Gauthier 1988), et pour les systèmes
multi-sorties un extrait de la preuve est donnée dans (Hammouri and Gauthier 1989).
La preuve du théorème 10 sera détaillée pour deux raisons : la première est que dans le as
multi-sorties (Hammouri and Gauthier 1989), la preuve n'est pas détaillée et ertains passages
dans la démonstration ne sont pas lairs. Et la deuxième raison est que la lasse des systèmes
(3.4) de e travail est plus générale que la lasse des systèmes (3.14) étudiée dans (Hammouri
and Gauthier 1989). Par onséquent, la démonstration du théorème 10 néessite de nouveaux
développements.
Nous allons introduire quelques notations que nous utilisons pour la suite.
Soient X , X˜ respetivement un p-uplet et un (q + p˜)-uplet de hamps de veteurs satisfaisant
respetivement les onditions (1) et (2) du théorème 10.
• ωiu1 = dLfu1 (hi)∧dh1∧. . .∧dhp et pour k ≥ 2, ω
i
u1...uk
= Lfuk (iX(ω
i
u1...uk−1
))∧dh1∧. . .∧dhp.
• ϕ1, . . . , ϕq+p˜ sont les fontions dénies dans la ondition (2) du théorème 10. Nous prenons
ω˜iu1 = dLfu1 (h˜i) ∧ dϕ1 ∧ . . . ∧ dϕq+p˜ et pour k ≥ 2, ω˜
i
u1...uk
= Lfuk (iX˜(ω˜
i
u1...uk−1
)) ∧ dϕ1 ∧
. . . ∧ dϕq+p˜.
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• Soit ξ = (ξ1, . . . , ξk) un k-système de oordonnées, la notation C∞{ξ} représente l'anneau
des fontions de lasse C∞ de (ξ1, . . . , ξk).
• Soit (z, z˜) = (z1, . . . , zq, z˜1, . . . , z˜n−q) le système de oordonnées du sys-
tème (3.4) telles que les sorties y = Cz = (z1, . . . , zp) = (C1z, . . . , Cpz) et
y˜ = C˜z˜ = (z˜1, . . . , z˜p˜) = (C˜1z˜, . . . , C˜p˜z˜).
• Soit H0 = C
∞{z1, . . . , zp} et H˜0 = C
∞{z1, . . . , zq, z˜1, . . . , z˜p˜}. Pour k ≥ 1, Hk et H˜k sont
dénis omme suit :
Hk (respetivement H˜k) est le plus petit sous-anneau de C∞{z} (respetivement
de C∞{z, z˜}) ontenant Hk−1 ∪ {CiA(u1) . . . A(uk)z; 1 ≤ i ≤ p, u1, . . . , uk ∈ Rm}
(respetivement H˜k−1 ∪ {C˜iA˜(u1) . . . A˜(uk)z˜; 1 ≤ i ≤ p˜, u1, . . . , uk ∈ Rm}).
• Soit V un espae vetoriel et W un sous-espae de V , alors pour ξ, ξ′ ∈ V , la notation
ξ = ξ′ modulo (W ) signie que ξ = ξ′ + w, pour ertains w ∈ W .
Pour démontrer le théorème 10, nous avons besoin du lemme suivant :
Lemme 3 Supposons que le système (3.3) prend la forme en asade (3.4), 'est-à-dire :
fu =
q∑
i=1
(Ai(u)z + ψi(u, y))
∂
∂zi
+
n−q∑
i=1
(A˜i(u)z˜ + ψ˜i(u, z, y˜))
∂
∂z˜i
, (3.17)
où Ai(u) (respetivement A˜i(u)) représente la i
ème
ligne de A(u) (respetivement de A˜(u)).
Supposons que X = (X1, . . . , Xp) et X˜ = (X˜1, . . . , X˜q+p˜) satisfont les onditions (1) et (2) du
théorème 10. Alors, pour tout k ≥ 1, les propriétés suivantes sont vériées :
a) iX(ω
i
u1...uk
) = dCiA(u1) . . .A(uk)z modulo (dHk−1)
b) iX˜(ω˜
i
u1...uk
) = dC˜iA˜(u1) . . . A˜(uk)z˜ modulo (dH˜k−1)
Preuve :
a) Par dénition, ωiu = d(CiA(u)z) ∧ dz1 ∧ . . . ∧ dzp, et en utilisant l'expression (3.11) du
lemme 2, il s'en suit que :
iX(ω
i
u) = dCiA(u)z −
p∑
j=1
LXj (CiA(u)z)dzj . (3.18)
En outre, à partir de la ondition (1-iii) du théorème 10, nous avons :
d(iX(ω
i
u)) = −d[
p∑
j=1
LXj (CiA(u)z)dzj ] = 0. (3.19)
Ainsi,
p∑
j=1
LXj (CiA(u)z)dzj = da(z1, . . . , zp) pour une fontion a(.) de lasse C
∞
. D'où,
iX(ω
i
u) = dCiA(u)z modulo (dH0). (3.20)
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Don, la propriété a) du lemme 3 est vériée pour k = 1.
Pour mettre n à la preuve de la propriété a), nous proédons par réurrene.
Supposons que la propriété a) est vraie pour k − 1 :
iX(ω
i
u1...uk−1
) = dCiA(u1) . . . A(uk−1)z + dρk−2 pour ρk−2 ∈ Hk−2 (3.21)
et vérions la pour k.
En utilisant l'expression de fu (3.17), nous déduisons que :
ωiu1...uk = d(CiA(u1) . . .A(uk)z) ∧ dz1 ∧ . . . ∧ dzp
+d[CiA(u1) . . . A(uk−1)ψ(u, z1, . . . , zp) + Lfuk (ρk−2)] ∧ dz1 ∧ . . . ∧ dzp.
(3.22)
Comme nous l'avons vu i-dessus, en utilisant l'expression (3.11) du lemme 2 et le fait
que Lfuk (Hk−2) ⊂ Hk−1, nous déduisons que :
iX(ω
i
u1...uk
) = dCiA(u1) . . .A(uk)z + dρk−1 pour ρk−1 ∈ Hk−2. (3.23)
b) La propriété b) du lemme 3 peut être obtenue de la même manière que pour la propriété
a).

3.3.2 Démonstration du Théorème d'existene
3.3.2.1 Condition susante
Soient p et p˜ les dimensions des espaes de sortie du système (3.3). De la ondition (1-ii) du
théorème 10, il s'en suit que iX(Ω
X) +Rdh1 + . . .+Rdhp est un espae vetoriel de dimension
q et de (1-iii), d(iX(Ω
X)) = 0. Ainsi, une base de iX(Ω
X) +Rdh1+ . . .+Rdhp peut être hoisie
de la forme (dz1, . . . , dzq), ave dzi = dhi, pour 1 ≤ i ≤ p.
Maintenant, prenons π = dz1∧. . .∧dzq. Ave un argument similaire et en utilisant les onditions
(2-ii) et (2-iii), une base de iX˜(Ω
X˜
π ) peut être hoisie de la forme (dz˜1, . . . , dz˜n−q) telle que
dz˜i = dh˜i, pour i = 1, . . . , p˜. En outre, de la ondition (2-iv) du théorème 10, nous avons
(dz1 ∧ . . . ∧ dzq ∧ dz˜1 ∧ . . . ∧ dz˜n−q) qui ne disparaît pas en x0. D'où, (z1, . . . , zq, z˜1, . . . , z˜n−q)
devient un système de oordonnées loal.
La preuve de la ondition susante sera organisée en deux étapes :
• Etape 1 : Nous montrons que le système (3.3) prend la forme en asade (3.4) dans le
système de oordonnées (z, z˜). Pour ela, il sut de montrer e qui suit :
pour 1 ≤ i ≤ q, Lfu(zi) =
q∑
k=p+1
aik(u)zk + ψi(u, z1, . . . , zp),
pour 1 ≤ i ≤ n− q, Lfu(z˜i) =
n−q∑
k=p˜+1
aik(u)z˜k + ψi(u, z1, . . . , zq, z˜1, . . . , z˜p˜)
où y = (z1, . . . , zp); y˜ = (z˜1, . . . , z˜p˜)
(3.24)
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1) Nous avons ωiu = dLfu(zi)∧dz1∧ . . .∧dzp ∈ Ω
X
. En utilisant le fait que (dz1, . . . , dzq)
forme une base de iX(Ω
X), il s'en suit que :
iX(ω
i
u) =
q∑
k=1
aik(u)dzi (3.25)
D'après l'expression (3.11) du lemme 2, nous avons :
iX(ω
i
u) = dLfu(zi)− LX1(Lfu(z1))dz1 − . . .− LXp(Lfu(zp))dzp, (3.26)
et de la ondition (1-iii) du théorème 10, nous savons que d(iX(ω
i
u)) = 0. Ainsi,
d[LX1(Lfu(z1))dz1 + . . .+ LXp(Lfu(zp))dzp] = 0, (3.27)
e qui implique que :
iX(ω
i
u) = dLfu(zi) + αi(u, z1, . . . , zp) (3.28)
Enn, la première expression de (3.24) résulte des équations (3.25) et (3.28).
2) La deuxième expression de (3.24) peut être obtenue en suivant la même démarhe
que pour la première.
Par onséquent, dans le nouveau système de oordonnées (z, z˜), le système (3.3) prend
la forme en asade (3.4).
• Etape 2 : Nous vérions que le système obtenu (3.4) est observable en asade.
Soit O (respetivement O˜) l'espae vetoriel engendré par {Ci; 1 ≤ i ≤
p} ∪ {CiA(u1) . . . A(uk); 1 ≤ i ≤ p, k ≥ 1, u1, . . . , uk ∈ Rm} (respetivement
{C˜i; 1 ≤ i ≤ p} ∪ {C˜iA˜(u1) . . . A˜(uk); 1 ≤ i ≤ p, k ≥ 1, u1, . . . , uk ∈ Rm}). D'après
l'assertion 1, il sut de montrer que dim(O) = q et dim(O˜) = n− q.
Comme il a été mentionné préédemment, nous allons supposer que yi = Ciz = zi et
y˜i = C˜iz˜ = z˜i.
1) Notons par C∞ ⊗R ΩXk le module C
∞
engendré par ΩXk . En utilisant la dénition de
ΩXk et la propriété a) du lemme 3, nous pouvons déduire que C
∞⊗R Ω
X
k est engendré
par {d(CiA(u1) . . . A(uk)z) ∧ dz1 ∧ . . . ∧ dzp; 1 ≤ i ≤ p, k ≥ 1, u1, . . . , uk ∈ Rm}.
Enn, d'après la ondition (1-iv) du théorème 10, nous pouvons hoisir des formes
linéaires :
L1z, . . . , Lq−pz ∈ {CiA(u1) . . . A(uk)z; 1 ≤ i ≤ p, k ≥ 1, u1, . . . , uk ∈ R
m} (3.29)
telles que dL1z ∧ . . . ∧ dLq−pz ∧ dz1 ∧ . . . ∧ dzp 6= 0. D'où, l'espae vetoriel O est de
dimension q.
2) De la même façon, en utilisant la dénition de ΩX˜k,π, et la propriété b) du lemme 3, il
s'en suit que C∞ ⊗R ΩX˜k,π est engendré par {d(C˜iA˜(u1) . . . A˜(uk)z) ∧ dz1 ∧ . . . ∧ dzq ∧
dz˜1 ∧ . . .∧ z˜p˜; 1 ≤ i ≤ p˜, k ≥ 1, u1, . . . , uk ∈ Rm}. En utilisant la ondition (2-iv) du
théorème 10, nous pouvons hoisir des formes linéaires omme il a été présenté dans
1) i-dessus, e qui implique que l'espae vetoriel O˜ est de dimension n− q.
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3.3.2.2 Condition néessaire
Supposons que le système (3.3) peut être transformé par un hangement de oordonnées
loal en un système en asade observable (3.4) dans lequel rang(C) = p et rang(C˜) = p˜.
Les onditions (1) et (2) données dans le théorème 10 sont intrinsèques (elles ne dépendent pas
du système de oordonnées), don il sut de les vérier que pour le système (3.4).
Par un simple hangement de oordonnées linéaire, nous supposons que yi = Ciz = zi,
y˜i = C˜iz˜ = z˜i, et fu =
q∑
i=1
(Ai(u)z + ψi(u, y))
∂
∂zi
+
n−q∑
i=1
(A˜i(u)z˜ + ψ˜i(u, z, y˜))
∂
∂z˜i
, où Ai(u) et
A˜i(u) représentent respetivement la i
ème
ligne de A(u) et A˜(u).
1. Condition (1) du théorème 10 :
Pour 1 ≤ i ≤ p, soit Xi =
∂
∂zi
ave X = (X1, . . . , Xp) et vérions les onditions de (1-i)
à (1-iv) du théorème 10.
(1-i) Cette ondition est simple. En eet, par onstrution, nous trouvons que LXi(hj) =
δij.
(1-ii) Il sut de montrer que l'espae vetoriel réel ΩX est de dimension q − p.
Nous avons le système (3.4) est observable en asade. D'après l'assertion 1, l'espae
vetoriel O engendré par la famille de lignes {Ci; 1 ≤ i ≤ p}∪{CiA(u1) . . .A(uk); k ≥
1, u1 . . . , uk ∈ Rm} est de dimension q. An de montrer que dim(ΩX) = q−p, il sut
de vérier e qui suit :
ΩX = Span{dCiA(u1) . . . A(uk)z∧dz1∧. . .∧dzp; 1 ≤ i ≤ p, k ≥ 1, uj ∈ R
m} (3.30)
Comme ΩX =
∑
k≥1Ω
X
k , ave Ω
X
0 = 0 et Ω
X
k = {Lfu(iX(ω)) ∧ dz1 ∧ . . . ∧ dzp;ω ∈
ΩXk−1, u ∈ R
m}+ ΩXk−1, il sut de montrer la propriété suivante :
(P(k)) ΩXk = Span{dCiA(u1) . . . A(uk)z∧dz1∧. . .∧dzp; 1 ≤ i ≤ p, uj ∈ R
m}+ΩXk−1
(3.31)
• Par dénition, ΩX1 est l'espae vetoriel engendré par une forme
ωiu = d(Lfu(Ciz)) ∧ dz1 ∧ . . . ∧ dzp = d(CiA(u)z) ∧ dz1 ∧ . . . ∧ dzp. (3.32)
Ainsi, (P(1)) est vraie.
• Soit k ≥ 2, supposons que (P(k − 1)) est vraie et montrons (P(k)).
Pour ela, il sut de montrer que si
αu1...uk−1 = dCiA(u1) . . . A(uk−1)z ∧ dz1 ∧ . . . ∧ dzp (3.33)
alors,
Lfuk (iX(αu1...uk−1) ∧ dz1 ∧ . . . ∧ dzp =
dCiA(u1) . . .A(uk)z ∧ dz1 ∧ . . . ∧ dzp modulo (Ω
X
k−1).
(3.34)
En utilisant l'expression (3.11), nous obtenons :
iX(αu1...uk−1) = dCiA(u1) . . .A(uk)z − LX1(CiA(u1) . . . A(uk)z)dz1
− . . .− LXp(CiA(u1) . . .A(uk)z)dzp
= dCiA(u1) . . .A(uk)z + a1dz1 − . . .+ apdzpdzp
(3.35)
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où les ai sont des onstantes. Par onséquent,
Lfuk (iX(αu1...uk−1)) ∧ dz1 ∧ . . . ∧ dzp =
dCiA(u1) . . .A(uk)z ∧ dz1 ∧ . . . ∧ dzp modulo (Ω
X
1 ).
(3.36)
(1-iii) A partir des arguments développés dans la ondition (1-ii) du théorème 10, nous
pouvons déduire que :
iX(Ω
X) + Rdz1 + . . .+ Rdzp =
Span{dCiA(u1) . . .A(uk)z; 1 ≤ i ≤ p, k ≥ 1, u1, . . . , uk ∈ Rm}+ Rdz1 + . . .+ Rdzp
(3.37)
Par onséquent, d(iX(Ω
X
k )) = 0.
(1-iv) En utilisant l'observabilité en asade du système 3.4 et l'expression (3.37), il s'en
suit que :
iX(Ω
X) + Rdz1 + . . .+ Rdzp = Rdz1 + . . .+ Rdzq (3.38)
Ainsi, l'espae vetoriel
∧q−p(iX(ΩX)) ∧ dz1 ∧ . . . ∧ dzp est de dimension 1, et il est
engendré par dz1 ∧ . . . ∧ dzq.
2. Condition (2) du théorème 10 :
Considérons le (p˜+ q)-uplet de hamps de veteurs :
X˜ = (
∂
∂z1
, . . . ,
∂
∂zq
,
∂
∂z˜1
, . . . ,
∂
∂z˜p˜
) (3.39)
Les q-formes dierentielles notées par π du théorème 10 peuvent être hoisies sous la
forme suivante :
π = dz1 ∧ . . . ∧ dzq (3.40)
Dans la suite, nous allons montrer que X˜ satisfait les onditions de (2-i) à (2-iv) du
théorème 10.
(2-i) Cette ondition est évidente (de la même façon que pour la ondition (1-i)).
2-ii) Il sut de montrer que dim(ΩX˜π ) = n− q − p˜.
Comme il a été montré dans (1-ii), nous pouvons trouver que :
ΩX˜π = Span {dC˜iA˜(u1) . . . A˜(uk)z˜ ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1 ∧ . . . ∧ dz˜p˜,
u1, . . . , uk ∈ Rm, k ≥ 1, 1 ≤ i ≤ p˜}
(3.41)
Comme le système (3.4) est observable en asade, alors l'espae vetoriel O˜ =
Span{C˜i; 1 ≤ i ≤ p˜} ∪ {C˜iA˜(u1) . . . A˜(uk); 1 ≤ i ≤ p˜, k ≥ 1, u1, . . . , uk ∈ R
m}
est de dimension n− q. D'où, dim(ΩX˜π ) = n− q − p˜.
(2-iii) Cette ondition onsiste à montrer que pour tout ω˜ ∈ ΩX˜π , nous avons diX˜(ω˜) = 0.
Cette dernière expression résulte de la propriété suivante :
i
X˜
(ΩX˜π ) + Rdz˜1 + . . .+ Rdz˜p˜ =
Span{d(C˜iA˜(u1) . . . A˜(uk)z); 1 ≤ i ≤ p˜, k ≥ 1, ui ∈ Rm}+ Rdz˜1 + . . .+ Rdz˜p˜
(3.42)
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(2-iv) En utilisant l'observabilité en asade du système (3.4) et l'expression (3.42), il s'en
suit que :
iX˜(Ω
X˜
π ) + Rdz˜1 + . . .+ Rdz˜p˜ = Rdz˜1 + . . .+ Rdz˜n−q (3.43)
D'où, l'espae vetoriel
∧n−q−p˜(i
X˜
(ΩX˜π )) ∧ π ∧ dz˜1 ∧ . . . ∧ dz˜p˜ est engendré par dz1 ∧
. . . ∧ dzq ∧ dz˜1 ∧ . . . ∧ dz˜n−q.
3.4 Proédure de alul des hamps de veteurs X et X˜
dans le as où p = p˜ = 1
L'algorithme qui permet de aluler les hamps de veteurs X = (X1, . . . , Xp) et X˜ =
(X˜1, . . . , X˜q+p˜) satisfaisant les onditions du théorème 10 est une tâhe diile et nous ne
sommes pas en mesure de le présenter dans sa forme générale. Dans ette setion, nous proposons
un algorithme permettant de aluler les hamps de veteurs X et X˜ , dans le as où p = p˜ = 1,
'est-à-dire les fontions de sortie h et h˜ sont des salaires.
3.4.1 Quelques outils géométriques
Dans e paragraphe, nous sommes interessés par le système (3.3) pour lequel nous prenons
p = p˜ = 1 et nous allons présenter des notations qui seront utilisées dans la suite.
Soient D et D′ deux odistributions ave D′ ⊂ D, alors le quotient D/D′ désigne l'ensemble
de la lasse équivalente des formes diérentielles [ω] = ω+D′ = {ω+ω′; ω′ ∈ D′}, où ω ∈ D.
De même, si ∆ et ∆′ sont deux distributions ave ∆ ⊂ ∆′ , les éléments du quotient ∆′/∆
seront notés par [X ] = X +∆ où X ∈ ∆′ (voir Annexe C.3).
Si [ω] ∈ D/D′ et χ ∈ D tel que [ω] = [χ], alors ω = χ modulo (D′).
Enn, si X et Z sont deux hamps de veteurs, alors [X,Z] désigne le rohet de Lie de es
hamps de veteurs (voir Annexe C.1).
Considérons le drapeau de odistributions et de distributions suivant :
D0 ⊂ . . . ⊂ Dk ⊂ . . .
∆0 ⊃ . . . ⊃ ∆k ⊃ . . .
D˜0 ⊂ . . . ⊂ D˜k ⊂ . . .
∆˜0 ⊃ . . . ⊃ ∆˜k ⊃ . . .
(3.44)
où :
• D0 = 0 est la odistribution nulle et D1 = Span({dh}). En proédant par itération, nous
avons :
Dk+1 = Dk + Span({dLfuk . . . Lfu1 (h); u1, . . . , uk ∈ R
m}) (3.45)
et D♯ =
∑
k≥1Dk.
• D˜0 = D♯ et D˜1 = D˜0 + Span({dh˜}). Pour k ≥ 1, nous avons :
D˜k+1 = D˜k + Span({dLfuk . . . Lfu1 (h˜); u1, . . . , uk ∈ R
m}) (3.46)
3.4 Proédure de alul des hamps de veteurs X et X˜ dans le as où p = p˜ = 1 73
et D˜♯ =
∑
k≥1 D˜k.
• ∆k = Ker(Dk) et ∆♯ = Ker(D♯).
• ∆˜k = Ker(D˜k) et ∆˜♯ = Ker(D˜♯).
• Le quotient des odistributions Dk/Dk−1 (respetivement D˜k/D˜k−1) est le dual du quo-
tient des distributions ∆k−1/∆k (respetivement ∆˜k−1/∆˜k). Le produit dual [ω]([X ]) =
ω(X) est bien déni.
Dans les deux assertions suivantes, nous allons onsidérer l'expression de fu donnée en (3.17)
et les sorties h et h˜ qui sont respetivement y = Cz = z1 et y˜ = C˜z˜ = z˜1.
Comme il a été présenté préédemment, nous onsidérons les anneaux Hk et H˜k dans le as où
p = p˜ = 1 :
• H0 = C∞{z1} (respetivement H˜0 = C∞{z1, . . . , zq, z˜1}) représente l'anneau des fontions
ϕ(z1) (respetivement ϕ(z1, . . . , zq, z˜1)) de lasse C∞.
• C∞{z} (respetivement C∞{z, z˜}) représente l'anneau des fontions ϕ(z1, . . . , zq) (resp.
ϕ(z1, . . . , zq, z˜1, . . . , z˜n−q)) de lasse C
∞
.
Alors, pour k ≥ 1, Hk (respetivement H˜k) est le plus petit sous-anneau de C
∞{z}
(respetivement de C∞{z, z˜}) ontenant Hk−1 ∪ {CA(u1) . . . A(uk)z; u1, . . . , uk ∈ Rm}
(respetivement H˜k−1 ∪ {C˜A˜(u1) . . . A˜(uk)z˜; u1, . . . , uk ∈ Rm}).
Alors, nous avons :
Assertion 2
i) Lfuk . . . Lfu1 (Cz) = CA(u1) . . . A(uk)z modulo Hk−1.
ii) Lfuk . . . Lfu1 (C˜z˜)) = C˜A˜(u1) . . . A˜(uk)z˜ modulo H˜k−1.
Preuve :
La preuve de ette assertion sera obtenue par une simple itération :
i) Propriété i) de l'assertion 2 :
Nous avons Lfu(Cz) = CA(u)z + Cψ(u, y), d'où la propriété i) est vraie pour k = 1.
Supposons que :
Lfuk−1 . . . Lfu1 (Cz) = CA(u1) . . . A(uk−1)z + ρk−1, ave ρk−1 ∈ Hk−2 (3.47)
Alors, nous remarquons que Lfu(Hk−2) ⊂ Hk−1. Par onséquent,
Lfuk . . . Lfu1 (Cz) = CA(u1) . . . A(uk)z + ρk où ρk ∈ Hk−1. (3.48)
ii) Nous avons Lfu(C˜z˜) = C˜A˜(u)z˜ + C˜ψ˜(u, z, y˜), alors la propriété ii) est vraie pour k = 1.
Nous pouvons montrer la propriété ii) de la même façon que pour la propriété i). En
utilisant le fait que Lfu(H˜k−2) ⊂ H˜k−1, la preuve peut être réalisée par itération.
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
L'assertion suivante peut être déduite de l'assertion 2 et de la dénition des odistributions Dk
et D˜k :
Assertion 3
• Le drapeau des odistributions :
D0 ⊂ . . . ⊂ Dk ⊂ . . . ,
D˜0/D♯ ⊂ . . . ⊂ D˜k/D♯ ⊂ . . .
(3.49)
telles que les dimensions de D0, . . . , Dk, . . . , et D˜0/D♯, . . . , D˜k/D♯, . . . , sont onstantes est déni
omme suit :
a) D1 = Span(dCz), et pour k ≥ 2, Dk est engendré par l'ensemble des formes diéren-
tielles de degré 1 {dCz} ∪ {dCA(u1) . . . A(ul)z; 1 ≤ l ≤ k − 1, uj ∈ Rm}.
b) De même, D˜1/D♯ peut être identié ave la odistribution Span(dC˜z˜), et pour k ≥ 2,
D˜k/D♯ est isomorphe à la odistribution engendrée par l'ensemble des formes diéren-
tielles de degré 1 {dC˜z˜} ∪ {dC˜A˜(u1) . . . A˜(ul)z˜; 1 ≤ l ≤ k − 1, uj ∈ Rm}.
• Le système (3.4) est en asade observable si et seulement si : dim(D♯) = q et
dim(D˜♯/D♯) = n − q, où q et n − q représentent respetivement la dimension de l'espae en z
et elui en z˜.
Dans la suite, nous prenons ν (respetivement ν˜) le plus petit entier telle que la odistribution
Dν = D♯ (respetivement D˜ν˜/D♯ = D˜♯/D♯) :
D0 ⊂ . . . ⊂ Dν = Dν+1
D˜0/D♯ ⊂ . . . ⊂ D˜ν˜/D♯ = D˜ν˜+1/D♯
(3.50)
Nous terminons e paragraphe par le lemme suivant :
Lemme 4 Si dϕ ∈ Dk−1 (respetivement dϕ˜ ∈ D˜k−1) et X ∈ ∆k−1 (respetivement X˜ ∈ ∆˜k−1),
alors
dϕ([fu, X ]) = −d(Lfu(ϕ))(X) = −LX(Lfu(ϕ)) (3.51)
(respetivement dϕ([fu, X˜ ]) = −d(Lfu(ϕ˜))(X˜) = −LX˜(Lfu(ϕ˜))).
Preuve :
Soient dϕ ∈ Dk−1 et X ∈ ∆k−1, l'égalité dϕ([fu, X ]) = −d(Lfu(ϕ))(X) déoule des résultats
suivants :
• dϕ([fu, X ]) = Lfu(LX(ϕ))− LX(Lfu(ϕ)) = d(LX(ϕ))(fu)− d(Lfu(ϕ))(X),
• X ∈ ∆k ⊂ ∆k−1 = Ker(Dk−1),
• LX(ϕ) = dϕ(X) = 0
De la même méthode, nous pouvons prouver que dϕ([fu, X˜ ]) = −d(Lfu(ϕ˜))(X˜). 
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3.4.2 Algorithme
Dans e paragraphe, nous allons présenter un algorithme permettant de aluler les hamps
de veteurs X, X˜1, . . . , X˜q+1 qui vérient les onditions du théorème 10 dans le as où p = p˜ = 1.
Cet algorithme est obtenu en trois étapes :
1) La première étape onsiste à aluler le hamp de veteurs X en utilisant seulement les
fontions f(u, x) et h(x).
2) La onnaissane de f(u, x), h, h˜(x) et X permet de aluler le hamp de veteurs X˜q+1.
3) Enn, les hamps de veteurs X˜1, . . . , X˜q peuvent être alulés en se basant sur f(u, x),
h, h˜(x), X et X˜q+1.
Supposons que le drapeau des odistributions suivantes :
0 = D0 ⊂ . . . ⊂ Dν = Dν+1
0 = D˜0/Dν ⊂ . . . ⊂ D˜ν˜/Dν = D˜ν˜+1/Dν
(3.52)
est telles que les dimensions des odistributions i-dessus sont onstantes et que dim(Dν) = q
et dim(D˜ν˜/Dν) = n− q.
Dans e qui suit, le symbole du rohet [(.)] représente la lasse d'équivalene de (.).
Pour k ≥ 1, soient Bk et B˜k respetivement les bases de Dk/Dk−1 et D˜k/D˜k−1 dénies omme
suit :
B1 = {[dh]}, B˜1 = {[dh˜]}
pour k ≥ 2 :
Bk = {[d(Lfuk−1 . . . Lfu1 (h))]; (u1, . . . , uk−1) ∈ Uk−1}
B˜k = {[d(Lfu˜k−1 . . . Lfu˜1 (h˜))]; (u˜1, . . . , u˜k−1) ∈ U˜k−1}
(3.53)
pour ertains sous-ensembles Uk−1 et U˜k−1 de (Rm)k−1.
Soient B∗ν et B˜
∗
ν˜ respetivement les bases duales de Bν et B˜ν˜ (B
∗
ν , B˜
∗
ν˜ sont les bases de ∆ν−1/∆ν
et ∆˜ν˜−1/∆˜ν˜). Les hamps de veteurs suivants seront requis dans le théorème 11 i-dessous :
• Les hamps de veteurs [Zu1...uν−1 ], [Z˜u˜1...u˜ν˜−1] :
Soit (u1 . . . uν−1) (respetivement (u˜1 . . . u˜ν˜−1)) des éléments xes de Uν−1 (respetivement
de U˜ν˜−1), alors [Y ] = [Zu1...uν−1 ] (respetivement [Y˜ ] = [Z˜u˜1...u˜ν˜−1 ]) est l'élément de B
∗
ν (respe-
tivement de B˜∗ν˜) déni par :
pour (v1, . . . , vν−1) ∈ Uν−1, d(Lfvν−1 . . . Lfv1 (h))(Y ) = 1, si (u1, . . . , uν−1) = (v1, . . . , vν−1),
et 0 sinon.
pour (v˜1, . . . , v˜ν˜−1) ∈ U˜ν˜−1, d(Lfv˜ν˜−1 . . . Lfv˜1 (h˜))(Y˜ ) = 1, si (u˜1, . . . , u˜ν˜−1) = (v˜1, . . . , v˜ν˜−1),
et 0 sinon.
(3.54)
• Les hamps de veteurs [Y u1...uν−1 ], [Y˜ u˜1...u˜ν˜−1] :
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Soient [Y ] = [Zu1...uν−1 ] et [Y˜ ] = [Z˜u˜1...u˜ν˜−1 ] alors :
Y u1...uν−1 = [fuν−1 , [. . . , [fu1 , Y ] . . .]]]
Y˜ u˜1...u˜ν˜−1 = [fu˜ν˜−1, [. . . , [fu˜1 , Y ] . . .]]]
(3.55)
An d'établir le lemme 5 i-dessous, nous allons introduire les notations suivantes :
• Soit (dϕ1, . . . , dϕq) une base de Dν et dϕq+1 = dh˜.
• Fixons π˜ = dϕ1 ∧ . . . ∧ dϕq+1.
• Soit X˜ = (X˜1, . . . , X˜q+1) un (q+1)-uplet de hamps de veteurs satisfaisant LX˜i(ϕj) = δij .
• Pour u˜1 ∈ U˜1, nous prenons ω˜u˜1 = dLfu˜1 (h˜) ∧ π˜.
• Pour k ≥ 2 et (u˜1, . . . , u˜k) ∈ U˜k, nous prenons ω˜u˜1...u˜k = Lfu˜k (iX˜(ω˜u˜1...u˜k−1)) ∧ π˜.
Ainsi, nous avons :
Lemme 5 Pour 1 ≤ k ≤ ν˜ − 1 ; pour tout (u˜1, . . . , u˜k) ∈ U˜k, les propriétés suivantes sont
vraies :
ω˜u˜1...u˜k = dLfu˜k . . . Lfu˜1 (h˜) ∧ π˜ +
k−1∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
gu˜1...u˜l(x)dLfu˜l . . . Lfu˜1 (h˜) ∧ π˜ (3.56)
i
X˜
(ω˜u˜1...u˜k) = dLfu˜k . . . Lfu˜1 (h˜)−
q∑
j=1
L
X˜j
Lfu˜k . . . Lfu˜1 (h˜)dϕj +Θk
Θk = Θ˜k −
q∑
j=1
k−1∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
gu˜1...u˜l(x)LX˜jLfu˜l . . . Lfu˜1 (h˜)dϕj
Θ˜k =
k−1∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
gu˜1...u˜l(x)dLfu˜l . . . Lfu˜1 (h˜) + gk(x)dϕq+1
(3.57)
ave gu˜1...u˜l(.) et gk(.) sont des fontions C
∞
qui ne dépendent pas de (X˜1, . . . , X˜q).
Preuve :
La preuve sera obtenue par réurrene.
• Pour k = 1 :
Soit u1 ∈ U1, par dénition nous avons ω˜u˜1 = dLfu˜1 (h˜) ∧ π˜ et d'après le lemme 2, nous
savons que :
iX˜(ω˜u˜1) = dLfu˜1 (h˜)−
q+1∑
j=1
LX˜jLfu˜1 (h˜)dϕj
= dLfu˜1 (h˜)−
q∑
j=1
L
X˜j
Lfu˜1 (h˜)dϕj +Θ1
(3.58)
ave,
Θ1 = LX˜q+1Lfu˜1 (h˜)dϕq+1. (3.59)
Ainsi, les formules (3.56) et (3.57) sont vraies pour k = 1.
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• Supposons que (3.56), (3.57) sont vraies pour 1 ≤ l ≤ k − 1, et montrons qu'il est le
as pour k. En utilisant la dénition de ω˜u˜1...u˜k et en appliquant (3.57) pour k − 1, nous
obtenons :
ω˜u˜1...u˜k = dLfu˜k . . . Lfu˜1 (h˜) ∧ π˜ − Lfu˜k [
q∑
j=1
LX˜jLfu˜k−1 . . . Lfu˜1 (h˜)dϕj] ∧ π˜ + Lfu˜k (Θk−1) ∧ π˜
(3.60)
Θk−1 = Θ˜k−1 −
q∑
j=1
k−2∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
gu˜1...u˜l(x)LX˜jLfu˜l . . . Lfu˜1 (h˜)dϕj
Θ˜k−1 =
k−2∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
gu˜1...u˜l(x)dLfu˜l . . . Lfu˜1 (h˜) + g˜k−1(x)dϕq+1
(3.61)
ave gu˜1...u˜l et g˜k−1 ne dépendent pas de (X˜1, . . . , X˜q). En utilisant le fait que dϕi ∈ Dν ,
pour 1 ≤ i ≤ q, et que Lfu(Dν) ⊂ Dν , alors l'égalité suivante est valable pour toutes les
fontions lisses a1(x), . . . , aq(x) :
Lfu(
q∑
j=1
aj(x)dϕj) ∧ π˜ = 0 (3.62)
En ombinant (3.62) ave (3.61), nous obtenons :
ω˜u˜1...u˜k = dLfu˜k . . . Lfu˜1 (h˜) ∧ π˜
+
k−2∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
Lfu˜k [gu˜1...u˜l(x)dLfu˜l . . . Lfu˜1 (h˜) + g˜k−1(x)dϕq+1] ∧ π˜
(3.63)
Par onstrution, Lfu˜k [g˜u˜1...u˜l(x)dLfu˜l . . . Lfu˜1 (h˜)] et Lfu˜k (g˜k−1(x)dϕq+1)∧ π˜ ne dépendent
pas de X˜1, . . . , X˜q et {dϕ1, . . . , dϕq+1} ∪ {dLfu˜l . . . Lfu˜1 (h˜); (u˜1, . . . , u˜l) ∈ U˜l, 1 ≤ l ≤
k−1} forme une base de D˜k. Ainsi le dernier terme de l'expression (3.63) prend la forme
suivante :
k−1∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
gu˜1...u˜l(x)dLfu˜l . . . Lfu˜1 (h˜) ∧ π˜ (3.64)
où les gu˜1...u˜l(x)'s sont des fontions de lasse C
∞
qui ne dépendent pas de (X˜1, . . . , X˜q).
Par onséquene, l'expression (3.56) est vériée.
Pour mettre n à la preuve du lemme 5, il ne reste qu'à vérier (3.57).
En appliquant le lemme 2 à l'expression (3.56), nous obtenons :
iX˜(ω˜u˜1...u˜k) = dLfu˜k . . . Lfu˜1 (h˜) +
k−1∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
gu˜1...u˜l(x)dLfu˜l . . . Lfu˜1 (h˜)
−
q+1∑
j=1
LX˜jLfu˜k . . . Lfu˜1 (h˜)dϕj −
q+1∑
j=1
k−1∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
gu˜1...u˜l(x)LX˜jLfu˜l . . . Lfu˜1 (h˜)dϕj
(3.65)
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Finalement, l'expression (3.57) déoule diretement de (3.65) dans laquelle nous intro-
duisons :
Θ˜k =
k−1∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
gu˜1...u˜l(x)dLfu˜l . . . Lfu˜1 (h˜) + gk(x)dϕq+1
où gk(x) = −LX˜q+1Lfu˜k . . . Lfu˜1 (h˜)−
k−1∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
gu˜1...u˜l(x)LX˜q+1Lfu˜l . . . Lfu˜1 (h˜)
Θk = Θ˜k −
q∑
j=1
k−1∑
l=1
∑
(u˜1,...,u˜l)∈U˜l
gu˜1...u˜l(x)LX˜jLfu˜l . . . Lfu˜1 (h˜)dϕj
(3.66)
De plus, par onstrution, gu˜1...u˜l(x) et gk ne dépendent pas des hamps de veteurs
(X˜1, . . . , X˜q).
Nous allons maintenant donner l'algorithme qui permet de aluler les hamps de veteurs
X , X˜1, . . . , X˜q, X˜q+1 satisfaisant les onditions (1) et (2) du théorème 10.
Théorème 11 (Algorithme) (Sahnoun and Hammouri 2014)
Le système (3.3) peut être transformé par un hangement de oordonnées loal autour d'un
ertain x0 en un système en asade observable (3.4) si et seulement si les onditions suivantes
sont vériées :
a) Le drapeau des odistributions D0 ⊂ . . . ⊂ Dν = Dν+1, D˜0/Dν ⊂ . . . ⊂ D˜ν˜/Dν =
D˜ν˜+1/Dν est telles que les dimensions de es dernières sont onstantes sur un voisinage
de x0 et que dim(Dν) = q, dim(D˜ν˜/Dν) = n− q.
b) Soient Bν et B˜ν˜ deux bases xes quelonques de Dν/Dν−1 et D˜ν˜/D˜ν˜−1 (voir la onstru-
tion de es bases dans (3.53)). Soient Y et Y˜ deux hamps de veteurs xes de la forme
[Y ] = [Zu0
1
...u0ν−1
] ∈ B∗ν et [Y˜ ] = [Z˜u˜01...u˜0ν˜−1 ] ∈ B˜
∗
ν˜ , alors les propriétés suivantes sont
vériées :
1) Le veteur X = (−1)ν−1Y u
0
1...u
0
ν−1
satisfait la ondition (1) du théorème 10 pour p = 1.
2) Fixons X˜q+1 = (−1)
ν˜−1Y˜ u˜
0
1
...u˜0
ν˜−1
et onsidérons des fontions ϕ1, . . . , ϕq+1 de lasse
C∞ telles que :
ϕ1 = h
ϕq+1 = h˜
(dϕ1, . . . , dϕq) forme une base de iX(Ω
X) + Rdh.
(3.67)
Soient X˜1, . . . , X˜q des hamps de veteurs satisfaisant LX˜j (ϕi) = δij, 1 ≤ j ≤ q,
1 ≤ i ≤ q + 1 et tel que, pour haque (u˜1, . . . , u˜k) ∈ U˜k, 1 ≤ k ≤ ν˜ − 1, nous avons :
q∑
j=1
d(LX˜jLfu˜k . . . Lfu˜1 (h˜)) ∧ dϕj = dΘu˜1...u˜k (3.68)
où Θu˜1...u˜k est la 1-forme diérentielle indiquée dans (3.57). Alors, les hamps de
veteurs X˜1, . . . , X˜q+1 satisfont la ondition (2) du théorème 10.
Remarque 4 : Selon l'expression (3.57) du lemme 5, l'expression (3.68) est alors équivalente
à d(i
X˜
(ω˜u˜1...u˜k)) = 0.
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3.4.3 Calul des hamps de veteurs
Dans e paragraphe, nous allons donner quelques ommentaires sur la proédure de alul
des hamps de veteurs X , X˜1, . . . , X˜q, X˜q+1 :
1) D'après la propriété b.1) du théorème 11, le alul du hamp de veteurs X exige seule-
ment la onnaissane des expressions des fontions fu et h.
2) D'après la propriété b.2) du théorème 11, le hamp de veteurs X˜q+1 ainsi que les fontions
ϕi (1 ≤ i ≤ q + 1) peuvent être alulées diretement à partir de X , fu, h et h˜.
3) Enn, le alul des hamps de veteur X˜1, . . . , X˜q est donné par l'algorithme suivant :
Calul de (X˜1, . . . , X˜q) :
Basé sur la onstrution de B˜k et les fontions ϕ1, . . . , ϕq+1, l'ensemble {ϕ1, . . . , ϕq+1} ∪
{Lfu˜k . . . Lfu˜1 (h˜); 1 ≤ k ≤ ν˜ − 1, (u˜1, . . . , u˜k) ∈ U˜k} forme un système de oordonnées loal,
que nous le notons par (ξ, ξ˜) où,
ξ = (ϕ1, . . . , ϕq+1) = (ξ1, . . . , ξq+1)
ξ˜ = (ξ˜1, . . . , ξ˜ν˜−1), ξ˜k = (ξ˜k1, . . . , ξ˜k,d˜k)
(3.69)
{dξ˜k1, . . . , dξ˜k,d˜k} = {dLfu˜k . . . Lfu˜1 (h˜); (u˜1, . . . , u˜k) ∈ U˜k}
{[dLfu˜k . . . Lfu˜1 (h˜)]; (u˜1, . . . , u˜k) ∈ U˜k} = B˜k+1
(3.70)
Par onséquent, nous adoptons les notations suivantes :
{ω˜u˜1...u˜k ; (u˜1, . . . , u˜k) ∈ U˜k} = {ω˜k1, . . . , ω˜kd˜k} (3.71)
LX˜j (ξ˜ki) = LX˜jLfu˜k . . . Lfu˜1 (h˜) = X˜
j
ki (3.72)
En utilisant le fait que LX˜j (ϕj) = LX˜j (ξj) = δij , nous obtenons :
X˜j =
∂
∂ξj
+
ν˜−1∑
k=1
d˜k∑
i=1
X˜jki
∂
∂ξ˜ki
. (3.73)
Ainsi, l'équation (3.57) peut être réérite sous ette forme :
iX˜(ω˜ki) = dξ˜ki −
q∑
j=1
X˜jkidξj +Θki (3.74)
où les Θki sont des formes diérentielles qui dépendent largement de X˜
j
li, 1 ≤ l ≤ k − 1,
1 ≤ j ≤ q + 1.
Le alul des X˜jki résulte de la proédure de réurrene suivante :
• Nous ommençons par aluler X˜j1i, 1 ≤ j ≤ q, 1 ≤ i ≤ d˜1 :
Pour k = 1, l'équation (3.74) devient :
iX˜(ω˜1i) = dξ˜1i −
q∑
j=1
X˜j1idξj +Θ1i (3.75)
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où Θ1i est une 1-forme diérentielle onnue qui ne dépend pas de X˜1, . . . , X˜q, mais peut
dépendre du hamp de veteurs onnu X˜q+1.
La ondition (3.68) du théorème 11 nous donne l'équation suivante :
q∑
j=1
d(X˜j1i) ∧ dξj = dΘ1i, pour 1 ≤ i ≤ d˜1 (3.76)
Alors, les hamps de veteurs X˜j1i déoulent du système d'équations aux dérivées partielles
(EDP) simple :
pour 1 ≤ j, l ≤ q, 1 ≤ i ≤ d˜1,
∂X˜j1i
∂ξl
−
∂X˜ l1i
∂ξj
= θjl1i
pour 1 ≤ j ≤ q, 1 ≤ i ≤ d˜1, 1 ≤ t ≤ ν˜ − 1, 1 ≤ s ≤ d˜t,
∂X˜j1i
∂ξ˜ts
= θ˜jt1si
(3.77)
où θjl1i et θ˜
jt
1si sont des fontions onnues qui dépendent seulement du hamp de veteurs
X˜q+1.
• Supposons que pour 1 ≤ j ≤ q, 1 ≤ l ≤ k− 1, 1 ≤ i ≤ d˜l, les fontions X˜
j
li sont alulées
et herhons les hamps de veteurs X˜jki pour 1 ≤ i ≤ d˜k.
Comme pour la première étape, en utilisant les équations (3.68) et (3.74) il s'en suit que :
q∑
j=1
d(X˜jki) ∧ dξj = dΘki (3.78)
e qui nous donne le système EDP suivant :
pour 1 ≤ j, l ≤ q, 1 ≤ i ≤ d˜k,
∂X˜jki
∂ξl
−
∂X˜ lki
∂ξj
= θjlki
pour 1 ≤ j ≤ q, 1 ≤ i ≤ d˜k, 1 ≤ t ≤ ν˜ − 1, 1 ≤ s ≤ d˜t,
∂X˜jki
∂ξ˜ts
= θ˜jtksi
(3.79)
où θjlki et θ˜
jt
ksi sont des fontions onnues qui dépendent des fontions alulées X˜
j
li, 1 ≤
l ≤ k − 1.
3.4.4 Démonstration du Théorème 11 : Algorithme
La preuve du théorème 11 est basée sur la proposition suivante :
Proposition 6 Supposons que le système (3.4) (dans lequel y = Cz = z1, y˜ = C˜z˜ = z˜1) est
en asade observable, alors les proporiétés suivantes sont vériées :
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1) Soient [Y ] = [Zu1...uν−1 ] ∈ B
∗
ν et X = (−1)
ν−1Y u1...uν−1, alors
X =
∂
∂z1
+
q∑
i=2
ai
∂
∂zi
+
n−q∑
i=1
bi(z, z˜)
∂
∂z˜i
(3.80)
où les ai sont des onstantes. En outre, nous avons :
iX(Ω
X) = i ∂
∂z1
(Ω
∂
∂z1 ) modulo (Rdz1) (3.81)
2) Soit [Y˜ ] = [Z˜u˜1...u˜ν˜−1 ] un élément de B˜
∗
ν˜ et X˜q+1 = (−1)
ν˜−1Y˜ u˜1...u˜ν˜−1. Fixons ϕi = zi, pour
1 ≤ i ≤ q et ϕq+1 = z˜1. Soient X˜1, . . . , X˜q une séquene de hamps de veteurs de telle
sorte que LX˜j (ϕi) = δij pour 1 ≤ j ≤ q, 1 ≤ i ≤ q + 1 et qui vérie la ondition (3.68)
du théorème 11 alors :
X˜q+1 =
∂
∂z˜1
+
n−q∑
i=2
a˜i
∂
∂z˜i
(3.82)
où les a˜i sont des onstantes et pour j = 1, . . . , q :
X˜j =
∂
∂zj
+
n−q∑
i=2
βij(z, z˜)
∂
∂z˜i
(3.83)
En outre, si π = dz1 ∧ . . . ∧ dzq, X˜
0
j =
∂
∂zj
, pour 1 ≤ j ≤ q, X˜0q+1 =
∂
∂z˜1
et X˜0 =
(X˜01 , . . . , . . . , X˜
0
q+1), alors
i
X˜
(ΩX˜π ) = iX˜0(Ω
X˜0
π ) modulo (dAq + Rdz˜1) (3.84)
où Aq = C∞{z1, . . . , zq} représente l'anneau des fontions de lasse C∞ de (z1, . . . , zq).
Preuve :
Rappelons le système en asade observable déni en (3.4) :
z˙ = A(u)z + ψ(u, y)
˙˜z = A˜(u)z˜ + ψ˜(u, z, y˜)
y = Cz = z1; z ∈ Rq
y˜ = C˜z˜ = z˜1; z˜ ∈ Rn−q
Tout d'abord, remarquons que les propriétés 1) et 2) de la proposition 6 sont invariantes par
rapport au hangement de oordonnées linéaire qui préserve les omposants z1, z˜1.
Comme nous l'avons vu préédemment, Ai(u) et A˜i(u) représentent respetivement les i
ème
lignes de A(u) et A˜(u). ψi(u, y) et ψ˜i(u, z, y˜) représentent respetivement les i
ème
omposantes
de ψ et ψ˜(u, z, y˜). Dans le système de oordonnées (z, z˜), la fontion fu prend la forme suivante :
fu =
q∑
i=1
(Ai(u)z + ψi(u, z1))
∂
∂zi
+
n−q∑
j=1
(A˜j(u)z˜ + ψ˜j(u, z, z˜1))
∂
∂z˜j
Nous avons Bk+1 = {[dLfuk . . . Lfu1 (z1)]; (u1, . . . , uk) ∈ Uk} et B˜k+1 =
{[dLfu˜k . . . Lfu˜1 (z˜1)]; (u˜1, . . . , u˜k) ∈ U˜k} les deux bases respetives de Dk+1/Dk et D˜k+1/D˜k.
D'après l'assertion 2, nous savons que :
[d(Lfuk . . . Lfu1 (z1))] = [dCA(u1) . . . A(ul)z] (3.85)
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[d(Lfu˜k . . . Lfu˜1 (z˜1))] = [dC˜A˜(u˜1) . . . A˜(u˜l)z˜] (3.86)
Par ailleurs, les odistributions du drapeau déni préédemment en (3.52) sont de dimensions
onstantes (voir l'assertion 3). Soient nk = dim(Dk) et n˜k = dim(D˜k/Dν) telles que :
n0 = 0 < n1 = 1 < . . . < nν = q
n˜0 = 0 < n˜1 = 1 < . . . < n˜ν˜ = n− q
(3.87)
Alors, après un hangement de oordonnées linéaire (z, z˜), nous pouvons supposer que :{
Bk = ([dz1+nk−1 ], . . . , [dznk ])
B˜k = ([dz˜1+n˜k−1 ], . . . , [dz˜n˜k ])
(3.88)
et que dans e nouveau système de oordonnées, A(u) et A˜(u) prennent la struture triangulaire
suivante : {
pour 1 ≤ k ≤ ν − 1, pour nk−1 + 1 ≤ i ≤ nk,
Ai(u)z = ai1(u)z1 + ai2(u)z2 + . . .+ ai,nk+1(u)znk+1
(3.89)
{
pour 1 ≤ k ≤ ν˜ − 1, pour n˜k−1 + 1 ≤ i ≤ n˜k,
A˜i(u)z˜ = a˜i1(u)z˜1 + a˜i2(u)z˜2 + . . .+ a˜i,n˜k+1(u)z˜n˜k+1
(3.90)
Propriété 1) de la Proposition 6
Preuve de l'expression (3.80) :
Soit Y = Zu1...uν−1 un élément xe de B
∗
ν (la base duale de Bν). Après la réorganisation de la
base Bν , nous pouvons supposer que [dLfuν−1 . . . Lfu1 (z1)] = dzq. Alors :
dznν−1+i(Y ) = LY (znν−1+i) = δqi, 1 ≤ i ≤ nν − nν−1 (3.91)
Rappelons que B∗ν est une base de ∆ν−1/∆ν ave ∆ν ⊂ ∆ν−1 ⊂ . . . et que ∆k = Ker(Dk). En
ombinant e dernier ave (3.91), il s'en suit :
Y =
∂
∂zq
+
n−q∑
i=1
β∗j (z, z˜)
∂
∂z˜j
(3.92)
Soit X = (−1)ν−1Y u1...uν−1 et rappelons que Y u1...uν−1 = [fuν−1 , [. . . , [fu1, Y ] . . .]] d'après (3.55),
alors les équations (3.17), (3.89) et (3.92)) nous donnent :
Y u1...uν−1 =
q∑
i=1
ai
∂
∂zi
+
n−q∑
i=1
bi(z, z˜)
∂
∂z˜i
(3.93)
où les ai sont des onstantes.
Finalement, d'après le lemme 4, nous avons :
dz1(Y
u1...uν−1) = −dLfuν−1 (z1)(Y
u1...uν−2)
= . . .
= (−1)ν−1d(Lfuν−1 . . . Lfu1 (z1))(Y )
= (−1)ν−1dzq(Y )
= (−1)ν−1
(3.94)
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d'où :
X = (−1)ν−1Y u1...uν−1
=
∂
∂z1
+
∑q
i=2 ai
∂
∂zi
+
∑n−q
i=1 bi(z, z˜)
∂
∂z˜i
(3.95)
Preuve de l'expression (3.81) :
L'idée onsiste à montrer que iX(Ω
X) = i ∂
∂z1
(Ω
∂
∂z1 ) modulo (Rdz1).
Rappelons que ΩX est l'espae vetoriel réel engendré par les 2-formes diérentielles :
ωu1...uk = Lfuk (iX(ωu1...uk−1)) ∧ dz1 (3.96)
où ωu = dLfu(z1) ∧ dz1 = d(CA(u))z ∧ dz1.
En utilisant l'expression de X donnée dans (3.95) et le lemme 2 (iX(dϕ∧dz1) = dϕ−LX(ϕ)dz1),
un simple alul algébrique nous donne :
iX(Ω
X) + Rdz1 = Span{dCA(u1) . . . CA(uk)z; k ≥ 1, ui ∈ R
m}+ Rdz1 (3.97)
En partiulier, l'expression (3.97) est vraie pour X =
∂
∂z1
, d'où :
iX(Ω
X) = i ∂
∂z1
(Ω
∂
∂z1 ) modulo(Rdz1).
Propriété 2) de la Proposition 6
Preuve de l'expression (3.82) :
Nous allons montrer que si [Y˜ ] = [Z˜u˜1...u˜ν˜−1] est un élément de B˜
∗
ν˜ , où B˜
∗
ν˜ est la base duale de
B˜ν˜ , et X˜q+1 = (−1)ν˜−1Y˜ u˜1...u˜ν˜−1 , où Y˜ u˜1...u˜ν˜−1 = [fu˜ν˜−1 , [. . . , [fu˜1, Y˜ ] . . .]], alors
X˜q+1 =
∂
∂z˜1
+
n−q∑
i=2
a˜i
∂
∂z˜i
Puisque ette expression est invariante (par rapport les onstantes a˜i) par un hangement de
oordonnées linéaire qui préserve les omposants z1, z˜1, ainsi nous pouvons réorganiser la base
B˜ν˜ (voir (3.88)) telle que dLfu˜ν˜−1 . . . Lfu˜1 (z˜1) = dz˜n−q. Maintenant, en utilisant le fait que
D1 ⊂ . . . ⊂ Dν ⊂ D˜1 ⊂ . . . ⊂ D˜ν˜ et que Y˜ ∈ ∆˜ν˜−1 ave ∆˜ν˜−1 = Ker(D˜ν˜−1), nous obtenons :
Y˜ =
∂
∂z˜n−q
(3.98)
D'après l'expression de fu (voir (3.17)) et le fait que Y˜
u˜1...u˜ν˜−1 = [fu˜ν˜−1, [. . . , [fu˜1 , Y˜ ] . . .]], il s'en
suit :
X˜q+1 = Y˜
u˜1...u˜ν˜−1 = [fu˜ν˜−1, [. . . , [fu˜1 , Y˜ ] . . .]] =
n−q∑
i=1
a˜i
∂
∂z˜i
(3.99)
où les a˜i sont des onstantes. Finalement, en utilisant le lemme 4, nous trouvons alors :
dz˜1(Y˜
u˜1...u˜ν˜−1) = −dLfu˜ν˜−1 (z˜1)(Y˜
u˜1...u˜ν˜−2)
= . . .
= (−1)ν˜−1d(Lfu˜ν˜−1 . . . Lfu˜1 (z˜1))(Y˜ )
= (−1)ν˜−1dz˜n−q(Y˜ )
= (−1)ν˜−1.
(3.100)
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Ainsi,
X˜q+1 = (−1)
ν˜−1Y˜ u˜1...u˜ν˜−1 =
∂
∂z˜1
+
n−q∑
i=2
a˜i
∂
∂z˜i
(3.101)
D'où l'expression (3.82) est vériée.
Preuve de l'expression (3.83) :
Il faut montrer que pour j = 1, . . . , q,, nous avons :
X˜j =
∂
∂zj
+
n−q∑
i=2
βij(z, z˜)
∂
∂z˜i
Par hypothèse, nous avons LX˜j (zi) = δij , pour 1 ≤ j ≤ q, 1 ≤ i ≤ q + 1, d'où (3.83) est
trivialement vraie.
Preuve de la propriété (3.84) :
Nous avons π = dϕ1 ∧ . . . ∧ dϕq = dz1 ∧ . . . ∧ dzq, alors l'idée onsiste à vérier l'équation
suivante :
i
X˜
(ΩX˜k,π) = iX˜0(Ω
X˜0
k,π) modulo(dAq + Rdz˜1) (3.102)
où Aq = C∞{z1, . . . , zq} = C∞{z}, X˜ = (X˜1, . . . , X˜q+1) est (q + 1)-uplets de hamps de
veteurs dénis dans (3.101) et (3.83), X˜0 = (X˜01 , . . . , X˜
0
q+1), où X˜
0
j =
∂
∂zj
, pour 1 ≤ j ≤ q et
X˜0q+1 =
∂
∂z˜1
.
D'après l'expression (3.42), nous savons que :
i
X˜0
(ΩX˜
0
k,π) + Rdz˜1 = Span{d(C˜A˜(u1) . . . A˜(ul)z˜); 1 ≤ l ≤ k, u1, . . . ul ∈ R
m}+ Rdz˜1 (3.103)
Par onséquent, pour vérier (3.102), il sut de montrer les propriétés suivantes :
(P˜(k))
iX˜(ω˜u1...uk) = d(C˜A˜(u1) . . . A˜(uk)z˜) + wk−1 + dgk
wk−1 ∈ iX˜0(Ω
X˜0
k−1,π) + Rdz˜1, dgk ∈ dAq
(3.104)
Par hypothèse (voir proposition 6), X˜ satisfait la ondition (3.68) du théorème 11. Alors, d'après
la remarque 4, ette ondition est équivalente à :
d(i
X˜
(ω˜)) = 0, ∀ω˜ ∈ ΩX˜π (3.105)
Par la suite, nous allons montrer les propriétés (P˜(k)) par réurrene.
• Montrons (P˜(1)) :
Par dénition, nous avons :
ω˜u = dLfu(z˜1) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1
= d(C˜A˜(u)z) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1
(3.106)
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et d'après le lemme 2, nous déduisons que :
i
X˜
(ω˜u) = d(C˜A˜(u)z˜)− LX˜1(C˜A˜(u)z˜)dz1 − . . .− LX˜q(C˜A˜(u)z˜)dzq − LX˜q+1(C˜A˜(u)z˜)dz˜1
= d(C˜A˜(u)z˜)− LX˜1(C˜A˜(u)z˜)dz1 − . . .− LX˜q(C˜A˜(u)z˜)dzq + a(u)dz˜1
(3.107)
où a(u) = −LX˜q+1(C˜A˜(u)z˜) est une onstante. Maintenant, nous allons prendre en ompte
l'équation (3.105), nous obtenons alors :
d(LX˜1(C˜A˜(u)z˜)dz1 + . . .+ LX˜q(C˜A˜(u)z˜)dzq) = 0 (3.108)
Ainsi,
L
X˜1
(C˜A˜(u)z˜)dz1 + . . .+ LX˜q(C˜A˜(u)z˜)dzq ∈ dAq (3.109)
D'où,
iX˜(ω˜u) = d(C˜A˜(u)z˜) + w0 + dg1 (3.110)
où w0 = a(u)dz˜1 et dg1 = LX˜1(C˜A˜(u)z˜)dz1 + . . . + LX˜q(C˜A˜(u)z˜)dzq ∈ dAq, e qui implique
(P˜(1)).
• Montrons (P˜(k)) :
Supposons que (P˜(l)) est valable pour 1 ≤ l ≤ k − 1, en partiulier :
iX˜(ω˜u1...uk−1) = d(C˜A˜(u1) . . . A˜(uk−1)z˜) + wk−2 + dgk−1
wk−2 ∈ iX˜0(Ω
X˜0
k−2,π) + Rdz˜1, dgk−1 ∈ dAq
(3.111)
Etant donné que dLfu(Aq) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1 = 0 (Aq = C
∞{z1, . . . , zq}), ette hypothèse
de réurrene implique que, pour 1 ≤ l ≤ k, nous avons :
ΩX˜l,π = Ω
X˜0
l,π
(3.112)
En utilisant les propriétés données en (3.111), nous obtenons :
ω˜u1...uk = Lfuk (iX˜(ω˜u1...uk−1) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1
= Lfuk [d(C˜A˜(u1) . . . A˜(uk−1)z˜) + wk−2 + dgk−1] ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1.
(3.113)
Ensuite, en utilisant le fait que dLfu(Aq) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1 = 0 et que dgk−1 ∈ dAq, il s'en
suit :
ω˜u1...uk = d(C˜A˜(u1) . . . A˜(uk)z˜) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1
+Lfuk (wk−2) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1
(3.114)
Nous allons maintenant montrer que iX˜(ω˜u1...uk) satisfait P˜(k).
D'une part, nous avons wk−2 ∈ iX˜0(Ω
X˜0
π,k−2), e qui nous permet d'avoir Lfuk (wk−2) ∧ dz1 ∧
. . . ∧ dzq ∧ dz˜1 ∈ ΩX˜
0
π,k−1. En utilisant l'hypothèse de réurrene et le fait que Ω
X˜0
π,k−1 = Ω
X˜
π,k−1
(voir (3.112)), nous en déduisons que :
iX˜(Lfuk (wk−2) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1) = w
′
k−2 + dg
′(z) (3.115)
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pour ertains w′k−2 ∈ iX˜0(Ω
X0
π,k−1) + Rdz˜1 et une fontion g
′ ∈ Aq.
Par onséquent, puisque d(iX˜0(Ω
X˜0
π,l )) = 0, nous obtenons :
d(iX˜(Lfuk (wk−2) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1) = 0 (3.116)
D'une autre part, l'expression (3.11) du lemme 2 nous donne :
i
X˜
(d(C˜A˜(u1) . . . A˜(uk)z˜) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1) = d(C˜A˜(u1) . . . A˜(uk)z˜)
−L
X˜1
(C˜A˜(u1) . . . A˜(uk)z˜)dz1 − . . .− LX˜q+1(C˜A˜(u1) . . . A˜(uk)z˜)dz˜1
(3.117)
En utilisant le fait que X˜q+1 =
∂
∂z˜1
+
∑n−q
i=2 a˜i
∂
∂z˜i
(voir l'expression (3.101)), nous obtenons :
L
X˜q+1
(C˜A˜(u1) . . . A˜(uk)z˜) = a(u1, . . . , uk) (3.118)
où a(u1, . . . , uk) est une onstante et :
d[iX˜(d(C˜A˜(u1) . . . A˜(uk)z˜) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1)] =
−d[LX˜1(C˜A˜(u1) . . . A˜(uk)z˜)dz1 + . . .+ LX˜q(C˜A˜(u1) . . . A˜(uk)z˜)dzq]
(3.119)
Comme nous l'avons vu préédemment (voir (3.116)), nous avons :
d(iX˜(ω˜u1...uk)) = 0 (3.120)
En utilisant les expressions (3.114), (3.116), (3.119) et (3.120), nous déduisons que :
d[L
X˜1
(C˜A˜(u1) . . . A˜(uk)z˜)dz1 + . . .+ LX˜q(C˜A˜(u1) . . . A˜(uk)z˜)dzq] = 0 (3.121)
Ainsi,
LX˜1(C˜A˜(u1) . . . A˜(uk)z˜)dz1 + . . .+ LX˜q(C˜A˜(u1) . . . A˜(uk)z˜)dzq = g
′′(z) (3.122)
pour une fontion analytique g′′(z).
Finalement, en ombinant les expressions (3.114), (3.115), (3.117) et (3.122), nous déduisons
la propriété (P˜(k)).
Preuve du théorème 11 :
La ondition susante du théorème 11 a été déjà évoquée dans le théorème 10. Nous allons
maintenant expliiter la ondition néessaire.
Les onditions a) et b) du théorème 11 sont intrinsèques (elles ne dépendent pas du système de
oordonnées), il sut de les vérier pour le système observable en asade (3.4).
a) La ondition a) du théorème 11 est une onséquene direte de l'assertion 3.
b.1) Soit X = (−1)ν−1Y u
0
1
...u0ν−1
le hamp de veteurs déni dans b.1) du théorème 11. D'après
(3.80)-(3.81) de la proposition 6, nous avons :
X =
∂
∂z1
+
q∑
i=2
ai
∂
∂zi
+
n−q∑
i=1
bi(z, z˜)
∂
∂z˜i
iX(Ω
X) = i ∂
∂z1
(Ω
∂
∂z1 ) modulo (Rdz1)
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En ombinant es dernières propriétés par le fait que
∂
∂z1
satisfait la ondition (1) du
théorème 10 (voir la preuve de la ondition néessaire du théorème 10 dans le as où
p = 1), il peut être failement vérié que X satisfait aux onditions de (1-i) à (1-iv) du
théorème 10. Ainsi, la ondition b.1) du théorème 11 est vériée.
b.2) Soit X˜q+1 = ±Y˜
u˜01...u˜
0
ν˜−1
. Considérons les fontions linéaires ϕ1, . . . , ϕq+1 satisfaisant ϕ1 =
h = z1, ϕq+1 = h˜ = z˜1 de telle sorte que (dϕ1, . . . , dϕq) forme une base de iX(Ω
X)+Rdz1.
Après un hangement de oordonnées linéaire, nous supposons que :
(dϕ1, . . . , dϕq) = (dz1, . . . , dzq) (3.123)
Considérons maintenant les hamps de veteurs X˜1, . . . , X˜q telle que LX˜j (ϕi) = δij, 1 ≤
j ≤ q, 1 ≤ i ≤ q + 1 et qui vérient la ondition (3.68) du théorème 11. D'après la
propriété 2) de la proposition 6, nous avons :
X˜q+1 =
∂
∂z˜1
+
n−q∑
i=2
a˜i
∂
∂z˜i
où les a˜i sont des onstantes et que pour j = 1, . . . , q :
X˜j =
∂
∂zj
+
n−q∑
i=2
βij(z, z˜)
∂
∂z˜i
En outre, si nous xons π = dz1 ∧ . . . ∧ dzq, X˜0j =
∂
∂zj
, pour 1 ≤ j ≤ q, X˜0q+1 =
∂
∂z˜1
, et
X˜0 = (X˜01 , . . . , . . . , X˜
0
q+1) alors :
i
X˜
(ΩX˜π ) = iX˜0(Ω
X˜0
π ) modulo(dAq + Rdz˜1)
où Aq = C∞{z1, . . . , zq}.
Ainsi, nous avons :
• Par onstrution, LX˜i(ϕj) = δij, d'où la ondition (2-i) du théorème 10 est vériée.
• De la setion 3.3.2 (voir la preuve de la ondition néessaire du théorème 10), il
s'en suit que les (q + 1)-uplet de hamps de veteurs (X˜01 , . . . , . . . , X˜
0
q+1) satisfont la
ondition (2-ii) du théorème 10, 'est-à-dire :
dim(ΩX˜
0
π ) = n− q − 1 (3.124)
An de montrer que dim(ΩX˜π ) = n− q − 1, il sut de vérier que :
ΩX˜π = Ω
X˜0
π (3.125)
Par dénition,
ΩX˜π =
∑
u∈Rm
Lfu(iX˜(Ω
X˜
π )) ∧ dz1 . . . ∧ dzq ∧ dz˜1, (3.126)
où fu est la fontion dénie en (3.17).
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De plus, il est faile de remarquer que :
Lfu(dAq) ∧ dz1 . . . ∧ dzq ∧ dz˜1 = 0 (3.127)
et don,
Lfu(dAq+Rdz˜1)∧dz1 . . .∧dzq∧dz˜1 ⊂ Rd(C˜A˜(u)z˜)∧dz1 . . .∧dzq∧dz˜1 ⊂ Ω
X˜0
π . (3.128)
La ombinaison de e dernier ave (3.84) nous donne (3.125).
• La ondition (2-iii) du théorème 10 onsiste à vérier que dω˜ = 0, pour tout ω˜ ∈
iX˜(Ω
X˜
π ). Cette propriété résulte de l'expression (3.84) et du fait que d(iX˜0(Ω
X˜0
π )) = 0
et d(dAq + Rdz˜1)) = 0.
• Nous allons vérier que l'espae vetoriel réel
∧n−q−1(iX˜(ΩX˜π )) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1
est de dimension 1.
Selon les expressions (3.123) et (3.84), nous obtenons :
n−q−1∧
(i
X˜
(ΩX˜π )) ∧ dϕ1 ∧ . . . ∧ dϕq+1 =
n−q−1∧
(i
X˜0
(ΩX˜
0
π )) ∧ dz1 ∧ . . . ∧ dzq ∧ dz˜1 (3.129)
A partir de la preuve du (2-iv) du théorème 10 (voir la n de la setion 3.3), nous avons
dz1∧ . . .∧dzq∧dz˜1∧ . . .∧dz˜n−q engendre
∧n−q−1(i
X˜0
(ΩX˜
0
π ))∧dz1∧ . . .∧dzq∧dz˜1. Par
onséquent, la ondition (2-iv) du théorème 10 est vraie pour X˜ = (X˜1, . . . , X˜q+1).

3.5 Caratérisation omplète des hamps de veteurs X, X˜
dans le as où p = p˜ = 1
Pour des raisons de simpliité, nous supposerons que les diéomorphismes loaux qui
transforment le système (3.3) en un système de la forme (3.4) préservent l'origine. Soit Dif0
le groupe des germes de diéomorphismes préservant l'origine.
Dans ette setion, nous allons aratériser l'ensemble Σ de tous les diéomorphismes σ ∈ Dif0
qui transforme le système (3.3) en un système de la forme (3.4). Plus préisément, nous allons
montrer qu'il existe un sous-ensemble G de Dif0, qui est équipé d'une struture de groupe
partiulière et qui agit sur Dif0 par la omposition de fontions, et telle que Σ = Gσ0 , où Gσ0
est l'orbite d'un élément xe σ0 qui transforme le système (3.3) en (3.4).
Pour des raisons de simpliité, nous pouvons supposer que les sorties y, y˜ du système (3.4) sont
telles que y = Cz = z1 et y˜ = C˜z˜ = z˜1. Et en raison des termes de l'injetion de sortie ψ(u, y)
et ψ˜(u, z, y˜), les premières olonnes des matries A(u) et A˜(u) du système (3.4) peuvent être
supposées égales à 0.
Soit R
n = Rq × Rn−q, où Rq (respetivement Rn−q) est l'espae d'état en z (respetivement
l'espae d'état en z˜) du système (3.4). Soit ∆ le groupe additif des germes à l'origine des
fontions δ de lasse C∞ de Rq dans Rn−q−1 qui préservent l'origine.
Dans la suite, nous allons prendre :
z =
(
z1
z1
)
, z˜ =
(
z˜1
z˜1
)
(3.130)
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Pour des veteurs onstants donnés :
a =
 a1..
.
aq−1
 , b =
 b1..
.
bn−q−1
 (3.131)
et une fontion δ ∈ ∆, nous prenons :
â =
(
0
a
)
, b̂ =
(
0
b
)
et δ̂(z) =
(
0
δ(z)
)
. (3.132)
Pour un entier donné d ≥ 2, nous notons par Gd le sous-groupe multipliatif du groupe général
linéaire GL(d, R) déni par T ∈ Gd si et seulement si
T =
[
1 0
0 Td−1
]
, (3.133)
où Td−1 ∈ GL(d− 1, R).
Soient La et Lb les appliations linéaires dénies respetivement par :
La(z) = z1â, Lb(z˜) = z˜1b̂. (3.134)
Soit G l'ensemble de tous les transformations
T =
(
T + La
T˜ + Lb + δ̂
)
(3.135)
où T ∈ Gq et T˜ ∈ Gn−q.
T est une appliation de Rq × Rn−q dans lui-même dénie par :
(
z
z˜
)
→
(
Tz + La(z)
T˜ z˜ + Lb(z˜) + δ̂(z)
)
=

z1
Tq−1z1 + z1a
z˜1
T˜n−q−1z˜1 + z˜1b+ δ(z)
 (3.136)
où Tq−1 ∈ GL(q − 1,R) et T˜ ∈ GL(n− q − 1,R) et δ ∈ ∆.
Il apparaît lairement que G est un sous-ensemble de Dif0. Sa struture de groupe est dénie
par la loi suivante :
(T ′+La′ , T˜
′+Lb′+δ̂
′)⊙(T+La, T˜+Lb+δ̂) = (T
′◦(T+La)+La′ , T˜
′◦(T˜+Lb+δ̂)+δ̂
′◦T ). (3.137)
En outre, l'ensemble G agit sur Dif0 par la omposition de fontions. L'orbite de ertains
σ ∈ Dif0 est l'ensemble Gσ = {T ◦ σ; T ∈ G}.
Maintenant, nous pouvons énoner le résultat prinipal de ette setion :
Théorème 12 Soit σ0 ∈ Dif0 un diéomorphisme xe qui transforme le système (3.3) sous
la forme en asade observable (3.4) dans laquelle la première olonne de A(u) (respetivement
de A˜(u)) est nulle et que Cz = z1 et C˜z˜ = z˜1. Alors, l'ensemble des diéomorphismes qui
transforment le système (3.3) en (3.4) est préisément Gσ0 .
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Preuve :
Supposons que le système (3.3) peut être transformé par un hangement de oordonnées
en un système en asade observable (3.4). D'après le théorème 11, nous savons que les
odistributions dénies en (3.52) sont de dimensions onstantes et que dim(Dν) = q et
dim(D˜ν˜/Dν) = n− q.
Comme nous l'avons vu dans la setion 3.4.2, Bk et B˜k sont les bases respetives de Dk/Dk−1 et
D˜k/D˜k−1 et sont dénies en (3.53). Aussi, nous avons B
∗
ν et B˜
∗
ν˜ qui représentent respetivement
les bases duales de Bν et B˜ν˜ .
En utilsant es dernières bases, nous avons présenté dans la setion 3.4.2 un algorithme qui
nous permet de onstruire des hamps de veteurs X , X˜1, . . . X˜q+1 satisfaisant les onditions
du théorème 10 (voir la propriété b) du théorème 11).
Soit (dξ1, . . . , dξq) une base de l'espae vetoriel réel iX(Ω
X)+Rdh ave dξ1 = dh et onsidérons
π = dξ1∧. . .∧dξq et dξ˜i ∈ iX˜Ω
X˜
π , 1 ≤ i ≤ n−q telle que dξ˜1 = dh˜ et que π∧dξ˜1∧. . .∧dξ˜n−q 6= 0.
Ainsi, (ξ, ξ˜) = (ξ1, . . . , ξq, ξ˜1, . . . , ξ˜n−q) forme un système de oordonnées. En utilisant les mêmes
arguments que dans la preuve de la ondition susante du théorème 10, il s'en suit que le
système (3.3) prend la forme en asade observable suivante :
ξ˙ = A(u)ξ + ψ(u, y)
˙˜
ξ = A˜(u)ξ˜ + ψ˜(u, ξ, y˜)
y = Cξ = ξ1
y˜ = C˜ξ˜ = ξ˜1
(3.138)
Dans la suite, σ ∈ Dif0 désigne le diéomorphisme qui transforme le système (3.3) en un
système de la forme (3.138).
Soit σ0 ∈ Dif0 le diéomorphisme qui transforme le système (3.3) sous une autre forme en
asade observable : 
z˙ = A0(u)z + ψ0(u, y)
˙˜z = A˜0(u)z˜ + ψ˜0(u, z, y˜)
y = Cz = z1
y˜ = C˜z˜ = z˜1
(3.139)
An de prouver le théorème 12, il sut de montrer que σ ◦ σ−10 appartient au groupe G.
Fixons π = dz1 ∧ . . . ∧ dzq et X˜0j =
∂
∂zj
, pour 1 ≤ j ≤ q, X˜0q+1 =
∂
∂z˜1
; X˜0 = (X˜01 , . . . , X˜
0
q+1),
alors de la proposition 6, nous savons que :
iX(Ω
X) = i ∂
∂z1
(Ω
∂
∂z1 ) modulo(Rdz1)
iX˜(Ω
X˜
π ) = iX˜0(Ω
X˜0
π ) modulo(dAq + Rdz˜1)
où Aq = C∞{z1, . . . , zq} est l'anneau des fontions de lasse C∞.
La preuve du théorème 12 sera réalisée en deux étapes :
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• Etape 1 : Dans ette étape, nous allons montrer que :
ξ = Tz + z1â (3.140)
où T ∈ Gq et â =
(
0
a
)
est un veteur olonne onstant dans R
q
.
Par onstrution, (dξ1, . . . , dξq) est une base de iX(Ω
X)+Rdξ1. D'après l'expression (3.38),
nous savons que (dz1, . . . , dzq) est une base de i ∂
∂z1
(Ω
∂
∂z1 ) + Rdz1. Enn, en ombinant
l'expression (3.81) ave le fait que ξ1 = z1, il s'en suit qu'il existe T ∈ Gq et un veteur
onstant â =
(
0
a
)
∈ Rq telle que
dξ = Tdz + âdz1 (3.141)
où dξ et dz sont les q-veteurs olonnes dont les omposantes sont respetivement dξi et
dzi. Puisque les diéomorphismes σ0 et σ préservent l'origine, il s'en suit que ξ = Tz+z1â.
• Etape 2 : Pour ompléter la preuve du théorème 12, dans ette étape, nous allons montrer
que :
ξ˜ = T˜ z˜ + z˜1b̂+ δ̂(z) (3.142)
où b̂ =
(
0
b
)
est un veteur olonne onstant dans R
n−q
, T˜ ∈ Gn−q et δ̂(z) =
(
0
δ(z)
)
est une fontion de lasse C∞ de Rq dans Rn−q, ave δ(0) = 0.
De l'expression (3.43), nous avons :
iX˜0(Ω
X˜0
π ) + Rdz˜1 + . . .+ Rdz˜p˜ = Rdz˜1 + . . . = Rdz˜n−q (3.143)
En ombinant la dernière équation ave elle donnée en (3.84), nous en déduisons que :
pour 2 ≤ i ≤ n− q, dξi =
n−q∑
j=2
T˜ijdz˜j + biz1 + δi(z) (3.144)
où T˜ij et bi sont des onstantes et δi(z) est une fontion C∞.
Nous avons dh˜ = dξ˜1 = dz˜1 et dξ˜1, . . . , dξ˜n−q sont des formes diérentielles indépendantes.
D'après l'expression (3.144), nous pouvons déduire que dξ˜ = T˜ dz˜ + b̂dz˜1 + δ̂(z), où
T˜ ∈ Gn−q. De plus, nous avons δ(0) = 0 puisque σ0 et σ préservent l'origine. Ainsi,
l'expression (3.142) est vériée.

3.6 Conlusion
La problématique de l'existene d'une oneption d'observateurs pour une lasse des sys-
tèmes en asade observables a été développée dans e hapitre. Nous avons introduit la lasse
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des systèmes non linéaires qui peuvent être transformés par un hangement de oordonnées
loal à une forme en asade. Cette transformation a requis des onditions néessaires et suf-
santes qui néessitent le alul d'un diéomorphisme approprié. Cet algorithme de alul a
été présenté dans le as de deux sorties. Son extension dans le as multi-sorties est une tâhe
diile et néessite la résolution des équations aux dérivées partielles omplexes. Nous avons
aussi aratérisé l'ensemble de tous les diéomorohismes en montrant que e dernier est une
orbite d'une ation d'un groupe partiulier sur l'ensemble des tous les diéomorphismes.
Chapitre 4
Synthèse d'un ltre de détetion et
isolation de défauts apteur pour les
systèmes polytopiques LPV : appliation
à un enrouleur de bandes
Ce hapitre a pour objetif de développer une méthode de diagnosti de défauts pour une
lasse partiulière de systèmes non linéaires dérits sous une forme polytopique Linéaire à
Paramètres Variants et de synthétiser un ltre de détetion, isolation et estimation de défauts
apteur tout en assurant les onditions de stabilité.
4.1 Introdution
Les systèmes industriels automatisés sont vulnérables aux défauts d'instrumentation omme
les apteurs ou les ationneurs. Ce hangement peut onduire à une situation dangereuse
pour un opérateur humain (Isermann and Balle 1997),(Rodrigues et al. 2007). La détetion et
l'isolation de défauts se résume à déteter l'apparition de défauts dans un proessus (Harris et
al. 1999) et de trouver leurs auses ave diérentes stratégies basées sur des modèles quanti-
tatifs (Venkatasubramanian et al. 2003b) et des modèles qualitatifs (Venkatasubramanian et
al. 2003a). Les tehniques de diagnosti basés sur des modèles sont envisagés pour ontrler
le proessus (Knittel et al. 2003) et garantir la séurité dans l'industrie. Plusieurs livres sont
onsarés à es sujets telles les réfèrenes (Gertler 1998, Chen and Patton 1999, Chiang et
al. 2001) ou plus réemment (Ding 2008).
Cependant, le diagnosti pour les systèmes non linéaires reste un hallenge (Bokor and Szabo
2009) en raison du problème d'obtention des modèles exploitables pour le diagnosti ave des
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tehniques garantissant la détetion, l'isolation et l'estimation de défaut tout en assurant les
onditions de stabilité. Sur de large plage de fontionnement, 'est toujours un hallenge atuel.
An d'eetuer le diagnosti sur des systèmes non linéaires, des méthodes proposées par
exemple dans (Poussot-Vassal et al. 2008) ont été basées sur l'étude des systèmes linéaires à
paramètres variants (LPV). Le diagnosti pour les systèmes LPV a été étudié dans (Bokor and
Balas 2004b, Zolghadri et al. 2008, Armeni et al. 2009) an de onevoir des ltres robustes
pour la détetion et l'isolation de défauts (Fault Detetion and Isolation, FDI) pour les
systèmes dynamiques LPV et elui pour les systèmes singuliers LPV dans (Hamdi et al. 2012).
Les systèmes d'enroulement de bandes sont des proessus non linéaires qui onsidèrent une
grande plage de fontionnement. Dans le papier de (Xiao et al. 2011), les auteurs ont développé
une stratégie pour le diagnosti de défauts (Fault Diagnosis, FD) et la ommande tolérante
aux défauts (Fault Tolerant Control, FTC) pour un système d'enroulement. Cependant, leur
théorie est développée pour les systèmes Linéaires à Temps Invariant (LTI) et ils ne peuvent
onsidérer qu'un seul point de fontionnement.
Dans (Claveau et al. 2008, Kuhm et al. 2012), les auteurs ont synthétisé et omparé un
régulateur LTI ave un régulateur LPV. Ils mettent en évidene que le régulateur LTI peut
être envisagé pour un seul point de fontionnement et non pas pour tout l'ensemble des points.
Dans (Gassmann and Knittel 2011), les auteurs ont onsidéré un système d'enroulement qui
a été modélisé sous la forme LPV, et ils ont synthétisé un régulateur LPV pour un système
d'enroulement, mais ave un seul observateur LTI pour estimer un paramètre du système sous
ertaines hypothèses. Dans (Benlatrehe et al. 2008), les auteurs ont développé des régulateurs
déentralisés et des régulateurs proportionnels intégraux par retour d'état pour les systèmes à
grande éhelle omme une mahine d'enroulement. La méthode onsiste en la oneption d'une
ommande par retour d'état en utilisant une approhe basée sur les inégalités matriielles
bilinéaires (Bilinear Matrix Inequalities, BMI).
En tenant ompte de la modélisation d'un système d'enroulement sous la forme LPV omme
dans (Gassmann and Knittel 2011), les auteurs dans (Theilliol et al. 2008) ont développé une
tehnique de diagnosti de défauts de manière à générer des résidus insensibles aux défauts
par des méthodes spéiques de déouplage. Ces auteurs ont établi une méthode de diagnosti
de défauts apteur pour des systèmes non linéaires et ont développé des onditions de stabilité
pour les observateurs à entrées inonnues (UIO) qui eetuent la détetion et l'isolation de
défauts. Cependant, auune estimation du défaut n'a été rendue possible ave ette tehnique.
Dans (Ponsart et al. 2010), une autre méthode a été développée ave un ltre apable à la fois
d'isoler et d'estimer les défauts. Toutefois, les onditions de stabilité n'ont pas été étudiées et
le ltre ne peut pas être utilisé sans une réelle étude de stabilité. Dans (Rodrigues et al. 2008),
les onditions de stabilité d'un ltre polytopique LPV qui permet la détetion, l'isolation et
l'estimation de défauts ationneur dans le adre multi-modèles ont été présentées.
En se basant sur les papiers de (Theilliol et al. 2008, Ponsart et al. 2010, Rodrigues et
al. 2008), e hapitre ontribue à étendre et à développer un shéma de diagnosti omplet
ave : la détetion, l'isolation et l'estimation mais pour des défauts apteur sur des systèmes
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non linéaires basés sur un modèle LPV à temps disret. Les objetifs de ette étude sont de
onevoir un shéma global de diagnosti permettant d'estimer l'amplitude du défaut apteur
sur un ensemble large de fontionnement appliquée à une mahine d'enroulement.
Ainsi, basé sur une représentation polytopique LPV, e hapitre aborde une ontribution
originale qui permet non seulement de déteter, isoler et estimer de multiples défauts apteurs,
mais aussi d'avoir une information qualitative supplémentaire de l'eaité du ltre. Cet
indiateur est déni omme un fateur de qualité : prohe de zéro si le ltre déouple les
défauts appropriés ou diérent de zéro autrement.
Les onditions de stabilité de e ltre polytopique LPV sont étudiées à travers la stabilité
poly-quadratique. Les performanes du ltre polytopique LPV sont testées sur un véritable
proessus : un enrouleur de bandes.
Dans un premier temps, nous proposons de présenter le problème de détetion et d'isolation de
défauts pour le système polytopique LPV an de développer dans un seond temps un module
de diagnosti pour les défauts apteur sous une représentation LPV. Ce module de diagnosti
doit permettre de déteter, isoler et estimer les défauts tout en onsidérant les onditions de
stabilité.
4.2 Problématique
Considérons la lasse de systèmes LPV anes en temps disret ave des défauts apteur :{
xk+1 = A˜(θk)xk + B˜(θk)uk
yk = Cxk + Ffk
(4.1)
xk ∈ Rn est le veteur d'état, uk ∈ Rp est la ommande et yk ∈ Rm représente le veteur
de la sortie mesurée. F ∈ Rm×q représente la matrie de distribution de défauts apteur et
fk ∈ Rq est le veteur des défauts tel que q < m (ette hypothèse a été onsidérée dans
(Alwi and Edwards 2013)). La présene de tels défauts peuvent onduire à une dégradation des
performanes, une instabilité du système ou à la perte du proessus.
La matrie F , qui représente la matrie de distribution de défauts apteur, est souvent (mais
pas toujours) dénie omme une matrie où haune de ses olonnes est un veteur unitaire :
Fi = [0 . . . 1 . . . 0]
T
(4.2)
qui représente le i
ème
défaut apteur. C'est une généralisation de la représentation de défaut
apteur.
A˜(·), B˜(·) sont des fontions qui dépendent de manière ane du veteur à paramètres variants
dans le temps θk ∈ R
l
. Il est également supposé que e veteur θjk est sans défaut, borné, et
se trouve dans un hyperube (Anstett et al. 2009), (Bruzelius 2004) de telle sorte que ∀j ∈
[1, . . . , l] :
θk ∈ Γ = {θk | θ
j
k ≤ θ
j
k ≤ θ
j
k}, ∀k ≥ 0 (4.3)
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Les matries A˜(θk), B˜(θk) du système LPV (4.1) ave une dépendane ane du paramètre θk
(4.3) sont représentées de telle sorte que :
A˜(θk) = A˜0 +
l∑
j=1
θjkA˜j, B˜(θk) = B˜0 +
l∑
j=1
θjkB˜j ∀θk ∈ Γ (4.4)
Basé sur (4.4), le système (4.1) peut être transformé sous une forme d'interpolation onvexe
des sommets de Γ où les sommets du polytope sont dénis de telle sorte que (Rodrigues et
al. 2007) : Sj =
[
Aj , Bj , C, F
]
, ∀j ∈ [1, . . . , N ] où N = 2l. Les oordonnées polytopiques
sont alulées par la fontion ρ(θ(k)) et varient dans l'ensemble onvexe Λ :
Λ =
{
ρ(θk) ∈ R
N , ρ(θk) = [ρ1(θk), . . . , ρN(θk)]
T , ρj(θk) ≥ 0,
N∑
j=1
ρj(θk) = 1
}
Par onséquent et en onsidérant les défauts apteur, le système (4.1) peut se représenter sous
la forme polytopique LPV suivante : xk+1 =
N∑
j=1
ρj(θk)(Ajxk +Bjuk)
yk = Cxk + Ffk
(4.5)
où Aj ∈ Rn×n, Bj ∈ Rn×p, C ∈ Rm×n et F ∈ Rm×q sont des matries invariantes dénies pour
le jème modèle. Dans (Rodrigues et al. 2008), les auteurs ont onsidéré les défauts ationneur
et dans e hapitre, les défauts apteur vont être onsidérés. Un travail préliminaire onsiste
à réérire le système (4.5). Basé sur (Park et al. 1994), en présene de défauts apteur, un
système (4.5) peut être réérit omme un système aeté par des pseudos défauts ationneur.
Supposons que la dynamique du défaut apteur est dérit de la façon suivante :
fk+1 = δfk + f¯k (4.6)
où δ ∈ Rq×q est déni par δ = diag(δ1, ..., δq) et f¯k est le pseudo-défaut. δ représente le de-
gré de liberté supplémentaire dans la oneption de l'estimateur (Park et al. 1994) et peut
être xé entre ]0, . . . , 1]. En onsidérant (4.5) et (4.6), une nouvelle représentation du système
polytopique LPV ave défaut apteur est donnée par : x¯k+1 =
N∑
j=1
ρj(θk)(A¯j x¯k + B¯juk + F¯ f¯k)
y¯k = C¯x¯k
(4.7)
ave x¯k =
[
xk
fk
]
, A¯j =
[
Aj 0
0 δ
]
, B¯j =
[
Bj
0
]
, F¯ =
[
0
I
]
, C¯ = [C F ] (0 désigne la matrie
nulle et I la matrie identité de dimensions appropriées).
L'objetif prinipal de la détetion et l'isolation de défauts est de onevoir un ltre qui est
en mesure de déterminer si un défaut s'est produit ou non dans le système. Pour ette simple
question, il est bien onnu que la synthèse d'un résidu, qui est la diérene entre les sorties
du système et les sorties estimées du ltre, peut donner une réponse à ette question. Don, à
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ette n, les onepteurs peuvent synthétiser le ltre polytopique LPV de Luenberger suivant
sous l'hypothèse lassique que les paires (C¯, A¯j) soient observables (Chen and Patton 1999) : ˆ¯xk+1 =
N∑
j=1
ρj(θk)(A¯j ˆ¯xk + B¯juk + K¯j(yk − C¯ ˆ¯xk))
yˆk = C¯ ˆ¯xk
(4.8)
ou également ave la notation (·)(ρk) =
N∑
j=1
ρj(θk)(·j) omme :
{
ˆ¯xk+1 = A¯(ρk)ˆ¯xk + B¯(ρk)uk + K¯(ρk)(yk − C¯ ˆ¯xk))
yˆk = C¯ ˆ¯xk
(4.9)
En onsidérant (4.7) et (4.9), l'évolution dynamique de l'erreur d'estimation ek = x¯k − ˆ¯xk et
du résidu rk = y¯k − ˆ¯yk sont donnés par les relations suivantes :{
ek+1 = (A¯(ρk)− K¯(ρk)C¯)ek + F¯ f¯k
rk = C¯ek
(4.10)
Généralement, en e point, l'objetif onsiste à stabiliser la matrie (A¯(ρk)− K¯(ρk)C¯) grâe à
un hoix du gain K¯(ρk) tel que la matrie (A¯(ρk)− K¯(ρk)C¯) soit Hurwitz, 'est-à-dire que ses
valeurs propres restent stables. Ainsi, dans le as sans défaut (f¯k = 0), l'erreur d'estimation
ek et le résidu rk tendent vers zéro. Cei indique qu'auun défaut ne s'est produit dans le
système . En outre, si un défaut se produit (f¯k 6= 0) alors l'erreur d'estimation ek et le résidu
rk deviennent diérents de zéro et indiquent qu'un défaut s'est produit.
Toutefois, e ltre LPV de Luenberger ne peut pas être utilisé en l'état s'il y a plus d'un défaut
dû au fait que le résidu rk serait orrompu par des informations diérentes à travers le veteur
de défaut f¯k, 'est-à-dire que le ltre serait sensible à tous les défauts apteur : l'isolation de
défaut n'est pas possible et bien évidemment l'estimation du défaut apteur non plus. Pour
de multiples défauts apteur, une tehnique lassique onsiste à onevoir un ltre LPV de
Luenberger (Chen and Patton 1999) pour un seul apteur et interpréter les diérents résidus
basés sur un ban de ltres dédiés. Cette méthode permet de déteter et d'isoler un défaut.
Cependant, il n'est pas possible ave un tel ltre d'estimer l'amplitude de multiples défauts
apteur.
Nous proposons don de synthétiser un ltre apable de déteter, isoler et estimer de multiples
défauts apteur tout en assurant sa stabilité. Celui-i sera présenté dans la setion suivante
sous les hypothèses requises pour l'existene du ltre polytopique LPV :
 Les paires (C¯, A¯j) sont observables, ∀j ∈ [1, . . . , N ].
 Le nombre de mesures est supérieur au nombre de défauts, 'est à dire q < m (à des ns
d'isolation des défauts).
 La matrie de distribution de défaut est de plein rang olonne, 'est à dire égale à q.
On suppose également que la valeur maximale des indies de défaut de détetabilité est égale
à un (Keller 1999). Il onvient de noter que la synthèse d'un seul ltre pour tous les défauts
apteur n'est pas possible pour réaliser une tâhe de détetion, d'isolation et d'estimation de
défaut. Par onséquent, telle que présentée dans la setion suivante, un ban de ltres sera
également onçu.
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4.3 Détetion, isolation et estimation de défaut apteur
ave un fateur de qualité
4.3.1 Coneption du ltre polytopique LPV
Un algorithme onventionnel de détetion de défauts (Chen and Patton 1999) est apable de
déteter un défaut en surveillant le résidu, noté rk, lassiquement déni omme la diérene de
sortie entre le système et le modèle. An de déterminer également l'estimation de l'amplitude du
défaut et d'estimer le veteur de l'espae d'état, les auteurs (Rodrigues et al. 2008) ont proposé
de onevoir un ltre tel que le veteur résiduel rk soit divisé en deux sous-veteurs distints :
un sous-veteur du résidu déni sensible aux défauts et l'autre sous-veteur y est insensible. Il a
été montré dans (Keller 1999) (dans le adre LTI), que pour satisfaire l'égalité (4.11) néessaire
au déouplage des défauts pour obtenir une partie d'un nouveau résidu insensible aux défauts :
(A¯(ρk)− K¯(ρk)C¯)F¯ = 0, (4.11)
un déouplage du gain pouvait être une solution si l'équation (4.11) est satisfaite et si le nombre
de défauts est stritement inférieur aux nombres de sorties à des ns d'isolation de défauts, 'est
à dire rang(C¯F¯ ) = q < m, une solution de (4.11) a été proposée par (Keller 1999) pour les
systèmes LTI dont le gain K¯(ρk) était paramétré de telle sorte que :
K¯(ρk) = K
A(ρk) +K
C(ρk) (4.12)
où :
 KA(ρk) is déni par :
KA(ρk) = ω(ρk)Π (4.13)
ave ω(ρk) = A¯(ρk)F¯ et Π = (C¯F¯ )
+
où (·)+ représente la pseudo-inverse de la matrie
(·).
 KC(ρk) est déni par :
KC(ρk) = K(ρk)Ψ (4.14)
ave Ψ = β(Im−(C¯F¯ )(C¯F¯ )+), β ∈ R(m−q)×m est une matrie onstante arbitraire dénie
de telle sorte que la matrie Ψ soit de plein rang ligne et K(ρk) est un gain à synthétiser.
Basé sur (4.12), (4.13) et (4.14), le ltre déni dans (4.9) peut être réérit omme un ltre
polytopique LPV déni sous la forme suivante :{
ˆ¯xk+1 = (A(ρk)−K(ρk)C)ˆ¯xk + B¯(ρk)uk +K
A(ρk)yk +K(ρk)Ψyk
yˆk = C¯ ˆ¯xk
(4.15)
ave A(ρk) = A¯(ρk)(Im − F¯ΠC¯) et C = ΨC¯.
Selon (4.7) et (4.15), l'erreur d'estimation ek = x¯k − ˆ¯xk et le résidu rk sont donnés par les
relations suivantes : {
ek+1 = (A(ρk)−K(ρk)C)ek + F¯ f¯k
rk = C¯ek
(4.16)
où K(ρk) doit être synthétisé an de garantir la stabilité du ltre polytopique LPV et atteindre
une ertaine performane au niveau de la onvergene de l'erreur. Dans le as sans défaut ('est
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à dire : f¯k = 0), les relations préédentes sont réérites telles que :{
e¯k+1 = (A(ρk)−K(ρk)C)e¯k
r¯k = C¯e¯k
(4.17)
où e¯k et r¯k désignent respetivement l'erreur d'estimation et le résidu dans le as sans défaut.
Notons que le résidu rk dans (4.16) est obtenu en multipliant l'erreur d'estimation ek par la
matrie C¯ et peut être érit omme suit :
rk+1 = C¯ek+1 = C¯(A(ρk)−K(ρk)C)ek + C¯F¯ f¯k (4.18)
Ainsi, basé sur l'équation (4.17), il peut être réérit :
rk = r¯k + C¯F¯ f¯k−1 (4.19)
A partir de l'équation (4.19), le ltre polytopique LPV est apable de donner deux informations
diérentes en utilisant une matrie spéique
[
Ψ
Π
]
de telle sorte qu'un résidu projeté pk est
déni omme suit :
pk =
[
Ψ
Π
]
rk =
[
Ψ
Π
]
(r¯k + C¯F¯ f¯k−1) =
[
Ψr¯k +ΨC¯F¯ f¯k−1
Πr¯k +ΠC¯F¯ f¯k−1
]
(4.20)
En onsidérant les propriétés suivantes (qui impliquent la déomposition du gain (4.12)) :
ΠC¯F¯ = I et ΨC¯F¯ = 0 (4.21)
la génération d'un nouveau résidu pk de l'équation (4.20), peut être déni omme suit :
pk =
[
Ψ
Π
]
rk =
[
Ψr¯k
Πr¯k + f¯k−1
]
=
[
γk
Ωk
]
(4.22)
Le résidu pk est divisé en deux sous-veteurs : un veteur noté γk insensible aux défauts f¯k et
un veteur noté Ωk sensible qu'aux défauts f¯k. Le veteur insensible aux défauts f¯k (γk ∈ Rm−q)
est prohe de zéro dans le as sans défaut ou en as de défauts lorsque le défaut f¯k se produit
dans le système. Cependant, le veteur γk est diérent de zéro signiant la présene des erreurs
de modélisation ou d'autres défauts qui ne sont pas onsidérés dans la synthèse du ltre. Ce
veteur γk est un indiateur pour qualier l'eaité du ltre polytopique LPV. Si un défaut f¯k
survient dans le système, une tehnique d'évaluation de résidus doit être utilisée an d'indiquer
l'exatitude du nouveau résidu pk et plus préisément, l'exatitude de la dernière omposante
Ωk = Πr¯k + f¯k−1. En e qui onerne ette omposante Ωk ∈ Rq qui représente le veteur
résiduel sensible aux défauts, elle-i peut être utilisée pour une estimation du défaut f¯k ave
un temps de retard d'un seul éhantillon (f. 4.22). Comme mentionné dans la Proposition 1
dans (Rodrigues et al. 2008), une estimation fˆk du défaut apteur f¯k pourrait être réalisée grâe
à une matrie de Moore-Penrose :
fˆk = (F¯ )
+F¯Ωk (4.23)
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4.3.2 Stabilité du ltre polytopique LPV
La stabilité du ltre est réduite à trouver des gains Kj, ∀j ∈ [1, . . . , N ] de sorte que l'inter-
polation de gain K(ρk) assure la onvergene asymptotique de l'erreur d'estimation (4.17) vers
l'origine en l'absene de défaut. Pour obtenir des onditions de synthèse moins restritives, la
notion de la stabilité poly-quadratique ave une fontion de Lyapunov quadratique dépendant
d'un paramètre tel que mentionné dans (Anstett et al. 2009) est utilisée.
Proposition 7 L'erreur d'estimation (4.17) est poly-quadratiquement stable s'il existe des
matries symétriques dénies positives Pj, des matries Rj et G de dimensions appropriées
∀j ∈ [1, . . . , N ] telles que :(
−Pj A
T
j G− C
TRTj
GAj −RjC Pi − (G+G
T )
)
< 0, ∀i, j ∈ [1, . . . , N ] (4.24)
Le gain Kj est alors donné par Kj = G
−1Rj. 
Preuve :
Soit la fontion de Lyapunov dénie par V (e¯k, ρk) = e¯
T
kP (ρk)e¯k > 0. Pour assurer la stabilité,
sa diérene L = V (e¯k+1, ρk+1) − V (e¯k, ρk) en onsidérant l'équation (4.17) doit être dénie
négative déroissante telle que :
(A(ρk)−K(ρk)C)
TP (ρk+1)(A(ρk)−K(ρk)C)− P (ρk) < 0 (4.25)
ave A(ρk) =
N∑
j=1
ρj(θk)Aj et la matrie de Lyapunov P (ρk) =
N∑
j=1
ρj(θk)Pj sur un ensemble
onvexe Λ.
Nous supposons que (4.24) soit vraie. En utilisant la notation Rj = GKj, en multipliant l'in-
égalité (4.24) par ρj(θk) et en les additionnant, alors (4.24) devient ∀j ∈ [1, . . . , N ] :
−
N∑
j=1
ρj(θk)Pj
N∑
j=1
ρj(θk)(Aj −KjC)
TGT
G
N∑
j=1
ρj(θk)(Aj −KjC) Pi − (G+G
T )
 < 0, (4.26)
De plus, en additionnant les inégalités (4.26) par rapport à i, l'inégalité (4.26) devient :(
−P (ρk) (AT (ρk)−K(ρk)C)TGT
G(A(ρk)−K(ρk)C) P+(ρk)− (G+G
T )
)
< 0 (4.27)
sous les notations suivantes :
P (ρk) =
N∑
j=1
ρj(θk)Pj
P+(ρk) = P (ρk+1) =
N∑
j=1
ρj(θk+1)Pj =
N∑
i=1
ρi(θk)Pi
(4.28)
En multipliant à gauhe de (4.27) par [I (A(ρk) − K(ρk)C)T ] et à droite par [I (A(ρk) −
K(ρk)C)
T ]T , l'inégalité suivante est obtenue :
(A(ρk)−K(ρk)C)
TP+(ρk)(A(ρk)−K(ρk)C)− P (ρk) < 0 (4.29)
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En d'autres termes, l'inégalité (4.29) orrespond à l'inégalité (4.25) en rappelant que P+(ρk) =
P (ρk+1). Par onséquent, l'erreur d'estimation (4.17) satisfait à la ondition de la stabilité poly-
quadratique. 
Comme expliqué dans les paragraphes préédents, la oneption d'un ltre polytopique LPV
unique stable a été fournie pour déteter les défauts apteur. Pour réaliser un diagnosti de
défauts, une isolation de défauts, qui onsiste à déider lequel (lesquels) parmi les éléments du
système a (ont) vraiment éhoué, une proédure d'isolation de défauts doit être eetuée telle
que dénie dans la setion suivante.
4.3.3 Coneption d'isolation de défauts
Comme présenté dans la gure (4.1), le ltre polytopique LPV que nous présentons permet
de déteter, isoler et estimer des défauts apteur à haque éhantillon k basé sur les normes des
veteurs γk et Ωk. Cependant, la synthèse d'un seul ltre pour déteter tous les défauts apteur
n'est pas possible en raison de la ondition du rang (rang(C¯F¯ ) = q < m) qui ne peut pas être
remplie. Don, dans e as, la méthode onsiste à onevoir un ban de m ltres polytopiques
LPV où haun d'entre eux est synthétisé pour estimer ertains défauts. L'idée présentée ii est
basée sur l'eaité du "fateur de qualité" qui est insensible à e veteur de défauts spéiques
mais sensible à d'autres.
Figure 4.1: Shéma du ltre polytopique
Ce shéma de diagnosti de défaut est semblable à l'approhe bien onnue de la struture
résiduelle généralisée. Selon le ltre développé, il était possible de mettre en plae divers bans
de ltres tels que le Shéma d'Observation Généralisé (Generalized Observer Sheme, GOS)
apable d'isoler seulement un seul défaut ou le Shéma d'Observation Dédié (Dediated Ob-
server Sheme, DOS) apable d'isoler des défauts simultanés omme proposé par (Frank and
Ding 1997). Pour les GOS, haque résidu γi, i ∈ [1, . . . , m] du ième ltre polytopique est insen-
sible au ième défaut apteur mais sensible à tous les autres défauts 'est à dire γk ∈ Rm−1 et
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Ωk ∈ R1. Cependant, pour les DOS, haque résidu γi, i ∈ [1, . . . , m] du ième ltre polytopique
est insensible à tous les défauts apteur sauf le ième apteur 'est à dire γk ∈ R1 et Ωk ∈ Rm−1.
La gure (4.2) résume les diérents niveaux de shéma de diagnosti et d'isolation de défauts
pour la struture GOS.
Figure 4.2: Shéma de diagnosti, d'isolation et d'estimation de défauts en struture GOS
Une matrie d'inidene (Tableaux 4.1 et 4.2) peut être établie où ‖γk‖ est onsidérée égale à
′0′ lorsque le résidu est prohe de zéro et égale à ′1′ autrement. Chaque olonne de la matrie
d'inidene est appelée le veteur de ohérene assoié à haque signature de défaut. A partir des
Tableaux 4.1 et 4.2, une prise de déision séletionne lequel parmi les apteurs est défetueux.
Une olonne indique qu'un signal est égal à zéro tandis que les autres sont égaux à un : la valeur
′0′ indique la loalisation du défaut apteur ave le ltre polytopique LPV dédié.
La prise de déision est ensuite utilisée selon la logique élémentaire (Leonhardt and Ayoubi
1997), qui peut être dérite omme suit : un 'indiateur de défaut' est égal à un si le veteur
résiduel Υ =

‖γk‖1
. . .
‖γk‖
i
. . .
‖γk‖m
 généré par le ban, est égal à une olonne de la matrie d'inidene,
et à zéro autrement. L'élément assoié à l'indiateur étant égal à un est ensuite délaré être 'en
défaut'.
Remarque 5 : La méthode d'isolation de défauts est basée sur le fait qu'un seul défaut peut être
déteté préisément au même instant pour réupérer la signature de défaut à partir des Tableaux
4.1 et 4.2. Il onvient de remarquer que la probabilité pour que deux ou plusieurs défauts qui
apparaissent exatement au même moment, et simultanément, est prohe de zéro. Plusieurs
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défauts peuvent apparaître au ours d'une expériene, mais pas exatement au même instant.
Si plusieurs défauts apparaissent au même moment (très faible probabilité), alors l'isolation des
défauts n'est pas garantie, mais la détetion des défauts reste vraie.
Table 4.1: Matrie d'inidene - GOS (*) Autres défauts ou deux apteurs minimum sont
défetueux.
Residu Sans défaut f¯ 1 . . . f¯ i . . . f¯m *
‖γk‖1 0 0 1 1 1 1 1
.
.
.
.
.
. 1
.
.
.
.
.
.
.
.
.
.
.
. 1
‖γk‖i 0 1
.
.
. 0
.
.
. 1 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 1
‖γk‖m 0 1 . . . 1 . . . 0 1
Table 4.2: Matrie d'inidene - DOS (*) Autres défauts ou tous les apteurs sont défetueux.
Residu Sans défaut f¯ 1 . . . f¯ i . . . f¯m *
‖γ‖1 0 1 0 0 0 0 1
.
.
.
.
.
. 0
.
.
.
.
.
.
.
.
.
.
.
. 1
‖γ‖i 0 0
.
.
. 1
.
.
. 0 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 1
‖γ‖m 0 0 . . . 0 . . . 1 1
La méthode de détetion et d'isolation de défauts développée préédemment est illustrée sur
un enrouleur de bandes dans la setion suivante.
4.4 L'enrouleur de bandes
4.4.1 Desription du système
Le proessus d'enroulement est omposé d'une bande plastique et de trois bobines appelées
respetivement bobines de déroulement, stimulation et de réenroulement ave un rayon non
mesurable diretement (voir hapitre 3 de (Noura et al. 2009)). Chaque bobine est ouplée à
un moteur à ourant ontinu par l'intermédiaire d'un réduteur de vitesse.
La vitesse angulaire des deux premières bobines (S1, S2) et les tensions (T1, T3) entre les bobines,
sont mesurées par des tahymètres et des voltmètres. Les trois entrées de ommande U1, U2 et U3
sont la tension d'entrée des trois moteurs omme illustré dans la gure 4.3. Chaque moteur est
ommandé par un régulateur loal omposé d'un ou deux régulateurs PI (Ponsart et al. 2010).
La première boule de ontrle ajuste le ourant du moteur (I1, I2, I3), et sa onstante de
temps d'intégration est d'environ 40 ms, tandis que la deuxième boule ontrle la vitesse
angulaire ave une onstante de temps d'intégration égale à 200 ms. Les points de réglage de
es régulateurs sont alulés par un régulateur logique programmable (PLC) an de ontrler
à la fois les tensions et la vitesse linéaire de la bande (300 m de longueur, 5 m de large
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et 0.2 mm d'épaisseur). L'étude expérimentale dure 40 min, le rayon de réenroulement de la
bobine varie de 210 à 70 mm. Un environnement de développement en temps réel (Simulink
Real-Time Workshop+dSPACE) basé sur un ordinateur est utilisé à la plae du PLC pour
améliorer le ontrle. Les entrées et les sorties du système sont données dans l'intervalle [0 100%]
orrespondant à [−10V ; 10V ] et à [−1 ; +1] ave les variables Matlab.
Figure 4.3: Arhiteture de ontrle du proessus d'enroulement
4.4.2 La modélisation du système ave des défauts apteur
Basé sur (Ponsart et al. 2010), où l'essentiel de la modélisation et l'identiation est développé
et présenté en détails, l'enrouleur de bandes peut être représenté ave la représentation suivante :{
xk+1 = A(Rk)xk +B(Rk)uk
yk = Cxk + Ffk
(4.30)
où xk = x(kTe), ave la période d'éhantillonnage Te = 0.1s, yk = xk = [T1 S2 T3]
T
et uk =
[U1 U2 U3]
T
. La matrie du système A et la matrie de ontrle B sont des matries linéaires
polynomiales dépendant d'un paramètre positif borné et variant au ours du temps noté Rk où
0 < Rmin < Rk < Rmax et vériant :
G(R) = G0R
0 +G1R
1 +G2R
2 + . . .+GαR
α
(4.31)
où G représente A ou B et α dénit le degré du polynme qui est égal à 6 (Theilliol et al.
2008). Dans e qui suit, nous allons onsidérer la tehnique développée par (Hetel et al. 2007).
Cette méthode souligne l'équivalene exate entre le modèle et la représentation polynomiale
polytopique. Ainsi, haque matrie polynomiale est dénie par un polytope onvexe ave (α+1)
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sommets ∆Gj alulé omme suit :
∆G1 = GαR
α
min + ... +G2R
2
min +G1R
1
min +G0R
0
max
∆G2 = GαR
α
min + ... +G2R
2
min +G1R
1
max +G0R
0
max
∆G3 = GαR
α
min + ... +G2R
2
max +G1R
1
max +G0R
0
max
.
.
. =
.
.
.
∆Gα+1 = GαR
α
max + ...+G2R
2
max +G1R
1
max +G0R
0
max
(4.32)
La formulation du polytope onvexe est obtenue par le alul des fontions ρj(R) (∀j ∈
[0, . . . , α]) en utilisant l'algorithme réursif suivant ave τ = 2, . . . , α :
ρ1(R) = 1−
R −Rmin
Rmax − Rmin
ρα+1(R) =
Rα −Rαmin
Rαmax −R
α
min
ρτ (R) =
Rτ−1 −Rτ−1min
Rτ−1max −R
τ−1
min
−
α+1∑
j=τ+1
ρj(R)
(4.33)
Don, les fontions ρj(R) résident dans un ensemble onvexe Λ :
Λ = {ρ(R) ∈ Rα+1, ρ = [ρ1...ρα+1]
T
et
α+1∑
j=1
ρj(R) = 1 ρj ≥ 0}
∀j ∈ [1, . . . , α+ 1], où ∆Gj dénit les sommets du polytope onvexe tel que :
G(R) =
α+1∑
j=1
ρj(R)∆
G
j (4.34)
En se basant sur les équations préédentes (4.6) et (4.34), la représentation (4.30) peut se
ramener à un système polytopique LPV augmenté : x¯k+1 =
α+1∑
j=1
ρj(Rk)(A¯jx¯k + B¯juk + F¯ f¯k)
yk = C¯x¯k
(4.35)
où A¯j ∈ Rn×n et B¯j ∈ Rn×p sont des matries onstantes et ∀j ∈ [1, . . . , α + 1] : ρj ≥
0,
α+1∑
j=1
ρj(Rk) = 1 et 0 < Rmin < Rk < Rmax.
La mahine d'enroulement de bande peut être représentée ave α = 6 dépendant du rayon
de réenroulement de bobines Rk omme dans l'équation (4.35) ave 0 < Rmin < Rk < Rmax,
Rmin = 70mm et Rmax = 210mm. Pour des raisons tehniques, le rayon est estimé par l'équation
suivante :
Rk = Rk−1 +
h
2π
S1,k (4.36)
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Figure 4.4: Evolution des paramètres ρj
où h est l'épaisseur de la bande et S1,k est la dépendane au temps de la vitesse angulaire de
la bobine S1 et elle est supposé sans défaut.
Les sorties mesurées sont yk = xk = [T1 S2 T3]
T
.
La gure (4.4) présente l'évolution des 7 fontions de pondération des 7 modèles retenus durant
l'expérimentation. Leurs évolutions dynamiques justient pleinement l'utilisation d'un modèle
de type LPV où les paramètres varient rapidement et de manière non linéaire. Les diérentes
matries Aj et Bj sont présentées dans la setion 4.5.
Nous notons qu'une loi de ommande de linéarisation des entrées-sorties, basée sur le modèle
polynomial, a été implémentée (omme dans (Noura et al. 2009)) en utilisant le développement
théorique non linéaire de (Fossard and Normand-Cyrot 1995) et (Isidori 1995) : ei est essentiel
étant donné que e système est instable en boule ouverte. Il peut être vérié par le alul des
valeurs propres des diérentes matries Aj présentées dans la setion 4.5.
Sans auune restrition sur la méthode développée, nous onsidérons dans e qui suit qu'un
seul défaut peut se produire dans le système. An d'évaluer la méthode, un ban de ltres
polytopiques LPV a été développé an de déteter, isoler et estimer un état préis du système
en présene de défauts. Chaun de es ltres est dédié à un seul et unique défaut apteur en
suivant le prinipe GOS (voir le paragraphe 4.3.3).
Remarque 6 : Si deux défauts sont onsidérés pour se produire simultanément, la ondition
de déouplage est vériée (rank(C¯F¯ ) = q = 2 < 3). Dans e ban de trois ltres est mis
en plae an de fournir une struture DOS (γk ∈ R2 et Ωk ∈ R1). Ave un tel système, il
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est possible de déteter, isoler et estimer deux défauts simultanément sous l'hypothèse qu'auun
autre défaut ou erreur de modélisation ne se produit. Toutefois, si trois défauts de produisent, le
système proposé est apable que de déteter les défauts. On peut noter qu'un seul ltre pour tous
les défauts apteur ave F = I3 ne peut pas être synthétisé omme la ondition de déouplage
rank(C¯F¯ ) = q = 3 < m ne serait pas remplie.
4.4.3 Résultats expérimentaux
L'eaité et les performanes de la méthode de diagnosti développée est appliquée sur
un proessus réel. La synthèse des gains Kj du ltre LPV, présentés dans la setion 4.5, a été
alulée en utilisant le Toolbox des Inégalités Matriielles Linéaires du Toolbox du ontrle
robuste qui est une partie de l'environnement Matlab.
4.4.3.1 En l'absene de défaut
La gure 4.5 montre l'évolution des sorties en boule fermée ave les entrées dans le as où
il n'y a pas de défaut. Cette expériene a été réalisée pour des hangements progressifs de 20%
de leurs valeurs d'exploitation orrespondantes.
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Figure 4.5: En l'absene de défaut : a) Les sorties du système b) Les entrées du système
Il faut noter que les résidus générés par le ltre de déouplage représentés sur la gure 4.6
sont de moyenne nulle : ela signie qu'il n'y a ni défaut ni erreurs de modélisation.
4.4.3.2 En présene de défaut
∗ Première expérimentation : un défaut sur la tension T1 qui survient et disparaît à diérents
moments va être onsidéré. Dans l'équation (4.30), en prenant F = F1 = [1 0 0]
T
, les onditions
de rang sont alors vériées.
Dans la gure 4.7, il est faile de voir que la sortie T1 est diérente du régime nominal dû à
la présene de défauts. La sortie réelle, en présene de défaut sur T1, est diérente de l'entrée
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Figure 4.6: Norme du veteur résiduel en l'absene de défaut
de référene pour des valeurs de rayon autour de : 100, 170 et 215mm. Les résultats du ltre
de déouplage sont présentés dans la gure 4.8.
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Figure 4.7: Sorties du système en présene de défaut et son estimation
Comme le montre la gure 4.8, le résidu ‖Ωk‖ est aeté par les brusques hangements
qui orrespondent au défaut apteur sur T1. Un tel résidu a été synthétisé de manière à être
seulement sensible au défaut sur la sortie T1. Dans la gure 4.8, il est lair que le fateur de
qualité ‖γk‖ est égal à zéro signiant que l'estimation du défaut dérivé du veteur du résidu
sensible peut être utilisée pour estimer le défaut réel. L'estimation préise l'amplitude du défaut
apteur sur la gure 4.9 et illustre la performane du ltre de déouplage.
Remarque 7 : Conformément à la loi de ommande développée, les mesures de sortie sont
4.4 L'enrouleur de bandes 109
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Figure 4.8: Défaut apteur T1 - Norme du veteur résiduel en présene de défaut sur le apteur
T1.
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Figure 4.9: a) Le défaut apteur et son estimation par le ltre polytopique LPV b) Zoom
autour R ≈ 100 mm - Défaut apteur T1.
aetées par des variations sur les autres. Par onséquent, ertains
′
pis
′
peuvent être observés
sur la gure 4.9 et sur d'autres gures.
∗ Deuxième expérimentation : Un défaut apteur sur la bobine S2 va être onsidéré. Mais,
an de souligner le rle du fateur de qualité, le même ltre dédié préédemment au défaut
apteur sur T1, va être utilisé. Don, e n'est pas le ltre adapté pour le défaut apteur sur S2
et biensûr, l'estimation du défaut apteur doit être orrompue.
La gure 4.10 présente le omportement des deux normes résiduelles générées par le ltre
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Figure 4.10: Défaut apteur S2 - Norme du veteur résiduel en présene de défaut sur la sortie
T1.
polytopique LPV onsidéré. Comme prévu et illustré dans la gure 4.10, le résidu ‖γk‖ n'est pas
égal à zéro, e qui signie que le résidu ‖Ωk‖ ne peut pas être utilisé pour estimer orretement
l'amplitude du défaut apteur.
Maintenant, nous onsidérons le ltre dédié au défaut apteur sur la bobine S2, synthétisé
ave F = [0 1 0]T . Comme illustré dans la gure 4.11, un tel ltre fournit un estimateur de
défaut apteur approprié. Le fateur de qualité étant égal à zéro, indique que le résidu sensible
peut être utilisé pour estimer e défaut apteur (omme dans le Tableau 4.1). L'estimation de
défaut apteur est prohe de la vraie omme le montre la gure 4.12.
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Figure 4.11: Défaut apteur S2 - Norme du veteur résiduel en présene de défaut sur la sortie
S2.
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Figure 4.12: a) Le défaut apteur et son estimation par le ltre polytopique LPV b) Zoom
autour R ≈ 100 mm - Défaut apteur S2.
L'avantage prinipal de e ltre polytopique LPV n'est pas seulement la performane de
l'estimation du défaut apteur mais aussi la apaité à générer une information qualitative
supplémentaire à partir du résidu insensible : si le fateur de qualité ‖γk‖ n'est pas égal à zéro,
ela signie qu'il est orrompu par un autre défaut ou par des erreurs de modélisation. De
e fait, le ltre ne peut pas être utilisé pour estimer orretement une amplitude d'un défaut
apteur.
4.5 La synthèse des matries et gains du ltre LPV
Matries Aj
A1 =
 0.7175 −0.8396 −0.22700.0122 0.5370 −0.0650
−0.0074 0.1675 0.1563
 , A2 =
 29.7488 −88.2373 −29.5144−0.1112 6.9024 −2.0532
15.9178 126.3875 −106.7138

A3 =
 −120.5489 485.6371 164.0216−0.6368 −32.7339 8.5105
−85.5748 −665.5708 544.8643
 , A4 =
 0.1947 −1.0040 −0.34700.0037 0.0681 −0.0156
0.1841 1.3995 −1.1048
× 103
A5 =
 −0.1444 0.9396 0.3338−0.0057 −0.0625 0.0138
−0.1848 −1.3627 1.0353
× 103, A6 =
 43.2658 −335.2822 −121.16613.1253 22.9693 −4.9550
72.3623 511.4675 −369.7696

A7 =
 0.4412 −0.0026 −0.02540.0354 0.5204 −0.0087
−0.0471 0.3558 0.5210

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Matries Bj
B1 =
 −1.1003 0.7929 0.37770.0617 0.5755 0.1169
−0.0470 −0.2363 1.5299
 , B2 =
 44.0344 122.2789 −14.19847.0243 −11.0918 14.4880
50.8487 −128.2938 320.7654

B3 =
 −0.1944 −0.6379 0.0433−0.0328 0.0600 −0.0715
−0.2587 0.6670 −1.6587
× 103, B4 =
 0.2430 1.2760 −0.04620.0644 −0.1180 0.1445
0.5287 −1.3791 3.4280
× 103
B5 =
 −0.0885 −1.1601 0.0115−0.0592 0.1092 −0.1358
−0.5074 1.3148 −3.2489
× 103, B6 =
 −0.0128 0.4023 0.00330.0215 −0.0374 0.0496
0.1914 −0.4814 1.1763
× 103
B7 =
 −1.1713 0.0450 0.22430.0799 0.5809 0.0942
−0.2549 −0.5926 3.0868

Matries Kj pour un veteur de défaut F = [1 0 0]
T
K1 =

0.6663 0 −0.3041
0.0150 0 −0.0572
−0.0172 0 0.2560
8.9932× 10−7 0 −7.1218× 10−7
 , K2 =

35.5841 0 −36.2347
0.1270 0 −2.4444
21.7830 0 −130.0642
8.3810× 10−7 0 −6.6695× 10−7

K3 =

−143.8215 0 200.2627
−2.1831 0 10.1451
−116.5421 0 661.2573
9.3783× 10−7 0 −6.9896× 10−7
 , K4 =

243.6176 0 −446.0330
7.8905 0 −19.4836
263.4774 0 −1.4117× 103
8.4298× 10−7 0 −6.6690× 10−7

K5 =

−193.4364 0 463.0827
−11.1942 0 18.5535
−284.7824 0 1.4271× 103
8.5434× 10−7 0 −6.9896× 10−7
 , K6 =

62.1699 0 −184.2103
6.1130 0 −7.2484
121.6514 0 −558.0424
6.7022× 10−7 0 −5.5183× 10−7

K7 =

0.3383 0 0.1074
2.3482× 10−3 0 21.2326× 10−3
−0.3684 0 1.1766
8.9820× 10−7 0 −7.1121× 10−7

Matries Kj pour un veteur de défaut F = [0 1 0]
T
K1 =

0.6954 −0.7069 0
−1.1278× 10−3 0.2990 0
−11.3542× 10−3 0.1764 0
−3.1547× 10−5 −4.9406× 10−4 0
 , K2 =

38.9388 −58.1434 0
−0.1276 4.4628 0
17.0758 82.6757 0
6.9342× 10−5 1.0204× 10−3 0

K3 =

−162.0358 319.5950 0
−0.9691 −21.4814 0
−91.9862 −435.4859 0
1.9191× 10−5 2.9529× 10−4 0
 , K4 =

283.0694 −697.8027 0
5.2561 46.9645 0
209.3752 966.2187 0
3.5039× 10−5 5.2213× 10−4 0

K5 =

−233.2794 704.4033 0
−8.5758 −46.6604 0
−227.9262 −1.0137× 103 0
1.1388× 10−4 1.6783× 10−3 0
 , K6 =

77.7121 −275.0765 0
5.0731 18.5601 0
98.3034 416.5143 0
9.8984× 10−5 1.4689× 10−3 0

K7 =

0.3161 0.3329 0
−12.5148× 10−3 0.2681 0
−0.3404 −0.4086 0
3.1325× 10−5 4.6642× 10−4 0

4.6 Conlusion
Une approhe générale sur le diagnosti des défauts apteur onçue pour les systèmes po-
lytopiques LPV a été proposée dans e hapitre. Cette méthode a été développée en utilisant
un ltre polytopique LPV onçu pour déteter, isoler et estimer de multiples défauts apteur à
travers une représentation polytopique LPV. Même si une synthèse d'un ltre unique n'est pas
toujours possible, un ban de ltres polytopiques LPV dédiés a été développé pour permettre
une détetion, isolation et estimation de défaut apteur ave un fateur de qualité. An de ga-
rantir la stabilité de e ltre, une analyse a été réalisée en utilisant des LMI dans un ensemble
onvexe. L'eaité et les performanes du ltre polytopique LPV ont été démontrées sur un
proessus réel : un enrouleur de bandes.
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Conlusion générale
Le travail de thèse exposé dans e mémoire apporte une ontribution dans le domaine des
observateurs pouvant s'appliquer sur des systèmes non linéaires. L'étude que nous avons mené
au ours de ette thèse a porté sur le développement et l'élaboration des tehniques d'obser-
vation d'état pour des lasses de systèmes non linéaires, et leur appliation à la détetion et
l'isolation des défauts. La oneption d'observateurs pour les systèmes non linéaires est une
tâhe assez diile. Dans e adre, nous avons présenté une ontribution essentielle au niveau
de la dénition des onditions d'existene et de synthèse d'estimateurs d'état pour les systèmes
anes en l'état ave injetion de sortie.
Pour entamer notre étude, nous avons ommené par développer une ondition susante pour
la synthèse d'un observateur à entrées inonnues. Ce résultat donné a été basé sur l'existene
d'un plus grand sous-système détetable, unique et non aeté par les entrées inonnues. Cette
approhe a été illustrée par des exemples et des simulations satisfaisantes.
Néanmoins, il reste à étendre e résultat pour obtenir une ondition néessaire et susante.
Dans un deuxième temps, nous avons traité le problème de transformation d'un système non
linéaire en un autre système en asade pour lequel un observateur peut être onçu. Nous avons
tout d'abord étendu le résultat de (Hammouri and Gauthier 1988) aux systèmes anes en l'état
ave injetion de sortie par des onditions néessaires et susantes. Nous avons ainsi développé
un algorithme pour aluler le système de oordonnés approprié, dans le as de deux sorties,
permettant de réaliser la transformation du système d'origine au système désiré.
Cependant, il reste à appliquer ette approhe sur un exemple numérique et à donner une
extension de l'algorithme de alul, établi pour assurer la transformation d'un système non
linéaire en un système en asade, mais dans le as multi-sorties.
Le dernier hapitre a été onsaré à une appliation pratique au diagnosti de défauts. Nous
avons présenté le problème de détetion et isolation de défauts pour le système polytopique
LPV et nous avons développé un module de diagnosti pour les défauts apteur sous une
représentation LPV. Cette méthode a été développée en synthétisant un ltre polytopique
LPV permettant non seulement de déteter, isoler et estimer le défaut mais aussi d'avoir une
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information qualitative supplémentaire. Ce résultat a été appliqué à un proessus réel qui est
l'enrouleur de bandes pour lequel nous avons pu obtenir des résultats très satisfaisants.
Annexe A
Notions d'algèbre linéaire
Soient F et G deux sous-espaes de X .
1. Le plus petit sous-espae de X ontenant à la fois F et G est :
F + G = {f + g : f ∈ F , g ∈ G}
2. Le plus grand sous-espae de X ontenu à la fois dans F et G est :
F ∩ G = {x : x ∈ F et x ∈ G}
3. Soit l'appliation C : X −→ Y
• X est le domaine de C
• Y est le o-domaine de C
4. Le sous-espae nul de C est :
kerC = {x : x ∈ X et Cx = 0} ⊆ X
5. Le sous-espae image de C est :
ImC = {y : y ∈ Y et ∃x ∈ X , y = Cx} ⊆ Y
6. L'appliation C est dite
• injetive si kerC = 0
• surjetive si ImC = Y
7. Image d'un sous-espae F ⊆ X sous une appliation
CF = {y : y ∈ Y et ∃x ∈ F , y = Cx} ⊆ Y
8. Image inverse d'un sous-espae G ⊆ Y sous une appliation
C−1G = {x : x ∈ X et Cx ∈ G} ⊆ X
9. Appliation d'insertion d'un sous-espae V ⊆ X dans X
V : V −→ X
ker V = 0, les appliations d'insertion sont injetives.
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10. Restrition d'une appliation C sur un sous-espae V du domaine X , (V ⊆ X )
C : X −→ Y
V : V −→ X
(C : V) : V −→ Y
la matrie qui orrespond à (C : V) est CV .
11. Restrition d'une appliation C sur un sous-espae W du o-domaine Y , (W ⊆ Y)
C : X −→ Y
W : X −→ W
(W : C) : X −→ W
la matrie qui orrespond à (W : C) est W−1C.
12. L'espae dual de X est X ′.
13. L'appliation duale de C : X −→ Y est C ′ : X ′ −→ Y ′.
14. L'espae orthogonal (annihilateur) d'un sous-espae G ⊆ X
G⊥ = {x′ : x′G = 0, x′ ∈ X ′} ⊆ X ′
• 0⊥ = X ′
• X⊥ = 0
• Si F ⊆ X et G ⊆ X , alors
(F + G)⊥ = F⊥ ∩ G⊥
(F ∩ G)⊥ = F⊥ + G⊥
(F⊥)⊥ = F
F ⊆ G si et seulement si F⊥ ⊇ G⊥
• Soit C : X −→ Y , F ⊆ X et G ⊆ Y , alors
(ImC)⊥ = kerC ′
(kerC)⊥ = ImC ′
(CF)⊥ = (C ′)−1F⊥
(C−1G)⊥ = C ′G⊥
C(C−1G) = G ∩ ImC
C−1(CF) = F + kerC
15. Soient les appliations d'insertion :
F : F −→ X
G : G −→ X
F⊥ est une solution de rang maximal de F⊥F = 0
G⊥ est une solution de rang maximal de G⊥G = 0
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alors
F + G = Im(F G)
F ∩ G = ker
(
F⊥
G⊥
)
A−1F = ker(F⊥ A)
16. L'équation matriielle :
BX = C
admet une solution pour X si et seulement si ImC ⊆ ImB (don si B est surjetive).
17. L'équation matriielle :
XB = C
admet une solution pour X si et seulement si kerB ⊆ kerC (don si B est injetive).
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Annexe B
Outils géométriques des systèmes linéaires
et non linéaires
B.1 Outils géométriques des systèmes linéaires
Nous allons rappeler dans ette setion quelques éléments de la théorie géométrique des
appliations d'un espae dans lui-même (endomorphismes), pour plus de détails nous pourrons
se reporter aux livres de (Wonham 1985) et de (Basile and Marro 1992).
Soit le système linéaire invariant dans le temps de la forme :{
x˙ = Ax+Bu
y = Cx
(B.1)
où l'état x ∈ Rn, l'entrée u ∈ Rm et la sortie y ∈ Rp.
Dénition 27 (Classe d'équivalene) (Wonham 1985) Soit un sous-espae V ⊆ Rn. Deux
veteurs x, x′ ∈ Rn sont dits équivalents modulo V , si x − x′ ∈ V . Pour x donné, la lasse
d'équivalene de x notée x est assoiée à l'ensemble {y/y ∈ Rn; y − x ∈ V }.
Dénition 28 (Espae quotient) (Wonham 1985) L'ensemble de toutes les lasses d'équi-
valene ave les deux opérations : addition et multipliation par un salaire, forment un espae
vetoriel linéaire appelé espae quotient et noté (Rn/V ).
Cette notion d'espae quotient permet de donner une base rigoureuse pour l'étude de e qui se
passe en "dehors" de V . Pour passer de l'espae initial à l'espae quotient, nous dénissons la
projetion anonique de la manière suivante :
Dénition 29 (Projetion anonique) (Wonham 1985) V étant un sous espae vetoriel de
R
n
, l'appliation :
P : Rn −→ (Rn/V )
x 7−→ x
est appelée projetion anonique de R
n
dans (Rn/V ).
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Par dénition, le noyau de la projetion P orrespond au sous-espae V :
kerP = V (B.2)
et la dimension de l'espae quotient obtenu par appliation de ette projetion est dénie par :
dim(Rn/V ) = n− dim(V ) (B.3)
Nous introduisons dans la suite la notion d'invariane. Cette notion joue un rle primordial
dans la théorie de la ommande géométrique des systèmes et en partiulier dans le rejet de
perturbation.
Dénition 30 (Sous-spae invariant) (Wonham 1985) Soit A une appliation linéaire A :
R
n → Rn, le sous-espae V ⊆ Rn est dit A-invariant si AV ⊂ V .
Cette dénition a une interprétation très laire. Considérons le système dynamique :
x˙ = Ax (B.4)
Pour tels systèmes, il est lair que si x(0) ∈ V , alors x(t) ∈ V, ∀t ≥ 0. Autrement dit, toute
trajetoire d'état partant d'un espae A-invariant sera entièrement ontenue dans et espae.
Soit une appliation A : Rn −→ Rn, V un sous-espae A-invariant (AV ⊆ V ) et P la projetion
anonique de R
n
dans (R
n/V ). Alors, il existe une appliation unique :
A : (Rn/V ) −→ (Rn/V )
telle que :
AP = PA (B.5)
Nous disons que A est l'appliation induite par A sur (Rn/V ).
A
R
n −→ Rn
P ↓ ↓ P
(Rn/V ) −→ (Rn/V )
A
Il est simple de voir que PAV = APV = AP kerP = 0.
Proposition 8 Etant donné E un sous-espae de Rn, il existe un plus grand (respetivement
un plus petit) sous-espae A-invariant ontenu dans E (respetivement ontenant E).
Dans et énoné, le plus petit sous-espae A-invariant ontenant E signie que tout autre
A-invariant ontenant E ontient le préédent. En se basant sur la notion d'invariane, nous
pouvons dénir deux sous-espaes importants dans la théorie de la ommande géométrique des
systèmes :
Dénition 31 (Sous-espae inobservable) (Wonham 1985) Le plus grand sous-espae A-
invariant ontenu dans K = kerC déni par :
K ∩A−1K ∩ · · · ∩ A−n+1K (B.6)
A−iK = {x/Aix ∈ K}, est le sous-espae inobservable de la paire (C,A) du système (B.1).
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Dénition 32 (Sous-espae ommandable) (Wonham 1985) Le plus petit sous-espae A-
invariant ontenant B = ImB. Ce dernier oinide ave :
B + AB + · · ·+ An−1B (B.7)
où (A,B) est donnée par le système (B.1).
Nous pouvons aussi dénir une invariane partiulière :
Dénition 33 (Sous-espae (C,A)-invariant) (Wonham 1985) Un sous-espae V est dit
(C,A)-invariant si l'une des onditions équivalentes suivantes est vériée :
1. Il existe une appliation D : Rp → Rn telle que (A+DC)V ⊂ V
2. A(V ∩ kerC) ⊂ V
Nous pouvons obtenir aussi le sous-espae (A,B)-invariant, qui représente le dual du sous-
espae (C,A)-invariant de la même façon où, dans e as, nous sommes amené à trouver une
appliation F qui assure l'invariane (A+BF )V ⊂ V ou AV ⊆ V + B.
En utilisant la première ondition de la dénition 33, nous sommes amené à trouver une injetion
de sortieD telle que le sous-espae V soit (A+DC)-invariant. Ce qui signie que V est invariant
sous la dynamique du système suivant :{
x˙ = (A+DC)x = Ax+Dy
y = Cx
(B.8)
obtenu à partir du système (B.1) par une injetion de la sortie Dy.
Introduisons maintenant la notion des sous-espaes (C,A)-inobservabes. Considérons don une
appliation de sortie
L : Rp −→ Rp
′
, p′ ≤ p
et une injetion de sortie
D : Rp −→ Rn
Dénition 34 (Sous-espae (C,A)-inobservable) (Wonham 1985) Les sous-espaes
(C,A)-inobservables sont de la forme :
kerLC ∩ (A+DC)−1 kerLC ∩ · · · ∩ (A+DC)−n+1 kerLC (B.9)
où A−i kerLC = {x/Aix ∈ kerLC}.
Remarque 8 Si W est un sous-espae (C,A)-inobservable, alors il est aussi l'espae d'inob-
servabilité de : {
x˙ = (A+DC)x
y = LCx
(B.10)
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Algorithme de alul du plus petit sous-espae (C,A)-invariant
Notons par I(C,A, E) l'ensemble de tous les sous-espaes (C,A)-invariants ontenant un
sous-espae E = ImE donné. I(C,A, E) n'est pas vide : il ontient Rn et la limite de la suite
suivante : {
W0 = E
Wi+1 = Wi + A(Wi ∩ kerC); i ≥ 0
(B.11)
Il existe un entier i∗ ≥ 0 tel que pour tout i ≥ i∗ ; Wi+1 = Wi = W
∗
. Nous pourrons aisément
vérier que W∗ =W∗ + A(W∗ ∩ kerC). Ce qui signie que W∗ = ImW ∗ est (C,A)-invariant.
Par onstrution, il ontient E .
I(C,A, E) est fermé sous intersetion :
∀ W1,W2 ∈ I(C,A, E), E ⊂ W1 ∩W2
A(W1 ∩W2 ∩ kerC) ⊂ W1 ∩W2
il admet alors un minimum noté W∗ donné par l'algorithme (B.11) (i.e. W∗ ∈ I(C,A, E) et
∀ W ∈ I(C,A, E),W ⊃W∗).
Algorithme de alul du plus petit du sous-espae (C,A)-inobservable
SoitW∗ le plus petit sous-espae (C,A)-invariant ontenant un sous-espae E donné et notons
S(C,A, E) l'ensemble de tous les sous-espaes (C,A)-inobservables ontenant un sous-espae E
donné. Considérons l'algorithme :{
S0 = W∗ + kerC
Si+1 = W∗ + (A−1Si ∩ kerC)
(B.12)
Cette suite est déroissante (S0 ⊃ S1 ⊃ · · · ⊃ Si ⊃ Si+1 ⊃ W∗). Il existe k tel que quelque
soit l ≥ k, Sl = Sk. Posons k∗ le plus petit entier tel que Sk = Sk∗, quelque soit k ≥ k∗, alors
S∗ = Sk∗ . Nous pourrons remarquer que S∗ ∈ S(C,A, E). Il sut pour ela de hoisir L telle
que W∗ + kerC = kerLC et D telle que (A+DC)S∗ ⊂ S∗ puisque S∗ est un (C,A)-invariant.
Il s'en suit que S(C,A, E) n'est pas vide. En eet, S∗ est le plus petit élément de S(C,A, E),
'est à dire le plus petit sous-espae (C,A)-inobservable ontenant un sous-espae E donné (une
démonstration utilisant la notion duale est présentée dans (Wonham 1985)).
Remarque 9 S(C,A, E) ⊂ I(C,A, E).
Proposition 9 Un sous-espae W est (C,A)-invariant si et seulement s'il existe des matries
E et F telles que l'équation w˙(t) = Fw(t) + Ey(t) ave w(0) = Px(0) implique w(t) = Px(t)
pour tout t ≥ 0. P étant la projetion anonique de Rn → Rn/W .
Nous dénissons les matries F et E telles que E = −PD et F est la matrie induite par
(A+DC) sur Rn/W .
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B.2 Outils géométriques des systèmes non linéaires
Les outils géométriques introduits dans le as des systèmes linéaires peuvent être appliqués
aux systèmes non linéaires en tenant ompte des termes non linéaires présents dans l'équation
d'état. Lorsqu'il s'agit de lasses partiulières de systèmes non linéaires tels que les systèmes
bilinéaires ou plus généralement les systèmes anes en l'état, nous obtenons des outils
géométriques très prohes de eux des systèmes linéaires. Pour les systèmes non linéaires
appartenant à des lasses plus générales, nous pouvons faire reours aux résultats donnés dans
(Persis and Isidori 2000), (Persis and Isidori 2001) et (Hammouri et al. 1994), (Hammouri et
al. 2001) qui utilisent des notions de géométrie diérentielle.
Si pour les systèmes linéaires, l'approhe géométrique permettant de onstruire des observa-
teurs à entrées inonnues utilise le onept de l'invariane de sous espaes vetoriels, pour les
systèmes non linéaires, e onept sera remplaé par les notions de distributions invariantes
que nous introduisons i-dessous.
Soit V un ouvert de Rn, un hamp de veteur sur V est une appliation de lasse C∞ de V
dans R
n
. Si X, Y sont deux hamps de veteurs sur V , leur rohet de Lie est le hamp sur
V , dont la ième omposante est donnée par
∑n
j=1(Xj
∂Yj
∂xi
− Yj
∂Xj
∂xi
) où Xi et Yi sont les i
èmes
omposantes de X et Y .
Soit F = X i; i ∈ I une famille de hamps de veteurs, une distribution ∆ assoiée à F est la
famille (∆x){x∈V } où ∆x est l'espae vetoriel engendré par l'ensemble X
i(x); X i ∈ F .
SiX est un hamp de veteurs, nous noterons [X,∆] la distribution assoiée aux hamps [X,X i].
∆ étant une distribution omme i-dessus, elle est dite involutive si pour tout X i, nous avons
[X i,∆] ⊂ ∆.
Dénition 35 Une distribution ∆ est dite invariante par rapport à un hamp X si :
[X,∆] ⊂ ∆
Considérons le système non linéaire suivant :{
x˙ = f(x) +
∑m
i=1 uigi(x)
y = h(x)
(B.13)
L'état x(t) ∈ V ⊂ Rn, la sortie y ∈ Rp et l'entrée u = (u1, . . . , um)T ∈ U un ensemble
mesurable de R
m
. f, g1, . . . , gm sont des appliations de lasse Cinfty de V dans Rn.
Une distribution ∆ est invariante par rapport à la dynamique du système (B.13), si elle l'est
par rapport aux hamps f, g1, . . . , gm.
Dans le as linéaire, f(x) = Ax et
∑m
i=1 uigi(x) = Bu, nous vérions aisément que ette notion
orrespond à elle des sous-espaes A-invariants.
Une utilité de ette notion est donnée par la proposition suivante.
Proposition 10 (Isidori 1995), (Nijmeijer and Shaft 1990) Soit une distribution involutive
et régulière ∆ de dimension k sur un ouvert O. Supposons que ∆ est invariante par rapport à
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f, g1, . . . , gm. Alors, pour tout x ∈ O, il existe un voisinage ouvert Ox de x, et un système de
oordonnées z = φ(x) déni sur Ox, tels que le système (B.13) se met sous la forme :
z˙1 = f
1
(z) +
∑m
i=1 uig
1
i (z)
z˙2 = f
2
(z2) +
∑m
i=1 uig
2
i (z
2)
y = h(z) = h ◦ φ−1(z)
(B.14)
où z1 = (z1, . . . , zk)
T
, z2 = (zk+1, . . . , zn)
T
et z = (z1T , z2T )T .
Nous onstatons que le système (B.14) présente une forme déouplée : la dynamique de z2 est
indépendante de z1. Cette propriété est utilisée pour le rejet de perturbation ((Isidori 1995)).
Etant donnée une distribution ∆0, soit D((f, g1, . . . , gm),∆0) la famille des distributions inva-
riantes par rapport à f, g1, . . . , gm, et ontenant ∆0. Si ∆1 et ∆2 sont deux distributions de
D((f, g1, . . . , gm),∆0), alors ∆1 ∩ ∆2 est enore une distribution de D((f, g1, . . . , gm),∆0). De
plus, ette famille n'est pas vide. Elle admet don un plus petit élément que nous noterons
〈f, g1, . . . , gm | ∆0〉.
Considérons la suite suivante :{
D0 = ∆0
Dk+1 = Dk +
∑m
i=1[gi, Dk] + [f,Dk]
(B.15)
si les distributions sont régulières alors il existe un entier naturel k∗ tel que Dk∗ = Dk∗+1 et de
plus :
Dk∗ = 〈f, g1, . . . , gm | ∆0〉
Cet algorithme permet don de trouver e plus petit élément. Dans le as linéaire, si nous
prenons ∆0 = ImB, l'espae 〈f, g1, . . . , gm | ∆0〉 est :
〈A,B〉 = Im(B AB . . . An−1B)
'est-à-dire le sous-espae de ommandabilité du système linéaire orrespondant.
Caratérisons maintenant les distributions invariantes par rapport à la dynamique du système
(B.13) qui restent invariantes après un retour d'état.
Dénition 36 (Distribution (f,g)-invariante) Une distribution ∆ est dite (f, g)-invariante
si nous avons :
∀X ∈ ∆, [f,X ] ∈ ∆+ G
[gi, X ] ∈ ∆+ G i = 1, . . .m
où G = span{g1, . . . , gm}.
Cette dénition est équivalente à :
∃u : Rn → Rm tel que ∆ soit invariante par rapport aux hamps {f(x) +∑m
i=1 uigi(x), g1, . . . , gm} ou enore ∆ est invariante par rapport à la dynamique du système en
boule fermée.
Dans le as linéaire, f(x) = Ax et
∑m
i=1 uigi(x) = Bu, ette notion orrespond à elle d'un
sous-espae (A,B)-invariant V :
AV ⊂ V + B
La notion duale des (A,B)-invariants est elle de sous-espaes (C,A)-invariants donnée dans la
dénition 33. Pour étendre ette notion aux systèmes non linéaires, nous introduisons la notion
de (h, f)-invariane (notion duale de (f, g)-invariane).
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Dénition 37 (Distribution (h,(f,g))-invariante) Une distribution D est dite (h, (f, g))-
invariante sur un ouvert O si :
[f(x), D(x) ∩ kerdh(x)] ⊂ D(x), ∀x ∈ O (B.16)
[gi(x), D(x) ∩ dh(x)] ⊂ D(x), ∀x ∈ O (B.17)
où ker dh = {X,LXh = 0} et LXh =
 LXh1..
.
LXhp
, où h1, . . . , hp sont les omposantes de h et
LXhi est la dérivée de Lie de hi donnée par LXhi = X1
∂hi
∂x1
+ . . .+Xn
∂hi
∂xn
.
Dans le as linéaire, nous obtenons [f(x), D(x)∩ker dh(x)] = [Ax,D∩kerC] = A(D∩kerC) ⊂
D, e qui orrespond à la dénition d'un sous-espae (C,A)-invariant.
Pour terminer ette partie, notons par I(h, (f, g), E) l'ensemble des distributions (h, (f, g))-
invariantes ontenant une distributionE donnée. Il est faile de vérier que l'intersetionD1∩D2
de deux distributions D1 et D2 de et ensemble est enore une distribution (h, (fg))-invariante
ontenant E. De plus, et ensemble n'est pas vide ar il ontient Rn. Il admet un plus petit
élément D∗ que nous onstruisons à partir de la suite :{
D0 = E
Dk+1 = Dk +
∑m
i=1[gi, Dk ∩ ker dh] + [f,Dk ∩ ker dh]
(B.18)
où Dk est la plus petite distribution involutive ontenant Dk ('est-à-dire sa fermeture involu-
tive). La limite involutive de ette suite est donnée par :
D∗ =
∑
k≥0
Dk
D∗ est la plus petite distribution involutive (h, f)-invariante ontenant E.
Dans la suite, nous allons expliiter es notions d'invariane et e qui en déoule omme résultats
pour les systèmes ane en l'état. Ces systèmes sont de la forme :{
x˙(t) = A(u(t))x(t) +B(u(t))
y(t) = C(u(t))x(t)
(B.19)
Ii, A(u) est une matrie n × n ontinue en u ∈ Rm, y(t) ∈ Rp et B(u) est un n-veteur
ontinue en u.
Pour des raisons qui vont suivre, nous onsidérons que des distributions plates, 'est à dire
telles que ∆x = V , où V est un sous espae vetoriel de R
n
. Nous utiliserons dans la suite la
terminologie de sous-espae invariant au lieu de distribution invariante.
Dénition 38 Nous dirons qu'un espae V est (C,A(u))-invariant si l'une des onditions équi-
valentes suivantes est vériée :
i) ∀u ∈ Rm, A(u)(V
⋂
kerC)) ⊂ V
ii) Il existe une matrie n× p ontinue en u telle que (A(u) +D(u)C)V ⊂ V
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Cette denition oinide ave elle des distributions (h, (f, g))-invariantes dans le as des sys-
tèmes ane en l'état.
Notons par I(C,A(u);W) l'ensemble de tous les sous-espaes (C,A(u))-invariants ontenant un
sous-espae donné W ⊂ Rn, nous avons alors :
Proposition 11 (Sous-espae (C,A(u))-invariant) (Hammouri et al. 2001), (Hammouri
and Tmar 2010)
1. Si V1 et V2 sont deux sous-espaes (C,A(u))-invariants, alors V1 ∩ V2 est aussi un sous-
espae (C,A(u))-invariant.
2. i) I(C,A(u);W) admet un minimum unique (au sens de l'inlusion) noté W∗.
ii) Soit {A1, . . . , AN} un ensemble de matries n × n qui engendre l'espae vetoriel
engendré par {A(u), u ∈ Rm}, alors W∗ est la limite de la séquene déroissante
suivante : 
V0 = W
Vi+1 = Vi +
N∑
j=0
Aj(Vi ∩ kerC)
(B.20)
Soit D(u) une matrie n× p ontinue par rapport à u et onsidérons le système suivant :{
x˙ =
(
A(u) +D(u)C
)
x
y = LCx
(B.21)
Nous notons par ONL
(
LC,A(u) +D(u)C
)
l'espae d'observabilité du système (B.21). C'est à
dire le plus petit sous espae vetoriel ontenant les appliations linéaires Cix (où Ci est la i
ème
ligne de C) et tel que si τ(x) est une fontion de ONL
(
LC,A(u) + D(u)C
)
, alors sa dérivée
de Lie par rapport au hamp A(u)x reste dans ONL
(
LC,A(u) +D(u)C
)
. Cet espae oinide
ave l'espae vetoriel engendré par les fontions linéaires CiA(u1) . . . A(uk)x, où u1, . . . , uk sont
quelonques dans R
m
et 1 ≤ i ≤ p. Nous désignons par dONL
(
LC,A(u) +D(u)C
)
la odistri-
bution d'observabilité du système (B.21). Dans notre as elle-i oinide ave l'espae vetoriel
engendré par, 'est-à-dire la odistribution engendrée par les veteurs lignes CiA(u1) . . .A(uk),
1 ≤ i ≤ p.
Dénition 39 (Sous-espae (C,A(u))-inobservable) Un sous-espae (C,A(u))-
inobservable est une odistribution de la forme :
ker dONL
(
LC,A(u) +D(u)C
)
=
{
X / LX(ϕ) = 0, ∀ ϕ ∈ ONL
(
LC,A(u) +D(u)C
)}
.
Cette odistribution peut être identiée ave le sous-espae vetoriel de R
n
donné
par
{
x ∈ Rn/LCx = 0, LC
(
A(u1) +D(u1)C
)
. . .
(
A(uk) +D(uk)C
)
x = 0
}
; u1, . . . uk ∈
R
m et k ≥ 1.
Remarque 10 Tout sous-espae (C,A(u))-inobservable est un sous-espae (C,A(u))-
invariant. Autrement, si V = ker dONL
(
LC,A(u) +D(u)C
)
, alors
(
A(u) +D(u)C
)
V ⊂ V.
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Soit W un sous-espae de Rn et S(C,A(u);W) l'ensemble de tous les sous-espaes (C,A(u))-
inobservables ontenant W, nous avons alors :
Lemme 6 (Hammouri et al. 2001), (Hammouri and Tmar 2010) S(C,A(u);W) admet un
minimum unique W∗∗ qui est la limite de la séquene suivante :
W0 = kerLC
Wj+1 = Wj ∩
[
N⋂
i=0
(Ai +DiC)
−1Wj
]
(B.22)
où A1, . . . AN sont les matries dénies à la proposition préédente.
Un algorithme de alul qui permet d'obtenir W∗∗ indépendamment des matries L et Di, i =
1, . . . , N est déni par :
W0 = W∗ + kerC
Wj+1 = W∗ +
[
N⋂
i=0
A−1i Wj
]
∩ kerC
(B.23)
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Annexe C
Notions de géométrie diérentielle
C.1 Champ vetoriel et hamp de oveteurs
Soit le système non linéaire multivariable ommandé, ave m entrées u1, . . . , um et à p sorties
y1, . . . , yp dérit par : {
x˙ = f(x) +
∑m
i=1 gi(x)ui
yi = hi(x) 1 ≤ i ≤ p.
où l'état x = (x1, . . . , xn) est supposé évoluer le long d'un ensemble ouvert U de R
n
.
Les appliations f, g1, . . . , gm à valeurs dans R
n
sont dénies sur un ensemble ouvert U .
f(x), g1(x), . . . , gm(x) dénotent les valeurs qu'elles sont supposées avoir en un point spéique
x de U .
f(x) =

f1(x1, . . . , xn)
f2(x1, . . . , xn)
.
.
.
fn(x1, . . . , xn)
 ; gi(x) =

g1i(x1, . . . , xn)
g2i(x1, . . . , xn)
.
.
.
gni(x1, . . . , xn)

Les fontions dénies aussi sur U , h1(x), . . . , hp(x) à valeurs réelles, dénotent les valeurs prises
en un point spéique x. Nous pouvons les représenter par hi(x) = hi(x1, . . . , xn).
Dans la suite, nous supposons que les appliations f, g1, . . . , gm et les fontions h1, . . . , hp sont
lisses par rapport à leurs arguments, 'est à dire que toutes les entrées de es fontions sont
des fontions à valeurs réelles de x1, . . . , xn ave des dérivées partielles ontinues à n'importe
quel ordre. Oasionnellemnt, ette hypothèse peut être remplaée par l'hypothèse plus forte
d'avoir es fontions analytiques sur leur domaine de dénition.
Les appliations f, g1, . . . , gm sont des appliations lisses attribuant à haque point x de U un
veteur de R
n
, à savoir f(x), g1(x), . . . , gm(x). C'est pour es raisons que nous faisons fréquem-
ment allusion à des hamps vetoriels lisses dénis sur U . Dans pas mal de ironstanes, il
onvient de manipuler - ave le hamp vetoriel - aussi des objets duaux appelés : hamp de
oveteurs, qui sont des appliations lisses attribuant à haque point x (d'un sous-ensemble U)
un élément de l'espae dual (Rn)∗, ensemble de veteurs ligne de dimension n.
Notons que si v =

v1
v2
.
.
.
vn
 est un veteur olonne représentant un élément de V ⊆ Rn, et
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w∗ = (w1 w2 · · · wn) est un veteur ligne représentant un élément de V ∗ ⊆ (Rn)∗, la "valeur"
de w∗ en v est donnée par le produit :
w∗v =
m∑
i=1
wivi
La plupart du temps, omme il se produit souvent dans la littérature, la valeur de w∗ en v sera
représentée sous la forme d'un produit intérieur, érit 〈w∗, v〉 au lieu de w∗v simplement.
Un hamp de oveteurs ayant une importane spéiale est elui nommé : diérentiel ou gra-
dient, d'une fontion à valeurs réelles λ dénie sur un ensemble ouvert U de Rn. Ce hamp de
oveteurs, dénoté dλ, est déni omme un veteur ligne de dimension n où le ieme élément est
la dérivée partielle de λ par rapport à xi. Sa valeur en un point x est par onséquent
dλ(x) =
(
∂λ
∂x1
∂λ
∂x2
· · ·
∂λ
∂xn
)
'est à dire le Jaobien de λ noté
dλ(x) =
∂λ
∂x
ette forme diérentiable de la fontion à valeurs réelles λ, est appelée : diérentelle exate.
Considérons maintenant trois types d'opérations diérentielles, impliquant les hamps ve-
toriels et les hamps de oveteurs, utilisées fréquemment à l'analyse des systèmes non linéaires.
Le premier type d'opérations diérentielles :
Ce type implique une fontion à valeurs réelles λ et un hamp vetoriel f , les deux sont dénis
sur un sous ensemble U de Rn. A partir de eux-i, une nouvelle fontion à valeurs réelles est
dénie, dont la valeur, en haque point x de U , est égale au produit intérieur
〈dλ(x), f(x)〉 =
∂λ
∂x
f(x) =
n∑
i=1
∂λ
∂xi
fi(x)
Cette fontion est parfois appelée : la dérivée de λ par rapport à f et elle est souvent notée
Lfλ. En d'autres termes, par dénition :
Lfλ(x) =
n∑
i=1
∂λ
∂xi
fi(x)
en haque point x de U .
La répétion de ette opération est bien sûr possible. Par onséquent, par exemple, la dérivée de
λ d'abord par rapport au hamp vetoriel f et ensuite par rapport au hamp vetoriel g dénie
une nouvelle fontion :
LgLfλ(x) =
∂(Lfλ)
∂x
g(x)
Si λ est diérentiable k fois par rapport à f , alors la notation Lkfλ est utilisée :
Lkfλ(x) =
∂(Lk−1f λ)
∂x
f(x)
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ave L0fλ(x) = λ(x).
Le seond type d'opérations diérentielles :
Ce type fait intervenir deux hamps vetoriels f et g, les deux dénis sur un ensemble ouvert U
de R
n
. A partir de eux-i, un nouveau hamp vetoriel lisse est onstruit, noté [f, g] et déni
omme suit :
[f, g](x) =
∂g
∂x
f(x)−
∂f
∂x
g(x)
en haque x dans U . Dans ette expression :
∂g
∂x
=

∂g1
∂x1
∂g1
∂x2
· · · ∂g1
∂xn
∂g2
∂x1
∂g2
∂x2
· · · ∂g2
∂xn
.
.
.
.
.
.
.
.
.
.
.
.
∂gn
∂x1
∂gn
∂x2
· · · ∂gn
∂xn
 ; ∂f∂x =

∂f1
∂x1
∂f1
∂x2
· · · ∂f1
∂xn
∂f2
∂x1
∂f2
∂x2
· · · ∂f2
∂xn
.
.
.
.
.
.
.
.
.
.
.
.
∂fn
∂x1
∂fn
∂x2
· · · ∂fn
∂xn

dénotent les matries Jaobiennes des appliations g et f , respetivement.
Le hamp vetoriel ainsi réé est appelé : produit de Lie ou rohet de Lie de f et g. Il possible
de répéter le rohet d'un hamp vetoriel g ave le même hamp vetoriel f . Lorsque nous
avons besoin de ei, et pour éviter une notation de la forme [f, [f, . . . , [f, g]]], qui peut générer
des onfusions, il est préférable de dénir ette opération réursive de la manière suivante :
adkfg(x) = [f, ad
k−1
f g](x)
pour tout k ≥ 1, ave ad0fg(x) = g(x).
Proposition 12 Le rohet de Lie des hamps vetoriels admet les propriétés suivantes :
(i) Il est bilinéaire sur R, 'est à dire si f1, f2, g1, g2 sont des hamps vetoriels, et r1, r2 des
nombres réels, alors :
[r1f1 + r2f2, g1] = r1[f1, g1] + r2[f2, g1]
[f1, r1g1 + r2g2] = r1[f1, g1] + r2[f1, g2]
(ii) Il est inversement ommutatif, 'est à dire :
[f, g] = −[g, f ]
(iii) Il satisfait l'identité de Jaobi, 'est à dire, si f, g, p sont des hamps vetoriels, alors :
[f, [g, p]] + [g, [p, f ]] + [p, [f, g]] = 0
Le troisième type d'opérations diérentielles :
Ce type à utilisation fréquente implique un hamp de oveteur ω et un hamp vetoriel f , les
deux sont dénis sur un ensemble ouvert U de Rn. Cette opération produit un nouveau hamp
de oveteurs, noté Lfω et déni par :
Lfω(x) = f
T (x)
(
∂ωT
∂x
)T
+ ω(x)
∂f
∂x
en haque point x de U . Ce hamp de oveteurs est appelé : la dérivée de ω par rapport à f .
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Proposition 13 Les trois types d'opérations diérentielles introduites plus haut sont telles
que :
(i) si α est une fontion à valeurs réelles, f est un hamp vetoriel et λ une fontion à
valeurs réelles, alors :
Lαfλ(x) = (Lfλ(x))α(x)
(ii) si α, β sont des fontions à valeurs réelles et f, g des hamps vetoriels et λ une fontion
à valeurs réelles, alors :
[αf, βg](x) = α(x)β(x)[f, g](x) + (Lfβ(x))α(x)g(x)− (Lgα(x))β(x)f(x)
(iii) si f, g sont des hamps vetoriels et λ une fontion à valeurs réelles, alors :
L[f,g]λ(x) = LfLgλ(x)− LgLfλ(x)
(iv) si α, β sont des fontions à valeurs réelles, f est un hamp vetoriel et ω est un hamp
de oveteurs, alors :
Lαfβω(x) = α(x)β(x)(Lfω(x)) + β(x)〈ω(x), f(x)〉dα(x) + (Lfβ(x))α(x)ω(x)
(v) si f est un hamp vetoriel et λ une fontion à valeurs réelles, alors :
Lfdλ(x) = dLfλ(x)
(vi) si f, g sont des hamps vetoriels et ω est un hamp de oveteurs, alors :
Lf 〈ω, g〉(x) = 〈Lfω(x), g(x)〉+ 〈ω(x), [f, g](x)〉.
C.2 Changement de oordonnées dans l'espae d'état
La transformation des oordonnées dans l'espae d'état est souvent très utilisée dans le but
de mettre en évidene quelques propriétés telles que l'observabilité, ou pour montrer omment
nous pouvons résoudre des problèmes de stabilisation ou de déouplage.
Dans le as des systèmes linéaires, seul un hangement de oordonnées linéaire est habituelle-
ment onsidéré. Si le système est non linéaire, il est plus important de onsirérer un hangement
de oordonnées non linéaire. Un hangement de oordonnées non linéaire peut être dérit par :
z = Ψ(x)
où Ψ(x) est une fontion de n variables à valeurs dans Rn, 'est à dire :
Ψ(x) =

ψ1(x)
ψ2(x)
.
.
.
ψn(x)
 =

ψ1(x1, . . . , xn)
ψn(x2, . . . , xn)
.
.
.
ψn(x1, . . . , xn)

ayant les propriétés suivantes :
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(i) Ψ(x) est inversible, 'est à dire qu'il existe une fontion Ψ−1(x) telle que :
Ψ−1(Ψ(x)) = x
pour tout x dans Rn.
(ii) Ψ(x) et Ψ−1(z) sont des appliations lisses, 'est à dire qu'elles admettent des dérivées
partielles ontinues à n'importe quel ordre.
La dérivée par rapport au temps de z donne :
z˙(t) =
dz
dt
=
∂Ψ
∂x
dx
dt
=
∂Ψ
∂x
[f(x(t)) + g(x(t))u(t)]
Alors, exprimer x(t) par x(t) = Ψ−1(z(t)) nous donne :{
z˙(t) = f¯(z(t)) + g¯(z(t))u(t)
y(t) = h¯(z(t))
où
f¯(z) =
[
∂Ψ
∂x
f(x)
]
x=Ψ−1(z)
; g¯(z) =
[
∂Ψ
∂x
g(x)
]
x=Ψ−1(z)
; h¯(z) = [h(x)]x=Ψ−1(z).
Ces derniers sont les expressions reliant la nouvelle desription du système à sa desription
originale.
C.3 Distributions et 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Dénition 40 Une distribution est dénie par un ensemble de hamp vetoriels noté :
∆ = span{f1, . . . , fd}
et ∆(x) représente la "valeur" de ∆ au point x.
Soient deux distributions ∆1 et ∆2, alors la somme est :
(∆1 +∆2)(x) = ∆1(x) + ∆2(x)
et l'intersetion est dénie par :
(∆1 ∩∆2)(x) = ∆1(x) ∩∆2(x)
La dimension d'une distribution en un point x de U est la dimension du sous-espae ∆(x).
Toute matrie F ayant n veteurs ligne dont les éléments sont des fontions lisses de x, dénie
une distribution engendrée par ses olonnes. La valeur d'une telle distribution en haque point
x est égale à l'image de la matrie F (x) en e point :
∆(x) = Im(F (x))
La dimension de ∆ en un point x◦ est égale au rang de F (x◦).
La famille des distributions lisses ontenues dans ∆ admet un élément maximal unique par
rapport à l'intersetion.
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Dénition 41 (Singularité) Une distribution ∆, dénie sur un ensemble ouvert U , est non
singulière s'il existe un entier d tel que :
dim(∆(x)) = d
pour tout x dans U . Une distribution singulière, 'est à dire une distribution pour laquelle la
ondition préédente n'est pas satisfaite, est parfois appelée : distribution à dimension variable.
Un point x◦ de U est dit : point régulier de la distribution ∆, s'il existe un voisinage U◦ de
x◦ ayant la propriété d'avoir ∆ non singulière sur U◦. Tout point de U qui n'est pas un point
régulier est dit : point de singularité.
Lemme 7 Soit ∆ une distribution lisse et x◦ un point régulier de ∆. Nous supposons que
dim(∆(x◦)) = d. Alors, il existe un voisinage ouvert U◦ de x◦ et un ensemble {f1, . . . , fd} de
hamps vetoriels lisses déni sur U◦ ave la propriété d'avoir :
(i) les veteurs f1(x), . . . , fd(x) sont linéairement indépendants en tout x dans U
◦
.
(ii) ∆(x) = span{f1(x), . . . , fd(x)} pour haque x dans U◦.
De plus, tout hamp vetoriel lisse τ appartenant à ∆ peut être exprimé sur U◦ par :
τ(x) =
d∑
i=1
ci(x)fi(x)
où c1(x), . . . , cd(x) sont des fontions lisses à valeurs réelles de x, dénies sur U
◦
.
Dénition 42 (Distribution involutive) Une distribution ∆ est involutive si le rohet de
Lie [τ1, τ2] de toute paire de hamps vetoriels τ1 et τ2 appartenant à ∆ est aussi un hamp
vetoriel qui appartient à ∆, 'est à dire si :
τ1 ∈ ∆, τ2 ∈ ∆ =⇒ [τ1, τ2] ∈ ∆.
Toute distribution de dimension 1 est involutive.
L'intersetion de deux distributions involutives est aussi une distribution involutive.
La somme de deux distributions involutives est en général une distribution non involutive.
La famille de toutes les distributions involutives ontenant ∆ admet un unique minimum (par
rapport à l'intersetion), à savoir : l'intersetion de tous les éléments de la famille.
Dans pas mal de as, les aluls sont plus simples si, au lieu des distributions, nous onsidérons
leurs duaux, appelés odistributions, qui sont dénies de la manière suivante :
D = span{w1, . . . , wd}
où la valeur de D au point x de U est D(x). Ainsi, les odistributions sont des sous-espaes de
(Rn)∗.
L'orthogonal d'une distribution ∆, noté ∆⊥, est une odistribution, et nous avons :
∆⊥(x) = {w∗ ∈ (Rn)∗ : 〈w∗, v〉 = 0 pour tout v ∈ ∆(x)}
Inversement, en se donnant une odistribution D, nous pouvons onstruire une distribution,
notée D⊥ et appelée orthogonal de D, où pour haque x dans U , nous avons :
D⊥(x) = {v ∈ Rn : 〈w∗, v〉 = 0 pour tout w∗ ∈ D(x)}
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Tout hamp de oveteurs ω appartenant à D peut être exprimé, sur U , par :
ω(x) =
d∑
i=1
ci(x)ωi(x)
où c1(x), . . . , cd(x) sont des fontions lisses à valeurs réelles de x, dénies sur U
◦
.
Lemme 8 Soit x◦ un point régulier d'une distribution lisse ∆. Alors, x◦ est un point régu-
lier pour ∆⊥ et il existe un voisinage U◦ de x◦ tel que la restrition de ∆⊥ dans U◦ est une
odistribution lisse.
Distriburtion invariante
Dénition 43 Une distribution ∆ est dite invariante sous un hamp vetoriel f si le rohet
de Lie [f, τ ] de f pour tout hamp vetoriel τ de ∆ est aussi un hamp vetoriel de ∆, 'est à
dire si :
τ ∈ ∆ =⇒ [f, τ ] ∈ ∆.
Dans le but de représenter ette ondition d'une façon plus ompate, il onvient d'utiliser la
notation [f,∆] pour représenter la distribution engendrée par les tous les hamps vetoriels de
la forme [f, τ ], ave τ ∈ ∆, 'est à dire :
[f,∆] = span{[f, τ ], τ ∈ ∆}
ave ette notation, il est possible de dire que la distribution ∆ est invariante sous un hamp
vetoriel f si :
[f,∆] ⊂ ∆
Supposons que la distribution ∆ est non singulière (de dimension d). Il est alors possible d'ex-
primer tout hamp vetoriel τ de ∆ sous la forme :
τ(x) =
d∑
i=1
ci(x)τi(x)
Nous pouvons alors vérier que nous avons :
[f,∆] ⊃ span{[f, τ1], . . . , [f, τd]}
∆+ [f,∆] = span{τ1, . . . , τd, [f, τ1], . . . , [f, τd]}
Constrution du minimum des distributions invariantes
Nous notons par :
〈τ1, . . . , τq|∆〉
la plus petite distribution qui ontient ∆ qui est invariante sous les hamps vetoriels τ1, . . . , τq.
L'algorithme qui permet de onstruire une telle distribution minimale est basé sur l'idée de
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partir ave une distribution ∆ que nous devrons inlure, et alors fermer la distribution sous le
rohet de Lie. Construisons une séquene de distributions ∆i
∆0 = ∆ (la distribution de départ)
∆k = ∆k−1 +
∑q
i=1[τi,∆k−1]
Nous nous arrêtons lorsque :
∆k∗ = ∆k∗+1
si un tel k∗ existe, alors :
∆k∗ = 〈τ1, . . . , τq|∆〉.
Pour ∆i singulière,
〈τ1, . . . , τq|∆〉 = ∆n−1(x)
Constrution du minimum des odistributions invariantes
En utilisant une méthode similaire à elle qui a servi à la onstrution du minimum des dis-
tributions invariantes, nous avons un algorithme qui onstruit une séquene de odistributions
Di :
D0 = D (la odistribution de départ)
Dk = Dk−1 +
∑q
i=1 LτiDk−1
Nous nous arrêtons lorsque :
Dk∗ = Dk∗+1
si un tel k∗ existe, alors :
Dk∗ = 〈τ1, . . . , τq|D〉.
Pour Di singulière,
〈τ1, . . . , τq|D〉 = Dn−1(x)
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Résumé
Parmi les méthodes de diagnosti de défauts issue de l'automatique, la méthode des ltres résiduels
permet de synthétiser des ltres générant des signaux (dits résidus) qui sont utilisés à des ns de déte-
tion de défauts. Dans notre approhe, les ltres résiduels sont obtenus à partir d'observateurs réduits.
L'objetif de ette thèse est de synthétiser des observateurs et de mettre en évidene leur appliation
à la détetion de défauts pour les systèmes non linéaires. Ce mémoire est réparti en deux parties.
Dans la première partie, deux ontributions ont été présentées. La première onerne les observateurs
à entrées inonnues pour les systèmes anes en l'état modulo une injetion de sortie. L'approhe pro-
posée est une ombinaison des tehniques de déouplage géométrique et des observateurs non linéaires.
Des onditions susantes ont été données aompagnées d'un algorithme permettant de onevoir
un observateur à entrées inonnues permettant d'estimer une partie de l'état indépendamment de la
onnaissane de ertaines entrées. La deuxième ontribution onsiste à aratériser la lasse des sys-
tèmes non linéaires qui se transforment en des systèmes en asade pour lesquels un observateur peut
être onçu. Tout d'abord, des onditions néessaires et susantes théoriques ont été données, ensuite
un algorithme permettant de aluler es transformations (diéomorphismes) a été proposé. Enn,
l'ensemble de tous es diéomorphismes a été aratérisé en montrant que e dernier est une orbite
d'une ation d'un groupe partiulier sur l'ensemble de tous les diéomorphismes. La deuxième partie
de ette thèse onerne la synthèse d'un ltre polytopique Linéaires à Paramètres Variants (LPV)
permettant de déteter, isoler et estimer de multiples défauts apteur. L'avantage de e ltre est de
générer deux types de résidus : l'un étant sensible aux défauts et l'autre insensible. Le résidu insensible
est utilisé pour fournir une information qualitative supplémentaire de l'eaité du ltre. La stabilité
de e dernier est analysée au moyen d'Inégalités Matriielles Linéaires (LMI).
Mots-lés : système non linéaire, observateur à entrée inonnue, observateur, diagnosti de défauts
Abstrat
Among the faults diagnosis methods, the method of residual lters allows to synthesize lters
generating signals (alled residues) that are used for fault detetion. In our approah, the residual
lters are obtained from redued observers. The objetive of this thesis is to synthesize observers and
highlight their appliation to fault detetion for nonlinear systems. This thesis is divided into two parts.
In the rst part, two papers were presented. The rst one relates to the unknown input observers for
state ane systems modulo an output injetion. The proposed approah is a ombination of geometri
deoupling tehniques and nonlinear observers. We have given suient onditions with an algorithm
for designing an unknown input observer to estimate a part of the state without the knowledge of
some inputs. The seond ontribution onsists to haraterize the lass of nonlinear systems whih
an be transformed into asade systems for whih an observer an be designed. First, neessary
and suient theoretial onditions were given, then an algorithm to ompute these transformations
(dieomorphisms) was proposed. Finally, the set of all dieomorphisms was haraterized by showing
that it is an orbit of an ation of a partiular group on the set of all dieomorphisms. The seond
step of the thesis deals with the synthesis of a polytopi Linear Parameter-Varying (LPV) lter to
detet, isolate and estimate multiple sensor faults. The advantage of this lter is to generate two types
of residuals : one being sensitive to faults and the other is insensitive. The insensitive residual is used
to generate an additional qualitative information of the lter eieny. The stability of the latter has
been performed using Linear Matrix Inequality (LMI).
Keywords : nonlinear system, unknown input observer, observer, faults diagnosis
