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CObjectives: Health utility data generated by using the EuroQol five-
dimensional (EQ-5D) questionnaire are right bounded at 1 with a sub-
stantial gap to the next set of observations, left bounded, and multi-
modal. These features present challenges to the estimation of the
effect of clinical and socioeconomic characteristics on health utilities.
Our objective was to develop and demonstrate an appropriate method
for dealing with these features. Methods: We developed a statistical
model that incorporates an adjusted limited dependent variable ap-
proach to reflect the upper bound and the large gap in feasible EQ-5D
questionnaire values. Further flexibility was then gained by adopting a
mixture modeling framework to address the multimodality of the
EQ-5D questionnaire distribution. We compared the performance of
these approaches with that of those frequently adopted in the litera-
ture (linear and Tobit models) by using data from a clinical trial of
patientswith rheumatoid arthritis.Results: We found that three latent
lasses are appropriate in estimating EQ-5D questionnaire values from
unction, pain, and sociodemographic factors. Superior performance of
he adjusted limited dependent variable mixture model was achieved O
d De
al So
oi:10.1016/j.jval.2011.12.014n terms of Akaike and Bayesian information criteria, rootmean square
rror, and mean absolute error. Unlike other approaches, the adjusted
imited dependent variable mixture model fits the data well at high
Q-5D questionnaire levels and cannot predict unfeasible EQ-5D ques-
ionnaire values.Conclusions: The distribution of the EQ-5D question-
aire is characterized by features that raise statistical challenges. It is
ell known that standard approaches do not perform well for this
eason. This article developed an appropriate method to reflect these
eatures by combining limited dependent variable andmixture model-
ng and demonstrated superior performance in a rheumatoid arthritis
etting. Further refinement of the general framework and testing in
ther data sets are warranted. Analysis of utility data should apply
ethods that recognize the distributional features of the data.
eywords: EQ-5D, latent class model, limited dependent variable
egression, mapping, mixture models.
opyright © 2012, International Society for Pharmacoeconomics and
utcomes Research (ISPOR). Published by Elsevier Inc.Introduction
The quality-adjusted life-year (QALY) has become one of themost
widely used outcome measures in economic evaluations. The
QALY is useful to health care decision makers seeking to apply a
consistent approach across a broad range of disease areas, treat-
ments, and patients and is required by several international bod-
ies, such as the National Institute for Health and Clinical Excel-
lence in England and Wales [1]. Typically, QALYs are generated
from patient completion of a survey instrument that provides a
generic description of health in terms of symptoms and impact on
functioning, towhich standardized, preference-based scoring sys-
tems can then be applied.
Instruments such as the EuroQol five-dimensional (EQ-5D)
questionnaire, six- dimensional health state short form (derived
from short form 36 health survey) (SF-6D), and health utilities in-
dex (HUI) are in widespread use. Other approaches to generating
QALYs include the use of disease-specific instruments that have
similar preference-based scoring systems or direct valuation of
health states by patients themselves. It is well documented that
the use of different approaches or instruments results in different
* Address correspondence to: Allan J. Wailoo, Health Economics an
f Sheffield, Regent Court, 30 Regent Street, Sheffield S1 4DA, UK.
E-mail: a.j.wailoo@sheffield.ac.uk.
098-3015/$36.00 – see front matter Copyright © 2012, Internation
ublished by Elsevier Inc.estimates of health state utilities, and therefore, ultimately, differ-
ent estimates of cost-effectiveness and decisions. As a conse-
quence, some decision makers express a clear preference for the
use of a particular approach. In England and Wales, for example,
the National Institute for Health and Clinical Excellence recom-
mends the EQ-5D questionnaire [1].
Clinical studies, and in particular randomized controlled trials,
used to estimate the treatment effect of a health technology often
do not include any preference-based outcomemeasures. Further-
more, even where such outcomes are included, they may not be
relevant to the setting for the economic evaluation. There may
therefore be a gap between the data available from the clinical
studies and the requirements of the economic evaluation.
In some situations, it may be possible to bridge this gap by
estimating the relationship between a clinical measure(s) and a
preference-based measure when both have been included in an
external data set. This then provides a statistical link between the
treatment effect observed in the clinical studies by using clinical
outcome measures and a preference-based measure that can be
used to estimate QALYs in the economic evaluation. The fitting of
a statistical model for this purpose has been referred to in the
previous literature as “mapping” or “cross walking,” borrowing
cision Science, School of Health and Related Research, University
ciety for Pharmacoeconomics and Outcomes Research (ISPOR).
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551V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 5 0 – 5 6 1terminology frompsychometrics. There aremany other situations
in which one may wish to fit a statistical model to health utility
data, for example, to explore the impact of socioeconomic factors
or treatments directly. The focus of this article is in all such situ-
ations in which one is interested in making predictions across the
entirety of the utility value range.
A recent reviewof 30 studies [2] indicates that the statisticalmod-
els used tend to be relatively simplistic. Simple linear models domi-
nate, with limited use of Tobit or similar models for dealing with
limited dependent variable data. However, health state utility data
tend to exhibit features that may call for more flexible statistical
models. In addition to upper bounding at full health (1), utility data
are left bounded at the worst imaginable health state, have gaps
between values, and tend to have distinct bimodal or trimodal distri-
butions. Furthermore, both clinical trials and observational studies
typically include multiple observations from each individual. Statis-
tical models used to estimate health state utilities ought to reflect
these data characteristics to avoid biased estimates. This is nowwell
recognized in relation to health-related costs where the use of gen-
eralized linear multilevel (sometimes called random effects or hier-
archical) models has been discussed to deal with left boundedness,
skewness, and the clustered nature of the data [3,4].
In this article, we developed an adjusted limited dependent
ariable regression to address the right bounding and the gap be-
ween full health and intermediate health states that is a feature
f the EQ-5D questionnaire. We then used mixture modeling to
ccount for the other key features of the distribution of EQ-5D
uestionnaire values. While mixture modeling can be used to
odel heterogeneity by identifying latent classes within a distri-
ution, it can also provide an extremely flexible, semiparametric
ramework for modeling unknown distributional shapes. The lat-
er is the primary motivation for the approach here whereby the
omplex EQ-5D questionnaire distribution that may not be satis-
actorily represented by a single parametric family can be well
pproximated by amixture of suitable components. The following
ection provides a detailed account of the statistical issues to be
ddressed and outlines how these have been considered in the
iterature to date. Then, we describe the data and methods. This
rst covers a description of an example data set from a trial of
atients with rheumatoid arthritis (RA) and then a description of
he statisticalmodels to be applied. The results are provided in the
ext section. The last section provides a discussion of the results
nd the implications of the models estimated here.
Background
The typical distribution of the EQ-5D questionnaire
The EQ-5D questionnaire asks respondents to describe their
health in five domains (mobility, self-care, usual activities, pain/
discomfort, and anxiety/depression), each of which can be at one
of three severity levels (no problems/some ormoderate problems/
extreme problems). Two hundred forty three combinations can be
described in this way. A score can be assigned to each of these
states on the basis of the analysis of preference data obtained from
approximately 3000 members of the general public in the United
Kingdom [5].
Figure 1 displays the distribution of health state utilities de-
ived by using UK preference weights for the widely used EQ-5D
uestionnaire from 11 studies in different clinical areas. Several
eatures should be noted. First, there is often a mass of observa-
ions at 1, full health, which is the maximum value feasible for
ealth utility. It should be noted that this is not a case of censoring,
hereby the dependent variable is not observed above 1 for some
eason. There is then a relatively large gap before the next obser-
ations, which begin at 0.883; 0.883 is the highest utility score that
an be generated by using the UK regressionmodel for scoring the aEQ-5D questionnaire reported by Dolan et al. [5] and applies to
the health state 11211, that is, where the patient indicates that the
only reduction from full health is by having “some problems” with
his or her usual activities. The score of 1, that is, full health, is not
capable of being generated by the Dolan model. The model pre-
dicts 0.919 for the health state 11111. Thus, there is no connection
between the value for full health and the values for all other health
states accounting for this first large gap in observed EQ-5D ques-
tionnaire scores. Furthermore, this gap of 0.117 is by far the largest
between feasible tariff values, being more than twice the magni-
tude of any other difference. Thus, there is a prima facie case for
recognizing the discrete nature of the EQ-5D questionnaire tariff
values in this situation rather than treating the entire distribution
as continuous, though strictly speaking the tariff values are dis-
crete in nature.
Second, for each of the examples, the distributions of values
are bimodal or trimodal, with each of the separate components of
the distribution centered around 0.7 and 0.2 approximately. Their
precise location, the degree of kurtosis, and skew in each of these
components vary according to the specific setting and, in particu-
lar, the severity of the condition. The lower section of the distri-
bution is a consequence of the “N3” term in the scoring model,
which assigns a large utility decrement to any health state that
includes extreme problems in any dimension. Furthermore, these
characteristics are not limited to health utilities generated via the
UK EQ-5D questionnaire scoring model. The US scoring of the
EQ-5D questionnaire, for example, also demonstrates a large gap
between full health and the next set of values at 0.86 [6], and
apparently separate components of the distribution below this
level. Huang et al. [7] present a histogram of US EQ-5D question-
naire valuations from patients with HIV that demonstrates this
gap as well as the multimodal characteristic of the distribution.
The process of building a statistical model that uses the EQ-5D
questionnaire as the dependent variable should recognize these
features to avoid biased estimates.
Existing literature
Brazier et al. [2] identified 30 studies that examine the relationship
between health outcome measures that are not preference based
and generic preference-based measures. Of these, half used the
EQ-5D questionnaire as the dependent variable, with variants of
the HUI in eight studies and SF-6D in five studies. Assessment of
Quality of Life (AQoL), the Quality of Wellbeing Scale (QWB), and
15D were included in the remainder, with some studies including
more than one measure.
The authors of the review reported that the vast majority of the
includedstudiesfittedstraightforward linearmodels.Therewasvery
limited use of limited dependent variable regression models or any
attempt to deal with the non-normal characteristics of the distribu-
tion of values. Typically, scant attention is paid tomodel diagnostics.
The R2 statistic was seen to dominatemodel selection in these stud-
ies, notwithstanding the fact thatR2 cannotbeused to comparemod-
elswithdifferentdependent variables anda raft of other criticismsof
this approach that are well documented in the econometrics litera-
ture; see, for example, Charemza and Deadman [8].
Several other authors have considered the use of Tobit and
other limited dependent variable regression models for dealing
with the bounded nature of health utility data though there is
some confusionwith the concept of censoring. These studieswere
not included in the Brazier et al. [2] review because they do not
attempt tomodel the relationship between health preference data
and other outcome measures but are instead interested in the
impact of the determinants of health or socioeconomic factors.
Austin et al. [9] conducted a simulation study to compare linear
egression models with Tobit censored models and found that
obit performed better in the presence of censoring. Austin [10]
lso compared linear regressionwith the Tobitmodel and variants
552 V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 5 0 – 5 6 1of the Tobit: the symmetrically trimmed least squares and cen-
sored least absolute deviation (CLAD) models using data on the
HUI from a large Canadian population health survey. Huang et al.
[7] found that the CLAD model performed poorly in a study using
the EQ-5D questionnaire (US scores) as the dependent variable
based on data from HIV-infected patients. They reported consis-
tently better performance from latent class models and two-part
Fig. 1 – Distribution of EQ-5D frommodels in which a log transformation is used in the second part.The focus of this studywas solely onmethods to address themass
of observations at 1 and for this reason they include only two
latent classes. However, it is unclear that a two-class model is
capable of overcoming this challenge unless either the underlying
distribution for the classes is itself suitable for censored data or if
one class has a zero variance, in which case the model is equiva-
lent to the two-part model. Similarly, Li and Fu [11] applied a two-
tudies in different clinical areas.11 spart model to US EQ-5D questionnaire data. Specifically, they ex-
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553V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 5 0 – 5 6 1plored how the second part of the model, for those individuals
who do not score 1, may be approached in a number of ways.
Pullenayegum et al. [12] compared the performance of Tobit,
CLAD, linear regression, two-part, and latent class models when
modeling data that are constrained by 1. As with Huang et al. [7],
nly two latent classes were included, both of which were as-
umed to be normally distributed. They reported that both Tobit
nd CLAD models yield biased estimates when the variable of in-
erest is not able to exceed 1 rather than simply being censored by
he measurement instrument at 1. Linear regression, latent class
odel, and the two-part estimators were reported as unbiased.
In all these cases, however, it is unclear whether the Tobit and re-
ated models were used appropriately to model the EQ-5D question-
aire as a limited dependent variable rather than a censored variable.
No studies have developedmethods to deal with the numerous
hallenges that are presented by the distribution of the EQ-5D
uestionnaire data. Of particular note is that the use of latent class
odels has been restricted to addressing the issue of an upper
imited dependent variable but, as previously mentioned, it is not
lear that the general framework provided by this approach has
een fully exploited to date. A general problem with the modeling
f EQ-5D questionnaire utility values to date is that the fit of the
odels is poor at the extremes of the distribution. Specifically,
odels tend to underpredict at the upper extreme of the EQ-5D
uestionnaire scale and overpredict over much of the remainder
f the scale but particularly at the lower end [2,13]. Therefore, as
rott and Briggs [14] note, there is currently no agreement on the
est method to use. Studies have not applied the same criteria for
udging the appropriateness of models, and there are differences
n the characteristics of the data sets used in these studies that
ay influence the findings.
Data and Methods
The Rheumatoid Arthritis data set
RA is the most common form of inflammatory arthritis with prev-
alence estimated at 0.8% of the population [15] and incidence be-
tween 1.5 per 10,000 formales and 3.6 per 10,000 for females in the
UnitedKingdom [16]. In recent years, the treatment of this condition
has been vastly altered by the development of so-called biologic
drugs. While proven to be clinically efficacious, their relatively high
cost makes them obvious candidates for cost-effectiveness analy-
ses. Thus, there has been an explosion in the number of such
studies undertaken in this field.
Almost all these economic evaluations are based on models
that define health states or profiles in terms of the health assess-
ment questionnaire – disability index (HAQ-DI) [17–20]. This is a
validated clinical outcomemeasure that focuses on the functional
capacity of a patient, and there is a de facto mandatory require-
ment for its inclusion in RA clinical trials [21]. The HAQ covers
eight categories of functioning (dressing, rising, eating, walking,
hygiene, reach, grip, and usual activities) and is scored from 0 (no
disability) to 3 (completely disabled) in steps of 0.125, although the
scale is generally treated as fully continuous. Because preference-
based measures of outcome that would allow direct modeling of
QALYs were not included inmany of the clinical trials in this area,
nor in the studies that inform methods of extrapolation beyond
the trials, it becomes necessary to statistically model the relation-
ship between HAQ and a preference-based measure of health-
related quality of life to estimate QALYs.
A number of such models have been reported, many of which
are used in economic evaluations. These cover a range of prefer-
ence-based instruments, including the EQ-5D questionnaire
[18,22–26], SF-6D [18,22,25], and HUI2 and HUI3 [25,27]. Almost all
are simple linear regressionmodels. In general, these studies con-
sider only HAQ as a covariate, although some studies include age[18,25], sex [18,24,26], or other clinical measures such as pain [23],
disease activity [23,24], or disease duration [18].
Most consider only a linear relationship between HAQ and
health utility. Malottki et al. [28] include a quadratic term for HAQ,
making the relationship with the EQ-5D questionnaire nonlinear.
Wailoo et al. [18] use a nonlinear regression with logistic function
to constrain the predicted values of the feasible range of the EQ-
5D/SF-6D instruments. Bansback et al. [22] model the individual
domains of HAQ as explanatory variables rather than the HAQ
summary measure, and their approach is therefore a quite differ-
ent approach from that used by the other publications.
Here we use a new, rich data set to estimate the relationship
between the EQ-5D questionnaire and HAQ as well as other rele-
vant explanatory variables. The data come from the Combination
Anti-Rheumatic Drugs in Early Rheumatoid Arthritis Trial [29]
comprising 467 patients randomized to receive four different drug
treatment strategies. Patient outcomes were assessed at baseline,
6, 12, 18, and 24 months.
While this was a patient population with recently (within 2
years) diagnosed RA, it does contain patients spread across the
entire feasible ranges of both HAQ and the EQ-5D questionnaire.
As is typical withmost studies, particularly clinical trials that tend
to recruit relatively healthier patients than in clinical practice,
there is a relative paucity of observations at the most extreme
level of functional limitation, that is, an HAQ score of 3. The data
shown in Figure 2 clearly demonstrate the typical pattern in the
EQ-5D questionnaire data. There is a mass point at 1 (full health)
and a clear gap until the next set of values. There are at least two
other groupings, one between 0.5 and 0.85, which has a left skew,
and another centered around 0. The data span the entire range of
feasible EQ-5D questionnaire values.
Models
We estimated models within four broad classes.
Model 1: Random effects linear regression
We used a standard linear regression with random coefficients to
reflect the fact that each patient provides values at several time
points during the study. The estimated model for yit (EQ-5D ques-
tionnaire for individual i, level 2 or between individual units, and
time period t, level 1 or within individual units) can be written as
Fig. 2 – Histogram of EQ-5D from patients with rheumatoid
arthritis used in current study.
EQ-5D, EuroQol five-dimensional.follows:
T
t
t
p
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Model 2: Random effects Tobit model
The linear regression assumption is problematic because it im-
plies that values outside the EQ-5D questionnaire lower and upper
boundaries can be generated by the model. The Tobit model takes
into account not only that our dependent variable is limited to not
exceed 1 but also that there may be a substantial concentration of
observations at the full health point. While this does not deal with
the lower limiting value, it can easily be modified to do so. In our
data set, we have very few observations at the bottom end of the
distribution, and so we make no attempt to deal with this issue. A
latent variable yit* is definedwith a conditional normal distribution.
his latent variable is artificially censored at 1 in our case, turning
he usual regressionmodel into amodelwith a discrete element at
he censored point and a continuous model elsewhere. The top
anel of Figure 3 shows the differences between the distributions
implied by the linear regression and the Tobitmodels and how the
Tobit model is able to generate a concentration of observations at
the tail of the distribution. This is essentially an ad hoc modifica-
tion of the previous linear regression model 1 to account for these
features. Inmany applications, the latent variable yit* is given some
meaning. For example, when modeling the number of hours
worked by using a Tobitmodel, the latent variable is often thought
of as the “desired hours of work,” which may be negative. The
derivation of the original Tobit model [30], however, does not re-
quire any such interpretation of the latent variable. This is a com-
mon misconception and is apparent in the confusion of terms in
the existing health utility literature. The random effects Tobit
model can be written as follows:
yitminyit∗, 1
yit
∗ xit
′iit
Fig. 3 – Illustrative histogramki zi
′kukiModel 3: Random effects adjusted limited dependent variable
model
Another key feature of the EQ-5D questionnaire data based on the
UK tariff is that it is not feasible to generate values between 0.883
and 1. The EQ-5D questionnaire is relatively crude and may be
insufficiently sensitive to detect minor departures from full
health. Departures from full health are scored as equivalent to full
health unless they are sufficient to reduce patient quality of life on
at least one of the five dimensions in the EQ-5D questionnaire.
Therefore, the standard Tobit model is not sufficient because it
dealswith the upper bound but notwith the gap between 1 and the
next feasible value. We modify the Tobit model so that the con-
centration of observations at 1 is accompanied by a gap to the next
set of observations at 0.883. The peak at 1 is therefore composed of
both the gap to the left and the bound to the right. The model can
be written as follows:
yit1 if yit∗ 0.883yit∗ otherwise
yit
∗ xit
′iit
ki zi
′kuki
An example of a distribution generated by this type of model can
be seen in the lower panel of Figure 3.
Model 4: Random effects adjusted limited dependent variable
mixture model
None of the models discussed previously are designed to ac-
count for the multimodality that is typically a feature of the
EQ-5D questionnaire data. Nor do they address the fact that the
EQ-5D questionnaire distribution below the value of 1 exhibits
other departures from normality. Mixture models provide a
flexible, semiparametric framework in which to model un-
known or nonstandard distributional shapes [31]. This feature
ossible model distributions.s of pcan be the result of unobserved heterogeneity in the form of latent
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555V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 5 0 – 5 6 1classes. Intuitively, the population may be made up of several
groups, or “latent classes,” with potentially different relationships
to the dependent variable. It is not our primary purpose, however,
to use the mixture framework to identify latent classes. The focus
in this article is to harness the flexibility offered by mixture mod-
els to accommodate the statistical challenges posed by typical
EQ-5D questionnaire distributions.
Conditional on an observation belonging to class Cit; the model
ecomes
(it|cit)1 if y(it|cit)∗  0.883y(it|cit)∗ otherwise
(it|cit)
∗  xit
′icitc
kic zi
′kcuki
We assume a multinomial logit model for the probability of latent
class membership:
P(Cit c|wit)
exp(wit
′ c)
s1
P exp(wit
′ s)
here wit’ is a vector of variables that affect the probability of class
embership, c is the vector of corresponding coefficients, and P is
he number of classes. Note that it is possiblewhen estimating this
odel (and also a general latent classmodel) to find that themean
f one of the classes is 1, irrespective of the values of the covari-
tes, and its variance tends to 0. In this case, if the optimal number
f classes is two, the resultant model is analogous to the two-part
r hurdle model.
While we apply adjusted limited dependent variable normal
istributions for each of the latent classes, as the mean of the
istribution moves away from the upper bound and/or the vari-
nce decreases, the distribution tends to that of the normal.
Some judgment must be used in determining the appropriate
umber of latent classes because the usual likelihood ratio test
annot be used to test nested latent class models. Some of the
arameters (the variances of the latent classes) are on the bound-
ry of the parameter space, which distorts the distribution of the
tatistic, and thus the usual test cannot be applied. The Bayesian
nformation criteria (BIC) is a recommended, good indicator of the
ppropriate number of classes as well as plots of the likelihood
alues for models with different classes to identify a flattening of
he likelihood values. This indicates where the addition of further
atent classes does not improve the likelihood substantially [32]. It
s worth noting that as the number of classes is increased, the
odel can be viewed as semiparametric, a midpoint between a
ully parametric model with a single latent class (or mixture com-
onent) and a nonparametricmodel in the case inwhich the num-
er of components equals the sample size. If the aim is to achieve
he best fit possible, increasing the number of classes based only
n the BIC, for example, might be a good idea although in this case
he classes might lose their meaning. If the aim is, however, to fit
model where the classes have a substantive meaning so that it
an be used for out of sample predictions, then a compromise
etween the BIC and consideration of the size and differences
etween the latent classes is needed to prevent the inclusion of
atent classeswith a very small size including perhaps only a small
umber of outliers. Figure 3 compares an example distribution
enerated by this model to models 1 to 3.
All these models can be estimated by using maximum likeli-
ood. Robust standard errors using a sandwich estimator are used
or all the models to protect against non-normality. All analyses
ere undertaken byusing theMplus program [33], except for those
ased on adjusted censored models, which were programmed in
AUSS [34]. The problems of estimating mixture models are well
ocumented in the literature due to multiple optima of the likeli- tood function. Using only one run of the usual local optimization
lgorithms typically leads to finding only a local maximum. To
vercome this problem, Mplus uses a large set of random starting
alues for a few iterations of an expectation maximization algo-
ithm before selecting a few promising values to optimize fully.
he parameter values that achieve the highest likelihood are then
elected as the global maximum. For the adjusted censored mod-
ls, we used a global optimization algorithm, simulated annealing
35,36], to obtain a starting value near the final solution. A stopping
ule was applied to ensure that the function was in the vicinity of
global maximum. We then switched to a local maximization
lgorithm for the final optimization stages (see Hernández Alava
37] for the first application of simulated annealing to the optimi-
ation of mixture models that we are aware of). Scripts of the
odes and details of results for all models that were run are avail-
ble from the authors on request.
There is a tendency formodels to be compared in terms of their
oodness of fit. Typically, R2 or adjusted R2 is used, but there are
various othermeasures of “error” that are widely reported and are
used to choose betweenmodels, for example, themean error (ME),
mean absolute error (MAE), and root mean square error (RMSE).
Such summary measures provide an indication of the magnitude
of difference between the observed and predicted values but are of
limited value for model comparisons (see Charemza and Dead-
man [8]for a discussion of the dangers of using R2⁄R 2). Particularly
in the situation inwhichwewish to use such estimates in decision
models that cover a large spectrum of disease, that is, predicting
across a wide EQ-5D questionnaire range, it is essential that no
systematic bias be introduced and that predictions lie in the fea-
sible range. Summary measures of model prediction do not pro-
vide a basis for choosing between models in this situation and
therefore should not be considered in isolation.
Inwhat follows,we comparemodels byusing a rangeof plots and
criteria. Model fit is described by using penalized likelihood criteria
(Akaike Information Criteria [AIC] and BIC) in addition to summary
measures of error. There is considerable support for theuse of penal-
ized likelihood criteria in mixture modeling [30,32]. When using
them to compare models across the four general frameworks, how-
ever, cautionmaybe requiredbecauseof thedifferent feasible ranges
for each of the models. In any case, no measure is used as anything
more than a guide to model selection in this study.
Results
Linear, Tobit, and adjusted limited dependent variable
nonmixture models
We initially compared linear and Tobit models by using only HAQ
and patient demographic variables age and sex (age was centered
at its samplemean andmeasured in 10-year units). We found that
the inclusion of HAQ2, thereby allowing a nonlinear relationship
ith the EQ-5D questionnaire, was warranted. Similarly, the in-
lusion of age2 improved the models. In all models, we found a
positive association between the EQ-5D questionnaire and age,
conditional on HAQ. This is consistent with previous literature
both in RA [25,18] and in other conditions (see, e.g., Goldsmith et al.
[38]). We included the follow-up times as separate covariates to
test for any effect of disease duration, but these were grossly in-
significant and not retained in any of the models. The preferred
models are a random effects linear regression and a Tobit model
with two independent random effects for the intercept and the
coefficients of HAQ. In identifying the preferred specification of
the models, we considered a range of options. These included a
standard Tobit with no random effects, one, two, and three ran-
dom effects (for the intercept and the coefficients of HAQ and
HAQ2), both considered as either independent or correlated, and
he inclusion of an inflation factor for the upper bound that per-
556 V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 5 0 – 5 6 1mits a greater proportion of 1s than themodel would otherwise be
able to generate. The preferred Tobit specification achieved the
lowest information criteria compared with the alternative Tobit
specifications. The linear regression has a lower AIC (624.0 vs.
32.1) and BIC (579.2 vs. 99.4) than does the Tobit model. This is
Fig. 4 – Histograms of predicted values.
ALDVM, adjusted limited dependent variable model; ALDVM
Table 1 – Parameter estimates (SE) for linear, Tobit, and
ALDV models of the EQ-5D questionnaire.
RE linear
model
RE Tobit RE ALDV
model
Within subject
HAQ 0.084 (0.020) 0.165 (0.025) 0.115 (0.023)
HAQ2 0.045 (0.008) 0.022 (0.009) 0.036 (0.009)
VASpain/100 0.478 (0.027) 0.499 (0.028) 0.484 (0.028)
	u
i 0.028 (0.001) 0.032 (0.002) 0.030 (0.002)
Between subject
Intercept 0.941 (0.012) 1.013 (0.017) 0.967 (0.015)
Age
54.32
10
0.019 (0.005) 0.018 (0.005) 0.019 (0.005)
Age
54.3210 
2 0.005 (0.003) 0.007 (0.003) 0.006 (0.003)
Male 0.046 (0.013) 0.047 (0.014) 0.047 (0.014)
	u
2 0.01 (0.002) 0.012 (0.002) 0.011 (0.002)
AIC 1058.17 345.55 558.84
BIC 1007.75 295.13 508.42
ME (SD) 0.0003 (0.194) 0.0001 (0.193) 0.0005 (0.194)
MAE (SD) 0.1505 (0.122) 0.1508 (0.121) 0.1508 (0.121)
RMSE 0.1935 0.1934 0.1935
AIC, Akaike information criteria; ALDV, adjusted limited dependent
variable; BIC, Bayesian information criteria; EQ-5D, EuroQol five-
dimensional; HAQ, health assessment questionnaire; MAE, mean
absolute error, ME, mean error; RE, random effects; RMSE, root
mean square error; SE, standard error; VAS, visual analogue scale.EuroQol five-dimensional; RE, random effects.because the observations include a substantial peak at EQ-5D
questionnaire scores of about 0.5, thereby pulling down the esti-
mates for the linear regression and causing the observations
around 1 to have less influence. Importantly, within the sample
the linear regression does not predict values exceeding unity.
The inclusion of pain measured on a visual analogue scale
vastly improved the models, results for which are shown in Table
1. Pain is one of the most heavily weighted items in the EQ-5D
questionnaire valuation regression, but it does not feature in the
HAQ summary score. Previous studies focus on function, but the
trial data provided an opportunity to include this missing dimen-
sion of quality of life in the analysis. For the linear regression, the
AIC reduced to 1058.2 and the BIC reduced to 1007.7. With the
inclusion of pain, the preferred specification of the Tobit model
required only one random effect, a random intercept. The AIC
reduced to345.6 and the BIC reduced to295.1. Thus, the appar-
ent heterogeneity in the coefficient of HAQ may be explained by
the omission of the pain covariate. The linear regression still out-
performs the Tobit model in terms of model fit. In addition to the
AIC and the BIC, the ME, MAE, and RMSE are approximately equiv-
alent on the utility scale. However, there are other aspects of the
performance of the linear regression that warrant consideration.
Most importantly, the predicted values can exceed 1. Within the
current sample, this is not the case, as with the models excluding
pain, but when predicting out of sample, unfeasible predictions
will be generated. Furthermore, the predicted values from the lin-
ear regression do not reflect the characteristics of the underlying
data in otherways. In particular, not only themass of observations
at 1 but also the gaps and themultimodality of the distribution are
not well reflected by thismodel as demonstrated in Figure 4 by the
histogram of the predicted values. The Random Effects Tobit
model addresses the issue of the upper bound, and Figure 4 illus-
trates that there is a resultant peak in values close to 1. The RE
adjusted limited dependent variable model develops this further
to address the gap between full health and all intermediate health
states. Table 1 shows that model fit, measured by the information
djusted limited dependent variable mixture model; EQ-5D,M, a
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557V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 5 0 – 5 6 1criteria, is improved substantially compared with the unadjusted
RE Tobit model. More importantly, the distribution of predicted
values illustrates that the model captures the key feature of the
data at the top of the distribution. The difference is slight when
considering the predicted values, but there is a more pronounced
rise in the density at higher values of HAQ. Note however that the
distribution of expected values will not itself demonstrate the
peak at 1 with the subsequent gap because this plot smooths out
such peaks. This is a feature of the underlying adjusted limited
dependent variable model, not the resultant expected values. The
predicted values are averages across individuals, and so although
no individual will have a value between 1 and 0.883, the predicted
values can lie in this range.
Mixture models
We considered a variety of mixture models. The models varied in
terms of the underlying distributions that comprised the mixture.
We considered mixtures of normal, Tobit, and adjusted limited
dependent variable models. All demonstrated vastly superior per-
Table 2 – Parameter estimates (SE) for ALDVMM of the
EQ-5D questionnaire.
Within subject
Latent class 1 HAQ 0.062 (0.015)
HAQ2  ()
VASpain/100 0.295 (0.030)
	u
2 0.015 (0.002)
Latent class 2 HAQ 0.245 (0.044)
HAQ2 0.068 (0.019)
VASpain/100 0.105 (0.134)
	u
2 0.006 (0.001)
Latent class 3 HAQ 0.16 (0.013)
HAQ2 0.025 (0.005)
VASpain/100 0.056 (0.018)
	u
2 0.003 (0.000)
Between subject
Latent class 1 Intercept 0.343 (0.037)
Latent class 2 Intercept 0.990 (0.025)
Latent class 3 Intercept 0.806 (0.011)
All classes Age
54.32
10
0.007 (0.002)
Age
54.3210 
2 0.004 (0.001)
Male 0.012 (0.006)
	u
2 0.002 (0.000)
Within-subject categorical
latent variables
Latent class 1 Intercept 5.201 (0.423)
HAQ 2.868 (0.178)
VASpain/100 5.179 (0.433)
Latent class 2 Intercept 2.203 (0.312)
HAQ 0.485 (0.214)
VASpain/100 11.366 (4.227)
AIC 2051.11
BIC 1911.05
ME (SD) 0.0003 (0.192)
MAE (SD) [% improvement] 0.1438 (0.128) [4%]
RMSE [% improvement] 0.1923 [1%]
AIC, Akaike information criteria; ALDVMM, adjusted limited depen-
dent variable mixture model; BIC, Bayesian information criteria;
EQ-5D, EuroQol five-dimensional; HAQ, health assessment ques-
tionnaire; MAE, mean absolute error; ME, mean error; RE, random
effects; RMSE, root mean square error; SE, standard error; VAS, vi-
sual analogue scale.formance to that of the nonmixture models. For brevity, we pres-ent the results of the adjusted limited dependent variablemixture
model (ALDVMM) only. It was considered that the models that
included three latent classes were preferred. We chose three la-
tent classes considering mainly the BIC balanced against the con-
sideration of the size of the latent classes. There is a danger in the
inclusion of an excessive number of latent classes where a class
may include only a small number of outliers. This phenomenon is
clearly observed when we move from a model with three latent
classes to a model with four. The model for the four latent classes
essentially splits one of the latent classes of the three-classmodel,
the class at the highest levels of HAQ. One of these two classes is
quite substantial in size but the other class is not. In fact we find
that only 13 observations out of the 2003 in our sample are most
likely to be in this class. In addition, the increase in the likelihood
value is not as substantial as when the classes are increased from
two to three, also signaling that this latent class is not substantial
enough and might just contain a few outliers. Initially the model
with three latent classes contained anHAQ2 term in all the classes.
owever, it was found that the estimated coefficients for HAQ and
AQ2 in latent class 1 were insignificant but very highly correlated
and therefore only a linear term was needed in this class.
Table 2 demonstrates that this further development produces
a model that vastly outperforms the nonmixture models. The in-
formation criteria are both substantially lower than for the other
models. The average errors are smaller on all measures and al-
though the scale of the EQ-5D questionnaire can mask these dif-
ferences, we see an approximate 4% improvement in MAE and 1%
in RMSE compared with the standard RE linear model.
Latent classes for the mixture models
The model identifies three separate latent classes that demonstrate
different relationships between the EQ-5D questionnaire, function,
and pain. Table 3 shows the summary characteristics of the observa-
ionswhengroupedby the latent classwith themost probablemem-
ership. The groups are clearly different in terms of functional dis-
bility and pain. Class 1 has a mean HAQ value of 2.26, indicating
ubstantial disability, and a high pain score mean of 72.1. This re-
ects the element of the data distribution at the bottomof the EQ-5D
uestionnaire scale. Class 2 has the least disability as measured by
AQand the least amount of pain. The third classhasmoderate pain
mean 33.3) and functional disability (mean HAQ value of 1.24).
lasses 2 and 3 are both required to reflect the concentration of ob-
ervations at 1 and the peak in the skewed distribution below this. It
s the mixture of two latent classes with different means and vari-
nces that reproduces this skew.
Table 2 shows that for latent class 1, only a linear term on HAQ
s needed and the coefficient for pain is both large and significant.
atent class 2 has a nonsignificant coefficient for pain. Both HAQ
nd HAQ2 are significant and relatively large, the latter negatively
so. These result in a U- shaped relationship between HAQ and the
latent variable, where the latter is predicted to increase once the
HAQ functional ability deteriorates beyond around 2. The reason
for this is that themodel is trying to incorporate the small number
of observations that occur at the highest HAQ value. For the third
latent class, both HAQ and pain covariates are significant. The
Table 3 – Patient characteristics by most likely latent
class (SD).
Variable Class 1 Class 2 Class 3
HAQ 2.26 (0.35) 0.37 (0.46) 1.24 (0.60)
VASpain 72.1 (14.6) 3.0 (2.5) 33.3 (19.6)
Age (y) 54.5 (12.4) 53.8 (11.8) 54.2 (12.6)
Male 0.25 (0.44) 0.39 (0.49) 0.32 (0.46)HAQ, health assessment questionnaire.
558 V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 5 0 – 5 6 1quadratic HAQ coefficient results in deterioration in the latent
variable as function decreases, but at a decreasing rate within the
feasible range. The size of the coefficients and their implications
cannot be judged directly because this is a highly nonlinearmodel.
Table 4 presents examples of the predicted values for selected
combinations of covariates. For a female of average age in the
sample and bothHAQ and pain of 0, the predicted EQ-5D question-
naire value is 0.94. We see that the expected values for each class
range from 0.34 for class 1 to 0.98 for class 2. The predicted prob-
abilities of latent class membership are very different. This indi-
vidual has a 0 probability of being in class 1 and a high predicted
probability (0.77) of being in class 2, the class with the highest
expected EQ-5D questionnaire value. Thus, the predicted EQ-5D
questionnaire value lies in between that of class 2 and that of class
3. As pain increases, the predicted EQ-5D questionnaire value goes
down, but the relationship is not linear (unlike the linear regres-
sionmodel, which implies that a change in pain will always lead
to the same change in the predicted EQ-5D questionnaire value
regardless of the levels of pain). The expected values for each of
the classes decrease and the probabilities change dramatically.
When pain is very high (93), the probability of class 3 member-
ship is 0.91. Also, as HAQ increases, we see a decrease in the
predicted EQ-5D questionnaire value. The impact of sex is rela-
tively small and varies in magnitude depending on the values of
other covariates. Males have consistently lower predicted val-
ues of the EQ-5D questionnaire. The differences are much
smaller than the linear regression, which estimates a constant
difference of 0.05.
Comparisons of model fit
The improvement in model fit gained from the mixture model
Table 4 – Predicted EQ-5D questionnaire values for the RE A
HAQ VASpain EQ5Dˆ EQ5D1ˆ
Male, age 54 y
0 0 0.9430 0.3426
0 52 0.7724 0.1890
0 93 0.6942 0.0679
1 0 0.7716 0.2806
1 52 0.5884 0.1270
1 93 0.3790 0.0058
2 0 0.6711 0.2185
2 52 0.3461 0.0649
2 93 0.0582 0.0562
2.5 0 0.6299 0.1875
2.5 52 0.2056 0.0339
2.5 93 0.0357 0.0872
Female, age 54 y
0 0 0.9360 0.3307
0 52 0.7590 0.1771
0 93 0.6814 0.0560
1 0 0.7583 0.2686
1 52 0.5764 0.1150
1 93 0.3671 0.0061
2 0 0.6584 0.2066
2 52 0.3342 0.0530
2 93 0.0463 0.0681
2.5 0 0.6171 0.1756
2.5 52 0.1937 0.0220
2.5 93 0.0476 0.0991
ALDVMM, adjusted limited dependent variable mixture model; EQ-5D
EQ5DSˆ, predicted EQ-5D questionnaire values for class s; HAQ, healt
visual analogue scale.approach is very noticeable at the lower end of the HAQ scale, thatis, where patients have the least functional disability. A recog-
nized issue in modeling health utility data arises in the relatively
poor model fit at the extremes of the health profile. Figure 5 illus-
trates that the mixture model fits extremely well between HAQ
scores of 0 to 1, unlike all the other nonmixture models that un-
derpredict at an HAQ score of 0 (no functional disability) and sys-
tematically overpredict at HAQ scores between 0.3 and 1. Interest-
ingly, we found that a mixture of normal distributions (not
reported here) consistently underpredicts at HAQ scores between
MM.
EQ5D2ˆ EQ5D3ˆ P1 P2 P3
0.9814 0.8165 0.0005 0.7687 0.2308
0.9520 0.7818 0.0174 0.0052 0.9773
0.9153 0.7561 0.0899 0.0000 0.9100
0.8257 0.6704 0.0044 0.6626 0.3331
0.7633 0.6410 0.1032 0.0029 0.8940
0.7168 0.6179 0.3903 0.0000 0.6097
0.7760 0.5848 0.0374 0.5227 0.4399
0.7166 0.5555 0.4272 0.0011 0.5717
0.6721 0.5324 0.8057 0.0000 0.1943
0.8094 0.5607 0.1014 0.4302 0.4684
0.7479 0.5314 0.6551 0.0005 0.3444
0.7022 0.5083 0.9134 0.0000 0.0866
0.9766 0.8021 0.0005 0.7687 0.2308
0.9430 0.7683 0.0174 0.0052 0.9773
0.9033 0.7432 0.0899 0.0000 0.9100
0.8118 0.6584 0.0044 0.6626 0.3331
0.7502 0.6291 0.1032 0.0029 0.894
0.7043 0.6060 0.3903 0.0000 0.6097
0.7627 0.5729 0.0374 0.5227 0.4399
0.7041 0.5436 0.4272 0.0011 0.5717
0.6600 0.5205 0.8057 0.0000 0.1943
0.7957 0.5488 0.1014 0.4302 0.4684
0.7350 0.5195 0.6551 0.0005 0.3444
0.6898 0.4964 0.9134 0.0000 0.0866
oQol five-dimensional; EQ5Dˆ, predicted EQ-5D questionnaire values;
essment questionnaire; Ps, probability of class s membership; VAS,
Fig. 5 – Observed and predicted mean EQ-5D by HAQ (0 to 1).
ALDVM, adjusted limited dependent variable model;
ALDVMM, adjusted limited dependent variable mixture
model; HAQ, health assessment questionnaire; RE, randomLDV
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559V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 5 0 – 5 6 10.15 and 0.9, suggesting that it is the combination ofmixturemod-
eling and the adjusted limited dependent variable model that is
required. Table 5 presents the ME, MAE, and RMSE of all the mod-
ls at three different intervals of HAQ. The ALDVMM always out-
erforms the othermodels in terms of ME andMAE. It also outper-
orms the othermodels in terms of RMSE between HAQ scores of 0
o 1 and 1 to 2. The RMSE of the ALDVMM is worse only between
AQ scores of 2 to 3. Further investigation identified that this
ower predictive ability of the RE ALDVMM, as judged by the RMSE,
s only for the last three HAQ scores—2.75, 2.875, and 3. At these
evels of functional disability, the data set has an extremely low
umber of observations that appear very different and may be
utliers. Up to and including an HAQ score of 2.625, the ALDVMM
till outperforms the linear model with an RMSE of 0.2425 for the
nterval (2–2.625) compared with an RMSE of 0.2427 for the linear
odel. The ALDVMM ismore flexible than the othermodels and is
herefore sensitive to these extremeobservations at the tails of the
istribution.
Discussion
Health-related quality-of-life data typically exhibit distributional
properties that raise numerous statistical challenges. In some re-
spects, these aremore complex than those that arise in relation to
health care costs, where there has been substantial attention
given to the development and application of flexible statistical
models to deal with issues such as repeated measures, skewness,
and left censoring [3].
While standard models and methods for dealing with limited
dependent variables have been applied when modeling health
state utilities, these offer only limited and partial solutions to
these challenges. A common feature arising from the limitations
of such models is poor fit at the extremes of the distribution. The
commonly used Tobit and other limited dependent variable re-
gression models offer a method for dealing with the upper bound
of full health in health utility data. We have developed a limited
dependent variable regression model that provides a more appro-
priate method to reflect the gap between full health and interme-
diate health states, a particular feature that results from the ap-
proach used to generate the EQ-5D questionnaire tariff. Only
limited consideration has been given to the use of latent class
mixture models in this field to date. The small numbers of studies
that have considered the approach have focused on the issue of
ceiling effects [7,12].
When considering measures of model fit, we use penalized
likelihoodmeasures as well as summarymeasures of error. When
Table 5 – Measures of accuracy of predictions by HAQ inter
RE linear model
HAQ scores [0, 1] (n  758)
ME 0.0055
MAE 0.1032
RMSE 0.1366
HAQ scores (1, 2] (n  891)
ME 0.0040
MAE 0.1670
RMSE 0.2109
HAQ scores (2, 3] (n  354)
ME 0.0032
MAE 0.2101
RMSE 0.2447
ALDVM, adjusted limited dependent variable model; ALDVMM, adju
questionnaire; MAE, mean absolute error; ME, mean error; RE, randowe compared the models by using data from a clinical trial ofpatients with RA, we found that the linear regression outperforms
either of the limited dependent variable regressionmodels. This is
because our data set exhibits a relatively large peak of observa-
tions around an EQ-5D questionnaire value of 0.5. This pulls the
estimates from the linear regression down and diminishes the
importance of the values at high EQ-5D questionnaire scores,
where differences between the EQ-5D questionnaire and limited
dependent variable models will be more profound. The linear re-
gression does not predict unfeasible values within the observed
data set butmay do so in a different samplewhere patients exhibit
different characteristics to those included in this trial. This is of
critical importance when considering the intended use of such
models in cost-effectiveness analyses. Here it is typical to simu-
late patients with varying characteristics and over long time peri-
ods. These models can be expected to cover a wide range of func-
tional disability, pain, and other relevant patient characteristics
such that it is likely that implausible predicted values will be gen-
erated. In this situation, the analystmay need to artificially censor
the predicted values themselves. Thus, there are clear dangers
with a reliance on model fit alone in model selection in this situ-
ation. The adjusted limited dependent variable model improves
both model fit and provides a more faithful reflection of the un-
derlying data compared with standard limited dependent variable
models such as the Tobit.
This article developed the approach further by employingmix-
turemodels. Mixturemodels offer a highly flexible tool that can be
used to deal with the remaining distributional challenges. Each of
the mixture models we considered offered vastly superior perfor-
mance compared with that of standard linear regression and lim-
ited dependent variable regressionmodels. In particular, we dem-
onstrated that thismodel predicts accurately at the highest EQ-5D
questionnaire value and maintains this high degree of predictive
accuracy across the EQ-5D questionnaire value range. Only where
data are sparse does this accuracy decrease. This is the first appli-
cation of limited dependent variable mixture models in this area
that we are aware of.
Our preferred model specification identifies three latent
classes clearly distinguished by the relative role of functional dis-
ability and pain in determining EQ-5D questionnaire utility values.
The model is formed as a mixture of adjusted limited dependent
variable distributions. Care is required when using mixture mod-
eling to identify latent classes because there is a risk of overex-
tracting classes in the presence of outliers or non-normality. We
were careful to avoid small components of outliers but neverthe-
less would recommend further investigation of these classes in
RE Tobit RE ALDVM RE ALDVMM
0.0113 0.0053 0.0025
0.1034 0.1038 0.0955
0.1363 0.1367 0.1328
0.0089 0.0048 0.0019
0.1675 0.1671 0.1603
0.2108 0.2109 0.2096
0.0011 0.0022 0.0012
0.2102 0.2102 0.2057
0.2449 0.2447 0.2467
imited dependent variable mixture model; HAQ, health assessment
ects; RMSE, root mean square error.val.
sted lother patient groups.
l
E
w
s
a
f
c
n
t
m
t
w
g
s
p
t
t
t
d
o
p
t
n
m
b
p
c
t
f
w
T
d
c
b
s
i
u
a
p
b
w
p
560 V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 5 0 – 5 6 1Our findings also have specific implications for cost-effective-
ness modeling of interventions in RA. First, it is clear that esti-
mates of health state utilities are improved by the inclusion of
pain and other patient-level covariates rather than functional abil-
ity alone. Because pain is not a feature of the summary HAQ score
but is a heavily weighted component of the EQ-5D questionnaire
tariff, the finding is perhaps not surprising. Standard composite
outcome measures used in RA clinical trials and observational
data sets, such as theAmericanCollege of Rheumatology response
criteria, include visual analogue scale pain as one of the compo-
nents. Where treatment effects are observed on pain as well as
function, appropriate statistical models to estimate health state
utilities become critical to avoid biased estimates of cost-effective-
ness. In order for researchers to make use of the estimates in the
proposed mixture models and the associated uncertainty, the full
variance covariancematrix is available fromwww.sheffield.ac.uk/
scharr/sections/heds/dps-2010.html and the expression for the
predicted values is given in the appendix (available at Supplemen-
tal Materials found at doi:10.1016/j.jval.2011.12.014).
There are several potential limitations. The approach treats
the values from the EQ-5D questionnaire tariff as if they were data
rather than estimates. The uncertainty in the original regression
work reported by Dolan et al. [5] is ignored. Furthermore, the chal-
enges that arise from the distributional characteristics of the
Q-5D questionnaire tariff may be avoidable. The method by
hich EQ-5D questionnaire values are generated is based on a
imple linear regression model that itself does not perform well
nd does not apply a consistent approach to the values assigned to
ull health versus all other intermediate health states. The appli-
ation of more flexible models to generate the EQ-5D question-
aire tariff may result in less statistical challenges for analysts
hat need to estimate the relationship with clinical and sociode-
ographic variables. For example, Shaw et al. [39] provide an al-
ernative approach for estimating US EQ-5D questionnaire
eights by using amedianmodel approach that results in less of a
ap between full and less than full health. We note that health
tate utilities generated from the EQ-5D questionnaire in different
opulations, however, exhibit the same distributional features as
he data presented here; see, for example, Huang et al. [7]. Never-
heless, there may also be value in examining the performance of
he mixture of adjusted limited dependent variable features of
istributions for health utility data generated from instruments
ther than the EQ-5D questionnaire.
The data set onwhich the analyses are based is from a group of
atients with early RA at the point of entry to the study. Despite
he fact that the estimates span 2 years of follow-up andwe found
o evidence of a time trend, it may be the case that patients with
ore established disease do not exhibit the same relationships
etween the EQ-5D questionnaire, pain, and function. For exam-
le, there may be a greater degree of adaptation to functional de-
line in later disease that is reflected to a greater degree in HAQ
han in the EQ-5D questionnaire. In addition, the data set includes
ewobservations at themost extreme level of functional disability,
ith outliers perhaps exerting a strong influence on the model.
herefore, further refinement of the ALDVMM in an additional
ata set of established disease may be useful. More generally,
omparisons of the ALDVMMwith other statistical models should
e undertaken in a range of data sets, including those generated by
imulation, to confirm the robustness of these findings. To take
nto account the repeated observations, we introduced an individ-
al random effect that is assumed to be normally distributed
cross individuals and uncorrelated with the other covariates.
In summary, it is clear that the mixture modeling approach
rovides a general framework that can reflect the specific distri-
utional characteristics of health utility data. When combined
ith the adjusted limited dependent variable distribution, it is
ossible to obtain a flexible model that vastly outperforms stan-dard linear regression and limited dependent variable regression
approaches.
Acknowledgments
We are grateful to Ernest Choy and David Scott for providing ac-
cess to the CARDERA trial data and to Steve Pudney, Simon Dixon,
and two anonymous referees for helpful comments on previous
drafts. All responsibility for the analysis and interpretation of the
data presented here lies with the authors.
Source of financial support: The authors have no other finan-
cial relationships to disclose.
Supplemental Materials
Supplemental material accompanying this article can be found in
the online version as a hyperlink at doi:10.1016/j.jval.2011.12.014
or, if a hard copy of article, at www.valueinhealthjournal.com/
issues (select volume, issue, and article).
R E F E R E N C E S
[1] National Institute for Health and Clinical Excellence. Guide to the
Methods of Technology Appraisal. London: NICE, 2008.
[2] Brazier JE, Yang Y, Tsuchiya A, Rowen DL. A review of studies
mapping (or cross walking) non-preference based measures of
health to generic preference-based measures. Eur J Health Econ
2009;11:215–25.
[3] Hernández Alava M, Wailoo AJ. Multilevel modelling of cost data: an
application to thrombolysis and primary angioplasty in the UK NHS. A
multi-level modelling approach to analysis of patient costs under
managed care. Health Economics and Decision Science, University of
Sheffield, 2010, Discussion Paper 10/06.
[4] Thompson SG, Nixon R, Grieve R. Addressing the issues that arise in
analysing multicentre cost data, with application to a multinational
study. J Health Econ 2006;25:1015–28.
[5] Dolan P, Gudex C, Kind P, Williams A. A social tariff for EuroQol:
results from a UK population survey. University of York, Centre for
Health Economics, 1995, Discussion Paper 138.
[6] Shaw JW, Johnson JA, Coons SJ. US valuation of the EQ5D health
states: development and testing of the D1 valuation model. Med Care
2005;43:203–9.
[7] Huang I, Frangakis C, Atinson MJ, et al. Addressing ceiling effects in
health status measures: a comparison of techniques applied to
measures for people with HIV disease. Health Serv Res 2008;43:327–39.
[8] Charemza WW, Deadman DF. New Directions in Econometric Practice:
General to Specific Modelling, Cointegration and Vector
Autoregression. Aldershot: Edward Elgar, 1997.
[9] Austin PC, Escobar M, Kopec JA. The use of the Tobit model for
analyzing measures of health status. Qual Life Res 2000;9:901–10.
[10] Austin PC. A comparison of methods for analyzing health-related
quality of life measures. Value Health 2002;5:329–37.
[11] Li L, Fu AZ. Some methodological issues with the analysis of
preference based EQ5D index score. Health Serv Outcomes Res Meth
2009;9:162–76.
[12] Pullenayegum EM, Tarride J, Xie F, et al. Analysis of health utility data
when some subjects attain the upper bound of 1: are Tobit and CLAD
models appropriate? Value Health 2010;13:487–94.
[13] Rowen D, Brazier J, Roberts J. Mapping SF-36 onto the EQ-5D index:
how reliable is the relationship? Health Qual Life Outcomes 2009;7:27.
[14] Crott R, Briggs A. Mapping the QLQ-C30 quality of life cancer
questionnaire to EQ-5D patient preferences. Eur J Health Econ 2010;11:
427–34.
[15] Symmons D, Turner G, Webb R, et al. The prevalence of rheumatoid
arthritis in the United Kingdom: new estimates for a new century.
Rheumatology 2002;41:793–800.
[16] Cooper N. Economic burden of rheumatoid arthritis: a systematic
review. Rheumatology 2000;39:28–33.
[17] National Institute for Health and Clinical Excellence. Rheumatoid
arthritis: the management of rheumatoid arthritis in adults. Clinical
guideline, 2009. Available from: http://www.nice.org.uk/Guidance/CG/
Wave13/6. [Accessed January 20, 2012].
[[
[
[
[
[
[
[
[
561V A L U E I N H E A L T H 1 5 ( 2 0 1 2 ) 5 5 0 – 5 6 1[18] Wailoo AJ, Bansback N, Brennan A, et al. Biologic drugs for rheumatoid
arthritis in the Medicare program: a cost effectiveness analysis.
Arthritis Rheum 2008;58:939–46.
19] Chen YF, Jobanputra P, Barton P, et al. A systematic review of the
effectiveness of adalimumab, etanercept and infliximab for the
treatment of rheumatoid arthritis in adults and an economic
evaluation of their cost-effectiveness. Health Technol Assess 2006;10.
20] Kobelt G, Jonsson L, Lindgren P, et al. Modeling the progression of
rheumatoid arthritis: a two-country model to estimate costs and
consequences of rheumatoid arthritis. Arthritis Rheum 2002;46:
2310–9.
21] Aletaha D, Landewe R, Karonitsch T, et al. Reporting disease activity in
clinical trials of patients with rheumatoid arthritis: EULAR/ACR
collaborative. Ann Rheum Dis 2008;67:1360–4.
22] Bansback NJ, Marra C, Tsuchiya A, et al. Using the health assessment
questionnaire to estimate preference-based single indices in patients
with rheumatoid arthritis. Arthritis Rheum 2007;57:963–71.
23] Hawthorne G, Buchbinder R, Defina J. Functional status and health-
related quality of life assessment in patients with rheumatoid
arthritis. Monash University Centre for Health Program Evaluation,
2000. Working Paper 116.
24] Hurst NP, Kind P, Ruta D, et al. Measuring health related quality of life
in rheumatoid arthritis: validity, responsiveness and reliability of
EuroQol. Br J Rheumatol 1997;36:551–9.
25] Lindgren P, Geborek P, Kobelt G. Modeling the cost-effectiveness of
treatment of rheumatoid arthritis with rituximab using registry data
from Southern Sweden. Int J Health Technol Assess 2009;25:181–9.
26] Marra CA, Marion SA, Guh DP, et al. Not all “quality adjusted life
years” are equal. J Clin Epidemiol 2007;60:616–24.
27] Bansback NJ, Brennan A, Ghatnekar O. Cost effectiveness of
adalimumab in the treatment of patients with moderate to severe
rheumatoid arthritis in Sweden. Ann Rheum Dis 2005;64:995–1002.[28] Malottki K, Barton P, Tsourapas A, et al. Adalimumab, etanercept,
infliximab, rituximab and abatacept for the treatment of rheumatoid
arthritis after the failure of a TNF inhibitor: a systematic review and
economic evaluation. NICE Technology Assessment Report, 2009.
Available from: http://www.nice.org.uk/nicemedia/live/12135/46677/
46677.pdf. [Accessed July 14, 2010].
[29] Choy EHS, Smith CM, Farewell V, et al. Factorial randomised
controlled trial of glucocorticoids and combination disease modifying
drugs in early rheumatoid arthritis. Ann Rheum Dis 2008;67:656–63.
[30] Tobin J. Estimation of relationships for limited dependent variables.
Econometrica 1958;26:24–36.
[31] McLachlan GJ, Peel D. Finite Mixture Models. New York: Wiley, 2000.
[32] Nylund KL, Asparouhov T, Muthen BO. Deciding on the number of
classes in latent class analysis and growth mixture modeling: a Monte
Carlo simulation study. Struct Equa Model 2007;14:535–69.
[33] Muthén B, Muthén L. Mplus User’s Guide. Los Angeles: Muthén and
Muthén, 2008.
[34] GAUSS Mathematical and Statistical System v9.0. Maple Valley, WA:
Aptech Systems Inc., 2008.
[35] Corana A, Marchesi C, Martini C, Ridella S. Minimizing multimodal
functions of continuous variables with the “simulated annealing”
algorithm. ACM Trans Math Softw 1987;13:262–80.
[36] Goffe NL, Ferrier GD, Rogers J. Global optimization of statistical
functions with simulated annealing. J Econ 1994;60:65–99.
[37] Hernández Alava M. Growth dynamics: an empirical investigation of
output growth using international data. PhD Thesis, Department of
Economics, University of Leicester, 2002.
[38] Goldsmith KA, Dyer MT, Buxton MJ, Sharples LD. Mapping of the EQ-
5D index from clinical outcome measures and demographic variables
in patients with coronary heart disease. Health Qual Life Outcomes
2010;8:13.
[39] Shaw JW, Pickard AS, Yu S, et al. A median model for predicting
United States population-based EQ-5D health state preferences. Value
Health 2010;13:278–88.
