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Resumen. El ﬁltrado colaborativo es una de las te´cnicas ma´s utilizadas
en los sistemas de recomendacio´n. El objetivo del presente art´ıculo es
proponer un nuevo me´todo que utiliza to´picos latentes para modelar
los ı´tems a recomendar. De esta forma se incorpora la capacidad para
establecer una semejanza entre estos elementos mejorando el rendimiento
de la recomendacio´n realizada. La performance del me´todo propuesto
ha sido medida en dos contextos muy diferentes arrojando resultados
satisfactorios. Finalmente se incluyen las conclusiones y algunas l´ıneas
de trabajo futuras.
Palabras clave: Sistemas de Recomendacio´n, Filtrado Colaborativo,
Modelado de To´picos Latentes.
1. Introduccio´n
Los sistemas de recomendacio´n analizan patrones de intere´s del usuario como
art´ıculos o productos, para proporcionar recomendaciones personalizadas que
satisfagan sus preferencias [1]. Las sugerencias intervienen en varios procesos de
toma de decisiones, tales como que´ art´ıculos comprar, que´ pel´ıculas mirar, o que´
libros leer. El te´rmino ı´tem es utilizado para indicar lo que el sistema recomienda
a los usuarios [2]. Para poder llevar esto adelante, es necesario modelar a los
ı´tems que se quieren recomendar. La generacio´n de un modelo a partir de la
informacio´n textual y no estructurada de un conjunto de ı´tems representa un
gran desaf´ıo. El ana´lisis de to´picos latentes ha emergido como uno de los me´todos
ma´s eﬁcientes para clasiﬁcar, agrupar y recuperar datos textuales. Descubrir los
to´picos en textos cortos es crucial para un amplio rango de tareas que analizan
to´picos, como caracterizar contenido, modelar perﬁles de intereses de usuarios,
detectar to´picos latentes o emergentes. El modelo de to´picos bite´rmino BTM [3]
permite extraer de forma eﬁcaz los to´picos que caracterizan a un conjunto de
textos cortos. Con BTM se pueden obtener los temas subyacentes en un conjunto
de documentos y una distribucio´n global de cada to´pico sobre cada uno de ellos,
a trave´s del ana´lisis de la generacio´n de bite´rminos.
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El enfoque ma´s comu´n para un sistema recomendador es la te´cnica de ﬁltrado
colaborativo basada en modelos de vecindad. Su forma original esta´ basada en
las similitudes entre usuarios [4]. Dichos me´todos de usuario-usuario estiman
puntajes desconocidos basados en puntajes registrados de usuarios con ideas
aﬁnes. Posteriormente, se hizo popular el enfoque ana´logo pero ahora teniendo en
cuenta las similitudes entre ı´tems [5] [6]. En estos me´todos, se calcula un puntaje
utilizando valoraciones realizadas por el mismo usuario en ı´tems similares. Una
mejor escalabilidad y una precisio´n mejorada hacen que el enfoque por ı´tems sea
ma´s favorable en muchos casos [7] [8]. Adema´s, los me´todos de ı´tem-´ıtem son
ma´s susceptibles de explicar el razonamiento detra´s de las predicciones. Esto
se debe a que los usuarios esta´n familiarizados con los elementos previamente
preferidos por ellos, pero no conocen a los usuarios supuestamente parecidos. La
mayor´ıa de los enfoques de ı´tem-´ıtem utilizan una medida de similitud entre los
ratings que tienen los mismos.
En este trabajo se propone un me´todo basado en el enfoque ı´tem-´ıtem que
utiliza un modelo de to´picos latentes para modelar a los ı´tems que se requieren
recomendar y establece una semejanza entre estos elementos que mejoran el
rendimiento de la recomendacio´n. La evaluacio´n del me´todo propuesto se realiza
mediante un conjunto de materiales educativos del repositorio digital Merlot[9]
y un dataset de pel´ıculas de MovieLens [10]. El presente art´ıculo esta´ organizado
de la siguiente forma: la segunda seccio´n describe el preprocesamiento efectuado
sobre los datasets, la tercera seccio´n muestra la extraccio´n y modelado de to´picos
latentes, la cuarta seccio´n describe el me´todo propuesto, en la quinta seccio´n
se muestran los resultados experimentales. Finalmente, en la sexta seccio´n se
presentan las conclusiones y las l´ıneas de trabajo futuras.
2. Preparacio´n de los datos
En este trabajo se utilizaron dos bases de datos, una de materiales educativos
y otra de pel´ıculas. La primera, brinda informacio´n de usuarios y materiales
educativos del a´rea de la Ciencias de la Computacio´n publicados en el repositorio
digital Merlot [9]. Los datos involucran ma´s de 984 materiales y ma´s de 260
usuarios que subieron, evaluaron o comentaron a cada una de las publicaciones.
As´ı tambie´n, se dispone de informacio´n pu´blica de las publicaciones y de los
usuarios. De cada una de las publicaciones se obtuvo: t´ıtulo, tipo de material,
fecha de creacio´n, fecha de actualizacio´n, usuario que la realizo´, valoracio´n de
revisores de 1 a 5, valoracio´n de usuarios de 1 a 5, comentarios, y la descripcio´n
textual no estructurada. Mientras que el segundo dataset es sobre ratings de
pel´ıculas de MovieLens. Este dataset contiene 100.000 puntajes de 1 a 5 de 943
usuarios en 1682 pel´ıculas, donde cada usuario evaluo´ al menos 20 pel´ıculas;
de las pel´ıculas se conoce el t´ıtulo y la fecha; y adema´s, se recolectaron los
argumentos de cada una de ellas.
Cuando se trata de operar con informacio´n textual es preciso recurrir a te´cni-
cas de Miner´ıa de Texto (Text Mining) a ﬁn de poder representar a cada des-
cripcio´n en un vector de te´rminos. Esto fue llevado a cabo a trave´s de un proceso
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compuesto por varias etapas. En una primera etapa, se uniﬁcaron los contenidos
en un u´nico idioma. Luego se aplico´ un ﬁltro de stopwords, que se encarga de
ﬁltrar las palabras que coincidan con cualquier stopword indicado. Se ﬁltraron
stopwords del idioma ingle´s; palabras propias del contexto. Tambie´n se elimina-
ron direcciones de pa´ginas web, caracteres no textuales. Luego, cada palabra en
el texto fue reducida a su ra´ız aplicando el algoritmo de stemming Snowball [11].
La importancia de este proceso radica en que elimina las variaciones sinta´cticas
relacionadas con el ge´nero, nu´mero y tiempo verbal. Una vez que se obtienen las
ra´ıces de cada una de las palabras se calculo´ la frecuencia de aparicio´n de cada
una de ellas en las publicaciones y se escogieron las palabras que aparecen ma´s
de una vez.
3. Extraccio´n de to´picos latentes
Para la extraccio´n de los to´picos en las descripciones de los ı´tems se utilizo´
BTM (Biterm Topic Model) que es una te´cnica de aprendizaje no supervisado
que descubre los to´picos que caracterizan a un conjunto de documentos breves.
Sea un conjunto de ND documentos denominado corpus y sea W el conjun-
to de todas las palabras del corpus, un to´pico se deﬁne como una distribucio´n
de probabilidad sobre W . Por lo tanto, un to´pico puede ser caracterizado por
sus T palabras mas probables. Dado un nu´mero K de to´picos, el objetivo de
BTM consiste en obtener las K distribuciones sobre cada una de las palabras.
Un “bite´rmino” denota a un par de palabras sin orden que co-ocurren en un
documento corto. En este caso, dos palabras diferentes en un documento cons-
truyen un bite´rmino. Dado un corpus con ND documentos y un vocabulario W
de palabras u´nicas, se supone que contiene NB bite´rminos B = {bi}NBi=1 con
bi = (wi,1 ∈ W,wi,2 ∈ W ), y K to´picos expresados sobre W . Sea z ∈ [1,K]
una variable para indicar un to´pico. La probabilidad P (z) de que un documento
en el corpus sea de un to´pico z, se deﬁne como una distribucio´n multinomial
K-dimensional θ = {θk}Kk=1 con θk = P (z = k) y
K∑
k=1
θk = 1. La distribucio´n de
palabras por to´pico P (w|z) puede ser representada como una matriz Φ ∈ RK×W
donde la k-e´sima ﬁla φk es una distribucio´n multinomial W-dimensional con
entrada φk,w = P (w|z = k) y
W∑
w=1
φk,w = 1. Dados los para´metros α y β, la su-
posicio´n principal del modelo consiste en asumir que cada uno de los documentos
del corpus fueron generados de la siguiente manera:
1. Se elige una distribucio´n de to´picos θ ∼ Dirichlet(α) para todo el corpus
2. Por cada to´pico k ∈ [1,K]
Se extrae una distribucio´n de palabras para el to´pico φk ∼ Dirichlet(β)
3. Por cada bite´rmino bi ∈ B
Se extrae una asignacio´n de to´picos zi ∼ Multimonial(θ)
Se extraen dos palabras wi,1, wi,2 ∼ Multimonial(φzi)
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Teniendo en cuenta el mecanismo de generacio´n supuesto por BTM, se puede
obtener la verosimilitud para todo el corpus dado los para´metros α y β a partir
de la probabilidad de cada uno de los bite´rminos:
P (B|α, β) =
NB∏
i=1
∫ ∫ K∑
k=1
P (wi,1, wi,2, zi = k|θ,Φ)dθdΦ (1)
=
NB∏
i=1
∫ ∫ K∑
k=1
θkφk,wi,1φk,wi,2dθdΦ (2)
Obtener exactamente los para´metros θ y Φ que maximizan la verosimilitud
de la ecuacio´n 2 es un problema intratable. Siguiendo lo propuesto en [12], los
para´metros θ y Φ pueden ser aproximados utilizando muestreo de Gibbs [13].
Para inferir los temas de un documento, es decir, evaluar P (z|d) para el
documento d, se deriva la proporcio´n de to´picos de un documento a trave´s de
los to´picos de los bite´rminos. Si d contiene Nd bite´rminos, {b(d)i }
Nd
i=1,
P (z|d) =
Nd∑
i=1
P (z|b(d)i )P (b(d)i |d) (3)
3.1. Criterio de evaluacio´n
Para evaluar la calidad de los to´picos obtenidos se utiliza la me´trica de cohe-
rencia propuesta por Mimno et al. [14]. Dado un to´pico z y sus T palabras ma´s
probables V (z) = (v
(z)
1 , ..., v
(z)
T ) donde v
(z)
i ∈ W para i = 1...T , el puntaje de
coherencia es deﬁnido como:
C(z;V (z)) =
T∑
t=2
t∑
l=1
log D(vt
(z),vl
(z))+1
D(vl(z))
donde D(v) es la frecuencia de la palabra v en todos los documentos, D(v, v′)
es el nu´mero de documentos en donde las palabras v y v′ co-ocurren. La me´trica
de coherencia esta´ basada en la idea de que las palabras que pertenecen a un
mismo concepto tendera´n a co-ocurrir dentro de los mismos documentos. Esto
es emp´ıricamente demostrable porque el puntaje de coherencia esta´ altamente
correlacionado con el criterio humano. Para evaluar la calidad en general de un
conjunto de to´picos, se calcula el promedio de la me´trica de coherencia para cada
uno de los to´picos obtenidos 1k
∑
k C(zk;V
(zk)). Estos resultados nos permiten
determinar la cantidad de to´picos que mejor representan a todo el corpus.
4. Me´todo propuesto
Sea K el nu´mero de to´picos que representan a un conjunto de ı´tems, se
modelan cada uno de los mismos segu´n la distribucio´n de probabilidad mostrada
en la ecuacio´n 3.
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Sea una lista de m usuarios U = u1, u2, .., um y una lista de n ı´tems I =
i1, i2, ..., in. Cada usuario tiene una lista de ı´tems Iu, con un puntaje asociado a
cada ı´tem rui. Cada ı´tem tiene asignado un puntaje de 1 a 5.
Con el objetivo de evaluar la semejanza entre dos ı´tems a partir de las dis-
tribuciones de probabilidad obtenidas con BTM, el me´todo propuesto utiliza la
divergencia de Kullback-Leibler [15]. Dadas dos distribuciones de probabilidad
P y Q la funcio´n de divergencia se deﬁne como:
DKL(P,Q) =
∑
i P (i) log
P (i)
Q(i)
A partir de esta divergencia, es posible deﬁnir la semejanza entre dos ı´tems
p y q de la siguiente manera:
sim(p, q) = exp(−DKL(p, q))
Para estimar el rating de un nuevo ı´tem m dado un usuario u, se propone el
siguiente me´todo para predecir rˆum:
1. Se obtienen las distribuciones de probabilidad para cada uno de los ı´tems
que el usuario evaluo´ Iu, segu´n se mostro´ en la seccio´n 3.
2. Se obtiene la distribucio´n de probabilidad del material m.
3. Se calcula la semejanza sim de m con cada Iuj .
4. Se ordenan las semejanzas, y se eligen las primeras t, donde t es un para´metro
que deﬁne el taman˜o de vecindad a considerar.
5. A partir de los t ma´s semejantes, se calcula la prediccio´n:
rˆum = μm +
t∑
j=1
sim(m, j)(ruj − μj)
t∑
j=1
sim(m, j)
donde ruj es el puntaje del ı´tem j dado por el usuario u, y μj y μm son los
puntajes promedios de j y m respectivamente.
5. Resultados experimentales
Se evaluo´ el modelo obtenido por BTM en el conjunto de los materiales edu-
cativos y de pel´ıculas. Por cada nu´mero de to´picos entre 2 y 30 se promedio´
la coherencia obtenida, muestreando aleatoriamente el conjunto de prueba y
entrenamiento en 1000 iteraciones. La ﬁgura 1 muestra el promedio de la cohe-
rencia del modelo con respecto a la cantidad de to´picos extra´ıda en el dataset
de materiales. Interesa el nu´mero de to´picos en el que se produce un quiebre en
el crecimiento de la funcio´n de la coherencia promedio. En este caso, el valor
o´ptimo se encuentra entre 5 y 7 to´picos latentes.
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Figura 1. Dataset materiales. Coherencia promedio para distintos K
En la tabla 1 se muestran los to´picos obtenidos con K=7 para el dataset
de materiales. Para cada uno de los to´picos se muestran las seis palabras ma´s
importantes, es decir, aquellas que tienen ma´s probabilidad de pertenecer a dicho
to´pico.
To´pico Palabras ma´s importantes del to´pico
1 programming software data algorithms design
2 information technology computing internet systems
3 programming java language tutorial software
4 resources design systems development security
5 design information programming interaction human
6 binary fractions codes numbers tutorial
7 numbers stars interactivate graph simulation
Tabla 1. Dataset materiales. Modelo de to´picos obtenidos con BTM
La metodolog´ıa de evaluacio´n para el me´todo propuesto aplica validacio´n
cruzada 10-fold. Este proceso de evaluacio´n se repitio´ 50 veces para obtener una
muestra signiﬁcativa sobre la cual se promedian los resultados. Este proceso se
aplico´ para el me´todo propuesto, identiﬁcado como KNN Topic Model, y sobre
los me´todos de ﬁltrado colaborativo KNN, KNN Mean [7] basados en el enfoque
ı´tem-´ıtem y usuario-usuario, SlopeOne [16] y sobre el me´todo basado en modelos
de factores latentes (SVD) [17].
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El me´todo propuesto y los me´todos KNN reciben como para´metro la cantidad
de vecinos a considerar. El taman˜o del vecindario tiene un impacto signiﬁcati-
vo en la calidad de la prediccio´n [4]. En la ﬁgura 2 se muestra el error RMSE
(Root Mean Squared Error) para diferentes nu´meros de vecinos en los distintos
algoritmos. El error decrece a medida que la cantidad de vecinos crece. El error
para el me´todo propuesto KNN Topic Model siempre esta´ por debajo para dis-
tintos valores de vecindad. Adema´s, se observa que luego de 40 vecinos el RMSE
decrece lentamente para cada uno de los algoritmos.
Figura 2. Dataset pel´ıculas. Inﬂuencia del taman˜o de vecindad
Los resultados de las 50 ejecuciones de la validacio´n cruzada para cada algo-
ritmo utilizando el dataset de materiales se muestran en la tabla 2 y los resulta-
dos al utilizar el dataset de pel´ıculas se muestran en la tabla 3. Se establecio´ el
nu´mero de vecinos t = 40 para todos los modelos basados en vecindad. Los ı´tems
del dataset de materiales fueron representados como una distribucio´n multino-
mial 7-dimensional y los ı´tems del dataset de pel´ıculas como una distribucio´n
multinomial 10-dimensional. Para evaluar las predicciones del me´todo propues-
to frente a los resultados de los otros algoritmos, se calcularon las me´tricas de
precisio´n RMSE (Root Mean Squared Error), MAE (Mean Absolute Error) y
FCP (Fraction of Concordant Pairs), que mide la proporcio´n de pares de ı´tems
bien clasiﬁcados [18]. A diferencia de RMSE y MAE, el valor de FCP es mejor
cuanto ma´s alto es, porque mide una proporcio´n.
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Se observa que el me´todo propuesto es competitivo frente a dos conjuntos
de datasets diferentes. Para el dataset de materiales educativos el me´todo KNN
Topic Model obtiene un error RMSE ma´s bajo y una proporcio´n FCP ma´s alta.
Sin embargo, la me´trica MAE es menor para SVD. Se destaca que con la poca
informacio´n de los materiales que se disponen, a trave´s de la utilizacio´n del
modelado de to´picos es posible mejorar el FCP. En el dataset de pel´ıculas se
dispone de mayor informacio´n de los intereses de los usuarios, por lo que el
me´todo propuesto, si bien tiene un resultado competitivo, no supera el valor de
FCP con respecto al enfoque KNN Mean usuario-usuario.
KNN KNN KNN KNN KNN SlopeOne SVD
Model item-item Mean user-user Mean
Topic item-item user-user
Mean RMSE 0,6047 0,6848 0,8412 0,7757 0,6339 0,6575 0,6420
Mean MAE 0,4403 0,4566 0,5544 0,5126 0,4333 0,4336 0,3443
Mean FCP 0,6517 0,2075 0,4820 0,1400 0,3333 0,4133 0,4329
Tabla 2. Dataset materiales educativos. Resultados obtenidos
KNN KNN KNN KNN KNN SlopeOne SVD
Model item-item Mean user-user Mean
Topic item-item user-user
Mean RMSE 0,9340 1,0203 0,9385 0,9732 0,9466 0,9426 0,9402
Mean MAE 0,7359 0,8044 0,7375 0,7680 0,7462 0,7409 0,7396
Mean FCP 0,6879 0,5990 0,6867 0,6948 0,6946 0,6865 0,6889
Tabla 3. Dataset pel´ıculas. Resultados obtenidos
6. Conclusiones y l´ıneas de trabajo futuras
En el presente art´ıculo se logro´ modelar a un conjunto de ı´tems utilizando la
deteccio´n de to´picos latentes a partir de las descripciones de los mismos. Esto
permitio´ saber cua´les son los to´picos que describen a los ı´tems y co´mo se rela-
cionan entre s´ı. La metodolog´ıa utilizada en el me´todo propuesto y las me´tricas
de validacio´n aplicadas presentan resultados preliminares satisfactorios y com-
petitivos frente a los me´todos tradicionales. Como trabajo futuro se preve´ la
aplicacio´n del me´todo propuesto en otras bases de datos con informacio´n tex-
tual asociada. Resulta de intere´s, adema´s, incorporar informacio´n acerca de las
opiniones y gustos del usuario desde otros contextos. Los resultados de este tra-
bajo se suman a lo previamente realizado en [19], donde se propuso un modelado
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de usuarios a trave´s de la informacio´n obtenida con BTM al identiﬁcar los to´pi-
cos de intere´s de los alumnos de la Facultad de Informa´tica de la UNLP a trave´s
de sus publicaciones realizadas en grupos de Facebook. A su vez, este trabajo
se relaciona con un proyecto ma´s grande, cuyo objetivo es crear un sistema de
recomendacio´n de materiales digitales educativos.
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