The structural and mechanical properties of the Pt-Ti and Ir-Ti systems. by Cavero, Miguel.
The Structural and Mechanical
Properties of the Pt-Ti and Ir-Ti Systems
by
Miguel Cavero
Submitted in partial fulfilment of the academic requirements





As the candidate’s supervisor I have/have not approved this thesis for submission.
Signed: . . . . . . . . . . . . . . . . . . . . . . . . Name: . . . . . . . . . . . . . . . . . . . . . . . . Date: . . . . . . . . . . . .
Abstract
Ab initio plane wave based density functional calculations within the generalised gradient
approximation (GGA) have been carried out on a wide range of phases and stoichiome-
tries for the platinum-titanium (Pt-Ti) and iridium-titanium (Ir-Ti) alloy systems, using
the Vienna Ab Initio Simulation Package (VASP) with projector augmented wave (PAW)
potentials.
For all of the phases in this work, the equilibrium structures were found by perform-
ing a full relaxation of the atoms. There were 20 different phases considered for varying
atomic percentage compositions for each alloy system. Energy-volume calculations and
heats of formations were used to determined the equilibrium structures at each atomice
percentage composition and to determine if there were high temperature phases at that
composition. The elastic constants and elastic moduli are calculated and the electronic
structure and density of states (DOS) were considered to understand the hardness and
stability properties of the alloys.
For the Pt-Ti system, the low and high temperature phases at different compositions
agreed with previously published results in the literature. Intermediate phases at 50%
were also determined, in agreement with previous results. Alloying Pt with Ti resulted in
a decrease in the bulk modulus, i.e. not adding strength to the metal. However, the shear
modulus increased for most of the alloys compared to bulk Pt and it was found that in
general, alloying may increase the resistance to shear. PtTi alloys were found to be ductile
in nature, as with both constituent metals in their bulk form.
In the Ir-Ti system, bulk Ir was found to have the highest bulk, shear and Young’s mod-
ulus with each of these values decreasing with increasing percentage Ti in the alloy. IrTi
i
alloys with 66.7% Ir composition or higher were found to be brittle in nature, similar in
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Chapter 1
Introduction and Survey of Hard
Materials
The aim of this thesis is to investigate and discuss the mechanical properties of the
platinum-titanium (Pt-Ti) and iridium-titanium (Ir-Ti) alloy systems, by performing ab
initio density functional calculations on a wide range of phases and stoichiometries within
each system and to compute properties related to hardness and stability. Beginning with
a discussion on hard materials and their applications, the Pt-Ti and Ir-Ti systems will be
introduced.
Superhard materials have a wide range of applications from sharp cutting and grind-
ing tools [1, 2], as body armour, in nuclear reactors [3] and also in the medical industry
[4]. Apart from industrial applications, superhard materials are also of scientific interest
since hardness itself is not properly understood or defined explicitly [5, 6]. There are
different scales of measuring hardness and different values that relate to different aspects
of deformation of a material.
In this study the focus was on the elastic constants and elastic moduli for various struc-
tures in these two binary alloy systems, where the energetics and electronic structure were
considered in an attempt to understand the strength and stabilities of each structure.
1
1.1 Hardness
Hardness was first defined by looking at how one mineral was able to scratch another
[7], and minerals were ordered with a higher hardness value meaning the mineral would
scratch another with a lower value [8]. Numerical values for hardness can now be obtained
by measuring the indentation on a material by a diamond indentor under a known load.
Different methods to measure hardness give rise to different hardness numbers, such as
Knoop and Vickers [7, 8]. Vickers hardness, for example, is related to yield stress. A
material is deemed ’superhard’ if it has a Vickers hardness that is greater than 40 GPa [1].
Carbon in the diamond structure and cubic boron nitride (c-BN) have the highest Vickers
hardness values (70 GPa - 100 GPa for diamond and about 48 GPa for c-BN, see Table 1.1).
However, the hardness of a material is not simply given by only one numerical value.
A material must satisfy certain conditions to be considered hard. These are the resistance
to different types of deformation. A high resistance to volume compression or to linear
compression means a material is difficult to compress elastically [5] and so it is called stiff.
Materials with these high resistances have a large bulk modulus and/or Young’s modulus.
The bulk modulus is the inverse of the compressibility. A material that can withstand
elastic deformation in a direction different to that of the stress will have a high shear
modulus [1, 5]. For a material to be hard, it must also resist plastic deformation. This
involves the irreversible motion of atoms with respect to one another in a lattice. Covalent
bonding provides resistance to both elastic and plastic deformations. Diamond and c-BN
are both covalent materials and have the highest bulk and shear moduli. Therefore, both
the bulk and shear moduli are useful to understand and measure hardness. However, the
shear modulus is believed to be more correlated to the hardness of a material than the
bulk modulus [9]. Generally, a material that has a high shear modulus is considered hard
[10].
For a bulk crystalline material, hardness depends on the elastic properties. A material
with a high value of hardness generally has high values when it comes to elastic moduli
and constants [11]. Both the bulk modulus B and the shear modulus G can be expressed
in terms of the elastic constants. The elastic constants are a measure of the response of a
crystal when an external strain is applied. They also give information about the bonding
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characteristics for atomic planes adjacent to one another, as well as structural stability
information [12]. For a given crystal structure, mechanical stability requires certain sets
of conditions on the elastic constants. The exact details of these conditions are given in
the next chapter.
In this thesis the elastic constants and moduli as an indication of the hardness of a mate-
rial, are calculated for different phases of the Pt-Ti and Ir-Ti alloy systems to determine
their mechanical properties and to determine their relative hardness compared with other
transition-metal alloys.
1.2 Diamond and c-BN
Diamond is the hardest substance known to humans. Table 1.1 shows the Vickers hard-
ness, bulk, shear and Young’s moduli and Poisson ratio for diamond. The values for other
hard materials is given as a comparison. There is much effort that has gone into develop-
ing materials that exceed its hardness properties [5]. To be able to develop new superhard
materials, one must first understand what it is about diamond that gives it its hardness
properties, as well as its other special properties such as high thermal conductivity and
wear resistance [2].
Diamond is made up of tetrahedrally bonded atoms that form three dimensional fully co-
valent bonds [5, 28]. The bond lengths are also short, although the C-C bond length is not
the shortest; C-O, C-N and B-O bond lengths are shorter though they occur in isolated
molecules [7]. New superhard materials can then be composed of light elements that form
short covalent bonds [5, 28, 7]. Alternatively, a different class of superhard materials has
been proposed by combining light elements with heavy transition metals that have a high
valence electron density [28, 29].
Cubic BN (c-BN) has a cubic structure (space group F43m) [30] similar to diamond,
and is the second hardest material. However, it is expensive to use as it must be synthe-
sized [5]. It does also have a low chemical reactivity as well as high thermal stability [29].
Together with diamond, c-BN can be synthesized under high pressure and temperature or
by chemical vapour deposition (CVD) [1].
3
HV B G E ν
C (diamond) 70-100,a 443 b 535c 1050 d 0.20 e
c-BN 48 a 400f 405 g 847h
SiC 29 c 248 c 170-200 i 400-470 i
WC 329 j 295 k 703 k 0.194 k
SiO2 33
c 316 l 220 l
TiO2
m 348 203 525 0.293
OsB2 365-395
n 174 o 444 o 0.277 o
RuB2




The Vickers hardness HV, bulk modulus B, shear modulus G, Young’s modulus E and the Poisson ratio
ν of selected hard materials. All values are in GPa, except ν which is unitless. Values in italic are
theoretical. aReference [1], bReference [13], cReference [6], d[14], eReference [15], fReference [16],
gReference [17], hReference [18], iReference [19], jReference [20], kReference [21], lReference [22]. All
values for TiO2 are for the cotunnite structure,
mReference [23]. nReference [24]. All theoretical values
for OsB2 and RuB2 are for the orthorhombic structure,
oReference [25]. Values for Si3N4 are for the spinel
structure, pReference [26], qReference [27].
BN has the second shortest bond length, the B-N bond at 1.57 Å is roughly 2% longer
than the C-C bond in diamond [7]. c-BN shares several other physical properties with
diamond, including phase diagrams and atomic sizes [31].
1.3 Carbides
Transition metal carbides are widely used industrially due to the desirable properties they
possess, such as high melting points and good corrosion resistance as well as a certain
amount of plasticity [20, 32]. WC has a high melting point and so is used in cemented
carbides such as tungsten carbide cobalt (WC-Co). Apart from being a material with a
high hardness value, WC-Co also has a high fracture toughness due to the contributions
of the metal and carbide phases [33]. Co binds well with WC; the good densification leads
to better mechanical properties. However, the high cost of Co means a cheaper alterna-
tive metal is needed [32]. The hexagonal phase of WC is semimetallic. Charge density
plots show charge accumulation between nearest neighbour W and C site. The bonding
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in transition metal carbides such as WC is similar to bonding in pure transition metals.
The C atoms add stiffness to the lattice [20].
There is a large number of structures (as many as 75) identified for SiC [34]. Due to
its chemical and physical properties, the wide band gap semiconductor SiC has applica-
tions in high temperature electronics [35]. SiC also has excellent refractory properties,
and can be used at high temperatures for nuclear applications [36]. Si atoms form strong
σ-bonds; when combined with C,B and N (e.g. in SiC and Si3N4) the bonds play a role in
the formation of superhard materials [37]. Hard materials tend to be composed of atoms
that are linked with short bonds [7]. The Si-C bond has a length of 1.88 Å, compared
to 1.54 Å for the C-C bond length in diamond and 1.57 Å for the B-N bond in c-BN. It
is known that compounds from third period elements, such as Si, combined with second
period elements (B, C and N) are hard [38]; they form tetrahedral structures which are
light, covalent structures.
1.4 Oxides
Oxides are readily available in nature as minerals. There are several different phases for
various oxide minerals, including minerals such as SiO2. One phase of SiO2 is the stishovite
phase which has been claimed to be the third hardest material [39]. Stishovite is a high-
temperature phase which has a very dense packing of octahedra. There are more O atoms
surrounding Si compared to the quartz phase, causing an increase in the bond length (1.61
Å for a typical Si-O bond) but also adding more bonds [7]. The smaller atomic volume
and the formation of partial covalent bonds gives rise to the the increased hardness of
stishovite: its Vickers hardness and bulk modulus is among the highest for hard material
oxides.
TiO2 exists in different phases (under various temperature and pressure conditions, for
example, rutile, anatase, fluorite, pyrite and columbite [23]) which are thought to pos-
sess superhard properties comparable to diamond. TiO2 has many industrial applications
because of the properties it possesses: high refractive index, high dielectric constant and
excellent optical transmittance. It is reported that ZrO2 and HfO2 have very high bulk
moduli (444 GPa and 340 GPa respectively, [40]), therefore TiO2 in the same structure
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could potentially be very hard [6]. It is highly likely in the case of metal dioxides that the
bulk modulus increases with the metal coordination [41]. The cotunnite structure has the
highest coordination, whereby the metal is coordinated by nine O atoms. It is in this phase
that ZrO2, HfO2 and TiO2 have had the highest bulk modulus observed. The hardness
of TiO2 can be attributed to a high valence electron density which counteracts volume
compression, short bond lengths of about 2 Å and also the high coordination which resists
dislocation motion [23]. There is also a high covalency that contributes to the hardness of
cotunnite TiO2.
A new class of superhard materials are heavy element transition metal dioxides. RuO2
(in the cubic fluorite-type Pa3 structure) has been found to have a very high bulk modu-
lus, even though the bond lengths between metal and O are longer than those which are
thought to be essential for a large bulk modulus [42].
1.5 Borides
Another area of development of hard materials is combining light elements such as B with
hard 5d metals, of which several have been synthesized [43]. OsB2 has been found to have
a low compressibility and to be hard, especially in the c-direction [3]. It has also been
found that transition metal borides are harder than carbides and nitrides as well as less
brittle [44]. Transition metal diborides have strong B-B and M -B bonds (where M is the
metal) which resist either elastic or plastic deformations, resulting in a high shear modulus
and strength [43]. It has also been proposed that by coupling B with transition metals
that have high shear modulus values (such as Rh and Ir) the resulting borides would also
exhibit high hardness. The results have been inconclusive, though [45]. OsB2 has been
shown to be metallic. This is rare among hard materials [24].
The elastic constants and moduli for both OsB2 and RuB2 have been calculated to be
high [25]. The shear modulus suggests more pronounced directional bonding between
the metals and the B atoms. The result of this bonding is a low Poisson’s ratio. These
directional bonds form a barrier to the nucleation and motion of dislocations, thereby
increasing the shear strength and the hardness.
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1.6 Advanced Nitrides
A group of materials that is becoming increasingly popular for refractory applications
is the advanced nitrides group [46]. Recently silicon nitride in the high pressure cubic
spinel phase was synthesized. Another high pressure phase is the cubic Th3P4 structure
[39]. Spinel nitrides such as γ-Si3N4 combines hardness and a high thermal stability
while c-Zr3N4 has good wear resistance. Si3N4 has excellent mechanical properties at high
temperatures making it useful in engines, whilst having a high dielectric constant and large
electronic gap for use in microelectronic devices [47]. It was shown that a wide band gap
for γ-Si3N4 could lead to applications similar to those of the semiconducter GaN. Zr3N4
is predicted to be an insulator with a small indirect band gap and could well be formed
under high temperature and pressure conditions [48]. The short bond length in Zr3N4 and
the strong bonds in the γ-Si3N4 allow both structures to be considered as strong materials
[48, 27]. Combining elements such as Si and N results in compounds that have partial
tetrahedral bonding, and these are light, covalent hard materials [38].
1.7 Transition Metal Alloys
Transition metals with large values for the bulk modulus have have been combined with
light, covalently bonded atoms (e.g. B, C and N) [5]. This has been done in order to
find materials that maintain both volume and shape. Transition metals can have high
incompressibility, such as Ir [49] and hence be used in high-pressure applications. Due to
other properties such as high melting point and strength at high temperature, Ir-based
alloys have been studied to see if they are able to replace the state-of-the-art Ni-based
superalloys [50]. Platinum group metals have wide industrial use because of their physical
and chemical properties [51].
1.7.1 The Pt-Ti System
Platinum group metals have been the source of interest for some time for various industrial
applications as well as for further scientific research. Alloys of platinum group metals such
as Pt and Ir with transition metals such as Ti have been shown to be very stable [52] at
high temperatures. Pt and Ir can be used in ultra-high temperature alloys as the base
elements [53]. The aim is to use these alloys in airplane turbines and rocket engines ahead
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of Ni-based superalloys since they will be able to operate at higher temperatures before the
decrease of their strength due to the high temperatures. Pt-based alloys have high melting
points and good thermal shock resistance, as well as having good electrical and thermal
conductivity, which is ideal for aerospace applications [54]. They are also known to have
exceptional environmental resistance [55], for example resistance to corrosion, oxidation
or plasma erosion [56].
Together with their stabilities, transition metal alloys (metals on the left-hand side com-
bined with right-hand side metals of the transition series, for example transition metals
such as Ti, Zr and Hf and Ni, Pd and Pt respectively) are also known to be unreactive
and have high heats of formation. These alloys also form a variety of ordered phases [57].
Various studies have been made on ordered phases of the Pt-Ti alloy system [58, 59,
60, 61, 62, 63, 64]. Most transition metal alloys have shown to have maximum heats
of formation at, or very close to, 50%-50% concentration, since this allows the number of
pairs of unlike atom neighbours to be maximized [59]. This causes binding to be enhanced.
Pt (together with 3d and 4d metal) alloys have maximum heats that are skewed off the
50%-50% concentration as shown by Watson et al and Fernando et al [59, 60] (although
this is not so pronounced in the work of Wolverton et al [62] using the linear muffin-tin
orbitals (LMTO) [65] method).
There are more deviations from Vegard’s law [66] for Pt-rich (as well as for Pd- and
Ni-rich) alloys than for Pt-poor alloys. This skewing from the 50%-50% concentration is
even more pronounced for these alloys than for alloys of their neighbours, namely Co, Rh
and Ir. This may be due to filling of the d bands thereby moving them away from the
Fermi level. In alloys of other transition metals, the Fermi level is found to be somewhere
within the d bands [59].
As stated before, the skewing favouring Pt-rich alloys is due to band filling effects. This
is shown in the density of states (DOS) plots for different Pt-Ti alloys [60]. It can be
seen from the DOS and site DOS plots that the lower part (states below the Fermi level)
are mainly due to contributions of the transition metal Pt and the upper part are due to
8
states from Ti, above the Fermi level (also in Chen et al [63] and Ye et al [64]). In both
the pure metal and the alloy, the d states dominate the DOS for the different sites. This
shows the valence electrons should partly be transferred from the Ti site to the Pt site [63].
The pure metal Pt has partially occupied d bands. In the case of Pt-Ti alloys (except for
the Pt8Ti phase), the Pt bands are completely occupied. Hybridization of Ti wavefunction
character into the Pt subbands accounts for the band fillings [60]. The filling of the bands
is, therefore, not just due to charge transfer (of Ti electrons into the empty Pt levels) but
also because of a compensation reduction in the total Pt d count.
The mechanical stability of the Pt-Ti alloys can also be found by calculating the elas-
tic moduli and elastic constants for the different phases. The bulk modulus for Pt has
been measured experimentally and calculated using different methods. The bulk modulus
for Pt has been found to be 276 - 278 GPa [67, 68]. The elastic constants Cij are generally
obtained by applying certain strains on the lattice and calculating the energy as a func-
tion of the strain imposed. In a cubic system there are three independent elastic constants
Cij , and their experimental values are as follows: C11 = 347 GPa, C12 = 251 GPa and
C44 = 76 GPa [69].
For a crystal to be stable, the elastic constants are bound by certain restrictions. Me-
chanical stability requires the strain energy to be positive [13]. In the case of a cubic
crystal, for example, the restrictions are [67]:
C11 > |C12|, C11 + 2C12 > 0 and C44 > 0.
The bulk modulus and the elastic constants will be calculated for all the Pt-Ti alloy phases
and compared to available experimental and theoretical values and used to determine sta-
bility and strength for each phase.
The bulk modulus is also related to the elastic constants, for example for a cubic sys-
tem, by B = (C11 + 2C12)/3 [13]. The elastic constants can also be used to calculate the
elastic moduli - that is, the shear modulus G, the Young’s modulus E and the Poisson
ratio ν - using a set of relations as follows:
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Figure 1.1:
The phase diagram for the Pt-Ti alloy system [70].
G =















This is the case for a cubic system [50]. The values of the elastic moduli will be compared
with those of other known hard materials to determine whether they can be classified as
such or not.
The phase diagram for the Pt-Ti system is shown in Figure 1.1. It shows the differ-
ent phases that have been observed. Figure 1.1 also shows the low and high temperature
phases at 50-50% composition. There are also low and high temperature phases for 25%
to 50% Ti composition, corresponding to Pt3Ti and Pt2Ti considered in this study. In
this study, the phases that were considered were those as given in References [58, 60, 71].
The structures are Pt8Ti (D1a-type tetragonal), Pt3Ti (cubic L12, the Cu3Au structure),
Pt5Ti3 (a Ge3Rh5-type orthorhombic [72]), PtTi (both the low temperature B19 AuCd
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and the high temperature B2 CsCl and also the L10 CuAu) and PtTi3 (A15 cubic Cr3Si).
Other structures in consideration were Pt2Ti in four different phases (one example is the
C11b structure [59]) and I4/m Pt4Ti [73]. The Pt5Ti (W8 Ga2Zr) [62] structure was con-
sidered but the equilibrium was not found. Electronic structure calculations for Ti-rich
phases of the alloy system in this study were restricted to Pt4Ti5, one phase of PtTi2
(MoSi2 C11b) and PtTi3. From Figure 1.1, it can be seen that there are low and high
temperature phases for the 50% to 75% Ti composition region, including a Pt3Ti4 phase.
These low and high temperature phases may be found from among the three structures
used for Pt2Ti (namely the MoPt2, ZrSi2 C49 and Co2Si C37 structures) or the Pt3Ti4
structure, which was not considered in this work.
1.7.2 The Ir-Ti System
Naturally occuring Ir is found with Pt and other platinum group metals. Alloys of Ir that
occur naturally are alloys in combination with Os (previously known as iridosmine and
osmiridium [74]). It is the most resistant to corrosion of all the metals [75] but it is also
difficult to process due to the very properties that make it useful [76].
The phase diagram for the Ir-Ti system is shown in Figure 1.2. The Ir-Ti alloy system is
very similar to the Pt-Ti in that the same phases exist for the similar concentrations of
the two elements [77]. This is mainly due to the fact that Ir lies next to Pt in the periodic
table, and also has the face-centred cubic (FCC) structure as its equilibrium phase. The
one notable difference is that the αIrTi phase, which is the equilibrium, low temperature
structure at 50-50% composition is different for IrTi compared to PtTi. From Figure 1.2
it can be seen that there are also low and high temperature phases in the 25-43% and
60-75% Ti composition regions, as seen in the PtTi system.
The equilibrium lattice constant a0 for Ir is 3.84 Å compared to 3.92 Å for Pt. The bulk
modulus, however, is much higher for Ir than it is for Pt: 355 GPa compared to 278
GPa [69]. On the other side of the periodic table, Os, which crystallises in the hexago-
nal close-packed (HCP) structure, has been reported to have a lower compressibility than
diamond [78]. Os and Ir are among the most dense elements, with a reported density of
almost twice that of lead [8]. Theoretical studies of Os in FCC also report a high bulk
11
Figure 1.2:
The phase diagram for the Ir-Ti alloy system [70].
modulus of 419 GPa [13]. The elastic constants for Ir are also much higher than those of
FCC Pt, except for C12 which is almost equal to that for Pt. The experimental values for
the elastic constants for bulk Ir (and for Pt in parentheses) are: C11 = 590 (347) GPa,
C12 = 249 (251) GPa and C44 = 262 (76) GPa [69]. Ir has comparable elastic constant
values to the theoretical values of FCC Os [13]. Given these values, as well as the elastic
moduli, Ir makes a good candidate as a base for the formation of hard metal alloys.
The comparison of the elastic moduli for FCC Ir with FCC Pt as well as diamond, is
shown in Table 1.2. It can be seen that C in the diamond structure has elastic moduli
far greater than the transition metals Pt and Ir. However, the Young’s modulus of Ir is
59%-66% that of c-BN, which has a reported value between 800 and 900 GPa [79]. In
comparison, the Young’s modulus for Pt is only between 21%-24% of c-BN. Since it has
a moderate value for the bulk modulus (which is a measure of its resistance to volume
compression) as well as for the Young’s modulus (which measures resistance to linear com-
pression) bulk Ir can be considered as a stiff material [5]. It has a higher Young’s modulus
value than OsB2 (410 GPa [43]) and SiC (418 GPa [80]).
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B (GPa)a G (GPa) E (GPa) ν
C (diamond) 443 533b 1050c 0.20e
Pt (FCC) 278 63.7d 190d 0.396f
Ir (FCC) 355 221d 528d 0.26g
Os (FCC)h 419 259 644 0.25
Table 1.2:
The bulk modulus B, shear modulus G, Young’s modulus E for diamond, FCC Pt and FCC Ir. The
values of the bulk modulus are taken from aReference [69]. The shear and Young’s modulus for diamond
is taken from bReferences [9] and c[14] respectively. The shear and Young’s modulus for both Pt and Ir
are from dReference [81]. The Poisson’s ratio values are from eReferences [15], f [51] and g[75]
respectively. The values for FCC Os are theoretical values from hReference [13].
From the work of Chen et al [50], the calculated elastic constants were used to show the
brittle nature of Ir and the Ir3X compounds in the study. They showed that Ir3Ti and
Ir are brittle materials, with Ir being less brittle. The relative bond strengths were also
compared, showing that pure FCC Ir has a larger bond strength than Ir3Ti.
While the Pt-Ti system has been extensively investigated, the Ir-Ti system has not. To
this end, all of the structures that have been considered for the Pt-Ti system will also be
studied here.
1.8 Thesis Outline
The remainder of this thesis is outlined as follows. In the next chapter, density functional
theory (DFT) will be introduced as the theoretical framework for the numerical calcula-
tions that have been carried out for this work. The VASP code, which was used to perform
the calculations will be reviewed. Elastic theory which is the basis for the computations
of the elastic constants and elastic moduli will also be presented in the next chapter. In
Chapter 3, the results of the calculations for the various phases of the Pt-Ti alloy systems
are presented: structure optimization to obtain the equilibrium lattice parameters, elastic
constants and elastic moduli calculations and energy bands, DOS, site DOS and charge
density calculations. The results for the corresponding Ir-Ti alloy systems are given in





Calculation of the electronic properties of a metal begins with the time-independent non-
relativistic Schrodinger equation for a system of N electrons, HΨ = EΨ, where the































|ri − rj |
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(2.1)
Here, the first and third terms are the kinetic energy terms for the electrons and ions re-
spectively. The second term represents the interaction between the electrons and the ions,
the fourth term the ion-ion interaction and the last term is the interaction of the electrons
with each other. The electronic coordinates are r1, r2, ..., rN and the ionic coordinates
are given by R and their masses are m and MR respectively. The Hamiltonian can be
simplified by a separation of the electronic and ionic coordinates. Since the mass of the
ions is far greater than that of the electrons and since the forces that act on them are the
same [82], the electrons will be in the ground state for any instantaneous configuration of
the ionic coordinates since their velocities are much greater than that of the ions [83]. The
electrons follow the ions adiabatically. They are then treated in a “frozen” nuclei config-
uration; the ionic kinetic energy is zero and the ion-ion interaction is treated as a constant.
As the Schrodinger equation cannot be solved exactly but for the simplest systems, for ex-
ample the H atom, additional approximations need to be made. Hartree began by writing
the ground state wavefunction in terms of one-electron orbitals which are orthonormal to
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one another
Ψ(r1, r2, . . . , rN ) = ψ1(r1)ψ2(r2) . . . ψN (rN ), (2.2)
where Ψ is a many-electron wavefunction which is a function of space and spin variables,
which are both denoted by ri for simplicity. By expressing the ground state wavefunction




∇2ψi(r) + Vext(r)ψi(r) + VHartree(r)ψi(r) = εiψi(r). (2.3)
The first two terms are the kinetic energy and external potential, as given by the first two












is a summation over the occupied electronic states. The Hartree potential (Equation 2.4)
depends only on the time-averaged electronic distribution in the system. Although the
Hartree approximation does provide some good results, there are drawbacks, for example
not allowing antisymmetry of the wavefunction.
The Hartree-Fock approximation has been used to obtain solutions for the Schrodinger
equation as well as being a platform for other methods. In the Hartree-Fock approximation
the wavefunction is written as a Slater determinant [84] of one-electron wavefunctions
Ψ(r1, r2, . . . , rN ) =
∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(r1) ψ1(r2) . . . ψ1(rN )




ψN (r1) ψN (r2) . . . ψN (rN )
∣∣∣∣∣∣∣∣∣∣∣∣
. (2.6)
The determinant is anti-symmetric when coordinates are exchanged, thereby being com-
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∗(r1, . . . , rN )φ(r1, . . . , rN ). (2.8)


























































The last term in the above equation is known as the exchange term. It is nonlinear is
ψi and an integral operator, acting only between electrons of same spin. This exchange
term represents the Pauli exclusion effect as well as the so called self-term which must be
subtracted from the self term included in the Coulomb energy. This results in lowering
the energy, as if each electron interacts with a positive “exchange hole” around it.
Although the Hartree-Fock approximation has been used extensively by chemists, it does
not yield good results for the problem of the homogeneous electron gas. Properties of elec-
trons near the Fermi level, as well as the density of states function are incorrect leading
to an inadequate theory for metals.
2.2 Density Functional Theory
Density functional theory has its foundations in the work of Hohenberg and Kohn in 1964
[85]. It has helped to develop independent-particle methods that take into account the
particles’ correlations and interactions. Because of this, density functional theory is the
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primary electronic structure calculation method for condensed matter physics [86].
Density functional theory was designed to be an exact theory for many-body systems.
Hohenberg and Kohn presented two theorems in their work of 1964 [85]:
Theorem 1: Any many-electron system interacting in an external potential Vext(r) has
a ground state charge density n(r) that uniquely determines the external potential (to
within a constant).
Theorem 2: The total energy of the system E[n] can be defined as a functional of the
density n(r). For any given external potential Vext(r), the density that minimizes the
functional gives rise to the exact ground state energy, and this density is the exact ground
state density n0(r).
There are corollaries to each of the two theorems:
Corollary to Theorem 1: The ground state density n0(r) determines the Hamiltonian
(save for a constant shift in energy) which in turn determines the many-body wavefunc-
tion. This results in all the system properties being determined completely from the
ground state density.
Corollary to Theorem 2: The energy functional E[n] sufficiently determines the ground
state energy and density. Other methods need to be applied to obtain the excited states.
If the density n(r) is specified, then all of the system properties can be defined as func-
tionals of the density n(r). The total energy functional can be written as
EHK = T [n] + Eint[n] +
∫
dr Vext(r)n(r) + EII. (2.12)
Here, EII is the nuclei interaction energy, T and Eint are the electronic kinetic and inter-
action energies and Vext(r) is the external potential.
Despite these theorems and their proofs, there is no way of knowing what form the energy
functional takes. In addition, the theory was not able to show how to obtain this functional.
To proceed, the Hohenberg-Kohn theory was extended with an ansatz by Kohn and Sham
[87] in 1965 where the original many-electron problem is replaced by an independent-
electron problem that can be solved. This resulted in a set of independent-electron equa-
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tions similar to the Hartree-Fock equations.
Firstly, the exact ground state density n0(r) is made to be the same as the ground state





From Hohenberg and Kohn the ground state energy is a functional of the density E0[n].


















The Kohn-Sham ground state energy now replaces the Hohenberg Kohn ground state
energy (Equation 2.12)
EKS = T0[n] + EHartree[n] +
∫
dr Vext(r)n(r) + EII + EXC, (2.16)
where EXC is the exchange-correlation energy. The kinetic energy T0 is a functional of the
orbitals ψi(r) and Vext(r), EHartree[n] and EII are well defined. The exchange-correlation
energy can be given by comparing the Hohenberg-Kohn (Equation 2.12) and Kohn-Sham
(Equation 2.16) total energies
EXC[n] = 〈T 〉 − T0[n] + 〈Vint〉 − EHartree[n]. (2.17)
This shows that the exchange-correlation energy is the difference of the electronic kinetic
and interaction energies of an interacting system and the independent-particle system [86].
The Kohn-Sham energy functional (Equation 2.16) is solved by minimizing it with re-
spect to the orbital ψ∗i (r) and subject to the constraint of orthonormalization
〈ψi |ψj〉 = δi,j , (2.18)
which is required by the exclusion principle, and that total number of particles remians
the same for any variation in the charge density∫
dr δn(r) = 0. (2.19)
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− εi = 0. (2.20)









+ Vext(r) + VXC(r)− εi
)
ψi(r) = 0. (2.21)
The result is the Kohn-Sham equations which is a set of single-particle Schrodinger-like
equations





∇2 + Vext(r) + VHartree(r) + VXC(r), (2.23)
and the external potential Vext(r) is defined in Equation 2.10 and the Hartree and exchange-










2.3 Exchange and Correlation
The Kohn-Sham equations (Equation 2.21,2.22,2.23) are single-particle equations that
need to be solved self-consistently. The Kohn-Sham equations are independent of any
approximations to the exchange-correlation energy functional EXC[n], and would lead to
the true ground state density were the exact exchange-correlation functional known.
In the local density approximation (LDA) the exchange-correlation energy at a point r is
equal to that of a homogeneous electron gas with the same density. It assumes that the
effects of exchange and correlation arise primarily from the immediate vicinity of r but do
not depend strongly on the density variations around that point. The exchange-correlation




where εXC is the exchange-correlation energy per particle of a homogeneous electron gas
with an electron density n at the point r. The exchange-correlation energy εXC is given as
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a sum of the exchange energy of the homogeneous electron gas and the correlation part.
The former can be found analytically with Hartree-Fock, while the correlation part can be
found with high accuracy using the Quantum Monte Carlo (QMC) method of Ceperley
and Alder [88].
Despite its simplicity the LDA has proved very succesful. The sum-rule for the exchange-
correlation hole is correct [89]. Also, the errors in the approximation of the exchange and
energies energy get cancelled out. LDA does have some limitations, and these have led to
the development of improved exchange-correlation functionals.
The generalised gradient approximation (GGA) involves a dependence of the exchange-
correlation functional energy on the gradient of the charge density. The functional for the




Some widely used forms of GGA exchange-correlation functionals are those by Becke [91],
Perdew and Wang [92] and Perdew, Burke and Ernzerhof [93], which have proved very
succesful.
2.4 Electronic Structure Methods
There are three main types of electronic structure methods, each with their own advan-
tages, in their range of applications, and disadvantages [86]. In the localized atomic orbital
methods the wavefunction is given as an expansion of energy-independent orbitals. The
simple Slater and Koster approach [94] leads a good understanding of electronic states.
Other more accurate methods that use local orbitals include the all-electron, full-potential
scheme by Koepernik and Eschrig [95] (using a linear combination of overlapping orbitals
which are nonorthogonal), as well as the self-consistent density functional method by Soler
et al [96] that uses pseudopotentials, upon which the SIESTA code is based.
The second type of electronic structure scheme is the atomic sphere method. Basis func-
tions describe the rapidly-varying parts of the wavefunction near the nucleus as radial
functions times spherical harmonics in spherical regions around the nuclei. In 1937 Slater
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[97] suggested an atomic potential that is spherically symmetric in spherical regions around
the atoms and zero outside of these regions. The plane wave solution is augmented with the
solutions to the atomic problem, and this is known as the augmented plane wave (APW)
method. In the KKR method (by Korringa [98] and Kohn and Rostocker [99]), the problem
is formulated within the muffin-tin approximation (MTA), using Green’s functions. The
wavefunction inside the sphere inscribed into the Wigner-Seitz cell is a linear combina-
tion of the atomic problem solutions, and subject to the appropriate boundary conditions.
The potential outside of this sphere is not spherically symmetric [100]. Using the KKR
method allows separation of the atomic structure and the scattering, and it has become
the method most widely used for liquids, disordered systems and metallic/non-metallic
impurity system calculations [86]. Linear methods use the augmented wavefunction and
its energy derivative around a chosen reference energy to write the augmented method in
terms of the familiar energy equation involving a Hamiltonian as well as an overlap ma-
trix. In the linear APW (LAPW) method [101], inside the augmentation spheres there is
a linear combination of the solution of the radial Schrodinger equation at a certain energy
and the energy derivative of this solution evaluated at the same energy. A plane wave ex-
pansion is used in the interstitial region. The basis set in the LAPW method can be much
smaller compared to using plane waves, and the calculation time can be as much as three
times faster than plane waves (as it is determined mainly by the matrix diagonalisation)
[102]. The linear muffin-tin orbitals (LMTO) method [101, 103] uses a linear combina-
tion of the wavefunction and energy derivative in a central sphere. This combination
continues smoothly into the interstitial region where it then joins the energy derivative
function smoothly in each adjacent sphere. This all-electron method is popular because
it is very fast [100], due to a small number of basis needed to accurately describe a system.
The third type of electronic structure is the plane wave and grid methods, used to ef-
fectively represent smooth functions. With plane waves and Fourier transforms, the Bloch
theorem can be derived simply. Pseudopotential calculations can be done with a reason-
able number of plane waves. Plane waves have also been used in new ab initio methods
[86] (for example, Car-Parinello [104] and iterative methods such as the Lanczos [105] and
Davidson [106] methods as well as the “residual minimisation method by direct inversion
in the iterative subspace” RMM-DIIS [107]).
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2.5 Plane Waves
A plane wave basis set can lead to a simple formulation of the Kohn-Sham equations
within density functional theory [108] and are particularly appropriate for periodic crys-
tals [86]. An advantage of using a plane wave basis set is that it completely spans the
Hilbert space. Another is that all space is covered equally, without bias to any region
in particular. One disadvantage, though, is that regions of both high or very low elec-
tron density have the same coverage, causing inefficiency as the system size increases [109].
The problem of dealing with an extremely large number of electrons in a solid/crystal
and the infinite basis set to expand each wavefunction is alleviated using the periodicity of
a system and Bloch’s theorem. The number of wavefunctions can be dramatically reduced
to the order of the number of electrons in the crystal unit cell. Bloch’s theorem states
that the electronic wavefunctions in a periodic potential can be written as a product of a
plane wave and a function that has the periodicity of the lattice [110]:
ψk(r) = e
ik·ruk(r). (2.27)
The periodic term of the wavefunction can be expressed as an expansion of plane waves






where G (defined by G ·R = 2πn, n = 1, 2, 3, . . .) is the reciprocal vector for the Bravais







Substituting Equation 2.28 into the Kohn-Sham equations (Equation 2.22) and then inte-










This reciprocal space representation of the Kohn-Sham equations is a matrix eigenvalue
problem, which is solved by diagonalizing the Hamiltonian matrix. The kinetic energy
terms are on the diagonal. The potentials are expressed in their Fourier components. The
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higher Fourier components rapidly decay to zero for smooth potentials, so that the plane
wave basis set may be given a finite size by a cut-off energy ECUT. Ths cut-off energy




|k + G|2 . (2.31)
2.6 k-point Sampling
The Wigner-Seitz cell of the reciprocal lattice is known as the (first) Brillouin zone (BZ).
To find quantities such as the density and energy, integration over the BZ is required. The
integration needs to be accurate, over a discrete set of points in the BZ. Insulators need
only a few points to be integrated when considering their filled bands. Metals, though,
have bands that cross the Fermi level and for these the integration method must be chosen
carefully. Symmetry is also used to decrease the number of calculations by using integrals
over the irreducible BZ (IBZ) [86].
The BZ can be mapped by a set of k-points for a given set of boundary conditions in
the bulk solid [111]. For an infinite number of electrons in a solid, there are an infinite
number of k-points in the BZ. Using the Bloch theorem, though, the problem is reduced
to a finite number of wavefunctions at an infinite number of k-points within the BZ. For
k-points that are very close to each other, the wavefunctions are nearly identical so the
electronic wavefunctions can be represented over a region of reciprocal space at a single
k-point. The electronic states are then calculated at a finite number of k-points, and
hence the electronic potential and the total energy of the solid. A denser set of k-points
can be used to reduce errors in the total energy calculations.
The special k-point technique is well suited with the plane waves method, which makes
the calculations simple but accurate. A discrete set of k-points are selected within the
irreducible part of the BZ. The selected points are determined according to the shape of
the reciprocal space cell. Some k-points are mapped onto others due to group symmetry
operations of a crystal, reducing the number of calculations for related points. The k-
points method by Monkhorst and Pack [112] uses symmetry properties when generating
the special k-points set.
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2.7 Pseudopotentials
The idea behind the concept of pseudopotentials is essentially replacing one problem with
another, with the latter being simplified. The use of a plane wave basis set to describe
electronic wavefunctions via Bloch’s Theorem leads to a problem of high computational
cost. The tightly bound core orbitals require a large number of plane waves and the
rapid oscillations of valence electron wavefunctions in the core region also requires many
plane waves. These oscillations arise from the fact that the core and valence electrons
must be orthogonal, due to the Pauli exclusion principle. For plane waves that have short
wavelengths to be included, the cut-off energy must be set to a high value. However, the
orbitals that exhibit rapid oscillations only occur in a small space of the cell, wasting a
large amount of computational time. The size of the plane wave basis set to perform an
all-electron calculation would make the problem computationally expensive.
Hellmann [113] introduced the idea of replacing the chemically inert core electrons with
a weaker potential where only the valence electrons are treated explicitly. This is due to
most physical properties of solids being more dependent on the valence electrons than the
core. The pseudopotential is a weaker potential acting on pseudo wavefunctions instead
of the true valence wavefunctions, but constructed so as to reproduce the effects the va-
lence electronic wavefunctions due to the core electrons [82]. Coupled with the method
of plane waves, the pseudopotential approximation largely reduces the number of plane
waves needed in a total energy calculation [114, 115].
Since the aim is the solve the Kohn-Sham Hamiltonian (Equation 2.23) the number of
orbitals is reduced (having removed the core electrons) and hence less memory is used.
The less oscillations near the core region means the cut-off energy can be lowered with the
use of pseudopotentials. This results in decreased memory requirements whilst increasing
computational speed.
The psuedopotential is constructed in such a way that the scattering properties for the
pseudo wavefunctions are the same for the valence wavefunctions. There must be no radial
nodes inside the core region for the pseudo wavefunctions and outside of the core region
the pseudopotential and the total potential must be identical.
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The first pseudopotentials were based on parameters obtained by fitting the pseudopoten-
tial with experimental data. In ab initio calculations the pseudopotentials are generated
without the use of experimental parameters, but these need to adhere to certain require-
ments for accurate representation.
As mentioned previously the pseudo wavefunction should contain no radial nodes in the
core region, thereby making the pseudo wavefunction smooth which allows for a sufficiently
small plane wave basis set. The pseudo wavefunction and the valence wavefunction must
be identical outside of the core region. This also holds for the pseudopotential and the
original potential. Thirdly, the eigenvalues from a pseudopotential must be the same for
an all-electron atomic calculation. The charge in the core region is the same for a pseudo






where ΨAE(r) and ΨPP (r) are the all-electron and pseudo wavefunctions respectively.
This property of the pseudopotential is called norm-conservation, ensuring the correct to-
tal charge inside the core region. Finally the first and second derivatives of the pseudo
wavefunctions at the boundary of the core region must be the same as the real values at
the boundary.




|Yml〉Vl(r) 〈Yml| , (2.33)
where Vl is the pseudopotential for angular momentum l and the Yml are the spherical
harmonics. The pseudopotential operator VSL is called semi-local because of its depen-
dence on l being non-local but its radial dependence being local.
Kleinman and Bylander [116] showed that the angular momentum component of the
pseudopotential can be written as the sum of a local (independent of l) and non-local
components
Vl(r) = VLOCAL(r) + δVl(r). (2.34)
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The potential Vl is equal to the local all-electron potential outside of the cut-off radius
and tends to −ZION/r as r → 0. The Coulomb long range effects are included in the local
potential VLOCAL. The semi-local operator can now be written as
VSL = VLOCAL(r) +
∑
lm
|Yml〉 δVl(r) 〈Yml| . (2.35)






where the φlm are pseudo orbitals. δVNL is separable and non-local, and this form requires







〈φlmδVl |ψi〉 , (2.37)
where 〈δVlφlm| are the projectors. These products reduce computation, although “ghost
states” may be introduced (when operating on different energy states) and so care must
be taken [86].
There are some considerations when using pseudopotentials. Firstly the cut-off radius
is often chosen to give results that are agreement with experimental or other theoreti-
cal reference results. However a pseudopotential can only be made more transferable by
reducing the cut-off radius. Ultrasoft pseudopotentials are in general more transferable
than norm-conserving ones. Other considerations are, for example, whether to include
relativistic effects and which electrons should be core and valence.
2.8 Ultrasoft Pseudopotentials
When trying to solve the problem of a large number of plane waves to expand electronic
wavefunctions, two methods were derived. The first is the augmented plane wave (APW)
[97] which is constructed to match the original plane wave outside of some sphere of radius
R. It is written as
φk = e
ik·r, r > R. (2.38)
The potential inside of the sphere (of radius R) is spherically symmetric. The augmented
plane wave is made to exactly satisfy the Schrodinger equation inside the sphere and be
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continuous with the original wave at R. However the gradient of the two parts of the
APW are not continuous. In addition, the portion outside of the sphere will not satisfy






The sum is over all reciprocal lattice vectors.
The second method is the orthogonalised plane wave (OPW) [117, 118]. Here the contribu-
tions of core states are added to a plane wave in order to mimic the original wavefunction








summing over the core levels given by the wavevector k. The OPW must be orthogonal





The wavefunction is then given as a series of OPWs. The energy values in the OPW
method, however, are not as accurate as those of the APW method. The OPW method
is important since it led to the development of modern psuedopotential methods as well
as the projector augmented wave (PAW) method.
Pseudopotentials are generated to be as smooth as possible, whilst conserving accuracy.
The norm-conserving pseudopotentials described previously are designed to be accurate
but tend not to always be smooth [86]. Ultrasoft pseudopotentials were introduced to
express the problem in terms of two functions: a smooth part and an auxiliary function
that represents the rapidly varying core. This is similar to OPW method and the trans-
formation by Phillips and Kleinman [119] and Antoncik [120]. Ultrasoft potentials by
Vanderbilt [121] result from the condition of norm-conservation being relaxed. This leads




(Bs,s′ + εsQs,s′) |βs〉 〈βs′ | , (2.42)
27
where Q is the difference in the integrated charge of the all-electron and pseudo wave-
functions (Qs,s′ = 〈ψs |ψs′〉 − 〈φs |φs′〉), βs are projector functions and Bs,s′ are matrix
elements given by
Bs,s′ = 〈φs |χs′〉 , (2.43)











The smooth functions φs solutions to the generalised eigenvalue problem
[H − εsS]φs = 0. (2.45)
Here, the overlap operator S is given by
S = 1 +
∑
s,s′
Qs,s′ |βs〉 〈βs| , (2.46)
and Equation 2.45 is subject to the orthonormality condition that
〈φs |S|φs′〉 = δs,s′ . (2.47)
The advantage of ultrasoft pseudopotentials is in relaxing the norm-conserving condition.
The resulting wavefunctions are smoother and this gives rise to lower cut-off energies.
The smooth wavefunctions φs can be made independently, subject only to it matching the
original wavefunction at the chosen cut-off radius. This allows for a larger cut-off radius
while still maintaining the desired accuracy.
2.9 Projector Augmented Wave
Ultrasoft pseudopotentials make use of localized spherical functions together with a smooth
wavefunction that are solutions of a generalised eigenvalue problem. In the projector aug-
mented wave (PAW) method [122, 123], the approach is similar to the orthogonalized
plane wave (OPW) scheme by having wavefunctions that have contributions of smooth
functions and core functions. The PAW method, though, keeps the all-electron core func-
tions and the smooth valence wavefunctions. The localized contribution, integrated over
a augmentation sphere is similar to the augmented plane wave (APW) method.
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The first step is to find a linear transformation that relates the smooth pseudo wave-
functions φ(r) and the all-electron wavefunctions ψ(r) such that
|ψ〉 = T |φ〉 , (2.48)
where the operator T is defined by
T = 1 +
∑
m
{|ψm〉 − |φm〉} 〈pm| , (2.49)
where each smooth wavefunction is expanded in partial waves m inside each sphere. The
pm are projection operators which are localized inside the (augmentation) spheres (pm(r) =
0, r > Ra, where Ra is the radius of the augmentation sphere) and are orthogonal to the
pseudo wavefunctions
〈pm |φm′〉 = δm,m′ . (2.50)
The all-electron and pseudo wavefunctions are equal outside of the augmentation spheres
ψm(r) = φm(r), r > Ra. (2.51)










∣∣T+AT ∣∣φi〉 . (2.52)
The summation is over the occupations fi. The density, as well as other physical quantities
of the system, can be given by the transformation operator T (Equation 2.49) and the
above equation (Equation 2.52)





fi |φi(r)|2 , (2.54)














〈φi |φm〉 φ∗m(r)φm′(r) 〈φm′ |φi〉 , (2.56)
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are contributions localized around each atom. These can be evaluated on a radial grid.
The total energy can also be written in the same manner as the density





where Ẽ is the smooth functions’ energy contribution, E1 is the energy term of the func-
tions evaluated inside the spheres and Ẽ1 is the energy in the spheres given by the full
wavefunctions. Calculating total energies using ultrasoft pseudopotentials and PAW is very
similar, the main difference being the choice of auxiliary functions. Forces and stresses
are also similar, so that they can be calculated easily as with pseudopotentials.
Thus the PAW method maintains the advantages of all-electron and pseudopotential meth-
ods. There is access to the “true” wavefunction and hence the density, and so there are no
problems with transferability. The size of the plane wave basis set is similar to ultrasoft
pseudopotentials which makes PAW efficient as well as accurate.
2.10 VASP Simulation Code
The total energy calculations for this work were done using the Vienna ab initio Simula-
tion Package (VASP) code [124, 125], written by George Kresse and Jurgen Furthmüller.
The VASP code makes use of efficient iterative diagonalisation schemes for a fast eval-
uation of the Kohn-Sham functional. The efficient Broyden/Pulay mixing [107, 126] is
used for the charge density mixing. Electron-ion interaction is described using ultra-soft
Vanderbilt pseudopotentials [121] and more recently the PAW method [122, 123]. The
VASP-PAW code has been shown to give lattice constants and bulk moduli results which
are in excellent agreement with all-electron full-potential linearised augmented plane wave
plus local orbital (FP-LAPW + lo) calculations, in the WIEN2k code [127], for a wide
range of materials [128].
The code essentially consists of two main loops. An outer loop optimises the charge
density, while the wavefunctions are optimised inside the inner loop [129]. Figure 2.1




A flowchart to show the self-consistent calculation of the Kohn-Sham groundstate in VASP.
An input charge density is used to set up the initial Hamiltonian. The wavefunctions are
then diagonalised iteratively using a combination of the conjugate-gradient (CG) [130, 131]
with block-Davidson [132] scheme and the RMM-DIIS scheme. The exact Kohn-Sham
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eigenfunctions are not recalculated but only a linear combination of the lowest eigenfunc-
tions (specified by the number of bands in the calculation). The Hamiltonian, therefore,
needs to be diagonalised in the subspace spanned by the trial wavefunctions and the wave-
functions then transformed accordingly (for the Hamiltonian to be diagonal in the subspace
spanned by the transformed wavefunctions). This is known as the subspace diagonalisa-
tion, which can be done either before or after the CG or residual minimisation scheme [129].
The new (free) energy is then calculated using different partial occupancies methods.
Partial occupancies reduce the number of k-points needed to accurately calculate band-
structure energies [129]. Linear tetrahedron methods interpolate bands within BZ cells.
Smearing methods involve a convolution between each energy eigenvalue and a smear-
ing distribution, enhancing convergence properties [133]. The linear tetrahedron method
[134, 135] is simple for the VASP user. However, forces calculated when using the linear
tetrahedron method may be inaccurate [129]. Fermi [136] or Gaussian [137, 138] smearing
methods are used in solid state calculations. Since the total energy is not minimal in a
smearing method, the generalised free energy replaces the total energy. This energy can
be thought of the free energy of the electrons at a finite temperature (using a temperature
parameter). Using an extrapolation, the zero-temperature energy (as the temperature pa-
rameter goes to zero) can be obtained from the finite-temperature calculation. The forces
are derivatives of the free energy. The method by Methfessel and Paxton [138] improves
the smearing methods, since these require careful choice of the temperature parameter, as
well as being unable to use the calculated forces to obtain the equilibrium groundstate.
After the free energy is calculated, a new charge density is calculated from the opti-
mised wavefunctions (from the subspace diagonalisation) and the partial occupancies. This
charge density is mixed with the (old) input charge density using the Broyden/Pullay mix-
ing scheme. The self-consistent procedure continues until the change in the total energy
is less than a chosen convergence energy.
VASP implements a wide range of exchange-correlation functionals. These include LDA
(for example the functional by Perdew and Zunger [139]) and GGA (for example the
functional by Perdew et al in 1991 (PW91) [140, 141]), as well as meta- and hyper-GGA
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functionals (PKZB by Perdew et al [142, 143] for meta-GGA) and hybrid functionals
(B3LYP by Becke [144, 145], PBE0 by Perdew et al in 1996 [146, 147] and HSE03 by
Heyd et al [148, 149]). All of the functionals included in VASP have spin-degenerate and
spin-polarised versions [150].
VASP calculates the forces on atoms (and the full stress tensor), which are then used
to optimise the atomic configuration (relaxing the atoms and minimising the energy).
For all of the structures considered in this work, the equilibrium lattice constants were
calculated by a full relaxation of the atoms. The elastic constants were calculated at the
groundstate structure, as well as the energy band structures, density of states (DOS) and
partial DOS.
The VASP code [151, 152, 124, 125] using the PAW potentials [122, 123] was used for
all of the electronic structure calculations in this work. The exchange-correlation func-
tional implemented was within the GGA approximation, using the functional by Perdew
et al (PBE) in 1996 [146, 147]. A 12× 12× 12 Monkhorst Pack k-point mesh was used for
all of the calculations for the integration of the BZ. The cutoff energy was 500 eV, also for
all of the calculations. It was found that this choice of cutoff energy and k-point mesh,
as a standard for all the phases considered, provided accurate values for the equilibrium
lattice constants and hence the elastic constants and moduli, the energy band structure
and the DOS calculations. The electronic iterations convergence for the calculations was
1 × 10−7 eV, using the normal (blocked Davidson) algorithm. Fermi smearing was used,
with a width of 0.2 eV.
2.11 Equilibrium Lattice for Pt, Ir and Ti
The first part of the compuations involves finding the equilibrium lattices for Pt, Ir and
Ti. This is done by calculating the energy of a structure with respect to its volume and
fitting the data to obtain the equilibrium energy and volume, from which the equilibrium

























































The equation of state for Pt and Ir in the FCC structure. The equilibrium energy and lattice constant, as
well as the bulk modulus, is then found by a least squares fit by Birch (1978) [153].
For cubic structures, there is only one parameter needed to specify the system. This can
be the lattice constant a or the volume. In this case, the lattice constant is varied up to
5% of the expected equilibrium value and the total energy is calculated as a function of
the volume corresponding to the lattice constant. The plots of energy versus volume for
FCC Pt and Ti are given in Figure 2.2.
The energy-volume data is used with a least squares fit given by Birch (1978) [153] to



























The equation of state for Ti in the HCP structure, where the volume is varied keeping the c/a ratio fixed.
The equilibrium energy and lattice constant, as well as the bulk modulus, is then found by a least





























In Equation 2.58 E0 is the equilibrium energy, V0 the equilibrium volume, B the bulk
modulus, B′0 is the pressure derivative of the bulk modulus and N is the order of the
fit. The fit used here is chosen to be a second order fit, so B′0 is set to 4. The pressure
derivative B′0 is generally found to be between 3 and 5 [154].
For Ti in the HCP structure, the system is defined by the lattice constant a and the ratio
of with the lattice constant c. Finding the equilibrium structure is done in two steps. In
the first step, the ratio c/a which minimises the energy is found first. Then the volume of
the cell is varied while keeping (c/a)0, the ratio which gives the minimum, fixed. The data
is fitted once more with the Birch fit (Equation 2.58) to obtain the equilibrium constants
and bulk modulus. The graph of energy versus volume while keeping (c/a)0 fixed is shown
in Figure 2.3.
The calculated equilibrium values for FCC Pt and Ir, and HCP Ti are given in Table 2.1.
It can be seen that the lattice constants for Pt and Ir are about 1% different from the
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a0 (Å) B (GPa)
This Mehl et al a This Mehl et al a
work TB LAPW Exp work TB LAPW Exp
Pt 3.960 3.90 3.90 3.92 3.99 b 3.924 c 248.51 318 305 278 257.9 b 356.3c
Ir 3.877 3.86 3.82 3.84 3.82d 3.961e 345.82 389 401 355 402 d 381.3e
Ti 2,938 2.97 2.87 2.95 2.951f 112.25 122 120 105
c0 (Å)
Ti 4.648 4.80 4.55 4.68 4.684f
Table 2.1:
The elastic constants of FCC Pt and Ir, and HCP Ti. aRef [69]. bRef [13]. cRef [155]. dRef [154].
eRef [50]. fRef [156].
experimental values, while a0 and c0 for Ti are about 0.5% different. The lattice constants
are also in good agreement with other theoretical results shown. The bulk moduli show a
percentage difference of 10% for Pt and less than that for Ir and Ti.
From Table 2.1 it is seen that the equilibrium constants and bulk moduli for the bulk
systems are in good agreement with both experimental and other theoretical values. The
equilibrium constants for both Pt-Ti and Ir-T alloys, for different phases and stoichiome-
tries, can then be found with confidence that these values will also correspond to available
data in the literature.
2.12 Determining Elastic Constants
2.12.1 Elasticity
The relationship between stress and strain is most generally written mathematically as
σij = Cijklεkl. (2.59)
Hooke’s Law states that the strain (the amount of deformation of a material) on a mate-
rial is directly proportional to the stress (the force that causes the deformation). In three
dimensions, the stress tensor σij in Equation 2.59 is related to the strain tensor εij via
the fourth-rank tensor Cijkl. The Cijkl are the elastic constants, of which there are 81.
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The number of actual independent elastic constants is 21; this number is further reduced
depending on the symmetry of the system.
Written in matrix notation, the stress and strain tensors can be written as six-dimensional








































The elastic constants are then given as
[C] =

C1111 C1122 C1133 C1123 C1131 C1112
C2211 C2222 C2233 C2223 C2231 C2212
C3311 C3322 C3333 C3323 C3331 C3312
C2311 C2322 C2333 C2323 C2331 C2312
C3111 C3122 C3133 C3132 C3131 C3112




C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56




This is done using the Voigt notation, taking a symmetric tensor and reducing its order,
so that the stress-strain relation can be written as
σi = Cijεj . (2.63)
This comes about from the symmetry of the stress tensor (σij = σji), which implies that
Cijkl = Cjikl. Since the strain tensor is also symmetric, this implies that Cijkl = Cijlk.
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Hence the number of independent elastic constants is drastically reduced.
The work done dE by the stress components σij on a material so that the strain compo-
nents increase by an amount dεij is given by
dE = σijdεij . (2.64)




























a lattice may be strained so that the primitive vectors defining the lattice are transformed









 · (I + ε), (2.70)
where I is the identity matrix [154]∗. If the strains εi are small, the change in energy in
the lattice can be written as a Taylor expansion to second-order of the strain components
as
















When E(0) is the equilibrium energy at the unstrained lattice of volume V , or when the
strain is volume-conserving, the linear term vanishes and the energy versus strain relation
becomes

















All of the elastic constants may be obtained by straining a lattice using the transformation
in Equation 2.70, and allowing the relaxing of the internal parameters [154]. As stated
before, there are 21 independent elastic constants. The symmetry of a system may reduce
this number, except in the case of a triclinic crystal system, which does have 21 indepen-
dent elastic constants.
In monoclinic systems, symmetry is exhibited with respect to one plane. There is in-
variance under z-axis inversion. Let Q1 be an orthogonal matrix that has components cij .
The transformation that corresponds to symmetry with respect to the one plane is






Given that the generalised Hooke’s Law has the form of Equation 2.59 in set of Cartesian






then for coordinate indifference, whereby Equation 2.59 holds in all Cartesian coordinate
systems
C∗klst = Cmnprckmclncspctr. (2.75)
Given the transformation Q1, the condition C
∗
ijkl = Cijkl must still hold. Using the
transformation in Equation 2.75 gives C∗1111 = C1111. However, using another example,
C∗1123 = −C1123, which implies that
C1123 = 0. (2.76)
It can be shown that there are eight elastic constants in total that are zero, so that there




C1111 C1122 C1133 0 0 C1112
C1122 C2222 C2233 0 0 C2212
C1133 C2233 C3333 0 0 C3312
0 0 0 C2323 C2331 0
0 0 0 C2331 C3131 0




C11 C12 C13 0 0 C16
C12 C22 C23 0 0 C26
C13 C23 C33 0 0 C36
0 0 0 C44 C45 0
0 0 0 C45 C55 0




For orthorhombic systems, the elastic constants are symmetrical with respect to two or-
thogonal planes. This means there is invariance under the inversion of any two of its axes,
leading to nine independent elastic constants. In such a system there is symmetry given by
the transformation matrix Q1 (Equation2.73) as well by a second transformation matrix






The number of elastic constants is reduced as C1112 = C2212 = C3312 = C2331 = 0. The
elastic constant matrix for an orthorhombic material then becomes
[C] =

C1111 C1122 C1133 0 0 0
C1122 C2222 C2233 0 0 0
C1133 C2233 C3333 0 0 0
0 0 0 C2323 0 0
0 0 0 0 C3131 0




C11 C12 C13 0 0 0
C12 C22 C23 0 0 0
C13 C23 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0




A system that shows symmetry with respect to two planes is called orthotropic.
Tetragonal systems are orthotropic, where properties are the same with respect to two
planes and different along the third axis. With a transformation matrix similar to those





C1111 C1122 C1133 0 0 0
C1122 C1111 C1133 0 0 0
C1133 C1133 C3333 0 0 0
0 0 0 C2323 0 0
0 0 0 0 C2323 0




C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0




of which there are seven independent elastic constants. Ashcroft and Mermin [83] state
that the maximum number of independent elastic constants for a tetragonal system de-
pends on the point groups of the system, in which case some have only six independent
elastic constants. Equation 2.80 shows six independent elastic constants.
Hexagonal systems as well as systems where there is plane isotropy show invariance under
rotations of 60◦ about the z-axis. Such systems have five independent elastic constants:
[C] =

C1111 C1122 C1133 0 0 0
C1122 C1111 C1133 0 0 0
C1133 C1133 C3333 0 0 0
0 0 0 C2323 0 0
0 0 0 0 C2323 0




C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0




where the elastic constant C66 is given by
1
2(C11 − C12).
A cubic system shows invariance under 90◦ rotations about all three axes, resulting in
three independent elastic constants:
[C] =

C1111 C1122 C1122 0 0 0
C1122 C1111 C1122 0 0 0
C1122 C1122 C1111 0 0 0
0 0 0 C2323 0 0
0 0 0 0 C2323 0




C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0





Finally, a system that is fully isotropic is one where there is invariance under any rotation
or any inversion about any axis:
[C] =

C1111 C1122 C1122 0 0 0
C1122 C1111 C1122 0 0 0
C1122 C1122 C1111 0 0 0
0 0 0 C2323 0 0
0 0 0 0 C2323 0




C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0




Isotropic materials have only two independent elastic constants, since C11 and C12 are




(C11 − C12). (2.84)
The elastic constants can now be obtained by applying appropriate deformations to the
unit cell. The changes in energy due to the deformations are then fitted to a polynomial,
which is used to extract the elastic constants [157].
2.12.2 Elastic Constants for Pt and Ir




(C11 + 2C12). (2.85)
Having found the bulk modulus for both Pt and Ir in the FCC structure using energy
versus volume calculations and using the Birch fit, at least two sets of strains need to be
applied to the structures to obtain all of the elastic constants. Two sets of strains are used
to calculate C11, C12 and C44 for both Pt and Ir.
The first set is by Mehl et al [154]. Volume-conserving orthorhombic and monoclinic
strains are used to compute C11 − C12 and C44 respectively. The applied strains are as
follows: for C11 − C12









ε1 = ε2 = ε4 = ε5 = 0.
These choices for straining the cubic lattice have the advantage of being an even function
in x, so that the energy change has the following property: ∆E(x) = ∆E(−x). This
allows for fewer computations to calculate the elastic constants. By using the strains in
Equations 2.86 and 2.87 and Equation 2.72, the change in the total energy is calculated
as follows:












V [C11 − C12]x2 +O[x4]. (2.88)


















The value of the strain x is chosen to be no larger than 0.10. The energy is calculated for
different values of x and Gnuplot is used to fit the data to a polynomial. The graphs of
the energy versus strain is given in Figure 2.4. As can be seen from the graphs, the energy
is close to a linear function of the squared strain x2 as expected. As the energy increases
with strain, the FCC phase is seen to be the ground state.
Using the fit, C11 − C12 is found to be 90.1 GPa, and C44 is 46.6 GPa. The values of
the elastic constants for Pt are shown in Table 2.2.
To further verify the value of the elastic constants another set of strains is used. Ac-






















































The graphs of energy versus (strain)2 to calculate C11 − C12 and C44 as defined by Mehl et al [154].




V (C11 − C12)δ2. (2.91)







so that the energy change is given by


































The graphs of energy versus strain to calculate C11 − C12 and C44 as defined by Chen et al [50].
The values of the elastic constants for Pt using this second set of strains is given in
Table 2.2, showing good agreement with the first set of strains by Mehl et al [154]. The
graphs of the energy change due to Chen et al [50] strains are shown in Figure 2.5. It can
be seen from the graphs that these strains are not even functions of δ as before.
An additional strain is used to calculate the bulk modulus B. The strains as given by
































The graph of energy versus strain to calculate the bulk modulus B using the strain by Lowther (2006)
[157].









V [(C11 + 2C12)/3]x
2, (2.95)
which then leads to the bulk modulus B via Equation 2.85. In this case the energy change
is similar to the energy versus volume calculations that were used to calculate the equilib-
rium lattice constant and the bulk modulus. However, the bulk modulus is not calculated
using the Birch fit, but rather by fitting the energy to a poynomial similar to the ones
used in the Chen et al [50] strains.
The strains 2.86, 2.87, 2.91, 2.93 and 2.95 are also used to calculate the elastic con-
stants for FCC Ir. These are shown in Table 2.2, together with the elastic constants of Pt.
The bulk modulus B calculated with the strain 2.95 was used to calculate C11, C12 and
C44 for Pt and Ir: 246.0 GPa and 344.7 GPa respectively. These bulk moduli represent a
0.9% and 0.3% difference, respectively, to the bulk moduli calculated for the metals using
the Birch fit.
Comparing the elastic constants in this work with other results, the values for Ir fare better
than those for Pt. The percentage differences between the Pt calculated and experimental
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C11 (GPa) C12 (GPa) C44 (GPa)
This Mehla This Mehla This Mehla
work TB LAPW Exp work TB LAPW Exp work TB LAPW Exp
Pt 306.1 380 381 347 308 b 216.0 257 189 251 233 b 46.6 71 83 76 66 b
306.4 215.8 53.2
Ir 578.5 694 621 590 635 c 227.8 260 256 249 255 c 240.6 348 260 262 269 c
575.4 229.3 247.5
Table 2.2:
The elastic constants of FCC Pt and Ir. aRef [69], bRef [13], cRef [50].
elastic values are 11.7% for C11, 13.9% for C12 and 36.1% for C44. For Ir, the percentage
differences are 2.5% for C11, 8.5% for C12 and 8.1% for C44.
The larger difference between the experimental and calculated elastic constants for Pt
may be due to the lattice constant a0 of bulk Pt in the FCC structure. Mehl and Pa-
paconstantopoulos [69] state an experimental bulk modulus of 278 GPa for Pt, at an
equilibrium structure with a0 = 3.92 Å. The Pt elastic constants given in Table 2.2 are
calculated at a lattice constant of 3.96 Å. The difference in the energy-strain calculated
bulk modulus and the experimental value is 11.5%. In contrast, this difference is only
2.9% in Ir, where the calculated and experimental lattice constants are 3.88 Å and 3.84 Å
respectively.
2.12.3 Elastic Constants for Ti
To calculate the elastic constants for Ti in HCP, five different strains are used. The first
three strains will calculate the diagonal terms of the elastic constant matrix. Using these
values in the strain tensor (Equation 2.69)
ε1 = x, ε2 = ε3 = ε4 = ε5 = ε6 = 0, (2.96)










































































































The graphs showing the five strains used to calculate the elastic constants of Ti in the HCP structure.
To calculate C33, the strain tensor is given by







Finally, to calculate C44, the strain tensor is
ε4 = 2x, ε1 = ε2 = ε3 = ε5 = ε6 = 0. (2.100)
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C11 (GPa) C12 (GPa) C13 (GPa) C33 (GPa) C44 (GPa)
TB Exp TB Exp TB Exp TB Exp TB Exp
171.9 171 160 90.5 58 90 77.3 46 60 193.7 203 181 43.6 64 47
Table 2.3:
The elastic constants of HCP Ti. The tight-binding (TB) parametrization and experimental values are
from Ref [69].
The change in energy for this strain then becomes
∆E(x) = 2V C44x
2. (2.101)
The off-diagonal elastic constants are calculated using the following strains. Firstly C12
can be calculated using
ε1 = ε2 = x, ε3 = ε4 = ε5 = ε6 = 0. (2.102)
C12 is then found using C11 from above. The last strain to complete the set is
ε1 = ε3 = x, ε2 = ε4 = ε5 = ε6 = 0. (2.103)
These two strains result in the change in energy equations






V (C11 + 2C13 + C33)x
2. (2.105)




(C11 − C12), (2.106)
which is calculated to be 40.7 GPa.
The energy versus strain graphs for the five strains to calculate the elastic constants
are given in Figure 2.7 and the value of the elastic constants is given in Table 2.3. The
percentage difference between experimental and calculated elastic constants is about 7%
for C11, C33 and C44. C12 only has a 0.6% difference, whereas for C13 the percentage
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difference is 28.8%.
For a hexagonal lattice, the bulk modulus B is given by the elastic constants by
B =
(C11 + C12)C33 − 2C213
C11 + C12 + 2C33 − 4C13
. (2.107)
Using set of elastic constants listed in Table 2.3, the bulk modulus is calculated to be 114.1




3.1 Equilibrium Phases in the Pt-Ti System
The various phases of the Pt-Ti system and the crystal structure data are shown in Ta-
ble 3.1. The phases that are reported in Fernando et al [60] are explored here, as well as
others from different authors. The equilibrium structures for each percentage composition
are determined. Different phases at the same composition are also explored.
It can be seen that Pt-rich alloys are favoured. There is so far only one phase that has a
higher percentage concentration of Ti, that is the PtTi3 phase which forms in the Cr3Si
(A15) structure. The 50-50% composition shows the highest values of heats of formation;
this will be presented in the following section.
Pt-rich phases include Pt3Ti, which crystallizes in the cubic Cu3Au (L12) structure. Pt8Ti
is a tetragonal structure reported by Pietrokowsky (1965) [158], while Curtarolo et al [71]
reports a phase at 33% composition of Ti although in a different high-temperature phase.
The Pt5Ti3 phase is given by Okamoto (2009) [58] and may well be the phase referred to
by Fernando et al [60] as a phase with a 16-atom unit cell which was not included in their
study.
At 50-50% composition, there are three phases that have been reported [60, 64, 61] with
the AuCd (B19) being a low temperature phase for PtTi and CsCl (B2) the high temper-
ature phase when undergoing a martensitic transformation. A martensitic transformation
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% Ti Space Group Prototype a0 b0 c0 a0 b0 c0
Pt 0 Fm3m Cu 3.984 a0 a0 3.92
a - -
Pt8Ti 11.1 I4/mmm V4Zn5 8.383 a0 3.929 8.31 3.89
b
Pt4Ti 20.0 I4/m Ni4Mo 6.265 a0 3.947
Pt3Ti 25.0 Pm3m Cu3Au 3.954 a0 a0 3.904
c - -
25.0 I4/mmm Al3Ti 3.935 a0 8.013
25.0 Pm3n Cr3Si 5.054 a0 a0
Pt2Ti 33.3 Immm MoPt2 2.848 8.667 3.795
33.3 Cmcm ZrSi2 3.803 12.518 3.885
33.3 Pnma Co2Si 5.489 4.011 8.211
33.3 I4/mmm MoSi2 3.315 a0 8.711
Pt5Ti3 37.5 Ibam - 5.481 11.036 8.201
Pt3Ti2 40.0 P3m1 Al3Ni2 4.302 a0 5.399
PtTi 50.0 Pmma AuCd 4.620 2.798 4.875 4.59 2.76 4.84 d
50.0 P4/mmm CuAu 2.825 a0 3.898 2.772 - 3.842
e
50.0 Pm3m CsCl 3.180 a0 a0 3.192
e - -
50.0 Fm3m NaCl 5.228 a0 a0
50.0 F43m ZnS 5.717 a0 a0
50.0 Cmcm CrB 2.869 10.082 4.467
50.0 P4/nmm γCuTi 3.380 a0 5.750
Pt4Ti5 55.6 I4/mmm V4Zn5 8.406 a0 4.001
PtTi2 66.7 I4/mmm MoSi2 3.188 a0 9.553
PtTi3 75.0 Pm3n Cr3Si 5.055 a0 a0 5.03
f - -
75.0 Pm3m Cu3Au 4.035 a0 a0
75.0 I4/mmm Al3Ti 3.840 a0 8.894
Ti 100.0 P63/mmc Mg 2.941 a0 4.674 2.95 - 4.68
a
Table 3.1:
The crystal structure data for the Pt-Ti system. Experimental or other theoretical lattice constants are
shown where available. aReference [69], bReference [158], cReference [159], dReference [64],
eReference [61], fReference [160].
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is a diffusionless transition, from one solid phase to another, which have been observed
in metals as well as alloys [161]. This type of transformation can either be irreversible or
reversible, as in the case of shape memory alloys (SMA) of which some Pt-based alloys are
candidates [162]. The third structure at 50-50% composition is the CuAu (L10) structure.
Equilibrium phase calculations are carried out for PtTi in the NaCl (B1) and zincblende
(B3) structures as well.
As can be seen from Table 3.1, the calculated lattice constants for the expected equi-
librium structures at each percentage composition are in agreement with experimental
values (or the theoretical values in the case of the CuAu (L10) phase).
3.2 Heats of Formation
The heats of formation ∆H of compounds can be used to understand the stability of
observed phases and to construct phase diagrams. Heats of formation may be calculated
using the following equation [60]




where EC is the total energy calculated for the compound, xi is the concentration of el-
ement i which has total energy Ei in its bulk elemental phase. Equation 3.1 is used to
calculate ∆H for the different phases of the Pt-Ti system.
The heats of formation for the Pt-Ti system are show in Figure 3.1. Increased bind-
ing (a higher magnitude of ∆H), and hence stability, is plotted downwards. The heats
of formation show that for low temperatures phases of different composition can coexist.
For instance, the PtTi3 (Cr3Si) phase is found to be stable to a mix of pure Ti and PtTi
(AuCd) [60]. It can also be seen that the other equilibrium phases (Pt3Ti, Pt8Ti, Pt2Ti)













 0  20  40  60  80  100











Heats of Formation ∆H for the PtTi System
Figure 3.1:
The calculated heats of formation for the Pt-Ti system as a function of the atomic concentration of Ti,
with increased binding plotted downwards.
3.3 50-50% Composition
The Pt-Ti system is like most other alloy systems in that the highest (magnitude) heats of
formation occur at 50-50% concentration [59] (see Figure 3.1). Seven different structures
were considered at this composition. The structures are listed in Table 3.1.
The PtTi phase with the highest (magnitude) heat of formation is the orthorhombic B19
phase (prototype AuCd), which is the low-temperature structure at this composition and
which is stable for other Ti alloys, for example PdTi [60, 64]. A martensitic transforma-
tion leads to the high-temperature cubic B2 (CsCl) phase. Three other structures have
heats of formation that lie in between the B19 and B2 structures: the orthorhombic B33
(prototype CrB) structure and the two tetragonal L10 CuAu and B11 γ-CuTi structures.

































Energy (per atom) versus volume (per atom) for the five phases of PtTi: B19 (prototype AuCd), L10
(prototype CuAu), B2 (prototype CsCl), B33 (prototype CrB) and B11 (prototype γCuTi).
are not studied in as much detail. Both phases are found to not be stable, with the B3
phase having a positive heat of formation.
Figure 3.2 shows the energy (per atom) versus volume (per atom) for the five most stable
phases of PtTi: B19, L10, B2, B11 and B33. The energy-volume curves for B1 and B3
are not shown as their minimum energies are much higher when compared to the above
five phases, while the equilibrium volumes are also larger.
From Figure 3.2, it can be seen that the most stable phase is B19, as it has the low-
est minimum energy of the five phases. The phases are arranged from lowest minimum
energy (and hence stability) as follows: B19 < L10 < B33 < B2 < B11. This was also
shown by Ye et al [64] and Huang et al [61]. Using the heats of formation, the phases are
ordered as B19 < B33 < L10 < B11 < B2. Fernando et al [60] also showed from heats
of formation calculations that the low-temperature B19 phase shows greater binding than
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the high-temperature B2 phase.
The energy-volume curves in Figure 3.2 show that the L10 phase is accessible from the
low-temperature B19 under pressure. However, it is not possible to have a phase transi-
tion from B19 to B2 via pressure only. (The energy-volume curves of B19 and B2 only
intersect at a higher volume, about 21.5 Å3/atom, and at a higher energy of approxi-
mately -7.27 eV/atom. The curves do not intersect at lower volumes and one is unable to
construct a common tangent to these curves.)
The energy band structures along high symmetry lines are shown in Figure 3.3. The band
structures show that all the phases are metallic, as there are no band gaps present.
The total density of states (DOS) are shown in Figure 3.4, and the partial DOS are shown
in Figures 3.5 (Ti site) and 3.6 (Pt site). The total DOS plots of Figure 3.4 reveal some-
what of a similarity between B19 and B2, while the remaining phases have a total DOS
that is different to B2. The total DOS for the B2 shows that it is a BCC-like metal, with
two sets of peaks separated by a small dip, [64]. The B2 peaks are narrower than the B19
since the latter is a structure with lower symmetry [64]. The total DOS is lower at the
Fermi level EF for B19 than it is for B2 (B19 is a four-atom unit cell structure while B2
has two atoms in its unit cell). The total DOS is also lower at EF for the L10 and B33
phases.
The partial DOS (given in Figures 3.5 and 3.6) show that the d-bands dominate the
band structure for all the phases being considered here. The Pt d-bands lie mainly below
EF and are mostly occupied while the Ti d-bands lie mainly above EF[61]. The Ti s-
and p-bands are broader than the d-bands, however they play a small role in the bonding,
other than donating electrons to the d-bands. The gap that separates the lower energy
Pt d-states from the higher energy Ti d-states becomes narrower when going from the B2
phase to the other four (B19, B33, L10 and B11) showing that there is a stronger binding
between Pt and Ti [64].


































































































Energy Band Structure - PtTi in the B11 Structure
Figure 3.3:
The energy band structures along high symmetry lines for PtTi at 50-50% composition, from top to
bottom: B19 (prototype AuCd), L10 (prototype CuAu), B2 (prototype CsCl), B33 (prototype CrB) and







































































Total DOS for PtTi in the B11 Structure
Figure 3.4:
The total density of states (DOS) PtTi at 50-50% composition, from top to bottom: B19, L10, B2, B33


















































































































































































Partial DOS for PtTi in the B11 Structure (Ti d site)
Figure 3.5:
Partial density of states for the Ti site at 50-50% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: B19, L10, B2, B33 and B11






















































































































































































Partial DOS for PtTi in the B11 Structure (Pt d site)
Figure 3.6:
Partial density of states for the Pt site at 50-50% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: B19, L10, B2, B33 and B11
structures. EF is set at 0 eV.
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C11 C12 C13 C22 C23 C33 C44 C55 C66
B19 311.3 124.6 142.5 344.8 106.1 310.0 46.9 59.1 65.0
L10 317.6 113.6 144.3 336.9 98.3 35.1
B2 171.4 192.2 32.7
B11 194.6 157.9 135.3 250.6 71.7 105.9
B33 232.0 106.0 157.2 318.8 142.8 308.8 73.9 91.6 24.8
B1 259.8 92.4 2.2
B3 93.1 101.9 -21.0
Table 3.2:
The elastic constants for PtTi alloys at the 50-50% composition. All elastic constant values are in GPa.
The B1 and B3 phases have also been included here.
for B1 and B3. For a cubic material to be mechanically stable, the elastic constants have
to obey certain restrictions [154], two of which are
C11 − C12 > 0, (3.2)
C44 > 0. (3.3)
Table 3.2 shows that, for B2 and B3, C11 < C12. For B3, C44 < 0. These two phases then
are mechanically unstable. For both phases, the shear modulus is also negative.
Tetragonal crystals also have conditions required for mechanical stability. Equation 3.2
must also hold for a tetragonal crystal. An additional requirement is [12]
C11 + C33 − 2C13 > 0. (3.4)
The elastic constants for the tetragonal B11 therefore hold, indicating the crystal to be
mechanically stable. For an orthorhombic crystal, three of the various mechanical stability
restrictions are [12]
C11 + C22 − 2C12 > 0, (3.5)
C22 + C33 − 2C23 > 0, (3.6)
and the third is Equation 3.4. Equations 3.4, 3.5 and 3.6 (as well as the remaining re-






















Dispersion Data - PtTi in the B2 Structure
Figure 3.7:
The phonon dispersion for PtTi B2 along high symmetry lines. Imaginary frequencies are plotted as
negative values.
mechanically stable.
For the 50-50% composition, the only two structures that are not stable due to elastic
constant restrictions for mechanical stability, are the B2 and the B3 phases.
Huang et al showed that the B2 phase is statically unstable due to negative elastic moduli
[61]. The phonon dispersion along the same high symmetry lines as for the energy band
calculations, is shown in Figure 3.7, which is in agreement with the work of Huang et
al. The unstable modes could be related to (molecular dynamics/neutron scattering) soft
modes at a high temperature. Stable modes can also change as a function of temperature,
due to anharmonic effects. The high-temperature B2 phase is stabilized dynamically by
anharmonic phonons [61].
Phonon dispersion relations for the B3 phase also show unstable modes with negative
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Bulk Modulus Shear Modulus Young’s Modulus Poisson’s Ratio
B G Y ν RG/B
B19 190.3 73.7 195.9 0.33 0.39
L10 197.4 84.4 221.5 0.31 0.43
B2 185.2 15.5 45.2 0.46 0.08
B11 166.3 63.9 170.0 0.33 0.38
B33 185.7 68.3 182.5 0.34 0.37
B1 148.2 34.8 96.9 0.39 0.23
B3 98.9 -14.3 -45.1 0.58 -0.14
Table 3.3:
Elastic moduli for PtTi alloys at the 50-50% composition. The elastic moduli given here are the Voight
moduli and the units are in GPa, except for the Poisson ratio ν and the ratio RG/B which are unitless.
frequencies. The fact that B3 also has a negative elastic constant (C44) which leads to a
negative shear modulus, as well as a positive heat of formation, it can be concluded that
this phase is unstable.
The elastic moduli are given in Table 3.3. The L10 phase has the highest bulk modu-
lus, shear modulus and Young’s modulus out of all of the 50-50% composition phases,
followed by the low-temperature B19 and then the B33 phase. B2 has the next highest
bulk modulus, however both its shear and Young’s moduli are lower than all but the B3
phase. All of the alloy phases have a bulk modulus that is lower than the bulk modulus
for FCC Pt, showing a decrease in the bulk modulus when alloying Pt with Ti.
Chen et al [50] showed that it is possible to study the ductile/brittle properties of a
metal using the simple shear to bulk modulus ratio, RG/B. The ratio RG/B is also given
in Table 3.3 for each of the phases. For a RG/B value less than 0.5, the metal is ductile,
otherwise it is brittle in nature. Both FCC Pt and HCP Ti are ductile, as they have RG/B
values of 0.27 and 0.38 respectively.



































Energy (per atom) versus volume (per atom) for the three phases of Pt3Ti: L12 (prototype Cu3Au), A15
(prototype Cr3Si) and D022 (prototype Al3Ti).
B2 is the most ductile, while B19 is the least ductile of the phases. Therefore, alloying of
Pt with Ti at this concentration still preserves the ductile nature of the metals.
3.4 75-25% Composition
Three structures were considered for the 75%-25% concentration. The equilibrium struc-
ture for Pt3Ti is the Cu3Au L12, with an equilibrium lattice constant a0 that is very close
to bulk Pt [63]: the calculated values are 3.984 Å for Pt in FCC and 3.954 Å for Pt3Ti
L12 (see Table 3.1).
Pt3Ti has also been reported in the disordered D022 phase, with prototype Al3Ti [73].
A third phase was considered, the cubic A15 (prototype Cr3Si) which is the equilibrium
phase for PtTi3 to see if this could be a competing structure at 75% Pt composition. The




























































Energy Band Structure - Pt3Ti in the D022 Structure
Figure 3.9:
The energy band structure for PtTi at 75-25% composition, from top to bottom: L12, A15 and D022. EF












































Total DOS for Pt3Ti in the D022 Structure
Figure 3.10:

















































































































Partial DOS for Pt3Ti in the D022 Structure (Ti d site)
Figure 3.11:
Partial density of states for the Ti site at 75-25% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: L12, A15, D022 structures.
Figure 3.8 shows that the A15 phase is inaccessible from the equilibrium L12 via pressure
only. The D022 phase is formed by first melting pure Pt and pure Ti, then quenching the
alloy from 1100◦C and annealing in a vacuum for short time periods at 900◦C [73]. Pt3Ti
in the A15 phase has not been reported in the literature. While the elastic constants and
moduli point to stability of the structure, it has a much lower heat of formation compared
to both L12 and D022 (see Figure 3.1).
The energy band structure for Pt3Ti (shown in Figure 3.9) in the L12 phase is in agree-
ment with the LAPW electronic structure calculations of Chen et al [63]. It can be seen
that more bands form when alloying Pt with Ti, compared to the band structure of bulk
FCC Pt (not shown). There are also more bands in the A15 and D022 phases. All three























































































































Partial DOS for Pt3Ti in the D022 Structure (Pt d site)
Figure 3.12:
Partial density of states for the Pt site at 75-25% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: L12, A15, D022 structures.
bands occur. The width of the conduction band is largest for the L12 phase.
The total and partial DOS for Pt3Ti are shown in Figures 3.10, 3.11 and 3.12. Once
more, it can be seen that the d-states dominate for the three phases, with the Pt d-states
mainly lying below the Fermi level and the Ti d-states lying above the Fermi level. Ti site
valence electrons are partly transferred to the Pt site [63].
The total DOS plots show a distinct electronic structure for the three Pt3Ti alloys com-
pared to the pure metal, due to the high level of hybridization [63]. The Fermi level for
the L12 phase is located very close to a minimum in the DOS plot, indicating a structure
that has a high heat of formation and one that is very stable. The heat of formation
for the L12 phase is among the highest of the various Pt-Ti alloy structures. The Fermi
levels for A15 and D022 are also located close to minima in a rising part of their respective
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C11 C12 C13 C33 C44 C66
L12 338.1 178.8 131.1
A15 387.1 119.7 13.6
D022 315.5 192.9 177.5 333.2 123.2 145.4
Table 3.4:
The elastic constants for Pt3Ti alloys. All elastic constant values are in GPa.
total DOS plots. Thus, these two structures should also exhibit good stability. The D022
structure does have a high heat of formation, comparable to L12. The heat of formation
for A15, however, is much lower.
The elastic constants for Pt3Ti L12, A15 and D022 are given in Table 3.4. For mechanical
stability, Equations 3.2 and 3.4 must hold. Table 3.4 shows that the requirements are met,
giving three stable phases at this concentration.
Table 3.5 gives the elastic moduli for the 75-25% concentration. The bulk modulus for
each phase is closer to the bulk modulus of FCC Pt. The bulk modulus is larger than the
phases at 50-50% composition. The three phases each have a higher shear modulus than
FCC Pt, while only A15 has a lower Young’s modulus. All three phases are also ductile
in nature, having an RG/B of less than 0.5. L12, however, has an RG/B value of 0.48, very
close to being a brittle material.
3.5 25-75% Composition
The three structures that were considered for the 75% Pt concentration were also inves-
tigated for the 25-75% concentration. The A15 structure is the equilibrium structure for
PtTi3 [160], with a lattice constant that is larger than bulk Pt. The bigger lattice constant
in A15 is due to it having an eight-atom unit cell. The calculated lattice constant for A15
is in good agreement with experimental values. The L12 phase has a lattice constant
which is similar to Pt in FCC and Pt3Ti L12. The D022 phase has lattice constants that
are similar to those of Pt3Ti D022 (see Table 3.1).
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Bulk Modulus Shear Modulus Young’s Modulus Poisson’s Ratio
B G Y ν RG/B
L12 231.9 110.5 286.1 0.29 0.48
A15 208.8 106.1 168.3 0.37 0.38
D022 228.9 68.3 275.8 0.30 0.30
Table 3.5:
Elastic moduli for Pt3Ti alloys The elastic moduli given here are the Voight moduli and the units are in









































































Total DOS for PtTi3 in the D022 Structure
Figure 3.14:
The total DOS for PtTi at 25-75% composition, from top to bottom: L12, A15, and D022. EF set at 0 eV.
The heats of formation for PtTi3 show that the A15 phase has the highest binding of
the three structures, and the energy-volume curve (Figure 3.13) also show that this is the
most stable structure. As before, applying pressure on the equilibrium A15 will not result
in accessing the D022 and L12 phases.
The total DOS (shown in Figure 3.14 at this concentration are different to the Pt3Ti
phases, as well as the PtTi phases, in that the Fermi level is not located near the gap
that divides the lower energy Pt state peaks from the higher energy Ti peaks. The partial
DOS (Figure 3.15 for the Ti site and Figure 3.16 for the Pt site) shows that while the Pt
d-states lie below the Fermi level, the Ti d-states lie above the Fermi level with a signifi-



















































































































Partial DOS for PtTi3 in the D022 Structure (Ti d site)
Figure 3.15:
Partial density of states for the Ti site at 25-75% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: L12, A15, D022 structures.
located within the higher energy peaks. This is seen in the three PtTi3 phases (perhaps
due to the higher concentration of Ti atoms in these phases?)
The partial DOS also shows that the Pt d-state peaks are much narrower than the cor-
responding Pt peaks at 75% Pt concentration (see Figure 3.12). The Ti d-state peaks,
which were very narrow at 75% Pt concentration (Figure 3.11), are now wider at 25% Pt
concentration.
The Fermi level is located near a minima (on a decreasing part) in the total DOS for the
A15 phase, while it is located at a minima for the D022 phase and at a maxima for the
L12 phase. The A15 and D022 phases should exhibit good stability, especially compared



























































































































Partial DOS for PtTi3 in the D022 Structure (Pt d site)
Figure 3.16:
Partial density of states for the Pt site at 25-75% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: L12, A15, D022 structures.
At this composition, the two cubic phases are found to be mechanically stable, as the
elastic constants hold the requirements for stability (Equations 3.2 and 3.4). The D022
phase, however, is not mechanically stable, as C11 = 137.3 GPa < C12 = 184.6 GPa.
The bulk moduli for the three phases (L12: B = 147.9 GPa, A15: B = 153.0 GPa
and D022: B = 146.1 GPa) are lower than the 50-50% and 75-25% compositions. Again,
the three alloys behave in a ductile manner, as the RG/B ratios for each is less than 0.5.
3.6 66.7-33.3% Composition
Figure 3.17 shows the energy-volume curves for the four phases considered for this con-



























Energy (per atom) versus volume (per atom) for the four phases of Pt2Ti: C37 (prototype Co2Si), C49
(ZrSi2), MoPt2 and C11b (prototype Mo2Si).
Pt with a 66.7% concentraton. These are the body centred orthorhombic MoPt2 phase
and the body centred tetragonal MoSi2 C11b phase. The other two are from Curtarolo
et al [71] which are described as two-phase region above 900◦C. These two phases are the
orthorhombics C37 (prototype Co2Si) and C49 (prototype ZrSi2).
The two high-temperature phases (C37 and C49) are competing phases, while the MoPt2
phase could be obtained via pressure. The C11b phase is inaccessible via pressure only.
The C49 phase, which has the minimum equilibrium energy, also has the largest heat of
formation energy.
The energy band structures for the Pt2Ti phases are shown in Figure 3.18, indicating
the metallic nature of all the phases with there being no band gaps present. The high-
temperature C37 and C49 phases have many more energy bands than the other two phases.













































































Energy Band Structure - Pt2Ti in the C11b Structure
Figure 3.18:
The energy band structure for PtTi at 67-33% composition, from top to bottom: C37, C49, MoPt2 and

























































Total DOS for Pt2Ti in the C11b Structure
Figure 3.19:
Total DOS for PtTi at 67-33% composition, from top to bottom: C37, C49, MoPt2 and C11b. EF is set
at 0 eV.
The total DOS (Figure 3.19) show that the Fermi level lies in a dip separating two sets
of peaks. The lower-energy peaks are once again due to the Pt d-states, which lie mostly
below the Fermi level. There are significant contributions from these d-states above the
Fermi level (see Figure 3.21). The Ti d-states form narrow peaks that are mostly found




















































































































































Partial DOS for Pt2Ti in the C11b Structure (Ti d site)
Figure 3.20:
Partial DOS for PtTi (Ti site) at 67-33% composition, from top to bottom: C37, C49, MoPt2 and C11b.
EF is set at 0 eV.
close to a minima for C49, on a rising part of the DOS. The Fermi level is also very close
to a minima for MoPt2. It is on a decreasing part of the DOS for C11b, approaching a
minima. All the structures have high heats of formation. The phases are arranged from
highest to lowest binding as C49, MoPt2, C37 and C11b.
Table 3.6 gives the elastic constants for the PtTi phases at 67-33% composition. For
the phases to be stable, the elastic constants are subject to the restrictions, which for
orthorhombic crystals, are given by Equations 3.4, 3.5 and 3.6, namely














































































































































Partial DOS for Pt2Ti in the C11b Structure (Pt d site)
Figure 3.21:
Partial DOS for PtTi (Pt site) at 67-33% composition, from top to bottom: C37, C49, MoPt2 and C11b.
EF is set at 0 eV.
C11 + C22 − 2C12 > 0,
C22 + C33 − 2C23 > 0.
For the three orthorhombic phases, the relations hold, thereby confirming the stabilities
of these phases. The stability of the tetragonal C11b phase is subject to the restrictions
given by Equations 3.2 and 3.4. While Equation 3.4 is satisfied, it is the first restriction
(Equation 3.2) where the crystal was found to not be mechanically stable, as C11 < C12
for C11b.
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C11 C12 C13 C22 C23 C33 C44 C55 C66
C37 412.1 200.7 141.4 224.4 205.2 426.1 115.3 64.7 122.6
C49 307.1 166.4 223.7 285.6 163.7 316.2 103.0 154.1 99.6
MoPt2 303.9 125.3 185.0 309.7 192.0 297.4 121.5 116.5 61.5
C11b 199.7 227.5 170.1 268.1 81,2 112.7
Table 3.6:
The elastic constants for PtTi alloys at the 67-33% composition. All elastic constant values are in GPa.
The elastic moduli (Table 3.7) show that the bulk modulus for the C49 and MoPt2 phases
approaches that of bulk Pt. The bulk modulus of C37 is greater than that of FCC Pt
(241.0 GPa), this being one of a small number of alloys that has a higher bulk modulus
than the pure metal. The shear and Young’s moduli for all the phases except C11b are
larger than FCC Pt.
The calculated Reuss shear and Young’s modulus and the Hill shear and Young’s modulus
for the C11b are negative (not shown). This is further evidence of the phase being unstable.
All of the phases at this compositon are ductile. The RG/B ratio is less than 0.5. However,
for C37, C49 and MoPt2 the ratio is above 0.4 approaching brittle behaviour (both FCC
Pt and HCP Ti have RG/B ratios that are less than 0.4).
3.7 Other Compositions
The remaining structures in the Pt-Ti alloy system are as follows. The body centred
tetragonal Pt8Ti (with prototype V4Zn5) is an 18-atom unit structure. The Ni4Mo phase
is also a body centred tetragonal structure reported by Schryvers and Amelinckx [73]. The
body centred orthorhombic Pt5Ti3 is a 24-atom unit cell that is part of the space group
Ibam. It doesn’t, however, have a Strukturbericht designation or a prototype structure
[58]. This phase does have a high heat of formation, comparable to some of the phases at
50-50% composition. The hexagonal Pt3Ti2 and orthorhombic Pt4Ti5 (which was derived
from the tetragonal Pt8Ti by changing four Pt atoms for Ti ones) have small heats of
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Bulk Modulus Shear Modulus Young’s Modulus Poisson’s Ratio
B G Y ν RG/B
C37 251.9 102.2 270.1 0.32 0.41
C49 224.1 95.0 249.7 0.31 0.42
MoPt2 212.8 87.2 230.1 0.32 0.41
C11b 200.3 61.7 167.8 0.36 0.31
Table 3.7:
Elastic moduli for Pt3Ti alloys The elastic moduli given here are the Voight moduli and the units are in
GPa, except for the Poisson ratio ν and the ratio RG/B which are unitless.
formation compared to phases at similar percentage compositions. The PtTi2 C11b phase,
together with Pt4Ti5, were considered to investigate Ti-rich alloys within the Pt-Ti sys-
tem.
Figure 3.22 shows the total DOS for the Pt8Ti, Pt4Ti and C11b phases. From these plots,
it can be seen that the Fermi level does not lie in between two sets of peaks, as was evident
for the other phases at different percentage compositions. The total DOS for Pt4Ti is sim-
ilar to the total DOS for a 75-25% Pt composition, in that the Fermi level lies within the
lower energy Pt states. This is more evident in the Pt8Ti phase. For PtTi2 C11b phase,
the Fermi level is located at a minima within the high energy Ti state peaks. The location
of the Fermi level indicates stability and a high heat of formation, which PtTi2 C11b does
have, when compared to phases of similar percentage Pt composition. The Fermi level is
located at maxima for both Pt8Ti and Pt4Ti.
The partial DOS (Figures 3.23 and 3.24) show that the d-states dominate as with the
other Pt-Ti alloys. The Ti d-states which lie mainly above the Fermi level for Pt8Ti and
Pt4Ti form very narrow peaks. The Ti d-states for PtTi2 C11b form two narrow peaks,
with one lying below the Fermi level. This is similar to the case for alloys at 25-75% Pt
composition, where the Fermi level was located within the higher energy peaks with the
Ti d-states lying mostly above the Fermi level, although some states were found to also












































Total DOS for PtTi2 in the C11b Structure
Figure 3.22:



















































































































Partial DOS for PtTi2 in the C11b Structure (Ti d site)
Figure 3.23:
Partial DOS (Ti site) for different phases of PtTi, from top to bottom: Pt8Ti, Pt4Ti and MoSi2 C11b.











































































































































Partial DOS for PtTi2 in the C11b Structure (Pt d site)
Figure 3.24:
Partial DOS (Pt site) for different phases of PtTi, from top to bottom: Pt8Ti (the first Pt site), Pt8Ti
(the second Pt site), Pt4Ti and MoSi2 C11b. EF is set at 0 eV.
The Pt d-states form a broad set of peaks for Pt8Ti and Pt4Ti below the Fermi level.
For PtTi2 C11b, the d-states are much narrower, and there are are fewer states above the
Fermi level. For Pt8Ti and Pt4Ti, there is a significant amount of Pt d-states above the
Fermi level.
The elastic moduli for these different phases are given in Table 3.8. Pt8Ti has the highest
bulk modulus of all of the PtTi alloys, marginally higher than Pt2Ti C37. These are both
higher than the bulk modulus for Pt in FCC. The bulk modulus of Pt4Ti is also among
the higher values for the alloy system. It is similar in value for the phases at 75-25% Pt
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Bulk Modulus Shear Modulus Young’s Modulus Poisson’s Ratio
B G Y ν RG/B
Pt8Ti 252.6 99.2 263.1 0.33 0.39
Pt4Ti 226.9 91.5 241.9 0.32 0.40
Pt5Ti3 212.6 86.0 227.3 0.32 0.40
PtTi2 156.9 67.1 176.2 0.31 0.43
Table 3.8:
Elastic moduli for PtTi alloys at different percentage concentrations. The elastic moduli given here are
the Voight moduli and the units are in GPa, except for the Poisson ratio ν and the ratio RG/B which are
unitless.
composition.
As a measure of the strength of each phase, the bulk modulus can be compared as a func-
tion of percentage Pt composition in a structure. Taking an average of the bulk modulus
at each percentage concentration, the alloys can be ordered from those with the highest
bulk modulus as follows:
Pt8Ti > FCC Pt > Pt4Ti > Pt3Ti > Pt2Ti > Pt5Ti3 > PtTi > PtTi2 > PtTi3.
This shows, apart from the Pt8Ti structure, that the value of the bulk modulus decreases
on average with decreasing percentage Pt in an alloy. In other words, alloying Pt with
Ti will result in a decrease in its bulk modulus, as opposed to adding strength to the metal.
The effect of alloying on the shear modulus does not follow the same pattern as the
value of the bulk modulus. Generally metal alloys show an increase in the shear modulus
compared to the pure metal. This is seen to some extent in the values of the shear modulus
for the various phases considered in this study.
The Poisson ratio ν has been considered as a way to measure a material’s ability to
resist shear; a smaller value of ν may indicate more resistance by a material to shear [157].
The calculated Possion ratio for all of the phases show that all the values between 0.29
and 0.45, with FCC Pt and HCP Ti having Possion ratios of 0.38 and 0.33 respectively.
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Phases with a Poisson ratio higher than 0.45 were found to have negative elastic moduli.
The alloying of Pt with Ti shows that generally there may be an increase in the resistance
to shear for the alloy.
The RG/B ratios for the various phases indicate that there is no change from the original
ductile behaviour of the Pt and Ti metals. All RG/B ratios for the alloys are less than 0.5,




4.1 Equilibrium Phases in the Ir-Ti System
For the Ir-Ti system, the same structures as in the previous for the Pt-Ti system (see
Table 3.1) were considered. The data for the calculated crystal structures is given in Ta-
ble 4.1, showing the lattice parameters for each of the phases considered in this study.
There is little experimental data available to compare with the calculated structural pa-
rameters for the various phases of the Ir-Ti alloy system. Ramakrishnan and Chandra
[163] reported a lattice constant of 5.007 Å for IrTi3 in the A15 structure. The calculated
value of 5.027 Å is in good agreement with their experimental value. The experimental
lattice constant of Ir3Ti in the L12 phase is given as 3.843 Å by Chen et al [50]. The calcu-
lated lattice constant for that structure is 3.883 Å, a difference of 1.05%. The calculated
lattice constant for IrTi B2 (3.122 Å) is also in excellent agreement with Schubert et al
[164], who had given a value of 3.11 Å. For the L10 phase, Dwight and Beck [165] gave
the lattice parameters as: a0 = 2.925 Å and c0 = 3.446 Å. The calculated values are given
as 2.944 Å and 3.493 Årespectively, also in good agreement.
There is one extra structure in the Ir-Ti alloy system that was not considered for PtTi.
The orthorhombic designated as αIrTi by Okamoto [58] is the low-temperature equilib-
rium structure for IrTi at 50% composition. It does not have a Pearson symbol or a
Strukturbericht designation. It will be referred to either as αIrTi or IrTi-ortho (in graphs).
The lattice constants for αIrTi given in Table 4.1 are in good agreement with the data
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% Ti Space Group Prototype a0 b0 c0
Ir 0 Fm3m Cu 3.880 a0 a0
Ir8Ti 11.1 I4/mmm V4Zn5 8.236 a0 3.884
Ir4Ti 20.0 I4/m Ni4Mo 6.131 a0 3.901
Ir3Ti 25.0 Pm3m Cu3Au 3.883 a0 a0
25.0 I4/mmm Al3Ti 3.885 a0 7.803
25.0 Pm3n Cr3Si 4.974 a0 a0
Ir2Ti 33.3 Immm MoPt2 2.791 8.456 3.815
33.3 Cmcm ZrSi2 3.816 12.034 3.868
33.3 Pnma Co2Si 5.438 3.937 8.223
33.3 I4/mmm MoSi2 2.791 a0 11.551
Ir5Ti3 37.5 Ibam - 5.464 10.958 8.009
Ir3Ti2 40.0 P3m1 Al3Ni2 4.233 a0 5.262
IrTi 50.0 - 4.160 3.497 4.170
50.0 Pmma AuCd 4.494 2.925 4.638
50.0 P4/mmm CuAu 2.944 a0 3.493
50.0 Pm3m CsCl 3.122 a0 a0
50.0 Fm3m NaCl 5.144 a0 a0
50.0 F43m ZnS 5.656 a0 a0
50.0 Cmcm CrB 2.942 9.791 4.348
50.0 P4/nmm γCuTi 3.436 a0 5.466
Ir4Ti5 55.6 I4/mmm V4Zn5 8.234 a0 4.105
IrTi2 66.7 I4/mmm MoSi2 3.094 a0 9.737
IrTi3 75.0 Pm3n Cr3Si 5.027 a0 a0
75.0 Pm3m Cu3Au 4.012 a0 a0
75.0 I4/mmm Al3Ti 3.756 a0 9.094
Ti 100.0 P63/mmc Mg 2.941 a0 4.674
Table 4.1:
The crystal structure data for the Ir-Ti system. The 50% phase with no space group designation or












 0  20  40  60  80  100











Heats of Formation ∆H for the IrTi System
Figure 4.1:
The calculated heats of formation for the Ir-Ti system as a function of the atomic concentration of Ti,
with increased binding plotted downwards.
provided by Chen and Franzen [166].
The structural data for all of the phases given in Table 4.1 was concluded to be accu-
rate. The electronic structure and the elastic constants was calculated at these optimised
lattice parameters, and the results are shown in the following sections.
4.2 Heats of Formation for the Ir-Ti System
The heats of formation for the Ir-Ti are shown in Figure 4.1. The shape of the curve of
the most stable, equilibrium phases of Ir-Ti alloys at the different percentage compositions
is very similar to the Pt-Ti system (see Figure 3.1). Four key differences with the Pt-Ti
system are that, firstly, the heats of formation are lower than all of the corresponding Pt-
Ti alloys. Secondly, where there are competing structures at one percentage composition,


































Energy (per atom) versus volume (per atom) for the six phases of IrTi: αIrTi, B19 (prototype AuCd),
L10 (prototype CuAu), B2 (prototype CsCl), B33 (prototype CrB) and B11 (prototype γCuTi).
pronounced. Thirdly, in the Pt-Ti system, the heats of formation for phases at 75, 66.7
and 62.5% Pt composition are comparable to phases at 50% composition. In the Ir-Ti
system, the heats of formation for phases in those compositions are less comparable to
one another, and all lower than the phases at 50% Ir composition. Lastly, the order of the
heats of formations for competing structures at the same percentage composition is not
the same in Pt-Ti and Ir-Ti.
4.3 50-50% Composition
The energy-volume curves for five of the seven phases at 50% Ir composition are shown in
Figure 4.2. This shows that the ordering differs to the 50% Pt composition: the equilib-
rium structure at this composition in the Ir-Ti system is the orthorhombic αIrTi phase.
This structure has a minimum energy very similar to that of the tetragonal L10 phase.
This corresponds to the findings by Chen and Franzen [166]. The high-temperature phase
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for IrTi is the B2phase - the same as for PtTi - the two intermediate phases are the above-
mentioned orthorhombic as well as the B19 phase (which was the equilibrium structure
for PtTi at 50%).
The B33 phase, which was an intermediate between the low and high temperature struc-
tures for 50% PtTi, has an equilibrium energy higher than the B2. B11 is still the least
stable of these structures. From the equilibrium αIrTi can only access the other structures
via heat, as pressure alone cannot create a transition from the intermediates to B2.
The energy band structures for αIrTi, B19, L10, B2 and B33 and the total DOS for
these are shown in Figures 4.3 and 4.4 respectively. The total DOS for αIrTi, B19, L10
and B2 are very similar. Each DOS has low energy sets of peaks that are separated by
the high energy peaks by a small dip in the DOS. This dip is narrower for the low temper-
ature phase, as well as the two intermediates, showing that there is more stability of the
low temperature αIrTi compared to B2. The Fermi level is located at maxima for αIrTi,
L10and B19. It is on a flat part of the DOS for B2 and at a minimum for B33.
The partial DOS are shown in Figures 4.5 (Ti site) and 4.6 (Ir site). As with the Pt-Ti
alloy system, the d-states dominate the DOS, with Ir d-states mainly below the Fermi level
and mostly occupied. The Ti d-states are mostly above the Fermi level. One difference
with the PtTi alloys (see Figures 4.5 and 3.6) is that the Ir d-states form broader peaks
than Pt d-states for the 50% Pt phases. The Ti d-states still form a narrow set of peaks
for IrTi. The contribution of Ir d-states above the Fermi level and the Ti d-states below
the Fermi level is increased in comparison to PtTi alloys at this composition. This shows
increased stability of the IrTi alloys over the PtTi structures, and that there is good sta-
bility among the alloys of this composition.
The elastic constants for the different IrTi phases at 50% composition are listed in Ta-
ble 4.2. The mechanical stability restrictions given in the previous chapter are as follows.
For cubic materials, Equations 3.2 and 3.3 are must hold. For tetragonal structures, Equa-
tions 3.2 and 3.4 are the two restrictions and for orthorhombic materials, Equations 3.4,































































































Energy Band Structure - IrTi in the B33 Structure
Figure 4.3:
The energy band structures along high symmetry lines for IrTi at 50-50% composition, from top to
bottom: αIrTi, B19 (prototype AuCd), L10 (prototype CuAu), B2 (prototype CsCl) and B33 (prototype







































































Total DOS for IrTi in the B33 Structure
Figure 4.4:
The total density of states (DOS) IrTi at 50-50% composition, from top to bottom: αIrTi, B19, L10, B2














































































































































































Partial DOS for IrTi in the B33 Structure (Ti d site)
Figure 4.5:
Partial density of states for the Ti site at 50-50% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: αIrTi, B19, L10, B2 and B33
















































































































































































Partial DOS for IrTi in the B33 Structure (Ir d site)
Figure 4.6:
Partial density of states for the Ir site at 50-50% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: B19, L10, B2, B33 and B11
structures. EF is set at 0 eV.
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C11 C12 C13 C22 C23 C33 C44 C55 C66
αIrTi 310.5 179.6 179.5 321.0 177.3 310.1 83.5 113.9 84.2
B19 343.5 147.1 174.9 380.6 144.3 311.9 68.1 -14.2 77.8
L10 355.4 159.1 170.8 331.1 40.5 56.8
B2 32.1 313.5 55.2
B11 153.5 207.6 162.5 264.8 58.2 116.4
B33 311.1 107.0 144.2 347.2 197.6 342.7 70.3 76.9 -0.86
B1 293.1 106.9 1.7
B3 104.2 108.5 -17.5
Table 4.2:
The elastic constants for IrTi alloys at the 50-50% composition. All elastic constant values are in GPa.
The B1 and B3 phases have also been included here.
The three cubic systems are L10, B1 and B3. Both L10 and B3 have elastic constants
that do not satisfy Equation 3.2, while C44 for B3 is also negative. In the PtTi system,
these were the same phases that did not show stability due to the elastic constants. B1
has a C44 elastic constant of only 1.7 GPa, showing that it is highly unlikely that this
phase would be accessible for IrTi. B2 is the high temperature phase for this composition
IrTi (in the same way as for the PtTi alloys).
The dispersion relations for IrTi B2 is shown in Figure 4.7. The dispersion relation is very
similar to that for PtTi B2. The modes are unstable at R and M . There are branches
where the modes are unstable and these correspond with PtTi B2. It is concluded that
this phase is also, then, dynamically stabilized by anharmonic phonons. Hence there is an
observed B2 phase for IrTi as well as for PtTi.
There are two tetragonal strucures at this composition, L10 and B11. L10 is mechanically
stable, with its elastic constants satisfying Equations 3.2 and 3.3. B11 is not mechanically
stable since C12 is bigger than C11.






















Dispersion Data - IrTi in the B2 Structure
Figure 4.7:
The phonon dispersion for IrTi B2 along high symmetry lines. Imaginary frequencies are plotted as
negative values.
firm the stability of the equilibrium structure, C37. B19 has elastic constants that satisfy
the three requirements mentioned previously, except for one of the elastic constants, C44,
which is negative. C11b also has an elastic constant less than 0, that being C44.
The elastic moduli for IrTi are given in Table 4.3. The negative values for the shear and
Young’s moduli come about from the requirement in Equation 3.2 not being fulfilled. The
bulk moduli are smaller than for Ir in FCC. The shear and Young’s moduli are also much
lower than for Ir in FCC, and these values have a wide range starting from αIrTi which
has the highest values.
The structures at this composition are all ductile, as RG/B for each of the structures
is less than 0.5. Ir is a brittle material, with an RG/B ratio of 0,60. The alloys show
ductile behaviour which corresponds with HCP Ti (RG/B = 0.38). As the bulk modulus
has been changing when Ir is alloyed with increasing Ti, the brittle bevahiour of an Ir-alloy
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Bulk Modulus Shear Modulus Young’s Modulus Poisson’s Ratio
B G Y ν RG/B
αIrTi 223.8 83.4 222.5 0.33 0.37
B19 218.8 64.3 175.8 0.37 0.29
L10 227.0 63.7 174.6 0.37 0.28
B2 219.7 -23.2 -72.1 0.56 -0.11
B11 181.9 49.2 135.3 0.38 0.27
B33 211.0 66.1 179.5 0.36 0.31
B1 168.9 38.3 106.8 0.40 0.23
B3 105.7 -10.9 -34.0 0.55 -0.10
Table 4.3:
Elastic moduli for IrTi alloys at the 50-50% composition. The elastic moduli given here are the Voight
moduli and the units are in GPa, except for the Poisson ratio ν and the ratio RG/B which are unitless.
changes with a certain amount of Ti present.
The Poisson ratio ν also gives an indication of the ductile or brittle nature of a mate-
rial. Since the value of ν is around 0.33 or higher, this is further confirmation that the
alloys are brittle. The Poisson ratio may also indicate a resistance to shear. In the case
of these alloys, ν is not considered small enough. These materials would be less likely to
resist shear than Ir in FCC.
4.4 75-25% Composition
Figure 4.8 shows the energy-volume curve for the 75% Ir composition. The energy-volume
relations show that the L12 phase the most stable of the three that are considered here.
For the Pt3Ti alloys, the minimum energy of the L12 and D022 phases is very similar, as
were the heats of formation for the two phases. The L12 phase in the Ir-Ti system has a
larger difference in both the minimum energy, as well as the heats of formation.
Once more, the higher-energy A15 is not accessible via pressure only from L12, nor is






































Energy (per atom) versus volume (per atom) for the five phases of IrTi: B19 (prototype AuCd), L10
(prototype CuAu), B2 (prototype CsCl), B33 (prototype CrB) and B11 (prototype γCuTi).
method to obtain Pt3Ti D022 described by Schryvers and Amelinckx [73].
The total DOS for the three phases is shown in Figure 4.9. The Fermi level is close to a
minimum only for D022. For A15, the Fermi level is closer to a maximum, while being on
the decreasing part of the DOS, approaching a minimum that forms a small gap between
lower energy peaks below the Fermi level and a narrow set of peaks above the Fermi level.
The total DOS is distinct for each of the structures.
The partial DOS for the Ti and Ir sites are shown in Figures 4.10 and 4.11 respectively.
The d-states continue to dominate the DOS. Ir d-states form a broad set of peaks that
lie mainly below the Fermi level, but with significant contribution to the DOS above the
Fermi level. Ti d-states form very narrow peaks above the Fermi level. There is a little
contribution below the Fermi level, except for A15, where the contribution is significant.






































Total DOS for Ir3Ti in the D022 Structure
Figure 4.9:
The total DOS for IrTi at 75-25% composition, from top to bottom: L12, A15 and D022. EF is set at 0
eV.
that there is some hybridisation as well as covalent bonding between orbitals on the sites
[64]. When going from the higher temperature D022 to L12, there is a lowering of the
total DOS at the Fermi level. This lowering of the DOS contributes to the stability of the
L12 phase.
The elastic constants for Ir3Ti (listed in Table 4.4) show the mechanical stability of L12
and D022, but that A15 is mechanically unstable. A cubic crystal requires C44to be posi-
tive [154]; since C44 = −1183.9 GPa, this is not the case for A15.
The elastic moduli are listed in Table 4.5. The negative shear and Young’s modulus


















































































































Partial DOS for Ir3Ti in the D022 Structure (Ti d site)
Figure 4.10:
Partial density of states for the Ti site at 75-25% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: L12, A15, D022 structures.
cal.
The bulk modulus, shear modulus and Young’s modulus for Ir in FCC (337.8 GPa, 202.8
GPa and 506.9 GPa, respectively) are all larger than the corresponding values for both
L12 and D022. The alloys have a Poisson and an RG/B ratio that are similar to FCC Ir
(0.25 and 0.60). A small value of the Poisson’s ratio may be indicative of a resistance to
shear, which would be the case for both L12 and D022. These values are smaller than the
Poisson ratios for Pt3Ti L12 and D022. Since the RG/B ratios are both larger than 0.5, L12
and D022 are both brittle materials, as is Ir. A smaller Poisson’s ratio ν corresponds to a
larger RG/B [50], which leads to a material being brittle in nature. This again confirms the
brittle nature of both L12 and D022, as their Poisson ratios (0.24 and 0.25 respectively)


















































































































Partial DOS for Ir3Ti in the D022 Structure (Ir d site)
Figure 4.11:
Partial density of states for the Ir site at 75-25% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: L12, A15, D022 structures.
The Cauchy pressure [50] for L12 is C12 − C44 = −8.7 GPa. Negative Cauchy pressure
indicates a directional bonded material. This confirms the conclusion from the partial
DOS (Figures 4.10 and 4.11) of covalent bonding. It also shows once more the brittle
nature, with directional bonding, of L12.
C11 C12 C13 C33 C44 C66
L12 442.6 212.7 221.4
A15 377.1 187.4 -1183.9
D022 438.1 212.0 198.5 448.9 194.4 214.5
Table 4.4:
The elastic constants for Ir3Ti alloys. All elastic constant values are in GPa.
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Bulk Modulus Shear Modulus Young’s Modulus Poisson’s Ratio
B G Y ν RG/B
L12 289.3 178.8 444.8 0.24 0.62
A15 250.6 -672.4 -19090.0 13.20 -2.68
D022 282.7 168.4 421.6 0.25 0.60
Table 4.5:
Elastic moduli for Ir3Ti alloys The elastic moduli given here are the Voight moduli and the units are in
GPa, except for the Poisson ratio ν and the ratio RG/B which are unitless.
4.5 25-75% Composition
For the 25% Ir composition, the same phases from the 75% composition were studied
were studied. The energy-volume curves for L12, A15 and D022 are shown in Figure 4.12.
As with PtTi3, the equilibrium phase is A15. The ordering is the same as the heats of
formation, with A15 being the most stable, followed by D022 and then L12.
The total DOS for ItTi3 is shown in Figure 4.13. The total DOS is similar to the PtTi3
alloys, in that the Fermi level no longer lies in the gap between two main sets of peaks,
but within the set of higher energy peaks. For the equilibrium A15, the Fermi level is
located at a maximum in the DOS; For D022, the Fermi level lies on a decreasing part of
the DOS, close to a minimum.
The d-states still dominate the partial DOS, at both the Ir and Ti sites (Figures 4.14
and 4.15). The s-states contribute somewhat more than the p-states for both Ir and Ti.
The Ir d-states form narrow peaks below the Fermi level and are all occupied. There is a
small contribution above the Fermi level. The Ti d-states, on the other hand, form one
broad set of peaks mostly above the Fermi level but also partially below. A smaller set of
peaks is well below the Fermi level, overlapping the with Ir d-states. The presence of Ti
d-states below the Fermi level, overlapping with Ir states, indicates good stability for the







































































Total DOS for IrTi3 in the D022 Structure
Figure 4.13:
















































































































Partial DOS for IrTi3 in the D022 Structure (Ti d site)
Figure 4.14:
Partial density of states for the Ti site at 25-75% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: L12, A15, D022 structures.
The elastic constants for the three phases is given in Table 4.6. A15 and L12 are both
cubic materials, and hence the elastic constants are restricted by Equations 3.2 and 3.3,
while D022 is a tetragonal, the restrictions being Equations 3.2 and 3.4.
For the two cubic phases, L12 is not mechanically stable since the elastic constants C11
and C12 do not satisfy Equation 3.2. C44 for L12 is also very small, being the smallest C44
for all of the cubic IrTi alloys. The same requirement (Equation 3.2) is not satisfied for
the elastic constants of D022. This crystal is, hence, not mechanically stable. For A15,
the elastic constants show that it is mechanically stable, and satisfies its position as the
equilibrium structure for this composition.






























































































































Partial DOS for IrTi3 in the D022 Structure (Ir d site)
Figure 4.15:
Partial density of states for the Ir site at 25-75% composition. The left column is the partial density of
states for the s states, the middle column the p states and the right column the d sites. The scale for the
s and p sites is the same, but different for the d site. From top to bottom: L12, A15, D022 structures.
C11 C12 C13 C33 C44 C66
L12 128.0 175.0 12.9
A15 220.6 135.1 45.3
D022 102.8 242.4 122.8 229.5 45.0 39.2
Table 4.6:
The elastic constants for IrTi3 alloys. All elastic constant values are in GPa.
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Bulk Modulus Shear Modulus Young’s Modulus Poisson’s Ratio
B G Y ν RG/B
L12 159.3 -1.7 -5.1 0.56 -0.01
A15 163.6 44.2 121.8 0.38 0.27
D022 156.8 22.3 63.9 0.43 0.14
Table 4.7:
Elastic moduli for IrTi3 alloys The elastic moduli given here are the Voight moduli and the units are in
GPa, except for the Poisson ratio ν and the ratio RG/B which are unitless.
evidence that the L12 phase for this composition of IrTi is not accessible as it has negative
shear and Young’s moduli. For D022, the shear modulus of 22.3 GPa is the lowest among
the IrTi alloys. D022 has a Possion’s ratio of 0.43. All of the stable IrTi alloys have a
Poisson ratio of less 0.40, so the value ν for D022 is not in keeping with the stable IrTi
alloys. Its RG/B ratio is 0.14; this is also the lowest RG/B value for all of the stable IrTi
alloys. It is then concluded that D022 is not an accessible structure for IrTi3.
The Poisson ratio of A15 is higher than that for FCC Ir. It corresponds more with
alloys that have 50% Ti composition, i.e. different to Ir-rich alloys, for example Ir3Ti and
Ir8Ti. As its Poisson’s ratio value of 0.38 is not small, the material may be less resistant
to shear. The RG/B of 0.27 is less than 0.5, therefore indicating that A15 is ductile in
nature. This corresponds with HCP Ti than with FCC Ir, showing that the Ti-rich alloy
is more similar to Ti rather than Ir. From Table 4.6, the Cauchy pressure C12 − C44 is
positive for A15. This confirms the ductile nature of the structure and shows that the
alloy is metallically bonded.
4.6 66.7-33.3% Composition
Four phases were considered for the 66.7% Ir composition, those being the same four that
were studied for the Pt2Ti alloys: C37, C49, MoPt2 and C11b. The energy-volume curves



































Energy (per atom) versus volume (per atom) for the four phases of Ir2Ti: C37(prototype Co2Si),
C49(ZrSi2), MoPt2 and C11b (prototype Mos2Si).
Comparing Figure 4.16 and Figure 3.17 for Pt2Ti, the order of the minimum energies is
the same. The four phases are arranged as follows from least to highest energy: C37,
C49, MoPt2 and C11b. The four structures are arranged in the same order when con-
sidering the heats of formation (see Figure 4.1). For PtTi at 66.7% Pt composition, the
low-temperature C37 and the high-temperature C49 both had very similar minimum en-
ergies. The difference is more defined for IrTi, showing that the C37 is the equilibrium
structure at this composition. The energy-volume curves for the MoPt2 and C11b are very
close to one another, whereas for PtTi the MoPt2 was clearly more stable than C11b.
The energy band structures for the four phases are given in Figure 4.17 and the total DOS
in Figure 4.18. The energy band structure confirms the metallic nature of the alloys, in













































































Energy Band Structure - Ir2Ti in the C11b Structure
Figure 4.17:
The energy band structure for IrTi at 67-33% composition, from top to bottom: C37, C49, MoPt2 and



















































Total DOS for Ir2Ti in the C11b Structure
Figure 4.18:
Total DOS for IrTi at 67-33% composition, from top to bottom: C37, C49, MoPt2 and C11b. EF is set
at 0 eV.
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C11 C12 C13 C22 C23 C33 C44 C55 C66
C37 491.9 195.5 142.2 399.7 223.7 454.1 187.8 99.4 183.2
C49 391.7 188.4 228.6 400.1 198.1 391.7 172.1 185.2 111.8
MoPt2 414.7 138.7 199.5 395.4 217.0 364.2 137.7 119.1 82.4
C11b 413.7 134.0 207.1 383.1 80.3 46.5
Table 4.8:
The elastic constants for IrTi alloys at the 67-33% composition. All elastic constant values are in GPa.
The total DOS (Figure 4.18) shows similarities between the low and high-temperature
phases. The DOS for MoPt2 and C11b are also similar. One important feature is that
the DOS for all of these phases, there is no set of low and high energy peaks, separated
by some dip in the DOS, as has been the case for the majority of the different phases so
far. When comparing the low and high temperature structures, the Fermi level lies very
close to a maximum for the high temperature C49, but very close to a minimum for C37.
This shows a greater stability for C37 with respect to C49. For the other two structures,
the Fermi level is located on the decreasing part of the DOS for MoPt2 and close to a
minimum for C11b.
There is also a depletion of the DOS at the Fermi level when going from C49 to the
more stable C37. This lowering of the DOS leads to more stability for C37 relative to
C37.
The partial DOS for Ir2Ti are shown in Figures 4.19 for the Ti site and 4.20 for the Ir site.
The d-states still dominate the contributions. The Ir d-state, which lie mainly below the
Fermi level also have significant contribution above the Fermi level. These overlap with
Ti d-states, which form narrow peaks above the Fermi level, with some contribution to
the total DOS below EF. This shows that there is good stability for these four structures.
The elastic constants listed in Table 4.8 show that the three orthorhombic structures are
mechanically stable, as they satisfy the restrictions given in Equations 3.4, 3.5 and 3.6.


















































































































































Partial DOS for Ir2Ti in the C11b Structure (Ti d site)
Figure 4.19:
Partial DOS for IrTi (Ti site) at 67-33% composition, from top to bottom: C37, C49, MoPt2 and C11b.









































































































































Partial DOS for Ir2Ti in the C11b Structure (Ir d site)
Figure 4.20:
Partial DOS for IrTi (Ir site) at 67-33% composition, from top to bottom: C37, C49, MoPt2 and C11b.
EF is set at 0 eV.
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Bulk Modulus Shear Modulus Young’s Modulus Poisson’s Ratio
B G Y ν RG/B
C37 274.3 146.4 372.8 0.27 0.53
C49 268.3 131.8 339.7 0.29 0.49
MoPt2 253.9 109.1 286.4 0.31 0.43
C11b 274.3 146.4 372.8 0.35 0.33
Table 4.9:
Elastic moduli for Ir3Ti alloys The elastic moduli given here are the Voight moduli and the units are in
GPa, except for the Poisson ratio ν and the ratio RG/B which are unitless.
and 3.4). For the PtTi alloys at this composition, the C11b phase was not mechanically
stable.
The elastic moduli are given in Table 4.9. The bulk modulus for each of the four phases is
less than for Ir in FCC. The trend has continued that the bulk modulus is lowered when
Ir is alloyed with increasing amounts of Ti. The shear modulus G is also lower compared
to FCC Ir. The Ir2Ti alloys have a shear modulus lower than the two stable Ir3Ti alloys
but higher values than the IrTi3 phases. This trend also occurs for the bulk modulus and
for the Young’s modulus.
The Poisson ratios for the four phases lie between 0.27 and 0.35. This range has val-
ues that are larger than the two stable Ir3Ti phases (L12 and D022) but smaller than
the phases at 50% and 25% Ir composition. These Poisson ratios that the alloys are less
resistant to shear than Ir3Ti, but more so than IrTi and IrTi3 alloys.
The Poisson ratios also show that three of the four phases are considered brittle, with
ν values of less than a third. The phase that does not show this is C11b. The Poisson
ratio for the other three phases show that these do approach ductile as the values are close
to 1/3. The Poisson ratio for C11b is also close the threshold value of 1/3 where materials
are said to be ductile.
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The RG/B ratios show that only C37 should be considered a brittle material, as it is
the only phase with an RG/B ratio of greater than 0.5. The other phases have RG/B
values of less than 0.5, indicating ductile materials. The Ir3Ti alloys have been shown to
be brittle materials, like FCC Ir, while the IrTi3 alloys display ductile materials, like HCP
Ti. The IrTi alloys at 50% composition also show their ductile behaviour.
The values for the Poisson ratios are close to the threshold between ductile and brit-
tle behaviour, while the RG/B ratios also close to the the value that separates ductile and
brittle materials. Ir in FCC is known to be a brittle material; the Poisson and RG/B
ratios confirm this. Ti in HCP is a ductile material. The 66.7% Ir composition may be
percentage when, by allowing with more Ti, the alloys will begin to show the properties
of Ti.
4.7 Other Compositions
Four other structures are presented here for different percentage compositions: Ir8Ti,
Ir4Ti, Ir5Ti3 and IrTi2. The total DOS for Ir8Ti, Ir4Ti and IrTi2 are shown in Figure 4.21.
Only the total DOS for IrTi2 C11bshows two sets of peaks separated by a dip in the
DOS. The Fermi level for this phase lies within the high energy peaks, close to a minimum
in the DOS. For Ir4Ti, the Fermi level lies at a minimum, showing stability for any phases
close to its Ir percentage composition.
The partial DOS (Figures 4.22 and 4.23) shows the d-states being very active in terms of
the stability shown by the four phases. For Ir8Ti, the Ti d-states form very narrow peaks
above the Fermi level, with very little contribution below EF. This shows that Ir8Ti is
not as stable as other strucures. The heats of formation also showed a small value for
Ir8Ti. The Ir d-states do have some significance in the total DOS as there is Ir contri-
butions above EF. This would increase the stability in comparison to other IrTi alloys
of similar composition. This is similar for Ir4Ti, where Ir d-states contribution is small

















































Total DOS for IrTi2 in the C11b Structure
Figure 4.21:















































































































Partial DOS for IrTi2 in the C11b Structure (Ti d site)
Figure 4.22:
Partial DOS (Ti site) for different phases of IrTi, from top to bottom: Ir8Ti, Ir4Ti and MoSi2 C11b. EF















































































































































Partial DOS for IrTi2 in the C11b Structure (Ir d site)
Figure 4.23:
Partial DOS (Ir site) for different phases of IrTi, from top to bottom: Ir8Ti (the first Ir site), Ir8Ti (the
second Ir site), Ir4Ti and MoSi2 C11b. EF is at 0 eV.
The elastic moduli for Ir8Ti, Ir4Ti, Ir5Ti3 and IrTi2 C11b are given in Table 4.10. The
bulk modulus for Ir8Ti is the highest of all of the IrTi alloys, though it is smaller than
Ir in FCC. Similarly, its shear modulus is less than that of Ir in FCC but larger than the
other IrTi alloys. This shows that alloying of Ir with Ti lowers both the bulk and the
shear modulus.
Two of the four structures in Table 4.10 have RG/B ratios that are greater than 0.5,
thereby making them brittle materials. These two are the Ir-rich Ir8Ti and Ir4Ti, which
follow the same behaviour as FCC Ir (as well as the Ir3Ti alloys). Since one of the Ir2Ti
alloys is brittle (C37) while the others indicate more ductile behaviour, and since the
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Bulk Modulus Shear Modulus Young’s Modulus Poisson’s Ratio
B G Y ν RG/B
Ir8Ti 307.7 185.7 463.8 0.25 0.60
Ir4Ti 292.1 172.5 432.5 0.25 0.59
Ir5Ti3 245.6 101.3 267.2 0.32 0.41
IrTi2 175.6 86.2 222.3 0.29 0.49
Table 4.10:
Elastic moduli for IrTi alloys at different percentage concentrations. The elastic moduli given here are
the Voight moduli and the units are in GPa, except for the Poisson ratio ν and the ratio RG/B which are
unitless.
Ir5Ti3 structure demonstrates a ductile nature, the 66.7% to 62.5% Ir composition is the
percentage where alloys of Ir with Ti start to resemble the Ti metal over the brittle FCC Ir.
The Poisson ratios for Ir8Ti and Ir4Ti also shows that these material resemble Ir in FCC,
in that the values are low, indicating that these may be resistant to shear. The other two
structures have Poisson’s ratio that are larger, and hence they would not be as resistance
to shear as Ir8Ti and Ir4Ti.
The Poisson ratios confirm the ductile nature of Ir8Ti and Ir4Ti, while those for Ir5Ti3
and IrTi3 C11b show the materials tending towards ductile behaviour.
From the elastic constants for all of the different phases in the Ir-Ti system, it can be
seen that the elastic moduli decrease in value with increasing percentage Ti in the alloy.
Ir in FCC has the highest bulk, shear and Young’s moduli compared to all of the IrTi
alloys. The ordering of the alloy is
FCC Ir > Ir8Ti > Ir4Ti > Ir3Ti > Ir2Ti > Ir5Ti3 > IrTi > IrTi2 > IrTi3 > HCP Ti.
Ir-rich alloys to a certain concentration kept the same behaviour as Ir in the bulk. FCC Ir
is a brittle material while Ti (in the HCP structure) is known to be ductile. Ir-alloys up
66.7% Ir composition all retained a brittle behaviour like Ir, whereas the rest of the alloys
bevahed like Ti.
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For FCC Ir, the Cauchy pressure is negative, indicating directional characteristic to the
bonding. For Ir the bonding is not very directional due to a very small negative value
for C12 − C44. For other cubic materials, such as Ir3Ti L12, this value is also negative.
However, for the Ti-rich IrTi3 A15, the Cauchy pressure is positive. This change may also




First principles density functional (DFT) calculations were carried out using the VASP
code in order to study a wide of range of stoichiometries for both the Pt-Ti and Ir-Ti alloy
systems. For each phase of PtTi and IrTi, the energy band structure, total density of
states (DOS) and partial DOS were calculated. The elastic constants were also computed.
This information was used to understand the stability of each alloy phase.
The equilibrium structure for a given percentage composition was found. Competing
structures were also investigated where possible. The lattice constants equilibrium phases,
as well as other phases within the Pt-Ti and Ir-Ti systems were found to be in good agree-
ment with available experimental and theoretical work found in the literature.
The equilibrium phases for each percentage concentration was found to be the same for
Pt-Ti and Ir-Ti, except in the case of 50% composition. At 50-50% composition, the
equilibrium for PtTi is the B19 structure, which is an orthorhombic phase. For the Ir-Ti
system at that percentage composition, the equilibrium phase is an orthrohombic struc-
ture that has no Pearson symbol or Strukturebesicht designation. This structure has a
minimum energy that is very close to that of L10, the intermediate structures for IrTi.
The other intermediate phase, B19, was concluded to be inaccessible due to an elastic
constant that is negative (see Table 4.2). For PtTi, the two intermediate phases are L10
and B33.
The high temperature (B2) phase for both PtTi and IrTi, is statically unstable due to
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negative elastic moduli. These observed phases can be dynamically stabilised an-harmonic
phonons. This shows that the high temperature phase cannot be accessed from the B19
(PtTi) or the αIrTi via pressure only, but rather using increased heat. The temperature
increase can renormalise the soft modes, as well as stable modes, giving rise to structures
such as B2and possibly others such as B1 and B33.
In the 75% composition, the equilibrium phase is the L12structure. The D022 phase
is another structure that is accessible to the system at this concentration. However, with
the majority of the structures here, the transition would not be done using pressure i.e.
A15 is another structure that is possibly accessible via heat for the Pt-Ti system but not
for Ir-Ti. A large negative elastic constant leads to negative shear and Young’s moduli.
Two structures were found for Pt-Ti at 25% Pt composition, namely A15 and D022.
L12 has a very small C44 elastic constant. The difference between C11 and C12 is barely
positive, leading to some elastic moduli being very small.. For IrTi3, C11 < C12. The
elastic moduli are negative and the structure is considered not accessible for Ir-Ti at this
composition.
Of the four phases considered for the 66.7% Pt/Ir composition, only C11b for Pt2Ti was
considered inaccessible due to negative elastic moduli.
The energy band structure and total DOS for all of the phases showed that both the
Pt-Ti and Ir-Ti alloys are all metallic. There are no alloys that exhibit a band gap. The
partial DOS showed that the DOS was dominated by Pt/Ir d-states and Ti d-states, with
Pt/Ir states mostly occupied and mostly below the Fermi level. The Ti d-states form high
energy peaks that lie mostly above the Fermi level. The s and p-states do not play a sig-
nificant role in the bonding of the systems, apart from donating electrons to the Ti d-bands.
There were examples of significant contributions of Ti d-states below the Fermi level,
as well as Pt/Ir states above the Fermi level leading to increased stability in the struc-
ture. The majority of the phases for both Pt-Ti and Ir-Ti showed good stability due to
the broadening of the Pt/Ir and Ti bands, which indicates stronger participation of the
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d-states in the bonding of the structure, increasing stability.
All of the Pt-Ti alloys were all found to be ductile in nature, in the same way that
both Pt and Ti are ductile, Since the two constituent atoms form ductile metals in their
bulk state, it is expected that alloying them together will produce metals that maintain
the same nature,
Ir, on the other hand, is a brittle material in its bulk FCC form. Alloying a brittle
metal with a ductile one, it was seen that Ir-rich alloys remained brittle with the majority
of the constituent atoms. Ti-rich alloys were found to be ductile. The point that deter-
mines which behaviour an alloy will follow was found to be 66.7% Ir composition. Above
this percentage, Ir alloys behave in the same was as FCC Ir. However, below this amount
for Ir, and the alloy will behave like a ductile material.
It was also found that by alloying either Pt or Ir with Ti, the bulk modulus B would
decrease with increasing amount of Ti. Ir has a very high bulk modulus for a metal,
however none of the Ir-Ti alloys was found to have a bulk modulus higher than the Ir
metal. Likewise for Pt, even though the bulk modulus of Pt is not large, the bulk modulus
decreases from the bulk metal roughly determined by the amount of Ti in the system,
until reaching Ti in the HCP structure which has the lowest bulk modulus.
For the Ir-Ti system, the trend also followed for the bulk, shear and Young’s modulus.
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[135] P.E. Blöchl, O. Jepson, and O.K. Andersen. Improved tetrahedron method for
brillouin-zone integrations. Phys. Rev. B, 49:16223–16233, 1994. 32
[136] N.D. Mermin. Thermal properties of the inhomogeneous electron gas. Phys. Rev.,
137:A1441–A1443, 1965. 32
[137] K.-M. Ho, C.L. Fu, B.N. Harmon, W. Weber, and D.R. Hamann. Vibrational fre-
quencies and structural properties of transition metals via total-energy calculations.
Phys. Rev. Lett., 49:673–676, 1982. 32
[138] M. Methfessel and A.T. Paxton. High-precision sampling for brillouin-zone integra-
tion in metals. Phys. Rev. B, 40:3616–3621, 1989. 32
[139] J. P. Perdew and A. Zunger. Self-interaction correction to density-functional ap-
proximations for many-electron systems. Phys. Rev. B, 23:5048–5079, 1981. 32
131
[140] J.P. Perdew, J.A. Chevary, S.H. Vosko, K.A. Jackson, M.R. Pederson, D.J. Singh,
and C. Fiolhais. Atoms, molecules, solids, and surfaces: Applications of the gener-
alized gradient approximation for exchange and correlation. Phys. Rev. B, 46:6671–
6687, 1992. 32
[141] J.P. Perdew, J.A. Chevary, S.H. Vosko, K.A. Jackson, M.R. Pederson, D.J. Singh,
and C. Fiolhais. Erratum: Atoms, molecules, solids, and surfaces: Applications of
the generalized gradient approximation for exchange and correlation. Phys. Rev. B,
48:4978, 1993. 32
[142] John P. Perdew, Stefan Kurth, and Ales̆ Zupan Peter Blaha. Accurate density
functional with correct formal properties: A step beyond the generalized gradient
approximation. Phys. Rev. Lett., 82:2544–2547, 1999. 33
[143] John P. Perdew, Stefan Kurth, and Ales̆ Zupan Peter Blaha. Erratum: Accurate
density functional with correct formal properties: A step beyond the generalized
gradient approximation. Phys. Rev. Lett., 82:5179, 1999. 33
[144] Axel D. Becke. Density-functional thermochemistry. iii. the role of exact exchange.
J. Chem. Phys., 98:5648–5652, 1993. 33
[145] P.J. Stevens, F.J. Devlin, C.F. Chablowski, and M.J. Frisch. Ab initio calculation of
vibrational absorption and circular dichroism spectra using density functional force
fields. J. Phys. Chem., 98:11623–11627, 1994. 33
[146] J. P. Perdew, K. Burke, and M. Ernzerhof. Generalized gradient approximation
made simple. Phys. Rev. Lett., 77:3865–3868, 1996. 33
[147] J. P. Perdew, K. Burke, and M. Ernzerhof. Erratum: Generalized gradient approx-
imation made simple. Phys. Rev. Lett., 78:1396, 1997. 33
[148] J. Heyd, G.E. Scuseria, and M. Ernzerhof. Hybrid functionals based on a screened
coulomb potential. J. Chem. Phys., 118:8207–8215, 2003. 33
[149] J. Heyd, G.E. Scuseria, and M. Ernzerhof. Hybrid functionals based on a screened
coulomb potential. J. Chem. Phys., 124:219906, 2006. 33
[150] Jürgen Hafner. Materials simulations using VASP - a quantum perspective to ma-
terials science. Computer Physics Communications, 177:6–13, 2007. 33
132
[151] G. Kresse and J. Hafner. Ab Initio molecular dynamics for liquid metals. Phys. Rev.
B, 47:558–561, 1993. 33
[152] G. Kresse and J. Hafner. Ab Initio molecular-dynamics simulation of the liquid-
metal-amorphous-semiconductor transition in germaniu4m. Phys. Rev. B, 49:14251–
14269, 1994. 33
[153] Francis Birch. Finite strain isotherm and velocities for single-crystal and polycrys-
talline NaCl at high pressures and 300k. J. Geophys. Res., 83:1257–1268, 1978. 34,
35
[154] M.J. Mehl, B.M. Klein, and D.A. Papaconstantopoulos. First Principles Calcula-
tions of Elastic Properties of Metals. John Wiley, 1993. 35, 36, 38, 39, 42, 44, 45,
61, 97
[155] C.Z. Fan, L.L. Sun, Y.X. Wang, R.P.Liu, S.Y. Zeng, and W.K. Wang. First-
principles study on the structural, elastic and electronic properties of platinum car-
bide. Physica B: Condensed Matter, 381:147–178, 2006. 36
[156] R.M. Wood. The lattice constants of high purity alpha titanium. Proceedings of the
Physical Society, 80:783, 1962. 36
[157] J.E. Lowther. Theoretical study of potential high-pressure phases of TaON and a
quartenary ZrTaO3N. Phys. Rev. B, 73:134110, 2006. 42, 45, 46, 82
[158] P. Pietrokowsky. Novel ordered phase, Pt8Ti. Nature, 206:291, 1965. 51, 52
[159] Andreas Ehrlich, Uwe Weiß, Walter Hoyer, and Thomas Geßner. Microstructural
changes of Pt/Ti bilayer during annealing in different atmospheres - an XRD. Thin
Solid Films, 300:122–130, 1997. 52
[160] P. Duwez and C.B. Jordan. The crystal structure of Ti3Au and Ti3Pt. Acta. Cryst.,
5:213–214, 1952. 52, 68
[161] Kaushik Bhattacharya, Sergio Conti, Giovanni Zanzotto, and Johannes Zimmer.
Crystal symmetry and the reversibility of martensitic transformations. Nature,
428:55–59, 2004. 53
133
[162] T. Biggs, M.B. Cortie, M.J. Witcomb, and L.A. Cornish. Platinum alloys for shape
memory applications. Platinum Metals Rev., 47:142–156, 2003. 53
[163] S. Ramakrishnan and G. Chandra. Relativistic studies on low-Tc A15 compounds.
Phys. Rev. B, 38:9245–9247, 1988. 84
[164] K. Schubert, H.G. Meissner, A. Raman, and W. Rossteutscher. Einige strukturdaten
metallischer phasen (ix). Naturwissenschaften, 12:287–287, 1964. 84
[165] A.E. Dwight and P.A. Beck. Occurence CsCl-type phases and of related distorted
structures in alloys of transition metals. Transactions of the Metallurigical Society
of Aime, 245:389–390, 1969. 84
[166] B. Chen and H.F.Franzen. Phase transition in Ir Ti+x. Journal of the Less Common
Metals, 158:L11–L16, 1990. 86, 87
134
