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Abstract 
This article proposes a novel fuzzy virtual force (FVF) method for unmanned aerial vehicle (UAV) path planning in compli-
cated environment. An integrated mathematical model of UAV path planning based on virtual force (VF) is constructed and the 
corresponding optimal solving method under the given indicators is presented. Specifically, a fixed step method is developed to 
reduce computational cost and the reachable condition of path planning is proved. The Bayesian belief network and fuzzy logic 
reasoning theories are applied to setting the path planning parameters adaptively, which can reflect the battlefield situation dy-
namically and precisely. A new way of combining threats is proposed to solve the local minima problem completely. Simulation 
results prove the feasibility and usefulness of using FVF for UAV path planning. Performance comparisons between the FVF 
method and the A* search algorithm demonstrate that the proposed approach is fast enough to meet the real-time requirements of 
the online path planning problems. 
Keywords: fuzzy virtual force; unmanned aerial vehicle; path planning; hybrid system; Bayesian belief network; fuzzy logic 
reasoning; local minima 
1. Introduction1 
Path planning is one of the fundamental issues in 
unmanned aerial vehicle (UAV) research. A standard 
path planning problem is to determine an optimal or 
feasible path in time between desired locations under 
specific constraints. After path planning, UAVs have 
the ability to penetrate threats of enemy, accomplish 
specific tasks in enemy’s air defense area and assure 
their safety. 
In previous research, there are several path planning 
algorithms for UAVs that attract much attention, such 
as the A* searching algorithm[1], the Voronoi diagram 
search method , the dynamic programming , the [2] [3]
bionic algorithm  and so on. In literature, UAV path [4]
planning is widely studied and applied. Particularly, in 
recent years, Y. Kim, et al.  proposed real-time path [5]
planning schemes employing limited information for 
                                                 
*Corresponding author. Tel.: +86-10-82339993. 
E-mail address: dongzhuoning@buaa.edu.cn 
Foundation items: National Natural Science Foundation of China 
(60975073); Aeronautical Science Foundation of China (2008ZC13011); 
Research Foundation for Doctoral Program of Higher Education of China 
(20091102110006); Fundamental Research Funds for the Central Univer- 
sities 
 
1000-9361© 2010 Elsevier Ltd. 
doi: 10.1016/S1000-9361(09)60225-9 
fully autonomous UAVs in a hostile environment. C. L. 
Bottasso, et al.  presented another novel planning [6]
strategy for high performance aggressive autonomous 
UAVs, in which the smoothing step optimizes a given 
trajectory expressed in terms of a sequence of way- 
points and connecting straight trim flight conditions. 
However, all the above algorithms cause huge 
computational cost, especially in a complicated envi-
ronment or in a large searching space. Therefore, these 
algorithms cannot meet the real-time requirements of 
path planning. 
In order to solve the problems mentioned above, 
virtual force (VF) method was proposed, which was 
firstly designed for mobile robot obstacle avoidance, 
so that a robot could move swiftly and placidly among 
the obstacles[7-8]. The main idea of the VF method is to 
regard a robot as a particle in a three-dimensional 
space where the robot moves under the VF. The VF 
function is defined as the superposition of the attrac-
tive force from target and the repulsive force from 
obstacles. The most prominent advantage of the VF 
method is its simplicity and the high ability of 
real-time computation. 
However, the path planning based on VF still has 
some limitations: 
(1) The category of threats defined by repulsion 
force is not enough and the setting of parameters is not Open access under CC BY-NC-ND license.
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systematic. 
(2) The planning space is not partitioned reasonably 
and the path is not smoothed during the planning proc-
ess. 
(3) Technical principles are hard to be verified be-
cause of the lack of integrated mathematical descrip-
tions. 
(4) As the path planning is a process of steepest gra-
dient descent, the inherent disadvantages of the VF 
method are local minima and vibration. 
At present, there is an extensive literature on solving 
the local minima problem of the VF method, the ma-
jority of which uses either of the following three solu-
tions when applying the VF method to robotics: assis-
tant force[9-10], virtual obstacle[11] or sub-goal[12]. 
However, all of these solutions are only applicable in 
simple or singular situations while none of them can 
solve the local minima problem completely. In order to 
apply the VF method to UAV path planning problems, 
this limitation should be eliminated thoroughly. 
In our previous work[13], several types of threats 
were defined. The planning space was partitioned ac-
cording to the mission constraints, the path was flyable 
by UAVs and the constraint condition of the parame-
ters in the path planning method was verified. 
This article mainly focuses on a novel UAV path 
planning approach using fuzzy virtual force (FVF). 
Specifically, an integrated mathematical description to 
the UAV path planning and the optimal solving 
method under a given cost function are presented. To 
meet the real-time requirements of online UAV path 
planning, fixed step length is used in iteration. The 
adaptive proportion coefficient based on the Bayesian 
belief network and fuzzy logic reasoning is applied. 
Finally, the combination of threats is proposed for 
solving the local minima problem. 
2. Modeling of VF based UAV Path Planning 
The UAV path planning is a process that we assume 
a virtual UAV moves continuously along a particular 
path from a fixed starting point to a given destination. 
The VF based path planning is then a process where 
the change of path direction is decided by the direction 
of the VF. Therefore, the VF based path planning can 
be regarded as an optimal control problem in a dis-
crete-continuous hybrid system, where the movement 
is continuous and the change of direction is discrete. In 
this hybrid system, the final state is fixed because of 
the given destination, and the terminal time is un-
known. 
The main purpose for this hybrid system control is 
to solve the optimization problem as to when to switch 
the path direction with the lowest cost. 
The evolution of the hybrid system can be expressed 
as follows: 
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where the state variables x and y are the coordinates of 
the planned point; Ui (i = 1,2,…,5) represents the dis-
crete inputs taking the values of {0,v}, where v repre-
sents the velocity of the virtual UAV in the path plan-
ning process. Based on our previous work[13], Ui can 
be defined by Ui = g(x, y, Φ, Δ), where Φ is the total 
amount of threats and Δ is the position of the destina-
tion. 
We can also define the cost function as 
d
T
J a v t bΦ Γ= +∫            (2) 
where a and b represent the weights of the path cost 
and the turning cost, respectively, Γ is the turning fre-
quency. If the direction of the virtual UAV has been 
changed for s times in the path planning process, the 
main problem of the optimal control in this hybrid 
system is to find an appropriate discrete time sequence 
T = [τ0,τ1], [τ1,τ2], [τ2,τ3],…,[τs−1,τs], in order to mini-
mize the cost function of Eq.(2). τ j ( j = 1,2,…, s) is 
the time point of direction change and [τ j−1,τ j] is the 
time duration of the virtual UAV moving in the same 
direction. 
2.1. Hybrid system model 
Using the Alur-Courcoubetis-Henzinger-Ho (ACHH) 
model[14], the hybrid automaton is described as 
AACHH=(VD,Q,μ1(Q),μ 2,μ 3), where 
(1) Data variable VD = {x(t),y(t)} is the set of posi-
tions of planned points with respect to the time t. 
(2) Location Q = {1,2,3,4,5} represents the finite set 
of states corresponding to the planned direction. 
(3) Activities: 
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(4) Location invariant: { }2 min maxdTM J a v t b Mμ Φ Γ→ ≤ = + ≤∫   (8) 
where Mmin and Mmax represent the boundary value of 
cost. 
(5) Transition relation: 
3 max{ , ( , , , )}iJ M U g x yμ Φ Δ→ = =      (9) 
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There are several constraints in UAV path planning 
problems such as minimum step length, path distance 
constraint, maximum turning angle, etc. The solutions 
should satisfy the above constraints in detail. 
Minimum step length (Lmin): 
min 1( )j jL vτ τ+< −            (10) 
Path distance constraint (Lmax): 
maxdT v t L⋅ <∫              (11) 
Given activities (μ1(1),μ1(2),…,μ1(5)), we can gua- 
rantee that the maximum turning angle condition will 
be satisfied. 
2.2. Optimal solving method 
The solutions for the above model are described as 
follows: 
Step 1  Define the real-time cost rt j
j
J dΦ= Δ∑ , 
and set the current point as the starting point, where 
Δdj represents the unit distance. 
Step 2  Compute Jrt of the current point. 
Step 3  When Jrt ≥ Mmax and (τi+1−τi)v>Lmin, set the 
corresponding planned point as the current point, 
re-compute the mapping direction of the composition 
of VF. 
Step 4  Repeat Steps 2-3 until the destination is 
reached. 
Step 5  Compute rtJ a J bΓ= +∑  and d ,T v t⋅∫  
and change the value of Mmax. Repeat Steps 1-4 until 
Mmax and the corresponding planned path, which is the 
optimal path under given J, are obtained. 
3. FVF Method for UAV Path Planning 
In order to meet the real-time requirements of the 
UAV path planning, the optimal solving method needs 
further improvement. In this section, FVF method 
combining VF and fuzzy logic reasoning is proposed 
to adapt to the complicated environment. 
FVF method includes three components: fixing the 
iteration step to reduce computational cost, applying 
the Bayesian belief network and fuzzy logic reasoning 
to set the path planning parameters adaptively, and 
combining threats to avoid local minima. 
3.1. Fixed step method 
As the optimal solving method is a variable step 
length optimization, it cannot suit the real application 
because of its huge computational cost. Instead of 
variable step length, fixed step length is used in itera-
tion. 
The attractive forces are as follows: 
2
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         (12) 
where FAx and FAy are the attractive force projected to 
x and y axes respectively, GA is a positive attractive 
force constant, RA the distance between the current 
position and the destination, θA the angel between x 
axis and the line from the current point to the destina-
tion. 
The repulsive forces can be expressed as 
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where FRx and FRy are the repulsive force projected to 
x and y axes, GR is a positive repulsive force constant, 
RR the distance between the current position and threat, 
r0 a constant which can be set as the radius of threat, 
θR the angle between x axis and the line from the cur-
rent point to threat. We define the proportion coeffi-
cient k by 
R A/k G G=              (14) 
The change of the coordinates Δx and Δy can be ob-
tained by 
A R
A R
( )
( )
x x
y y
x F F
y F F
δα
δα
⎫Δ = + ⎪⎬Δ = + ⎪⎭
∑
∑         (15) 
where δ is the step length and 
2 2 1/ 2
A R A R[( ) ( ) ]x x y yF F F Fα −= + + +∑ ∑   (16) 
The coordinates of the current position in the path 
planning process are updated according to Eq.(15). 
In order to reach the given destination, the step 
length δ must meet Theorem 1 as follows. 
Theorem 1 (Reachable Condition of Path Plan-
ning)  In the path planning method based on VF, 
given FRx=βxFAx, FRy=βyFAy and β = min(βx,βy), if the 
step length δ satisfies the inequality 
(1 )Hδ β≤ +              (17) 
then, the condition d ≤ Δd, Δd ≥ δ must be satisfied 
after path planning iteration in finite steps, where H 
and Δd are the thresholds. When d ≤ Δd, the path can 
reach the destination. 
Proof  Given the destination G(xg,yg), the planned 
point after the Nth step PN (xN, yN) as the current point 
and xg−xN ≥ 0, yg−yN ≥ 0, the distance between the des-
tination and the current point satisfies 
2 2 2
g g( ) ( )N N Nd x x y y= − + −        (18) 
and 
2 2
A A A A/ / NF G R G d= =         (19) 
g g
A A A A,
N N
x y
N N
x x y y
F F F F
d d
− −= =    (20) 
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When the path goes along the direction of the VF 
with the step length δ, the position PN+1 (xN+1,yN+1) after 
the (N+1)th step satisfies 
+1 A R
+1 A R
( )
( )
N N x x
N N y y
x x F F
y y F F
δα
δα
= + +
= + +        (21) 
The distance between PN+1 (xN+1,yN+1) and the desti-
nation is 
2 2 2
1 g +1 g +1( ) ( )N N Nd x x y y+ = − + −     (22) 
Substitute the values of FAx, FAy in Eq.(20) and x, y 
in Eq.(21) into Eq.(18) and Eq.(22), we get 
2 2 2
1 A
2 2
g g
2 (1 )
[( ) ( ) ]/
N N
N N N
d d F
x x y y d
δ δα β+ − ≤ − + ⋅
− + −     (23) 
Substituting the value of dN in Eq.(18) into Eq.(23), 
we get 
2 2 2
1 A2 (1 )N N Nd d F dδ δα β+ − ≤ − +    (24) 
Therefore, when inequality 
A2 (1 )NF dδ α β< +           (25) 
is satisfied, 2 21 0N Nd d+ − < . With the increase of plan-
ning steps, the path converges to the destination. Sub-
stituting Eq.(19) into Eq.(25), we get 
A2 (1 ) / NG dδ α β< +           (26) 
Set H = 2αGA/dmax, where dmax is the maximum of 
dN, obviously H > 0. Therefore, when δ ≤ H (1+β ), the 
reachable condition is satisfied. 
When β >−1, Eq.(26) is solvable, which means that 
the total repulsive force is always smaller than the at-
tractive force in all directions on every point in the 
path planning process. 
If the selected step length violates the above limita-
tion, the planning result will be irrational or even can-
not reach the destination. On the other hand, it is ob-
vious that the computational cost will increase re-
markably if the step length is too short. 
3.2. Adaptive proportion coefficient based on Baye- 
sian belief network and fuzzy logic reasoning 
According to the VF theory[4], the proportion coeffi-
cient k decides the risk-taking relations between the 
planned path and the given threats. The larger k in 
Eq.(14) results in a farther path away from threats; the 
smaller k results in a nearer path. 
In the previous research, k is usually assigned ac-
cording to trail-and-error experience. However, be-
cause of the battlefield environment, tactic require-
ments and the status information of UAVs are chang-
ing in real time; only the online awareness and rea-
soning can reflect the battlefield situation dynamically 
and precisely. 
In order to obtain k adaptively, reasoning factors are 
chosen as 
Factor 1  Performance capability level (PCL). 
Factor 2  Time requirement (TmR). 
PCL is defined to reflect holistic perception, com-
prehension and prediction of UAV’s running state and 
performance capacity. PCL can be assessed using the 
Bayesian belief network. 
(1) Bayesian belief network 
Consider the Bayesian belief network model[15], 
where the node Z has q child nodes Y1, Y2, …, Yq and 
one parent node U. We introduce the following deno-
tations: 
Bel—Posterior probability distribution of Z. 
λ—Diagnosis probability, reflecting the evident ef-
fect from the child nodes. 
π—Casual probability, reflecting the casual effect 
from parent nodes and brother nodes. 
MZ|U =P(Z|U)—The conditional probability of a 
child node Z under a given parent node U. 
The Bayesian belief network will be updated by the 
following three steps when the new knowledge comes. 
Step 1  Update the local belief of the node itself: 
|
Bel( ) ( ) ( )
( ) ( )
( ) ( )
iY
i
Z Z U
z z z
z z
u u M
σλ π
λ λ
π π
= ⎫⎪⎪= ⎬⎪= ⎪⎭
∏
         
(27)
 
Step 2  Update from the bottom up: 
|( ) ( )Z Z Uu z Mλ λ=            (28) 
Step 3  Update from the top down: 
( ) ( ) ( )
i jY Y
j i
z z zπ σπ λ
≠
= ∏          (29) 
where πZ(u) is the casual predictive probability from 
node U to Z and λYi(z) the evident diagnosis support 
from the child node Yi of Z. The unitary operator σ can 
ensure that Bel( ) 1
z
z =∑ . 
Using the Bayesian belief network above, PCL can 
be computed from the input information such as the 
vehicle states, weapon states, fuel information, and 
failure information. The Bayesian belief network 
model is illustrated in Fig.1. 
(2) Fuzzy logic reasoning 
Proportion coefficient k can be computed using 
fuzzy logic reasoning. The general format of the rea-
soning rules is shown in Table 1. 
Mamdani method is used in fuzzy logic reasoning, 
and the centroid approach is used to defuzzify:  
1 1
( ) ( )
n n
i K i K i
i i
k k k kμ μ
= =
⎡ ⎤ ⎡ ⎤= ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∑ ∑        (30) 
where K represents a fuzzy set, μK(·) is the member-
ship function of ki in K. 
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Fig.1  Bayesian belief network model for PCL.
Table 1  Fuzzy reasoning rules for solving proportion 
coefficient k 
Rule number Description 
1 If TmR is low and PCL is weak, k is large 
2 If TmR is low and PCL is strong, k is middle 
3 If TmR is middle and PCL is middle, k is middle 
4 If TmR is high and PCL is weak, k is middle 
5 If TmR is high and PCL is strong, k is small 
3.3. Avoiding local minima using combination of  
threats 
The fundamental reason of the local minima prob-
lem in VF method is a concave distribution of virtual 
potential field. The VF can be obtained by the gradient 
of the virtual potential W: 
( ) ( )= −∇F x W x             (31) 
It is obvious that, the VF at the point x is pointed to 
the center of the local minima region. Once the path 
enters the concave region, the path planning process 
has to be terminated. 
The local minima problem can be described as fol-
lows: given the existing sets A and B, every element x1 
in A satisfies f (x1)∈B and every element x2 in B satis-
fies f (x2)∈A. The union of A and B forms the local 
minima area where f (·) represents the path planning 
process. The description of local minima is presented 
in Fig.2. 
 
Fig.2  Description of local minima. 
 
To determine whether the path planning process is 
trapped in a local minima area, the following two cri-
teria are used. 
Criterion 1  |FN|=0 and the path has not reached 
the destination.  
Criterion 2  FN = −FN+1 and the path has not 
reached the destination. 
To overcome the local minima problem, the combi-
nation of threats is proposed. When the threats that 
cause the concave distribution are combined to form 
one threat, the virtual potential field can be turned into 
a protruding distribution according to Eq.(31). The 
path planning process can escape from local minima 
successfully because the region has higher potential 
than its surrounding configurations. Therefore, the 
principle of threats combination is to eliminate the 
concave distribution. 
The definition of distance dThreat between any two 
threats is given as 
Gap Threat Threat
Threat
Threat Threat Threat Threat
d d r Rd
d d
−
− −
− −= =    (32) 
where dThreat−Threat is the distance between the centers of 
two threats, dGap the shortest distance between  two 
threats, r and R are the affecting radii of the two 
threats respectively. dThreat is normalized within [0, 1]. 
The definition of threats distance is shown in Fig.3. 
 
Fig.3  Definition of threats distance. 
Redefine the fuzzy set of K, combine the middle K 
and small K to form a new small K while keep the 
large K invariable. Given the two proportion coeffi-
cients k1 and k2, the critical distance dCriti between any 
two threats is computed according to Table 2. 
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Table 2  Fuzzy reasoning rules for critical distance 
Rule number Description 
1 If k1 is big and k2 is big, then dCriti is big 
2 If k1 is big and k2 is small, then dCriti is middle 
3 If k1 is small and k2 is big, then dCriti is middle 
4 If k1 is small and k2 is small, then dCriti is small 
Compare the relationship between dThreat and dCriti, 
then the combination value VCmb will be 
Threat Criti
Cmb
Threat Criti
1
0
d d
V
d d
≤⎧= ⎨ >⎩
        (33) 
Combine those whose VCmb equals 1 to form one 
group, and the process of grouping can be searched by 
the following adjacency matrix method. 
First of all, we need to build the adjacent matrix 
MAdj, which is a square matrix and its dimension 
equals the number of threats. Elements in MAdj are 
expressed by
,Adj Cmb[ ][ ] ,i ji j V=M where i, j represent 
the serial numbers of threats. Obviously, MAdj is a 
symmetric matrix. 
Search the adjacent matrix MAdj and obtain the dis-
tribution of threats. The mth threat group can be ex-
pressed by the adjacency vector VAdj[m]. The nth ele-
ment in VAdj[m] can be represented by 
1
Adj Adj Adj
0
[ ][ ] ( [ ][ ] [ ][ ])
p
i
m n m i i n
−
=
= ×∪V M M   (34) 
where∪ (·) represents the logic operator “or”, p the 
number of threats. Repeat the computation in Eq.(34) 
until VAdj[m] is invariable. Those whose VAdj[m][n] 
equals 1 are gathered into the mth group. The number 
of threat groups is the number of threats after combi-
nation. 
Local minima in the path planning can be avoided 
by threats combination. 
3.4. Flow of FVF path planning 
The flowchart of the FVF path planning process is 
shown in Fig.4 where the three grey boxes represent 
three most significant components of the FVF method. 
First of all, the initial conditions are input. Second, 
the step length of path planning is set according to 
Theorem 1 and the proportion coefficient k is set adap-
tively using the Bayesian belief network and fuzzy 
logic reasoning theories. The path planning process is 
executed, during which the combination of threats is 
called if local minima occurs. The path planning proc-
ess continues until the destination is reached. 
4. Simulation Results 
In order to verify the effectiveness of the proposed 
UAV path planning approach based on FVF, simula-
tions are conducted in a Visual C++ 6.0 programming 
environment on a PC with the following configura-
tions: 32 b Intel Pentium IV processor with 3.00 GHz, 
2 GB random access memory (RAM), and Windows 
XP operating system. 
Simulations are carried out for the optimal solving 
method and the three components of FVF based path 
planning: the fixed step method, the adaptive parame-
ter setting based on the Bayesian belief network and 
fuzzy logic reasoning theories, and the combination of 
threats. 
Comparisons between the FVF method and the A* 
search algorithm are also presented below. 
 
Fig.4  Flow chart of FVF path planning. 
4.1. Comparisons between optimal solving method 
and fixed step method 
Both the optimal solving method and the fixed step 
method have advantages and disadvantages. The fol-
lowing indicators are used to evaluate the perform-
ances of the two methods: 
Indicator 1  Processing time (ProT). 
Indicator 2  Path cost (PathC), which is computed 
according to Eq.(2). 
Indicator 3  Path length (PathL). 
Preset the starting point (5, 5) km, the destination 
(50, 50) km, the position, threat level and the impacted 
area of all seven threats. 
The step length of the fixed step method is 100 m, 
namely, the planning gird is 100 m×100 m. 
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The planned paths by the two methods with respect 
to two scenarios are shown in Figs.5-6 and the corre-
sponding performance indicators are listed in Table 3. 
 
Fig.5  Path planned based on optimal solving and fixed step 
method in Scenario 1. 
 
 
Fig.6  Path planned based on optimal solving method and 
fixed step method in Scenario 2. 
Table 3  Performance indicators of optimal solving 
method and fixed step method 
Scenario 1 
Method 
ProT/s PathC PathL/m 
Optimal solving method 8.068 1 4.427 936 362 69 606 
Fixed step method 0.048 7 4.433 336 362 69 663 
Scenario 2 
Method 
ProT/s PathC PathL/m 
Optimal solving method 9.502 1 4.600 241 296 72 314 
Fixed step method 0.055 3 4.607 004 543 72 392 
In Table 3, the processing time is computed by the 
counter values in PC. 
From the simulation results above, it can be con-
cluded that the path cost and path length of the optimal 
solving method is lower and shorter compared with the 
fixed step method, while the fixed step method has 
extreme short processing time. Therefore, the fixed 
step method adapts to the engineering application bet-
ter and is suitable for UAV path planning. 
4.2. Adaptive proportion coefficient 
When PCL is weak (0.8) and TmR is low (0.3), the 
proportion coefficient k equals 1.5 according to the 
reasoning rules in Table 1. The planned path is illus-
trated in Fig.7(a). When PCL is strong (0.1) and TmR 
is high (0.8), we can obtain that k equals 0.6 and the 
planned path is shown in Fig.7(b). 
From Fig.7, it can be concluded that when PCL is 
weak and TmR is low, the planned path is far from 
threats, or in other words, a safer path away from 
threats is chosen. When PCL is strong and TmR is 
high, in order to reach the destination as fast as possi-
ble, the threat cost is sacrificed in a reasonable range. 
Therefore the planned path goes through Threat 4 and 
Threat 5. Simulation results demonstrate that when the 
battlefield situation is varying, k changes adaptively. 
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Fig.7  Path planned with different values of k. 
4.3. Combination of threats 
The combination of threats introduced in Section 3.3 
is used to avoid local minima. 
The simulation environment and the performance 
indicators defined are the same as those in Section 4.1. 
The initial conditions include starting point (5, 5) km, 
the destination (55, 60) km, the position, the threat 
level and the impacted area of all ten threats. 
As shown in Fig.8(a), the planned path is trapped in 
a local minima area caused by concave distribution of 
virtual potential field constructed by Threats 4-9. The 
threats combination algorithm is used and we can ob-
tain that the Threats 2-3 are grouped into one, so do 
the Threats 4-9. Re-plan the path based on combined 
threats and the result is shown in Fig.8(b). 
In summary, simulation results show that: 
(1) The combination of threats can solve the local 
minima problem effectively. 
(2) The planned path not only avoids the concave 
distribution of threats but also shortens the path length 
and reduces the path cost. 
The relationship between k and local minima is veri-
fied as follows. 
As shown in Fig.9(a), when PCL is invariable and  
TmR is low, k is large and local minima exists; there-
fore, the path detours to reach the destination. 
For the same problem, Fig.9(b) shows that when 
PCL is invariable and TmR is high, k is small and local 
minima does not exist; therefore, the path traverses 
through threats to reach the destination. 
Simulation results in Fig.9 show that: 
(1) When k is large and the critical distance is long, 
it is dangerous to traverse through the threats. In order 
to assure the safety, threats are combined and the cor-
responding path length is large. 
 
 
Fig.8  Threats combination to avoid local minima. 
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Fig.9  Relationship between k and local minima. 
(2) When k is small and the critical distance is short, 
the path can traverse through the threats to reach the 
given destination as fast as possible when necessary. 
The local minima solution presented in this article 
gives the right way to traverse and detour for UAVs, so 
that the planned path is reasonable, flexible and can 
meet the requirements of different missions. 
4.4. Comparisons between FVF method and A* search 
algorithm 
In order to verify its usefulness in practice, the FVF 
method is compared with the A* search algorithm, 
which is widely used for UAV path planning. 
The computational complexity of the A* search al-
gorithm can be computed by 
A* gN
ωΨ η=               (35) 
where Ng represents the number of grids, ω the dimen-
sion of path planning, η a coefficient which depends 
on the complexity of the environment. Meanwhile, the 
computational complexity of the FVF method is 
FVF gNΨ η ω′=              (36) 
where η′ also represents a coefficient which depends 
on the complexity of the environment. It is obvious 
that the difference in computational complexities be-
tween these two methods grows larger when the path 
planning scale is bigger. 
The simulation environment and the performance 
indicators defined are the same as those in Section 4.1. 
The initial conditions include starting point (5, 5) km, 
the destination (60, 60) km, the position, the threat 
level and the impacted area of all ten threats. 
The step length of the FVF method is set to 100 m, 
and the grid of the A* search algorithm is set to the 
same size. The paths planned by the two methods with 
respect to two scenarios are presented in Figs.10-11, 
respectively. The corresponding performance indica-
tors are listed in Table 4. 
From the simulation results in this section, it can be 
concluded that the plan results by both methods are 
reasonable. The path cost and path length of the A* 
search algorithm is slightly lower and shorter, while 
the FVF method has much shorter processing time. In 
Scenario 1, the processing time of the FVF method is 
less than 1/5 of the processing time of the A* search 
algorithm. In Scenario 2, because of the local minima 
 
Fig.10  Path planned based on FVF method and A* search 
algorithm in Scenario 1. 
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Fig.11  Path planned based on FVF method and A* search 
algorithm in Scenario 2. 
caused by the Threats 4-9, the processing time of FVF 
method is a little bit longer but still remarkably shorter 
than the A* search algorithm—it is about 1/3 of the A* 
search algorithm. Based on the simulation results, we 
can conclude that the FVF method meets the real-time 
requirements better. 
Table 4  Performance indicators of FVF method and A* 
search algorithm 
Scenario 1 Method 
ProT/s PathC PathL/m 
FVF method 0.020 9 6.690 557 933 86 217 
A* search algorithm 0.110 9 6.689 239 861 86 048 
Scenario 2 Method 
ProT/s PathC PathL/m 
FVF method 0.080 6 7.054 149 996 89 891 
A* search algorithm 0.257 4 7.052 648 893 89 707 
5. Conclusions 
This article studies the UAV path planning approach 
based on FVF. The mathematical model of the path 
planning process is constructed using the hybrid system 
theory, and the corresponding optimal solution under the 
given indicators in path planning is presented. 
To meet the real-time requirements of the online 
UAV path planning, a fixed step method is developed 
and the reachable condition is derived. The adaptive 
proportion coefficient based on the Bayesian belief 
network and fuzzy logic reasoning can adapt to the 
change of the battlefield situation. The combination of 
threats and the adjacent matrix are proposed to avoid 
local minima. 
As illustrated in several examples, the FVF method is 
feasible and fast for UAV path planning. The compari-
sons between the FVF method and the A* search algo-
rithm indicate that the FVF method is superior for the 
online UAV path planning in complicated environment. 
The path planning approach in this article can be 
easily applied to three-dimensional space, and the 
computational complexity does not increase signifi-
cantly. However, as three-dimensional path planning 
needs to consider the minimum of flying height, the 
maximum of climb angle and dive angle, etc., our fu-
ture work will focus on this specific issue. 
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