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Abstract
In this work we first introduce quasi-infinitely divisible (QID) random measures and formulate spec-
tral representations. Then, we introduce QID stochastic integrals and present integrability conditions and
continuity properties. Further, we introduce QID stochastic processes, i.e. stochastic processes with QID
finite dimensional distributions. For example, a process X is QID if there exist two ID processes Y and
Z such that X +Y
d
= Z with Y independent of X . The class of QID processes is strictly larger than the
class of ID processes. We provide spectral representations and Le´vy-Khintchine formulations for poten-
tially all QID processes. Finally, we prove that QID random measures are dense in the space of random
measures under convergence in distribution. Throughout this work we present many examples.
Key words: quasi-infinitely divisible distributions, random measure, stochastic integral, Le´vy-Khintchine
formulation, infinitely divisible.
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1 Introduction
Infinitely divisible (ID) distributions represents one of the main class of probability distributions. Their de-
velopment goes back to the work of Le´vy and De Finetti. Concerning ID processes, one of the most pivotal
work in the field is given by the Rajput and Rosinski paper in 1989 [23]. This work provides extremely
useful results on the spectral representation of discrete and centred continuous ID process.
Recently, a series of works shed new light on a broader class of distributions called quasi-ID (QID) distri-
butions, where the Le´vy measure is now a signed measure (thus taking negative values). The recent work
of Lindner, Pan and Sato [15] represents one of the most important papers of this series. It shows for exam-
ple that the set of QID distributions is dense in the set of all probability distributions with respect to weak
convergence. Moreover, they proved that a distribution concentrated on the integers is QID if and only if
its characteristic function does not have zeroes. This last result is extended in [1] to distributions which can
be written as the sum of a distribution concentrated on the integers and a distribution which is absolutely
continuous w.r.t. the Lebesgue measure. An interesting result shown in [1] states that a distribution which
has a Le´vy measure with complex values cannot exist.
QID distributions have been shown to have links to the field of prime numbers as well. Indeed, in [18] it is
shown that
ξ (σ−it)
ξ (σ)
, where ξ is the complete Riemann zeta function and t,σ ∈R, has a characteristic function
which is QID, but not ID, for σ > 1. In addition, in [19] it is shown that any zeta distribution defined by
Dirichlet series ∑∞n=1 a(n)n
−s with a(1) > 0, a(n) ≥ 0 when n ≥ 2 and a(n) = O(nε) for any ε > 0 is quasi
infinitely divisible if ℜ(s)> 1 is sufficiently large. Further, QID distributions turn out to be of importance in
mathematical physics too, as seen in [2] and [5].
Therefore, it appears natural to see to what extent the results in [23] extend to the QID case. This is
part of the content of the present work. Indeed, this work extends the results of the celebrated 1989 paper
by Rajput and Rosinski to the QID framework. However, we also investigate general questions like: What
is the Le´vy-Khintchine representation of QID processes? What is the Le´vy-Khintchine representation when
the QID process belongs to l2 (the Hilbert space of square summable sequences)? What is the connection
between QID processes and Le´vy processes? Are QID random measures dense in the space of random mea-
sures?
This work is structured as follows. Section 2 introduces the notation and preliminaries, including the intro-
duction of QID random measures. Section 3 shows the connections between QID and ID random measures.
In Section 4 we present general results on QID random measures and show explicit cases in which they arise.
In Section 5 QID stochastic integrals are defined. We extend the measure theoretical results at the heart of the
Rajput and Rosinski’s 1989 paper ([23]) to the signed measure framework, and provide a Le´vy-Khintchine
representation and integrability conditions for QID stochastic integrals. In Section 6 we show a continuity
property of the QID stochastic integral. In Section 7 quasi-Le´vy measures on l2 and QID processes are
defined. We prove that X is QID if there exist two ID processes Y and Z such that X+Y
d
= Z with Y indepen-
dent of X . In this case we say that X is generated by Y and Z, and the class of such QID processes is called
generated QID processes. We provide a Le´vy-Khintchine representation for generated QID processes on l2
and for generated QID processes of any arbitrary index set, and present a spectral representation for discrete
parameters generated QID processes a` la Rajput and Rosinski. In the last subsection of Section 7, we show
further results on general QID processes and provide some examples. Finally, in Section 8, we discuss the
atomless condition of random measures in the QID framework and then show that QID random measures are
dense in the space of random measures under convergence in distribution.
2 Notation and Preliminaries
In this section we introduce the notation and the preliminaries needed in this work.
By a measure on a measurable space (X ,G ) we always mean a positive measure on (X ,G ), namely an
[0,∞]-valued σ -additive set function on G that assigns the value 0 to the empty set. Given a non-empty
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set X , the symbol B(X) stands for the Borel σ -algebra of X , unless stated differently. The law and the
characteristic function of a random variable X will be denoted by L (X) and by Lˆ (X), respectively. We
will use term measure for a positive measure and the term signed measure for a signed measure. Finally, due
to their frequent use we abbreviate the following words: random variable by r.v., random measure by r.m.,
characteristic function by c.f. and characteristic triplet by c.t..
Given the importance of signed measures in this work we recall now the definition and some properties.
Definition 2.1 (signed measure). Given a measurable space (X ,Σ), that is, a set X with a σ -algebra Σ on
it, an extended signed measure is a function µ : Σ → R∪{∞,−∞} s.t. µ( /0) = 0 and µ is sigma additive,
that is, it satisfies the equality µ (
⋃∞
n=1An) = ∑
∞
n=1 µ(An) where the series on the right must converge in
R∪{∞,−∞} absolutely (namely the value of the series is independent of the order of its elements), for any
sequence A1,A2, ... of disjoint sets in Σ.
As a consequence any extended signed measure can take plus or minus infinity as value but not both. Recall
also that the total variation of a signed measure µ is defined as the measure |µ | : Σ→ [0,∞] defined by
|µ |(A) := sup
∞
∑
j=1
|µ(A j)| (1)
where the supremum is taken over all the partitions {A j} of A ∈ Σ. The total variation |µ | is finite if and only
if µ is finite. By the Hahn decomposition theorem, for any signed measure µ , there exist disjoint Borel sets
C+ andC− withC+∪C−= X andC+∩C− = /0 s.t. µ(A∩C+)≥ 0 and µ(A∩C−)≤ 0 for every A∈ Σ. In the
following, we present the definition of mutually singular measures and the Jordan decomposition theorem.
Definition 2.2. Two measures µ and ν on (X ,Σ) are said to be mutually singular if there are disjoint sets
A,B ∈ Σ with X = A∪B and µ(A) = 0 while ν(B) = 0. In this case, we write µ ⊥ ν .
Theorem 2.3 (Jordan Decomposition Theorem). Let µ be a signed measure on (X ,Σ). Then there exist two
mutually singular positive measures µ+ and µ− such that µ = µ+− µ−. Furthermore, if λ and ν are any
two positive measures with µ = λ − ν , then for each E ∈ Σ we have λ (E) ≥ µ+(E) and ν(E) ≥ µ−(E).
Finally, if λ ⊥ ν , then λ = µ+ and ν = µ−.
Recall that while the Jordan decomposition is unique the Hahn decomposition is only essential unique,
indeed µ-null sets can be transferred from C+ to C− and vice versa.
Definition 2.4 (Signed bimeasure). Let (X ,Σ) and (Y,Γ) be two measurable spaces, Σ×Γ the Cartesian
product of Σ and Γ (to be distinguished from Σ⊗Γ, which stands for the product σ -algebra of Σ and Γ). A
signed bimeasure is a function M : Σ×Γ→ [−∞,∞] such that:
(i) the function A→M(A,B) is a signed measure on Σ for every B ∈ Γ,
(i) the function B→M(A,B) is a signed measure on Γ for every A ∈ Σ.
For a signed bimeasure M, we denote by M+ and M− the Jordan decomposition of M(A,B) for fixed A ∈ Σ,
and M+ and M− the Jordan decomposition of M(A,B) for fixed B ∈ Γ.
Now, we introduce the concept of a quasi-Le´vy type measure. Although it is called measure it is not
always a measure. This explains the need of the following definitions, which we recall from [15]:
Definition 2.5. Let Br(R) := {B ∈B(R)|B∩ (r,r) = /0} for r > 0 and B0(R) :=
⋃
r>0Br(R) be the class
of all Borel sets that are bounded away from zero. Let ν : B0(R)→ R be a function such that ν|Br(R) is a
finite signed measure for each r > 0 and denote the total variation, positive and negative part of ν|Br(R) by
|ν|Br(R)|, ν
+
|Br(R)
and ν−|Br(R) respectively. Then the total variation |ν |, the positive part ν
+ and the negative
part ν− of ν are defined to be the unique measures on (R,B(R)) satisfying
|ν |({0}) = ν+({0}) = ν−({0}) = 0
and |ν |(A) = |ν|Br(R)|, ν
+(A) = ν+|Br(R)(A), ν
−(A) = ν−|Br(R)(A),
for A ∈Br(R), for some r > 0.
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As mentioned in [15], ν is not a a signed measure because it is defined on B0(R), which is not a σ -
algebra. In the case it is possible to extend the definition of ν to B(R) such that ν will be a signed measure
then we will identify ν with its extension to B(R) and speak of ν as a signed measure. Moreover, the
uniqueness of |ν |, ν+ and ν− is ensured by the Carathe´odory’s extension theorem.
Remark 2.6. For the sake of clarity, notice that B0(R) = {B ∈ B(R) : 0 /∈ B} 6= {B ∈ B(R) : 0 /∈ B}.
Indeed, consider the set A = {1
n
: n ∈ N} then A is a Borel set since it is a countable intersection of closed
Borel sets. Notice that A ∈ {B ∈ B(R) : 0 /∈ B}. Moreover, observe that for every ε > 0 we can find an
element of A that do not belong to Bε . Hence, A /∈B0(R).
Throughout this work we define the centering function τ (on a general Hilbert space) as
τ(x) :=
{
x if ‖x‖ ≤ 1,
x
‖x‖ if ‖x‖ > 1.
where ‖ · ‖ is the norm of the Hilbert space considered. Notice that this centering function satisfies equation
(1) in [15]. The following definition has been introduced for the first time in [15].
Definition 2.7 (quasi-Le´vy type measure, quasi-Le´vy measure, QID distribution). A quasi-Le´vy type mea-
sure is a function ν : B0(R)→ R satisfying the condition in Definition 2.5 and such that its total variation
|ν | satisfies
∫
R
(1∧ x2)|ν |(dx) < ∞.
Let µ be a probability distribution on R. We say that µ is quasi-infinitely divisible if its characteristic
function has a representation
µˆ(θ) = exp
(
iθγ−
θ2
2
a+
∫
R
eiθx−1− iθτ(x)ν(dx)
)
where a,γ ∈ R and ν is a quasi-Le´vy type measure. The characteristic triplet (a,ν ,γ) of µ is unique (see
[[26], Exercise 12.2]), and a is called the Gaussian variance of µ .
A quasi-Le´vy type measure ν is called quasi-Le´vy measure, if additionally there exist a quasi-infinitely
divisible distribution µ and some a,γ ∈ R such that (a,ν ,γ) is the characteristic triplet of µ . We call ν the
quasi-Le´vy measure of µ .
The above definition extend to the Rd case (for d > 1) as shown in Remark 2.4 in [15].
A quasi-Le´vy measure is always a quasi-Le´vy type measure, while the converse is not true as pointed out
in Example 2.9 of [15]. Moreover, we say that a function f is integrable with respect to quasi-Le´vy type
measure ν if it is integrable with respect to |ν |. Then, we define:∫
B
f dν :=
∫
B
f dν+−
∫
B
f dν−, B ∈B(R).
Given the above discussions, it appears clear why it is sometimes useful to work with the characteristic pair
(ζ ,γ) instead of (a,ν ,γ) where ζ is a signed measure defined as:
ζ (B) = aδ0(B)+
∫
B
(1∧ x2)ν(dx), B ∈B(R)
Then, the representation of c.f. of µ becomes:
µˆ(θ) = exp
(
iθγ +
∫
R
gτ (x,θ)ζ (dx)
)
where gτ : R×R→ C defined by
gτ(x,θ) =
{
(eiθx−1− iθτ(x))/(1∧ x2), x 6= 0,
−θ
2
2
, x= 0.
The function gτ(·,θ) is bounded for each fixed θ ∈R and is continuous at zero (see [15] for further details).
Let us now mention one of the few known explicit results on QID distributions.
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Theorem 2.8 (Theorem 4.3.4 in [3]). Let d ∈ N. The c.t. (γ ,0,ν), where ν is a finite quasi-Le´vy type
measure, is the c.t. of a QID distribution on Rd if and only if exp(ν) := ∑∞n=1
ν∗n
n!
is a measure. In that case,
µ ∼ (γ ,0,ν) is given by
µ =
δγ ∗ exp(ν)
exp(ν(Rd))
.
We introduce next the framework needed to work with ID (and QID) processes.
Throughout the paper, we denote by S an arbitrary non-empty set and by S a δ -ring with the additional
condition that there exists an increasing sequence of sets S1,S2, · · · ∈S s.t.
⋃
n∈N Sn = S. In this framework
S does not need to belong to S (thus S is not necessarily an algebra) and arbitrary subsets of S do not need
to satisfy the condition
⋃
n∈NAn ∈S (thus S is not necessarily a σ -ring).
Definition 2.9 (Signed measure on a ring). A real-valued, non-negative set function µ(A) defined on the
elements of a ring R will be called a signed measure, if µ( /0) = 0 and if for every sequence A1,A2, ... of
disjoint sets of R for which A=
⋃∞
k=1Ak ∈R we have
µ(A) =
∞
∑
k=1
µ(Ak) (2)
and the relation (2) holds absolutely (namely independent of the order of its elements).
Similarly, it is possible to extend the definition of bimeasures on rings.
Moreover, we remark that it is possible to see that in our framework we can find a positive and a negative
part (as we have done for quasi-Le´vy measures) at least for any signed measures µ on S s.t. µ(Sn)< ∞ for
every n ∈N. Indeed, consider such measure µ . Notice that (Sn,{Sn∩B : B ∈S }) is a σ -algebra. Then µ on
(Sn,{Sn∩B : B∈S }) is a signed measure as in Definition 2.1 and so we can extract the two unique mutually
singular finite measures µ+|Sn and µ
−
|Sn
on (Sn,{Sn∩B : B ∈S }). Since for any B ∈ (Sk,{Sk∩B : B ∈S }) we
have that µ+|Sn(B) = µ
+
|Sk
(B) for any n ≥ k and since for every n ∈ N we have that µ+|Sn(Sn) is finite, then we
can uniquely extent µ+|Sn to a σ -finite measure which we denote by µ
+ on (S,σ(S )) (and the same holds for
µ−|Sn ). Then for every B ∈S we have that µ(B) = µ
+(B)−µ−(B).
Definition 2.10 (QID Le´vy random measure). Let Λ = {Λ(A) : A ∈S } be a real stochastic process defined
on some probability space (Ω,F ,P). We call Λ to be an independently scattered r.m., if, for every sequence
{An} of disjoint sets in S , the r.v. Λ(An), n = 1,2, ..., are independent, and, if
⋃∞
n=1An ∈S , then we have
Λ(
⋃∞
n=1An) = ∑
∞
n=1Λ(An) a.s. (where the series is assumed to converge almost surely). In addition, if Λ(A)
is a QID (ID) r.v., for every A ∈S , then we call Λ a QID (ID) r.m..
In this work Λ = {Λ(A) : A ∈S } will denote a QID r.m.. Since, for every A ∈S , Λ(A) is a QID r.v., its
c.f. can be written in the Le´vy-Khintchine form:
Lˆ (Λ(A))(θ) := E(eiθ Λ(A)) = exp
(
iθν0(A)−
θ2
2
ν1(A)+
∫
R
eiθx−1− iθτ(x)FA(dx)
)
(3)
where −∞ < ν0(A)< ∞, 0≤ ν1(A)< ∞ and FA is a quasi-Le´vy measure on R, for A ∈S .
For the sake of completeness we report here Proposition 2.1 of [23].
Proposition 2.11 (Proposition 2.1 in [23]). (a) Let Λ be an ID r.m. with the c.f. given by
E(eiθ Λ(A)) = exp
(
iθν0(A)−
θ2
2
ν1(A)+
∫
R
eiθx−1− iθτ(x)FA(dx)
)
(4)
Then ν0 : S 7→ R is a signed-measure, ν1 : S 7→ [0,∞) is a measure, FA is a Le´vy measure on R, for every
A ∈S , and S ∋ A 7→ FA(B) ∈ [0,∞) is a measure, for every B ∈B(R) s.t. 0 /∈ B.
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(b) Let ν0, ν1 and F· satisfy the conditions given in (a). Then there exists a unique (in the sense of finite-
dimensional distributions) ID r.m. Λ such that (4) holds.
(c) Let ν0, ν1 and F· as in (a) and define
λ (A) = |ν0|(A)+ν1(A)+
∫
R
(1∧ x2)FA(dx), A ∈S .
Then λ : S 7→ [0,∞) is a measure such that λ (An)→ 0 implies Λ(An)
p
→ 0 for every {An} ⊂S ; further if
Λ(A′n)
p
→ 0 for every {A′n} ⊂S s.t. A
′
n ⊂ An ∈S , then λ (An)→ 0.
Moreover, we recall the following result from the work of Pre´kopa (Theorem 2.1 in [21]). In doing this
we also correct a typo in that statement.
Theorem 2.12 (Theorem 2.1 in [21]). In order that a finitely additive random measure ξ (A) defined on
the elements of the ring R should be countably additive it is necessary and sufficient that, for every non-
increasing sequence of sets B1,B2, ... with Bk ∈R (k = 1,2, ...) and Bn ց /0, ξ (Bn)
p
→ 0 as n→ ∞.
We conclude this section with the following remark on the conditions under which a quasi-Le´vy type
measure is a signed measure. From the discussion done in this section we have not mentioned when a quasi-
Le´vy measure is a signed measure, namely when we can extend ν from B0(R) to the σ -algebra B(R). The
idea behind this is that ν is the difference of two Le´vy measures µ1 and µ2 and when these measures are
both infinite then we cannot find a signed measure such that ν = µ1− µ2. This is because we get the form
∞−∞, which is not defined. However, a sufficient condition is that one of the two Le´vy measures is finite
because then ν = µ1−µ2 defines a signed measure. Further, we do not make any general assumption about
it but we remark that in almost all the interesting cases considered in the existing literature, mainly in [15],
quasi-Le´vy measures are signed measures.
3 The connection between ID and QID random measures
In this section, we investigate the connection between ID and QID random measures. We start with the
following simple lemma, which follows from the preliminaries introduced in the previous section. Indeed, it
is a formalisation of some of the concepts of Definition 2.5.
Lemma 3.1. A set function ν : B0(R)→ R is a quasi-Le´vy type measure if and only if there exist two Le´vy
measures ν(1) and ν(2) s.t. ν|Br(R)(A) = ν
(1)
|Br(R)
(A)−ν
(2)
|Br(R)
(A) for every A ∈Br(R) with r > 0. Moreover,
ν is unique.
Proof. ⇒: Let ν be a quasi-Le´vy type measure. Recall that we denote the positive and the negative part of
ν by ν+ and ν−, respectively. Since ν+({0}) = ν−({0}) = 0 and
∫
R
(1∧ x2)|ν |(dx) < ∞ which implies that∫
R
(1∧ x2)ν+(dx)< ∞ and
∫
R
(1∧ x2)ν−(dx)< ∞, then ν+ and ν− are two Le´vy measure on R.
⇐: Let ν(1) and ν(2) s.t. ν|Br(R) = ν
(1)
|Br(R)
− ν
(2)
|Br(R)
for every A ∈ Br(R) with r > 0. Since ν
(1)
|Br(R)
and
ν
(2)
|Br(R)
are two finite measures then ν|Br(R) is a finite signed measure. Thus, we denote by ν
+
|Br(R)
and
ν−|Br(R) its (unique) Jordan decomposition. Notice that ν
+
|Br(R)
(A) = ν+|Bs(R)(A) for every A ∈ Br(R) with
0< s≤ r. Moreover, let ν+({0}) = ν+({0}) = 0. Then, by Carathe´odory’s extension theorem we obtain the
existence of two unique σ -finite measures ν+ and ν− on (R,B(R)). It is possible to see that they satisfy the
conditions of Definition 2.5. Moreover, the uniqueness of ν comes from the uniqueness of ν+ and ν−.
The above result obviously extends to the Rd case. Note that saying that a property holds “for every A ∈
Br(R) with r > 0” is equivalent to saying that it holds “for every B ∈B(R) s.t. 0 /∈ B”.
In the following result represents a partial QID analogue of Proposition 2.11.
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Lemma 3.2. Let ν0 : S 7→ R be a signed measure, ν1 : S 7→ R be a measure, GA be a Le´vy measure on
R for every A ∈S and S ∋ A 7→ GA(B) ∈ [0,∞) be a measure for every B ∈ B(R) s.t. 0 /∈ B. Let M be
defined as G. Let FA(B) :=GA(B)−MA(B) for every B∈B(R) s.t. 0 /∈B and A∈S . Then, there is a unique
quasi-Le´vy type measure FA for every A ∈S . Moreover, S ∋ A 7→ FA(B)∈ (−∞,∞) is a signed measure for
every B ∈B(R) s.t. 0 /∈ B.
Further, if (ν0(A),ν1(A),FA) is the characteristic triplet of a QID random variable ∀A ∈ S . Then there
exists a unique (in the sense of finite-dimensional distributions) QID random measure Λ such that (3) holds,
and FA is a quasi-Le´vy measure for every A ∈S .
Proof. SinceGA andMA are Le´vy measures and since FA(B) =GA(B)−MA(B) for every B∈B(R) s.t. 0 /∈B
and A ∈S , then there is a unique quasi-Le´vy type measure FA for every A ∈S . Moreover, since FA(B) =
GA(B)−MA(B), it follows immediately that A 7→ FA(B) is a signed measure for every B ∈B(R) s.t. 0 /∈ B.
If (ν0(A),ν1(A),FA) is the characteristic triplet of a QID random variable then B 7→ FA(B) is by definition a
quasi-Le´vy measure. Moreover, the existence of a finitely additive independently scattered random measure
Λ = {λ (A) : A ∈ S } follows by a standard application of Kolmogorov extension theorem. To prove that
Λ is countable additive let An ց /0 with {An} ⊂S . Then, by definition of (signed) measures, ν0(An)→ 0,
ν1(An)→ 0, GAn(B)→ 0 and MAn(B)→ 0 for every B ∈B(R) s.t. 0 /∈ B. Notice that GA(B) ≥ F
+
A (B) and
MA(B)≥ F
−
A (B) for all A ∈S and B ∈B(R) s.t. 0 /∈ B. Then, we obtain that∫
R
(1∧ x2)|FAn |(dx) ≤
∫
R
(1∧ x2)GAn(dx)+
∫
R
(1∧ x2)MAn(dx)→ 0 as n→ ∞
Now, by the Le´vy continuity theorem we obtain that Λ(An)
d
→ 0, which implies that Λ(An)
p
→ 0 and, thus,
by Theorem 2.12 the countable additivity of Λ. The uniqueness follows by the one to one relation between
(ν0(A),ν1(A),FA) and Λ(A), for every A ∈S .
Now, we present the first link between ID and QID random measures.
Proposition 3.3. For every A ∈S , let Λ(A) be a random variable and let two ID random measures Λ1 and
Λ2 with Λ(A)+Λ2(A)
d
= Λ1(A) s.t. Λ2(A) is independent of Λ(A). Then, there exists a unique QID random
measure Λ = {Λ(A) : A ∈S }. In this case, we say that the r.m. Λ is generated by two ID random measures.
Remark 3.4. The above result can be restated using instead of the condition that Λ(A) is a random variable
and there exist two ID random measures Λ(A)+Λ2(A)
d
= Λ1(A), such that Λ2(A) is independent of Λ(A),
∀A ∈S , the equivalent alternative conditions:
(i) ∀A ∈S and θ ∈ R, L (Λ(A)) is a distribution and
Lˆ (Λ(A))(θ) =
Lˆ (Λ1(A))(θ)
Lˆ (Λ2(A))(θ)
, (5)
(ii) ∀A ∈S L (Λ(A)) is a distribution and the c.t. of Λ(A) can be rewritten as the difference of the c.t. of
Λ1(A) and Λ2(A).
Proof. Let ν
( j)
0 , ν
( j)
1 and F
( j)
· the measures corresponding to Λ j, for j = 1,2 (see Proposition 2.11). Let
ν0(A) := ν
(1)
0 (A)− ν
(2)
0 (A), ν1(A) := ν
(1)
1 (A)− ν
(2)
1 (A) for all A ∈ S . Moreover, let FA be the unique
quasi-Le´vy measure defined by the difference between the Le´vy measures F
(1)
A and F
(2)
A , namely FA(B) :=
F
(1)
A (B)−F
(2)
A (B) for all B ∈B(R) s.t. 0 /∈ B and |FA|({0}) = 0, for all A ∈S . Then ν0, ν1 and F· satisfies
the conditions of Lemma 3.2.
Further, the condition that Λ(A) is a random variable together with Λ(A) + Λ2(A)
d
= Λ1(A) implies that
L (Λ(A)) is QID with c.t. (ν0(A),ν1(A),FA), hence, by Lemma 2.7 in [15] we have ν1(A)≥ 0, ∀A ∈S .
Then, by Lemma 3.2 we obtain the stated result (including the statement that Λ is uniquely determined).
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In the following we present two results, where the second represent a partial “only if” result of Proposi-
tion 3.3.
Lemma 3.5. Let Λ be a QID random measure and let K·(B) : A 7→ KA(B) be a measure s.t. KA(B)≥ FA(B),
for every A ∈S and B ∈B(R) s.t. 0 /∈ B. Assume that KA(·) : B 7→ KA(B) is Le´vy measure for every A ∈S .
Then ν0 : S 7→ R is a signed measure, ν1 : S 7→ [0,∞) is a measure, FA is a quasi-Le´vy measure on R, for
every A ∈S , and S ∋ A 7→ FA(B) ∈ (−∞,∞) is a signed measure, for every B ∈B(R) s.t. 0 /∈ B.
Proof. First, since Λ is a QID r.m. it follows that FA is a quasi-Le´vy measure on R, for every A ∈S .
Now, let {Ak}
n
k=1 be pairwise disjoint sets in S . By the uniqueness of the Le´vy-Khintchine representation of
a quasi-ID distribution, it follows, using Lˆ (Λ(
⋃n
k=1Ak)) = ∏
n
k=1 Lˆ (Λ(Ak)), that all three set functions ν0,
ν1 and F·(B) (for every fixed B ∈B(R) s.t. 0 /∈ B) are finitely additive. Let now {An} ⊂S , An ց /0. Then
since Λ(An)
p
→ 0 we have that ν0(An)→ 0, ν1(An)→ 0 and
∫
R
(1∧ x2)FAn(dx)→ 0. Concerning FAn(B),
observe that KA1(B) ≥ KA2(B) ≥ ... and that KA j(B) ≥ F
+
A j
(B), where j ∈ N, for every B ∈B(R) s.t. 0 /∈ B
by assumption. Then,
lim
n→∞
∫
R
(1∧ x2)F+An(dx) ≤ limn→∞
∫
R
(1∧ x2)KAn(dx) = lim
n→∞
∫
|x|<ε
(1∧ x2)KAn(dx)+ lim
n→∞
∫
|x|≥ε
(1∧ x2)KAn(dx)
≤
∫
|x|<ε
(1∧ x2)KA1(dx)+ lim
n→∞
KAn({|x| ≥ ε}).
The second addend goes directly to zero for every ε > 0 because K·(B) is a measure, while for the first we
obtain the convergence to zero by letting ε → 0. Moreover, since∫
R
(1∧ x2)FAn(dx)→ 0 as n→ ∞, then
∫
R
(1∧ x2)F−An(dx)→ 0 as n→ ∞.
Applying the arguments of the proof of Proposition 2.1 point (i) in [23], namely by the Chebychev’s inequal-
ity
F+An({|x| ≥ ε})≤ ε
−2
∫
R
(1∧ x2)F+An(dx),
we obtain that F+An(B)→ 0 for every B ∈B(R) s.t. 0 /∈ B; and the same holds for F
−
An
(B). Therefore, we have
|FAn(B)| → 0, and thus FAn(B) is a signed measure, for every B ∈B(R) s.t. 0 /∈ B.
Corollary 3.6. Let Λ be a QID random measure with F+· (B) : A 7→ F
+
A (B) a measure for every B ∈B(R)
s.t. 0 /∈ B. Then ν0 : S 7→ R is a signed measure, ν1 : S 7→ [0,∞) is a measure, FA is a quasi-Le´vy measure
on R, for every A ∈S , and S ∋ A 7→ FA(B) ∈ (−∞,∞) is a signed measure, for every B ∈B(R) s.t. 0 /∈ B.
Moreover, we have that S ∋ A 7→ F−A (B) ∈ [0,∞) is a measure, for every B ∈B(R) s.t. 0 /∈ B.
Remark 3.7. Notice that we could use the assumption F−· (R) : A 7→ F
−
A (R) is a measure, instead. Then, the
arguments would be the same.
Proof. It follows from the same arguments of Lemma 3.5.
Proposition 3.8. Let Λ be QID random measure and let KA(B) as in Lemma 3.5. Then, there exist two ID
random measures Λ1 and Λ2 with Λ(A)+Λ2(A)
d
= Λ1(A) such that Λ2(A) is independent of Λ(A) and has
zero Gaussian part, ∀A ∈S .
Proof. Let F
(1)
A := KA, F
(2)
A (B) := KA(B)−FA(B) for every B ∈ B(R) s.t. 0 /∈ B and F
(2)
A ({0}) = 0. In
addition, let ν
(1)
0 := 2ν0, ν
(2)
0 := ν0, ν
(1)
1 := ν1, and ν
(2)
1 := 0. By Lemma 3.5, we obtain that F
( j)
A (·) :
B(R)→ [0,∞), F
( j)
· (B) : S → [0,∞) for any B ∈B(R) s.t. 0 /∈ B, ν
( j)
0 : S → [0,∞) and ν
( j)
0 : S → [0,∞)
are all measures, for j = 1,2. In addition, since FA is a quasi-Le´vy measure and KA is a Le´vy measure then
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F
(2)
A is Le´vy measure.
Then, by Proposition 2.1 point (ii) of [23] we know that there exist two unique ID random measures Λ1 and
Λ2 such that, for every A ∈ S , they have c.t. given by (ν
(1)
0 (A),ν
(1)
1 (A),F
(1)
A ) and (ν
(2)
0 (A),ν
(2)
1 (A),F
(2)
A ),
respectively. Finally, it is possible to see that the following relation hold: for every A ∈ S and θ ∈ R,
Lˆ (Λ(A))(θ) = Lˆ (Λ1(A))(θ )
Lˆ (Λ2(A))(θ )
.
Remark 3.9. The reason why Λ1 and Λ2 are not determined uniquely by Λ is because given ν0 we cannot
exclude the possibility of finding two measures ν˜
(1)
0 and ν˜
(2)
0 such that ν0(A) = ν˜
(1)
0 (A)− ν˜
(2)
0 (A), where
ν˜
(1)
0 (A) 6= 2ν0(A) and ν˜
(2)
0 (A) 6= ν0(A). This leads to two measures Λ˜1 and Λ˜2 such that they satisfies the
same conditions as Λ1 and Λ2. Moreover, the same reasoning applied to ν0 may also applies to FA.
In the following example we observe that the condition on F+A (B) being a measure is not always satisfied
even if we restrict to random measure Λ with L (Λ(A)) concentrated on Z, ∀A ∈S .
Example 3.10. Consider FA = ∑l∈Z,l 6=0 b
A
l δl where b
A
l are real numbers, then |FA| = ∑l∈Z,l 6=0 |b
A
l |δl . Such
a quasi-Le´vy measure arises when we consider a distribution supported on the integers whose c.f. has no
zeroes (see Theorem 8.1 in [15]). While F+A and F
−
A are Le´vy measure for every fixed A ∈S they are not
always measures for fixed B ∈B(R). Indeed, consider A = A1∩A2 with A1∩A2 = /0. Since FA is a signed
measure then b
A1∪A2
k = b
A1
k +b
A2
k . However, it might happen that b
A1
k and b
A2
k have different sign. This implies
that F+A1∪A2({k}) 6= F
+
A1
({k})+F+A2({k}) and F
−
A1∪A2
({k}) 6= F−A1({k})+F
−
A2
({k}).
On the other hand, this example shows that if we consider FA = ∑l∈Z,l 6=0 b
A
l δl such that b
A
l , with l ∈ Z, do
not change sign for all A ∈S , then this represents an example where the theory presented so far applies.
4 QID random measure
In the previous section we have seen that under certain conditions two ID random measure generates a QID
random measure and vice versa. In this section we are going to explore other cases and show necessary and
sufficient conditions for the existence and uniqueness of QID random measure.
4.1 The distribution concentrated on the integers
In this section we are going to investigate the case where supp(L (Λ(A)))⊂ Z. In other words, we consider
L (Λ(A)) = ∑m∈Z amδm, for am ∈ R. We start by showing the equivalent of Proposition 2.1 of [23].
Proposition 4.1. (i) Let Λ be a QID random measure with supp(L (Λ(A)))⊂ Z, ∀A ∈ S . Then for each
A ∈S , ν1(A) = 0, the drift of Lˆ (Λ(A)) ∈ Z and FA is a quasi-Le´vy measure concentrated on Z \{0} and
finite. Moreover, ν0 : S 7→ R is a signed measure, ν1 : S 7→ R is the zero measure, FA is a quasi-Le´vy
measure on R, for every A ∈S , and S ∋ A 7→ FA(B) ∈ (−∞,∞) is a signed measure, for every B ∈B(R).
(ii) Let ν0, ν1 and F· be as in (i) and such that (3) is the c.f. of a distribution and has no zeros, for each A∈S .
Then there exists a unique (in the sense of finite-dimensional distributions) quasi-ID random measure Λ
s.t. (3) holds.
Proof. (i) The first assertion is the content of Theorem 8.1 of [15]. For the finite additivity of ν0, ν1 and
F·(B) we follow the first part of the proof of Proposition 2.1 of [23]. Indeed, let {Ak}
n
k=1 be pairwise disjoint
sets in S . By the uniqueness of Le´vy-Khintchine representation of the c.f. of a QID distribution and by
Lˆ (Λ(
⋃n
k=1A)) = ∏
n
k=1 Lˆ (Λ(Ak)), we obtain the finite additivity property. Now, let {An} ⊂ S , An ց /0.
Since Λ(An)→ 0 then Lˆ (Λ(An))→ δˆ0 and by Theorem 8.5 of [15] we obtain that ν0(An)→ 0, ν1(An)→ 0
and ∑l∈Z |FAn({l})| → 0. Now, observe that since FAn = ∑l∈Z,l 6=0 bn,lδl for some bn,l ∈ R, then |FAn| =
∑l∈Z,l 6=0 |bn,l |δl , and since FAn({l}) = bn,l , we obtain that |FAn |(R)→ 0, because we have that FAn({k})→ 0
∀k ∈ Z. Therefore, we deduce that FAn(B)→ 0 for every B ∈B(R).
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(ii) From Theorem 8.5 of [15] we obtain that (ν0(A),ν1(A),FA) is the characteristic triplet of a QID ran-
dom variable ∀A ∈S . Further, the existence of a finitely additive independently scattered random measure
Λ= {λ (A) : A∈S } follows by the Kolmogorov extension theorem. To prove that Λ is countable additive let
Anց /0 with {An} ⊂S . Then, by definition of (signed) measures, ν0(An)→ 0, ν1(An)→ 0 and FAn(B)→ 0
for every B ∈B(R) s.t. 0 /∈ B. From the last limit and since FAn is concentrated on the integers, we obtain
that |FAn|(R)→ 0. Therefore, we have that Λ(An)
p
→ 0, hence Λ is countably additive.
Open Question 4.2. Following Corollary 8.2 in [15], it might be possible to extend the above result to the
case of distributions concentrated on a lattice of the form r+hZ where r ∈R and h> 0. Is it really possible?
4.2 The distribution with an atom of mass greater than 1/2
In this section we are going to explore the case where a random measure is such that L (Λ(A))({kA})> 1/2
for some kA ∈ R. We have the following result for kA = 0.
Proposition 4.3. (i) Let Λ be an independent scattered random measure with pA := L (Λ(A))({0}) > 1/2,
∀A ∈S . Then Λ is a QID random measure and ν1(A) = 0, the drift of Lˆ (Λ(A)) equal zero, and FA is a
finite quasi-Le´vy measure given by
FA =
(
∞
∑
m=1
1
m
(−1)m+1
(
1− pA
pA
)m
(δ0 ∗σA)
∗m
)
R\{0}
, (6)
where σA = (1− pA)
−1(L (Λ(A))− pAδ0), for every A ∈S ,
Moreover, ν0 : S 7→ R and ν1 : S 7→ R are the zero measure, FA is a quasi-Le´vy measure on R, for every
A ∈S , and S ∋ A 7→ FA(B) ∈ (−∞,∞) is a signed measure, for every B ∈B(R).
(ii) Let ν0 and ν1 be the zero measures, let µA be a distribution with c.t. (0,0,FA) where FA is a quasi-Le´vy
measure on R, for every A ∈S , and S ∋ A 7→ FA(B) ∈ (−∞,∞) is a signed measure, for every B ∈B(R).
In particular, let
FA =
(
∞
∑
m=1
1
m
(−1)m+1
(
1− pA
pA
)m
(δ0 ∗σA)
∗m
)
R\{0}
,
where pA = µA({0}) > 1/2 and σA = (1− pA)
−1(µA− pAδ0), ∀A ∈S . Then there exists a unique (in the
sense of finite-dimensional distributions) quasi-ID random measure Λ s.t. L (Λ(A)) = µA, for every A ∈S .
Proof. (i) The first statement is the content of Theorem 4.3.7 in [3] (see also Theorem 3.1 of [15]). Now,
the finite additivity follows from the same arguments used before (see the proof of Proposition 4.1). For
countable additivity, let {An} ⊂ S , An ց /0. Since Λ(An)
p
→ 0, then L (Λ(An))→ δ0, which implies that
pAn → 1. Then, from (6) and using the fact that FAn is finite we get FAn(B)→ 0 for every B ∈B(R).
(ii) The existence and the finite additivity of Λ are straightforward. Concerning the countable additivity,
notice that if FAn(B)→ 0 for every B ∈B(R), then pAn → 1, which implies that L (Λ(An))
d
→ δ0.
4.3 The strictly negative Le´vy measure
Under certain conditions, it is possible to have QID distributions with strictly negative quasi-Le´vy measure.
An example of such conditions are presented in Lemma 2.8 in [15]. Thus, we have the following corollary.
Corollary 4.4. All the results presented in Section II of [23] apply mutatis mutandis to the case of QID
random measures with quasi-Le´vy measure which take only non-positive values.
Proof. Consider FA(·) to be our non-positive quasi-Le´vy measure, where A ∈ S . Then all the results in
Section II of [23] hold for the total variation |FA|(·). But since FA =−|FA| we obtain the stated result.
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5 QID Stochastic integrals
In this and in the following subsections of this section we investigate different results concerning QID
stochastic integrals, including the necessary and sufficient conditions for their existence. The presentation of
these subsections are similar. However, each section has its own framework and its own particular result.
This section represents the QID extension of Chapter II in [23], which is at the heart of the theory of ID r.m.
and processes.
5.1 The generating two ID random measure case
In this section we focus on the cases seen in Section 3. In particular, the setting is the one of Lemma 3.2 (or
equivalently of Proposition 3.3), which is more general than the one of Lemma 3.5. Indeed, all the results
presented in this section apply to the setting of Lemma 3.5 and they are obtained by simply substituting G
by K (or F+) and M by K−F (or F−).
The first result regards the construction of the control measure of Λ.
Proposition 5.1. Let ν0, ν1 and F· be as in Lemma 3.2. Define
λ (A) = |ν0|(A)+ν1(A)+
∫
R
(1∧ x2)GA(dx)+
∫
R
(1∧ x2)MA(dx), A ∈S . (7)
Then λ : S 7→ [0,∞) is a measure such that λ (An)→ 0 implies Λ(An)
p
→ 0 for every {An} ⊂S .
Proof. First, notice that all the element on the right hand side of (7) are measures. Hence, λ is a measure.
Further, let An ց /0 with {An} ⊂S . Since GA1(B) ≥ GAn(B) for every n ≥ 1 and B ∈B(R) s.t. 0 /∈ B, we
have that
lim
n→∞
∫
R
(1∧ x2)GAn(dx) = lim
n→∞
∫
|x|<ε
(1∧ x2)GAn(dx)+ lim
n→∞
∫
|x|≥ε
(1∧ x2)GAn(dx)
≤
∫
|x|<ε
(1∧ x2)GA1(dx)+ lim
n→∞
GAn({|x| ≥ ε})
The second addend goes directly to zero for every ε > 0 and for the first we obtain the convergence to zero
by letting ε → 0. The same holds forM. Hence, λ is countably additive. Moreover, using Theorem 4.3 point
(a) in [15] or the Le´vy continuity theorem it is straightforward to see that if λ (An)→ 0 then Λ(An)
p
→ 0.
Definition 5.2. Since λ (Sn)< ∞, n= 1,2, ... we extend λ to a σ -finite measure on (S,σ(S )); we call λ the
control measure of Λ.
It is possible to use different control measure then the one mentioned, for example λ˜ = λG+λM, where
λG and λM are the control measure of ΛG and ΛM . This λ˜ has the additional property that if ΛG(A
′
n)→ 0 and
ΛM(A
′
n)
p
→ 0 for every {A′n} ⊂S s.t. A
′
n ⊂ An ∈S , then (by Proposition 2.11) λ (An)→ 0 .
The reason why we prefer λ is because it is potentially the smallest (up to a constant) measure such that
λ ≫ logLˆ (Λ)(θ) for every θ ∈ R. The reason why λ is only “potentially” the smallest has to do with
an old and classical problem, the Maharam’s Problem posed in 1947 by Maharam [16], which has been
solved in 2008 by Talagrand [27]. In few words and applied to our case, the solution of this problem states
that an exhaustive submeasure (think of A 7→ F+A (B)) is not always absolutely continuous w.r.t. a measure.
Indeed, by considering that there exists two generating ID r.m., we impose that GA ≥ F
+
A andMA ≥ F
−
A , and
thus solving the issue. We will see in the next two sections how to obtain a control measure without this
assumption (but with other assumptions).
Since in this section we are concerned with QID random measures then it is of secondary importance
which specific couple of ID r.m. generate Λ. Indeed, given two ID r.m. ΛG and ΛM with c.f. (ν
G
0 ,ν
G
1 ,G·)
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and (νM0 ,ν
M
1 ,M·) that generate the QID r.m. Λ, we can always find two different ID r.m. with (for example)
c.t. (0,ν1,G·) and (−ν0,0,M·) which also generate Λ.
Throughout this section we let ΛG ∼ (0,ν1,G·) and ΛM ∼ (−ν0,0,M·). We denote by λG and λM the con-
trol measure of ΛG and ΛM, namely λG(A) = ν1(A) +
∫
R
(1∧ x2)GA(dx) and λM(A) = ‖ν0‖(A)+
∫
R
(1∧
x2)MA(dx).
The following result is a corollary of Lemma 2.3 in [23].
Corollary 5.3. Let F· be as in Lemma 3.5. Then there exist two unique σ -finite signed measures G and M
on σ(S )⊗B(R) such that
G(A×B) = GA(B) and M(A×B) =MA(B), for all A ∈S , B ∈B(R).
Moreover, there exist two functions ρG,ρM : S×B(R) 7→ [−∞,∞] such that
(i) ρG(s, ·),ρM(s, ·) are Le´vy measures on B(R), for every s ∈ S,
(ii) ρG(·,B),ρM(·,B) are Borel measurable function, for every B ∈B(R),
(iii)
∫
S×Rh(s,x)G(ds,dx) =
∫
S
∫
R
h(s,x)ρG(s,dx)λ (ds), for every σ(S )⊗B(R)-measurable function h :
S×R 7→ [0,∞], and the same holds for M. This equality can be extended to real and complex-valued functions
h.
Proof. The above statement is almost identical to Lemma 2.3 in [23]. The only differences are two: a
different function, call it ρ˜G, instead of ρG, and λG instead of λ . In the proof of Lemma 2.3 in [23] ρ˜G :=
dλ0
dλG
(s)(1∧ x2)−1q(s,dx) where q(s,B) is such that s 7→ q(s,B) is Borel measurable and B 7→ q(s,B) is a
probability measure. Moreover, it is shown that G(A,B) =
∫
A q(s,B)λ0ds. Now, let
ρG(s,dx) =
dλ0
dλ
(s)(1∧ x2)−1q(s,dx).
It is possible to see that s 7→ ρG(s,B) is still measurable and since λ0(A)≥ λ (A) then B 7→ ρG(s,B) is still a
Levymeasure too. Finally, by the properties of the Radon-Nikodym derivative we get
∫
S×Rh(s,x)G(ds,dx) =∫
S
∫
R
h(s,x)ρ˜G(s,dx)λG(ds) =
∫
S
∫
R
h(s,x)ρG(s,dx)λ (ds).
Proposition 5.4. Let F· be as in Lemma 3.5. Then there exists a unique function ρ : S×B0(R) 7→ [−∞,∞]
s.t.
ρ(s,B) = ρG(s,B)−ρM(s,B), s ∈ S, B ∈B(R) s.t. 0 /∈ B
The function ρ(s, ·) is a quasi-Le´vy type measure onB(R) for every s∈ S. Moreover, its positive and negative
part are two unique functions ρ+,ρ− : S×B(R) 7→ [0,∞] such that
(i) ρ+(s, ·),ρ−(s, ·) are Le´vy measures on B(R), for every s ∈ S,
(ii) ρ+(·,B),ρ−(·,B) are Borel measurable function, for every B ∈B(R),
Moreover, there exist two unique σ -finite measures F˜+ and F˜− on σ(S )⊗B(R) such that∫
S×R
h(s,x)F˜+(ds,dx) =
∫
S
∫
R
h(s,x)ρ+(s,dx)λ (ds), (8)
for every σ(S )⊗B(R)-measurable function h : S×R 7→ [0,∞], and the same holds for F−. This equality
can be extended to real and complex-valued functions h. Finally, for every A ∈S and for every real B(R)-
measurable function g s.t.
∫
A
∫
R
g(x)|ρ |(s,dx)λ (ds) < ∞, we have that
∫
R
g(x)FA(dx) =
∫
A
∫
R
g(x)ρ(s,dx)λ (ds)
and for every B ∈B(R) s.t. 0 /∈ B,
F˜+(A,B)≥ F+A (B) and F˜
−(A,B)≥ F−A (B).
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Remark 5.5. The reason why there is no a signed measure F˜ on σ(S )⊗B(R) s.t. F˜(C) = F˜+(C)− F˜−(C)
is that both F˜+ and F˜− might have infinite values.
Proof. Since, for every s ∈ S, ρG(s,B) and ρM(s,B) are two Le´vy measures, we obtain the first statement by
the definition of quasi-Le´vy type measure.
This implies that, for each s ∈ S, ρ(s,B) has a positive and negative part defined as measures on (R,B(R)).
Then, it is easy to obtain (i). Concerning (ii), we have the following. Let f :R→R be s.t.
∫
R
f (x)|ρ |(s,dx)<
∞ for every s ∈ S and let f+(x) := f (x)∨ 0 and f−(x) := − f (x)∨ 0. Observe that the following are all
measures
B 7→
∫
B
f+(x)ρ+(s,dx), B 7→
∫
B
f+(x)ρ−(s,dx),
B 7→
∫
B
f+(x)ρG(s,dx), and B 7→
∫
B
f+(x)ρM(s,dx).
Moreover, we have that∫
B
f+(x)ρ+(s,dx)−
∫
B
f+(x)ρ−(s,dx) =
∫
B
f+(x)ρ(s,dx) =
∫
B
f+(x)ρG(s,dx)−
∫
B
f+(x)ρM(s,dx).
Since B 7→
∫
B f
+(x)ρ+(s,dx)−
∫
B f
+(x)ρ−(s,dx) is a finite signed measure, it has a Hahn decomposition.
Denote it by E+ and E−. Further, since ρ+(s,B) and ρ−(s,B) are mutually singular we have that∫
E+
f+(x)ρ+(s,dx)−
∫
E+
f+(x)ρ−(s,dx) =
∫
E+
f+(x)ρ+(s,dx)
and similarly for E−. Therefore, we have that for every B ∈B(R) we deduce that∫
B
f+(x)ρ+(s,dx) =
∫
B∩E+
f+(x)ρ+(s,dx) =
∫
B∩E+
f+(x)ρG(s,dx)−
∫
B∩E+
f+(x)ρM(s,dx).
Observe that the last two terms are Borel measurable functions because ρG(s,B) and ρM(s,B) are Borel
measurable functions thanks to Corollary 5.3. Since the difference of two measurable function is measurable
we conclude that
∫
B f
+(x)ρ+(s,dx) is measurable and this holds for every B ∈B(R). The same holds for∫
B f
+(x)ρ−(s,dx) and for
∫
B f
−(x)ρ+(s,dx) and
∫
B f
−(x)ρ−(s,dx). Therefore, since∫
B
f (x)ρ+(s,dx) =
∫
B
f+(x)ρ+(s,dx)−
∫
B
f−(x)ρ+(s,dx)
(and similarly for ρ−) for every B ∈B(R), we obtain that
∫
B f (x)ρ
+(s,dx) and so f (x)ρ+(s,dx) are Borel
a measurable functions.
Let us now take f (x) = 1∧ x2, it is possible to see that it is a valid choice since
∫
R
(1∧ x2)|ρ |(s,dx) < ∞.
Then s 7→ (1∧ x2)ρ+(s,dx) is a measurable function and so (as done in the proof of Lemma 2.3 in [23]) we
have that
ρ+(s,dx) =
(
1∧ x2
)−1
(1∧ x2)ρ+(s,dx)
is a Borel measurable function. The same applies to ρ−(s,dx) and, therefore, we obtain (ii).
Now, notice that the set function
F˜+(C) :=
∫
S
∫
R
1C(s,x)ρ
+(s,dx)λ (ds), C ∈ σ(S )⊗B(R)
is a well defined measure on σ(S )⊗B(R). Then, using standard measure theoretical arguments we get (8).
The last statement follows by simple computations. Indeed, let g(x) be s.t.
∫
A
∫
R
g(x)|ρ |(s,dx)λ (ds) < ∞
(notice that this includes also g(x) = 1B(x) for every B ∈ B(R) s.t. 0 /∈ B). Then, for every A ∈ S , s 7→
1A(s)g(x)ρ(s,dx) is a Borel measurable function and∫
A
∫
R
g(x)ρ(s,dx)λ (ds) =
∫
S
∫
R
1A(s)g(x)ρ
+(s,dx)λ (ds)−
∫
S
∫
R
1A(s)g(x)ρ
−(s,dx)λ (ds)
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=
∫
S
∫
R
1A(s)g(x)ρG(s,dx)λ (ds)−
∫
S
∫
R
1A(s)g(x)ρM(s,dx)λ (ds)
=
∫
R
g(x)GA(dx)−
∫
R
g(x)MA(dx) =
∫
R
g(x)FA(dx).
Further, let g(x)≥ 0 (e.g. 1B(x)) and let E
+
A and E
−
A be the Hahn decomposition of R under FA(·), then∫
R
g(x)F+A (dx) =
∫
E+A
g(x)FA(dx) =
∫
S
∫
E+A
1A(s)g(x)ρ(s,dx)λ (ds)
≤
∫
S
∫
E+A
1A(s)g(x)ρ
+(s,dx)λ (ds) ≤
∫
S
∫
A
g(x)ρ+(s,dx)λ (ds) =
∫
R
g(x)F˜+(A,dx).
We present now one of the key results of this section, because it represents the first step for the construc-
tion of the c.f. of
∫
S fΛ. Moreover the following results is frequently used in the field of (applied) probability
especially when we the control measure is the Lebesgue measure.
Proposition 5.6. The characteristic function of Λ(A) can be written as:
E(eiθ Λ(A)) = exp
(∫
A
K(θ ,s)λ (ds)
)
, θ ∈ R,A ∈S ,
where
K(θ ,s) = iθa(s)−
θ2
2
σ 2(s)+
∫
R
eiθx−1− iθτ(x)ρ(s,dx),
a(s) = dν0
dλ (s), σ
2(s) = dν1
dλ (s) and ρ has been introduced in Proposition 5.4, and exp(K(θ ,s)) is the charac-
teristic function of a QID random variable if it exists. Moreover, we have
|a(s)|+σ 2(s)+
∫
R
(1∧ x2)ρG(s,dx)+
∫
R
(1∧ x2)ρM(s,dx) = 1, λ -a.e..
Proof. The first statement follows from the Le´vy-Khintchine formulation, Corollary 5.3 and Proposition 5.4.
In particular, since
∫
A
∫
R
(1∧ x2)|ρ |(s,dx)λ (ds) < ∞ then∫
R
eiθx−1− iθτ(x)FA(dx) =
∫
A
∫
R
eiθx−1− iθτ(x)ρ(s,dx)λ (ds)
and so
E(eiθ Λ(A)) = exp
(
iθν0(A)−
θ2
2
ν1(A)+
∫
R
eiθx−1− iθτ(x)FA(dx)
)
= exp
(∫
A
iθa(s)−
θ2
2
σ 2(s)+
∫
R
(
eiθx−1− iθτ(x)
)
ρ(s,dx)λ (ds)
)
The second statement follows from the fact that for every A ∈S , we have
∫
A
(
|a(s)|+σ 2(s)+
∫
R
(1∧ x2)ρG(s,dx)+
∫
R
(1∧ x2)ρM(s,dx)
)
λ (ds)
= |ν0|(A)+ν1(A)+
∫
R
(1∧ x2)GA(dx)+
∫
R
(1∧ x2)MA(dx) = λ (A) =
∫
A
λ (ds).
The following definition of the stochastic integral is the same as the one presented in [23] but extended
to the framework of QID random measure.
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Definition 5.7. Let f (s) = ∑nj=1 x j1A j(s) be a real simple function on S, where A j ∈S are disjoint. Then,
for every A ∈ σ(S ), we define ∫
A
f dΛ =
n
∑
j=1
x jΛ(A∩A j).
Further, a measurable function f : (S,σ(S ))→ (R,B(R)) is said to be Λ-integrable if there exists a se-
quence { fn} of simple functions such that
(i) fn → f , λ -a.e.,
(ii) for every A ∈ σ(S ), the sequence {
∫
A fndΛ} converges in probability as n→ ∞.
If f is Λ-integrable, then we write ∫
A
f dΛ = P− lim
n→∞
∫
A
fndΛ
where { fn} satisfies (i) and (ii).
Notice that for a simple function f (s) = ∑nj=1 x j1A j(s) we have the following representation of the c.f.:
E
(
eiθ
∫
A f dΛ
)
=
n
∏
j=1
E
(
eiθx jΛ(A∩A j)
)
=
n
∏
j=1
exp
(∫
A∩A j
iθx ja(s)−
θ2x2j
2
σ 2(s)+
∫
R
(
eiθx jx−1− iθx jτ(x)
)
ρ(s,dx)λ (ds)
)
= exp
(∫
A
iθ f (s)a(s)−
θ2 f 2(s)
2
σ 2(s)+
∫
R
(
eiθ f (s)x−1− iθ f (s)τ(x)
)
ρ(s,dx)λ (ds)
)
.
In the following result, we prove that
∫
A f dΛ does not depend on the approximating sequence, hence it is
well defined. This does not follow from [28] or from [24] since they focus on ID random variables, however
we use some of their arguments. In particular, in [28] (which is the work cited in [23]) the random measures
considered is atomless (see Section 8 for the definition and for further details) while we (and [24]) do not
have such a restriction.
Lemma 5.8. Let Λ be a QID random measure and let f be Λ-integrable then
∫
A f dΛ is well defined, for
every A ∈ σ(S )
Proof. Let { fn} and {gn} be two real simple functions on S as in the Definition 5.7 and satisfying (i) and
(ii) with the same limit. Let hn = fn− gn (n = 1,2, ...). Then, the sequence {hn} → 0 λ -a.e. and
∫
A hndΛ
converges in probability for every A ∈ σ(S ). It remains to show that
∫
A hndΛ
p
→ 0 for every A ∈ σ(S ).
Let Nn(A) =
∫
A fndΛ then Nn is a measure on L0(Ω,F ,P;R), which is the set of all measurable random
elements defined on (Ω,F ,P) with values in R. In particular, Nn is absolutely continuous with respect to λ
and for every A ∈ σ(S ) we have that N(A) := lim
n→∞
Nn(A) exists. In particular the existence is guaranteed
by the convergence of
∫
A hndΛ. Applying the Hahn-Saks-Vitali theorem we obtain that N is a measure on
L0(Ω,F ,P;R) and N≪ λ .
Since {hn} converges λ -a.e., we can apply the Egorov (or more correctly Lusin) theorem and obtain that
for every set A in σ(S ) we have A =
⋃∞
k=0Ak where Ak’s are pairwise disjoint sets belonging to σ(S )
s.t. λ (A0) = 0 and hn → 0 uniformly on every set Ak’s for k > 0. Then, for every Ak we have
Lˆ (N(Ak)) = lim
n→∞
Lˆ (Nn(Ak)) = lim
n→∞
exp
(∫
Ak
K(θhn(s),s)λ (ds)
)
= lim
n→∞
exp
(∫
Ak
iθhn(s)a(s)−
θ2
2
h2n(s)σ
2(s)+
∫
R
(
eiθhn(s)x−1− iθhn(s)τ(x)
)
ρ(s,dx)λ (ds)
)
= 1,
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using the dominated convergence theorem and that sup
s∈Ak
hn(s)→ 0 as n→∞. Hence, N(Ak) = 0 in probability
for every k > 0. Then, since N(A) is a measure we have that N(A) = ∑∞k=0N(Ak) = 0, for every A ∈ σ(S ).
It is now possible to give a representation of the c.f. of
∫
S f dΛ.
Proposition 5.9. If f is Λ-integrable, then
∫
S |K(θ f (s),s)|λ (ds) < ∞, where K is given in Proposition 5.6,
and
Lˆ
(∫
S
f dΛ
)
(θ) = exp
(∫
S
K(θ f (s),s)λ (ds)
)
, θ ∈ R.
Proof. The statement follows from the same arguments used in the proof of Proposition 2.6 of [23]. Let us
sketch them. First, notice that the statement holds for simple function as in Definition 5.7. Let { fn} be a
sequence of simple functions. Let µθ ,n(A) :=
∫
AK(θ fn(s),s)λ (ds) where A ∈ σ(S ) and observe that it is a
complex measure for every θ ∈ R and n ∈ N. Since
lim
n→∞
µθ ,n(A) = lim
n→∞
logLˆ
(∫
A
fndΛ
)
(θ) = logLˆ
(∫
S
f dΛ
)
(θ) = µθ (A),
for every A∈ σ(S ) and θ ∈R, we conclude that by the Hahn-Saks-Vitali theorem µθ is a countably additive
complex measure. Further, since µθ << λ then µθ (A) =
∫
A hθ (s)λ (ds). By the continuity of K(·,s) for each
s ∈ S we deduce that K(θ fn(s),s)→ K(θ f (s),s) a.e.-λ , and using Egorov (Lusin) theorem we have that
S =
⋃∞
j=0A j, where λ (A0) = 0 and λ (A j) < ∞ and with K(θ fn(s),s)→ K(θ f (s),s) a.e.-λ uniformly in
s ∈ A j for j ∈ N. Thus, hθ (s) = K(θ f (s),s) a.e.-λ on A j with j ≥ 1 because for every A ∈ σ(S )∫
A∩A j
hθ (s)λ (ds) = µθ (A∩A j) = lim
n→∞
∫
A∩A j
K(θ fn(s),s)λ (ds) =
∫
A∩A j
K(θ f (s),s)λ (ds)
But since A0 is a λ -null set then hθ (s) = K(θ f (s),s) a.e.-λ on S.
We are now ready to present the main result of this subsection, which concerns the integrability condi-
tions for
∫
S f dΛ.
Theorem 5.10. Let f : S→ R be a S -measurable function. Then f is Λ-integrable if the following three
conditions hold:
(i)
∫
S |U( f (s),s)|λ (ds) < ∞,
(ii)
∫
S | f (s)|
2σ 2(s)λ (ds) < ∞,
(iii)
∫
SV0( f (s),s)λ (ds) < ∞,
where U(u,s) = ua(s)+
∫
R
τ(xu)−uτ(x)ρ(s,dx), V0(u,s) =
∫
R
(1∧ |xu|2)|ρ |(s,dx),
Further, the c.f. of
∫
S f dΛ can be written as
(iv) Lˆ (
∫
S f dΛ) (θ) = exp
(
iθa f −
1
2
θ2σ 2f +
∫
R
eiθx−1− iθτ(x)Ff (dx)
)
, where
a f =
∫
S
U( f (s),s)λ (ds), σ 2f =
∫
S
| f (s)|2σ 2(s)λ (ds), and
Ff is the unique quasi-Le´vy measure determined by the difference of the Le´vy measures F˜
+
f and F˜
−
f , which
are defined as: for every B ∈B(R)
F˜+f (B) = F˜
+({(s,x) ∈ S×R : f (s)x ∈ B\{0}}) and F˜−f (B) = F˜
−({(s,x) ∈ S×R : f (s)x ∈ B\{0}})
16
Proof. In this proof we follow some of the arguments used in the proof of Theorem 2.7 in [23]. Assume that
(i), (ii), (iii) hold. Consider the sets S1,S2, ... ∈S s.t.
⋃
n∈N Sn = S. Let An = {s : | f (s)| ≤ n}∩Sn. We have
that {An} ⊂S and An ր S. Consider a sequence ( fn) of simple S -measurable functions, s.t. fn(s) = 0 if
s ∈ An, | fn(s)− f (s)| ≤
1
n
if s ∈ An , and | fn(s)| ≤ | f (s)| for all s ∈ S. Then, fn → f everywhere on S as
n→ ∞. Further, notice that for every A ∈ σ(S ) and n,m ≥ 1, |( fn(s)− fm(s))1A(s)| ≤ 2| f (s)|. Then by
Lemma 5.11 (see the next result) we derive
|U (( fn(s)− fm(s))1A(s),s) | ≤ 2|U( f (s),s)|+27V0( f (s),s).
Thus, by the dominated convergence theorem, we obtain that for every A ∈ σ(S ),
lim
n,m→∞
∫
S
U(( fn(s)− fm(s)),1A(s),s)λ (ds) = 0, (9)
lim
n,m→∞
∫
S
( fn(s)− fm(s))
21A(s)σ
2(s)λ (ds) = 0, (10)
and lim
n,m→∞
∫
S
V0(( fn(s)− fm(s))1A(s),s)λ (ds) = 0. (11)
Then, from (i), (ii), (iii) and Proposition 5.6 it is possible to obtain (iv) for the simple measurable functions
( fn(s)− fm(s))1A. Indeed, let gn,m,A(s) := ( fn(s)− fm(s))1A, we have
Lˆ
(∫
S
gn,m,AdΛ
)
(θ)
= exp
(
iθagn,m,A −
1
2
θ2σ 2gn,m,A +
∫
S
∫
R
(
eiθgn,m,A(s)x−1− iθgn,m,A(s)τ(x)
)
ρ(s,dx)λ (ds)
)
= exp
(
iθagn,m,A −
1
2
θ2σ 2gn,m,A +
∫
S
∫
R
(
eiθgn,m,A(s)x−1− iθgn,m,A(s)τ(x)
)
ρ+(s,dx)λ (ds)
−
∫
S
∫
R
eiθgn,m,A(s)x−1− iθgn,m,A(s)τ(x)ρ
−(s,dx)λ (ds)
)
= exp
(
iθagn,m,A −
1
2
θ2σ 2gn,m,A +
∫
R
eiθx−1− iθτ(x)F˜+gn,m,A(dx)−
∫
R
eiθx−1− iθτ(x)F˜−gn,m,A(dx)
)
= exp
(
iθagn,m,A −
1
2
θ2σ 2gn,m,A +
∫
R
eiθx−1− iθτ(x)Fgn,m,A(dx)
)
Now, using (iv) for simple functions, (9), (10), and (11), we get lim
n,m→∞
Lˆ (
∫
S( fn(s)− fm(s))1AdΛ) (θ) = 1
for every θ ∈ R and A ∈ σ(S ). Therefore, the sequence {
∫
A fndΛ}
∞
n=1 converges in probability for every
A ∈ σ(S ), namely f is Λ-integrable and, then, the c.f. of
∫
S f dΛ can be written as in (iv).
Lemma 5.11. For every u ∈ R, s ∈ S and d > 0,
sup{|U(cu,s)| : |c| ≤ d} ≤ d|U(u,s)|+(1+d)3V0(u,s).
Proof. Let |c| ≤ d. Define R(c,u,s) :=
∫
R
τ(xcu)− cτ(ux)ρ(s,dx). We can rewriteU(cu,s) as follows
U(cu,s) = cua(s)+
∫
R
τ(xcu)− cuτ(x)ρ(s,dx)
= cua(s)+ c
∫
R
τ(xu)−uτ(x)ρ(s,dx)+
∫
R
τ(xcu)− cτ(ux)ρ(s,dx) = cU(u,s)+R(c,u,s).
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Observe that τ(xcu)− cτ(ux) = 0 if |ux| ≤ (1∧ |c|−1) and |τ(xcu)− cτ(ux)| ≤ 1+ d otherwise. Thus, we
obtain, using Chebychev’s inequality, that
|R(c,u,s)| ≤ (1+d)
∫
|ux|>(1∧|c|−1)
|ρ |(s,dx) ≤ (1+d)|ρ |(s,{x : (1∧ |ux|) ≥ (1∧ |c|−1)})
≤
1+d
(1∧ |c|−2)
∫
R
(1∧ |ux|2)|ρ |(s,dx) ≤ (1+d)3V0(u,s).
The reason why it is not possible to get an “only if” result is because we have∫
R
(1∧ x2)|Ff |(dx) ≤
∫
S
∫
R
(1∧ | f (s)x|2)|ρ |(s,dx)λ (ds),
where |Ff | is the total variation of the quasi-Le´vy measure Ff . Hence, we do not have an equality but
only an inequality, which implies that if
∫
R
(1∧ x2)|Ff |(dx) < ∞ then it is not necessarily true that
∫
S
∫
R
(1∧
| f (s)x|2)|ρ |(s,dx)λ (ds) < ∞ (i.e. point (iii) in Theorem 5.10). Indeed, notice that∫
R
(1∧ x2)|Ff |(dx) ≤
∫
R
(1∧ x2)F˜+f (dx)+
∫
R
(1∧ x2)F˜−f (dx) =
∫
S
∫
R
(1∧ | f (s)x|2)|ρ |(s,dx)λ (ds),
where the inequality comes from the following argument. Recall that F˜+f (B) = F˜
+({(s,x) ∈ S×R : f (s)x ∈
B\{0}}), for every B∈B(R) and letC+ ∈ σ(S )⊗B(R) s.t. F˜+(A)> 0 for every A⊂C+ and similarly we
defineC− for F˜−. We have that F˜+f (B)≥ F
+
f (B) because there might exist two sets A1,A2 ∈ σ(S )⊗B(R)
with A1 ∈C
+ and A2 ∈C
− s.t. f (s)x ∈ B ∈B(R) for every (s,x) ∈ A1 and (s,x) ∈ A2. So, for this specific B
we will have both F˜+f (B) and F˜
−
f (B) strictly positive, thus explaining the inequality. For example, think of
(s,x) ∈ A1 and (s
′,x′) ∈ A2, it might happen that f (s)x= f (s
′)x′, especially if the image of f is the whole R.
However, by adding a further assumption we have the following result.
Theorem 5.12. Let f : S→ R be a S -measurable function. Then, if f is integrable with respect to ΛG and
ΛM, the three conditions (i), (ii) and (iii) of Theorem 5.10 hold, namely f is Λ-integrable. Further, the c.f. of∫
S f dΛ can be written as in point (iv) of Theorem 5.10.
Proof. From the fact that |Lˆ (
∫
S f dΛG) |
2 and |Lˆ (
∫
S f dΛM) |
2 are the c.f. of ID-random variables it follows
that ∣∣∣∣Lˆ
(∫
S
f dΛG
)
(θ)
∣∣∣∣
2
= exp
(
−θ2σ 2G, f +2
∫
R
cos(θx)−1G f (dx)
)
.
where G f (B) = G({(s,x) ∈ S×R : f (s)x ∈ B\{0}}) and where σ
2
G, f =
∫
S | f (s)|σ
2
G(s)λG(ds). By the prop-
erties of the Radon-Nikodym derivative we have that
σ 2G, f =
∫
S
| f (s)|σ 2G(s)λG(ds) =
∫
S
| f (s)|
dν(1)
dλG
(s)λG(ds) =
∫
S
| f (s)|
dν(1)
dλ
(s)λ (ds) = σ 2f
Therefore we get that σ 2f < ∞ and that∫
R
(1∧ y2)F˜+f (dy)+
∫
R
(1∧ y2)F˜−f (dy)≤
∫
R
(1∧ y2)G f (dy)+
∫
R
(1∧ y2)M f (dy)< ∞,
where M f is defined similarly to G f , and thus we obtain (ii) and (iii). Further, since |τ(x)− sin(x)| ≤
2(1∧ x2), (i) follows from noticing that
|U(u,s)| ≤
∣∣∣∣ua(s)+
∫
R
sin(xu)−uτ(x)ρ(s,dx)
∣∣∣∣+
∣∣∣∣
∫
R
τ(xu)− sin(xu)|ρ |(s,dx)
∣∣∣∣ ≤ |ImK(u,s)|+2V0(u,s),
which is finite because of (iii) and of Proposition 5.9.
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We end this section with the following result, which links
∫
A fndΛ with
∫
A fndΛG and
∫
A fndΛM.
Proposition 5.13. Let f be integrable w.r.t. ΛG and ΛM. Then, for every θ ∈R, we have
Lˆ
(∫
S
f dΛ
)
(θ) =
Lˆ (
∫
S f dΛG) (θ)
Lˆ (
∫
S f dΛM) (θ)
. (12)
Proof. There are at least two ways to prove this result. The first is to use the properties of the Radon-
Nikodym derivative and use point (iv) in Theorem 5.10. The second is consider the sequence of simple
functions ( fn) of the proof of Theorem 5.10 together with Proposition 5.9 and Theorem 5.12. Let’s show the
latter in detail.
Consider f to be Λ(1) and Λ(2) integrable. Then we know that f is also Λ-integrable by Theorem 5.12. Now
consider the sequence ( fn) as in the proof of Theorem 5.10, then we know that {
∫
A fndΛ}
∞
n=1, {
∫
A fndΛG}
∞
n=1
and {
∫
A fndΛM}
∞
n=1 converges in probability for every A ∈ σ(S ). Since for every n ∈ N
Lˆ
(∫
S
fndΛ
)
(θ) =
Lˆ (
∫
S fndΛG) (θ)
Lˆ (
∫
S fndΛM) (θ)
then we have that
Lˆ
(∫
S
f dΛ
)
(θ) = lim
n→∞
Lˆ
(∫
S
fndΛ
)
(θ) = lim
n→∞
Lˆ (
∫
S fndΛG)(θ)
Lˆ (
∫
S fndΛM)(θ)
=
Lˆ (
∫
S f dΛG)(θ)
Lˆ (
∫
S f dΛM)(θ)
.
As we mentioned at the beginning of this section we have that ΛG ∼ (0,ν1,G·) and ΛM ∼ (−ν0,0,M·),
however all the results hold for more general ID r.m.. A sufficient condition for two generic ID r.m. (call
them ΛJ and ΛH) is that ΛJ and ΛH generate Λ and that their control measure, call them λX and λY , are
s.t. λX(A)≤Cλ (A) and λX(A)≤C
′λ (A) where C,C′ ∈ (0,∞) for every A ∈ σ(S ). For the sake of brevity
we left to the curious reader to check this statement. However, it would interesting to have the weakest
possible conditions that two generating ID r.m. must satisfy in order to satisfy all the results presented in this
section, which mean satisfy (12).
Open Question 5.14. Given a QID r.m., what is the largest class of generating ID r.m. that satisfy (12)?
The answer to this question is also linked with Theorem 7.20and Open Question 7.21.
5.2 The bounded case
In this section we will work with the following assumptions. We let S be a σ -algebra, F(A,B) be a bimea-
sure on S ×B(R) and
sup
I
∑
i∈I
|FAi(Bi)|< ∞, (13)
where the supremum is taken over all the finite sets (Ai,Bi)i∈I of elements of S ×B(R) such that the
rectangles Ai×Bi are disjoint.
Let us introduce the set function ν(A) : S 7→ [0,∞) such that
ν(A) := sup
IA
∑
i∈IA
|FAi(Bi)|,
where IA is defined as I but with the constraint that Ai ⊂ A. To have a better idea of what kind of object ν is,
compare it with the definition of total variation of a signed measure (1).
We start with the following proposition on the control measure.
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Proposition 5.15. Let Λ be a QID random measure. Let ν0 : S 7→ R be a signed measure, ν1 : S 7→ R
be a measure, FA be a quasi-Le´vy measure on R for every A ∈S , S ∋ A 7→ FA(B) ∈ (−∞,∞) be a signed
measure for every B ∈ B(R) s.t. (ν0(A),ν1(A),FA) is the characteristic triplet of Λ(A), ∀A ∈ S . Assume
that F satisfies (13). Define
λ (A) = |ν0|(A)+ν1(A)+ν(A). (14)
Then λ : S 7→ [0,∞) is a measure such that λ (An)→ 0 implies Λ(An)
p
→ 0 for every {An} ⊂S .
Proof. From Theorem 4 in [9] we have that ν(A) defines a measure. Then it is straightforward to see that
λ (A) is a measure. Now if ν(An)→ 0 then F
+
An
(B)→ 0 and F−An(B)→ 0 for every B ∈B(R), hence by the
Le´vy continuity theorem we obtain the stated result.
Before presenting one of the main results of this section, which consists of an extension of Proposition
2.4 in [23], we give a remark on its topology.
Remark 5.16. Proposition 2.4 in [23] is stated for a standard Borel space, where a measurable space (X ,Γ)
is said to be standard Borel space if there exists a metric on X which makes it a complete separable metric
space in such a way that Γ is then the Borel σ -algebra B(X). However, the following result holds for more
general topological spaces: the Lusin measurable spaces. Lusin measurable spaces are measurable spaces
isomorphic to a measurable space (H,B(H)), where H is homeomorphic to a Borel subset of a compact
metrizable space. Notice that H is usually called Lusin space or more correctly Lusin metrizable space.
In this remark, we do not provide an extensive discussion (indeed, see [4], [9] and [10] for further details),
we just mention that H can be any Polish space (thus, including the real line).
Theorem 5.17. Let (X ,B) be a Lusin measurable space and let (T,A ) be an arbitrary measurable space.
Let Q0(A,B) be a (possibly negative) function of A ∈A , B ∈B, satisfying:
(a) for every A ∈A , Q0(A, ·) is a signed measure on (X ,B),
(b) for every B ∈B, Q0(·,B) is a signed measure on (T,A ),
(c) sup
I
∑i∈I |Q0(Ai,Bi)|< ∞.
Let ν(A) := sup
IA
∑i∈I |Q0(Ai,Bi)|. Then there exists a unique finite signed measure Q on the product σ -
algebra A ⊗B s.t.
Q(A×B) =Q0(A,B) =
∫
A
q(t,B)ν(dt), (15)
with Jordan decomposition
Q+(C) =
∫
T
∫
X
1C(x, t)q˜+(t,dx)ν(dt) and Q
−(C) =
∫
T
∫
X
1C(x, t)q˜−(t,dx)ν(dt)
for every A ∈A , B ∈B, C ∈A ⊗B where q : T ×B → [−1,1] fulfils the following conditions:
(d) for every t, q(t, ·) is a signed measure on B,
(e) for every B, q(·,B) is A -measurable,
and where q˜+(t, ·) and q˜−(t, ·) are the Jordan decomposition of q(t, ·).
Further, if q1(·, ·) is some other function satisfying (15), (d) and (e), then off a set of ν-measure zero,
q1(t, ·) = q(t, ·).
Proof. First, recall that, by Theorem 4 in [9], ν(·) is a measure. Notice that by definition ν(·)≫ Q0,+(·,B)
and ν(·)≫ Q0,−(·,B) for every B ∈ B, where Q0,+(·,B) and Q0,−(·,B) are the Jordan decomposition of
Q0(·,B). Then, by the Radon-Nikodym theorem we have thatQ0,+(A,B)=
∫
A q˜+(x,B)ν(dx) andQ0,−(A,B)=∫
A q˜−(x,B)ν(dx). Hence, Q0(A,B)=
∫
A q(x,B)ν(dx) and q(x,B) = q˜+(x,B)− q˜−(x,B) is ν-a.s. uniquely de-
fined (since q˜+(x,B) and q˜−(x,B) are the unique Radon-Nikodym derivatives) and, for every B ∈B, q(·,B)
is A -measurable.
Observe also that by definition ν(A) ≥ Q0,+(A,B) and ν(A) ≥ Q0,+(A,B) for every A ∈ A and every
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B ∈ B(R). Then, q˜+(x,B) ≤ 1 and q˜−(x,B) ≤ 1, ν-a.e.. Further, since Q(A, ·) is a (signed) measure for
any A ∈A then q(x, ·) is also a (signed) measure with |q(x,B)| ≤ 1 for every B ∈B. This is possible to see
by adapting the arguments of the proof of Theorem 4 in [9] when the function considered is the indicator
function. Indeed, using their formalism Q(A,1B) :=
∫
X 1B(y)Q(A,dy), hence Q(A,1B) =Q(A,B), and by the
uniqueness of the Radon-Nikodym derivative q(x,1B) = q(x,B), ν-a.e..
Again by adapting the arguments of Theorem 4 in [9] we get that there exists a finite signed measure
Q(A×B) =
∫
A q(x,B)ν(dx). Moreover, by the uniqueness of q we have that this signed measure is unique.
We prove now the stated Jordan decomposition of Q. From the proof of Theorem 4 in[9] it is shown,
using our notation, that Q(C) = Q+(C)−Q−(C) for any C ∈B⊗A . However, it is not mentioned that Q+
and Q− are the Jordan decomposition of Q, but this is indeed the case and we are going to prove it here.
If we apply the arguments of the proof of Proposition 6 in [9] to indicator functions then it is possible to
see that the decomposition of q(·,1B) into q
+(·,1B) and q
−(·,1B) in [9] is actually the Jordan decomposition
since q+(·,1B) is defined as
q+(·,1B) := ess sup
0≤g≤1B
q(·,g)
where g are measurable functions uniformly bounded on absolute values on the finite measure space (T,A ,ν)
s.t. g(y)≤ 1B(y), ν-a.e.. Now, since we can approximate any such g with indicator functions, namely the set
of indicator functions are dense in the set of measurable functions with compact support (in this case B) and
bounded by 1, then by standard density arguments we can substitute the g’s by indicator functions and using
the fact that q(x,1B) = q(x,B) ν-almost everywhere we have
q+(·,B) := sup
K⊂B
q(·,K)
which is the definition of the positive measure of the Jordan decomposition of the signed measure q(x, ·).
Further, since q−(·,B) is defined as q−(·,B) := q+(·,B)−q(·,B) then it coincides with the negative measure
of the Jordan decomposition.
Since Q(C) =
∫
A
∫
B 1C(x, t)q˜+(t,dx)ν(dt)−
∫
A
∫
B 1C(x, t)q˜−(t,dx)ν(dt), and
∫
A
∫
B1C(x, t)q˜+(t,dx)ν(dt) and∫
A
∫
B 1C(x, t)q˜−(t,dx)ν(dt) are mutually singular then we have the stated Jordan decomposition of Q.
Remark 5.18. Notice that it is not always true that q+ = q˜+ since Q0,+(A, ·) and Q0,−(A, ·) are not necessar-
ily measures (on the contrary Q0,+(·,B) and Q0,−(·,B) are measures since they are the Jordan decomposition
of Q0(·,B)). The only thing we know is that q+(x,B)− q−(x,B) = q˜+(x,B)− q˜−(x,B), where all the four
functions are positive and with values less or equal than 1. In particular, the fact that q+(x,B) ≤ 1 and
q−(x,B) ≤ 1 for ν-almost every x ∈ T and for every B ∈B comes from the fact that |q(x,B)| ≤ 1 for every
B ∈B.
Lemma 5.19. Let F· be as in Proposition 5.15. Then there exists a unique finite measure F on S ⊗B(R)
such that
F(A×B) = FA(B), for all A ∈S , B ∈B(R).
Moreover, there exists a function ρ : S×B(R) 7→ [−∞,∞] such that
(i) ρ(s, ·) is a quasi-Le´vy type measure on B(R), for every s ∈ S,
(ii) ρ(·,B) is a Borel measurable function, for every B ∈B(R),
(iii)
∫
S×Rh(s,x)F(ds,dx) =
∫
S
∫
R
h(s,x)ρ(s,dx)λ (ds), for everyS ⊗B(R)-measurable function h : S×R 7→
[0,∞]. This equality can be extended to real and complex-valued functions h.
Proof. Using Theorem 5.17, we have that FA(B) = F(A×B) =
∫
Aq(t,B)ν(dt) where q satisfies point (d)
and (e) in that theorem. Since λ ≪ ν , then defining
ρ+(s,dx) :=
dν
dλ
(s)q˜+(s,dx), ρ−(s,dx) :=
dν
dλ
(s)q˜−(s,dx)
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and ρ(s,dx) := ρ+(s,dx)−ρ−(s,dx)
we have that (ii) is satisfied and that∫
R
(1∧ x2)|ρ |(s,dx) =
dν
dλ
(s)
∫
R
(1∧ x2)q˜+(s,dx)+
dν
dλ
(s)
∫
R
(1∧ x2)q˜−(s,dx)
≤
dν
dλ
(s)
∫
R
q˜+(s,dx)+
dν
dλ
(s)
∫
R
q˜−(s,dx) ≤
dν
dλ
(s)+
dν
dλ
(s)≤ 2,
where the last inequality comes from the fact that we can always assume that dν
dλ (s) ≤ 1 for all s (and the
same for ν). This proves (i).
Therefore, we have immediately (iii) since∫
S
∫
R
1C(s,x)ρ(s,dx)λ (ds) =
∫
S
∫
R
1C(s,x)q˜(s,dx)ν(ds) = F(C).
The extension to real and complex integrand follows by standard arguments (e.g. see [9]).
Corollary 5.20. Under the setting of Proposition 5.15, we have F+(C) =
∫
S
∫
R
1C(s,x)ρ
+(s,dx)λ (ds) and
F−(C) =
∫
S
∫
R
1C(s,x)ρ
−(s,dx)λ (ds).
Proof. First, notice that
∫
S
∫
R
1C(s,x)ρ
+(s,dx)λ (ds) and
∫
S
∫
R
1C(s,x)ρ
−(s,dx)λ (ds) are measures on S ⊗
B(R) and that F(C) =
∫
S
∫
R
1C(s,x)ρ
+(s,dx)λ (ds)−
∫
S
∫
R
1C(s,x)ρ
−(s,dx)λ (ds). Finally, let E+s and E
+
s
the Hahn decomposition of ρ(s, ·) (which is the same as the one of q(s, ·)). Define C+ := {(s,x) ∈ S×R :
x ∈ E+s } and C
− := {(s,x) ∈ S×R : x ∈ E−s }. It is possible to see that C
+ and C− form an essential
decomposition of S×R and so the measures
∫
S
∫
R
1C(s,x)ρ
+(s,dx)λ (ds) and
∫
S
∫
R
1C(s,x)ρ
−(s,dx)λ (ds)
are singular, thus concluding the proof.
Notice that an alternative proof follows directly from Theorem 5.17 and Lemma 5.19.
Under the same setting as in Proposition 5.15, we obtain the following proposition.
Proposition 5.21. Under the setting of Proposition 5.15, the c.f. of Λ(A) can be written in the form:
E(eiθ Λ(A)) = exp
(∫
A
K(θ ,s)λ (ds)
)
, θ ∈ R,A ∈S ,
where
K(θ ,s) = iθa(s)−
θ2
2
σ 2(s)+
∫
R
eiθx−1− iθτ(x)ρ(s,dx),
a(s) = dν0
dλ (s), σ
2(s) = dν1
dλ (s) and ρ is given by Lemma 5.19, and exp(K(θ ,s)) is the characteristic function
of a QID random variable if it exists. Moreover, we have
|a(s)|+σ 2(s)+
dν
dλ
(s) = 1 λ -a.e..
Proof. The first statement follows from the Le´vy-Khintchine formulation (3) and Lemma 5.19.
The second statement follows from the fact that for every A ∈S , we have∫
A
(
|a(s)|+σ 2(s)+
dν
dλ
(s)
)
λ (ds) = |ν0|(A)+ν1(A)+ν(A) = λ (A) =
∫
A
dλ (ds).
Proposition 5.22. Under the setting of Proposition 5.15, if f is Λ-integrable, then
∫
S |K(t f (s),s)|λ (ds)< ∞,
where K is given in Proposition 5.21, and
Lˆ
(∫
S
f dΛ
)
(θ) = exp
(∫
S
K(θ f (s),s)λ (ds)
)
, θ ∈ R.
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Proof. The statement follows from the same arguments used in the proof Proposition 5.9.
Differently to Theorem 5.10 in the following we have directly and if and only if result for the integrability
conditions of
∫
S f dΛ.
Theorem 5.23. Let f : S→ R be a S -measurable function and consider the same setting as in Proposition
5.15. Then f is Λ-integrable if and only if the following three conditions hold:
(i)
∫
S |U( f (s),s)|λ (ds) < ∞,
(ii)
∫
S | f (s)|
2σ 2(s)λ (ds) < ∞,
(iii)
∫
SV0( f (s),s)λ (ds) < ∞,
where U(u,s) = ua(s)+
∫
R
τ(xu)−uτ(x)ρ(s,dx), V0(u,s) =
∫
R
(1∧ |xu|2)|ρ |(s,dx),
Further, if f is Λ-integrable, then the c.f. of
∫
S f dΛ can be written as
(iv) Lˆ (
∫
S f dΛ) (θ) = exp
(
iθa f −
1
2
θ2σ 2f +
∫
R
eiθx−1− iθτ(x)Ff (dx)
)
, where
a f =
∫
S
U( f (s),s)λ (ds), σ 2f =
∫
S
| f (s)|2σ 2(s)λ (ds), and
Ff (B) = F({(s,x) ∈ S×R : f (s)x ∈ B\{0}}), B ∈B(R).
Proof. ⇐: Under the framework of this section we have that F is a finite signed measure (see Lemma 5.19)
and so
∫
R
(1∧ y2)|F˜f |(dy)< ∞. Moreover, since F is a finite signed measure then by Corollary 5.20 we have∫
S
∫
R
(1∧ | f (s)x|2)|ρ |(s,dx)λ (ds) ≤
∫
S
∫
R
|ρ |(s,dx)λ (ds) < ∞.
We conclude this part of the proof with the same arguments used in the proof of Theorem 5.12.
⇒: It follows from similar arguments as the ones used in the proof of Theorem 5.10.
5.3 The general case
In this section we extend the results presented in the previous section. We will work with the assumption
that S is a σ -algebra and that F(A, ·) is a signed measure for every A ∈S and F(·,B) is a signed measure
for every B ∈B(R) s.t. 0 /∈ B. We define for every A ∈S and B ∈B(R)
J(A,B) :=
∫
B
(1∧ x2)FA(dx)
and notice that it is a signed bimeasure on S ×B(R). We will assume that
sup
I
∑
i∈I
|J(Ai,Bi)|< ∞. (16)
Informally, the above assumption is weaker than assuming the “total variation” of the signed bimeasure J to
be finite.
Let us introduce the set function ξ (A) : S 7→ [0,∞) such that
ξ (A) := sup
IA
∑
i∈IA
|J(Ai,Bi)|.
Notice that ξ is indeed a measure (see the proof of Theorem 4 in [9]). We point out that it might be possible
to assume a weaker condition than (16), which is assuming that ξ (A) is a measure. This is possible by
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looking at the proof of Theorem 4 in [9]. However, for the sake of clarity we keep the assumption (16).
Now, let E+A and E
−
A the Hahn decomposition of R under the signed measure FA. Observe that
ξ (A) = sup
IA
∑
i∈IA
|J(Ai,Bi)| ≥
∫
E+A
(1∧ x2)FA(dx)−
∫
E−A
(1∧ x2)FA(dx) =
∫
R
(1∧ x2)|FA|(dx). (17)
Therefore, since ξ (S) is finite by assumption we have that
∫
R
(1∧ x2)|FA|(dx) < ∞.
The name of this section comes from the fact that if S is a σ -algebra then the assumptions on F presented in
the previous sections (Sections 5.1 and 5.2), are stricter then the ones of this section. Indeed, for the bounded
case, notice that if F(A,B) is a bimeasure on S ×B(R) and sup
I
∑i∈I |FAi(Bi)| < ∞, then F immediately
satisfies the assumptions of this section. For the case of the two generating ID r.m., observe that∫
B
(1∧ x2)FA(dx) =
∫
B
(1∧ x2)GA(dx)−
∫
B
(1∧ x2)MA(dx)
and so using the fact S ∈S (since S is a σ -algebra) we have that
ξ (S) = sup
I
∑
i∈I
|J(Ai,Bi)| ≤ sup
I
∑
i∈I
∫
Bi
(1∧ x2)GAi(dx)+
∫
Bi
(1∧ x2)MAi(dx)
≤
∫
R
(1∧ x2)GS(dx)+
∫
R
(1∧ x2)MS(dx) < ∞
We are now ready to present the first results of this section.
Proposition 5.24. Let Λ be a QID random measure. Let ν0 : S 7→R be a signed measure, ν1 :S 7→R be a
measure, FA be a quasi-Le´vy measure onR for every A∈S , S ∋A 7→ FA(B)∈ (−∞,∞) be a signed measure
for every B∈B(R) s.t. 0 /∈B and s.t. (ν0(A),ν1(A),FA) is the characteristic triplet of Λ(A), ∀A∈S . Assume
that F satisfies (16). Define
λ (A) = |ν0|(A)+ν1(A)+ξ (A). (18)
Then λ : S 7→ [0,∞) is a measure s.t. λ (An)→ 0 implies Λ(An)
p
→ 0 for every {An} ⊂S .
Proof. Since by Theorem 4 in [9] we know that ξ is a measure, it is straightforward to see that λ (A) is a
measure. Now, let λ (An)→ 0 then we have that |ν0|, ν1 and ξ goes to zero. Then since ξ (An)→ 0 implies
that
∫
R
(1∧ x2)|FAn |(dx)→ 0, then we have that Λ(An)
p
→ 0 for every {An} ⊂S .
Lemma 5.25. Let F· be as in Proposition 5.24. There exists a function ρ : S×B(R) 7→ [−∞,∞] such that
(i) ρ(s, ·) is a quasi-Le´vy type measure on B(R), for every s ∈ S,
(ii) the positive and negative part of ρ(·,B), denoted by ρ+(·,B) and ρ−(·,B) are Borel measurable functions,
for every B ∈B(R),
Moreover, there exist two unique σ -finite measures F+ and F− on S ⊗B(R) s.t.
∫
S×Rh(s,x)F
+(ds,dx) =∫
S
∫
R
h(s,x)ρ−(s,dx)λ (ds), for every S ⊗B(R)-measurable function h : S×R 7→ [0,∞], and the same holds
for F−. This equality can be extended to real and complex-valued functions h. Finally, for every A ∈S and
for every B(R)-measurable real function g s.t.
∫
A
∫
R
g(x)|ρ |(s,dx)λ (ds) < ∞, we have that
∫
R
g(x)FA(dx) =
∫
A
∫
R
g(x)ρ(s,dx)λ (ds),
and for every B ∈B(R) s.t. 0 /∈ B,
F˜+(A,B)≥ F+A (B) and F˜
−(A,B)≥ F−A (B).
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Proof. First, notice that J(A,B) satisfies the assumptions of Theorem 5.17 with (T,A )= (S,S ) and (X ,B)=
(R,B(R)). Therefore, there exists a finite signed measure Q on the product σ -algebra S ⊗B(R) such that
Q(A×B) = J(A,B) =
∫
A
q(s,B)ξ (ds) =
∫
A
q˜+(s,B)ξ (ds)−
∫
A
q˜−(s,B)ξ (ds),
where q satisfies (d) and (e) of Proposition 2.4 in [23]. Since λ ≫ ξ , define
ρ+(s,dx) :=
dξ
dλ
(s)(1∧ x2)−1q˜+(s,dx), and ρ−(s,dx) :=
dξ
dλ
(s)(1∧ x2)−1q˜−(s,dx).
Notice that ∫
R
(1∧ x2)ρ+(s,dx) =
dξ
dλ
(s)
∫
R
q˜+(s,dx) ≤ 1,
where the last inequality comes from the fact that we can always assume that
dξ
dλ (s)≤ 1 for all s ∈ S. Hence,
ρ+(s, ·) is a Le´vy measure on R for all s ∈ S. The same is true for ρ−(s, ·). Further, let
ρ(s,B) := ρ+(s,B)−ρ−(s,B) for all s ∈ S, B ∈B(R) s.t. 0 /∈ B.
Then ρ(s, ·) is a quasi-Le´vy type measure, thus obtaining (i). Using the fact that ρ+(s,B) and ρ−(s,B) are
mutually singular for every B ∈B(R) s.t. B, we obtain (ii). Now, let
F˜+(C) =
∫
S
∫
R
1C(s,x)ρ
+(s,dx)λ (ds), (19)
where C ∈ S ⊗B(R), then F˜+ is a well defined signed measure that satisfies, for every A ∈ S and B ∈
B(R),
F˜+(A×B) =
∫
A
∫
B
ρ+(s,dx)λ (ds) =
∫
A
∫
B
(1∧ x2)−1q+(s,dx)ξ (ds)
=
∫
A×B
(1∧ x2)−1Q+(ds,dx) ≥
∫
B
(1∧ x2)−1J+(A,dx) =
∫
B
F+A (dx) = F
+
A (B),
where we recall that the notationM+ andM− for a bimeasure stands for the Jordan decomposition ofM(A,B)
for fixed A. Finally, notice that for any B(R)-measurable real function g s.t.
∫
A
∫
R
g(x)|ρ |(s,dx)λ (ds) < ∞
we have ∫
A
∫
R
g(x)ρ(s,dx)λ (ds)
=
∫
A
∫
R
g(x)ρ+(s,dx)λ (ds)−
∫
A
∫
R
g(x)ρ−(s,dx)λ (ds)
=
∫
A×R
g(x)(1∧ x2)−1Q(ds,dx) =
∫
R
g(x)(1∧ x2)−1J(A,dx) =
∫
R
g(x)FA(dx).
Using the above results, we obtain the following proposition.
Proposition 5.26. Under the setting of Proposition 5.24, the c.f. of Λ(A) can be written in the form:
E(eiθ Λ(A)) = exp
(∫
A
K(θ ,s)λ (ds)
)
, θ ∈ R,A ∈S ,
where
K(θ ,s) = iθa(s)−
θ2
2
σ 2(s)+
∫
R
eiθx−1− iθτ(x)ρ(s,dx),
a(s) = dν0
dλ (s), σ
2(s) = dν1
dλ (s) and ρ is given by Lemma 5.25, and exp(K(θ ,s)) is the characteristic function
of a QID random variable if it exists. Moreover, we have
|a(s)|+σ 2(s)+
dξ
dλ
(s) = 1, λ -a.e..
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Proof. The first statement follows from the Le´vy-Khintchine formulation (3) and Lemma 5.25.
The second statement follows from the fact that for every A ∈S , we have
∫
A
(
|a(s)|+σ 2(s)+
dξ
dλ
(s)
)
λ (ds) = |ν0|(A)+ν1(A)+ξ (A) = λ (A) =
∫
A
dλ (ds).
Proposition 5.27. Under the setting of Proposition 5.24, if f is Λ-integrable, then
∫
S |K(t f (s),s)|λ (ds)< ∞,
where K is given in Proposition 5.26, and
Lˆ
(∫
S
f dΛ
)
(θ) = exp
(∫
S
K(θ f (s),s)λ (ds)
)
, θ ∈ R.
Proof. The statement follows from the same arguments used in the proof of Proposition 5.9.
We state now the main theorem of this subsection on the integrability conditions of
∫
S f dΛ.
Theorem 5.28. Let f : S→ R be a S -measurable function and consider the setting of Proposition 5.24.
Then f is Λ-integrable if the following three conditions hold:
(i)
∫
S |U( f (s),s)|λ (ds) < ∞,
(ii)
∫
S | f (s)|
2σ 2(s)λ (ds) < ∞,
(iii)
∫
SV0( f (s),s)λ (ds) < ∞,
where U(u,s) = ua(s)+
∫
R
τ(xu)−uτ(x)ρ(s,dx), V0(u,s) =
∫
R
(1∧ |xu|2)|ρ |(s,dx).
Further, the c.f. of
∫
S f dΛ can be written as
(iv) Lˆ (
∫
S f dΛ) (θ) = exp
(
iθa f −
1
2
θ2σ 2f +
∫
R
eiθx−1− iθτ(x)Ff (dx)
)
, where
a f =
∫
S
U( f (s),s)λ (ds), σ 2f =
∫
S
| f (s)|2σ 2(s)λ (ds), and
Ff (B) is the unique quasi-Le´vy measure determined by the difference of the Le´vy measures F˜
+
f and F˜
−
f ,
which are defined as: for every B ∈B(R)
F˜+f (B) = F˜
+({(s,x) ∈ S×R : f (s)x ∈ B\{0}}) and F˜−f (B) = F˜
−({(s,x) ∈ S×R : f (s)x ∈ B\{0}}).
Proof. It follows from similar arguments as the ones used in the proof of Theorem 5.10.
5.4 The symmetric case
We conclude this section with a discussion on the symmetric case, namely the case where Λ¯(A) = Λ(A)−
Λ′(A) and Λ′(A) is an independent copy of Λ(A). We start with the following general lemma.
Lemma 5.29. Let µ be a QID distribution. Then, the symmetrisation and the dual of µ are QID distributions.
Proof. The dual is straightforward. Regarding the symmetrisation, we have |µ |2 = µ ∗ µ˜ , where µ˜ denotes
the dual of µ . Since the class of QID distributions is closed under convolution (see Remark 2.6 of [15]), then
|µ |2 is QID.
Then, we have the following result in the framework of Section 5.2.
Proposition 5.30. Let Λ¯(A) = Λ(A)−Λ′(A) where Λ′(A) is an independent copy of Λ(A) for every A ∈S .
Then, Λ¯ is a QID random measure. Further, under the setting of Proposition 5.15, for an arbitrary function
f : S 7→ R, f is Λ¯-integrable if and only if it is Λ-integrable.
26
Proof. By Lemma 5.29 we have that Λ¯(A) is a QID r.v. fore every A ∈ A . Moreover, using the notations
used before and Proposition 2.5 in [26], we have that
Lˆ
(
Λ¯(A)
)
(θ) = |Lˆ (Λ(A)) (θ)|2 = exp
(
−θ2ν1(A)+2
∫
R
cos(θx)−1FA(dx)
)
.
= exp
(∫
A
(
−θ2σ 2(s)+2
∫
R
cos(θx)−1ρ(s,dx)
)
λ (ds)
)
.
Then, by applying Theorem 5.23 we obtain the stated result.
Remark 5.31. An “if” result for the framework of Section 5.1 is also possible if f is ΛG and ΛM integrable,
where ΛG and ΛM are the ID r.m. that generate Λ.
6 Continuity of the stochastic integral mapping
In this section we are going to explore the set of Λ-integrable functions and show a continuity property of
the linear the stochastic integral mapping f →
∫
S f dΛ from this space into the Lp space (more precisely to
Lp(Ω,P)). In particular, the space of integrable function is a subset of the corresponding Musielak-Orlicz
modular space defined in Chapter III of [23]. We begin with some preliminaries. Let q ∈ [0,∞). Consider
the following condition:
E[|Λ(A)|q]< ∞, for all A ∈S .
Observe that for q = 0 every Λ satisfies this condition. Throughout this section, we shall assume that the
above condition is satisfied. Further, we assume that for all s ∈ S∫
|x|>1
|x|qρ+(s,dx) < ∞. (20)
From the arguments in the previous section we have that∫
A
∫
|x|>1
|x|qρ+(s,dx)λ (ds) ≥
∫
|x|>1
|x|qF+A (dx)
and then by Theorem 6.2 point (a) in [15] the assumption (20) implies that∫
|x|>1
|x|qF−A (dx)< ∞ and
∫
R
|x|qL (Λ(A))(dx) < ∞.
Observe that while Theorem 6.2 point (a) in [15] is stated for the centering function τ(x) = x1|x|≤1, the result
holds for any centering function since the proof is based on results on ID distributions with no restrictions
on the choice of the centering function (see Theorem 25.3 of [26]).
Now, define, for 0≤ p≤ q, u ∈ R and s ∈ S,
Φp(u,s) =U
∗(u,s)+u2σ 2(s)+Vp(u,s), (21)
where
U∗(u,s) = sup
|c|≤1
|U(cu,s)| and Vp(u,s) =
∫
R
|xu|p1|xu|>1(x)+ |xu|
21|xu|≤1(x)|ρ |(s,dx).
In the following lemma, which is an equivalent of Lemma 3.1 in [23] in our framework, we abuse the notation
and consider λ to take all the different formulations it has taken in this work, namely (7), (14) and (18).
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Lemma 6.1. The following are satisfied:
(i) for every s ∈ S, Φp(·,s) is a continuous non-decreasing function on [0,∞) with Φp(0,s) = 0,
(ii) λ ({s : Φp(u,s) = 0 for some u= u(s) 6= 0}) = 0,
(iii) there exists a constant C > 0 such that Φp(2u,s) ≤CΦp(u,s), for all u≥ 0 and s ∈ S.
Proof. Points (i) and (iii) are proved adapting the same arguments of the proof of the points (i) and (iii) of
Lemma 3.1 in [23] to our framework. We sketch them for the sake of completeness. First, it is easy to prove
that, for any fixed s,U(·,s) is continuous and so thatU∗(·,s) is continuous. Then by dominated convergence
theorem, we obtain the continuity of Φp(·,s). Further, notice thatU
∗(·,s) is non-decreasing and that
|ux|pI(|ux|> 1)+ |xu|2I(|xu| ≤ 1) =
{
(|xu|p ∧ |xu|2) if 0≤ p≤ 2,
(|xu|p ∨ |xu|2) if p> 2.
(22)
is increasing in x≥ 0. To prove (iii) observe that from (22) and Lemma 5.11 we have
Φp(2u,s) ≤ 2|U(u,s)|+27V0(u,s)+4u
2σ 2(s)+ (2p+4)Vp(u,s) ≤ (2
p+31)Φp(u,s).
To prove point (ii) we proceed as follow. Recall that we have different formulations of λ . If Φp(u,s) = 0 for
some u= u(s) 6= 0 then σ 2(s) = 0, |ρ |(s,R) = 0 andU(u,s) = 0. The last two equalities imply that a(s) = 0.
Thus,
S0 := {s : Φp(u,s) = 0 for some u= u(s) 6= 0}= {s : a(s) = σ
2(s) = |ρ |(s,R) = 0},
which shows also that S0 is a measurable set. Let A be any measurable set in S0 and notice that ν0(A) =∫
A a(s)λ (ds) = 0, hence we obtain that |ν0|(S0) = 0.
Now, observe that given the above arguments we have that∫
S0
∫
R
(1∧ |x|2)|ρ |(s,dx)λ (ds) = 0,
ν(S0) = sup
IS0
∑
i∈IS0
|FAi(Bi)|= sup
IS0
∑
i∈IS0
∣∣∣∣
∫
Ai
∫
Bi
ρ(s,dx)λ (ds)
∣∣∣∣ = 0,
and
ξ (S0) = sup
IS0
∑
i∈IS0
|
∫
Bi
(1∧ x2)FAi(dx)| = sup
IS0
∑
i∈IS0
∣∣∣∣
∫
Ai
∫
Bi
(1∧ x2)ρ(s,dx)λ (ds)
∣∣∣∣ = 0.
Therefore, we get (in its different formulations) that λ (S0) = 0.
Lemma 6.2. Let {µn} be a sequence of QID probability distributions on R with c.t. (an,σn,Gn). Let an→ 0,
σ 2n → 0 ad
∫
R
(1∧ |x|2)|Gn|(dx)→ 0. Assume that
∫
|x|>1 |x|
b|Gn|(dx) < ∞ for all n ∈ N. Then, for every
b> 0, ∫
|x|>1
|x|b|Gn|(dx)→ 0⇒
∫
R
|x|bµn(dx)→ 0.
Proof. For every n ∈N, let µ+n and µ
−
n the ID distributions with c.t. (an,σ
2
n ,G
+
n ) and (0,0,G
−
n ) respectively.
Then, from Lemma 3.2 in [23] we obtain that∫
|x|>1
|x|bG+n (dx)→ 0⇒
∫
R
|x|bµ+n (dx)→ 0.
and ∫
|x|>1
|x|bG−n (dx)→ 0⇒
∫
R
|x|bµ−n (dx)→ 0.
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Now, for every n ∈ N, let Xn, X
+
n and X
−
n be the real valued r.v. with distributions µn, µ
+
n and µ
−
n ,
respectively; thus, Xn+X
−
n
d
= X+n with Xn and X
−
n independent. Notice that for b≤ 1 we have
E[|Xn|
b]≤ E[|Xn+X
−
n |
b]+E[|X−n |
b] = E[|X+n |
b]+E[|X−n |
b]
while for b> 1 we have
E[|Xn|
b]≤ ⌈b⌉
(
E[|Xn+X
−
n |
⌈b⌉]+E[|X−n |
⌈b⌉]
)
= ⌈b⌉
(
E[|X+n |
⌈b⌉]+E[|X−n |
⌈b⌉]
)
where ⌈b⌉stands for the lowest natural number greater than b. Finally, by sending n→∞ we obtain the stated
result.
Before presenting the main result of this section, we need some preliminaries.
Define the Musielak-Orlicz space as in [23]:
LΦp(S;λ ) =
{
f ∈ L0(S;λ ) :
∫
S
Φp(| f (s)|,s)λ (ds) < ∞
}
.
The space LΦp(S;λ ) is a complete linear metric space with the F-norm defined by
‖ f‖Φp = inf
c>0
{∫
S
Φp(c
−1| f (s)|,s)λ (ds) ≤ c
}
.
Simple functions are dense in LΦp(S;λ ) and LΦp(S;λ ) →֒ L0(S;λ ) is continuous, where in the present case
L0(S;λ ) is equipped with the topology of convergence in λ measure on every set of finite λ -measure. More-
over, ‖ fn‖Φp → 0⇔
∫
S Φp(| f (s)|,s)λ (ds)→ 0.
We remark that the above definitions and results hold both in the case λ is atomless and when it is not (see
Chapter III of [23] and Musielak’s book [17]).
Theorem 6.3. Let 0≤ p≤ q and Φp defined as in (21). Then{
f : f is Λ-integrable and E
[∣∣∣∣
∫
S
f dΛ
∣∣∣∣
p]
< ∞
}
⊃ LΦp(S;λ )
and the linear mapping
LΦp(S;λ ) ∋ f 7→
∫
S
f dΛ ∈ Lp(Ω;P)
is continuous.
Remark 6.4. When p= 0 the statement becomes { f : f is Λ-integrable} ⊃ LΦ0(S;λ ).
Proof. We partially follow the proof of Theorem 3.3 in [23]. Let f ∈ LΦp(S;λ ), which is equivalent to
consider
∫
S Φp(| f (s)|,s)λ (ds) < ∞. The conditions (i), (ii) and (iii) of Theorem 5.28 (and also Theorems
5.10, 5.12 and 5.23) are satisfied. Then, we have that∫
{|u|>1}
|u|p|Ff |(du) ≤
∫
S
∫
{| f (s)x|>1}
| f (s)x|p|ρ |(s,dx)λ (ds)
≤
∫
S
Vp(| f (s)|,s)λ (ds) ≤
∫
S
Φp(| f (s)|,s)λ (ds) < ∞.
Hence, thanks to Theorem 6.2 point (a) in [15] we have that E [|
∫
S f dΛ|
p]< ∞.
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7 Spectral representation of generated QID processes
In this section we are going to introduce QID stochastic processes, and present various spectral representation
for generated QID processes (see Theorem 7.3 below). We start with the definition of QID processes.
Definition 7.1 (QID processes). Let T be an arbitrary index set. A stochastic process X = {Xt ; t ∈ T} is said
to be a QID process if and only if for every finite set of indices t1, . . . , tk in the index set T
Xt1,...,tk := (Xt1 , ...,Xtk)
is a multivariate QID random variable.
The existence of QID processes is ensured by the Kolmogorov extension theorem. From Definition 7.1,
it is clear that the class of QID processes is strictly larger than the class of ID processes.
Before presenting other results we introduce some preliminaries. We use the general framework introduced
in [25]. Let T be an arbitrary (possibly uncountable) index set, RT denote the space of all functions x :
T →R and BT be its cylindrical product σ -algebra. Given an underlying probability space (Ω,F ,P), for a
stochastic process X = (Xt)t∈T we define its law L (X) as a probability measure on (R
T ,BT ) such that
L (X)(A) = P({ω ∈Ω : (Xt(ω))t∈T ∈ A}), A ∈B
T
We denote by xS the restriction of x to S ⊂ T and by 0S the origin of R
S, which depending on the setting is a
point or a one-point set. Further, we let Tˆ to be defined as Tˆ := {I ⊂ T : 0< Card(I)< ∞}, let piS :R
T →RS
be the projection from RT onto RS (namely piS(x) = xS) and let B
S
00 := {B ∈B
S : 0S /∈ B}. Finally, we uses
as a cutoff function the bounded measurable function χ defined as χ : R 7→ R such that χ(v) = 1+ o(|v|)
as v→ 0 and χ(v) = O(|v|−1) as |v| → ∞. Then, the truncation of v = (v1, ...,vn) ∈ R
n is defined by [[v]] =
(v1χ(|v1|), ...,vnχ(|vn|)) and of x ∈ R
S by [[x]](s) = x(s)χ(|x(s)|), s ∈ S.
Let {νI : I ∈ Tˆ} be a family of finite dimensional Le´vy measures on (R
J,BJ) s.t. for every I,J ∈ Tˆ with
I ⊂ J
νJ ◦pi
−1
IJ = νI on B
I
00,
where piIJ : R
J → RI is the natural projection. Then we say that {νI : I ∈ Tˆ} is consistent (see Definition
2.6 in [25]). Moreover, we say that a family of probability measures is projective if the above condition is
satisfied on the whole BS (and not just on BI00).
The first result of this section concerns a general property of QID distributions.
Proposition 7.2. All the marginal distributions of a multivariate QID distribution are QID.
Proof. Let d ∈ N and X = (X1, ...,Xd) be QID. Then there exists at least two ID r.v. Y and Z s.t. X +Y
d
= Z.
Consider any I ⊂ {1, ...,d}. Let θ = (θ1, ...,θd) ∈R
d be s.t. θi = 0 for i /∈ I and let θI ∈R
I containing all the
non-zero element of θ . Then
Lˆ (XI)(θI) = Lˆ (X)(θ) =
Lˆ (Z)(θ)
Lˆ (Y )(θ)
=
Lˆ (ZI)(θI)
Lˆ (YI)(θI)
. (23)
Thus, we obtain the stated results by Theorem 3.1 in [8], namely by the fact that all the marginal distributions
of a multivariate ID distribution are ID.
Recall from Proposition 3.2 in [12] that for two stochastic processes X (1) and X (2) we have that X (1)
d
=
X (2) if and only if (X
(1)
t1 , ...,X
(1)
tk
)
d
= (X
(2)
t1 , ...,X
(2)
tk
) where t1, ..., tk ∈ T and k ∈ N. We have the following
simple result.
Theorem 7.3. Let T be an arbitrary index set. A stochastic process X = {Xt ; t ∈ T} is QID if there exist two
ID processes Y and Z such that X+Y
d
= Z with Y independent of X. In this case, we say that X is generated
by Y and Z and that X is a generated QID process
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Proof. Let X be a stochastic process and let Y and Z two ID processes s.t. X +Y
d
= Z with Y independent
of X . Consider any finite set of indices t1, ..., tk in the index set T . Since (Yt1 , ...,Ytk ) and (Zt1 , ...,Ztk ) are ID
distributed, (Xt1 , ...,Xtk) is QID distributed. Then by definition the process X = {Xt ; t ∈ T} is QID.
We sometimes also say that Y and Z are the generating ID process of X . Moreover, we remark that while
for any given two ID processes there exist a unique QID process (when it exists), it might happen that for
a given QID processes there exist more than just two generating ID processes. We present now the main
question left open from this work.
Open Question 7.4. Is it true that any QID process is generated by two ID processes? In other words, is it
true that any QID process is a generated QID process?
The answer of this question is not trivial. It lies on the capacity of building canonical ID distributions
from QID distributions and it involves the use of the axiom of choice. In particular, the axiom of choice is
used to show the existence of a family of ID probability measures (actually there exist uncountably many
such families). Then, in order to use the Kolmogorov extension theorem we need to show that this family
of probability measures is consistent. However, despite Proposition 7.2 and equation (23), which provide
consistency for each finite set of indices, it is not clear how to obtain the result as shown in the following
example.
Example 7.5. Consider the c.t. of a QID r.v. X = (X1,X2) on R
2 given by (γ ,θ ,ν). Let (γ1,θ1,ν1) and
(γ2,θ2,ν2) the c.t. of X1 and X2. Hence, from Proposition 7.2 we have ν1(A) = ν((A,R)) and ν2(B) =
ν((R,B)) for every A,B ∈B00(R). Assume that the quasi-Le´vy measures are signed measures and consider
their Jordan decomposition. For example let E+1 and E
+
2 be the Hahn decomposition of R under the signed
measure ν1 and assume w.l.o.g. that {0} /∈E
+
1 . Then, 0≤ ν
+
1 (R)= ν1(E
+
1 )= ν((E
+
1 ,R)). Applying the same
argument to ν2 we have that 0 ≤ ν
+
2 (R) = ν2(E
+
2 ) = ν((R,E
+
2 )). Then we have that (E
+
1 ,R)∪ (R,E
+
2 )
is a subset of R2 where ν is positive. On the other hand by applying the same arguments we have that
(E−1 \{0},R)∪ (R,E
+
2 \{0}) is a subset of R
2 where ν is negative. But these two sets have intersections,
which means that the marginals of the Jordan decompositions of ν (call them ν+ and ν− with marginals ν˜+1 ,
ν˜+2 , ν˜
−
1 and ν˜
−
2 ) are s.t. ν
+
1 (R) = ν1(E
+
1 ) = ν((E
+
1 ,R))≤ ν
+((E+1 ,R)) ≤ ν
+((R,R)) = ν˜+1 (R), where the
last equality comes from the fact that ν+ is a Le´vy measure of a ID r.v. whose marginals exist and are ID
thanks to Theorem 3.1 in [8]. A similar result hold for the other cases.
This implies that the projection of ν+ is not always ν+1 , and similarly for ν
−. In other words, the positive
and negative part of a quasi-Le´vy measure are always not consistent (and, hence, projective). Hence, given
X +Y
d
= Z where Z = (Z1,Z2) and Y = (Y1,Y2) are two ID r.v. on R
2 with quasi-Le´vy measures ν+ and
ν− respectively, it is not always true that Z1 and Y1 have quasi-Le´vy measure given by the positive and
negative part of ν1, and similarly for Z2 and Y2. Therefore, a family of ID probability measures where each
probability measure has the Le´vy measure given by the positive (or negative) part of the quasi-Le´vy measure
of the respective QID probability measure is not always projective.
For the moment let index set T to be countable. Let Bl2 be the Borel σ -algebra on l2. We note that
since l2 is separable the Borel and cylindrical σ -algebras coincide (see page 38 in [14]). Then, we have the
following definition.
Definition 7.6 (quasi-Le´vy type measure on (l2,B
l2)). Let Bl2r := {B ∈B
l2 |B∩{x ∈ l2 : ‖x‖< r}= /0} and
B
l2
0 :=
⋃
r>0B
l2
r . Let ν : B
l2
0 → R be a set function s.t. ν|Bl2r
is a finite signed measure for each r > 0 and
denote the total variation, positive and negative part of ν
|B
l2
r
by |ν
|B
l2
r
|, ν+
|B
l2
r
and ν−
|B
l2
r
respectively. Then the
total variation |ν |, the positive part ν+ and the negative part ν− of ν are defined to be the unique measures
on (l2,B
l2) satisfying
|ν({0T })|= ν
+({0T }) = ν
−({0T }) = 0
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and |ν |(A) = |ν
|B
l2
r
|, ν+(A) = ν+
|B
l2
r
(A), ν−(A) = ν−
|B
l2
r
(A),
for A ∈Bl2r , for some r > 0.
A quasi-Le´vy type measure on (l2,B
l2) is a function ν :Bl20 →Rwith the above properties and s.t.
∫
l2
(1∧
‖x‖2)|ν |(dx) < ∞.
Lemma 7.7. Bl2r is a σ -algebra.
Proof. Since the space Yr := {x∈ l2 : ‖x‖ ≥ r} is a non-empty subspace of l2 then we have Zr := {B⊆Yr|B∈
Bl2}=Bl2r . Observe now that Yr is measurable (namely Yr ∈B
l2) because l2 is a complete separable metric
space and the norm is continuous, then Zr is the restriction of B
l2 on Yr. Hence, B
l2
r is a σ -algebra and the
argument applies to any r > 0.
If ν : Bl20 → R is s.t. ν|Bl2r
is a finite signed measure for each r > 0, then we have that |ν
|B
l2
r
|(A) =
|ν
|B
l2
s
|(A) for every A ∈ Bl2r with 0 < s ≤ r and the same applies to ν
+
|B
l2
r
and ν−
|B
l2
r
. Moreover, since we
are in the countable framework (the index set considered T is countable since l2 ⊂ R
N hence 0T ∈B
l2) then
|ν |, ν+ and ν− are well defined and the condition |ν({0})| = ν+({0}) = ν−({0}) = 0 together with the
Carathe´odory’s extension theorem ensure their uniqueness. Notice that we have the equivalent of Lemma
3.1 in this framework.
Lemma 7.8. A set function ν : Bl20 → R is a quasi-Le´vy type measure if and only if there exist two Le´vy
measures ν(1) and ν(2) s.t. ν|Br(R)(A) = ν
(1)
|B
l2
r
(A)− ν
(2)
|B
l2
r
(A) for A ∈ Bl2r , for some r > 0. Moreover, ν is
unique.
Proof. It follows from the same arguments used in the proof of Lemma 3.1.
We have the following representation of a certain QID processes.
Theorem 7.9. Let X be a discrete parameter QID process with values in l2 s.t. there exist two generating ID
processes with values in l2. Then there exists an unique triplet (z0,K ,ν) consisting of z0 ∈ l2, a non-negative
definite function operator K : l2 → R and a quasi-Le´vy type measure ν on (l2,B
l2) s.t.
Lˆ (X)(y) = exp
(
i〈z0,y〉−
1
2
〈y,K y〉+
∫
l2
(
ei〈y,x〉−1− i〈τ(x),y〉
)
ν(dx)
)
(24)
where y ∈ l2.
Proof. Since X , Y and Z are l2-valued stochastic processes, then they can be seen as three r.v. on (l2,B
l2),
with the property that X +Y
d
= Z with Y independent of X . Now, let ν(1) and ν(2) be the Le´vy measures of
the l2 valued ID processes Z and Y , respectively. Then, we have
Lˆ (X)(y) = Lˆ (Z)(y)/Lˆ (Y )(y) = exp
(
i〈z0,y〉
−
1
2
〈y,K y〉+
∫
l2
(
ei〈y,x〉−1− i〈τ(x),y〉
)
ν(1)(dx)−
∫
l2
(
ei〈y,x〉−1− i〈τ(x),y〉
)
ν(2)(dx)
)
Let ν : Bl20 → R be a set function s.t. ν|Bl2r
(A) = ν
(1)
|B
l2
r
(A)− ν
(2)
|B
l2
r
(A) for every A ∈Bl2r with r > 0. Then
by Lemma 7.8, ν is uniquely determined by the difference ν(1)−ν(2). Indeed the absence of uniqueness of
ν(1)−ν(2) will violate the condition X+Y
d
= Z due to the uniqueness of the Le´vy-Khintchine representation
on l2 (see Theorem 4.10 Chapter 4 in [20]). Hence, we obtain the expression (24). Finally, it directly follows
that z0 and K are uniquely determined.
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Theorem 7.10. Conversely for every (z0,K ,ν) as above there exists a QID process with values in l2.
Proof. It is enough to see that the positive and negative part of ν , namely ν+ and ν−, are Le´vy measures on
Bl2 . Hence, we can extract two ID processes with values in l2. Then, these two processes generate a QID
with values in l2.
OpenQuestion 7.11. In Theorem 7.9 we have the condition that discrete parameter QID process with values
in l2 must be generated by two generating ID processes with values in l2. In order to get rid of this condition
we need to prove that for every discrete parameter QID process with values in l2 there exist two generating
ID processes with values in l2. Is this possible?
7.1 Le´vy-Khintchine representation of generated QID processes
In this section we are going to investigate the representation of generated QID processes. For the first result
we will assume that the quasi-Le´vy measure of QID processes, whose definition is going to be provided
below, is a signed measure. This situation happens when one of the two generating ID processes has a finite
Le´vy measure (see Definition 2.1 in [25]). This is because in that case ν = ν1−ν2 is a signed measure. On
the other hand, the second result concerns general generated QID processes.
We introduce now the definition of quasi-Le´vy type measure in this framework.
Definition 7.12. A signed measure ν on (RT ,BT ) is said to be a quasi-Le´vy type measure if the following
two conditions hold
(QL1) for every t ∈ T we have
∫
RT
|x(t)|2 ∧1|ν |(dx) < ∞,
(QL2) for every A∈BT we have |ν(A)|= ν+∗ (A\0T )+ν
−
∗ (A\0T ), where ν
+
∗ and ν
+
∗ are the inner measures
of the Jordan decomposition of ν .
We can present now the first main result of this section, namely the Le´vy-Khintchine formulation of QID
processes with quasi-Le´vy measure being a signed measure.
Theorem 7.13. Let T be an arbitrary index set and let X = (Xt)t∈T be a QID process s.t. there exists two of
generating ID process with one having finite Le´vy measure. Then there exists a unique triplet (Σ,ν ,b) where
Σ is a non-negative definite function on T ×T , ν is a quasi-Le´vy type measure on (RT ,BT ) and a function
b ∈ RT s.t. for every I ∈ Tˆ and θ ∈ RI
Lˆ (XI)(θ) = exp
(
i〈θ ,bI〉−
1
2
〈θ ,ΣIθ〉+
∫
RT
(ei〈θ ,xI〉−1− i〈θ , [[xI ]]〉)ν(dx)
)
, (25)
where ΣI is the restriction of Σ to I× I. The triplet (Σ,ν ,b) is called the generating triplet of X and ν the
quasi-Le´vy measure of X.
Proof. Let X1 and X2 the ID processes generating X , with one having finite Le´vy measure, and denote by
ν(1) and ν(2) the respective Le´vy measures on (RT ,BT ). Let ν := ν(1)− ν(2). Then ν is a well-defined
signed measure on (RT ,BT ). Moreover, we have for I ∈ Tˆ
Lˆ (XI) =
Lˆ (X1I )
Lˆ (X2I )
= exp
(
i〈θ ,bI〉−
1
2
〈θ ,ΣIθ〉
+
∫
RT
(ei〈θ ,xI 〉−1− i〈θ , [[xI ]]〉)ν
(1)(dx)−
∫
RT
(ei〈θ ,xI〉−1− i〈θ , [[xI ]]〉)ν
(2)(dx)
)
= exp
(
i〈θ ,bI〉−
1
2
〈θ ,ΣIθ〉+
∫
RT
(ei〈θ ,xI〉−1− i〈θ , [[xI ]]〉)ν(dx)
)
,
which gives (25). From the above we also deduce that the ν ◦ pi−1I = νI on B
I
00, I ∈ Tˆ , where νI is the
quasi-Le´vy measure of XI .
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Notice that ∀t ∈ T we have that
∫
RT
|x(t)|2∧1|ν |(dx)≤
∫
RT
|x(t)|2∧1ν(1)(dx)+
∫
RT
|x(t)|2∧1ν(2)(dx)< ∞.
Now let ν+∗ and ν
+
∗ are the inner measures of the Jordan decomposition of ν . Since for every A ∈B
T we
have that ν(1)(A) = ν
(1)
∗ (A \0T ) and ν
(2)(A) = ν
(2)
∗ (A \0T ), and ν
(1)(A) ≥ ν+(A) = ν+∗ (A) and ν
(2)(A) ≥
ν−(A) = ν−∗ (A) then |ν(A)|= ν
+
∗ (A\0T )+ν
−
∗ (A\0T ). Therefore, ν is a quasi-Le´vy measure on (R
T ,BT )
and, additionally, ν+ and ν− are Le´vy measures on (RT ,BT ). In particular, notice that ν+I = ν
+ ◦pi−1 and
ν−I = ν
−◦pi−1 are Le´vy measures such that νI(A) = ν
+
I (A)−ν
−
I (A) for every A∈B(R), for I ∈ Tˆ (although
it is not necessarily true that ν+I and ν
−
I are mutually singular on (R
I,B(RI))).
Let us prove uniqueness. Notice that the arguments used in the proof of Lemma 3.1, which were appli-
cable for the (Rd,B(Rd)) and (l2,B
l2) cases, do not apply here due to the different topological framework.
Assume that there exists another quasi-Le´vy type measure ν˜ on (RT ,BT ) (hence ν˜+ and ν˜− are two Le´vy
measures on (RT ,BT )) s.t.
Lˆ (XI) = exp
(
i〈θ ,bI〉−
1
2
〈θ ,ΣIθ〉+
∫
RT
(ei〈θ ,xI〉−1− i〈θ , [[xI ]]〉)ν˜(dx)
)
, (26)
but with ν˜ 6= ν . Notice that (26) together with the uniqueness of quasi-Le´vy measures imply that νI =
ν˜ ◦pi−1I =: ν˜I on B
I
00, I ∈ Tˆ , and that there exists a QID process X˜ with c.t. (Σ, ν˜ ,b) s.t. X˜
d
= X .
However, observe that since ν˜ 6= ν then ν˜+− ν˜− 6= ν+− ν−. Recall that by Corollary 2.9 that for every
c.t. (Σ,µ ,b) where µ is a Le´vy measures there exist a unique (in distribution) ID process. Let b(1) and b(2)
two functions in RT s.t. b = b(1)− b(2) and let (Σ,ν+,b(1)), (0,ν−,b(2)), (Σ, ν˜+,b(1)) and (0, ν˜−,b(2)) the
c.t. of the ID processes Z, Y , Z˜ and Y˜ , respectively. Then observe that X −Y
d
= Z and X˜ − Y˜
d
= Z˜. Moreover,
we have that, for every I ∈ Tˆ ,
Lˆ (ZI)
Lˆ (YI)
=
Lˆ (Z˜I)
Lˆ (Y˜I)
⇒ Lˆ (ZI)Lˆ (Y˜I) = Lˆ (Z˜I)Lˆ (YI). (27)
Now, let νZY˜I := ν
+
I + ν˜
−
I and ν
Z˜Y
I := ν˜
+
I +ν
−
I . It is possible to see that {ν
Z˜Y
I : I ∈ Tˆ} and {ν
ZY˜
I : I ∈ Tˆ} are
two consistent families of Le´vy measures. Hence, they generate two unique Le´vy measures ν Z˜Y and νZY˜ on
(RT ,BT ). Observe that ν++ ν˜− and ν˜++ν− are two Le´vy measure on (RT ,BT ) because the sum of two
Le´vy measures on (RT ,BT ) is still a Le´vy measure. Since ν Z˜Y ◦pi−1I = ν
Z˜Y
I = ν˜
+
I +ν
−
I = (ν
++ ν˜−)◦pi−1I
for every I ∈ Tˆ and by the uniqueness of Le´vy measures on (RT ,BT ), we conclude that ν Z˜Y = ν++ ν˜− and
similarly that νZY˜ = ν˜++ ν−. However, from (27) we have that νZY˜I = ν
Z˜Y
I which implies that ν
++ ν˜− =
ν˜++ν−, hence a contradiction to ν˜+− ν˜− 6= ν+−ν− and, so, to ν˜ 6= ν .
Another way of proving the uniqueness when ν is finite is the following. Let λI := νI − ν˜I = 0 on
B0(R
I), I ∈ Tˆ . Observe that {λI : I ∈ Tˆ} forms a consistent family of Le´vy measures. Then by uniqueness
of Le´vy measures on (RT ,BT ) (see Theorem 2.8 and Corollary 2.9 in [25]) we have that λ ◦pi−1I = λI = 0
and in particular λ = 0. Moreover, following Theorem 2.8 in [25] for any other measure ρ on (RT ,BT ) such
that ρ ◦pi−1I = λI = 0 we have that ρ ≥ λ , hence ρ ≥ 0. Hence, whenever ν− ν˜ defines a measure (which is
true for example when either ν or ν˜ is finite) we have ν− ν˜ ≥ 0⇒ ν ≥ ν˜ . However, we may apply the same
arguments to λ¯I := ν˜I−νI = 0, concluding that ν− ν˜ ≥ 0⇒ ν ≥ ν˜ ⇒ ν = ν˜ .
Theorem 7.14. Conversely for every (Σ,ν ,b) as in Theorem 7.13 there exists a QID process which is unique
in distribution.
Proof. It is enough to see that the positive and negative part of ν , namely ν+ and ν−, are Le´vy measures on
(RT ,BT ). Hence, we can extract two ID processes which in turn generate a QID process which is unique in
distribution.
From the arguments used in the previous result we have the following Le´vy-Khintchine representation
of general QID processes, namely the QID equivalent of Theorem 2.8 in [25].
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Theorem 7.15. Let T be an arbitrary index set and let X = (Xt)t∈T be a generated QID process. Then there
exists a triplet (Σ,(ν+,ν−),b) where Σ and b are as in the Theorem 7.13 and (ν+,ν−) is a couple of Le´vy
measure on (RT ,BT ) s.t. for every I ∈ Tˆ and θ ∈ RI
Lˆ (XI) = exp
(
i〈θ ,bI〉−
1
2
〈θ ,ΣIθ〉
+
∫
RT
(ei〈θ ,xI 〉−1− i〈θ , [[xI ]]〉)ν
+(dx)−
∫
RT
(ei〈θ ,xI 〉−1− i〈θ , [[xI ]]〉)ν
−(dx)
)
. (28)
(Σ,(ν+,ν−),b) is called the generating triplet of X, and it is unique up to other couples of Le´vy measures
(νY ,νZ) of ID processes that generate X. Conversely for every (Σ,(ν+,ν−),b) as above there exists a QID
process which is unique in distribution.
Proof. It follows from the same arguments used in the proof of Theorem 7.13.
Remark 7.16. The reason why we have the uniqueness “up to other couples of Le´vy measures (νY ,νZ) of
ID processes that generate X” is because given two ID processes, say Y and Z, that generate X we cannot
exclude that there exist two other ID processes, say Y¯ and Z¯ that generate. In other words, there might
exist four (or more) Le´vy measures call them νY ,νZ, ν¯Y and ν¯Z corresponding to Y,Z,Y¯ and Z¯, respectively,
s.t. for every I ∈ Tˆ and θ ∈ RI∫
RT
(ei〈θ ,xI〉−1− i〈θ , [[xI ]]〉)ν
Z(dx)−
∫
RT
(ei〈θ ,xI〉−1− i〈θ , [[xI ]]〉)ν
Y (dx)
=
∫
RT
(ei〈θ ,xI〉−1− i〈θ , [[xI ]]〉)ν¯
Z(dx)−
∫
RT
(ei〈θ ,xI〉−1− i〈θ , [[xI ]]〉)ν¯
Y (dx).
Notice that ν := ν+− ν− might not be defined for two reasons. First, because we might have ∞−∞.
Second because we cannot apply the arguments used for the definitions of the quasi-Le´vy measures on
(Rd,B(Rd)) or on (l2,B
l2) (see Definitions 2.5 and 7.6).
Open Question 7.17. It is not possible to extend the arguments applied to the definition of quasi-Le´vy type
measure in Rd or in l2, because the restrictions do not form σ -algebras. However it might be possible to still
obtain a sensible definition of quasi-Le´vy type measure on RT without necessarily being a signed measure.
In other words, is it possible to obtain a triplet from the above quadruplet?
7.2 Spectral representation of discrete parameters QID processes
Before presenting the result we need some preliminaries. Let X = {Xn; n= 1,2, ...} be a discrete parameters
QID process with generating ID processes Y and Z; let bn > 0 be s.t. {bnXn},{bnYn},{bnZn} ∈ l2 almost
surely. Let L ({bnXn}) ∼ (z0,K ,M), where z0 ∈ l2, K is the covariance operator and M is the quasi Le´vy
measure of µ . Notice that since X +Y
d
= Z then {bnXn}+{bnYn}
d
= {bnZn}, which implies that {bnYn} with
c.t. (z
(Y )
0 ,K
(Y ),M(Y)) and {bnZn} with c.t. (z
(Z)
0 ,K
(Z),M(Z)) are such that z0 = z
(Z)
0 − z
(Y )
0 , K = K
(Z)−
K (Y ) and M is uniquely generated by M(Z) and M(Y). However, notice that we can consider w.l.o.g. that
{bnZn} ∼ (0,K ,M
(Z)) and {bnYn} ∼ (−z0,0,M
(Y )). This is because of the following argument. Let Q and
R be two l2 ID process with c.t. (0,K ,M
(Z)) and (−z0,0,M
(Y )), thus, {bnXn}−R
d
= Q. Then, we have that
X −{b−1n Rn}
d
= {b−1n Qn}, and that {b
−1
n Rn} and {b
−1
n Qn} are ID (where the latter can be seen from their
finite dimensional distributions). Therefore, throughout this section for any discrete parameters QID process
we consider such generating ID processes.
Let us continue with the preliminaries. For every y ∈ l2, we have that
K (y) =
∞
∑
j=1
β j〈e j,y〉e j,
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where β j ≥ 0, ∑
∞
j=1β j < ∞ and {e j} is an orthonormal set in l2. Moreover, let
ν0 =
{
‖z0‖δ(z0/‖z0‖) if z0 6= 0,
0 if z0 = 0,
and ν1 =
∞
∑
j=1
β jδ(e j)
to be two finite measures on B(∂U). Let us recall and reformulate Lemma 4.1 and Proposition 4.2 in [23]
Proposition 7.18 (Part of Lemma 4.1 and of Proposition 4.2 in [23]). Let M be a Le´vy measure on l2, let ∂U
be the boundary of the unit ball in l2 and let Ψ be the map Ψ : ∂U ×R
+ → l2 \{0} s.t. Ψ(u,x) = xu. Then
F is a unique measure on B(∂U ×R+) satisfying
M = F ◦ψ−1.
Moreover, let FA(·) = F(A×·). Then FA(·) can be naturally extended to R and is a Le´vy measure on R.
Proof. See Lemma 4.1, Proposition 4.2 and the preliminaries of Section VI in [23].
From the above we let F
(Z)
A and F
(Y )
A be the unique Le´vy measures associated with M
(Z) and M(Y ), for
every A ∈B(∂U). Let FA be the unique quasi-Le´vy type measure generated by F
(Z)
A and F
(Y )
A . Let ΛZ and
ΛY be the associate ID random measure of Z and Y , namely ΛZ ∼ (0,ν1,F
(Z)
· ) and ΛY ∼ (−ν0,0,F
(Y )
· ).
Similarly we have the following definition.
Definition 7.19. Let X, ν0, ν1 and F· be as above, then the QID random measure on B(∂U) with parameters
(ν0,ν1,F·) will be called the associated QID random measure of X, if it exists. Let us denote it by Λ.
Observe that the control measure λ of Λ is given by λ (A) = ν0(A)+ ν1(A)+
∫
R
(1∧ x2)F
(Z)
A +
∫
R
(1∧
x2)F
(Y )
A for every A ∈ B(∂U). Moreover, denote by pi j the j-th coordinate projection in l2. We can now
finally present the main result of this section.
Theorem 7.20. Let X = {Xn} be a discrete parameters QID process and consider its two generating discrete
parameters ID processes Y and Z as above. Then, assuming that {
∫
∂U fndΛ}n∈N is independent of X, we
have
{Xn}n∈N−
{∫
∂U
fndΛ
}
n∈N
d
=
{∫
∂U
fndΛZ
}
n∈N
.
Moreover, if the associated QID random measure of X exists then fn’s are Λ-integrable and
{Xn}n∈N
d
=
{∫
∂U
fndΛ
}
n∈N
. (29)
Proof. Observe that thanks to Theorem 4.9 in [23] for any fixed k ∈ N and a1, ...,ak ∈R we have that
Lˆ
(
k
∑
j=1
a jbnXn
)
=
Lˆ
(
∑kj=1 a jbnZn
)
Lˆ
(
∑kj=1 a jbnYn
) = Lˆ
(
∑kj=1 a j
∫
∂U f jdΛZ
)
Lˆ
(
∑kj=1 a j
∫
∂U f jdΛY
)
Thus, we obtain first statement. For the second we have that fn’s are integrable thanks to 5.12, where notice
that ΛG and ΛM there are ΛZ and ΛY here. Moreover, thanks to Proposition 5.13 we have that for any fixed
k ∈N and a1, ...,ak ∈ R we have that
Lˆ
(
∑kj=1 a j
∫
∂U f jdΛZ
)
Lˆ
(
∑kj=1 a j
∫
∂U f jdΛY
) = Lˆ
(
k
∑
j=1
a j
∫
∂U
f jdΛ
)
,
hence, obtaining the result.
Open Question 7.21. Is it possible to show that for every discrete parameters QID process there exists a
QID r.m. s.t. we have the representation (29)? In other words for every X there exists a Λ s.t. (29) holds?
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7.3 Further results and examples of QID processes
We move now to the presentation of additional results on QID processes and of some examples. Recall that
a process X is QID if X+X (2)
d
= X (1) where X (2) and X (1) are ID processes with X2 independent of X . From
this we have many examples. However, let us start with some results.
The first idea that might come to mind is: If X (2) and X (1) are Le´vy processes is X a QID process without
being an ID process? The answer is negative, as shown in the following result.
Proposition 7.22. Let X (1) and X (2) be two Le´vy processes with generating triplets (a(1),σ (1),ν(1)) and
(a(2),σ (2),ν(2)). Let X be a stochastic process independent of X (2). The equality Xt +X
(2)
t
d
= X
(1)
t for every
t ≥ 0 holds only if σ (1) ≥ σ (2) and ν(1) ≥ ν(2). In this case Xt is an ID r.v. for every t ≥ 0.
Proof. If σ (1) < σ (2) then X1 will not be a random variable. If ν
(1) < ν(2) then Xt is a QID r.v. for every
t ≥ 0 without being ID. But then, for every n we would have that X 1
n
is a QID r.v. hence for every n ∈ N we
would have that Lˆ (X1) = (Lˆ (X 1
n
))n, which implies that X1 thus a contradiction. However, if σ
(1) ≥ σ (2)
and ν(1) ≥ ν(2) then Xt is a ID r.v. for every t ≥ 0, hence, X might potentially be a Le´vy process.
However, we have the following positive general result. We use the representation function c(·) (see
[15]) which is a function c : R→ R which is bounded, Borel measurable and satisfies lim
x→0
(c(x)− x)/x2 = 0.
Proposition 7.23. Let X0 be any QID random variable and let (a,σ ,ν) be its characteristic triplet. Then
Lˆ (Xt) := exp
(
iθh(t)+ iθat f (t)−
1
2
σ 2t f (t)
2θ2+
∫
R
eiθx−1− iθc(x)νt( f (t)
−1dx)
)
is the characteristic function of a QID random variable for every t ≥ 0, where h(·), a·, f (·) and σ· are real
valued functions with f (t) 6= 0 and σ 2t ≥ σ
2 for all t ≥ 0, νt(·) is a set function such that νt(A) ≥ ν(A) for
every t ≥ 0 and A ∈B0(R), and c(·) is any representation function.
Moreover, let k ∈ N and let X
(1)
0 , ...,X
(k)
0 be QID random variables. Let h
( j)(·), a
( j)
· , f
( j)(·), σ
( j)
· and ν
( j)
t (·)
satisfy the above respective properties and similarly define Lˆ (X
( j)
t ). Then
Lˆ (Y ) := Lˆ (X
(1)
t1 ) · · ·Lˆ (X
(k)
tk
)
is the characteristic function of a QID random variable for every t1, ..., tk ≥ 0.
Proof. Let for the moment f (t) = 1 and h(t) = 0 for every t ≥ 0. Since for any QID distribution µ with
c.t. (γ ,b,η) if there exists b′ ≥ b and η ′(A)≥ η(A) for every A ∈B0(B) then the c.t. (γ
′− γ ,b′−b,η ′−η),
where γ ′ ∈R, is the c.t. of a ID distribution, call it µ˜ , (see Remark 2.6 point (a) in [15]) hence since the class
of QID distributions is closed under convolution then we have that µ ′ = µ ∗ µ˜ is QID with c.t. (γ ′,b′,η ′) (see
Remark 2.6 point (c) in [15]). Thus, we have that
exp
(
atθ −
1
2
σ 2t θ
2+
∫
R
eiθx−1− iθc(x)νt(dx)
)
is the c.f. of a QID distribution. Now, since the class of QID distributions is closed under shifts and dilation
(see Remark 2.6 point (b) in [15]) then
exp
(
iθ
(
h˜(t)+
∫
R
c(mx)−mc(x)νt(dx)+at f (t)
)
−
1
2
σ 2t f (t)
2θ2+
∫
R
eiθx−1− iθc(x)νt( f (t)
−1dx)
)
is the c.f. of QID distribution, where h˜ is any real valued function. Hence, by setting h˜ such that h(t) =
h˜(t)+
∫
R
c(mx)−mc(x)νt(dx) we have the first statement.
The second statement follows by the fact that the class of QID distributions is closed under convolution.
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Corollary 7.24. Under the same conditions of Proposition 7.23 we have that for every t ≥ 0 there exist two
QID random variables Yt and Zt such that
Lˆ (Yt) = exp
(
iθat −
1
2
σ 2t θ
2+
∫
R
eiθx−1− iθc(x)νt(dx)
)
and
Lˆ (Zt) = exp
(
iθh(t)+ iθa f (t)−
1
2
σ 2 f (t)2θ2+
∫
R
eiθx−1− iθc(x)ν( f (t)−1dx)
)
.
Proof. It follows directly from Proposition 7.23.
A first example of QID process has been investigated in [29], although they mostly focus on the level
of distributions and in particular on a subclass of QID distributions call discrete pseudo-compound Poisson
distributions, which have applications in insurance mathematics. Moreover, from the formulation X+X (2)
d
=
X (1) and from the previous results many examples can be constructed. We do not deal with the existence of
particular QID stochastic processes since it is a major topic and we leave it for further research. We only
point out that most of the potential results seem to rely on the multidimensional extension of the results
presented in [15]. Hence, the following question.
Open Question 7.25. Is it possible to extend the results in [15] and [1] to the multidimensional case, namely
to distributions on Rd?
8 The atomless condition and the density of QID r.m.
One of the main properties that independently scattered random measure might satisfy is the atomless con-
dition. Indeed, the work of Pre´kopa [22] is centred on this condition and in Theorem 2.2 of [22] he proves
that if an independently scattered random measure satisfies the atomless condition then it is an ID random
measure. Recall that every σ -ring is a δ -ring, but not every δ -ring is a σ -ring, and that every σ -algebra is a
σ -ring, but not every σ -ring is a σ -algebra.
Definition 8.1 (atom, atomless). Let Λ be a completely additive set function defined on a σ -ring S . A set
A∈S is called an atom relative to the set function Λ if for every C⊆ A withC ∈S we have either Λ(C) = 0
or Λ(C) = Λ(A). Moreover, the completely additive set function Λ will be called atomless if for every atom
A we have Λ(A) = 0.
The atomless condition is for random measures what the continuity in probability is for continuous
time stochastic processes. Notice that we have mentioned explicitly continuous time processes because for
discrete time ones the condition is meaningless.
Then, we have the following result.
Corollary 8.2. It does not exist a QID r.m. on a σ -ring which is atomless and which is not ID.
Proof. The result is straightforward since any atomless independently scattered r.m. is ID, see Theorem 2.2
in [22].
In Section 3, we have shown the connections between QID and ID random measure. From this discussion
it appears clear that in case the ID random measures considered are atomless the generated QID r.m. is indeed
an ID r.m.. This lead us to the following question: is it true that ID r.m. are always atomless? The answer
is negative. This is because in case either the drift ν0 or the Gaussian part ν1 or the measure F·(B) for some
B ∈B(R) s.t. 0 /∈ B have at least one atom then the corresponding ID measure is not atomless. Therefore,
the results shown in Section 3 applies to any possible ID and QID r.m.. We refer to Chapter 3.3 in [13] for a
lucid exposition of ID random measures.
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We point out that the atomless condition is not relevant for the spectral representation of the discrete
parameter QID process presented in Section 7. The associated r.m. might potentially have atoms and this is
true also in the ID framework.
We present now some interesting results. We will restrict to the framework of [13], which is still very
general.
Notation: For the rest of this section for “random measure” we mean a “R+-valued random measure”,
and for “random signed measure” we mean “R-valued random measure”
Let (S,d) be a separable and complete metric space. Let S the associated metric topology and let Sˆ be
the ring composed by bounded Borel sets in S. Let CˆS be the space of all bounded continuous functions
f : S → R+ with bounded support. Let MS be the space of locally finite measures, namely µ ∈ MS if
µ(B) < ∞ for every B ∈ Sˆ. The space MS might be endowed with the vague topology, denoted by BMS ,
generated by the integration maps pi f : µ 7→
∫
f (x)µ(dx), for all f ∈ CˆS. The vague topology is the coarsest
topology making all pi f continuous. The measurable space (Ms,BMS) is a Polish space. The associated
notion of vague convergence denoted by µn
v
→ µ is defined by the condition
∫
f (x)µn(dx)→
∫
f (x)µ(dx)
for all f ∈ CˆS.
A random measure ξ on S, with underlying probability space (Ω,F ,P), is a function Ω× S→ [0,∞],
such that ξ (ω ,B) is a F -measurable in ω ∈Ω for fixed B and a locally finite measure in B ∈ S for fixed ω .2
Then, convergence in distribution of ξn to ξ means that E[g(ξn)]→ E[g(ξ )] for every bounded continuous
function g on MS, or equivalently that L (ξn)
w
→ L (ξ ), where for any bounded measures µn and µ , the
weak convergence µn
w
→ µ means that
∫
g(y)µn(dy)→
∫
g(y)µ(dy) for all g as above. We write ξn
vd
→ ξ
to stress that the convergence of distribution is for random measures considered as random elements in the
space MS with vague topology. In this setting, a fixed atom of a random measure ξ is an element s ∈ S such
that P(|ξ ({s})|> 0)> 0.
We would like to consider QID random measures on (S,S) as independently scattered random measures
s.t. ξ (B) is QID for every B ∈ Sˆ. This is the usual definition of QID (and similarly of Poisson and of ID)
random measures on (S,S). However, our previous definition (see Definition 2.10) is different. In Definition
2.10, QID random measure are real valued (stochastic processes) and so they cannot take infinite values,
which in this framework means that they can only be defined on a ring U⊆ Sˆ. Thus, the question is how can
we combine the two definitions? The answer is the following. By starting with the QID random measures
as defined in Definition 2.10, we consider only the ones which are R+-valued and then, thanks to a result
by Harris (see [6]), we can uniquely extend them to random measures on (S,S). Let us report here the
mentioned result by Harris.
Theorem 8.3 (see Theorem 2.15 in [13]). Given a process η ≥ 0 on a generating ring U⊂ Sˆ, there exists a
random measure ξ on S with ξ (U) = η(U) a.s. for all U ∈ U , iff
(i) η(A∪B) = η(A)+η(B) a.s., A,B ∈ U disjoint,
(ii) η(An)
P
→ 0 as An ց /0 along U.
In that case, ξ is a.s. unique.
Observe that a QID random measure as defined in Definition 2.10 satisfies the above conditions, and so it
extends uniquely to S. Therefore, following our definitions, any QID random measure on (S,S) is the unique
extension of QID random measure on Sˆ or on any generating ring U⊂ Sˆ.
The practical example one should think when dealing with this framework (and in general with the
framework of this work) is the following: a random measure on Bb(R) (i.e. the set of bounded intervals of
2An equivalent definition is the following: a random measure ξ is a measurable mapping from (Ω,F ,P) to (MS,BMS), where
BMS is the topology generated by all projection maps piB : µ 7→ µ(B) with B ∈ S, or, equivalently, by all integration maps pi f with
measurable f ≥ 0. From Lemma 4.1 in [11] or Theorem 4.2 in [13], we know that BMS and BMS coincide. Hence it is equivalent
to consider a random measure as a measurable mapping from (Ω,F ,P) to (MS,BMS) or to (MS,BMS).
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R), which has almost surely finite values for any B ∈Bb(R). Observe that Bb(R) is not an algebra because
R /∈ Bb(R) and this is why it is important to work with rings. In this example, using the notation of this
work, we have that S = R and S = Sˆ = Bb(R). Moreover, notice that the same applies to the case of
Bb(R+) instead of Bb(R). From this example, it also appears clear and natural the condition that imposes
the existence of an increasing sequence of sets S1,S2, · · · ∈ Bb(R) s.t.
⋃
n∈N Sn = S; indeed, take Sn to be
concentric balls of radii n. This condition is at the base of our work, of the work of Rajput and Rosinski [23],
and of Kallenberg’s book (see page 15 in [13]).
We report now another fundamental result by Harris, see [6].
Theorem 8.4 (see Theorem 4.11 in [13]). Let ξ ,ξ1,ξ2, ... be random measures on S. Then these conditions
are equivalent:
(i) ξn
vd
→ ξ ,
(ii)
∫
f (x)ξn(dx)
d
→
∫
f (x)ξ (dx) for all f ∈ CˆS,
(ii) E[exp(−
∫
f (x)ξn(dx))]→ E[exp(−
∫
f (x)ξ (dx))] for all f ∈ CˆS with f ≤ 1.
We are ready to present the following density result.
Theorem 8.5. QID random measures are dense in the space of independently scattered random measures,
considered as random elements in MS endowed with the vague topology, under the convergence in distribu-
tion.
Proof. From Theorem 7.1 [11] we know that any independently scattered random measure has the following
unique representation
ξ
a.s.
= α +
K
∑
j=1
β jδs j
with K ≤ ∞, where {s j : j ≥ 1} is the set of fixed atoms of ξ , α is a random measure without fixed atoms
with independent increments (hence, α is an atomless ID r.m.), and β j, j ≥ 1, are R+-valued r.v., which are
mutually independent and independent of α .
Let ξn be an independently scattered r.m. defined as
ξn
a.s.
= α +
K
∑
j=1
βn, jδs j
with βn, j QID random variables s.t. βn, j
d
→ β j as n→ ∞, for every j ≥ 1, and where α and {s j : j ≥ 1} are
the same as above. First, notice that for fixed j the sequence β1, j,β2, j, ... exists thanks to Theorem 4.1 from
[15]. Second, observe that, for each n ∈N, ξn is a QID random measure because α is ID and β j are QID and
they are independent of each other.
Now, we need to show that ξn
vd
→ ξ . From Theorem 8.4, it is sufficient to show that
∫
f (x)ξn(dx)
d
→∫
f (x)ξ (dx) for all f ∈ CˆS. Since α is both an element of ξn and ξ and it is independent of the βn, j, j ≥ 1,
this reduces to prove that ∑Kj=1 f (s j)βn, j
d
→∑Kj=1 f (s j)β j for all f ∈ CˆS. If K is finite for any bounded set then
the result follows easily from independence of the βn, j, j = 1, ...,K, from the fact that βn, j
d
→ β j as n→ ∞,
for every j = 1, ...,K and from the continuous mapping theorem. Thus, assume that K is infinite, formally
that there are countably many fixed point for at least one bounded set. Consider any f ∈ CˆS. Then, we need
to show that ∑∞j=1 f (s j)βn, j
d
→ ∑∞j=1 f (s j)β j. This convergence also holds true for the same arguments as
the ones mentioned for the case of K finite, however we need to be careful because of the infinities. First,
observe that, for each n ∈ N, ∑∞j=1 f (s j)βn, j < ∞ a.s. and that ∑
∞
j=1 f (s j)β j < ∞ a.s.. This is because f ∈ CˆS,
hence, by denoting B the support of f , we have that almost surely ξn(B) < ∞, n ∈ N, and ξ (B) < ∞ since
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B ∈ Sˆ, and that f is bounded. Then, looking at the characteristic functions, using the continuity of ez, for
z ∈ C, and the dominated convergence theorem, we have that for every θ ∈ R
1≥ E
[
exp
(
iθ
∞
∑
j=1
f (s j)βn, j
)]
= E
[
lim
N→∞
exp
(
iθ
N
∑
j=1
f (s j)βn, j
)]
= lim
N→∞
E
[
exp
(
iθ
N
∑
j=1
f (s j)βn, j
)]
= lim
N→∞
N
∏
j=1
E
[
exp
(
iθ f (s j)βn, j
)]
=
∞
∏
j=1
E
[
exp
(
iθ f (s j)βn, j
)]
Since βn, j
d
→ β j then by continuous mapping theorem we have f (s j)βn, j
d
→ f (s j)β j and so
∞
∏
j=1
E
[
exp
(
iθ f (s j)βn, j
)]
→
∞
∏
j=1
E
[
exp
(
iθ f (s j)β j
)]
= E
[
exp
(
iθ
∞
∑
j=1
f (s j)β j
)]
, as n→ ∞.
Thus, we have that ∑∞j=1 f (s j)βn, j
d
→ ∑∞j=1 f (s j)β j and since f was any function in CˆS we obtain the stated
result.
It is possible to consider also the set of bounded measures, denoted by MˆS, which can be endowed with
the vague topology, as for MS, but also with the weak topology. The weak topology on MˆS is the topology
generated by the integration maps pi f for all bounded continuous functions. Then, for random measures
ξ ,ξ1,ξ2, ... considered as random elements in MˆS, endowed with the weak topology, we will denote by
ξn
wd
→ ξ the convergence in distribution. Observe that in this setting a QID random measures as defined in
Definition are QID random measures on (S,S) (hence we do not need to extend them) because for every
B ∈ S they are all a.s. bounded.
We will use the following result of Kallenberg to prove our next result.
Theorem 8.6 (see Theorem 4.19 in [13]). Let ξ ,ξ1,ξ2, ... be a.s. bounded random measures on S. Then
these conditions are equivalent
(i) ξn
wd
→ ξ ,
(ii) ξn
vd
→ ξ , and ξn(S)
d
→ ξ (S).
We are now ready to present our next result, which is similar to Theorem 8.5, but applies to MˆS and
involves both the vague and the weak topology.
Theorem 8.7. QID random measures are dense in the space of independently scattered random measures,
considered as random elements in MˆS endowed with the vague topology or with the weak topology, under
the convergence in distribution.
Proof. Consider first the case of MˆS endowed with the vague topology. Then, by the same arguments as the
ones used in the proof of Theorem 8.5 we obtain the result.
For the weak topology case, by the same arguments as the ones used in the proof of Theorem 8.5 we have
that ξn
vd
→ ξ . Hence, according to Theorem 8.6 it remains to prove that ξn(S)
d
→ ξ (S), namely that α(S)+
∑∞j=1 βn, j
d
→ α(S)+∑∞j=1β j. However, this has been proved in the proof of Theorem 8.5 – indeed, consider
f ≡ 1 and notice that ξ (S)< ∞ a.s. since ξ is almost surely bounded. Thus, the proof is complete.
So far in this section we have only discussed measures and random measures which take only non-
negative values. The main reason is because, as far as we know, there are no results in the literature on
convergence of real valued random measures, namely of random signed measures. This is a pity since the
random measures considered in this work are real valued (e.g. see Definition 2.10 of QID random measures).
We believe in fact that our density results extend to the general (signed) case, at least for bounded random
measures. Proving this requires the extension of several results of the first four chapters of [13] to the signed
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case. Although we leave this as a topic of further research, we present next a first important result in this
direction.
Let M−S be the space of locally finite signed measures. Recall that for a signed measure |µ(B)| < ∞ iff
|µ |(B)< ∞. Hence, µ ∈M−S if |µ(B)|< ∞ for every B ∈ Sˆ. The next result is an extension of Theorem 7.1
in [11] and Lemma 2.1 in [7].
Theorem 8.8. Every signed measure on S has an atomic decomposition:
µ = γ +
N
∑
j=1
λ jδt j
where N ∈ Z+∪{∞}, t1, t2, ... ∈ S, γ is an atomless measure, and λ j, j ≥ 1, are non-negative constants.
Moreover, any random signed measure ξ on S with independent increments has the following almost sure
unique representation:
ξ = α +
K
∑
j=1
β jδs j
for some fixed K ∈ Z+ ∪ {∞} and s1,s2, ... ∈ S, some infinitely divisible independently scattered random
signed measure α without fixed atoms, and some R-valued r.v. β j, j ≥ 1, which are mutually independent
and independent of α .
Proof. The first statement follows from the fact that every measure µ+ on S can be written as µ+ = γ++
∑N
+
j=1 λ
+
j δt+j . Then by Jordan decomposition we know that there exist two measures µ
+ and µ− such that
µ = µ+−µ− and µ+ ⊥ µ−, hence we obtain the stated representation.
Regarding the second statement, we have that ξ has at most countably many fixed atoms. To see this,
observe that it is sufficient to prove that for fixed bounded set and ε > 0 there cannot be infinitely many
atoms {sn|n ∈ N} s.t. P(|ξ ({sn})| ≥ ε)≥ ε . Assume that this is true then P(limsup
n→∞
|ξ |(sn)≥ ε)≥ ε , hence
∑∞n=1 |ξ |(sn) cannot converge, thus we obtain a contradiction.
Once we subtract the fixed atoms we are left with an atomless independently scattered random mea-
sure α and, by Theorem 2.2 in [22], we conclude that it is ID. Finally, the independence follows from the
independently scattered property of ξ and the atomless property of α .
We end this section with the aforementioned conjecture. Let Mˆ−S be the space of bounded signed mea-
sures. Observe that this space is quite interesting. First, it is a vector space since it is closed under summation
and multiplication by a constant. Moreover, the total variation defines a norm, which makes Mˆ−S a Banach
space. Indeed, this space has been intensively studied under various properties of the signed measures and
of the space S (e.g. see the Riesz-Markov-Kakutani representation theorem).
Conjecture 8.9. Real valued QID random measures are dense in the space of independently scattered real
valued random measures, considered as random elements in M−S endowed with the vague topology, under
the convergence in distribution.
Similarly, bounded real valued QID random measures are dense in the space of bounded independently
scattered real valued random measures, considered as random elements in Mˆ−S endowed with the vague
topology or with the weak topology, under the convergence in distribution.
Conclusion
In this work we have extended the theory of QID distributions to random measures and stochastic processes.
In particular, we studied the existence and uniqueness of QID r.m. and how they are related to ID r.m.. We
have seen how to define stochastic integrals w.r.t. QID r.m. and show for which conditions on a functions f
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we have that
∫
f dΛ is defined. Moreover, we have investigated various representations of a QID r.m. and of
a QID stochastic process. We ended with density results for QID random measures.
There are several and pivotal questions that are left open. First, we know that QID distributions are dense
in the space of all probability distributions under the weak convergence and we showed that similar results
hold for QID random measures. Can we extend this processes? In other words, can we prove that for any
stochastic process there is a sequence of QID processes that converge to it in distribution? Or at least in finite
dimensional distribution, namely without tightness?
Second, what properties does a QID process satisfy? Is there a similar Le´vy-Itoˆ decomposition?
Third, it has been seen that QID distributions are related to the Riemann zeta function. What insights on this
function can we extract from QID random measures and stochastic processes?
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