Abstract-In wireless sensor networks, virtual backbone has been proposed as the routing infrastructure to alleviate the broadcasting storm problem and perform some other tasks such as area monitoring. Previous work in this area has mainly focused on how to construct a small virtual backbone for high efficiency, which is modeled as the minimum Connected Dominating Set (MCDS) problem. However, the nodes in the CDS need to carry other nodes' traffic and they are subject to failure. Therefore, it is desirable to construct a fault tolerant CDS. In this paper, we first propose a distributed algorithm to construct a connected dominating set (DACDS). Based on DACDS, we further develop a fault tolerant algorithm (kCDS). We also show our algorithm have better performance ratios and low message complexity.
INTRODUCTION
Wireless Sensor Networks (WSNs) are now being in many application, such as environment and habitat monitoring, traffic control, etc.. Since there is no fixed infrastructure or centralized management, nodes in WSNs communicate via a share medium either through a single hop or multi-hops. Therefore, each node also needs to serve as a router so that it can forward the received messages according to some routing protocols. The most popular communication method is flooding, which not only wastes energy of nodes but also causes broadcast storm problem [1] . Broadcast storm problem refers to the fact that flooding may result in excessive redundancy, contentions and collisions. It causes high protocol overhead, interference to ongoing traffic, and diminishes the throughput of the whole network. So it is not suitable for WSNs. Currently, virtual backbones are usually used to support flooding in WSNs and a Connected Dominating Set (CDS) is the best candidate to work as a virtual backbone for WSNs to reduce routing overhead.
We use G=(V, E) to represent a WSN where V is the set of nodes and E represents all the links in the network. With the help of CDS, routing is easier and can adapt quickly to topology changes of a network. Only the nodes in the CDS need to maintain the routing information, which reduces both storage and message complexities. Unlike in a traditional way where a node broadcasts the packet whenever it first receives one, all dominatees only need to send packets to their closest dominator and only the dominators forward the packets towards their destinations.
Since the nodes in a CDS need to carry other nodes' traffic, fault tolerance must be considered. Unfortunately, due to frequent node failure and link failure, which are inherent in wireless sensor networks, the CDS is often very vulnerable. Therefore, constructing a fault tolerant CDS that continues to function during node or link failure is an important research problem.
The fault tolerant CDS problem has not been studied sufficiently.
Some approximation algorithms for constructing an m-Connected k-Dominating Set (mkCDS) have been proposed in the literature. The requirement of mconnectivity guarantees that there exist at least m different paths between any pair of dominators. The requirement of kdomination takes care of fault tolerance and robustness for dominates, which ensures that every dominatee has at least k adjacent dominator neighbors. However, all of these algorithms only consider some special cases for m=1,2 or m k, or are not easy to implement, have high time/message complexity. In this paper, we investigate how to construct a connected k-dominating set (1-k-CDS). The main contribution of our work is that we propose a distributed connected dominating set construction algorithm (DACDS), and a fault tolerant connected k-dominating set algorithm (kCDS) for general k with low message complexity and better performance ratios.
The remainder of this paper is organized as follows. In section 2, we review some related work about CDS and fault tolerance CDS construction algorithms. In section 3, we present some preliminaries and our network model that are necessary for illustrating our algorithms. In section 4, we show an algorithm DACDS to construct a connected dominating set. In section 5, based on DACDS, we design an algorithm kCDS to construct a connected k-dominating set. Finally, we conclude this paper and discuss some future research directions.
II. RELATED WORK
Lots of efforts have been made to design approximation algorithms for minimum connected dominating set (MCDS) problem. Wang et al. [2] proposed a two-phase distributed algorithm for the problem in unit disk graph (UDG) that has a constant approximation performance ratio of 8. The algorithm first constructs a spanning tree, and then at the first phase, each node in a tree is examined to find a Maximal Independent Set (MIS) and all the nodes in the MIS are colored black. At the second phase, more nodes are added (color blue) to connect those black nodes. Li et al. [3] proposed another two-phase distributed algorithm with a better approximation ratio of (4.8+ln5). At the first phase, an MIS is computed. At the second phase, a Steiner tree algorithm is used to connect nodes in the MIS. The Steiner tree algorithm is based on the property that any node in UDG is adjacent to at most 5 independent nodes. Wu et al. [4] proposed their localized connected dominating set method using a marking process where a node is marked true if it has unconnected neighbors. It is shown that the set of marked nodes forms a CDS. Dai et al. [5] further extended the pruning rules to k-hop neighborhoods in order to achieve better results. A distributed algorithm [6] r-CDS was proposed whose performance ratio is 173. r-CDS is a completely localized one-phase algorithm where each node only needs to know the connectivity information within its 2-hop-away neighborhood. Another localized algorithm [7] was proposed whose performance ratio is 147. This algorithm contains three steps.
Step 1 constructs a forest in which each tree is rooted at a node with the minimum ID among its 1-hop-away neighbors.
Step 2 collects neighborhood information, which will be used in Step 3 to connect neighboring tree.
Although CDS construction has been investigated extensively, not too much research for kmCDS construction has been conducted in the literature. There exist several algorithms including centralized and distributed ones to construct a kmCDS. The related works to us are [8, 9, 10, 11, 12, 13] .
Three localized k-CDS construction protocols were proposed [8] . The first one is a probabilistic approach which is based on k-Gossip. In k-Gossip algorithm, each node decides its color with a probability based on the network size, transmission range, the value of k, and etc.. The second is a deterministic approach which is an extension from the kcoverage condition. The last one is Color-Based k-CDS Construction. In Color-Based algorithm, each node randomly selects one of the k colors. Therefore, the whole network is divided in k-disjoint subsets based on colors.
The 64-approximation centralized algorithm Connecting Dominating Set Augmentation (CDSA) to construct a 2-connected virtual backbone was proposed [9] . The algorithm first constructs a CDS, and then computes all blocks and adds intermediate nodes to make all the backbone nodes being in the same block. Similarly, this work is also only for the case where k=2 and m=1. Shang et al. proposed three centralized algorithms [10] . One is for constructing a 1-connected m-dominating set. The second is for constructing a 2-connected m-dominating set whose basic idea is similar to the work by Wang et al. [11] . The last one is for 3 k m which first constructs a k-connected k-dominating set and then sequentially constructs an MIS m-k times. Thai et al. proposed a centralized algorithm [12] which requires the input graph to be at least max(k, m) connected. First a 1-m-CDS C 1m is built. Then C 1m is augmented to become a k-m-CDS sequentially. However, this algorithm is not easy to implement due to the difficulty in finding all k-blocks or kleaves from a graph.
One centralized algorithm CGA and one distributed algorithm DDA were proposed [13] . The main idea of CGA is to construct an m-dominating set first and then augment this set to be k-connected by adding enough number of connectors. Although CGA can be implemented easily, it can not guarantee obtaining a kmCDS. The main idea of DDA is the same as that of CGA except that DDA builds a 1-connected m-dominating set first. However a lot of control messages are needed in DDA, which makes the message complexity of DDA very high.
III. PRELIMINARIES AND NETWORK MODEL
In this section, we present some definitions and notations that will be used later. In this paper, we are mainly interested in static symmetric multi-hop WSNs. The topology of a sensor network is represented as a Unit Disk Graph (UDG), denoted as G(V, E), where V is the node set and E is the edge set.
Given an UDG G=(V, E), two nodes are independent if they are not neighbors. For any node v, the set of in dependent neighbors of v is a subset of v's neighbors such that any two nodes in this subset are independent. A subset U ⊆ V is called an independent set (IS) of G if all nodes in are pair-wise non-adjacent, and it is further called a maximal independent set (MIS) if each node in V-U is adjacent to at least one node in U.
A
dominating set (DS) of a graph G=(V, E) is a subset
S ⊆ V such that each node in V-S is adjacent to at least one node in S. A DS is called a connected dominating set (CDS) if it also induces a connected subgraph. An k-dominating set (k-DS) S ⊆ V of G is a set of nodes such that each node u∈V either in S or has at least k neighbors in S. Lemma 3.1 [14] For any UDG G, the size of a maximal independent set (MIS) is at most 3.8opt+1.2, where opt is the size of a minimum connected dominating set. Lemma 3.2 [12] : In a UDG G, there exists a node that is adjacent to at most five independent nodes.
IV. ALGORITHM DACDS FOR CONSTRUTING A CDS
In this section, we propose a distributed algorithm (DACDS) to compute CDS. The algorithm consists of two steps. First, we compute a maximal independent set (MIS); then we use a Steiner tree to connect all nodes in the MIS.
A. Algorithm description
Initially each node is colored white. A dominator is colored black, and a dominatee is colored gray. We assume that each node knows its one-hop neighbors and their effective degree d * . The effective degree of a node is the total number of white neighbors. This information can be obtained by periodic "hello" messages.
Our algorithm is shown in Algorithm 1. It consists two steps:
Step 1. Selects a node s firstly and colors itself black and broadcasts message "dominator". Any white node u receiving "dominator" message the first time from v colors itself gray and broadcasts message "dominatee". Node u selects v as its dominator. A white node receiving at least one "dominatee" message becomes active. An active white node with highest (d * , id) among all of its active white neighbors will color itself black and broadcast message "dominator". Whenever a white node receives a "dominatee" message, it decreases its effective degree by 1 and broadcasts message "degree". Message "degree" contains the sender's current effective degree. A white node receiving a "degree" message will update its neighborhood information accordingly. If there is no white node left in G, step 1 terminates. All black nodes form a MIS I. Then step 2 starts.
We connect I by using the Steiner tree in step 2, which is a tree interconnecting all nodes in I.
The nodes in the Steiner tree but not in I are called Steiner nodes. To reduce the size of an obtained CDS, we need to find a Steiner tree with the Minimum number of Steiner Nodes (MSN). We can define this problem as follows:
Definition 1: Steiner Tree with MSN: Given a graph G=(V,E) and a set of nodes V' ⊆ V called terminals, construct a Steiner tree T that connects all the terminals such that the number of Steiner nodes is minimum.
Step 2. At the second step, we construct a Steiner tree with the minimum number of Steiner nodes to interconnect all nodes in I as follows:
Define a black-blue component as a connected component of the subgraph induced only by black and blue nodes, ignoring connections between blue nodes. Initially, we have |I| black-blue components. Let B be a set of Steiner nodes, colors blue. Initially B is empty. From lemma 3.2, we know that each node is adjacent to at most 5 independent nodes. In other words, a blue node is adjacent to at most 5 black nodes. Color all nodes in V-I gray. At each iteration, we can find a gray node that is adjacent to most black-blue components and color it blue. Formally, for j from 5 to 2, at each iteration j, find a gray node w such that w is adjacent to at least j black nodes in different black-blue components. Color w blue and recomputed the black-blue components. When there is only one black-blue component in G, step 2 terminates.
Step 2 obtains a minimum connected dominating set (MCDS).
B. Analysis for Algorithm Theorem 4.1 Step 1 computes an MIS which contains all black nodes.
Proof: A node is colored black only from white. There is no two white neighbors can be colored black at the same time since they must have different (d*, id). When a node is colored black, all of its neighbors are colored gray. Once a node is colored gray, it remains gray during Step 1. For the last step in the above recurrence, we note that the second term is the geometric series and it will converge to C(T*).
is the geometric series and it will converge to C(T*).
Therefore, the total number of blue nodes is bounded as follows:
From Lemma 3.2, In a UDG G, there exists a node that is adjacent to at most five independent nodes. So K=5. We have:
Theorem 4.3 The distributed algorithm DACDS has time complexity O(n) and message complexity O(n· ), where n is the number of nodes in G,
is the maximum degree of nodes.
Proof: In step 1, each node broadcasts each of the messages dominator and dominatee at most once. The message complexity is dominated by message degree, since it may be broadcasted times by a node. . Thus the message complexity of Step 1
is O((n· ). The time complexity of Step 1 is O(n).
In Step 2, nodes are iterated one by one. The total number of nodes iteration is the size of the output CDS. Thus the time complexity is at most O(n). The message complexity is dominated by gray nodes, which interchange information at most 5 times because a gray node has at most 5 black neighbors in UDG. Thus the message complexity is also O(n).
Theorem 4. 4 The algorithm has performance ratio at most (5.8+ln5)opt+1.2, where opt is the size of a minimum connected dominating set in the graph G.
Proof: From Lemma 3.1 and Theorem 4.3, we have:
In this section, we propose our algorithm kCDS for the minimum (1,k)-CDS problem. The basic idea is as follows: First choose a CDS using the algorithm DACDS and then sequentially choose an MIS k-1 times such that all nodes in V-C 1k are k-dominated by set C 1k . The algorithm kCDS consists of two steps:
1. Construct an MIS I 1 of G and set B using algorithm DACDS, B is the set of nodes connecting the nodes in I 1 , and C 11 =I 1 B. Then C 11 is a 1-1-CDS. 2. Construct a 1-connected k-dominating set C 1k =C 11 I 2 … I k , where I i is an MIS constructed by using DACDS algorithm from G-(I 1 … I i-1 ).
Lemma 5.1 [15] Proof:, Given graph G=(V,E) and a natural number k 1,
* be a minimum k-dominating set of G. We will show that C 1k is a connected k-dominating set of G. For all u∈G-C 1k , at the ith iteration, u is not in I i and thus it is dominated by one node of I i . At the end, u is dominated by at least k different nodes of I 1 … I k . In the algorithm DACDS, C 11 =B I 1 is a CDS (Theorem 4.3) and thus In Algorithm kCDS, we have |B| |I 1 |-1 which is proved in [16] . According to Lemma 5.2 and Theorem 5.2, the size of C 1k obtained from kCDS is bounded by(5+5/k) for k 5 and 7|D k * |-1 for k 6. Since |D k * | |opt|, where D k * is the size of the optimal (minimum) 1-connected k-dominating set, the performance ratio of kCDS is (5+5/k) for k 5 and 7 for k 6.
Theorem 5.3 The time complexity of kCDS is O(n·k) and the message complexity is O(n·k· ).
Proof: The time and message complexities to build a CDS and MIS using DACDS algorithm are O(n) and O(n· ) respectively. Therefore, after adding k-th MIS I k , the time complexity is O(n·k), and the message complexity is O(n·k· ).
VI. CONCLUSIONS
In wireless sensor networks, virtual backbone has been proposed as the routing infrastructure to alleviate the broadcasting storm problem and perform some other tasks. Previous work in this area has mainly focused on how to construct a small virtual backbone for high efficiency, which is modeled as the minimum Connected Dominating Set (MCDS) problem. However, the nodes in the CDS need to carry other nodes' traffic and they are subject to failure. In this paper, we investigate the problem of constructing a fault tolerance m-connected k-dominating set in wireless sensor networks for m=1 and a natural number k. We first propose a distributed algorithm DACDS with low message complexity to construct a 1-1-CDS, then we propose the construction algorithm kCDS for general k. Furthermore, we show the tight bound of the performance ratio of our algorithm. Our future work is to extend our study to the general m, and design distributed algorithms for minimum m-connected kdominating set problem.
