Since they help to specify the shape of real objects, geometric constraint systems encountered in CAD domain are often invariant by isometries. But other transformation groups can be considered to improve the solving process. More precisely, using different transformation groups leads to a new approach of decomposition which generalize in some sense the classical approaches. This paper presents a method able to perform such a multi-group decomposition.
Introduction
One of the main goals of technical drawing consists in specifying material objects with the help of dimensions which have to be respected in order to let a mechanism run or which are used to machine a mechanical part. Like for all types of specifications, it is wished that only one geometric object is described by a dimensioned sketch. A dimensioned sketch is said well-constrained if there is a finite number of solutions for the underlying constraint system. But the exact meaning of these words "a finite number of solutions" has to be clarified.
Indeed, since a dimensioned sketch represents a mechanical part, the corresponding constraint system is often regarded as being invariant under the isometry group I 2 (in short I 2 -invariant). Thus, a constraint system I 2 -invariant is either overconstrained, if there are contradictory constraints, or under-constrained when there are an infinite number of solutions. In the good cases, the system is well-constrained modulo the isometries and all the solutions come from a finite number of them on which I 2 acts . Therefore, the notion of well-constrainedness depends on a structure of the permutation group of the set of solutions. We think that it is interesting to consider other transformation groups: for instance the sketch given on Fig. 1 (a) is not I 2 -invariant but well-constrained modulo the group of plane translations T 2 , and it is not trivial to retrieve the I 2 -invariance.
In addition, most of the solvers take advantage of I 2 -invariance in order to decompose a constraint system (see, for instance, Ref. 1, 2, 3, 4, 5, 6, 7) or to translate it in a convenient way into an algebraic system (see, for instance, Ref. 9, 10, 11). But, as said in Ref. 12 , considering the similarity group during the solving process can lead to a better decomposition and can help to constructively solve a large class of constraint systems. As an example, the sketch on Fig. 1 (b) is I 2 -invariant, I 2 -well-constrained and irreducible by the usual decomposition methods, but forgetting the distance constraint, we obtain a geometric constraint system decomposable modulo the similarity group S 2 : for instance, in the constraint graph considered by Owen's method, 2 points A and B give an articulation pair. We propose to generalize this point of view by considering several transformation groups which preserve the geometric types in a same solving framework. This paper presents a new approach of decomposition methods based on these geometric ideas. This approach leads to an architecture of solver which is extendable and able to take into account a given set of invariant groups relevant for technical drawing.
The rest of the paper is organized as follows. Section 2 presents an example showing how different transformation groups can occur. Section 3 explains the basic concepts of our method and describes our decomposition algorithm. Section 4 shows the limits of our method and the possible improvements. Figure 1 (a) presents a dimensioned sketch corresponding to a constraint system with angle, distance and vertical/horizontal distance constraints. As usual, the vertical arrow on the sketch means vertical distance between points and the horizontal arrow means horizontal distance. Such constraints are not invariant under the action of the whole group I 2 but only under translations. Thus, they are not taken into account by the usual methods. In addition, automatically transforming a T 2 -invariant system to a I 2 -invariant system is not obvious: some kind of preprocessing is needed in order to add unknown lines and constraints between them for each T 2 -invariant constraints.
Examples
Note that the added constraints are related to angle constraints which are not so easy to handle due to degenerate cases.
Let us solve this construction problem by hand in order to understand better how transformation groups arise in this sketch. For instance, let us consider the constraints are invariant by similarity (recall that a similarity is the composite of an isometry and a scaling). The only constraints invariant by similarity on sketch 1(a) are angles ∠(D, B, E), ∠(E, B, C), ∠(B, D, E), ∠(E, D, C) and ∠(B, A, D). It turns out that the first four constraints constitute a system S s which is wellconstrained modulo the similarity group (See Fig. 2(a) ). There is a finite number of figures f 1 , . . . f m , involving B, C, D and E, fulfilling the constraints of S s and such that any solution for S s is the image by a similarity of f i for some i. The most usual way to obtain particular solutions consists in fixing some elements in the plane. For instance, we can "pin" points B and D by giving them some particular values, say B 1 and D 1 . Elements to be fixed must respect the structure of group S 2 . We call them a reference for the S 2 (a precise definition is given below). Once points B and D are fixed, it is easy to construct the single particular solution for S s : E and C are constructed by lines intersection (see Fig. 2(a) ). Let us note (B 1 , C 1 , D 1 , E 1 ) this particular solution. All the solutions for S s can be obtained by moving and scaling (B 1 , C 1 , D 1 , E 1 ), i.e. by the action of the group S 2 on {(
The remaining constraint system includes constraints concerning angle ∠(B, A, D), distance EC, vertical distance AC and horizontal distance DB. The single distance constraint on EC constitutes a subsystem S d which is I 2 -wellconstrained There is an obvious solution for this system. Let us denote (E 2 , C 2 ) a particular solution of S d . It is possible, and easy, to construct a particular solution for S s ∪ S d using our two particular solutions. Since there is one (and only one) direct similarity ϕ such that ϕ(E 1 ) = E 2 and ϕ(
Considering the remaining system S r (see Fig. 2 (b)), we see that it is under-constrained modulo any transformation groups. But since each solution
, these distances are known and can be used to complete the remaining system (see Fig. 3 (a)), giving the system S t which is T 2 -invariant and well constrained modulo group T 2 . When fixing point B, say in B 3 , it is not difficult to construct a particular solution for S t (See Fig. 3(b) ). Once again, using an isometry the particular solution for S s ∪ S d can be merged with this solution for S t . Finally, system S s ∪ S d ∪ S t is equivalent to the initial system. It is also T 2 -invariant and one can produce all the solutions by the action of T 2 on the particular solution.
Let us summarize the ingredients used by the previous solving of system S:
(1) solve with respect to a transformation group G 1 a subsystem S 1 of S by fixing a reference for G 1 (2) add to S − S 1 information coming from S 1 and invariant under G 1 (3) when two subsystems S 1 , G 1 -invariant, and S 2 , G 2 -invariant, are solved and share enough unknowns x, y, z, . . . assemble them by finding
In the following, solvers will not be discussed: the focus will be on assembly process and the existence of a basic geometric solver is assumed.
Basic concepts and decomposition algorithm
Formally, given a heterogeneous signature Σ and a Σ-algebra E, a constraint system S is a triple (C, X, A) with C a set of geometrical constraints, X a set of unknowns to be searched in E and A a set of parameters. We use the notation C[X, A] for S to recall that C is a set of terms with X ∪ A as a set of variable symbols. Angle and distance measurements are generally parameters and constraints like point p is given bring p to the parameter set. A subsystem
A remaining system S − S ′ contains constraints of C which are not in C ′ . For each type of constraint, we need to know the greatest invariance group. Only groups preserving types are considered. For instance, in the Euclidean framework, we can consider translations since the image of a line by translation is a line, the image of a circle is a circle and so on. But inversions are excluded because an inversion could turn a line into a circle. Recall that the greatest transformation group preserving usual types of the Euclidean plane is S 2 . Table 1 gives some examples of kinds of constraints with their invariance group.
Constraint type
Invariance group distance between two points isometries angle similarities distance along an axis translations a point O is given rotation around O direction of a line is given scalings-translations If c 1 , . . . , c n is the set of constraints of system S, with {g 1 , . . . , g n } the set of their invariance groups, G = i g i is an invariant group of S. So, if one wants to capture all the situations, the set of considered groups has to be closed by intersection.
Let us denote by F (S), the set of solutions for a system S = C[X, A] (that is valuations for A and X such that the constraints C are satisfied). S is contradictory or over-constrained if F (S) = ∅. Otherwise, F (S) is generally infinite. A system S is well-constrained modulo G if the action of G on F (G) defines a finite number of orbits. When G = {id}, S is said over-, under-or well-constrained without mentioning G.
For instance, consider a system S 1 with three points of the Euclidean plane forming a triangle of which the lengths of two sides are given. The set of all triangles matching the lengths is infinite. S 1 is under-constrained. If the length of the third side is added as a constraint, giving system S 2 , the number of solutions of S 2 is still infinite. But, since there are generally two solutions modulo I 2 , S 2 is then wellconstrained modulo I 2 . In the following, we call G-systems, the G-well-constrained systems.
A reference for a transformation group G, or G-reference, is a combined type constituted by geometric elements which have to be fixed in order to compute particular solutions for a G-system. The typical property of a G-reference T is that G acts simply transitively on T : in other words, for any t 1 ∈ T and t 2 ∈ T there is one and only one element ϕ ∈ G such that ϕ(t 1 ) = t 2 . Another important property is the following: if S is well-constrained modulo G and S ′ is a system fixing a G-reference with unknowns of S, then S ∪ S ′ is well-constrained. Table 2 give some examples of G-references in a 2D framework with points, lines and circles. If a subsystem S ′ , well-constrained modulo G, is removed from a system S wellconstrained modulo G, the remaining system S − S ′ is generally under-constrained modulo G. Figure 4 depicts a situation where the remaining system, consisting in four points with four distance and angle constraints, is under-constraint modulo I 2 (and S 2 ).
To make remaining system S − S ′ well-constrained, constraints on parameters and shared variables between S ′ and S − S ′ are extracted from S ′ to build a constraint system B(S ′ ) that we call the border of S ′ . If S ′ is G-invariant, B(S ′ ) must be G-invariant too: in fact, B(S ′ ) could be constituted by all the G-invariant constraints that can be built with the shared unknowns. Then, B(S ′ ) is added to S −S ′ , and, depending to the richness of the considered geometric universe, (S −S ′ )∪B(S ′ )
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Remaining System S−S' is well-constrained modulo G. On figure 4 , points P 1 and P 2 are unknowns shared by both systems. In this case, a constraint in the border could be the distance between P 1 and P 2 which must be equal to the distance value coming from the solving of S ′ . The remaining system becomes well-constrained modulo I 2 . Generally, in a G 1 -system S containing a G 2 -subsystem S ′ , all possible bordering G 2 -constraints induced by unknowns shared by S ′ and S −S ′ can be added to S −S ′ in order to make it well-constrained modulo G 1 . Note that adding constraints could make the remaining system structurally over-constrained due to a large number of constraints added. However, the system is always numerically well-constrained because added constraints are consistent with the whole system. With the above notations, the fact that S is well-constrained modulo G 1 implies that the B(S ′ ) contains a G 2 -reference. Assuming the existence of a procedure which, given two G 2 -references t 1 and t 2 , computes the transformation ϕ of G 2 such that ϕ(t 1 ) = t 2 , assembling is very simple. Remember that the main feature of the notion of reference consists precisely in the existence of such a transformation. After solving S ′ and S − S ′ , two G 2 -references are considered, the first comes from bordering entities in S ′ and the second is the equivalent reference in S − S ′ . So, assembly process transforms S ′ such that the reference of S ′ overlaps the reference of S − S ′ . These considerations easily lead to a decomposition algorithm which is described in table 3 in C-like syntax: function Decompose takes two arguments, a system S and a set of groups SG (each constraint in S owns its invariance group in SG), the result is a queue of subsystems S 1 , . . . , S k decomposing S. Example in section 2 was solved using this algorithm.
Let us briefly explain the role of each function used in this algorithm,
• Function restrict(S, G) returns the subsystem of all the G-constraints of S. For instance, with our example in section 2, this function extracts subsystem Queue Decompose(S, SG) input : a constraint system S, SG a set of groups output : a queue with sub-systems if S is empty then return EmptyQueue fi not_ok = true for each G ∈ SG and while not_ok Sg = restrict(S, G) R = list of references(Sg, G) for each r ∈ R and while not_ok Sg ′ = compute subsystem(Sg + r) S s S 2 invariant.
• Function list of references(S, G) returns the list of all possible Greferences extracted from S. References are searched using patterns coming with the description of the corresponding group and they are used to "pin" a subsystem and to solve it modulo identity. • Function compute subsystem(S): either it determines a subsystem to be solved (this corresponds to a top-down approach), or it returns a solved the subsystem (and the approach is bottom-up).
• Function bordering system(S1, S2, G) computes a G-system containing all possible constraints involving parameters of S1 and common objects of S1 and S2.
• Function isRelevant(S1, S2) determines if solved subsystem S2 is useful for solving S1, more clearly, it returns false is S2 ⊂ S1.
If the first element of the resulting queue is a G 1 -subsystem S 1 and the second element a G 2 -subsystem S 2 , they can be assembled by transforming S 2 with a transformation of G 2 . The result is a (G 1 ∩ G 2 )-subsystem which can be assembled with the next subsystem in the queue and so on.
In a bottom-up approach, compute subsystem should record internally numerical values for unknowns of solved subsystem. For example, compute subsystem could implement a geometric solver using the loci method. In a top-down approach, no numerical values have been computed yet. The solver has to be called for each subsystem after running the decomposition algorithm. Let us try our algorithm on a small constraint system. Figure 5 shows a simple example of a dimensioned sketch depicting two triangles sharing a common point p. The metric constraints consist in four distances and two angles constraints. Moreover, point O and line d have given values, that is they are fixed parameters. A geometric solver can easily build a triangle incident to O matching the constraints. The corresponding subsystem S 1 is invariant under the group of rotations around O. Once S 1 is solved, it can be replaced by its border B(S 1 ) point p, parameter O and the distance between these two points. The method is then applied on the remaining system. The solver yields system S 2 invariant under the group of translations along d. The border of this system is now point p and parameter d, the constraint is the distance between p and line d. The remaining system is easy to solve geometrically: fix point O and line d, construct p by intersection of a circle and a line. Let us call S 3 the subsystem corresponding to Sremaining2 in figure  5 . S 3 is invariant under identity.
The decomposition algorithm delivers a queue containing S 3 , S 2 , S 1 . Subsystem S 2 can be assembled with S3 by translation along d such that point p in S3 overlaps point p in S2. Indeed, a point is a reference for translations. This new subsystem is assembled with S1 by rotation around O of S1 such that points p coincide.
Discussion
The algorithm given in previous section describes a very general geometric decomposition/assembling method. It allows to have a homogeneous approach by tacking into account the invariance group for each subsystem of a constraint system, that is the maximal invariance group which is meaningful regarding the domain of technical drawing. Another point of view would consist in relaxing and/or transforming all constraints in order to perform the decomposition with respect to one single group, S 2 . But this approach requires a preprocessing to transform the initial constraint system by adding new objects and new constraints and by computing new constraints from the initial ones. This preprocessing is very dependent of the geometric universe and hardly extensible. Moreover, it seems that it should become heavier considering the 3D case.
Our algorithm is open to new entity types, constraint types, transformation groups and solvers. We are currently working on a meta-language able to describe such contexts and to integrate them to our kernel. 13 The required conditions are:
• for each constraint type, the greatest invariance group must be given;
• the set of transformations groups must be stable by intersection;
• for each transformations group G, a procedure must be given to extract Greference, as well as a procedure computing transformation passing from a G-reference to another one; Currently, our algorithm involves one solver but, several different solvers can be considered. Moreover, this framework is dimension independent: with 3D groups and 3D references, our algorithm is still valid. The difficulty come from the solving power of the local solvers. Indeed, even small constraint systems are difficult to solve in 3D.
14 Let us see on a simple example how our algorithm works in 3D. Figure 6 (a) depicts a small example of a 3D constraint system S. It involves two adjacent tetrahedrons such that points p 1 , p 2 , p 3 and p 4 lie on a plane, say P . The dimensioned sketch corresponding to the front tetrahedron (p 1 , p 2 , p 4 , p 5 ) leads to a simple constraint system S 1 involving three lengths and three angles, invariant under group I 3 of the 3D isometries and which is easily solved by an elementary solver. The border B(S 1 ) concerns plan P , points p 1 , p 2 , p 4 and contains distances between them. The remaining system S 2 correspond to the back tetrahedron (p 2 , p 3 , p 4 , p 6 ) ( Fig. 6(b) ) and contains angle constraints and a distance ratio constraint stating that the distance between point p 5 and plane P is twice the distance between points p 2 and p 3 (k is a blank variable). This constraint system is S 3 -invariant and it can be solved by a basic 3D solver. The border B(S 2 ) concerns plan P , points p 2 , p 3 , p 4 and all angles involving these points. The remaining system concerns points in plane P , i.e. p 1 , p 2 , p 3 , p 4 , and adding the borders allows to construct quadrilateral (p 1 , p 2 , p 3 , p 4 ) (Fig. 6(c) ). Our algorithm gives a queue with three solved subsystems. In the assembling process, both tetrahedrons are transformed to overlap the quadrilateral in plane P . We agree that a lot of work remains to do in order to have an effective, powerfull 3D solver. Moreover, a consequence of the Cauchy theorem stating that any 3D convex polytope is rigid, is that most of the polytopes specified by the length of their edges give constraint systems that cannot be broken down.
Conclusion
A current way of solving geometric constraints is to break a constraint system into subsystems easier to solve. Each subsystem is either delivered by a decomposition method or determined by a solver computing only a partial solution. Next, subsystems are usually moved with isometries to be gathered. But there are some geometrical constraints which are not satisfied after such a move. In this paper we propose a decomposition method able to take into account several transformation groups preserving constraints. These groups has to be given explicitly in the framework since computing the general invariance group of a constraint system is a difficult problem. 15 Our approach use different key notions:
• the notion of reference links groups and types of entities appearing in constraint systems. It is used to yield a particular solution of a G-system. Two systems are assembled only if they share at least one reference for both invariance groups.
• the notion of subsystem border allows to replace a subsystem by a smaller system. If S is a constraint system invariant under G and S ′ a subsystem invariant under G ′ (G ⊂ G ′ ), S ′ is removed from S and replaced by B(S ′ ).
• the assembly of subsystems is used to merge particular solutions of two subsystems S 1 and S 2 in order to yield particular solutions for S 1 ∪ S 2 .
This approach can be used within a multi-agent architecture where each agent implements an independent solver. We are currently working on such an architecture. Even if a lot of difficulties arise, we are also studying how our approach can be used in conjunction with other solvers to yield an effective constructive 3D solver.
