An M-matrix is a matrix that can be expressed as αI − P, where P is entry wise nonnegative and α ≥ ρ(P ). It is well known that the inverse of a nonsingular irreducible M-matrix is positive. In this paper, matrices of the form αI − P, where P is an irreducible eventually nonnegative matrix and α > ρ(P ), are studied. It is shown that if index 0 (P ) ≤ 1, then there exists a positive number λ such that if λ > α > ρ(P ), then the inverse of αI − P is positive.
Introduction
An M-matrix is a matrix that can be expressed as αI − P, where P is nonnegative and α ≥ ρ(P ). M-matrices arise in a variety of applications and have many interesting properties (see [1, Chapter 6] ). Of particular interest in this paper is that the inverse of a nonsingular M-matrix is nonnegative.
An eventually nonnegative matrix is a matrix P for which there exists an integer N > 0, such that P g is nonnegative for all g ≥ N. The combinatorial properties of this interesting class of matrices have many similarities and differences when compared to the combinatorial properties of nonnegative matrices. Friedland [4] , Handelman [5] , Zaslavsky and Tam [10] , Zaslavsky and McDonald [9] , and Carnochan Naqvi and McDonald [2] , [3] have looked at extending some of the combinatorial ideas from nonnegative matrices, to eventually nonnegative matrices.
It is well known that the inverse of a nonsingular irreducible M-matrix is positive. In this paper, matrices of the form αI −P, where P is an irreducible eventually nonnegative matrix and α > ρ(P ), are studied. In particular, it is shown that if index 0 (P ) ≤ 1, then there exists a positive number λ such that if λ > α > ρ(P ), then the inverse of αI − P is positive. Examples are given to show that if index 0 (P ) > 1, then it is possible that the inverse of αI − P fails to be nonnegative for all choices of α > ρ(P ).
Definitions and Notations
We write n = {1, ..., n}. We use M n (F I) to represent the n × n matrices with entries from F I. Let matrix A ∈ M n (R I), then A is called:
strictly positive (A 0) if a ij > 0 for all i, j ∈ n ; semipositive (A > 0) if a ij ≥ 0 for all i, j ∈ n and A = 0; nonnegative (A ≥ 0) if a ij ≥ 0 for all i, j ∈ n . We write:
We say a matrix A ∈ M n (R I) is eventually nonnegative if there exists a positive integer N such that for all integers g ≥ N , A g ≥ 0. The matrix A is eventually positive if, in addition, A g 0 for all integers g ≥ N . Let K, L ⊆ n . The matrix A KL is the submatrix of A whose rows are indexed by K and whose columns are indexed by L. The sets K 1 , K 2 , ..., K k partition a set K if they are pairwise disjoint and
is an ordered partition of a subset of n , we write A κ to represent the matrix whose (i, j) block is
The spectrum of A ∈ M n (C C), denoted by σ(A), is the multiset consisting of the eigenvalues of the matrix. The spectral radius of A is denoted by ρ(A) and is the max λ∈σ(A) |λ|.
We denote index λ (A) to be the degree of λ as the root of the minimal polynomial of A.
A square matrix A is called h-cyclic if there is an ordered partition of
The largest possible h for which A is h-cyclic is called the cyclic index of A. An n×n matrix A is cogredient to matrix E if there exists some permutation matrix P such that P AP T = E. Matrix A is reducible if A is cogredient to
where B and D are non-empty square matrices. The matrix A is irreducible if it is not reducible A square nonnegative matrix A is primitive if there exists a natural number m such that A m is positive. Equivalently, A is primitive when A is one-cyclic.
Examples and Motivation
In general, M-type matrices created from eventually nonnegative matrices should have similar properties to M-matrices. In particular, if P is an irreducible eventually nonnegative matrix with index 0 (P ) ≤ 1, then we know from [2] that P has many of the combinatorial properties we expect from a nonnegative matrix. If index 0 (P ) > 1, then many of these combinatorial properties do not hold. The following example shows that the inverse of an M-type matrix, created using an irreducible eventually nonnegative matrix, may never have a nonnegative (or eventually nonnegative) inverse.
Example 3.1 Consider the following matrix
Notice that P is an irreducible eventually nonnegative matrix, but ρ(P ) = 1 is an eigenvalue with multiplicity two, and also index 0 (P ) = 2. Notice σ(P ) = {1, 1, 0, 0}. It is easy to see that
Notice that P g is reducible for g > 1. Consider any α > 1. Then
Clearly, (αI − P ) −1 is not a positive matrix for any choice of α > 1.
Example 3.2
The following is an example of a symmetric irreducible eventually nonnegative matrix constructed by the Soules method described in [8] and [6] . We begin with an orthogonal Soules matrix
, and a diagonal matrix D whose diagonal entries are 1, − Notice that Q g = (RDR T ) g = RD g R T and hence using the methods from [6] we see that Q g is positive for g ≥ 52. Also notice that (αI − Q)
where B is the diagonal matrix whose diagonal elements are . Again using the techniques from [6] , we see that this matrix will be positive for 686 515 > α > 1.
Main Result
Let e (j) be the j th vector of the standard basis of R I n . Our strategy for establishing our main theorem will be to show that for each j ∈ n , there exists λ j such that λ j > α > ρ(P ) implies that (αI − P )
0. Since (αI − P ) −1 e (j) is the j th column of (αI − P ) −1 , our main theorem, Theorem 4.2, will follow as a corollary. Lemma 4.1 Let P be an n×n irreducible eventually nonnegative matrix with index 0 (P ) ≤ 1 and let e (j) be the j th vector of the standard basis of R I n , then there exists a positive λ j such that if λ j > α > ρ(P ), then (αI −P )
−1 e (j)
0.
Proof: Without loss of generality assume ρ(P ) = 1. Now for any α > 1, we have the following:
where β = 1 α < 1. We will establish that for β sufficiently close to 1,
0. We begin by observing that since P is an irreducible eventually nonnegative matrix with index 0 (P ) ≤ 1, by [2, Theorem 3.4] , there exists a positive integer g such that P
g is irreducible and P h ≥ 0 for all h ≥ g. Let k ≥ 1 be the index of cyclicity of P g . Without loss of generality we can assume
Notice that since P g is irreducible, each C i must have a nonzero in each of its columns.
Partition e (j) and (P g ) l e (j) conformally with P g . Let s represent to block of e (j) that contains the entry 1. Then
Thus the q th block of P g(k+s−q) e (j) is semipositive while all other blocks are zero. Set
It follows from [1, Proof of Theorem 2.30] that
where each B i is a square primitive matrix with ρ(B i ) = (ρ(P )) gk = 1 for i = 1, 2, .., k. Since each B i is a nonnegative primitive matrix, there exits a smallest positive number M such that if m ≥ M , then B m i 0 for all i = 1, 2, ..., k and hence
has positive diagonal blocks. Then we have: 0 and u
Choose > 0 such that < min(η q u (q) ), for all q ∈ k . By the convergence of the power method, there exists
Let e be the n × 1 vector of ones. Thus for each q ∈ k and m ≥ N ,
Observe that
Notice that
On the right hand side of the sum above
is the only part that contains any negative entries. For β near one, the entries of the vector Theorem 4.2 Let P be an n × n irreducible eventually nonnegative matrix with index 0 (P ) ≤ 1, then there exists λ > ρ(P ) such that if λ > α > ρ(P ), then (αI − P ) −1
Proof: By Lemma 4.1, for each j ∈ n , there exists λ j such that λ j > α > 0 implies (αI − P )
0. Let λ = min j∈ n (λ j ). If λ > α > ρ(P ), then (αI − P )
−1 e
0 for all j ∈ n . Since (αI − P ) −1 e (j) is just the j-th column of (αI − P ) −1 , then (αI − P ) P is an irreducible matrix, ρ(P ) = 12 is an eigenvalue with multiplicity one, but also index 0 (P ) = 2. Since P is a nonnegative irreducible matrix, (αI − P )
0 for all α > 12. This example shows that the converse of Theorem 4.2 is not true
