Abstract-Our task is 3D pose estimation for on-line application in industrial robotics and machine vision. It involves the estimation of object position and orientation relative to a known model. Since most man made objects can be approximated by a small set of quadratic surfaces, in this paper we focus on pose estimation of such surfaces. Our optimization is of an error measure between the CAD model and the measured data. Most existing algorithms are sensitive to noise and occlusion or only converge linearly. Our optimization involves iterative cost function reduction on the smooth manifold of the Special Euclidean Group, SE 3 . The optimization is based on locally quadratically convergent Newton-type iterations on this constraint manifold. A careful analysis of the underlying geometric constraint is required.
I. INTRODUCTION
Quadratic surfaces, also known as quadrics, are commonly occurring shapes in man made objects. Accurate and fast localization of quadrics or surfaces consists of quadric patches from measurement data is important in many industrial robotics and machine vision tasks as well as a step towards developing a flexible manufacturing system. Two main strategies towards solving this problem in the literatures are the feature based method and the model based method. The feature based method is based on the geometric relation between a set of 3D feature correspondences extracted from the actual surface data and the surface model stored in the database. This approach has been well studied in the literature, [1] , [7] , [9] .
The model based approach, which we adopt in this paper, minimizes the error between the data measured on an actual surface and the CAD model of that surface, see [3] , [5] , [8] , [10] , [2] , [4] , [6] . As opposed to the feature based method, this approach does not require 3D data preprocessing such as feature extraction and explicit correspondences. The only information required from the database are the equation of the surface.
In this paper, we propose a new geometric approach based on Newton-type iterations on the constraint manifold. Our optimization involves iterative cost function reduction on the smooth manifold of the Special Euclidean Group, SE 3 . The optimization is based on locally quadratically convergent Newtontype iterations on this constraint manifold. To achieve this, careful analysis of the underlying geometric constraint is required.
The proposed algorithm has the following features: There is local convergence at a quadratic rate. There is robustness to additive Gaussian noise and occlusion. The algorithm works for arbitrary rotations and translations and the algorithm iteration is data independent.
Section II presents some background knowledge about the geometry of Special Euclidean Group and Section III formulates the problem mathematically in differential geometry framework.
We proposes a geometric approach to address the problem in Section IV and the initialization of the algorithm in Section V. Implementation of the algorithm is outlined in Section VI. The convergence properties of the algorithm are given in section VII and a series of simulations are presented in Section VIII, followed by a conclusion section.
II. GEOMETRY OF SPECIAL EUCLIDEAN GROUP

A. Special Euclidean Group
Rigid body motions in R 3 can be represented by the special Euclidean group, denoted SE 3 ,
Here SO 3 is the group of 3 × 3 orthogonal matrices with determinant +1, which represent the rotations and t is the translation vector. Both SO 3 and SE 3 are Lie groups. Associated with every Lie group is its Lie algebra. For SO 3 , its Lie algebra so 3 can be identified with the set of 3 × 3 skew symmetric matrix of the form
and the Lie algebra of SE 3 , denoted se 3 is the set of 4×4 matrix of the form
where Ω(w) ∈ so 3 and v ∈ R 3 .
B. Tangent Space of SE 3
The tangent space of SE 3 at T is
and the affine tangent space is
Let N (0) ⊂ R 6 denote a sufficiently small open neighbourhood of the origin in R 6 , and let T ∈ SE 3 . Then the exponential mapping
is a local diffeomorphism from N (0) onto a neighbourhood of T in SE 3 . More details of the exponential map can be found in [11] . 
A. Quadratic Surface
Quadratic surfaces are defined by the zero set of degree 2 polynomials in 3 variables, as {m ∈ R 3 |m Q 11m + 2m Q 12 + Q 22 = 0}. Equivalently, using homogeneous coordinates, a quadratic surface is given by
where Q is the symmetric surface coefficient matrix. Without loss of generality, we take tr(Q 11 Q 11 ) = 1. Some Examples of quadrics is illustrated in Figure 1 . Now, consider the quadric being rotated by a matrix R ∈ SO 3 and translated by a vector t ∈ R 3 . Each point on the transformed quadricp ∈ R 3 is given by,
Here A(R, t) := T (R, t) QT (R, t) is the surface coefficient of the transformed quadric, and
is the 3D rigid body transformation matrix.
B. The Cost Function
Given surface measurement data p i ∈ R 4 and known surface coefficient Q, the task is to find the transformation matrix T (R, t) ∈ SE 3 that satisfies (8) . We work with the cost function that penalizes the algebraic distance of the measurement data to the quadric,
Exploiting the relationship between the trace and vec operators, we can reformulated the cost function as
A modification of this cost function taking into account noise statistics is considered in a later section. A geometric cost function gives improved results, but our techniques are more accessible for algebraic cost function, and space does not permit here a solution of the perhaps more useful geometric results.
C. 2-jet of the cost function expressed in local parameter space
The 2-jet (second order Taylor approximation) of f about the point T ∈ SE 3 expressed in local parameter space using the smooth local parameterization µ is given as
The mapping consists of (i) a constant term,
(ii) a linear term,
By denoting vec(ζ(x)) := Gx, vec(ζ (x)) := Jx, then G, J are 16 × 6 matrices consisting of 1, -1, 0, and
The explicit formula for the gradient of f • µ evaluated at 0 is
(iii) a quadratic term which consists of a sum of two terms. The first term is given as
and the second term is
Thus, the Hessian of f • µ evaluated at zero is
and denoting vec(D) := B Bvec(A), we have
IV. THE ALGORITHM
The proposed algorithm consists of the iteration,
where π 1 maps a point T on the manifold SE 3 to an element in the affine tangent space that minimizes j
0 (f • µ)(0) and π 2 projects that element back to SE 3 by means of the parametrization µ. The optimization in parameter space consists of two steps, first calculate a suitable descent direction and then search for a step length that ensures reduction in cost function, as described by the mapping
Here π a 1 is used to obtain a descent direction,
where
x opt (µ(x)) = arg min
The Newton direction is given by,
or a Gauss direction,
Once an optimal direction is computed, a one dimensional line search is carried out in this direction. An exact one dimensional line search will find the minimizer of the cost function along this line, but this is not feasible in this case. We proceed with an inexact search that ensure the cost function is reduced at every step. Here we use backtracking line search. Since we are using a descent direction, for sufficiently small step size, the cost function will go downhill. Backtracking line search first tries a step size of 1, if this is unacceptable, it reduces the step size until an acceptable step length is found. Details of the approach can be found in [12] . Thus,
where λ opt is the step length that reduces the cost function in direction x opt , and is found using the simple backtracking line search.
B. Projecting back via parametrization µ
Once the descent direction and downhill step size has been obtained, we project it back to the manifold via the parametrization µ,
V. ALGORITHM INITIALIZATION
For initialization of the algorithm, we use a two steps least squares approach that gives closed form solution. In this approach, the pose estimation problem is split up into two subproblems, namely the surface fitting problem to recover the surface coefficient followed by pose estimation. Details of this strategies can be found in [2] . We summarize the steps used to estimate the pose in closed form and add in few new results that help in pose computation.
A. Recovering surface coefficient
Consider the transformed surface coefficient A := T QT . This belongs to the class of symmetric matrices S 4×4 . We now consider an associated cost function,
This cost function specializes as f on {S | S = T QT, T ∈ SE 3 }. Consider the mapping, with a = [a 1 a 2 , · · · , a 10 ] ,
It is clear that this mapping is bijective. Now,
where K is a matrix consisting of elements 1 and 0 so that Ka = ν(a). The vector a * that minimizes the cost (28) subject to constraint a = 1 is the right singular vector corresponding to the zero singular value of the matrix BK. Of course, when the data has noise, then a * is the right singular vector associated with the minimum singular value of matrix BK. However, to achieve Euclidean invariance, it is usual to constrain solution such that tr(A 11 A 11 ) = tr(Q 11 Q 11 ) = 1, i.ē a Cā = 1,ā = [a 1 · · · a 6 ], C := diag (1, 2, 2, 1, 2, 1) .
(29) Once a * is obtained, then since the map ν is bijective, the optimum A ∈ S is A * = ν(a * ).
B. Recovering Motion Parameters
Once the surface coefficient of the transformed quadric is determined, we can obtain R ∈ SO 3 and t ∈ R 3 as follow. We know that κT (R, t) QT (R, t) = A, for some scalar κ,
and since Q 11 , A 11 are symmetric, singular value decomposition of both matrices will give,
where V Q , V A ∈ O 3 and Σ Q , Σ A are diagonal matrices with diagonal elements decreasing in magnitude, then we have
where Γ i is a diagonal matrix with diagonal elements ±1. There are 2 3 = 8 possible Γ i matrices. We claim here that the optimal rotation is the one associated with minimum cost and minimum distance from the original position, i.e.,
Once optimal R * := R i * is found, we can compute an optimal t * from,
Note that when Q 11 is singular, such as in the case of paraboloid surfaces, the solution is not unique, so a pseudo inverse is used to recover one optimal solution t * .
VI. ALGORITHM IMPLEMENTATION
Start with an initial estimate of the rigid body transformation matrix T obtained from initialization algorithm.
Step 1: Carry out the optimization step,
• Compute the gradient ∇(f •µ)(0) and the Hessian H (f •µ)(0) via (12), (16) respectively.
• If H (f •µ)(0) > 0, compute the Newton step,
• Compute the optimum step size λ opt in direction x opt using backtracking line search.
Step 2: Carry out the projection step, T = T e ζ(λoptxopt)
Step 3: Set T = T , go back to Step 1 if ∇(f • µ)(0) > , a prescribed accuracy.
VII. CONVERGENCE ANALYSIS OF THE ALGORITHM
A. Local Convergence
A.1 Local Quadratic Convergence
Theorem VII.1: Consider the proposed algorithmic mapping
and denote T * = µ(0) as belonging to the set of local minima of j
0 (f • µ)(x). Further assume that T * is an isolated minimum in that H −1 (f •µ)(0) exists. Then s converges locally quadratically to T * . Due to space limit, details of the proof will be omitted here.
B. Global Convergence
The proposed algorithm achieves local quadratic convergence rates. However, the algorithm does not address the issue of escaping local minima. From implementation of the algorithm, convergence to local minima is particularly frequent for elliptic hyperboloid, hyperbolic paraboloid and hyperboloid of two sheets. Simulations suggest that the simplest approach is to initialize the algorithm randomly at different points on the manifold, and select the one with lowest cost.
VIII. SIMULATIONS
A series of simulations were performed on artificially generated uniformly distributed points on quadric surface. Our proposed geometric approach (GA) has been compared with the 2 steps closed form least squares solutions presented under algorithm initialization (LS) and the cyclic coordinate descent method (CCD).
Cyclic coordinate descent is a variant of our proposed approach. It exploits the property that SE 3 is the product manifold SO 3 × R 3 . At each iteration, we first freeze the rotation and optimize only the translation, then next freeze the translation and optimize only the rotation. The motivation for this is that we can carry out analytic geodesic searches in SO 3 , requiring the solution of an 8 th order polynomial. Likewise, in a line search for t ∈ R 3 a 3 rd order polynomial is solved. The advantage of this approach is that it can potentially escape from a local minimum, not the global minimum in a few iterations, without any random reinitializations. The algorithm is not useful after the first few iterations since it converges only linearly and the analyzed line search has not then add value.
Performances of the different techniques are evaluated by comparing the relative Euclidean distance between the pose parameters. All simulations are implemented using Matlab.
A. Robustness Analysis
Here we investigate the robustness of the algorithms as the measured data are corrupted with increasing amount of additive Gaussian noise and when only partial views of the surface are available.
Simulations show both CCD and GA have the same performance accuracy when the noise level and size of the surface are varied. Thus, only results for GA and LS are plotted. noise and than LS. Interestingly, for an ellipsoid, the initialization achieves the global minimum in the presence of high noise level ( Fig.1.a) since random restart converges to the same minimum. Similar results are also observed for an elliptic hyperboloid of one sheet. However, for elliptic paraboloid ( Fig. 1.b) , hyperboloid of two sheets and hyperbolic paraboloid, we observe the presence of many local minima, thus random reinitializations of the algorithm or initial CCD iterations are required to achieve 'global' minimum. Figure 2 shows the performance of GA and LS when part of the surface are occluded. It clearly indicates that GA is far more robust to occlusion than LS. Likewise, for relative translation error. Figure 3 illustrates that GA converges at a local quadratic rate and CCD always converges very quickly at its first few iterations, but then converges linearly. It may make' sense to use CCD for the first few iterations then switch to the Newton method. Also, the local quadratic convergence rate GA is also better than the approach presented in [10] which claims to converge at an exponential rate.
B. Speed of local convergence
IX. CONCLUSION
We have presented a new geometric approach based on Newton-type iterations on special Euclidean group SE 3 that is able to locate the 3D position and orientation of a quadratic surface quickly and accurately. The proposed algorithm is fast because each iteration is data independent and it converges locally quadratically fast to a minimum. It is robust to additive Gaus- 
