Abstruct -This paper presents an automatic system that we developed for automatic recognition of facial gestures (facial miiscle activity) from static images of combined frontaland profile-view of the face. For the frontal view. the face region is subjected to multi-detector processing which per facial component (eyes, eyebrows, mouth), generates a spatial sample of its contour. A set of 19 frontal-face feature points is then extracted from the spatially sampled contours of the facial features. For the profile view, 10 feature points are extracted from the contour of the face-profile region. Based on these 29 points, 29 individual facial muscle action units (AUs) occurring alone or in combinations in an input dual-view image are recognized using a rule-based reasoning. With each scored AU, the utilized algorithm associates a factor denoting the certainty with which the pertinent AU has been scored. A recognition rate of 86% is achieved.
~NTRODUCTION
The major impulse to investigatc automatic facial expression analysis comes from the significant role of facial expressions in our social and emotional lives. They are conversational and interactive signals that clarify our current focus of attention and regulate our interactions with the environment and other persons in our vicinity [16]. They are our direct and naturally preeminent means of communicating emotions [ 161, [7] . Hence, automatic analyzers of facial expressions seem to have a natural place in various vision-based man-machine systems including automated tools for lip reading, bimodal speech analysis. videoconferencing, face / visual speech synthesis, affective computing, and ncxt gencration human-behavior-awarc man-machine interfaces.
Approaches to automatic facial cxprcssion analysis attempt usually to rccognizc a small set of prototypic cmotional facial cxprcssions, i.e., f a r , sadncss, disgust, ungcr, surprise and happiness [9] , [l 11. This practice may follow from the work of Darwin and morc recently Ekman [7] , who suggestcd that basic emotions havc corrcsponding prototypic cxprcssions. In cvcryday lifc, howcvcr, such prototypic facial exprcssions occur relatively infrcqucntly; eniotions arc displaycd morc oftcn by subtle changcs in onc or few discrete facial features, such as raising the eyebrows in surprise [ 161. To detect such subtlety of human emotions and, in general, to makc thc information conveycd by facial expressions available for the usage in various applications listed above, automatic rccognition of facial gestures (i.e.. atomic facial signals) is needed.
From several methods for recognition of facial gestures. the FACS system [5] is the most commonly used in psychological research. It is a system designed for human observers to describe changes in the facial expression in terms of visually observable activations of facial muscles.
The changes in the facial expression are described with FACS in terms of 44 different Action Units (AUs), each of which is anatomically related to the contraction of a specific (set of) facial mwcle(s). Using the FACS' rules for encoding AUs in a face image, a FACS coder (Le., a human expert in using FACS) decomposes a shown facial expression into the AUs that produce the expression.
Though FACS provides a good foundation for AUcoding of face images by human observers, achieving this task by a computer is by no mcans a trivial task. A problematic issuc is that AUs can occur in coniplcx combinations, causing bulges (e.g., by the tongue pushcd under onc of thc lips) and various in-and out-planc movemcnts of pcrmancnt facial fcaturcs (e.g.. jetted jaw), that arc difficult to diffcrcntiatc from 2D facc imagcs. Approaches that have been reported for automatic recognition of AUs in images of faces are few [9]. Some researchers described patterns of facial motion that correspond to a few specific AUs, but did not report on actual recognition of these AUs The research reported here addresses the problem of automatic AU coding from combined frontal-and profileview face images. It was undertaken with two motivations:
In a portrait, facial gestures such as showing the tongue (AU19) or pushing the jaw forwards (AU29) rcprcsent out-plane non-rigid facial movements which arc difficult to detect. Such facial gcstures arc clearly observable in a profile-vicw of the facc. On the other hand, changes in the appearance of the eyes and cycbrows cannot be dctectcd from the non-rigid changcs in the profile contour, but are clearly observable from a frontal-view of the face. The usage of both frontal-and profile facial view promises, therefore, a quantitative increase of facial actions that can be handled.
A basic understanding of how to achieve automatic facial gesture analysis from multiple views of the human face is necessary if facial expression analyzers capable of handling partial and inaccurate data are to be developed [ 151. Based on such know-ledge, procedures of greater flexibility and improved quality can evolve. Fig. 1 outlines the proposed method. First, a dual-view image of an expressionless face of the observed subject is processed. Then, each subsequent image of the observed subject is processed in the following manner. First, the face region and the face-profile region are extracted from the frontal-view image and, respectively, profile-view image. To do so, watershed se_mentation with markers is applied on the morphological gradient of the color image. The contour of the segmented face-profile region is cxtractcd as the face profile contour while the segmcnted frontal-vicw face region is subjected to a multi-dctector processing. For cach Region of Interest (eyebrows, eyes, mouth). one or more spatial samples of the contour of the relevant facial component are generated. Under the assumption that input images are non-occluded. scale-and orientation-invariant dual-views of the face (Fig. l) , we proceed with featurepoints extraction. A set of 19 frontal face feature points is
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extractcd from the spatially sampled contours of the facial components. For the profile view, 10 feature points are extracted from the contour of thc segmented face-profile region. By perfomiing an intra-solution consistency check, a certainty factor CF is assigned to cach extracted point. A comparison of CFs assigned to frontal-face feature points leads to a selection of the most accurate of the redundantly extracted data. Subtle changes in the analyzed facial expression are measured next. Motivated by AUs of thc FACS system, these changes are represented as a set of mid-level parameters describing the state and motion of the feature points and the shapes formed by certain feature points. Based on these parameters. a rule-based algorithm interprets the extracted facial information in terms of 29 AUs occurring alone or in a combination. With each scored AU, the utilized algorithm associates a factor denoting the certainty with which the pertinent AU has been scored. Face and face-profile detection, feature extraction, parametric representation. AU coding and experimental results are explained in sections 11, 111, LV, V and VI respectively.
FACE AND FACE-PROFILE DETECTION
The first step in automatic facial gesture analysis is to locate the face in the scene. This is addressed as a segmentation problem in two objects: the Face and the Background. For its low computational complexity and its good localization properties we choose the watershed segmentation with markers as the segmentation means.
For each input facc image (cither in frontal or in profile view), the markers of the two objects arc cxtractcd as (Fig. 2) [ 131. A binary erosion of the skin region with a small structuring element (3x3) yields the Face marker. In the absence of a similar model for the color of the Background. its marker is extracted as the bounding box of the skin region. Once the markers of the two objects are extracted, we apply watershed segmentation on the morphological gradient of the input color image. The gradient is estimated ils the color difference between the morphological opening and closing operators, each of which is applied separately to each of the three components of the color image. We choose the Euclidian distance in the Lu*v* color space as a metric of the color difference, since A typical result of the application of the utilized algorithm is shown in Fig. 2 . The algorithm yields a good localization of the face given that the most prominent color edge between the two markers is indeed the face contour.
FEATURE EXTRAC'I'ION
The facc rcgion and the face-profilc rcgion, cxtractcd from an input dual-vicw face image as dcscribcd above, arc used for further analysis of shown facial gestures. We proceed with feature extraction under the assumption that input face images are non-occluded, scale and orientation invariant, and that profile-images are in right profile view (e.g., Fig 1) .
A. Pro@ Face Feature Extraction
The contour of the scgmcntcd facc-profilc region is trcated as thc facc profilc contour in further processing.
To extract the feature points from the face profile contour, we move from image to function analysis and treat the right-hand side of the face profile contour (up to the point P1, Fig. 3) as a profile contour function. We extract the extremities of this function (the zero-crossings of the hnction's 1" order derivative) as the feature points (Fig. 3) . To ascertain correct extraction of the feature points when the tongue is visible (P7' and P7" exist), we extract the feature points in the particular order (i.e.. P1, P4, P2, P3, P10, P5, P9, P7 or P7' and P T , P6. P8).
To handle inaccuracies in feature points' detection (i.e., to handle false positives). we exploit both the knowledge about facial anatomy and the information extracted From the image of a neutral Facial expression of the observed subject. A standard "search" window Wp has been defined for each fiducial P with respect to anatomically possible directions and magnitudes of the motion on the skin surface affecting the tcmporal location of P . Fiducial PI is dctermincd furthcr for face profile image I such that it represents a specific zero crossing ( Fig. 3 ) of the lqt order derivative of the profile contour function defined for image I and belongs to the Wp set around the location of P,r discemed for the face-profile image N of a neutral expression of the observed subject.
B. Frontal Face Fratitre Extraction
Multi-dctector proccssing of the face region segmented from an input frontal-view face image is used to spatially sample the contours of thc facial componcnts.
First. we apply a simple analysis of imagc histoprams to locate 6 regions of interest (ROI): two eyebrows. two eyes, nose, and mouth. Then, to spatially sample the contour of a certain facial component, we apply one or more facialfeature detectors to the pertinent ROI. For example, the contours of the eyes are localized in the ROls of the eyes by using a single detector representing an adapted version of the method for hierarchical-perceptron feature localization (Fig. 4) [20] . On the other hand, the contour of the mouth is localized in the mouth ROI by applying both a 4-parameters deformable template and a method that fits three 2nd degree parabolas (Fig. 4) We proceed with feature points' extraction. For the cases whcrc multiple detcctors wcrc used to localizc the contour of a certain facial componcnt, a relcvant set of fiducial points is cxtractcd from each spatially sampled contour of thc pcrtincnt facial component. For instancc, from each localizcd mouth contour, we extmct 4 fcaturc points (Fig. 3) . In total. we extract 19 different feature points corresponding to the vertices and/or the apices of the contours of the facial components (Fig. 3) .
C. Datu Certaintv Evcrlitatiori arid Feature Selection
We utilize an "intra-solution consistency check" to assign a certainty factor to each of the extracted feature points. For example. to assign a certainty factor CFA = CFF Similarly for P7'. P7" and P8 (scc Fig. 3 of the eyes comes from the stability of these points with rcspect to non-rigid facial movements: facial muscles' contractions do not cause physical displacements of these points. For the same reason, the referential features used for calculating CFs of the fiducial points of the profile contour, eyebrows, nose/ chin and mouth are the tip of the nose (point P4, Fig. 3 ), the size of the relevant eyebrow area, the inner comers of the nostrils, and the medial point of the mouth. respectively. Eventually, in ordcr to selcct the best of sometimes redundantly available solutions (e.g., for the fiducial points belonging to the mouth), we perform an intcr-solution check. We compare, namely, the CFs of the feature points extracted from the contours spatially sampled by different detectors of the same facial component. The feature points having the highest CF arc used for fiirther analysis of shown AUs.
Iv. PARAMETRiC REPRESENTATION Each AU of thc FACS system is anatomically related to the contraction of a specific facial muscle [5]. Contractions of facial muscles induce motion in the skin surface and deform the shape and location of the facial components. Some of these changes in facial cxpression arc observable from the changes in thc position of thc feature points. To classify detected changes in the position of the feature points in terms of facial muscle activity, the pertinent changes should be represented first as a set of suitable midlevel parameters. We defined 6 mid-level parameters in total: 2 describing the motion of the feature points, 2 describing their state, and 2 describing shapes formed by certain feature points.
The definitions of the parameters are given in Fig. 5 . They currcntly exhacted points with the related points extracted from the dual-view image of a neutral expression.
We assign a certainty factor CF E [0, I] to each calculated mid-level parameter. We do so based on the CFs associated with the selected feature points (see section 3.3), whose state or motion are described by the pertinent midlevel parameter. For example:
~F~/do~v~zfP6) = CFidout(P6) = CFP6 (= CFP~)J), v. ACTlON UNIT RECOGNITION The last step in automatic facial expression analysis is to translate the extracted facial information (i.e., the calculated mid-level parameters) into a description of displayed facial changes such as an AU-coded description of shown facial expression. To achieve this, we apply the fast direct chaining inference process [ 171 to two separate sets of rules.
A set of 21 rules for encoding 21 AUs (AUI, AU4, AU8, AU9. AUIO, AU12, AU13, AU15-AU20, AU23-AU29, AU36) occurring alone or in a combination in an input face-profile image. A fulf list of the utilized rules can be found in [lo] .
A set of 22 rules for encoding 22 AUs (AUI, AU23-AU28, AU35, AU38, AU39, AU41) occurring alone or in a combination in an input frontal-face image. For a full list of the used rules, sec [ 121. Motivated by the FACS system, each rule is defined in terms of the predicates of the mid-level representation and each encodes a single A U in a unique way according to the
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2) AU2, AU4-AU8, AU12, AU13, AU1.5, AUl8, AU20, are calculated for various feature poi& by comparing the Fig. 5 . Mid-level feature parameters for AU recognition relevant FACS rule. For example, the rule used for coding AU12 in a face-profile image, which is described in the FACS system as an oblique upward pull of the lip comers (i.e., smile), is the following:
IF idozlt(P6) < 0 AND irv'oui(P8) < 0 AND increusddecceuse~P5P6) 0 THEN AU 12.
Similarly, the rule utilized for coding AU12 in a frontalview face image is the following:
IF ( With each scored AU, the utilized algorithm associates a factor CF E [0, 11 denoting the certainty with which the pertinent AU has been scored. Its value equals the overall certainty factor CF, of the premise p of the rule whose firing caused the AU in question to be scored. The certainty factor CF, of the premise p of a fired rule is calculated as follows.
I )
Ifp contains cl AND c2, then CF, = min (CFcr, C F d .
2) i f p contains cl OR c2, then CF, = may (CF,,, C F d .
3) Ifp contains just clause c, then CF, = CF,. 4) (Vc) CF, = CF/,, wherefi is the feature parameter to which clause c is related.
Some AUs could be scored twice due to the existence of the related rules in each of the two employed sets of rules (e.g., AU12). Hence, the last processing stcp of the utilized algorithm deals with those redundantly available scores. For each such pair of the redundantly inferred conclusions, it discards the one with which a lower CF has been associated.
vi. EXPEKlMENrAL EVALUA IION
Most o f the existing approaches to facial expression analysis assume that the presence of the face in the input image is ensured [9], [i 11. However, in most of the real-life situations where such automated systems are to be employed (e.g., videoconferencing) the location of the face in the scene is not known a priori. The presence of a face can be ensured either by employing an existing method for automatic face detection in arbitrary scenes or by using a camera setting that will ascertain the assumption at issue. The method proposed here does not perform face detection in an arbitrary scene; it operates on dual-view face images acquired by two head-mounted CCD digital PAL cameras (Fig. 6) . The camera set in front of the face acquires frontal-view images while the second camera, placed on the right side of the face. acquires face-profile images. The utilized camera setting ascertains the assumption that the examined images are orientation and scale invariant and that the face-profile-images are in right profile view (e.g., Fig 1, Fig. 2) .
The test data set has been created in ot'fice environments with the help of 8 certified FACS coders drawn from college personnel. The subjects of both sexes (60% female) ' C is the middle point between the feature points H and HI. Fig. 6 . Head-mounted twcameras device differed in age (20 to 35 years) and ethnicity (European, Asian and South American). The subjects were asked to display series of expressions that included single AUs and combinations of those. A total of 560 dual-view images of subjects' faces were recorded during sessions which began with displaying a neutral expression. Metadata were associated with the acquired test images given in tenns of AUs scored by two FACS coders. As the actual test data set, we used 454 images for which the coders agreed about the displayed AUs. The human judgments of these 454 test images were compared further to those generated by our mcthod. The result of the comparison is given in Table 1 . It is interesting to note that, if we considcr only the images in which the. AUs were encoded with a CF > 0.3 (there are in total 423 such images), agreement between the generated conclusions and the pertinent human judgments is even 91%.
TABLE I
The raults of facial actlon coding of 454 test imagcs mcasurcd for thc uppa face AUs (AU I . AU2, AU4-hU7, AU4 I), the AUs affecting the now (AU9. AU38. AU39), the AUs atrecring the jaw (AU17. AU26, AU27. AU29), the AUs affecting the mouth (AU8. AUIO, AUIL AU13, AUIS. AU 16, AUl8-AU20, AU23-AU25, AU28, AU35.4U363, and overall:
C denoteb the number of images for which the generated conclusions &here idcntical to those scored by human coders, PC denotes the number of itnagcs coded partially correct (some AUcodes were missing or were recognizcd additionally).
IC denotes the number of incorrectly coded Iinagzs.
VII. CONCLUSION
In this paper, we proposed a novel, automatic method for analyzing subtle changes in facial expression based upon changes in contours of facial components and face profile contour detected in a dual-view face image. The significance of this contribution is in the following:
1 ) The presented approach to automatic AU recognition extends the state of the art in automatic facial gesture analysis in several directions, including the number of AUs (29 in total), the difference in AUs, and the data certainty propagation handled. Namely, the previously rcportcd automatic AU analyzers do not assign certainty f UZZ-IEEE 2004 ~ncasures to the inferred conclusions (let alone varying them in accordance with the certainty of the input daata), cannot detect out-plane non-rigid movements such as the jetted jaw (AU29) and, at the best, c a n dctect 22 AUs. This paper provides a basic understanding of how to achieve automatic AU coding in both frontal-face and face-profile inlages. It exemplifies how, based on such knowledge, procedures of greater flexibility and improved quality can evolve (e.g.. inaccuratdpartial data from one facial view can be substituted by data from the other view). Hereupon further research on facial gesture analysis from multiple facial views can be based.
Nonetheless, the presented algorithm has some drawbacks. It assumes the usage of a head-mounted camera device. which reduces the freedom with which the subject can move around. It cannot analyze face images of subjects having facial hair or wearing glasses. Finally, it does not take into account the temporal nature of facial gestures. Yet, when discussing the later, it is interesting to note that the proposed method could greatly speed up the timneconsuming (manual) process of acquiring AU-labeled data on which modcls that can capture the temporal nature of facial gestures could be trained (e.g., HMM for AU recognition). Devising such a gcnerativc probability model for temporal reasoning about AUs occurring in a face image sequence represcnts the main focus of our further research on this topic.
2)
