This special issue of Machine Learning is devoted to the Ninth Annual Conference on Computational Learning Theory (COLT '96), which was held in Desenzano del Garda, Italy, on June 28th-July 1st, 1996. All but one of the papers in this issue are full versions of extended abstracts that were presented at the conference and appear in the conference's proceedings. All papers went through the standard reviewing process of Machine Learning.
corresponds to the set of automata that accept it. This result, which is representationindependent and based on cryptographic assumptions, implies the hardness of several more natural learning problems such as learning the description logic Classic from subconcepts.
Birkendorf, Dichterman, Jackson, Klasner, and Simon, further the study of learning with restricted focus of attention (RFA). In the k-RFA learning model, the learner is allowed to view only k of the n attributes of each example, where this set of attributes is determined by the learner. A motivating example for this model is that of medical diagnosis of a disease. In this example, the attributes chosen correspond to (possibly costly) medical tests that can be performed on given patients. This paper continues to explore the relationship between the PAC and RFA learning models and presents several results in the latter model. In particular the authors develop an information theoretic characterization of the RFA model and use this characterization to prove hardness results. By combining some of their results they show that as opposed to the PAC model, in the RFA model, weak learning does not imply strong learning.
I would like to thank the authors for their contributions, and the reviewers of the papers for their help in bringing this issue to its current form.
