Standard statistical analyses of observational data often exclude valuable information from individuals with incomplete measurements. This may lead to biased estimates of the treatment effect and loss of precision. The issue of missing data for inverse probability of treatment weighted estimation of marginal structural models (MSMs) has often been addressed, though little has been done to compare different missing data techniques in this relatively new method of analysis. We propose a method for systematically dealing with missingness in MSMs by treating missingness as a cause for censoring and weighting subjects by the inverse probability of missingness. We developed a series of simulations to systematically compare the effect of using case deletion, our inverse weighting approach, and multiple imputation in a MSM when there is missing information on an important confounder. We found that multiple imputation was slightly less biased and considerably less variable than the inverse probability approach. Thus, the lower variability achieved through multiple imputation makes it desirable in most practical cases where the missing data are strongly predicted by the available data. Inverse probability weighting is, however, a superior alternative to naive approaches such as complete-case analysis.
INTRODUCTION
In observational studies, estimation of the causal effect of a treatment may be biased either because of confounding, selection bias, or because of missing information. In longitudinal studies with a time-varying exposure, this is further complicated as time-varying covariates frequently act as both confounders and intermediate variables, and missing information is likely.
Marginal structural models (MSMs) have been proposed as an unbiased alternative to traditional regression models for estimating the causal effect of a time-varying exposure in the presence of time-varying confounding . MSMs are particularly useful for the analysis of observational drug data Hernán et al., 2000) . However, more commonly than not, some individuals in longitudinal studies have missing covariate information, and omission of an important variable from the probability of treatment model can lead to biased inference (Brumback et al., 2004) . In general, inappropriate handling of the missing data in the analysis can lead to incorrect conclusions, either because of biased treatment effect estimates or reduced power (or both). Recently, a survey of the handling of missing data in the analyses of 63 randomized trials published in general medical journals found that 65% used complete-case analysis, while fewer than 4% used a more sophisticated approach such as multiple imputation (Wood et al., 2004) .
Multiple imputation and inverse probability weighting are two approaches to handling missing data that provide unbiased estimates under relatively weak assumptions. A recent comparison of the methods in a cross-sectional setting found the performance of these methods to be similar, with multiple imputation only slightly more efficient than the inverse weighting (Carpenter et al., 2006) .
We propose a method of accounting for missing confounding data that respects the assumed causal structure of the problem using inverse weighting. We use a series of Monte Carlo simulations on a problem of moderate complexity to compare different missing data techniques in MSMs. More specifically, we investigate the impact of varying levels of missingness of a confounding variable, and of different assumptions regarding the nature of missingness under three missing data strategies: complete-case analysis, our inverse probability weighting method, and multiple imputation. We allow missing data only in the confounding variable, as previous research has shown that this is the only variable without which the treatment model in the MSM 1 cannot be estimated without introducing bias in the estimate of treatment effect (Lefebvre et al., 2008) . We consider only scenarios where time-dependent confounding is observed, as this is the context in which MSMs or other related approaches are necessary Petersen et al., 2006) . This paper is organized as follows: In Section 2 we develop the problem and proposed approaches for missing data. MSMs are introduced in Section 2.1 and missing data mechanisms and strategies for dealing with missing information in analyses are discussed in Sections 2.2-2.4. Details of the simulation study can be found in Section 3, with results presented in Section 4. We applied the three methods considered in Section 3, namely completecase, inverse probability weighting, and multiple imputation, to examine the effects of each method in a practical setting in Section 5. In the example, the effect of beta blocker use following an acute myocardial infarction on mortality is investigated using the General Practice Research Database. Section 6 discusses and concludes.
MARGINAL STRUCTURAL MODELS
AND MISSING DATA
Marginal structural models
A marginal structural model is a model for the marginal expectation of a counterfactual outcome under a specified static treatment regime. For example, if Y is a continuous outcome and A is a time-varying treatment, then an MSM is specified as
where a refers to the history of treatment A and f is a defined function, typically a linear combination of components of a. To estimate the parameters of a MSM, we first fit a model for the probability of receiving treatment. The treatment model is then used to weight individuals by the inverse probability of receiving the observed treatment (given history) in an unadjusted model for the outcome as a function of treatment. Stabilization of the inverse probability of treatment weights is commonly used to reduce the variability of MSM estimates that can arise when some combinations of covariates are rare (Sturmer et al., 2005) . If the treatment model is correctly specified, the estimate of the marginal effect of treatment has a causal interpretation.
As with all models for observational data, MSMs require strong assumptions to be appropriately specified . Specifically, we require no unmeasured confounding (sequential randomization), time ordering (exposure precedes outcome) and consistency (Mortimer et al., 2005; Brumback et al., 2004) . Also, we require that all treatments are possible (i.e., the probability of receiving treatment is neither zero nor one) given the covariates (the experimental treatment assumption) Mortimer et al., 2005) .
Missing data mechanisms
To draw meaningful inference from a study with missing data requires assumptions regarding the nature of the missingness. The strongest assumption that could be made is that the data are missing completely at random (MCAR), meaning that the probability of an observation being missing does not depend on any variables, observed or otherwise (Little and Rubin, 2002) . A weaker assumption is that the data are missing at random (MAR); this requires that the probability of an observation being missing depends on observed covariates only, but that -conditional on the observed covariatesthe probability does not depend on the true value of the unobserved variable (Little and Rubin, 2002) . When the probability of an observation being missing does depend on its true, unobserved value or on the values of some other unmeasured variables, the data are said to be not missing at random (NMAR) or informatively missing.
As noted above, a common approach to missing information is to use only individuals with complete data ("complete-case" analysis). Completecase analysis and mean imputation only produce unbiased parameter estimates if data are MCAR (Little and Rubin, 2002) . Even when data are MCAR, complete-case analysis uses the available information inefficiently, which reduces power. Single imputation by the mean or the last observed measurement, on the other hand, produce standard errors that underestimate the variability of the estimates as they do not take into account the missing information.
To clarify the issues under study, assume that the data were generated from a structure as described by the directed acyclic graphs (DAGs) in Figures 1 and 2 . A DAG provides a visual representation of the causal structure of a dataset, where an arrow (directed edge) from one variable (node) into another indicates that the first variable causes changes in the second (Pearl, 1995) . DAGs are acyclic, that is, one cannot begin at a variable and follow the arrows through the graph to return to that variable; that is, information flows in one direction rather than in cycles. DAGs encode the conditional dependencies between variables and may be used to determine the variables on which to condition in order to achieve unbiased effect estimation (see, for example Greenland et al. (1999) ; VanderWeele and Robins (2007) ). Specifically, we assume a simple longitudinal setting in which there are two discrete time points, T = 0, 1, and we consider a single confounding variable L C (T ), treatment A(T ), and response Y . We use V (0) to denote the predictor of the outcome, and M(1) to denote an indicator of missingness for the confounder L C (1). Missing data are considered only in the confounding variable L C (1). We therefore consider the sequence Figure 1 describes the situation when L C (1) is MCAR; that is, M(1) is external to the causal system, and subjects with missing data can be seen as a random sub-sample of the data. Figure 2 describes the MAR case; here, missingness at time 1 is caused by V (0), which is also a cause of outcome, and by A(0). The data generation for the NMAR situation may be conceived as identical to the MAR case ( Figure  2 ), but V (0) is now unmeasured. This is a simplification of the more general missing data problem; however, in the context of causal inference it is helpful 4 The International Journal of Biostatistics, Vol. 4 [2008] , Iss. 1, Art. 13 to assume a causal structure for the missingness. This causal structure can be thought of as a form of selection bias .
Missing data techniques: inverse probability weighting
Inverse probability of missingness weighting is not a new approach to missing data. However, it is only relatively recently that improvements to its efficiency (Robins and Rotnitzky, 1992; Robins et al., 1994) have brought it greater attention and utility. This technique is particularly natural to consider in a MSM setting, as it is similar to the weighting by the inverse probability of observed treatment that is performed when estimating parameters of MSMs. In a simple regression setting, inverse probability weighting proceeds by calculating the probability of having complete data for each individual in the study and then performing a regression where the individual contributions are weighted by the inverse probability of having complete data (conditional on covariates). The probability that an individual observation is complete is typically estimated via a logistic regression model, which requires the data to be MCAR or MAR.
Extending this idea to the longitudinal setting of MSMs, the probability of having complete data up to a given interval is calculated for each interval for each person, and a full weight is calculated, where the full weight is composed of the product of two weights, one which takes into account the probability of receiving the observed treatment and the other which accounts for the probability of having missing data. This approach is essentially the same as the use of inverse probability of censoring weighting considered, for example, by Hernán et al. (2000) and others. (See Bodnar et al. (2004) for a clear illustration of the technique in a two-interval example where information is lost due to drop-out or censoring.) These weights are then used in the MSM to, at least heuristically, attempt to approximate the results of an unblinded randomized controlled trial with no missing information (Cole et al., 2003; Hernán et al., 2001 ). This method also bears close analogy to an approach to dynamic treatment regimes using MSMs that was recently proposed by Hernán et al. (2006) . To compare two dynamic regimes using MSMs, Hernán et al. proposed censoring subjects when they deviate from one of the two regimes. Our approach treats missing observations as deviating from one of the regimes under study, and censors at that time point.
We considered a second approach for the NMAR situation. When it was assumed that V (0) was unmeasured but that V (0) caused changes in Y , we used Y in the inverse probability weighting models as a proxy for the unmeasured V (0). This approach may seem counter-intuitive, in that Y is being used to predict A although Y follows A temporally and causally; however, the outcome is frequently used to predict other variables in multiple imputation (Moons et al., 2006) . Further, the approach seems less unusual when Y is thought of as a surrogate for (or strong correlate of) V (0).
Missing data techniques: multiple imputation
Multiple imputation has been recognized as an attractive method for handling missing data, and has become more practical in the last several years as functions to perform the imputation in both cross-sectional and longitudinal settings have become more widely available in statistical packages (Schafer, 1999) . Multiple imputation proceeds by generating m complete data-sets where missing values in the incomplete, observed data-set are filled, typically via a regression method. Each of the m data-sets is then analyzed using the same model and estimation method. The estimates from the m
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Multiple imputation does not require data to be MAR (Schafer, 1999) , as the imputation phase of the analysis is distinct from the analysis phase. However if data are NMAR, considerable subject-area knowledge is required to create a reasonable model for the distribution of the missing variables. Provided the model used to impute the missing values is correctly specified, estimates from an analysis using multiple imputation are consistent. Herein lies the greatest challenge of multiple imputation: the specification of the model to use for the data augmentation may be difficult, particularly if the data contain missing covariates of different types (e.g., Normal, skewed, discrete and so on). Much of the standard software for imputation is not well-suited to handle discrete data.
Other more sophisticated approaches to missing data such as the EM algorithm have many of the desirable properties of multiple imputation and inverse probability weighting (Dempster et al., 1977) . However, these may be difficult to implement under general distributional assumptions for the observed data. Multiple imputation and inverse probability of missingness weighting are both very flexible can be used for virtually any statistical problem where MAR may be assumed.
SIMULATION STUDY
We developed a simulation study to investigate complete-case analysis, inverse probability weighting, and multiple imputation in MSMs over increasingly problematic scenarios of missingness, examining both the degree of missingness and each of the three missingness mechanisms.
Marginal structural models find their strengths in the analysis of repeated measures data, where variables may introduce confounding and be intermediate variables. When variables act in this dual fashion, the use of standard regression models may cause considerable bias in the estimated treatment effect (Blais et al., 1996) .
Sample sizes of 250, 500, and 1000 were used. We consider analyses where 10, 20, and 50% of the data were removed assuming MCAR, MAR, and NMAR. Thus, the three methods of analysis were employed for the three different sample sizes, in each of the nine possible degree and type of missingness pairs. All simulations were performed in R version 2.31. Multiple imputation was carried out using the mice package (Van Buuren and Oudshoorn, 2000) .
Simulation: data generating models For the MCAR simulations, data were generated according to the causal structure in Figure 1 using the following conditional models:
where the treatment effect parameters are β 0 = −7.5,
The missingness mechanism is completely at random, so that
with the fraction of missing information given by p NA ∈ {0.1, 0.2, 0.5}. For the MAR and NMAR simulations, data were generated according to the causal structure in Figure 2 using the conditional models (2)- (7), with the missingness mechanism now given by
for α∈ {5.10, 4.15, 2.45}; the values of αwere selected to give approximately 10, 20, and 50% missing data, respectively. In the NMAR setting, we assume V (0) is unavailable to the analyst.
Simulation: data analysis models
The MSM requires models for the treatment mechanism at each time interval. For both MCAR and MAR simulations, the following mean models were
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, and L C (1). Note that the model for A(1) includes an additional variable, V (0), that is a risk factor for the outcome but is not a cause of the treatment being modeled. This model conditions on the available past information and is therefore both a natural and a useful model to consider, as the inclusion of predictors of the outcome in the treatment model improves the accuracy of the treatment effect estimates (Lefebvre et al., 2008) .
The inverse probability weighting approach to missing data for the MSM further requires a model for the missingness mechanism. In the MCAR and MAR settings, inverse probability weighting models the missingness mechanism via a logistic regression of M(1) on L C (0), A(0), and V (0).
In the NMAR setting, where V (0) is not available to the analyst, the most natural model to consider is that which conditions only on the past, that is, a logistic model regressing M(1) on L C (0) and A(0). However, if knowledge of the causal structure (the DAG) was available, the analyst might attempt to reduce the bias induced by data being missing not at random by including variables that are correlated with the missing covariate. For example, in examining Figure 2 , we observe that V (0) predicts Y . The response Y could, therefore, be considered a surrogate for V (0). Simulations in which the probability of having complete data is fit as a logistic regression of M(1) on L C (0), A(0), and Y were also therefore considered in an additional set of NMAR simulations.
In contrast to the inverse probability weighting approach, multiple imputation requires the analyst to specify which variables are to be used as regressors in the imputation model. In cross-sectional settings, current research (Moons et al., 2006) for multiple imputation suggests using all available data (including the response) to predict the missing values. We take this approach, using L C (0), A(0), V (0), A(1), and Y to impute L C (1). In the NMAR setting, L C (1) is imputed using a linear model which depends on L C (0), A(0), A(1), and Y .
SIMULATION RESULTS
In all tables, the bias (average deviation from the known, data-generating parameter value over the 1000 simulations) and the root mean squared error (rMSE, or the square root of the sum of the variance of the estimates over the 1000 simulations and the squared bias) of the treatment effect estimates at both time points are used to summarize the performance of the three approaches to missing data. Table 1 presents the results from the MCAR case. In this and subsequent tables, IPW-Y refers to the inverse probability weighting approach using Y in the weighting model. We note that all methods give essentially unbiased results; the rMSE is lowest for multiple imputation, with the other methods providing similar, slightly larger rMSEs. Table 2 presents the results from the MAR case. Not surprisingly, the complete-case results show significant bias and larger rMSE than the other approaches. Inverse probability weighting gives slightly larger bias and rMSE than does multiple imputation, which is essentially unbiased. Table 3 presents the results from the NMAR case. The complete-case results show significant bias in the estimate of the treatment effect of A(0), but relatively little bias in the estimate of A(1). Multiple imputation is essentially unbiased, and estimates are less variable than complete-case estimates. Not surprisingly, inverse probability weighting -whose missingness model is misspecified in that it does not include the (unobserved) predictor of missingness V (0) -performs poorly. In fact, inverse probability weighting estimates are comparable to complete-case estimates, demonstrating considerable bias in the estimate of the treatment effect of A(0), which predicts missingness, but little bias in the estimate of the effect of A(1). The bias of treatment effect estimates that arises under NMAR settings using completecase analyses and inverse probability weighting is exaggerated in instances where treatment predicts missingness. This observation is backed up by further simulations in which missingness occurred in the second interval rather than first and was predicted by A(1) in place of A(0) (results not shown).
We wished to further explore the possibility of achieving comparable results using inverse probability weighting and multiple imputation under NMAR. To that end, we performed another simulation using the same distributional assumptions as above, and included an additional variable, V * , in the model which was simulated as a function of V (0):
See Figure 3 . Table 1 : Bias and root mean squared error (rMSE) of treatment effects estimated with full data (no missing values), a complete-case analysis (CC), multiple imputation (MI), and inverse probability weighting (IPW) under a missingness mechanism of data missing completely at random (MCAR). Summaries based on 1000 simulated data-sets, for sample sizes n = 250, 500, 1000 and the fraction of missing data equal to 10, 20, or 50%. Table 2 : Bias and root mean squared error (rMSE) of treatment effects estimated with a complete-case analysis (CC), multiple imputation (MI), and inverse probability weighting (IPW) under a missingness mechanism of data missing at random (MAR). Summaries based on 1000 simulated datasets, for sample sizes n = 250, 500, 1000 and the fraction of missing data approximately equal to 10, 20, or 50%.
Bias rMSE Table 3 : Bias and root mean squared error (rMSE) of treatment effects estimated with a complete-case analysis (CC), multiple imputation (MI), inverse probability weighting (IPW), and inverse probability weighting using response Y as a surrogate for the unobserved variable V (0) in the model for missingness (IPW-Y ) under a missingness mechanism of data missing not at random (NMAR). Summaries based on 1000 simulated data-sets, for sample sizes n = 250, 500, 1000 and the fraction of missing data approximately equal to 10, 20, or 50%. the causal pathway of treatment, covariates, and response in the imputation model makes very little difference to the estimates obtained after correcting for missing data by multiple imputation. In inverse probability weighting, on the other hand, including a surrogate of a predictor of missingness reduces bias of treatment effect estimates with either effectively no change or a slight increase in efficiency of the estimates, as evidenced by the comparable or smaller rMSEs. Table 4 : Bias and root mean squared error (rMSE) of treatment effects under multiple imputation (MI), multiple imputation (MI-V * ) using V * in the imputation model, inverse probability weighting (IPW), and inverse probability weighting using V * as a surrogate for the unobserved variable V (0) in the model for missingness (IPW-V * ) under a missingness mechanism of data missing not at random (NMAR). Summaries based on 1000 simulated data-sets, for sample sizes n = 250, 500, 1000 and the fraction of missing data approximately equal to 10, 20, or 50%. 
EXAMPLE: MORTALITY AFTER ACUTE MYOCARDIAL INFARCTION
We employed the three methods of handling missing data considered in the simulations of the previous section, namely complete-case, inverse probability weighting, and multiple imputation, to investigate the effect of beta blocker use after an acute myocardial infarction on mortality using the General Practice Research Database (GPRD).
Methods
The GPRD is a large clinical database based on information generated from general practices in the United Kingdom. The GPRD has been previously validated for studies of pharmacological effects on blood pressure . Using this database, a cohort was constructed which included all members of the database who survived a first acute myocardial infarction between 1 January 31 December, 2004 . Cohort inclusions criteria were 90-day survival post myocardial infarction (see Zhou et al. (2005) for a discussion of this approach to cohort selection criteria), age of 20 years or older, and participation in the GPRD for at least three years to ensure adequate time for data collection.
The treatment variables were defined as: A(0) was exposure to beta blockers in the 45 days after an acute myocardial infarction and A(1) was exposure to beta blockers in following 45 days, i.e. 46 to 90 days after myocardial infarction. The outcome of interest, Y , was all-cause mortality between 90 days and one year after the acute myocardial infarction. Subjects were followed for one year after myocardial infarction or until the occurrence of the outcome (death).
Blood pressure is a time-varying confounder, L C , that may mediate the relationship between treatment after myocardial infarction and the outcome, death. Both systolic and diastolic blood pressure were considered. Due to the irregular recording of blood pressure in the GPRD, it was not possible to obtain blood pressure measurements immediately after acute myocardial infarction or at exactly 45 days after recovery from the myocardial infarction. Instead, we approximate these values with L C (0), the mean of all blood pressure recordings in the 90 days prior to myocardial infarction and L C (1), the mean of all blood pressure recordings in the 45 days following the myocardial infarction. Missing data are common, and many participants did not have any blood pressure readings in either interval . The postulated DAG for this GPRD example is given in Figure 4 .
The ratios of the odds of death associated with beta blocker use were estimated via a marginal structural model, using three methods of accounting for missing data: complete-case, multiple imputation, and inverse probability
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Results
There were 7749 individuals who met the cohort inclusion criteria and, among these, 469 deaths. After myocardial infarction, 600 individuals used beta blockers within 45 days of the acute myocardial infarction but not after that (A(0) = 1, A(1) = 0), 605 individuals used beta blockers only in the second interval (A(0) = 0, A(1) = 1), and 3582 individuals used beta blockers in both intervals (A(0) = A(1) = 1). There was considerable missing information on blood pressure: 2489 (32%) had no blood pressure measurements recorded, while a further 2497 (32%) and 1270 (16%) had missing values exclusively at the first or second interval, respectively. The resulting estimates of the effect of beta blocker treatment on all-cause mortality are presented in Table 5 . (Freemantle et al., 1999) 0.77 0.69 to 0.85
The average causal effect of treatment with beta blockers after acute myocardial infarction is well-studied; an estimate derived from a meta-analysis of randomized controlled trials conducted over a (single) similar time period (Freemantle et al., 1999 ) is used as a point of comparison for the average causal effect of treatment post-myocardial infarction. The trials included in the meta-analysis were conducted in very broad post-myocardial infarction populations and, therefore, the meta-analysis average effect was estimated in a population that was likely relevant and comparable to the individuals captured by the GPRD.
Inverse probability weighting and multiple imputation both provide estimates that are closer to the randomized trial meta-analysis estimates than complete-case approach, which yields estimates of the effect of the drug on all-cause mortality that are closer to the null value of 1.0. There appears to be little difference in this example between accounting for missing data with inverse probability weighting versus multiple imputation in terms of the unbiasedness of the estimates, however the multiple imputation approach gave narrower confidence intervals.
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The need to carefully account for missing data in order to prevent biased estimates in epidemiologic studies is well known (Wood et al., 2004; Schafer, 1999) . However, previous investigations into the consequences of improper handling of missing data have not considered the case of marginal structural models. Marginal structural models rely on different assumptions than standard regression models and it is not clear how analytic approaches developed for the latter will perform in the context of the former.
We have demonstrated the use of multiple imputation and inverse weighting to address missing data in the context of marginal structural models. When the missingness is completely at random, all methods give similar results. Unfortunately, it is seldom the case that data are MCAR. However, when the mechanism for data missingness is not completely at random and yet is well understood -i.e., when data are MAR -multiple imputation was slightly less biased and considerably less variable than the inverse probability approach. Thus, the lower variability achieved through multiple imputation makes it desirable in most practical cases.
In the simulations considered in this study, baseline measures of the confounding variables were available to the analyst. This may have provided multiple imputation with an advantage over inverse probability weighting as the baseline confounder was predictive of the missing variable. The goal of multiple imputation is to model the missing value while inverse probability weighting focuses on predicting the missing data mechanism (Schafer and Graham, 2002) . In other situations, such as those where strong predictors of the missing values are not present or the missingness mechanism is well-understood, inverse probability weighting may perform better relative to multiple imputation. In cases where the missingness mechanism is not well-understood or is unlikely to be strongly predicted by the available covariates, a doubly-robust procedure (Bang and Robins, 2005 ) that does not require correct modelling of the missing data mechanism (and requires no modelling of the missing values themselves) may be preferable.
It is important to note that our simulations are based on a small number of time points and a single, non-time-varying outcome. This is not an unrealistic setting, as many applications of marginal structural models occur in a two-interval context. However, when the number of observation periods is substantial, the potential for feedback between the intermediate/confounding variables and the exposure may be more important and our results may not generalize to these cases. It may, for example, be difficult to correctly model a covariate that is missing for a number of intervals, as is required by multiple imputation. On the other hand, a small number of data points that are missing at early intervals may lead to considerable loss of information since the inverse probability weighting approach requires censoring of individuals at the first instance of a missing value.
Inverse probability weighting has a natural and intuitive appeal in the context of marginal structural models, where one attempts to make valid inference from complex data without requiring full specification of the likelihood of the data. However our results suggest that in cases where the missing data are strongly predicted by the available data, inverse weighting cannot be recommended over multiple imputation. Nevertheless, inverse probability weighting remains a superior alternative to more naive approaches to accounting for the presence of missing data.
