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Abstract
This paper presents the estimation of the transmission gains for an AC power line
data network in an intelligent home. The estimated gains ensure the transmission reli-
ability and eﬃciency. A neural-fuzzy network with rule switches is proposed to perform
the estimation. An improved genetic algorithm is proposed to tune the parameters and
the rules of the proposed neural-fuzzy network. By turning on or oﬀ the rule switches,
an optimal rule base can be obtained. An application example will be given.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Nowadays, homes [1] should oﬀer smart features to ensure higher security,
more entertainment and comfort to residents. A reliable communication
channel among electrical appliances and users has to be present to support
these features. The energy can also be used in a more eﬃcient manner. At
present, many researchers and companies are developing intelligent home
systems. A phone-based remote controller facilitates home users to issue
control commands to their home appliances through telephones [2]. A small
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two-arm mobile robot in a home can be controlled via an ISDN link [3]. In the
US, X-10 systems are commonly used to support low-cost and slow-rate AC
power line data networks.
Without relying on the manufacturers of electrical appliances and installing
a LAN, one simple way to realize the communication channel [4,5] for home
appliances and users is to make use of the AC power line. We have successfully
implemented a power line data network [7] based on spread-spectrum tech-
nology [6], which facilitates communications at 10 Kbps in the noisy and sig-
nal-distorting environment of AC power lines. This network serves as a
backbone for an intelligent home system through which electrical appliances
can be controlled via line/mobile phones, PDAs, keypads or personal com-
puters anytime and anywhere, inside or outside the home. One of the major
issues of the power line data network is the reliability, which ensures the sent
information to be correctly received. However, the electric power line at home
has many appliances connected to it, and each appliance has diﬀerent char-
acteristics that aﬀect the power line conditions. When using an AC power line
as a networking medium [7], one has to deal with problems such as electro-
magnetic interference, varying impedance, narrow frequency impairments (due
to noise), and signal attenuation. To increase the network reliability, a higher
gain for transmitters should be used; however, the transmission rate has to be
reduced and the power for data transfer will increase. Thus, the gain of the
transmitters in a power line data network is an important factor to ensure the
transmission reliability and eﬃciency. In this paper, a neural-fuzzy network
with rule switches [8,9] is proposed to estimate the transmitter gain. By
introducing the rule switches, an optimal rule base can be obtained after tuning
to provide an optimal performance. An improved genetic algorithm (GA) is
employed for tuning the parameters and the rule base of the proposed neural-
fuzzy network.
This paper is organized as follows. In Section 2, the neural-fuzzy network
with rule witches is presented. In Section 3, an improved GA will be presented.
Some benchmark test functions will be employed to illustrate the merits of the
improved GA. In Section 4, tuning of the parameters and rule base of the
proposed neural-fuzzy network for estimating the transmission gain will be
presented. In Section 5, an application example will be given. A conclusion will
be drawn in Section 6.
2. Neural-fuzzy network with rule switches
We use a fuzzy associative memory (FAM) [27] typed rule base for the
neural-fuzzy network. An FAM is formed by partitioning the universe of
discourse of each fuzzy variable according to the level of fuzzy resolution
chosen for the antecedents, thereby generating a grid of FAM elements. The
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entry at each grid element in the FAM corresponds to a fuzzy premise. An
FAM is thus interpreted as a geometric or tabular representation of a fuzzy
logic rule base. For a neural-fuzzy network, the number of possible rules may
be too large. This makes the network complex while some rules may not be
necessary. The implementation cost is also unnecessarily high. Thus, a multi-
input–multi-output neural-fuzzy network which can have an optimal rule base
and membership functions is proposed. The main diﬀerence between the pro-
posed neural-fuzzy network and the traditional neural-fuzzy network is that a
unit step function is introduced to each rule. The unit step functions is deﬁned
as,
dð1Þ ¼ 0 if 16 0
1 if 1 > 0
;

1 2 R ð1Þ
This is equivalent to adding a switch to each rule in the neural-fuzzy network.
The rule is used if the corresponding rule switch is closed; otherwise, the rule is
not necessary. A neural-fuzzy network with rule base is shown in Fig. 1.
Referring to this ﬁgure, we deﬁne the input and output variables as xi and yj
respectively; where i ¼ 1; 2; . . . ; nin; nin is the number of input variables;
Fig. 1. The proposed 3-layer neural-fuzzy network with rule switches.
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j ¼ 1; 2; . . . ; nout; nout is the number of output variables. The behaviour of yj of
the neural-fuzzy network is governed by mf fuzzy rules of the following format;
Rg: IF x1ðtÞ is A1gðx1ðtÞÞ AND x2ðtÞ is A2gðx2ðtÞÞ AND . . . AND
xnin ðtÞ is Aning ðxninðtÞÞ
THEN yjðtÞ is wjg ; g ¼ 1; 2; . . . ;mf ; t ¼ 1; 2; . . . ; nd
ð2Þ
where nd denotes the number of input–output data pairs; wjg , j ¼ 1; 2; . . . ; nout,
is the output singleton of the rule g; g ¼ 1; 2; . . . ;mf . In this neural-fuzzy
network, the membership function is a bell-shaped function given by,
AigðxiðtÞÞ ¼ exp
ðxiðtÞ  xigÞ2
2r2ig
 !
ð3Þ
where the parameters xig and rig are the mean value and the standard deviation
of the membership function respectively. The grade of the membership of each
rule is deﬁned as,
lgðtÞ 2 ½ 0 1  ¼ A1gðx1ðtÞÞ  A2gðx2ðtÞÞ  	 	 	  Aning ðxninðtÞÞ;
g ¼ 1; 2; . . . ;mf ð4Þ
The jth output of the NFN, yjðtÞ, is deﬁned as,
yjðtÞ ¼
Pmf
g¼1 lgðtÞwjgdð1jgÞPmf
g¼1 lgðtÞ
; j ¼ 1; 2; . . . ; nout ð5Þ
where 1jg denotes the rule switch parameter of the gth rule. It should be noted
that for this partially connected neural-fuzzy network, the number of rules is
equal to number of membership functions used for each input variables, mf .
Compared with the fully connected neural fuzzy network, the number of rules
required is smaller.
3. Improved genetic algorithm
Genetic algorithm (GA) is a directed random search technique [10] that is
widely applied in optimization problems [10–12,14]. This is especially useful for
complex optimization problems where the number of parameters is large and
the analytical global solutions are diﬃcult to obtain. GA has been applied in
diﬀerent areas such as fuzzy control [15–17,21], path planning [18], greenhouse
climate control [19], modeling and classiﬁcation [20] etc.
A lot of research eﬀorts have been spent to improve the performance of GA.
Diﬀerent selection schemes and genetic operators have been proposed. Selec-
tion schemes such as rank-based selection, elitist strategies, steady-state elec-
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tion and tournament selection have been reported [25]. There are two kinds of
genetic operations, namely crossover and mutation. Apart from random
mutation and crossover, other crossover and mutation mechanisms have been
proposed. For crossover mechanisms, two-point crossover, multipoint cross-
over, arithmetic crossover and heuristic crossover have been reported [10,24–
26]. For mutation mechanisms, boundary mutation, uniform mutation and
non-uniform mutation can be found [10,24–26].
The standard GA process [10,11,14] is shown in Fig. 2. In this paper, the
standard GA is modiﬁed and new genetic operators are introduced to improve
its performance. The improved GA process is shown in Fig. 3. Its details will be
given as follows.
3.1. Initial population
The initial population is a potential solution set P . The ﬁrst set of population
is usually generated randomly.
P ¼ fp1; p2; . . . ; ppop sizeg ð6Þ
pi ¼ pi1 pi2 	 	 	 pij 	 	 	 pino vars
 
;
i ¼ 1; 2; . . . ; pop size; j ¼ 1; 2; . . . ; no vars ð7Þ
parajmin6 pij 6 parajmax ð8Þ
where pop size denotes the population size; no vars denotes the number of
variables to be tuned; pij , i ¼ 1; 2; . . . ; pop size; j ¼ 1; 2; . . . ; no vars, are the
parameters to be tuned; para
j
min and para
j
max are the minimum and maximum
values of the parameter pij respectively for all i. It can be seen from (6)–(8) that
the potential solution set P contains some candidate solutions pi (chromo-
somes). The chromosome pi contains some variables pij (genes).
Procedure of the standard GA
begin
τ → 0 // τ : number of iteration
initialize P(τ) //P(τ ): population for iteration τ
              evaluate f(P(τ))                  // f(P(τ)):fitness function
while (not termination condition) do
           begin
τ →τ + 1
                    select 2 parents p1 and p2 from P(τ − 1)
                    perform genetic operations (crossover and mutation)
                    reproduce a new P(τ)
                    evaluate f(P(τ))                  
            end
end
Fig. 2. Procedure of the standard GA.
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3.2. Evaluation
Each chromosome in the population will be evaluated by a deﬁned ﬁtness
function. The better chromosomes will return higher values in this process.
The ﬁtness function to evaluate a chromosome in the population can be
written as,
fitness ¼ f ðpiÞ ð9Þ
The form of the ﬁtness function depends on the application.
3.3. Selection
Two chromosomes in the population will be selected to undergo genetic
operations for reproduction by the method of spinning the roulette wheel [10].
It is believed that high potential parents will produce better oﬀspring (survival
of the best ones). The chromosome having a higher ﬁtness value should
therefore have a higher chance to be selected. The selection can be done by
assigning a probability qi to the chromosome pi:
qi ¼ f ðpiÞPpop size
k¼1 f ðpkÞ
; i ¼ 1; 2; . . . ; pop size ð10Þ
Procedure of the improved GA
begin
τ → 0 // τ : number of iteration
initialize P(τ) //P(τ): population for iteration τ
evaluate f(P(τ)) // f(P(τ)):fitness function
while (not termination condition) do
begin
τ →τ + 1
select 2 parents p1 and p2 from P(τ − 1)
perform crossover operation according to equations (12) - (18)
perform mutation operation according to equations (19) - (24) to generate the 
offspring os
// reproduce a new P(τ )
if random number < pa   // pa: probability of acceptance
os replaces the chromosome with the smallest fitness value in the 
population
else if f(os) > smallest fitness value in the P( τ − 1)
os replaces the chromosome with the smallest fitness value
end
 evaluate f(P(τ))
end
end
Fig. 3. Procedure of the improved GA.
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The cumulative probability q^i for the chromosome pi is deﬁned as,
q^i ¼
Xi
k¼1
qk; i ¼ 1; 2; . . . ; pop size ð11Þ
The selection process starts by randomly generating a non-zero ﬂoating-point
number, d 2 ½ 0 1 . Then, the chromosome pi is chosen if q^i1 < d 6 q^i
ðq^0 ¼ 0Þ. It can be observed from this selection process that a chromosome
having a larger f ðpiÞ will have a higher chance to be selected. Consequently, the
best chromosomes will get more oﬀspring, the average will stay and the worst
will die oﬀ. In the selection process, only two chromosomes will be selected to
undergo the genetic operations.
3.4. Genetic operations
The genetic operations are to generate some new chromosomes (oﬀspring)
from their parents after the selection process. They include the crossover and
the mutation operations.
3.4.1. Crossover
The crossover operation is mainly for exchanging information from the two
parents, chromosomes p1 and p2, obtained in the selection process. The two
parents will produce one oﬀspring. First, four chromosomes will be generated
according to the following equations,
o1sc ¼ o1s1 o1s2 	 	 	 o1sno vars
h i
¼ p1 þ p2
2
ð12Þ
o2sc ¼ o2s1 o2s2 	 	 	 o2sno vars
h i
¼ pmaxð1 wÞ þmaxðp1; p2Þw ð13Þ
o3sc ¼ o3s1 o3s2 	 	 	 o3sno vars
h i
¼ pminð1 wÞ þminðp1; p2Þw ð14Þ
o4sc ¼ o4s1 o4s2 	 	 	 o4sno vars
h i
¼ ðpmax þ pminÞð1 wÞ þ ðp1 þ p2Þw
2
ð15Þ
pmax ¼ para1max para2max 	 	 	 parano varsmax
  ð16Þ
pmin ¼ para1min para2min 	 	 	 parano varsmin
  ð17Þ
where w 2 ½ 0 1  denotes the weight to be determined by users, maxðp1; p2Þ
denotes the vector with each element obtained by taking the maximum
among the corresponding element of p1 and p2. For instance, maxð½ 1 2 3 ;
½ 2 3 1 Þ ¼ ½ 2 3 3 . Similarly, minðp1; p2Þ gives a vector by taking the mini-
mum value. For instance, minð½ 1 2 3 ; ½ 2 3 1 Þ ¼ ½ 1 2 1 . Among
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o1sc to o
4
sc
, the one with the largest ﬁtness value is used as the oﬀspring of the
crossover operation. The oﬀspring is deﬁned as,
os  os1 os2 	 	 	 osno vars
  ¼ oiossc ð18Þ
ios denotes the index i which gives a maximum value of f ðoiscÞ, i ¼ 1, 2, 3, 4.
If the crossover operation can provide a good oﬀspring, a higher ﬁtness
value can be reached in less iteration. In general, two-point crossover, multi-
point crossover, arithmetic crossover or heuristic crossover can be employed to
realize the crossover operation [10,24–26]. The oﬀspring generated by these
methods, however, may not be better than that from our approach. As seen
from (12)–(15), the potential oﬀspring after the crossover operation spreads
over the domain. While (12) and (15) result in searching around the centre
region of the domain (a value of w near to 1 in (15) can move o4sc to be near
p1þp2
2
), (13) and (14) move the potential oﬀspring to be near the domain
boundary (a small value of w in (13) and (14) can move o2sc and o
3
sc
to be near
pmax and pmin respectively).
3.4.2. Mutation
The oﬀspring (18) will then undergo the mutation operation. The mutation
operation is to change the genes of the chromosomes. Consequently, the fea-
tures of the chromosomes inherited from their parents can be changed. In
general, various methods like boundary mutation, uniform mutation or non-
uniform mutation [10,24–26] can be employed to realize the mutation opera-
tion. In this paper, a diﬀerent process of mutation is proposed. The details are
as follows. Every gene of the oﬀspring os of (18) will have a chance to mutate
governed by a probability of mutation, pm 2 ½ 0 1 , which is deﬁned by the
user. This probability gives an expected number ðpm  no varsÞ of genes that
undergo the mutation. For each gene, a random number between 0 and 1 will
be generated such that if it is less than or equal to pm, the operation of mutation
will take place on that gene and updated instantly. The gene of the oﬀspring of
(18) is then mutated by:
o^sk ¼
osk þDoUsk if f ðos þDoUsk ÞP f ðos DoLsk Þ
osk DoLsk if f ðos þDoUsk Þ< f ðos DoLsk Þ
(
; k ¼ 1;2; . . . ;no vars
ð19Þ
where
DoUsk ¼ wmk rðparakmax  osk Þ ð20Þ
DoLsk ¼ wmk rðosk  parakminÞ ð21Þ
DoUsk ¼ 0 0 	 	 	 DoUsk 	 	 	 0
  ð22Þ
DoLsk ¼ 0 0 	 	 	 DoLsk 	 	 	 0
  ð23Þ
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r 2 ½ 0 1  is a randomly generated number; wmk 2 ð 0 1  is a weight governing
the magnitudes of DoUsk and Do
L
sk
. The value of weight wmk is varied by the value
of sT , where s is the iteration number and T is the total number of iterations. In
order to perform a local search, the value of weight wmk should be small as
s
T
increases in order to reduce the signiﬁcance of the mutation. Based on this idea,
a monotonic decreasing function governing wmk is proposed as follows,
wmk ¼ wf 1

 s
T
 1
ws P 0 ð24Þ
where wf 2 ½ 0 1  and ws > 0 determine the initial value and the decay rate
respectively. Their values are chosen by the user. For a large value of wf ,
it can be seen from (20) and (21) that DoUsk  rðparakmax  osk Þ and
DoLsk  rðosk  parakminÞ initially as ð1 sTÞ
1
ws  1 which ensure a large search
space. When the value of ð1 sTÞ
1
ws  0, the values of DoUsk and DoLsk are small to
ensure a small search space for ﬁne tuning.
3.5. Reproduction
The new oﬀspring will be evaluated using the ﬁtness function of (9). This
new oﬀspring will replace the chromosome with the smallest ﬁtness value
among the population if a randomly generated number within 0 to 1 is smaller
than pa 2 ½ 0 1 , which is the probability of acceptance deﬁned by users.
Otherwise, the new oﬀspring will replace the chromosome with the smallest
ﬁtness value if the ﬁtness value of the oﬀspring is greater than the ﬁtness value
of that chromosome in the population. pa is eﬀectively the probability of
accepting a bad oﬀspring in order to reduce the chance of converging to a local
optimum. Hence, the possibility of reaching the global optimum is kept.
After the operation of selection, crossover, mutation and reproduction, a
new population is generated. This new population will repeat the same process.
Such an iterative process can be terminated when the result reaches a deﬁned
condition, e.g. a deﬁned number of iteration has been reached.
3.6. Benchmark test functions
Some benchmark test functions [12,13,23] are used to examine the appli-
cability and eﬃciency of the improved GA. Six test functions, fiðxÞ, i ¼ 1, 2, 3,
4, 5, 6 will be used, where x ¼ ½ x1 x2 	 	 	 xn T. n is an integer denoting the
dimension of the vector x. The six test functions are deﬁned as follows,
f1ðxÞ ¼
Xn
i¼1
x2i ; 5:126 xi6 5:12 ð25Þ
where n ¼ 3 and the minimum point is at f1ð0; 0; 0Þ ¼ 0.
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f2ðxÞ ¼
Xn1
i¼1
100ðxiþ1

 x2i Þ2 þ ðxi  1Þ2

; 2:0486 xi6 2:048 ð26Þ
where n ¼ 2 and the minimum point is at f2ð1; 1Þ ¼ 0.
f3ðxÞ ¼ 5n
Xn
i¼1
floorðjxijÞ; 5:126 xi6 5:12 ð27Þ
where n ¼ 5 and the minimum point is at f3ð½5:12; 5; . . . ;½5:12; 5Þ ¼ 0. The
ﬂoor function, floorð	Þ, is to round down the argument to the nearest integer.
f4ðxÞ ¼
Xn
i¼1
ix4i þGaussð0; 1Þ; 1:286 xi6 1:28 ð28Þ
where n ¼ 3 and the minimum point is at f4ð0; 0; 0Þ ¼ 0. Gaussð0; 1Þ is a
function to generate uniformly a ﬂoating-point number between 0 and 1
inclusively.
f5ðxÞ ¼ 1k þ
X25
j¼1
1
jþP2i¼1ðxi  aijÞ6 ; 65:3566 xi6 65:356 ð29Þ
where
a¼faijg¼
32 16 0 16 32 32 16 0 16 32
32 32 32 32 32 16 16 16 16 16
"
32 16 0 16 32 32 16 0 16 32 32 16 0 16 32
0 0 0 0 0 16 16 16 16 16 32 32 32 32 32
#
k ¼ 500 and the maximum point is at f5ð32; 32Þ  1.
f6ðxÞ ¼
Xn
i¼1
½x2i  10 cosð2pxiÞ þ 10; 5:126 xi6 5:12 ð30Þ
where n ¼ 3 and the minimum point is at f6ð0; 0; 0Þ ¼ 0.
It should be noted that the minimum values of all functions in the deﬁned
domain are zero except for f5ðxÞ. The ﬁtness functions for f1 to f4 and f6 are
deﬁned as,
fitness ¼ 1
1þ fiðxÞ ; i ¼ 1; 2; 3; 4; 6 ð31Þ
and the ﬁtness function for f5 is deﬁned as,
fitness ¼ f5ðxÞ ð32Þ
The proposed GA goes through these six test functions. The results are
compared with those obtained by the standard GA with arithmetic crossover
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and non-uniform mutation [10,24–26]. The control parameters of the proposed
GA and the standard GA with arithmetic crossover and non-uniform mutation
are tabulated in Table 1. These control parameters are selected by trial and
error through experiments for good performance. The initial values of x in the
population for a test function are set to be the same for both the proposed and
the standard GAs. The number of iterations for each test function is listed in
Table 2. For test functions 1–6, the initial values are ½ 1 1 1 , ½ 0:5 0:5 ,
½ 1 	 	 	 1 , ½ 0:5 	 	 	 0:5 , ½ 10 	 	 	 10  and ½ 1 1 1  respectively. The
Table 1
Control parameters of GAs for the benchmark test functions
Test func-
tion
w pm wf ws pa
Panel Aa
f1ðxÞ 0.1 0.3 0.001 0.001 0.1
f2ðxÞ 0.5 0.5 0.01 10 0.1
f3ðxÞ 0.1 0.8 1 1000 0.1
f4ðxÞ 0.5 0.35 0.001 10 0.1
f5ðxÞ 0.5 0.8 0.1 0.1 0.1
f6ðxÞ 0.01 0.1 0.01 0.01 0.1
b (shape
parameter)
pc (probability
of crossover)
pm (probability
of mutation)
Panel Bb
f1ðxÞ 5 0.7 0.9
f2ðxÞ 1 0.8 0.8
f3ðxÞ 0.1 0.7 0.6
f4ðxÞ 1 0.8 0.35
f5ðxÞ 0.1 0.8 0.5
f6ðxÞ 0.9 0.7 0.4
a The improved GA.
b Standard GA with arithmetic crossover and non-uniform mutation.
Table 2
Average ﬁtness values obtained from the proposed GA and the traditional GA for the benchmark
test functions
Test function Average ﬁtness value
from proposed GA
Average ﬁtness value
from standard GA
Number of
iterations
f1ðxÞ 1.0000 1.0000 100
f2ðxÞ 0.9997 0.6393 5000
f3ðxÞ 1.0000 1.0000 200
f4ðxÞ 0.9997 0.8037 500
f5ðxÞ 1.0000 1.0000 250
f6ðxÞ 1.0000 0.7297 200
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results of the average ﬁtness values over 50 times of simulations based on the
proposed and standard GAs are shown in Fig. 4 and tabulated in Table 2.
Generally, it can be seen that the performance of the proposed GA is better
than that of the standard GA.
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Fig. 4. Simulation results of the improved and standard GAs. The averaged ﬁtness value of the test
function: (a) f1ðxÞ, (b) f2ðxÞ, (c) f3ðxÞ, (d) f4ðxÞ, (e) f5ðxÞ and (f) f6ðxÞ obtained by the improved
(solid line) and standard (dotted line) GAs.
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4. Tuning of membership functions and rule base
By introducing the rule switches, the parameters and the rule base of the
neural-fuzzy network proposed in Section 2 can be tuned using the improved
GA. To perform the tuning process, some control parameters of the improved
GA, namely w, pm, pa, pop size, wf and ws have to be chosen ﬁrst. During the
tuning process, the parameters of the neural-fuzzy network to be tuned are
½xigi rigi 1g  for all i, gi, g. This is the chromosome for the GA process. xigi
and rigi are the parameters of the membership functions and 1g is the parameter
of the rule switch. The proposed neural-fuzzy network is employed to learn the
multiple-input–multiple-output relationship of an application. The desired
input–output relationship can be written as,
ydðtÞ ¼ qðzdðtÞÞ; t ¼ 1; 2; . . . ; u ð33Þ
where ydðtÞ ¼ ½ yd1 ðtÞ yd2 ðtÞ 	 	 	 ydnoutðtÞ  is the desired output vector corre-
sponding to the input vector, zdðtÞ ¼ ½ zd1ðtÞ zd2ðtÞ 	 	 	 zdnðtÞ  and qð	Þ is an
unknown non-linear function. The ﬁtness function is deﬁned as,
fitness ¼ 1
1þ err ð34Þ
where
err ¼ 1
u
Xu
t¼1
jydðtÞ  yðtÞj ð35Þ
The objective is to minimize the value of (34) using the improved GA. The
value of (34) is the mean absolute error (MAE). The range of ﬁtness in (33) is
½0; 1. A larger value of ﬁtness indicates a smaller err. By using the proposed
neural-fuzzy network and the improved GA, an optimal neural-fuzzy network
in terms of the number of rules and the membership functions can be obtained.
5. Application example
The proposed neural-fuzzy network will be employed to estimate the gain of
the transmitter in a power line data network. A network with 48 inputs and 48
outputs is employed to perform the estimation. The inputs of the proposed
neural-fuzzy network are the gains in every half-hour of the previous day, while
the outputs are the estimated gains in every half-hour of the present day. Seven
neural-fuzzy networks will be used for estimating the transmission gain. These
neural-fuzzy networks are named Sunday–Monday, Monday–Tuesday, Tues-
day–Wednesday, Wednesday–Thursday, Thursday–Friday, Friday–Saturday
and Saturday–Sunday neural networks. For instance, the Sunday–Monday
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neural-fuzzy network makes use of the transmission gains of Sunday to esti-
mate the transmission gains of Monday. To perform the training, we have to
collect some testing patterns. Forty-eight transmission gains for every half-
hour at each day (24 h) will be measured. To measure the optimal transmission
gain, a data packet is continuously sent from the transmitter to the receiver
while the transmission gain value is decreased gradually. The decrement in the
gain value will stop at the point when the data packet can be correctly received.
At that moment, the value of the transmission gain is the smallest possible one
that is not susceptible to interference, and the optimal transmission gain would
be set at a value a bit higher than this smallest one.
In this application example, transmission gains for 7 weeks are collected as
the testing patterns and employed to train the proposed neural-fuzzy network
using the proposed GA. Take the Sunday–Monday neural network for instance,
the measured transmission gains for Sundays of the previous 7 weeks will serve
as the inputs and the desired outputs are the measured transmission gains of
Mondays in the previous 7 weeks respectively. The rationale for this arrange-
ment of training is based on the assumption that the relation between the gain
pattern of Sunday and that of Monday is approximately constant in the most
recent 7 weeks. Seven neural-fuzzy networks will be used to derive seven dif-
ferent relations for the days in a week. The number of membership functions for
each input variable is chosen to be 5. For the improved GA process, w ¼ 0:5,
pm ¼ 0:1, pa ¼ 0:1, wf ¼ 1 and ws ¼ 1. The training will last for 2000 iterations.
The upper and lower bounds of each parameter are 1 and )1 respectively. The
initial values of all the parameters are generated randomly. All the seven neural-
fuzzy networks are trained in the same way. The input and output patterns are
normalized such that the elements of the input vector and the desired output
vector are between 0 and 1. The ﬁtness function for training is deﬁned in (33)
and (34). By minimizing the errors between the desired outputs and the pro-
posed neural-fuzzy network’s outputs, the characteristics of the transmission
gain pattern are learnt. After training, the proposed neural-fuzzy network will
be employed to estimate the transmission gain. The 48 transmission gains of the
previous day will be fed to the trained neural-fuzzy network. The 48 neural
network outputs will be the estimated transmission gains for every half-hour of
the present day. The transmission gain employed by the transmitter in every
minute is obtained by a linear interpolation equation:
~gðn þ 30sÞ ¼ g^ðs þ 1Þ  gðsÞ
30
n þ gðsÞ; n ¼ 1; 2; . . . ; 30; s ¼ 0; 1; . . . ; 47
ð36Þ
where ~gðn þ 30sÞ denotes the transmission gain employed by the transmitter at
n þ 30s min counted from 00:00 am; g^ðs þ 1Þ denotes the s þ 1th output of the
corresponding neural network (i.e. the estimated transmission gain at 30ðs þ 1Þ
256 H.K. Lam et al. / Internat. J. Approx. Reason. 36 (2004) 243–260
min counted from 00:00 am); gðsÞ denotes the measured transmission gain at
30s min counted from 00:00 am.
For comparison purpose, a traditional 3-layer neural-fuzzy network [22] will
be trained by the improved GA. The proposed neural-fuzzy network and the
traditional 3-layer neural-fuzzy network will also be trained by standard GA
with arithmetic crossover and non-uniform mutation [14] under the same
condition. For the standard GA approach, the probabilities of crossover and
mutation are selected to be 0.6 and 0.01 respectively and the shaping parameter
of the GA for non-uniform mutation [14] is selected to be 1. Table 3 shows the
results of the proposed and traditional approaches for the Sunday–Monday
neural-fuzzy network. To obtain the ﬁtness value for the testing pattern, the
measured transmission gains for Sunday of week 8 are fed to the trained
Table 3
Results based on the proposed and traditional approaches
Neural-fuzzy
network with
rule switches
trained by the
improved GA
Neural-fuzzy
network with
rule switches
trained by the
standard GA
with arithmetic
crossover and
non-uniform
mutation
Neural-fuzzy
network with-
out rule
switches trained
by the improved
GA
Neural-fuzzy
network with-
out rule
switches trained
by the standard
GA arithmetic
crossover and
non-uniform
mutation
Fitness value in
MAE (training)
0.9829 0.9813 0.9724 0.9703
Fitness value in
MAE (testing)
0.9815 0.9793 0.9715 0.9697
Number of rules 215 225 240 240
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Fig. 5. The actual (solid line) and predicted (dotted line) normalized gains for week 8 using the
neural-fuzzy network with rule switches and the improved GA.
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neural-fuzzy network to obtain the estimated transmission gains for Monday
of week 8. The ﬁtness value is then obtained by (32) and (33) based on the
estimated and measured transmission gains.
Figs. 5 and 6 show the actual (solid line) and predicted (dotted line) nor-
malized gains for Monday of week 8 using the proposed and traditional neural-
fuzzy networks respectively with the improvedGA. Figs. 7 and 8 show the actual
(solid line) and predicted (dotted line) normalized gains for Monday of week 8
using the proposed and the traditional neural networks with standardGA. It can
be seen that the performance of the proposed approach is better than that of the
traditional approaches in terms of the ﬁtness values and size of the rule base.
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Fig. 6. The actual (solid line) and predicted (dotted line) normalized gains for week 8 using the
neural-fuzzy network without rule switches and the improved GA.
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Fig. 7. The actual (solid line) and predicted (dotted line) normalized gains for week 8 using the
neural-fuzzy network with rule switches and the GA with arithmetic crossover and non-uniform
mutation.
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6. Conclusion
A neural-fuzzy network with rule switches has been proposed to estimate the
transmission gains for the AC power line data network in an intelligent home.
The proposed neural-fuzzy network facilitates the learning of the network
parameters and the rule base. An improved GA has been proposed for the
training process. An application example has been given to illustrate the design
process and the merits of the proposed approach.
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