We present algorithms for the inversion of time-domain electromagnetic data for the parameters of a Cole-Cole model (conductivity, time constant, and chargeability). We apply global optimization and nonlinear uncertainty appraisal to a parametric two-layer model, and also develop an underdetermined inversion algorithm. The algorithms are applied to real time-domain data from Svalbard, Norway.
INTRODUCTION
The occurrence of negative transients in central loop time domain electromagnetic soundings is a well-documented phenomenon in the geophysical literature. While early papers speculated that this effect could be caused by particular conductivity distributions or magnetic effects, Weidelt (1982) showed that for a coincident loop system with a step-off primary field, the measured secondary field must be non-negative over nonpolarizable ground, regardless of the subsurface distribution of conductivity. Observed negative transients can therefore only be attributed to polarization effects; that is, the conductivity of the ground is time-varying. Subsequent work by Smith (1988) identified "favorable coupling conditions" required for negative transients to be observed in time-domain electromagnetic data:
1. The transmitter must be sufficiently close to a polarizable conductor to induce large early-time eddy currents.
2. The conductor must be sufficiently polarizable and the receiver sufficiently close to the conductor that polarization currents can be measured.
3. The induced currents must decay sufficiently quickly that the magnitude of the polarization current can dominate, thereby producing a sign reversal in the measured secondary field.
A number of case studies have identified particular geometries which satisfy these favorable coupling conditions. For example, Smith and West (1989) consider polarization in a thin conductive layer over a resistive halfspace. In this geometry, strong early-time eddy currents diffuse into the resistive halfspace, where they quickly attenuate. This allows polarization currents in the conductor to dominate the secondary field and produce a measurable negative transient.
To date, forward modelling of observed data remains the extent of data analysis. This is in part because Smith's coupling conditions are not usually satisfied with commercial time domain systems, and so there has been little motivation to develop an inversion algorithm for negative transient time-domain data.
For example, in systems where receiver and transmitter are not concentric, polarization effects are more difficult to detect because reversals of the secondary field can occur without polarization. However, negative transients are not uncommon for helicopter-borne EM systems with central loop configurations (e.g. AeroTEM, VTEM), and this has motivated us to investigate inversion methodologies for processing negative transients. Routh (1999) developed an inversion algorithm to recover a two-dimensional distribution of polarization parameters from frequency domain resistivity data. In this case, the problem can be somewhat simplified by estimating a conductivity at each frequency independently. The causal nature of time-domain data precludes separate inversions of each channel, and so we adopt a functional representation of the conductivity.
In this work we investigate methods for inverting negative transients for the parameters of a time-dependent conductivity model in a one-dimensional layered earth. We begin by presenting the Cole-Cole model of a time-dependent conductivity, and then compare overdetermined and underdetermined inversion methodologies for estimating the parameters of this model.
FORWARD MODELLING NEGATIVE TRANSIENTS
The Cole-Cole model is often used to represent a complex conductivity when modelling electromagnetic data. Its frequencydomain form is
with σ ∞ the high-frequency (early time) limit of the conductivity, τ a time constant, and η the chargeability. Both the chargeability and time constant have been found experimentally to be diagnostic of rock type, while time-domain data is quite insensitive to the coefficient c ( Smith (1988) ). Following this work, we fix c = 1 in our forward modellings and inversions.
To compute the time-domain response of a one-dimensional layered earth with complex conductivity, we use the algorithm described in Farquharson and Oldenburg (1993) . The forward modelling is computed in the frequency domain at a number of frequencies, with the conductivity at each frequency given by equation 1. The frequency domain solution is then converted to the time domain using digital filters.
Before proceeding to inversion of observed data with this forward model, we investigate the dependence of predicted data upon the parameters of a polarizable overburden model. Figures 1 and 2 show the dependence of the time of reversal of the vertical secondary magnetic field (zero crossing) and the minimum amplitude of the negative portion of the predicted decay as a function of polarizable overburden thickness and conductivity, respectively. The polarization parameters of the overburden are fixed at η = 0.5, τ = 8.5 × 10 −3 and c = 1. In figure 1 , the conductivity of the overburden is fixed at 10 −1 S/m, and in figure 2, the overburden thickness is fixed at 20 m.The conductivity of the basement is fixed at σ = 10 −2 S/m. The source is a step-off waveform transmitted by a wire loop on the ground with radius 100 m. These figures illustrate the favorable coupling conditions enumerated above. In figure 1 , a thicker overburden pushes the time of polarity reversal later in time. This is because eddy currents take longer to propagate through a thicker overburden; polarization currents can only dominate the response once smoke rings are attenuated in the resistive basement. For this survey configuration, the amplitude the minimum of the magnetic field (i.e. the maximum amplitude of the negative transient) in figure 1 shows a distinct minimum. If the polarizable overburden is thin, then there is less polarizable material present and the amplitude of the negative is reduced. As the overburden thickens, the polarization response grows to a maximum amplitude (minimum value) and is thereafter reduced as eddy currents persist over longer delay times. Variations in the conductivity of the overburden show a similar resonance effect (figure 2). Increasing conductivity initially produces earlier transients as there is more conduction current to charge polarizable material. However, if the conductivity is too large, conduction currents persist in the overburden and the negative transient moves later in time. The amplitude of the transient also shows a nonlinear dependence upon the conductivity of the overburden. These examples show how the observation of a negative transient depends on an optimal coupling of the polarizable body with the sensor. However, as our inversion results in the next sections demonstrate, the nonlinearity of ColeCole model produces strong nonuniquenesses so that multiple models can explain the data even when considering a simple two-layered earth.
OVERDETERMINED INVERSION
In formulating an inversion procedure for estimating Cole-Cole parameters from negative transient data, we first consider a parametric, overdetermined approach. We choose this approach based upon Smith's observation that a thin polarizable layer over a resistive basement is the most common conductivity structure to produce negative transients. We apply this algorithm to data acquired on Bakaninbreen glacier in Svalbard, Norway. The observed data are shown in figure 4 , along with inversion results. Late time data show a characteristic reversal of sign, corresponding to a reversal in the direction of the vertical secondary magnetic field. There is also a second polarity reversal to a positive secondary field at approximately 20 ms, though these data are near the estimated noise floor. A one-dimensional layered earth model is consistent with our a priori information regarding the structure of the glacier on which these data were acquired, and a two-layered model has been used to infer the boundary between clean and sediment rich ice ( Burgi (2005) ). Our model m is parameterized by an overburden (subscript 1) and basement (subscript 2)
with t 1 the thickness of the overburden. The nonlinear dependence of the predicted data upon the model parameters discussed in the previous section suggests that the data misfit function
may have local minima. In the above expression, the data weighting matrix W d quantifies the uncertainty in the observed data d obs , and F(m) is the data predicted by forward modelling. We found that linearized inversions on synthetic examples using this parameterization converged to local minima of φ d . This problem can be addressed by repeated linearized inversions from judiciously chosen starting models. Here we choose instead to minimize the data misfit function with simulated annealing. This is a global optimization algorithm which uses random perturbations of the model to search model space. Perturbations which decrease the misfit function are always accepted, while perturbations which increase the misfit are accepted probabilistically according to the Metropolis criterion, which is governed by a temperature parameter. This criterion allows the algorithm to escape potentially suboptimal minima.
As the temperature parameter is decreased, the model converges to a final model as perturbations are increasingly rejected. Figure 4 shows the convergence of the misfit for accepted models during the simulated annealling search.
A straightforward extension of the simulated annealling algorithm, the Metropolis-Hastings sampler, allows us to quantify the uncertainty in the model parameters. Formally, this algorithm performs numerical integration of the posterior probability density function in N dimensional model space to obtain the posterior marginal density of the model parameter m i . Our implementation of this algorithm follows work by Dosso employing parallel independent samplers to ensure that the posterior density is adequately sampled ( Dosso (2003) ). We also use models from the simulated annealing inversion to generate perturbations during the sampling process. Figure 4 shows samples from the marginal posterior density functions for the parameters of the parametric model. We see that there are two distinct peaks of the posterior density function. Surprisingly, both models indicate that the overburden is less conductive than the basement. In model A, polarizable material is placed at depth, while model B has strong chargeability near the surface. Both models indicate that the overburden thickness is between 50 and 60 m, consistent with the cold ice layer shown in figure 3 . The ambiguity regarding the location of chargeable material is consistent with a previous forward modelling study of the same data by Burgi (2005) .
UNDERDETERMINED INVERSION
The inverse problem can also be tackled with an underdetermined formulation. In this approach we discretize the earth into a large number of layers and estimate the polarization parameters (conductivity, time constant, and chargeability) in each layer. We then minimize the misfit function
with β a regularization parameter governing the trade-off between data misfit (φ d ) and model norm (φ m ) components. As in Farquharson et al. (2003) , the model norm constrains the model via discretized operators W · s (smallness) and W · z (smoothness):
A priori information regarding model parameters is built into the inversion via the reference model m ref .
The coefficients α · s and α · z balance the contributions of smallness and smoothness components of model parameters to the full model norm. Minimizing the linearized objective function with respect to the model parameters leads to an overdetermined system of equations for the model perturbation at each iteration of the algorithm. This minimization requires the Jacobian matrix of sensitivities, which we compute analytically in the same manner as Farquharson and Oldenburg (1993) . Figure 5 shows an inversion result obtained with this algorithm applied to the same data considered previously. The fit to the data is comparable to that obtained by overdetermined inversion. The regularization parameter was "cooled" at each iteration and in figure 5 we have chosen a model from the resulting Tikhonov curve (φ d vs. φ m ) which adequately balances the trade-off between misfit and model norm. The coefficients α have been selected so that conductivity and chargeability have equal weightings, while the time constant was assigned a weightings three orders of magnitude smaller. Automated methods of determining these coefficients have been developed for similar problems, and this is an avenue for future investigation. In this example, smoothness and smallness terms for each parameter are weighted equally. This choice of weightings is perhaps responsible for the convergence of the conductivity model to its reference value. In the absence of conductivity structure, the inversion introduces a region of non-zero chargeability down to a depth of 50 m in order to reproduce the negative portion of the decay. Note also that where the chargeability is zero, the time constant has no effect on the predicted data, and so we do not display τ for layers where there is negligible chargeability.
CONCLUSIONS
In this work we have developed inversion algorithms for recovering one-dimensional models of Cole-Cole parameters from negative transient electromagnetic data. Nonlinear overdetermined inversion and uncertainty appraisal of a negative transient sounding acquired on a glacier yielded two models which predicted the observed data. One model placed polarizable material near the surface, while the second had polarizable material at depth. An underdetermined inversion of the same data placed polarizable material near the surface. All models yielded an overburden thickness of approximately 50 m, consistent with prior information regarding the thickness of the cold ice layer in figure 3 . Given the ambiguity of the overdetermined inversion result, and the inherent non-uniqueness of the underdetermined inversion, we cannot conclude whether the source of polarization currents is in this overburden layer or at depth. Soundings with receivers placed outside the loop and horizontal components of the secondary field may help resolve this ambiguity, and we will investigate this in future work. Observed data and data predicted by maximum a posteriori models from uncertainty appraisal. Polarity reversals appear as an increase in the rate of decay in this plot, with observed negatives beginning at approximately 3 ms and a second reversal at 20 ms. Bottom row: accepted models from nonlinear appraisal. Circle and cross markers indicate the locations of maxima of the posteriori density function corresponding to models A and B, respectively. 
