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1. STATEMENTS 
Let V be an n-dimensional vector space over an algebraically closed 
field Ii of characteristic zero. For m < n let H be a subgroup of order 
lz of the symmetric group S, of degree m and let x denote a character of 
H of degree 1. A multilinear function q: x 11” I’ --f P is said to be symmetric 
with respect to x and H if 
holds for all (T E H and all vi, . , 71, in V. The vector space P is any 
arbitrary space over K. If ,u: x ;” V 4 P is a fixed multilinear function 
symmetric with respect to H and x, and (i) the linear closure of the range 
of p is P, 
and (ii) for any p;: x ;” V + U, where U is an arbitrary vector space 
over R, p symmetric with respect to H and x, there exists a linear h: P + U 
such that 
&, . , i’J = 4475, . . ) 7Jm), (1) 
the pair (P,p) is called a symmetry class of tensors over V associated 
with H and x. The universal factorization property stated in (ii) specifies 
(P, ,u) uniquely to within canonical isomorphism. Moreover, in the 
commutative diagram 
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the linear function F, is specified uniquely by p. If 1‘: V - V is linear, 
then setting ~(r+, . . . , urn) = p(Tv,, . . , Tu,) and U = P in (2) produces 
a unique linear h, denoted by K(T) and satisfying 
K(T),&, . . ., ‘urn) =p(Tq, . . ., Tv,,). (3) 
The transformation K(T) : P ---f P is called the transformation associated 
with T. 
It is well known [2] that if T has linear elementary divisors, i.e., 1 
possesses a spanning set of eigenvectors, then so does K(T). Of course, 
the converse of this statement cannot be true without additional assump- 
tions. For, if H = S,, x = sgn, and the rank of T, p(T), satisfies p(T) < m, 
then K(T) = 0. This is easily seen from the following well-known fact : 
a necessary and sufficient condition that a decomposable element in the 
symmetry class of skew-symmetric tensors be zero, i.e., ,u(vi, . . . , urn) = 0, 
is that dim(v,, . . . , v,J < m. Despite this elementary example, we have 
the following result. 
THEOREM 1. If m < n and p( 7’) > m, then T has linear elementary 
divisors if and only if K(T) has linear elementary divisors. 
For T nonsingular and K(T) the identity on P, it was proved in [6] 
that T must be a constant multiple of the identity on V. (To be precise, 
Williamson’s result is only for the space P of skew-symmetric tensors.) 
Also, in [7] the same result was proved for general associated transforma- 
tions K(T). In the latter paper, the author based his proof on an argument 
that shows that if K(T) is a multiple of the identity, T must have only 
linear elementary divisors. Actually, it is quite easy to prove this result 
directly without an examination of the elementary divisors of T. 
In the event that the character x is identically 1, the hypotheses in 
Theorem 1 can be dropped. 
THEOREM 2. If x z 1 then T has linear elementary divisors if and 
only if K(T) has linear elementary divisors. 
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THEOREM 3. Let 1 = 1 and assume that T and S have nonnegative 
eigenvalues. If K(T) and K(S) have the same elementary divisors, each of 
which is linear, then T and S have the same elementary divisors and these 
are linear. 
2. PROOFS 
We begin by recapitulating some properties of the matrix representa- 
tion of a transformation K(T). This requires the introduction of some 
combinatorial notation. Thus let X’,,, denote the totality of sequences 
cu = (Qi, . . . ) QJ, 1 ,< mi < PZ, i = 1, . . , m. If H is the given subgroup 
of S,, let 
(0” = @Jo(,), . . . > 8+,), CJEH, 
and define an equivalence relation ‘I-‘) in r,,, by: c( - ,8 if and only 
if tl” = p for some o E H. Let A be the system of distinct representatives 
for “-” so chosen that each a E A is first in lexicographic order in the 
equivalence class in which it lies. Now let d C d be the set of CI for which 
x(o) E 1 for those o in the stabilizer H, of cc. That is, d consists of those 
GC EA for which x(o) E 1 for all u such that tc” = a. Let v(a) denote the 
order of H,. Several elementary facts should be observed: 
(a) if x E 1 then !i = A; 
(b) the set of strictly increasing sequences, Q,,,, is always a subset 
of 6, i.e., if a1 < . . . < a, then H, = {identity}; 
(c) the set of all nondecreasing sequences, G,B,,,, is always a subset 
of A; 
(d) if H = S,, x = sgn, then d = G m,n and d = Q,,,; 
(e) if H = S,, x E 1, then d = d = G,,,; 
(f) if H = {identity} then A = d = r,,,. 
We remark that in the cases (d), (e), and (f), the symmetry classes 
P become, respectively, the mth Grassman space, P = A” V, ,u(vl, . . , vm) = 
v,A* * ./iv,,,; P = Vtrn), the mth completely symmetric space, ~(vi, . . . , v,,J = 
vl”‘v,; P = @;” V, the mth tensor space, ,~(vi, . . . , vm) = vl @ * . . @ v,~. 
Moreover, the associated transformations in cases (d), (e), and (f) are 
C,(T), P,(T), II”(T), the mth compound, the mth power transform, and 
the mth Kronecker power, respectively. 
In general, we shall denote the decomposable element ,u(vr, . . . , v,,) 
in P by 
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p(q, . . ., vnt) = VI * * * . * v,,, 
and refer to 71~ * - . . * v, as a symmetric product of or, . . . , II,. Then 
the formula (3) takes the form 
K(T)~, e. . . . * ?I,, = Tv, * . . * * Tv,. (4 
We state without proof a series of lemmas that contain the important 
facts concerning the symmetry classes (P, ,u) and the associated transforma- 
tions K( 7). These all follow from the definitions by straightforward 
computations. The group H and character 71 that determine (P,,u) are 
fixed. 
LEMMA 1. I/ E = (e,, . . ) e,} ‘, as a b asis of V, then the decomposable 
elements 
~k/Y(~)]““e,, * . * . * e2,,1, XE J, (5) 
constitute a basis of (P, ,LL). The element e,, * * . * * e%,* will be abbreviated 
e ? * and the basis (Fi), ordered lexicographically in CC, will be denoted by E,: 
E, = (~h/v(~)]‘!‘e,*, ME _r>. (6) 
LEMMA 2. If the matrix representation of T: V ---f V with respect to 
E = (e,, . . , e,> is [TIEE = A, A a?z n-square matrix, thelt the matrix 
representation of K(T) : (P, ,u) + (P, ,u) with respect to the basis E, in (6) 
is the matrix whose (x, /3) entrJ1, c(, fi E ._I-, is given by 
An explanation of notation in (7) follows: A” is the transpose of A ; 
if X is any n-square matrix, then X[wly] is the m-square matrix whose 
(i, j) entry is x Wi.y,, i, i = 1, . . , m, for any eo, y in I’,,,; if Y is an m- 
square matrix, then ax”(Y) is the generalized matrix function (i.e., 
immanent, see [l, p. 811) given by 
tit 
q’(Y) == nz x(4 n ?‘I,“(,). 
1-l 
The square matrix whose CC, fi entry, CC, /I E 6, is given by (7) is called 
a.n associated matrix of A and is also denoted by K(A). The entries 
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(7) of K(A) are ordered doubly lexicographically in r. and 8. Thus Lemma 
2 states that if [T],” = A, then 
[K(T)@ = K(A). (9) 
Now, it follows immediately from (4) that K( TS) = K(T)K(S) for any 
T and S, i.e., the mapping T + K(T) is a representation of the multiplica- 
tive semigroup of linear transformations on (P, ,u). Hence we have 
LEMMA 3. If A and B are n-square matrices then 
K(AB) = K(A)K(B). (10) 
A somewhat less well-known property of the associated matrices is 
contained in 
LEMMA 4. If A is upper (lower) triangular, i.e., aji = 0, i > j (i < jj, 
then K(A) is upper (lower) triangular and for any u E I, 
(11) 
Proof. Let 0: > ,8 in the lexicographic order. Then from (7) and (8) 
the (a, ,B) entry of K(.4) is 
Now, a is the first element in the equivalence class in I’,,, induced by 
the equivalence relation “N” and hence, for any o E H, 
Therefore for some i,,, 1 < i, < m, c(,(,~) > Bi, and thus aa,ci.J,Pio = 0. Hence 
every product in (12) is 0 whenever a > /I. On the other hand, if a = P 
then, by a similar argument, the terms in (12) that survive are those for 
which a = aa, CT E H, i.e., 
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It follows from Lemma 4 that if A has eigenvalues L,, . . . , A,, then 
the eigenvalues of K(A) are just the homogeneous products 
A well-known test for an n-square matrix X to have linear elementary 
divisors is contained in the following result. 
LEMMA 5. Let X be an n-square matrix. Then X has linear elementary 
divisors, i.e., X is similar to a diagonal matrix, if and only if for each 
eigenvalue a of X of algebraic mdti$licity 7, the rank of A _ aI, is n - Y, i.e., 
p(A - aI,J = n - Y. 
We use Lemma 5 to prove 
LEMMA 6. Let A be an n-square upper triangular matrix possessing 
an eigenvalue a of algebraic multi$licity Y. Suppose that for some i, 1 < 
i<n-1, 
A[i,i+ l(i,i+ l] = i i I 
i I 
x # 0. Then A has a nonlinear elementary divisor corresponding to a. 
Proof. By Lemma 5, it suffices to show that p(A - aI,) > n - Y. 
Now, r is the number of times a occurs as an eigenvalue of A, and hence 
n - 7 of the main diagonal elements of A - al, are nonzero. Thus there 
exists a sequence cu E Q,_,., such that 
a -a#O, “liWi i=l,...,n-Y. 
Observe that cc) ll {i, i + l} = C#J and hence for some t, 
cot < i < i + 1 < e+, 
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(possibly, i < i + 1 < co1 or o,_, < i < i + 1, with an obvious modifica- 
tion in the following argument). Now consider the following (PZ - r + I)- 
square submatrix of A - aI,: 
B = (A - aI,) [q.. . . I q, i, q +I, . . . I w,_,(q, * . I w,,i + 1, wf+l, . . . , co,_,]. 
(14 
First observe that the matrix B is upper triangular. For, assume that 
$J > 9 and consider the following cases: 
(i) P < 1, 4 < t; b,, = a,,,g,Cl,B = 0. 
(ii) P = t + 1, 4 < t; brq = ai+. But wg < i for 9 < t, and hence 
a 
’ ’ “‘q 
= 0. 
(iii) $>t+l,g<t; b,,q=a,, p-‘.“J4. But 9 > t + 1, and therefore 
oP_ r > ~0~ 3 (1~~. Thus a [‘Jp _ 1’ (‘jp = 0. 
(iv) p>t+l, q==+l; bPY=a wp_r,r 1’ But $--l>t+ 
and therefore wp_r 3 cot r 1 > i + 1. Thus a,, p_l’i+l = 0. 
(4 P > t + 1, 4 > t + 1; bpq = ~~_~,,,,~_l = 0. 
On the other hand, the main diagonal elements of B are 
b t+1,t+i = %,i+, =x#O 
b f+2,tL3 = %Q+ *,Wf+ 1 -a#0 
b n--r+l,n~r+l = a - ‘“fi _ “““* _ I a #O. 
Hence det B # 0 and P(A - al,) 3 n - r + 1. This proves Lemma 
The following lemma will be necessary for the proof of Theorem 
6. 
1. 
LEMMA 7. Let A be an n-square matrix of rank r. Let m < Y. If H 
is any subgroup of S, and x is alzy character of degree 1 on H, then K(A) 
is not the zero matrix. 
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Proof. We first assert that if X is nonsingular, then K(X) is non- 
singular. For if XX-’ = I,, then 
K(X)K(X-‘) = K(I,), 
and, by Lemma 4, 
where N is the number of sequences in A. We now write 
A = PDQ, 
where D is the direct sum of the r-square identity matrix and the (n - Y)- 
square zero matrix, and P and Q are nonsingular. Then 
K(A) = K(PDQ) 
= K(PF(D)K(Q). 
Thus it suffices to show that K(D) # 0. But m < Y and the sequence 
tc= (l,..., m) is in 6. Hence, by Lemma 4, 
K(D),,, = 1. 
This proves the lemma. 
Proof of Theorem 1. If A has linear elementary divisors, then A is 
similar over R to a diagonal matrix, and Lemma 4 implies immediately 
that K(A) is similar to a diagonal matrix as well. Hence K(A) also has 
linear elementary divisors. 
The difficult part of this theorem is the proof of the converse. Thus, 
suppose that A has a nonlinear elementary divisor corresponding to the 
eigenvalue y. Since the problem is invariant under similarity, we ma! 
assume that A is in Jordan form in which 
4-l,n--l = ann = Y> 
(15) 
a n-1,s = 1. 
Let r be the rank of A ; by hypothesis we have r > m. There are two cases. 
Case 1. The eigenvalue y is nonzero. Choose a sequence of integers 
OJ=(w,,..., wk)‘l<q<.* . < O.Q < n - 1, so that the entries 
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a 
lu+oi 
i=l,...,K, W-9 
are all of the nonzero eigenvalues of A (including multiplicities), except 
for the double occurrence of y in positions (YZ - 1, n - 1) and (n, n). 
Possibly the sequence r~ is vacuous in the event that y is the only nonzero 
eigenvalue of A and is of multiplicity 2. Suppose next that there exists 
asequencecr~dforwhichcr,=n-landaiappearsincu,i=l,...,m-l. 
We assert first that 
P = (tcl, . . . , a, _ 1, n) G A, (17) 
and moreover, ,8 immediately follows M. in the lexicographic order. First, 
B appears in some equivalence class in r,,,% with respect to the relation 
‘I ,> N. The question is whether /j’ is lowest in lexicographic order in this 
class. Now, for any o E H, cc, 6 uoci,, i = 1, . . . , m, and since ui = pi, 
i=l > *. ., m - 1, pi < tc+, i = 1, . . . , m - 1. If o(i) # m then CQ+) = 
p,ci,, and if o(i) = m then p+, = n and pi < ,f3+, = n. Thus, under any 
circumstances, pi < p,(,,, i = 1, . . . , m. It follows that p E A. Clearly if 
oEH,theno(m)=mand~+)=tCi,i=l,...,m. Thus/Y=Pandit 
follows that H, C H,. Similarly, Ho C H, and thus 
= v(u). (18) 
Hence p E 6. Finally, p immediately follows M in I’,,,+ and hence in 6. 
Now A [EIR] and A [PI/?] have the following form: 
in which B = A [aI, . . . , M,_~IGI~, . . . , a,_J. Now, by Lemma 41 
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and similarly 
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m-l 
fwB,I, = Y n %pt 
f=l 
= WL,, 
#O. 
We next compute K(A),,,. Since un_-l,n = 1, we observe that 
and thus we compute that 
In other words, K(A) contains the 2-square principal submatrix 
which is of the form covered by Lemma 6. It follows in this case that 
K(A) has a nonlinear elementary divisor. 
We now take up the situation in which we assume that no sequence 
exists in d for which cc, = 12 - 1 and ai appears in w, i = 1, . . . , n - 1. 
The set Q,,, is always in d and hence it must be the case that k < m - 1, 
where again k is the number of nonzero eigenvalues of A other than the 
double occurrence of y. Hence k + 2 < m + 1 < Y, and the total number 
of nonzero eigenvalues of A is at most Y - 1. It follows again that A has 
a nonlinear elementary divisor corresponding to the eigenvalue 0. We 
are led to 
Case 2. The eigenvalue y is zero. Again, choose w as in Case 1 (i.e., 
a w_,.,i = 1,. . ., k, comprises all the nonzero eigenvalues of A) and assume 
fol’ ;he moment that there exists a sequence 77 E d for which each 1~~ 
appears in 0, i=l,..., nz. Consider the sequence 
a = (Q, . . ‘,,q,_l, 7% - 1). 
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The argument showing that M. E d is very similar to the proof used in Case 1 
and we omit it. By a similar argument, 
P = (%I . . .,&,,n)Ed 
and, moreover, /I immediately follows M in the 
Since ~~_r,~_r = u~,,~ = 0, we conclude that 
K(A)cW = K(A)B,p 
= 0. 
-41~0, since an_-l,n = 1, we conclude that 
K(A).,,, f 0, 
lexicographic ordering. 
as before. Thus, once again, Lemma 6 implies that K(A) has a nonlinear 
elementary divisor corresponding to the eigenvalue 0. 
We now must consider the situation in which no q in d exists for 
which vi occurs in W, i = 1, . . . , m. This means that the eigenvalues 
of K(A), 
must all be zero, so that if K(A) has only linear elementary divisors, it 
would follow that K(A) is the zero matrix, contradicting Lemma 7. This 
completes the proof of Theorem 1. 
To prove Theorem 2 we assume that T has a nonlinear elementary 
divisor and prove that K(T) has a nonlinear elementary divisor as well, 
using Lemma 6. Now, assume first that a matrix representation A of T 
has a nonlinear elementary divisor corresponding to the eigenvalue y # 0, 
and we may assume A is in Jordan form, with 
A[+l,njn-l,n]= 
Y 1. I I 0 Y’ (19) 
Set cc = (12 - 1, . . . , s-1) and /?=(?z-l,...,~-1,s) and since 
x z 1, cc and ,I? are both in d = A. Moreover, p is the immediate successor 
of M in r,,% and hence in d. Now, by Lemma 4, 
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Also, 
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Y 
. . . Yl 
A[+l== f 1 1 Y . . . Yl ’ 
so that 
Hence 
K(A)a,a K(Ah 
0 K(A)a,a I
is a configuration of the type described in (13) and it follows that K(A) 
has a nonlinear elementary divisor. 
Suppose, then, that A has nonlinear elementary divisors corresponding 
only to zero eigenvalues. If all the eigenvalues of A are zero then K(A) 
has only zero eigenvalues, and since K(A) # 0, by Lemma 7 we conclude 
that K(A) has a nonlinear elementary divisor corresponding to zero. 
Suppose that A satisfies (19) withy = 0 and some ai, # 0, 1 < i < n - 2. 
Let 
M. = (i,. . .) i, n - 1) E 6, 
p = (i, . . .) i, n) E Li 
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and observe that dZH(A [N/R]) = dZH(A [8/D]) = 0. On the other hand, 
arr * * * aLa 0 
A4 Lql = ,,, ...a,, 0 I 1 _o..-0 1 
To prove Theorem 3 we use Theorem 2 to assert that both T and S 
have linear elementary divisors. Hence T has a diagonal matrix rep- 
resentation D, and similarly, S has a diagonal matrix representation E. 
Since K(T) and K(S) have the same elementary divisors, it follows that 
K(D) and K(E) are similar matrices and hence have the same eigenvalues. 
\VecanassumethatD=diag(di,. .,d,,O,. . .,O),E=diag(e,,. . .,e,,O,. . .,O), 
andO<d,~...ddp,O<e,d.. . < e,. We prove that p = q. Suppose 
that q > 9. Then clearly the rank of K(D) is the number of sequences 
in :J n r,n,, call this 6,. Similarly, 6,, the number of sequences in d ll r,,,, 
is the rank of K(E). From the inclusion d fl r,,fi c d fl r,,,,q it follows 
that 6, ,( 6,. Moreover, since x = 1, G,,,C /1 and therefore 
(91 . . . , 4) E A n r,,,. 
But (q, . . ., q) 4 A n rm$ and thus 6, < 6,. However, K(D) and K(E) 
are similar and hence have the same rank. It follows that p = q. Since 
x = 1, no nonzero eigenvalue of K(D) is smaller than d,“. Similarly, 
no nonzero eigenvalue of K(E) is smaller than elm. Hence dim = elm and 
since d, and e, are positive, we must have d, = e,. Now suppose that 
for some k < p, we have shown that di = eL, i = 1, . . . , k. Then the set 
of all eigenvalues of K(D) of the form 
is the same as the set of all eigenvalues of K(E) of the form 
Call this common set of eigenvalues R,. Since x = 1 the sequence tc = 
(1,. . ., 1, k + 1) is in /i. Moreover, it is clear that every nonzero eigen- 
value not in R, is at least as large as dlm-ldk_, 1. A similar statement 
holds for the eigenvalue elm-‘ek+, of K(E). Thus, since K(D) and K(E) 
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are similar, dln’+‘dkfl = elm-lek+l, and hence d,+, = ek+l. We conclude 
by induction that D and E are similar. This proves Theorem 3. 
We conjecture that if the rank r of S and T is larger than m, then 
the hypothesis that x G 1 in Theorem 3 can be dropped. 
3. EXAMPLES 
One is tempted to conjecture from the preceding argument that 
if D and E are diagonal matrices and K(D) is similar to K(E), then D 
is similar to WE, where o is an mth root of unity. This, in fact, is not 
the case. 
Examfile 1. Let A = cliag(1, 6, d), B = diag(1, S2, a2), where 6 = 
etii13 is a cube root of 1. If m = 2 and H is the identity group in S,, then 
K(A) and K(B) become A @ A and B @ B, respectively, where 0 
denotes the Kronecker product. We easily compute that 
A @ A = diag(1, 6, S, 6, a2, S2, 6, d2, d2), 
and 
B @ B = diag(1, d2, d2, a2, 6, S, S2, 6, 6). 
Thus A @ A is similar to B @ B, but A is not similar to wB for any cc) 
which is a square root of unity. 
Example 2. Let A = diag( - 1, 1, 1, 1, l), B = diag(- 1, - 1, 1, 1, 1). 
Clearly A is not similar to wB, where u is any cube root of unity. However, 
if m = 3, H = S,, and x = sgn, then K(A) and K(B) become C,(A) and 
C,(B), respectively. In this case d = Qa,r, and we compute 
C,(A) = diag(- 1, - 1, - 1, - 1, - 1, - 1, 1, 1, 1, 1) 
C,(B) = diag(1, 1, 1, - 1, - 1, - 1, - 1, - 1, - 1, 1). 
Thus C,(A) is similar to C,(B). 
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