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     La prueba ICFES SABER 11° es uno de los requisitos para el ingreso a las 
entidades de educación superior en Colombia.  La Universidad Tecnológica de 
Pereira mediante el Acuerdo 10,  de 2014 expedido por el Consejo Académico 
informó que: “la admisión de estudiantes se realizará teniendo en cuenta el puntaje 
global obtenido en su prueba ICFES SABER 11° en orden descendente, de mayor a 
menor puntaje de acuerdo con el número de cupos establecidos para el respectivo 
programa, a partir del primer semestre de 2015, sin decimales.”1 
 
     Este puntaje global a su vez está asociado a los nuevos cambios que realizó el 
ICFES en su alineación del Sistema Nacional de Evaluación Externa Estandarizada 
(SNEE), reestructurando los exámenes SABER 3°, 5° y 9 en 2009; SABER PRO en 
2010;   y en el segundo semestre de 2014 las pruebas SABER 11°.  
 
     Las competencias establecidas en la educación básica y media contienen un 
componente en Ciencia, Tecnología, Ciudadanas y Sociedad los cuales no estaban 
incluidos en las pruebas anteriores al II semestre de 2014.  










     Dentro de las mejoras a las que hace referencia las nuevas pruebas Icfes SABER 
11° se encuentran: 
a) El examen se compone de 5 pruebas: Lectura Crítica, Matemáticas, Ciencias 
Naturales, Sociales y Ciudadanas e inglés. 
b) El número máximo de preguntas es 245. 
c) La incorporación de preguntas abiertas con respuesta corta para reducir la 
posibilidad de acertar por azar en las respuestas de selección múltiple. 
d) Eliminación del componente flexible  contribuyendo a que el examen sea 
estrictamente estandarizado y conlleve a la selección de los estudiantes que 
ingresarán a la educación superior.  
 
     Estos cambios realizados por el ICFES buscan un ajuste a las pruebas 
internacionales, no sólo en su estructura sino también en la calificación, con el fin de 
evaluar conocimientos y habilidades para responder preguntas abiertas con un 
puntaje global. 
Los colegios reciben una clasificación según la categoría de rendimiento académico 
de sus estudiantes y está definido como A+, A, B, C, y D. El puntaje de A+ se le 
otorgara a los colegios con los resultados más destacados. 
 
     El término de rendimiento académico se ha entendido como la relación entre el 






en el ámbito institucional el cumplimiento de la función formativa y el desarrollo del 
proyecto educativo del estudiante. 
 
     Diversos estudios sobre rendimiento académico han permitido interpretarlo desde 
la perspectiva cuantitativa (calificación numérica), desde el juicio evaluativo por 
parte del estudiante y en forma combinada; estos resultados también están ligados al 
aspecto social, familiar, económico y tecnológico del estudiante llevando a dos 
posibles soluciones, éxito o fracaso académico. 
 
     Dentro de las estrategias utilizadas para disminuir los índices de deserción y bajo 
rendimiento académico, la Universidad Tecnológica de Pereira reglamentó mediante 
el Acuerdo Nro. 11 del 17 de junio de 2015 el Sistema Institucional de 
Acompañamiento Académico para llevar a cabo su objetivo institucional de 
Cobertura con Calidad de la Oferta Educativa. 2 
 
     El estudio realizado por Castaño-Castrillón (2008) 3 resalta que son necesarios los 
niveles de acierto en los procesos de admisión y selección de las instituciones para 
disminuir estos índices de deserción. 
 





3. Correlación entre criterios de admisión y desempeño académico en estudiantes de la facultad de  







     Entonces la pregunta a contestar es ¿Pueden las pruebas ICFES SABER 11° en 
su puntaje global predecir el desempeño académico de un estudiante que ingresa a la 
facultad de Ingeniería o Tecnología en la Universidad Tecnología de Pereira? 
 
1.1 Antecedentes y Justificación 
     Los distintos estudios  desde el año 1950  han analizado el tema del desempeño 
académico, el cual es un factor importante para el panorama de la calidad en la 
educación superior. 
     Estos primeros estudios se realizaron en países  desarrollados y sólo en 1978 
aparece el primer trabajo de Alexander-Simmons “The determinants of school 
achievement in developing countries: the educational production function”, donde 
se incluye en su análisis a los países Latinoamericanos. En Colombia los trabajos 
realizados corresponden a Gaviria y Barrientos (2001) “Determinantes de la calidad 
de la educación en Colombia”,  Barrera y Gaviria (2003) “Efficiency of Colombian 
School”, Mina (2004) “Factores asociados al logro educativo a nivel municipal”, 
Marcelo y Ariza (2005) “Evolución de los resultados de la educación en Colombia”, 
Pereira-Hernández-Gómez  (2005) en el trabajo “El valor predictivo de los exámenes 
de Estado frente al rendimiento académico universitario” utilizaron modelos 
multivariados, y encontraron correlaciones predictivas débiles entre todos los 
componentes de conocimiento evaluados y el promedio general de la Universidad. 






     Castaño-Castrillón (2008) realizó el estudio “Correlación entre criterios de 
admisión y desempeño académico en estudiantes de la facultad de Medicina de la 
Universidad de Manizales “tratando de responder la pregunta ¿Qué determina el 
rendimiento académico?  El principal hallazgo fue que la variable de admisión 
Puntaje Icfes mostró correlación significativa con las dos variables de rendimiento 
académico, por lo cual se considera una buena medida en el éxito académico del 
alumno. 
     Carvajal Olaya, Mosquera y Artamonova (2009) en su estudio “Modelos de 
predicción del rendimiento académico en Matemáticas I en la Universidad 
Tecnológica de Pereira” encontraron que los factores puntaje total Icfes, nivel de 
lectura literal y el nivel de pensamiento lógico abstracto son los que más influyen  en 
la predicción del rendimiento en las carreras de Ingeniería y Tecnología. En este 
estudio no se tuvo en cuenta la edad, género, estrato socioeconómico, ni si procede 
de colegio público o privado.  
     El trabajo realizado por Chica-Gómez, Galvis-Gutiérrez y Ramírez-Hassan 
(2010) “Determinantes del rendimiento académico en Colombia. Pruebas Icfes 
Saber 11°, 2009”, se tomaron los resultados en las áreas de matemáticas y lenguaje 
en las pruebas del Icfes Saber 11° con el objetivo de identificar los determinantes del 
rendimiento académico en Colombia. Se encontró como variables que afectan 
positivamente el desempeño académico, el nivel de ingreso y nivel de escolaridad de 






     La Universidad Tecnológica de Pereira le ha apostado en su Plan de Desarrollo 
Institucional 2009-2019 a ofrecer y garantizar una oferta de calidad acorde con las 
necesidades de toda la comunidad educativa la cual para el año 2016 contaba con 
15986 estudiantes de pregrado.  
     Este trabajo intenta establecer una relación entre el rendimiento académico y los 
puntajes obtenidos en las pruebas Icfes Saber 11°, de modo que se puedan optimizar 
los esfuerzos que desde el Ministerio de Educación y las entidades encargadas 
realizan para mejorar los índices de calidad educativa en Colombia. 
 
1.2 Problema de Investigación 
     El rendimiento académico de los estudiantes en las asignaturas de Matemáticas I y 
Matemáticas I Articulación Primera Asignatura, durante el segundo semestre de 2015 y 
primer semestre de 2016 refleja que de 936 estudiantes de Ingenierías, Tecnologías 
y Química Industrial en el programa diurno, el 51% perdieron dichas asignaturas. De 
este 51%,  el 17% corresponde a estudiantes que obtuvieron una nota definitiva 
inferior a 0.5; esto en la mayoría de los casos corresponde a estudiantes que 
abandonaron el curso sin  cancelarlo en el periodo estipulado por el calendario 
académico. El 49% restante de los estudiantes cuenta con las competencias promedio 
según la prueba de matemáticas del Icfes saber 11°. Estos porcentajes pueden 








      Tabla 1 




























































35 91 22 62.8 68 74.7 13 37.1 23 25.2 




47 15 27 57.4 8 53.3 20 42.5 7 46.6 
 Total 431 505 197 45.7 261 51.6 234 54.2 244 48.3 
          
     Cuando el estudiante pierde la materia 2 veces, cuenta con los siguientes mecanismos 
para la recuperación de la misma:  
a) Curso intersemestral: se dicta en el período intersemestral de acuerdo con el 
Calendario Académico vigente para cada año lectivo. Este curso solo se puede 






b) Prueba de suficiencia: estas pruebas sólo se podrán realizar si la asignatura se 
cursó y reprobó con una nota igual o superior a dos coma cero (2,0). Durante el 
periodo académico sólo se realizan dos pruebas de suficiencia. 
c) Curso dirigido: son aquellos programados y autorizados por razones académicas 
excepcionales, por el Consejo de Facultad, para que se realicen conservando el 
programa regular, la intensidad horaria y en un tiempo mayor a un mes y menor 
a seis (6). Los requisitos son: estar en el último semestre y tener matriculado el 
proyecto de grado. Solo se permiten dos cursos dirigidos durante la carrera. 
d) Curso de extensión. Valor  de cada crédito $44300 para el año 2017. 
 
1.3 Delimitación 
     Para la realización de este estudio que involucra los resultados de las pruebas Icfes 
Saber 11° puntaje global, puntaje por área de Matemáticas,  Lectura Crítica y la nota 
obtenida en los cursos de Matemáticas I y Matemáticas I Articulación Primer 
Asignatura se aplicará la técnica del Análisis Discriminante para la población de 
estudiantes que ingresaron a las Facultades de Ingeniería y Tecnología jornada diurna 
en el segundo semestre de 2015 y primer semestre de 2016. De esta población sólo 
se tendrá en cuenta aquellos estudiantes que presentaron las pruebas  de estado a 
partir del 2° semestre de 2014 y las notas obtenidas en los cursos especificados 
mayores o iguales a 0.6. No se incluye las notas de Matemáticas I Articulación 
Segunda Asignatura porque solo hay registro de 4 estudiantes. Se analizaron 10 datos 






1.4 Pregunta de investigación 
     ¿Existe correlación entre los resultados de las pruebas Icfes Saber 11°  y el 
rendimiento académico de los estudiantes de Ingeniería y Tecnología que cursan 
Matemáticas I y  Matemáticas I Articulación Primera Asignatura, en el II semestre 
de 2015 y I semestre de 2016  de la Universidad Tecnológica de Pereira? 
 
1.5 Objetivos de la Investigación 
 
1.5.1 Objetivo General 
     Determinar la correlación entre los resultados de las pruebas  Icfes Saber 11° en 
el área de Matemáticas y el rendimiento académico de los estudiantes de primer 
semestre de los programas de Ingeniería y Tecnología en Matemáticas I y 
Matemáticas I Articulación Primera Asignatura, en los periodos 2015-II y 2016-I de 
la Universidad Tecnológica de Pereira. 
 
1.5.2 Objetivos Específicos 
 Identificar la relación entre la prueba Icfes Saber 11°, Icfes área de 
Matemáticas, Lectura Crítica y las notas obtenidas en los cursos de 
Matemáticas I y Matemáticas I Articulación Primera Asignatura. 
 Aplicar la teoría sobre clasificación estadística de datos mediante el método  









2. Marco Teórico 
2.1 Pruebas Icfes Saber 11°  
     Es un examen de Estado en la educación media, el cual deben presentarlo estudiantes que 
se encuentren finalizando el grado undécimo, con el fin de obtener resultados oficiales para 
efectos de ingreso a la educación superior. También pueden presentarlo quienes hayan 
obtenido el título de bachiller o superado el examen de validación del bachillerato, de 
conformidad con las disposiciones vigentes. 
     Según el Decreto 869 de 2010, los objetivos  de este examen son: 
“Seleccionar estudiantes para la educación superior, monitorear la calidad de la formación 
que ofrecen los establecimientos de educación media, producir información para la 
estimación del valor agregado de la educación superior.”[2]. 
 
2.2 Estructura del Examen Icfes Saber 11° 
     Este examen se compone de cinco pruebas:  
• Matemáticas.  
• Lectura crítica.  






• Ciencias naturales.  
• Inglés.  
Las subpruebas son:  
• Competencias ciudadanas (genérica).  
• Razonamiento cuantitativo (genérica). 
 
2.3 Cambios en la Prueba 
     El examen SABER 11° hasta el I semestre de 2014 contaba con nueve pruebas, ocho en 
un núcleo común y una electiva.  
Núcleo común: Lenguaje, Matemáticas,  Biología, Física, Química, Ciencias Sociales,  
Filosofía e Inglés. 
     El componente flexible está conformado por cuatro pruebas de profundización y   dos 
interdisciplinares: 
• Profundización en Lenguaje  
• Profundización en Matemáticas  
• Profundización en Sociales  
• Profundización en Biología  
• Medio ambiente  






     La reestructuración conllevo a la fusión de las pruebas de Lenguaje y Filosofía en lo que 
se llama la prueba de Lectura Crítica;  la prueba de Matemáticas obtuvo una diferenciación 
entre las competencias genéricas y no genéricas. Física, Química y Biología se fusionaron 
en una prueba de Ciencias Naturales la cual  incluye Ciencia, Tecnología y Sociedad. Por 
último las competencias ciudadanas se evaluarán mediante una prueba de Sociales y 
Ciudadanas. Aumento en el número de preguntas, se incluyeron preguntas abiertas con 
respuesta corta y se eliminó el componente flexible. 
 
2.4 Estructura de Aplicación 
       Tabla 2 












120 4 h y 30 min 


















         
         Recuperado de Lineamientos generales para la presentación del examen de Estado SABER 11°, febrero  










2.5 Tipos de Preguntas 
     Las preguntas utilizadas en las pruebas Icfes Saber 11° son de selección múltiple con 
cuatro opciones de respuesta (A, B, C, D) y preguntas abiertas de respuesta corta. En estas 
preguntas el estudiante construye una respuesta conforme se le ha asignado una tarea. 
     En este tipo de preguntas se tiene en cuenta la capacidad de expresar una respuesta 
acertada a una pregunta, sin reparar en la ortografía, redacción o caligrafía. 
     Los criterios para esta calificación son:  
• Crédito total. El estudiante respondió de manera completa y correcta a la pregunta.  
• Crédito parcial. El estudiante respondió de manera parcial pero aceptable a la 
pregunta. 
• Sin crédito: El estudiante respondió a la pregunta de una manera que no es 
pertinente,  adecuada o correcta. 
 
2.6 Competencias por Área de Lectura Crítica y Matemáticas 
 
2.6.1  Competencias de lectura crítica. 
Se evalúan en forma general las habilidades cognitivas para identificar y 







Se hace énfasis en las competencias de comprender como se articulan las partes de 
un texto para darle sentido global, reflexionar en torno a un texto y evaluar su 
contenido porque la lectura crítica es una de las competencias de los Estándares 
básicos del MEN (2006).   
Los textos utilizados son continuos y discontinuos. Los continuos se leen en forma 
secuencial y están  organizados en frases, párrafos, etc.,  mientras que los 
discontinuos incluyen tablas, gráficos, etc. También están dividos en textos literarios 
e informativos. El mayor énfasis está en los textos informativos para su análisis e 
interpretación. 
 
2.6.2 Competencias de matemáticas. 
La prueba de matemáticas está constituida con elementos genéricos y no genéricos.  
El componente genérico corresponde a la subprueba de Razonamiento cuantitativo. 
Las competencias en la prueba de matemáticas se dividen en: 
a)  Interpretación y representación: habilidad para comprender y transformar la 
información presentada en tablas, gráficos, conjuntos de datos, diagramas, 
esquemas, y la capacidad de utilizar estos tipos de representación para extraer 
información que permita establecer relaciones matemáticas e identificar 
tendencias y patrones.   
b) Formulación y ejecución: capacidad para plantear y diseñar estrategias que 






matemático o de la vida cotidiana. También se analiza la habilidad para 
seleccionar y verificar la pertinencia de soluciones a problemas determinados. 
c) Argumentación: está relacionada con la capacidad para validar o refutar 
conclusiones, estrategias, soluciones, interpretaciones y representaciones en 
situaciones problemáticas. 
 
             Tabla 3 
            Contenidos utilizados en la prueba de matemáticas.  
 
 






     La prueba de matemáticas está compuesta por preguntas cerradas de selección múltiple 
con única respuesta y dos (2) preguntas abiertas de respuesta corta. Dos terceras partes de la 
prueba corresponden a Razonamiento Cuantitativo.  
 
 
    Tabla 4 
     Distribución de preguntas por competencias y contenidos 
 
 
Figura 2. Contenidos utilizados en la prueba de matemáticas. Recuperado de Lineamientos generales para 
la   presentación del examen de Estado SABER 11° 
 
2.7 Resultados de la Prueba 
El estudiante recibe un reporte individual de resultados que contiene:  
• Puntaje global: está en una escala de 0 a 500 sin decimales.  
• Puesto: Es un resultado que se establece tomando como referencia la población que 
respondió el examen en una aplicación particular. Están definidos 1000 puestos.  
• Puntaje por pruebas y subpruebas: Las pruebas de  Lectura crítica,  Matemáticas,  
Sociales y ciudadanas, Ciencias naturales e Inglés y las subpruebas de Razonamiento 







• Nivel por pruebas y subpruebas: El nivel de desempeño de estas pruebas será: A+, 
A, B, C a partir del segundo semestre de 2015. 
• Decil por pruebas y subpruebas: Se codifican de D01 a D10,  indicando la posición 
en que, de acuerdo con el puntaje obtenido en el área, se encuentra el evaluado 
respecto a la población de estudiantes de la misma prueba. D01 corresponde al primer 
decil  y el D10 el último decil.  
 
2.8 Pruebas Icfes Saber 11° como requisito para entrar a la Universidad Tecnológica 
de Pereira 
     La admisión de los estudiantes para las carreras de Ingeniería y Tecnología es por medio 
del puntaje Icfes Total de mayor a menor. 
 
2.9 Estadística Multivariada [3] 
     La descripción de una situación requiere de varias variables. El análisis de datos 
multivariados tiene por objetivo el estudio de las variables medidas en una población, con el 
fin de resumir dicho conjunto en unas pocas variables, encontrar grupos de datos, clasificar 









      2.9.1 Análisis Discriminante 
     “Es una técnica estadística que permite estudiar las diferencias entre dos o más 
grupos de objetos con respecto a varias variables simultáneamente” [4]. 
     El análisis discriminante implica obtener una combinación lineal de dos o más 
variables independientes que discriminen mejor entre los grupos definidos con 
anterioridad. 
     La discriminación se lleva a cabo estableciendo las ponderaciones del valor 
teórico para cada variable de forma que maximice la varianza entre grupos frente a 
la varianza intra grupos. Esta combinación lineal es llamada función discriminante. 
Este análisis presenta dos objetivos básicos:  
a) Identificar o caracterizar los grupos. 
b) Asignar a un individuo del que sólo conocemos sus variables independientes  
un grupo. 
 
        2.9.2 Función Discriminante. 
     Esta función es una combinación de las variables discriminantes de tal forma que 
cumplan con ciertas condiciones. Su fórmula matemática es: 
𝐷 = 𝑢1𝑋1 + ⋯ 𝑢𝑘𝑋𝑘 
     Donde X son los valores de la variable discriminante,  u son los coeficientes que 








El criterio de aleatoriedad proporcional es el que determina la capacidad predictiva 
de la función discriminante. Este criterio debe emplearse cuando los tamaños de 
grupos son distintos y su fórmula es: 
𝐶𝑝𝑟𝑜 = 𝑝
2 + (1 − 𝑝)2 
𝑝 = 𝑝𝑟𝑜𝑝𝑜𝑟𝑐𝑖𝑜𝑛  𝑑𝑒 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑜𝑠 𝑔𝑟𝑢𝑝𝑜𝑠 1 
1 − 𝑝 = 𝑝𝑟𝑜𝑝𝑜𝑟𝑐𝑖𝑜𝑛 𝑑𝑒 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑜𝑠 𝑑𝑒𝑙 𝑔𝑟𝑢𝑝𝑜 2 
 
          2.9.3 Análisis de Correlación   
        El análisis de correlación intenta medir la fuerza de la relación entre dos 
variables por medio de un coeficiente de correlación. 
     Este coeficiente es la medida de asociación lineal entre las variables 𝑋  𝑦   𝑌  y 





     El coeficiente de determinación expresa la proporción de la variación total de los 
valores de la variable 𝑌 que se pueden explicar por una relación lineal con los 
valores de la variable 𝑋. 














3.1 Tipo de Investigación 
      Esta investigación es de tipo correlacional explicativa. 
 
3.2 Etapas de la Investigación 
     Se inicia con un estudio descriptivo de los datos proporcionados por la oficina de 
Admisiones, Registro y  Control Académico. 
Se realizará un estudio de las técnicas de análisis discriminante y análisis de 
correlación.  
     Se utilizara el programa SPSS  versión 24.0 y Excel 2013 para el procesamiento  de 
los datos. 
     Se analizara los resultados obtenidos para sacar las conclusiones y respectivas 
recomendaciones. 
 
3.3 Población y Muestra 
     Los datos fueron proporcionados por la oficina de Admisiones, Registro y Control 
Académico, los cuales pertenecen a los periodos del segundo semestre de 2015 y primer 






nombre, procedencia del colegio, resultado total de las pruebas Icfes Saber 11°, resultado 
por área de Matemáticas y Lectura crítica Icfes Saber 11°, nota obtenida en los cursos 
Matemáticas I, Matemáticas I Articulación Primer Asignatura y Matemáticas I 
Articulación Segunda Asignatura. 
     El total de datos obtenido fue de 1175 de los cuales 234 corresponden al Icfes anterior 
al II semestre de  2014  y no contienen la nueva estructura de la prueba. También hay 81 
registros de notas menores o iguales a 0,5, las cuales al realizar un sondeo se encontró que 
los estudiantes obtuvieron este promedio por inasistencia. Las causas que conllevan a la 
misma son de tipo familiar, económico, bajo nivel académico, carencia en hábitos de 
estudio y deficiente orientación profesional. 
     También se encontró 4 registros de la nota de Matemáticas I Articulación Segunda 
Asignatura y 10 datos atípicos que después de analizarse se eliminaron de la muestra. 
     Estos datos son en total de 846 que se dividen en 460 de Matemáticas I Articulación 
Primera Asignatura y 386 de  Matemáticas I. 
 
3.4 Variables de Investigación  
     Las variables son: 
a) Puntaje Total Icfes Saber 11°: estos valores están entre [0, 500]. Se cuenta con 846 
datos pertenecientes a esta variable. 
b) Icfes Saber 11° Matemáticas: estos valores están entre [0, 100].  






d) Nota Matemáticas I: valor obtenido por el estudiante en la asignatura de Matemáticas 
I cursada en la Universidad Tecnológica de Pereira. Los valores de estudio están 
entre 
 [0.6, 5.0]. Para esta variable se tienen 386 datos. 
e) Nota Matemáticas I Articulación Primer Asignatura: valor obtenido por el estudiante 
en la asignatura de Matemáticas I Articulación Primer Asignatura cursada en la 
Universidad Tecnológica de Pereira. Los valores de estudio están entre [0.6, 5.0]. 
Para esta variable se tienen 460 datos. 
f) Nota Matemáticas I Articulación Segunda Asignatura: valor obtenido por el 
estudiante en la asignatura de Matemáticas I Articulación Segunda Asignatura 
cursada en la Universidad Tecnológica de Pereira. Los valores de estudio están entre 

















4. Resultados y Análisis 
4.1 Análisis de los Datos 
     La información estudiada se presenta en la siguiente tabla, con los promedios y 
desviaciones  estándar de los puntajes de las diferentes variables. 
 
               Tabla 5 








Máximo Mínimo n 
Icfes Saber 11° 
Puntaje Total 
302,92 38,48 415 189 846 
Icfes Saber 11° 
Matemáticas 
63,03 11,03 100 33 846 
Icfes Saber 11° 
Lectura Critica 
58,64 7,42 85 36 846 
Nota 
Matemáticas I 














     Como se puede observar en la tabla el mayor promedio es para Matemáticas I frente a 
Matemáticas I Articulación Primer Asignatura, el promedio del Icfes Saber 11° en Lectura 
Crítica es más bajo que en el de Matemáticas.  
     Para la aplicación de las técnicas de Análisis Discriminante es requisito el cumplimiento 







     El supuesto de normalidad  es el requisito principal para garantizar la validez de los 
resultados. Este supuesto indica que los datos siguen de forma conjunta una distribución 
normal. Si la variación respecto de la distribución normal es muy grande, todos los test 
estadísticos resultantes no son válidos. 
     La normalidad multivariante implica que las variables individuales son normales y su 
combinación también es normal. 
   4.2.1 Normalidad Univariante 
  “Sharma (1996) justifica la relevancia de comprobar la normalidad univariante y 
multivariante de las variables implicadas en el análisis de la siguiente forma. 






errores.  El error tipo I (𝛼) el cual es la probabilidad de equivocarse al rechazar la 
hipótesis nula y el error tipo II (𝛽) el cual es la probabilidad de aceptar la hipótesis 
nula cuando esta es falsa. La violación de la hipótesis de normalidad no tiene un 
efecto apreciable sobre el error tipo I; sin embargo, sí que lo tiene en el error tipo 
II”. [5] 
Realizando una inspección visual de los datos por medio del histograma se observa si la 
distribución se asemeja a la campana de Gauss, aunque este análisis  resulta un poco 
subjetivo, se le adjunta la prueba de Kolmogorov-Smirnov de modo que se rechaza la 
hipótesis nula de normalidad cuando el valor teórico es menor  al valor  empírico 
encontrado. 
   La prueba de hipótesis es la siguiente: 
𝐻𝑜: 𝑙𝑜𝑠 𝑑𝑎𝑡𝑜𝑠 𝑝𝑟𝑜𝑐𝑒𝑑𝑒𝑛 𝑑𝑒 𝑢𝑛𝑎 𝑝𝑜𝑏𝑙𝑎𝑐𝑖𝑜𝑛 𝑐𝑜𝑛 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑐𝑖ó𝑛 𝑛𝑜𝑟𝑚𝑎𝑙 
𝐻1: 𝑙𝑜𝑠 𝑑𝑎𝑡𝑜𝑠 𝑛𝑜 𝑝𝑟𝑜𝑐𝑒𝑑𝑒𝑛 𝑑𝑒 𝑢𝑛𝑎 𝑝𝑜𝑏𝑙𝑎𝑐𝑖ó𝑛 𝑐𝑜𝑛 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑐𝑖ó𝑛 𝑛𝑜𝑟𝑚𝑎𝑙 
Suponemos que tenemos una muestra 𝑋 =  (𝑥1, . . . , 𝑥𝑛) aleatoria simple que proviene de 
un modelo continuo 𝐹(𝑥).  El contraste se realiza como sigue:  
   1. Ordenar los valores muestrales en orden creciente:   𝑥(1) ≤  𝑥(2) ≤ . . . ≤  𝑥(𝑛).  
   2. Calcular la función de distribución empírica de la muestra 𝐹𝑛(𝑥), donde:  
𝐹𝑛(𝑥) = {
0             𝑠𝑖        𝑥 < 𝑥1
𝑟
𝑛
    𝑠𝑖   𝑥𝑟 ≤ 𝑥 < 𝑥𝑟+1







3. Calcular la discrepancia máxima entre las funciones de distribución observada  y teórica 
con el estadístico 
𝐷𝑛 = 𝑀𝑎𝑥|𝐹𝑛(𝑥) − 𝐹(𝑥)| 
     Si la distancia calculada 𝐷𝑛 es mayor que la encontrada en las tablas ﬁjando 𝛼, se 
rechaza la hipótesis nula 𝐻𝑜. 
     Para el estudio del supuesto de normalidad seleccionaremos del paquete SPSS la opción 
Gráficos con pruebas de normalidad la cual permite calcular la prueba de Kolmogorov-


















                                 Figura 1. Histograma Matemáticas I 
 
 
            Tabla 6 








                         Figura 2  Histograma Matemáticas Articulación Primera Asignatura 
 















                                Figura 3  Histograma Puntaje Total Icfes Saber 11° 
 
 
            Tabla 8 










                              Figura 4. Histograma Icfes Matemáticas 
 
 
          Tabla 9 










                                Figura 5. Histograma Icfes Lectura Crítica 
 
            Tabla 10 
          Prueba de normalidad Icfes Lectura Critica 
 
     Aunque las pruebas de Kolmogorov-Smirnov rechazan la hipótesis nula en 4 variables a 
excepción Puntaje Total Icfes Saber 11°, la cantidad de datos es grande y este desvío de 
normalidad no es significativo, por lo tanto no se invalidan estas variables para la aplicación 








Variables Independientes para Rendimiento Matemáticas I 
 
Tabla 12 
Variables Independientes para Rendimiento Matemáticas I Articulación 
 
Las pruebas de asimetría y curtosis en todas las variables independientes están entre -1 y 1, 
lo cual es un indicio suficiente para suponer que los datos en la población si son simétricos 
siendo esta una característica de la distribución normal. 
4.2.2 Homocedasticidad 
     La homocedasticidad es una propiedad importante en algunos métodos inferenciales 
paramétricos, modelos de análisis de varianza, etc., el no cumplimiento de esta propiedad 






el contraste de Levene el cual parte de la hipótesis nula que la varianza de la variable 𝑌 es 
igual en todos los subgrupos que forman la variable 𝑋. 
Las hipótesis para el supuesto de homocedasticidad son: 
𝐻0: 𝑙𝑎𝑠 𝑣𝑎𝑟𝑖𝑎𝑛𝑧𝑎𝑠 𝑑𝑒 𝑙𝑎𝑠 𝑠𝑢𝑏𝑝𝑜𝑏𝑙𝑎𝑐𝑖𝑜𝑛𝑒𝑠 𝑠𝑜𝑛 ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑎𝑠 
𝐻1: 𝑙𝑎𝑠 𝑣𝑎𝑟𝑖𝑎𝑛𝑧𝑎𝑠 𝑑𝑒 𝑙𝑎𝑠 𝑠𝑢𝑏𝑝𝑜𝑏𝑙𝑎𝑐𝑖𝑜𝑛𝑒𝑠 𝑛𝑜 𝑠𝑜𝑛 ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑎𝑠 
     El contraste de Levene es para la homocedasticidad univariante y rechaza la hipótesis 
nula si el estadístico supera el nivel crítico de una distribución F con 𝐾 − 1 y 𝑁 − 𝐾 
grados de libertad para un nivel de significación α. 
 
                                            Tabla 13 
                                    Prueba de Homogeneidad Icfes Matemáticas 
 
 
                                   Nota Matemáticas I 
 
Como la significancia 0,141 es mayor a 0,05 se acepta la hipótesis nula que las 










                                            Tabla 14 
                                    Prueba de Homogeneidad Icfes Total 
 
 
                                         Nota Matemáticas I 
 
Como la significancia 0,041 es mayor a 0,05 se rechaza la hipótesis nula que las 
subpoblaciones son homogéneas, pero se acepta para un nivel de significancia de 0,01. 
 
 
                                        Tabla 15 
                                        Prueba de Homogeneidad Icfes Lectura Crítica 
 
 
                                         Nota Matemáticas I 
 
Como la significancia 0,656 es mayor a 0,05 se acepta la hipótesis nula que las 











                                        Tabla 16 
                                        Prueba de Homogeneidad Icfes Total 
 
                                              Nota Matemáticas I Articulación Primer Asignatura 
Como la significancia 0,675 es mayor a 0,05 se acepta la hipótesis nula que las 
subpoblaciones son homogéneas 
 
                                        Tabla 17 




Como la significancia 0,778 es mayor a 0,05 se acepta la hipótesis nula que las 
subpoblaciones son homogéneas 
 
 
                                       Tabla 18 




Como la significancia 0,378 es mayor a 0,05 se acepta la hipótesis nula que las 







                                    Figura 6. Grafica de dispersion Matematicas I Articulacion 
 
 
                                  Figura 7. Grafica de dispersion Matematicas I 
 
 
Al observar las graficas se ve que no muestra ningun tipo de patrón a primera vista lo que 








     Es el supuesto en el que la relación entre las variables es lineal. Una forma de examinar 
es por medio del grafico de dispersión entre dos variables. 
 
 
          
                                          Figura 8  Matriz de dispersion entre las variables 
 













     Francis Galton (1822-1911) fue el primero en medir la relación estadística entre dos 
variables introduciendo el concepto de recta de regresión y la idea de correlación entre 
variables.  
     El concepto de correlación es aplicado en las ciencias sociales por Francis Edgeworth  
(1845-1926), el cual estudia la normal multivariante y la matriz de correlación.  
     Karl Pearson (1857-1936), fue el creador del contraste ji-cuadrado que lleva su nombre, 
obteniendo el estimador del cociente de correlación en muestras, y se enfrentó al problema 
de determinar si dos grupos de personas, de los que se conocen su medidas físicas, pertenecen 
a la misma raza.  
     Harold Hotelling (1885-1973) se interesó por el problema de comparar tratamientos 
agrícolas en función de varias variables, y descubrió las semejanzas entre este problema y el 
planteado por Pearson.  Hotelling (1931) formulo el contraste que lleva su nombre y que 
permite comparar si dos muestras multivariantes vienen de la misma población. Hotelling  
(1933) generalizó la idea de componentes principales y así introdujo el análisis de 







5.2 Coeficiente de correlación de Pearson 
     Es un índice que mide el grado de covariacion entre diferentes variables relacionadas 
linealmente. 





Sus valores oscilan entre |𝑟𝑥𝑦| ≤ 1. 
      
     Para calcular el coeficiente de correlación se comprueba primero gráficamente si existe 
una tendencia lineal entre las variables por medio del diagrama de dispersión. 
     El coeficiente de correlación es significativo si se puede afirmar con una cierta 
probabilidad que es distinto de cero. 
5.2.1 Coeficiente de correlación 
     La medida 𝜌 de asociación lineal entre dos variables 𝑋 y 𝑌 se estima con el coeficiente 













5.2.2 Coeficiente de determinación 
     Este coeficiente representa la proporción de la variación  de 𝑆𝑦𝑦, explicada por la 
regresión de Y en X, es decir expresa la proporción de la variación total de los valores de la 







5.2.3 Coeficiente de correlación de Spearman: 
     El coeficiente de correlación de Spearman (rho) ρ  expresa el grado de asociación entre 
dos variables aleatorias continuas. Una de las ventajas de este coeficiente es que al ser una 
técnica no paramétrica, es libre del tipo de distribución de los datos. 
 
Los valores de ρ se pueden explicar de la siguiente manera: 
Si 𝜌 = 0 no existe correlación entre las variables. 
Si 0 < 𝜌 < 0.2 existe correlación no significativa. 
Si 0.2 ≤ 𝜌 < 0.4 existe una correlación baja. 
Si 0.4 ≤ 𝜌 < 0.7 existe una correlación significativa. 
Si 0.7 ≤ 𝜌 < 1 existe un alto grado de correlación. 
Si 𝜌 = 1 existe una correlación perfecta positiva. 







                                      Figura 9. Gráfico de Dispersión Nota Matemáticas I – Icfes Total 
 
                    
                 Tabla 19 
                Correlación Nota Matemáticas I – Puntaje Icfes Total 
 
El coeficiente de correlación es de 0,272 lo que indica una correlación baja positiva. 
El coeficiente de determinación es 0,073, lo cual indica que el 7,3%  del rendimiento en 







                                      Figura 10. Gráfico de Dispersión Nota Matemáticas I – Icfes Matemáticas 
 
 
                  Tabla 20 
                  Correlación Nota Matemáticas I – Icfes Matemáticas 
 
El coeficiente de correlación es de 0,289 lo que indica una correlación baja positiva. 
El coeficiente de determinación es 0,083, lo cual indica que el 8,3% del rendimiento en 







                             Figura 11.  Gráfico de Dispersión Nota Matemáticas I – Icfes Lectura Crítica 
 
                  Tabla 21 
               Correlación Nota Matemáticas I – Icfes Lectura Crítica 
 
El coeficiente de correlación es de 0,142 lo que indica una correlación no significativa. 
El coeficiente de determinación es 0,02, lo cual indica que el 2,01% del rendimiento en 







                              Figura 12 Grafico de Dispersión Nota Matemáticas I Articulación –  Icfes Total 
 
                  Tabla 22 
              Correlación Nota Matemáticas I Articulación– Puntaje Icfes Total 
 
El coeficiente de correlación es de 0,288 lo que indica una correlación baja positiva. 
El coeficiente de determinación es 0,082, lo cual indica que el 8,2 % del rendimiento en 








                           Figura 13 Grafico de Dispersión Nota Matemáticas I Articulación – Icfes Matemáticas 
 
                   Tabla 23 
                  Correlación Nota Matemáticas I Articulación – Icfes Matemáticas 
 
El coeficiente de correlación es de 0,320 lo que indica una correlación baja positiva. 
El coeficiente de determinación es 0,1024 lo cual indica que el 10,24 % del rendimiento en 








                         Figura 14. Gráfico de Dispersión Nota Matemáticas I Articulación – Icfes Lectura Crítica 
 
                   Tabla 24 
                Correlación Nota Matemáticas I Articulación – Icfes Lectura Critica 
 
El coeficiente de correlación es de 0,161 lo que indica una correlación no significativa. 
El coeficiente de determinación es 0,025, lo cual indica que el 2,5 % del rendimiento en 








6. Análisis Discriminante 
     El análisis discriminante es un método multivariado que permite establecer la pertenencia 
probabilística de un elemento a un grupo  o población, en otras palabras su objetivo es hacer 
pronósticos. 
     Este tipo de análisis busca la combinación lineal de las variables independientes que 
permitan diferenciar a los grupos que la variable categórica contiene. 
     Aquí se muestra la contribución de cada variable discriminante en la clasificación 
permitiendo predecir a que grupo hace parte un elemento que no se encuentra en los datos 
analizados pero que de él se conoce el valor de las variables independientes. 
 
6.1 Función discriminante de Fisher 
La función discriminante de Fisher D se obtiene como función lineal de 𝑘 variables 
explicativas  
𝐷 = 𝑢1𝑋1 + 𝑢2𝑋2 + ⋯ + 𝑢𝑘𝑋𝑘 
Donde: 
𝐷: es el puntaje discriminante 






𝑋𝑖:  variable independiente 
Para n observaciones la puntuación discriminante es: 
𝐷𝑖 = 𝑢1𝑋1𝑖 + 𝑢2𝑋2𝑖 + ⋯ + 𝑢𝑘𝑋𝑘𝑖       𝑖 = 1,2, … , 𝑛 
 El criterio para la obtención de la función discriminante es: 




     Los centros de gravedad o centroides son los estadísticos básicos que resumen la 
información sobre los grupos, los cuales se designaran como   ?̅?𝐼    𝑦    ?̅?𝐼𝐼 , y al sustituirlos 
en la función discriminante tenemos: 
?̅?𝐼 = 𝑢1?̅?1,𝐼 + 𝑢2?̅?2,𝐼 + ⋯ + 𝑢𝑘?̅?𝑘,𝐼          para el grupo I 
?̅?𝐼𝐼 = 𝑢1?̅?1,𝐼𝐼 + 𝑢2?̅?2,𝐼𝐼 + ⋯ + 𝑢𝑘?̅?𝑘,𝐼𝐼       para el grupo II 





El criterio para clasificar al individuo 𝑖 es el siguiente: 
𝑠𝑖 𝐷𝑖 < 𝐶, 𝑠𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎 𝑎𝑙 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑜 𝑖 𝑒𝑛 𝑒𝑙 𝑔𝑟𝑢𝑝𝑜 𝐼 
𝑠𝑖 𝐷𝑖 > 𝐶, 𝑠𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎 𝑎𝑙 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑜 𝑖 𝑒𝑛 𝑒𝑙 𝑔𝑟𝑢𝑝𝑜 𝐼𝐼 
Luego a la función discriminante se le resta el valor 𝐶 






Igualando a 0 se obtiene la ecuación de la recta que delimita en el plano (𝑋1, 𝑋2) a los grupos 
I y II. 
     En el programa SPSS la alternativa a esta función está dada por el cuadro Coeficiente de 
la función de clasificación (Funciones discriminantes lineales de Fisher) 
 
6.2 Lambda de Wilks  
     Es una medida que evalúa la capacidad discriminante de la función y expresa la 
proporción de la varianza total explicada por los puntajes discriminantes. 
     Si este valor tiende a cero (0)  significa un alto poder discriminante de las variables 
utilizadas pero si tiende a uno (1) es escaza la discriminación. 






|𝑊| : determinante de la matriz de varianza y covarianza dentro de cada grupo 










6.3 Correlación canónica 
     Este  coeficiente mide para cada función discriminante el grado en que se diferencian las 
medias por cada una de las funciones. Un valor grande indica fuerte relación entre el grupo 
de pertenencia y los valores de la función discriminante correspondiente. 
Su ecuación está dada por: 
𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑐𝑖𝑜𝑛 𝑐𝑎𝑛𝑜𝑛𝑖𝑐𝑎 = √1 − Λ 
Donde 
 Λ : Lambda de Wilks  
Para valores cercanos a cero significa que no se puede explicar la existencia de los grupos 
por medio de las variables discriminantes escogidas. Y valores cercanos a uno indican fuerte 
relación entre los grupos y el puntaje encontrado por la función discriminante. 
 
6.4   Pasos 
Paso 1.  Objetivos 
a) Dentro de los objetivos para este estudio con el método del análisis discriminante 
es determinar cuál de las variables independientes discrimina mejor,  esta 
selección está basada en el criterio de Lambda Wilks y la prueba F. 
b) Establecer los procedimientos para clasificar los individuos dentro de los grupos 







Paso 2. Selección de las variables 
Las variables independientes son: Puntaje Total Icfes Saber 11°, Icfes Matemáticas, 
Icfes Lectura Crítica. La variable dependiente dicotómica se denomina  Rendimiento 
y está clasificada como  (0 = perdió) y (1= gano), esta variable se relaciona con la 
nota obtenida en los cursos  de Matemáticas I, Matemáticas I Articulación Primera 
Asignatura, donde según el reglamento estudiantil se pierde con notas menores a 3,0 
y se gana con una nota mayor o igual a 3,0. 
Paso 3. Tamaño muestral 
Para analizar la variable Rendimiento de Matemáticas I Articulación Primera 
Asignatura cantidad de datos total es 460 de los cuales se divide en 222 individuos 
que perdieron y 238 que ganaron, de estos grupos se utilizara el 65% de los datos que 
gano y el 35% del de los que perdió. 
     Paso 4. Supuestos 
Las variables fueron analizadas en las propiedades de normalidad, homocedasticidad, 















𝑔𝑙1 = 1  Numero de variables en la función discriminante. 
𝑔𝑙2 = 1 Numero de funciones discriminantes 
𝑔𝑙3 = 210  Tamaño de la muestra menos el número de grupos 
 
 







 𝐼𝑐𝑓𝑒𝑠 𝑀𝑎𝑡𝑒𝑚á𝑡𝑖𝑐𝑎𝑠 =  0,950  con un valor de  𝐹 =  11,049  por lo tanto esta variable es 
seleccionada en el primer paso. En el segundo paso las variables no cumplen con el criterio 
de 𝐹 ≥ 3,84 por lo tanto no son incluidas. 
     La función discriminante tiene en cuenta los valores de las variables independientes 
seleccionadas, y para este caso es la variable Icfes Matemáticas. 
La función discriminante será: 
𝐷 = 𝛽0 + 𝛽1(𝐼𝑐𝑓𝑒𝑠 𝑀𝑎𝑡𝑒𝑚𝑎𝑡𝑖𝑐𝑎𝑠) 
     Donde β0 y β1  son los coeficientes estimados a partir del conjunto de datos para que los 
valores calculados por la función discriminante cumplan con las siguientes características: 
a) Maximice los valores propios 
b) Minimice Lambda de Wilks. 
c) Maximice la correlación canónica discriminante 
La puntuación discriminante es la siguiente: 𝐷𝑖 = 𝛽0 + 𝛽1(𝐼𝑐𝑓𝑒𝑠 𝑀𝑎𝑡𝑒𝑚𝑎𝑡𝑖𝑐𝑎𝑠) 
                                                     
 
     El estadístico Barret-Box contrasta la hipótesis nula de igualdad de la matriz de varianza 






     Para F = 1,983 y un grado de significancia p = 0,159 mayor a 0,05 se acepta la hipótesis 
nula de igualdad. 
   
 
     El valor encontrado de Lambda de Wilks es muy cercano a 1, lo que lleva a pensar que 
la variable tiene bajo poder discriminante. 
                      
     El autovalor nos da la información relativa al contraste de significación global de igualdad 
de medias y a la medida de la bondad del ajuste. Este valor corresponde a  0,053 es pequeño 
indicando que es mayor la variabilidad dentro de los grupos que entre los grupos y por tanto 
la función no discrimina los grupos 
     La correlación canónica de 0,224 elevándola al cuadrado nos da 0,05 se concluye que el 
5 % de la variable dependiente puede ser explicado por este modelo, el cual incluye solo una 
variable independiente. Este valor de la correlación canónica es muy bajo lo que no puede 






                
      El valor de Lambda es alto, lo cual indica bastante solapamiento entre los grupos, por 
otra parte el valor de Chi-cuadrado tiene asociado un nivel crítico de 0,001 por lo que se 
rechaza la hipótesis nula de que los grupos tienen promedios iguales en las variables 
discriminantes antes de obtenerse la función discriminante. 
      Como Lambda de Wilks = 0,950 significa que las puntuaciones discriminantes para los 
grupos ganaron y perdieron Matemáticas I, se encuentran entrelazados y no existe diferencia 
significativa en la media discriminante de ambos grupos. 
Las hipótesis son: 
𝐻0: 𝐿𝑎 𝑓𝑢𝑛𝑐𝑖𝑜𝑛 𝑛𝑜 𝑑𝑖𝑠𝑐𝑟𝑖𝑚𝑖𝑛𝑎 𝑙𝑜𝑠 𝑔𝑟𝑢𝑝𝑜𝑠 
𝐻𝑎: 𝐿𝑎 𝑓𝑢𝑛𝑐𝑖𝑜𝑛  𝑑𝑖𝑠𝑐𝑟𝑖𝑚𝑖𝑛𝑎 𝑙𝑜𝑠 𝑔𝑟𝑢𝑝𝑜𝑠 
En la siguiente tabla están los valores para construir la función discriminante 
 







     La matriz de estructuras nos muestra las variables ordenadas por su grado de correlación 

















     Empleando el tamaño de los grupos, el criterio de aleatoriedad proporcional será del 53%, 
lo que concluye que el 79,7% es una capacidad predictiva buena por que está por encima del 





























     Las variables que presentan el mínimo valor de Lambda de Wilks es 𝐼𝑐𝑓𝑒𝑠 𝑇𝑜𝑡𝑎𝑙 =
0,964 e 𝐼𝑐𝑓𝑒𝑠 𝑀𝑎𝑡𝑒𝑚𝑎𝑡𝑖𝑐𝑎𝑠 =  0,951 con valores de F mayores a 3,84. Pero en el segundo 
paso es eliminada la variable Icfes Total porque su valor 𝐹 =  0,169  y es menor a 3,84. 
 
     Para F = 1,690  y un grado de significancia p = 0,194 mayor a 0,05 se acepta la hipótesis 
que no hay diferencia entre las matrices de covarianza de los estudiantes que ganaron y que 








     El valor encontrado de Lambda de Wilks es muy cercano a 1, lo que indica que la 
variable tiene bajo poder discriminante. 
 
     El autovalor es de  0,052, el cual es pequeño e indica que es mayor la variabilidad dentro 
de los grupos que entre los grupos y por tanto la función no discrimina los grupos 
     La correlación canónica de 0,222 elevándola al cuadrado nos da 0,049 y se concluye que 
el 4,9 % de la variable dependiente puede ser explicado por este modelo. Este valor de la 
correlación canónica es muy bajo y no puede explicar la existencia de los dos grupos por 
medio de la variable discriminante. 
 
     El valor de Lambda es alto, lo cual indica bastante solapamiento entre los grupos, por otra 






la hipótesis nula de que los grupos tienen promedios iguales en las variables discriminantes 
antes de obtenerse la función discriminante. 
 
     La matriz de estructuras nos muestra las variables que tienen mayor poder discriminante 
en orden a clasificar a un individuo en uno de los dos grupos. Como se observa esta variable 










     Empleando el tamaño de los grupos el criterio de aleatoriedad proporcional será del 51%, 
lo que concluye que el 68,1% es una capacidad predictiva aceptable por que está por encima 












 Salvador Figueras, M (2000): "Análisis Discriminante” [19] 
  
1.- PLANTEAMIENTO DEL PROBLEMA 
Sea un conjunto de n objetos divididos en q grupos {Gi; i=1,...,q} de tamaños {ng;g=1,...,q} que 
constituyen una partición de la población de la que dichos objetos proceden. 
Sea Y = (Y1,...,Yp)' un conjunto de variables numéricas observadas sobre dichos objetos con el fin de 
utilizar dicha información para discriminar entre los q grupos anteriores. 
Mientras no se diga lo contrario, supondremos que las variables anteriores son cuantitativas. 
Los objetivos del Análisis Discriminante pueden sintetizarse en dos: 
1)      Analizar si existen diferencias entre los grupos en cuanto a su comportamiento con respecto a las variables 
consideradas y averiguar en qué sentido se dan dichas diferencias 
2)      Elaborar procedimientos de clasificación sistemática de individuos de origen desconocido, en uno de los 
grupos analizados. 
Estos dos objetivos dan lugar a dos ramas dentro del Análisis Discriminante: el Análisis Discriminante 
Descriptivo y el Análisis Discriminante Predictivo, respectivamente. 
En lo que sigue, analizaremos los pasos a seguir para llevar a cabo ambos tipos de análisis, 
ilustrándolos con los dos siguientes ejemplos que muestran una aplicación del Análisis Discriminante al 











Ejemplo 1 (Discriminación con dos grupos) 
         Una empresa está interesada en analizar la opinión de sus clientes con respecto a su labor comercial y de 
gestión. Para ello realiza una encuesta a una muestra de 100 de ellos en las que le pide que valoren su labor en 
los siguientes aspectos, haciendo una valoración entre 0 y 10: Velocidad de Entrega (VENTREGA), Nivel de 
Precios (NIVPREC), Flexibilidad de Precios (FLEXPREC), Imagen de la Empresa (IMGEMPR), Servicio 
(SERVICIO), Imagen de Ventas (IMGVENTA) y Calidad de Producto (CALIDAD). 
Además, tiene clasificados a sus clientes en dos grupos de acuerdo al tamaño de la empresa en la que 
trabajan: Empresas Pequeñas (TAMAÑO=1) y Empresas Grandes (TAMAÑO=2).  El número de clientes 
pertenecientes a empresas pequeñas es igual a 60 y el de empresas grandes es igual a 40. 
El objetivo del estudio es analizar si existen diferencias en cuanto a la percepción de su labor 
empresarial entre los clientes de un grupo y del otro y, en caso de que existan, analizar en qué sentido se dan 
dichas diferencias. 
         En este caso, por lo tanto, existen 7 variables clasificadoras (p=7) y dos grupos a discriminar (q=2). El 




2. CÁLCULO DE LAS FUNCIONES DISCRIMINANTES 
         La discriminación entre los q grupos se realiza mediante el cálculo de unas funciones matemáticas 
denominadas funciones discriminantes. Existen varios procedimientos para calcularlas siendo el procedimiento 
de Fisher uno de los más utilizados que es el que exponemos, a continuación. 
2.1 Procedimiento Discriminante de Fisher 
         El procedimiento de Fisher toma como funciones discriminantes, combinaciones lineales de las variables 
clasificadoras de la forma: 
D = u1Y1 + u2Y2 + ... + upYp = u’Y 
Sean {dgk k=1,…,ng; g=1,…,q} los valores de la variable D en cada uno de los q grupos donde 






            Sean  las medias muestrales de la variable D en cada uno de los q 
grupos y sea  la media de la variable D. 
 
 
El procedimiento de Fisher determina el vector u que maximiza el cociente: 
  
donde: 
W = = = 
 








 es la matriz de suma de cuadrados inter-grupos. 
Se impone, además, la condición de normalizacion u’Wu = 1 
La solución viene dada por el vector propio u1 de W-1B asociado al mayor valor propio 1 de esta 
matriz. 
En general, si se quieren calcular r funciones discriminantes con varianza 1, y que sean incorreladas 
entre sí, es decir, que verifiquen que ui’Wuj = ij ; i,j=1,…,r, se obtienen como soluciones los r vectores propios 
de W-1B asociados a los r mayores valores propios de esta matriz 1  …  r > 0. A las funciones 
Di = ui’Y i=1,…,r se les llama funciones discriminantes canónicas o funciones discriminantes de Fisher. 
 Observación 
         Si r es el número de funciones discriminantes se tiene que WD = Ir y  BD = 
diag( 1,…, r)  donde WD y BD son las matrices W  y B calculadas utilizando las puntuaciones discriminantes. 
Se sigue que: 
i =  ; i=1,...,r 
donde { ; g=1,..,q} son las puntuaciones medias de la i-ésima función discriminante en los q grupos y  es 
la puntuación media total. 
Por lo tanto, los valores propios { i ; i=1,...,r} miden el poder de discriminación de la i-ésima función 






el rango de la matriz W-1B es a lo más min{q-1,p} el número máximo de funciones discriminantes que se 
podrán calcular será igual a min{q-1,p}. 
 
 
2.2 Lambda de Wilks 
         Es un estadístico que mide el poder discriminante de un conjunto de variables. Viene dada por 
 =  
y toma valores entre 0 y 1 de forma que, cuanto más cerca de 0 esté, mayor es el poder discriminante de las 
variables consideradas y cuanto más cerca de 1, menor es dicho poder. 
Este estadístico tiene una distribución lambda de Wilks con p, q-1 y n-q grados de libertad si se verifica 
la hipótesis nula: 
Ho: Y/Gi  Np( i, );  i=1,...,q  con 1 = ... = q  





2.3 Correlación canónica 
         La i-ésima correlación canónica viene dada por: 
CRi =  i = 1,...,r 
y mide, en términos relativos, el poder discriminante de la i-esima función discriminante ya que es el porcentaje 
de la variación total en dicha función que es explicada por las diferencias entre los grupos. 
         Toma valores entre 0 y 1 de forma que, cuanto más cerca de 1 esté su valor, mayor es la potencia 








2.4 Determinación del número de funciones discriminantes 
         El número de funciones discriminantes significativas se determina mediante un contraste de hipótesis 
secuencial. 
         Si denotamos por k=número de funciones discriminantes significativas el proceso comienza con k=0. En 
el (k+1)-ésimo paso del algoritmo la hipótesis nula a contrastar es 
Ho: k+1 = … = min{G-1,p} = 0 
y el estadístico de contraste viene dado por: 
 T =  
el cual se distribuye como una 2(p-k)(q-k-1)  si Ho es verdad. 
         El p-valor asociado al contraste viene dado por: 
 
donde Tobs es el valor observado de T. 
         El contraste para en el primer valor de k para el cual la hipótesis nula Ho se acepta. 
 
Ejemplo1 (continuación) 
         En las tablas adjuntas se muestran los valores de 1 = 2.046 y de la correlación canónica 
= 0.82 obtenidos mediante el programa SPSS 9.0. Así mismo, se muestra el resultado obtenido al aplicar el test 
de hipótesis secuencial utilizado para determinar el número de funciones discriminantes significativas. En este 
caso el número máximo de funciones discriminantes posibles es igual a min{2-1,7} = 1 por lo que sólo será 
necesario llevar a cabo un test de hipótesis. 
         La hipótesis nula será Ho: 1 = 0 y el valor del estadístico T=105.244 correspondiente a una lambda de 
Wilks igual a 0.328. El p-valor es igual a =0.000 por lo que la función obtenida es 
significativa y su poder discriminante es alto dado el elevado valor de la correlación canónica. 











3. INTERPRETACIÓN DE LOS RESULTADOS 
         Los resultados obtenidos se interpretan desde dos ópticas: 
-         Significado de las dimensiones de discriminación entre los grupos proporcionadas por las funciones 
discriminantes mediante el análisis de la matriz de estructura y de la de los coeficientes estandarizados de 
las funciones discriminantes. 
-         Análisis del sentido de la discriminación entre dichos grupos, es decir, averiguar qué grupos separa cada 
función discriminante y en qué sentido. Este análisis se lleva a cabo mediante representaciones gráficas 
del espacio de discriminación así como de perfiles multivariantes correspondientes a cada grupo. 
3.1 Matriz de estructura 
Es una matriz pxr que contiene, por filas, los coeficientes de  correlación de las funciones 
discriminantes con las variables originales. De esta forma es posible interpretar el significado de las mismas 
utilizando, para cada una de ellas, aquéllas variables con las que está más correlacionada. De cara a facilitar 
dicha interpretación se suelen realizar rotaciones ortogonales del espacio de discriminación similares a las 









3.2 Coeficientes estandarizados de las funciones discriminantes 
Vienen dados por la expresión: 
u*  = F-1u    
donde F =  siendo sjj elemento de la diagonal de la matriz . A partir de ellos se 
puede deducir la expresión matemática de las funciones discriminantes en términos de las variables originales 
estandarizadas. Estos coeficientes son poco fiables si existen problemas de multicolinealidad entre las variables 
clasificadoras. 
 
Ejemplo 1 (continuación) 
            En las tablas subsiguientes se muestran los coeficientes estandarizados de la función discriminante 
estimada así como la matriz de estructura. La expresión mátemática de dicha función vendrá dada por: 
D = 0.466Zventrega + 0.084Znivprec +0.538Zflexprec-0.068Zimgempr 
-0.093Zservicio+0.295Zimgventa-0.6784Zcalidad 








            Analizando la matriz de estructura de la función discriminante se observa que dicha función realiza un 
contraste entre la Velocidad de Entrega y la Flexibilidad de Precios, por un lado, y la Calidad del Producto y 
el Nivel de Precios, por el otro, de forma que clientes con un valor de D positivo serán clientes con una 
tendencia a valorar por encima de la media a la labor de la empresa en aspectos más específicos como rapidez 
y flexibilidad y a valorar por debajo aspectos más genéricos como son la calidad del producto y el nivel de 
precios. Lo contratrio ocurre con clientes con valores de D negativos. 
         La siguiente tabla contiene las puntuaciones medias ;i=1,2 para cada grupo. 
 








         Se observa que, las empresas pequeñas, tienden a valorar mejor a la empresa en aspectos más específicos 
como son la velocidad de entrega y flexibilidad de precios y, por el contrario, las empresas grandes tienden a 
valorar mejor los aspectos más generales como son el nivel de precios y la calidad del producto ofrecido. Estos 
resultados se confirman al comparar los diagramas de caja de cada una de las variables en los dos grupos como 









  4.- SELECCIÓN DE VARIABLES CLASIFICADORAS 
El problema de selección de variables intenta responder a la pregunta ¿Son necesarias todas las 
variables clasificadoras para discriminar? 
         Para responderla  existen, esencialmente, tres tipos de algoritmos: algoritmos de selección de variables hacia 
adelante, eliminación hacia atrás y de regresión por pasos. 
         Los algoritmos de selección hacia adelante comienzan eligiendo la variable que más discrimina entre los q 
grupos. A continuación seleccionan la segunda más discriminante y así sucesivamente. Si de las variables que 
quedan por elegir ninguna discrimina de forma significativa entre los grupos analizados el algoritmo finaliza. 
         Los algoritmos de eliminación hacia detrás proceden de forma inversa a los anteriores. Se comienza 
suponiendo que todas las variables son necesarias para discriminar y se elimina la menos discriminante entre los 
grupos analizados y así sucesivamente. Si las variables no eliminadas discriminan significativamente entre los 
grupos analizados el algoritmo finaliza. 
         Los algoritmos de regresión por pasos utilizan una combinación de los dos algoritmos anteriores permitiendo 
la posibilidad de arrepentirse de decisiones tomadas con precipitación bien sea eliminando del conjunto 
seleccionado una variable introducida en el conjunto de discriminación en un paso anterior del algoritmo, bien sea 
introduciendo en dicho conjunto una variable eliminada con anterioridad. 
         Para determinar qué variables entran y salen en cada paso de este tipo de algoritmos se utilizan diversos 
criterios de entrada y salida. Uno de los más utilizados es el de la lambda de Wilks que es el que exponemos, a 
continuación. Otros criterios pueden verse, por ejemplo, en el manual del SPSS 9.0. 
4.1 Criterio de la lambda de Wilks 
         Utiliza la lambda de Wilks para medir la potencia discriminante ganada/perdida al introducir/sacar una 
variable del conjunto de discriminación. 
Sea q la lambda de Wilks basada en las q primeras variables. 






F =       FG-1,n-G-q 
si la variable Yq+1 no aporta información relevante al proceso de discriminación entre los grupos. Un valor alto/bajo 
de F indica una pérdida significativa/no significativa de información si la variable Yq+1 no es incluida/es incluida 
en el conjunto de discriminación. 
         Utilizando dicha variable es posible, por ejemplo, proporcionar un p-valor de entrada y otro de salida de 
forma que si el p-valor obtenido al introducir una variable en el conjunto de discriminación, no es inferior al p-
valor de entrada, la variable considerada no entra en dicho conjunto y si el p-valor obtenido al eliminarla del 
conjunto de discriminación no es superior al de salida, la variable considerada no sale de dicho conjunto. 
 
Ejemplo 1 (continuación) 
         En las tablas subsiguientes se muestran los resultados obtenidos al aplicar el algoritmo de selección de 
variables utilizado por SPSS 9.0. tomando como criterio de entrada un p-valor igual a 0.05 y como criterio de 
salida un p-valor igual a 0.10. Las variables seleccionadas son (por orden de selección) la calidad del producto, la 
flexibilidad de precios y la velocidad de entrega no siendo eliminada del conjunto de discriminación, ninguna de 
las variables seleccionadas. 










         Las tablas subsiguientes muestran los resultados obtenidos utilizando las variables seleccionadas. Se 

















 4.2 Inconvenientes de los procedimientos de selección de variables 
         Conviene destacar los siguientes (ver Huberty (1989) para más detalles). 
1)     No tienen por qué llegar a la solución óptima 






3)     El nivel de significación global es superior al establecido para entrar y sacar variables debido a la realización 
simultánea de varios test de hipótesis. 
 
 
4. PROCEDIMIENTOS DE CLASIFICACIÓN 
         Existen varios métodos de clasificación dependiendo del número de grupos a clasificar (dos o más grupos), 
de las hipótesis hechas acerca del comportamiento de las variables en cada grupo (normalidad conjunta, 
homocedasticidad) así como del criterio utilizado para llevar a cabo dicha clasificación. 
         Uno de los criterios más utilizados es el criterio Bayes que es el que expondremos, a continuación, 
distinguiendo entre el caso de dos y más de dos grupos, si la discriminación se lleva a cabo bajo hipótesis de 
normalidad o no normalidad y/o bajo hipótesis de homo y heterocedasticidad. 
4.1 Discriminación de dos poblaciones normales homocedásticas 
         Suponer que Y  Np( i, ) i=1,2 en cada uno de los grupos. 
         Sea y el valor de las variables de clasificación de una nueva observación cuya pertenencia a uno de los 
dos grupos se desconoce. 
El criterio Bayes utiliza el teorema de Bayes para determinar a qué grupo pertenece. 
         Para ello considera { i = P[Gi] i=1,2} las probabilidades a priori de que la observación considerada 
pertenezca a cada grupo. Se suelen tomar i = 0.5 i=1,2 si no se dispone de información previa 
o i =  i=1,2 si los tamaños muestrales de cada grupo reflejan la composición de la población analizada. 
         Aplicando el teorema de Bayes se tiene que: 
  ; i=1,2 
donde fi(y)  exp[-0.5(y- i)’ -1(y- i)]  i=1,2 son las funciones de densidad de Y en cada uno de los grupos. 
         La observación y se asignará al grupo G1 si: 






 (y- 1)’ -1(y- 1) < (y- 2)’ -1(y- 2) - log  




1)      Si 1 = 2 el criterio Bayes asignará la observación y al grupo cuya media, i, esté a menor distancia de 
Mahalanobis la cual viene dada por d(y, i) = (y- i)’ -1(y- i). Esta distancia también se utiliza para 
examinar la existencia de atípicos. Para ello se utiliza el hecho de que, bajo hipótesis de normalidad, Dobs=
  donde d = (d1,...,dk)' son las puntuaciones en las k funciones 
discriminantes de cada individuo y SD es su matriz de varianzas y covarianzas. Para evaluar si un punto es 
sospechoso de ser atípico se calcula el p-valor dado por: 
 
2)      El criterio Bayes utiliza como función de clasificación, la función lineal dada por y’ -1( 2- 1) y establece 
como punto de corte entre los dos grupos 0.5( 1+ 2)’ -1( 2- 1) - log  
3)      Geométricamente, el espacio p-dimensional de los objetos queda dividido en dos regiones separadas por 
el hiperplano y’ -1( 2- 1) = 0.5( 1+ 2)’ -1( 2- 1) - log  
4)      Si existe un coste asociado diferente a la asignación incorrecta a cada uno de los grupos, de forma que la 
matriz de pérdidas viene dada por: 
Asignado\Verdadero G1 G2 
G1 0 c12 







se calculan las pérdidas esperadas medias a posteriori: 
L(Asignar a G1/y) = c12P[G2| y] 
L(Asignar a G2/y) = c21P[G1| y] 
y se asigna la observación y al grupo G1 si: 
L(Asignar a G1/y) < L(Asignar a G2/y)  
 y’ -1( 2- 1) < 0.5( 1+ 2)’ -1( 2- 1) - log   
 
4.2 Discriminación de dos poblaciones normales heterocedásticas 
Si Y  Np( i, i) i=1,2 en cada uno de los grupos con 1  2 entonces las funciones de densidad 
de Y vendrán dadas por: 
fi(y)  | i|-1/2exp[-0.5(y- i)’ i-1(y- i)]  i=1,2 
y se tendrá que: 
P[G1/y] > P[G2/y]  
 (y- 1)’ 1-1(y- 1) - (y- 2)’ 2-1(y- 2) < log   
         La función discriminante será, por lo tanto, la forma cuadrática (y- 1)’ 1-1(y- 1) - (y- 2)’ 2-1(y- 2) en 
lugar de ser una función lineal como en el caso anterior. Coviene hacer notar, sin embargo, que el criterio lineal 
especificado anteriormente es más robusto que el criterio cuadrático a la hipótesis de normalidad y es el que se 
suele utilizar habitualmente. 
 
 
4.3 Discriminación de q grupos 
         Los criterios vistos con dos grupos se generalizan a más de dos grupos de forma trivial. 
         Así, por ejemplo, suponer que Y  Np( i, ) i=1,…,q en cada uno de los grupos 
         Las funciones de densidad de Y vendrán dadas por: 
fi(y)  exp[-0.5(y- i)’ -1(y- i)]  i=1,…,q 






P[Gg/y] =  P[Gk/y]   
 y’ -1 g - 0.5 g -1 g + log g =   { y’ -1 k - 0.5 k -1 k+ log k} 
         Las funciones discriminantes son lineales y vienen dados por: 
y’ -1 g - 0.5 g -1 g + log g   g = 1,…,q 
  
 
Ejemplo 1 (continuación) 
                La siguiente tabla contiene los resultados obtenidos, para 10 clientes de la empresa, en el proceso de 
clasificación aplicando el criterio Bayes con probabilidades a priori iguales para cada grupo y bajo hipótesis 
de homocedasticidad y normalidad. SPSS 9.0 (como muchos otros programas) calcula las probabilidades a 
posteriori de cada grupo para cada caso, así como la distancia de Mahalanobis. Así, por ejemplo, para el caso 
1, perteneciente al grupo 1, el grupo pronosticado utilizando todos los casos del análisis es el grupo 1 debido a 
que P(G=1/D=d)=0.934 frente a P(G=2/D=d)=0.066. La distancia de Mahalanobis al centroide de este grupo 


































            La homocedasticidad es una hipótesis que se utiliza en algunas de las técnicas multivariantes (ANOVA, 
MANOVA, Análisis Discriminante) y se refiere a suponer la igualdad de las matrices de varianzas y 
covarianzas de las variables analizadas en diversos grupos. 
         El propósito de los test de homocedasticidad es contrastar la existencia de esta igualdad que, en muchas 
ocasiones, va ligada a una falta de normalidad de las variables analizadas. Para ello se suele utilizar el test M 
de Box. Este test toma como hipótesis nula la de homocedasticidad y como alternativa la de heterocedasticidad 
(desigualdad de matrices de varianzas y covarianzas), es decir: 
Ho: 1 = … = G   vs   H1: No todas g son iguales 
         El estadístico del test está construido a partir del estadístico: 










1)     La hipótesis de normalidad es necesaria para los test de significación de las funciones discriminantes. El efecto 
de la falta de normalidad sobre la regla de clasificación es menor. Si no hay normalidad se aconseja utilizar 
otros procedimientos como, por ejemplo, la regresión logística 
2)     La hipótesis de homocedasticidad afecta a la validez de los test de significación y de la regla de clasificación. 
La violación de esta hipótesis puede producir graves desajustes si hay diferencias grandes entre el tamaño de 
los grupos y si el número de variables es elevado 
Si hay normalidad conviene utilizar la regla de clasificación cuadrática especialmente si el tamaño muestral 
es grande 
3) Una posible solución a los problemas de la falta de normalidad y homocedasticidad es llevar a cabo 
transformaciones de las variables. 
Las transformaciones más utilizadas son las de Box-Cox que vienen dadas por (X+C)p con C, p ctes reales p 0 
y log(X+C) si p = 0. En general si la distribución es muy asimétrica hacia la derecha se pueden intentar 
transformaciones del tipo anterior con p < 1 (las más utilizadas son con p = 0.5 y la transformación logarítmica). 
Si lo es hacia la izquierda se aplica la transformación a - X. Si la distribución de los datos es muy leptocúrtica 
(curtosis muy grande) se suelen utilizar valores de p< 0 (el más utilizado es p = -1). Si es platicúrtica entonces 
conviene utilizar valores de p > 1. 
         Una forma empirica de determinar el valor de p más apropiado son los gráficos nivel-dispersión (Spread-
versus-level-plot). Dichos gráficos representan en abscisas un estimador robusto del logaritmo del nivel medio por 
grupos (en SPSS el logaritmo de la mediana) y en ordenadas un estimador robusto de la dispersión (en SPSS el 
logaritmo del rango intercuartílico) y estiman el coeficiente de regresión  mediante regresión lineal. A partir 








4.5 Discriminación no paramétrica 
         Si no hay normalidad conjunta existen varias opciones posibles: 
-         Transformar las variables para conseguir normalidad 
-         Llevar a cabo el análisis con los rangos 
-         Utilizar estimadores no paramétricos de fi(y) 
Si algunas de las variables clasificadoras no sean cuantitativas. En estos casos se suelen transformar a 
cuantitativas. La forma de llevar a cabo este  paso depende del tipo de variable 
-         Las variables binarias se transforman a 0-1 
-         Las variables ordinales se transforman en rangos 
Las variables nominales utilizan transformaciones basadas en sus distribuciones de frecuencias como, por ejemplo, 
la de Lancaster-Fisher descrito, por ejemplo, en Huberty (1994), Capítulo 10. 
 
 
5.- EVALUACIÓN DEL PROCEDIMIENTO DE CLASIFICACIÓN 
         Se evaluan tres aspectos del mismo: su eficiencia, su significación estadística y su significación práctica 
 
5.1 Evaluación de la eficiencia   
Para evaluar su eficiencia se construye la tabla de confusión que es una tabla de frecuencias cruzadas 
que refleja los resultados de aplicar dicho procedimiento a los casos observados.  Así, en el caso de la 
discriminación de dos grupos dicha tabla sería de la forma:                          
    Grupo Predicho 
    1 2 
Grupo 1 n11 n12 
Real 2 n21 n22 
  
donde nij es el número de casos pertenecientes al grupo i y para los cuales el mecanismo de clasificación ha 







         El proceso de evaluación se puede llevar a cabo de varias formas. 3 de las más utilizadas son las siguientes: 
-         Con los casos utilizados en el análisis 
-         Dividiendo la muestra en dos partes: una para estimar las funciones discriminantes y otra para evaluarla 
-         Utilizando, para cada caso, las funciones discriminantes estimadas mediante el resto de los casos 
El primer procedimiento no es muy aconsejable puesto que tiende a sobrevalorar el proceso de 
clasificación. Suele funcionar bien si ming ng > 5p.  El segundo  procedimiento es aconsejable si n es 
suficientemente grande y funciona bien si ming ng > 3p tomando en torno a un 35% de la muestra para validar. 
En el resto de los casos se aconseja el tercer procedimiento. Otros procedimientos para evaluar el mecanismo 
de predicción pueden verse en Huberty (1994) capítulo 6. 
 
5.2 Significación estadística 
         Se evalúa comparando los resultados obtenidos con los que se obtendrían aplicando un mecanismo 
aleatorio. Los dos mecanismos más utilizados son el criterio de aleatoriedad proporcional, que clasifica de 
acuerdo a la distribución  y el de máxima aleatoriedad que clasifica todas las 
observaciones asignándolas al grupo de mayor tamaño. 
         Para comparar los resultados se utilizan estadísticos con distribución aproximadamente normal bajo la 
hipótesis de que no existen diferencias. Así, en el caso de que el criterio utilizado sea el del menanismo 
aleatorio. 
Zg =   
para evaluar los resultados en cada grupo y 
Z =   







 og = ngg número de clasificaciones correctas en el grupo g 
eg =  el número esperado de dichas clasificaciones 
o =  número de clasificaciones correctas 
e = el número de clasificaciones correctas esperadas 
 
 
5.3 Significación práctica 
         Aún cuando un procedimiento sea significativamente mejor que un mecanismo aleatorio desde un punto 
estadístico, no tiene por qué ser mucho mejor desde un punto de vista práctico. Debido a esto es necesario 
medir el grado de mejoría de la regla        propuesta con respecto a la clasificación debida al azar. 
Para ello se utiliza el índice I cuya expresión viene dada por: 
I = x 100 si se evalúa al proceso globalmente 
Ig = x 100 si se evalúa al proceso en el grupo g 
Este índice mide el procentaje de reducción en el error que resultaría si se utilizara la regla propuesta 












Ejemplo 1 (continuación) 
La tabla subsiguiente muestra la tabla de confusión obtenida utilizando todos los casos del análisis y 
el procedimiento de validación cruzada. Se observa, en particular, que el procedimiento de clasificación ha 
funcionado correctamente en un 89% = de los casos originales y un 87%=
 si el procedimiento seguido en la evaluación de la eficiencia, ha sido el de validación 
cruzada. 
 
En la siguiente tabla se evalúa la significación estadística y la significación práctica de los resultados 
obtenidos comparando el procedimiento de clasificación con el mecanismo aleatorio proporcional. 
 
Grupo eg Zg p-valor Ig 
Pequeñas 36 3.69 0.00 41.67 
Grandes 16 6.78 0.00 12.50 
Global 52 7.01 0.00 27.08 
Así, por ejemplo, e1 = = 36 es el número esperado de éxitos obtenidos en el grupo de 






valor es P[Z 3.69]=0.00. La significación práctica será igual a I1 =  = 41.67 por lo que 
nuestro mecanismo mejora al azar en un 41.67% en las empresas pequeñas. Se observa que todos los resultados 




         El Análisis Discriminante es una técnica estadística multivariante con una finalidad doble: 
1)     Un fin descriptivo consistente en analizar si existen diferencias entre una serie de grupos en los 
que se divide una población, con respecto a un conjunto de variables y, en caso afirmativo, 
averiguar a qué se deben 
2)     Un fin predictivo consistente en proporcionar procedimientos sistemáticos de clasificación de 
nuevas observaciones de origen desconocido en algunos de los grupos considerados. 
Para llevar a cabo un análisis de este tipo se deben los siguientes pasos: 
1)     Plantear el problema a resolver 
2)     Analizar si existen diferencias significativas entre los grupos 
3)     Establecer el número y composición de las dimensiones de discriminación entre los grupos 
analizados 
4)     Evaluar los resultados obtenidos desde un punto de vista predictivo analizando la significación 
estadística y práctica del procedo de discriminación 
Conviene hacer notar, finalmente, que el Análisis Discriminante no es la única técnica estadística 
implicada en el proceso de clasificación de observaciones en grupos previamente fijados por el analista. Otra 
alternativa interesante viene dada por los modelos de regresión con variable dependiente cualitativa (de los que 
el Análisis Discriminante podría considerarse un caso particular) como son, por ejemplo, los modelos de 











     El rendimiento académico constituye un punto fundamental en la enseñanza universitaria 
las cuales están estrechamente ligadas a factores, entre otros como el deseo de aprender, el 
sistema de exigencias por parte de la institución, las habilidades y capacidades desarrollados 
en los procesos previos al ingreso a la universidad, la buena formación en las asignaturas 
básicas, la capacidad crítica y de análisis, etc. 
      
A partir de las variables Puntaje Total Icfes, Icfes Matemáticas e Icfes Lectura Crítica se 
construyó la función discriminante cuya variable que más contribuye a discriminar es la 
prueba Icfes Matemáticas. 
      
Con este análisis se logró un porcentaje de éxito en la clasificación del 79.7% para los datos 
correspondientes a Matemáticas I y del 68% de los datos correspondientes a Matemáticas I 
Articulación Primera Asignatura. Con unos coeficiente de determinación que indican que el 
8,3% del rendimiento en Matemáticas I es debido a la prueba Icfes área de Matemáticas, y 
el coeficiente de determinación del 10,24 % del rendimiento en Matemáticas I Articulación 
Primer Asignatura es debido a la prueba Icfes en el área de matemáticas. 






El coeficiente de determinación para los grupos de Matematizases I y Matemáticas I 
Articulación Primera Asignatura  es del 2% con respecto a la prueba de Lectura Crítica. 
A la luz de este estudio se hace la recomendación de revisar las políticas existentes de 
admisión de los estudiantes a las carreras de Ingeniería y Tecnología en la Universidad 
Tecnológica de Pereira en pro del mejoramiento de la calidad y reducción de los índices de 
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