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ABSTRACT 
 
In Acoustic Emissions (AE), Hsu-Nielsen Pencil-Lead Breaks (PLB) are used to generate sound 
waves enabling the characterization of acoustic wave speed in complex structures. The broadband 
signal of a PLB represents a repeatable emission, which can be applied at different regions of the 
structure, and therefore can be used to calibrate the localization algorithms of the AE system. In 
recent years, the use of Finite Element Method (FEM) has flourished for modelling acoustic Lamb 
wave propagation, which is present in thin plate-like structures. The primary challenge faced by 
the AE community is the lack of a well-known mathematical function of a PLB signal that can be 
applied in numerical simulations. This study makes use of a Time Reversal (TR) approach to 
identify the emission source of the PLB on a 7075-T651 aluminum plate. An ABAQUS CAETM 
model with piezoelectric actuators and sensors was developed. In order to avoid edge reflections, 
absorbing boundaries based on the Stiffness Reduction Method (SRM) were considered. The 
captured PLB signals were used as input to the FEM and was time-reversed. Furthermore, a band-
limited white noise signal was used to calibrate the contribution of the broadband frequencies 
found in the transmitted wave packet. Preliminary results indicate that the TR approach can be 
used to understand the shape and function of the original transmitted signal. 
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ABBREVIATIONS 
 
AE – Acoustic Emission 
NRB – Non-Reflective Boundaries  
PLB – Pencil Lead Break 
RMSS – Status variable corresponding to the root-mean square value of the noise 
SHM – Structural Health Monitoring 
STR - Signal-to-Threshold Ratio 
TNR – Threshold-to-Noise Ratio 
TOA – Time of Arrival 
LUCY – Localization Uncertainty algorithm 
ALID – Absorbing Layers using Increasing Damping 
SRM – Stiffness Reduction Method 
BLWN – Band-Limited White Noise 
GLW – Guided Lamb Waves 
NDE – Non-Destructive Evaluation 
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FREQUENTLY USED SYMBOLS 
 
𝐴0 – Antisymmetric Lamb wave mode 
𝑆0 – Symmetric Lamb wave mode 
𝑐𝑔 – Group velocity 
𝑐𝑝 – P-Wave velocity (longitudinal) 
𝑐𝑝ℎ – Phase velocity  
𝑐𝑠 – S-Wave velocity (shear) 
λ – Wavelength  
𝐸 – Young’s Modulus 
𝑑 – Plate thickness 
𝜌 – Density 
α – Proportional mass damping coefficient 
β – Proportional stiffness damping coefficient  
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CHAPTER 1 
1 INTRODUCTION 
1.1 THESIS OBJECTIVES AND RESEARCH QUESTIONS 
A primary challenge in Acoustic Emission (AE), is its inability to inform the user the size of the 
damage. AE at present time is only able to provide the location of an emission captured by a series 
(minimum of 2) of sensors. However, the characteristic features generated by the acoustic wave 
do not provide any information about the damage size or type. In this thesis it is hypothesized that 
each emission contains a unique set of features, like a fingerprint, which reflect the type and size 
of damage being generated. As such, the main objective of this thesis is to determine the 
characteristic features produced by an original emission. Due to the complexity of the problem in 
question, a series of Hanning Windows with well characterized propagation behavior will be used 
in the development of a Finite Element Model. Further work will lead to the utilization of a Pencil 
Lead Break (PLB) signal to mimic the random behavior of a metal fatigue crack propagation. In 
order to achieve this goal, a computational and experimental techniques based on Time Reversal 
will be used. The final aim is to develop a methodology that would allow AE users to obtain a 
representative PLB signal (broadband) to be implemented in complex structures.  
As such, the scientific question being addressed in this M.Sc. thesis is: 
Is it possible to make use of Time Reversal in order to determine the original emission emanating 
from a Pencil Lead Break, a Broadband signal? 
1.2 RESEARCH APPROACH 
The main objective of this thesis is to answer the previously stated scientific question. As many 
research studies, the first step consisted in a deep literature review, concerning SHM in general 
and more specifically, GLW propagation. Referring to Figure 1, two main paths were followed 
simultaneously: the green one, representing the experimental setup, and the blue one related to the 
numerical modeling.  
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Figure 1 – Research approach 
 
The experimental and computational activities in this study were strictly interconnected. For 
example, the first experimental data gave important insights and suggestions for the development 
of the numerical model. Then, the numerical model results highlighted important phenomena as 
wave reflections that were not considered in the first experimental setup. The interaction between 
the two approaches led to a successful model of wave attenuation, an ongoing challenge faced by 
the AE community. The development of a localization algorithm, crucial for many SHM 
applications, led to a more accurate assessment of the speed of the Lamb waves in the considered 
structure. Once the speed of the waves computation was refined, it automatically improved the 
performance of the localization algorithm and vice-versa. Those experimental achievements, 
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together with the development of absorbing boundaries, gave the possibility to build a reduced size 
model, in order to lessen the computational cost. Finally, a system transfer function was derived 
numerically and was used to apply, with a new methodology, the TR method. The previously 
mentioned localization algorithm, even if not directly used in this research step, can generalize this 
application for unknown source locations. 
1.3 THESIS STRUCTURE 
This thesis is subdivided in seven chapters and it is suggested to read them in the order they are 
presented.  
In Chapter 1 the motivations of this study are presented together with the scientific question to be 
answered. Chapter 2 provides to the reader a background on Structural Heath Monitoring and a 
literature review with the main concepts regarding Guided Lamb Waves (GLW). If the reader is 
confident with the topics of SHM and GLW, it is also possible to skip this Chapter 2. The 
discussion continues in Chapter 3 where the experimental methodology is presented. Chapter 4 
describes the development of a numerical model for the simulation of GLW. Chapter 5 starts with 
a short description of Time Reversal (TR) method. Followed by the description of a new 
methodology for the reconstruction of the broadband signals. In Chapter 6, the reconstruction of 
the Pencil Lead Break (PLB) signal is carried out exploiting the previously derived methodology. 
Chapter 7 discusses the obtained results leading to a series of interesting conclusions. Finally, 
potentially future research activity is also presented. 
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CHAPTER 2 
2 LITERATURE REVIEW 
2.1 STRUCTURAL HEALTH MONITORING 
In recent years, technology is making great strides in many engineering applications leading to 
increasingly complex structures. The aerospace industry, driven by an increasing demand for 
mobility, is trying to manufacture increasingly lighter and safer structures to reduce fuel 
consumption (minimizing the costs) and keeping sufficiently high safety levels. Structural Health 
Monitoring (SHM) finds its natural place in this contest, where the capability to detect a damage 
as soon as possible is a crucial point. It seems worthwhile at this point to give a rigorous definition 
for SHM as:  
 
“The process of implementing a damage identification strategy for aerospace, civil and 
mechanical engineering infrastructure is referred to as structural health monitoring (SHM)” [1]. 
 
A common SHM system develops in four main stages [2]: 
I. Operational evaluation; 
II. Data acquisition (or Sensing); 
III. Feature extraction; 
IV. Diagnosis and Prognosis. 
In the first step, engineers have to determine what is worth to monitor and which is the best 
approach to achieve that result. 
Data acquisition depends of course on the used technique. Depending on the case, the data 
acquisition system collects from the structure information of different nature (acceleration, 
velocity, displacement, vibration, and so on) and organize those data for the next step. 
The third stage is feature extraction. Here, there is a multitude of different techniques, all with the 
same objective to extract damage related feature from the previously collected data. It is common 
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to start removing noise from the acquired signals before to apply whatever method (Fourier 
transform, Wavelet transform, etc.). 
Finally, in the last phase engineers have to perform the diagnosis and the prognosis of the 
monitored structure, in order to assess the residual operational life. In the last decades, the aid of 
artificial intelligence techniques like Artificial neural networks, Support Vector Machine and 
many other similar methodologies, enhanced the capability to produce efficiently the right 
diagnosis and prognosis. 
The main purpose of SHM is to evaluate continuously over time the state of a structure until the 
end of its operational life [3]. As previously stated, the full history database of the structure can be 
examined making it possible to provide, not only a diagnosis, but also a prognosis. Therefore, the 
time-dimension of monitoring allows to predict the damage evolution that is strictly connected 
with the residual useful life of the structure [4]. 
2.1.1 Historical background and motivations for SHM development 
The evolution of design principles in the aerospace industry began in the early 1930s with the safe-
life philosophy. Safety was guaranteed by replacing the aircraft components at the end of their 
design life. This approach assumes that there is not any crack growth due to a fatigue process 
during the operational life of the component. Over the years, the introduction of stronger alloys 
with poor fatigue properties combined with longer design lives, led to the two famous Comets 
accidents in 1954. The investigation of these crashes highlighted the limits of the safe-life approach 
and the need for new design principles. 
Therefore, the fail-safe philosophy was introduced by aeronautical engineers in an attempt of 
replacing the concept of “safety by retirement” linked to the safe-life approach with the concept of 
“safety by design”. With this new approach particular emphasis was posed in creating multiple 
load paths such that the failure of a main structural component does not compromise the flight 
safety. Service experience had shown that multiple site damage can occur, especially in aging 
aircrafts, making the use of a fail-safe philosophy inappropriate. 
The damage-tolerance philosophy was adopted for the first time in 1978 [5] in response to the 
poor reliability of the fail-safe design principles evidenced by the Lusaka and the USAF F-111 
accidents in the 1970’s. Here, the fundamental principle is “safety by inspection” and can be 
considered a combination of the two previous approaches. The structure has to survive loads which 
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can generate fatigue crack growth up to the next scheduled inspection where potential damage is 
detected. 
SHM aims to move a step forward, starting from the damage-tolerance approach. Behind the use 
of SHM there are remarkable safety and economic motivations. As an example, in the United 
States, the investments associated with the maintenance of plant facilities and equipment are 
estimated to be more than $200 billion each year. Regarding the aerospace industry, about a quarter 
of a commercial fleet’s operating cost is related to repairs and maintenance [6]. It is clear and 
without any doubt that reducing the maintenance costs is an ongoing challenge of our time. SHM 
does not want to replace the damage-tolerance approach but simply to modify it, moving from the 
actual time-based maintenance to a condition-based maintenance [3]. The knowledge of the 
integrity of an aerospace or whatever structure in real time opens the possibility for engineers and 
manufacturers to exploit better the materials, reducing safety factors and at the same time 
increasing safety if a damage is detected before the scheduled inspection. Moreover, a reliable 
SHM system reduces the probability of a human error during the inspection phase leading to major 
safety. 
2.1.2 SHM techniques 
There are many different techniques within SHM. Many of them are similar to Non-Destructive 
Evaluation (NDE) methods, with the difference that the monitoring system in SHM is embedded 
within the structure or performed in-situ while in NDE this is not the case. The first important 
remark is that SHM techniques can be divided in two families: passive and active methods [4]. 
In the passive approach, the monitoring of the structure takes place by “listening” a change in a 
sensor signal induced by the damage being generated. 
Acoustic Emissions (AE) is one of the most famous passive techniques. A mechanical failure in 
the material, or other kind of damage mechanisms, release energy in the structure under the form 
of elastic waves. Those waveforms are damage related and once recorded (for instance using 
piezoelectric transducers) can be used to provide relevant insights about the failure mechanism 
affecting the structure [7].   
Another example of passive sensing type is a conductive paint technique. The main idea of this 
method is to print the sensor close to the expected damage location. Two layers of insulating and 
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conductive paint connected to a battery, are placed on the structure surface. Once the crack passes 
through those layers the circuit breaks leading to the information that a damage has occurred [8]. 
P. Cawley and R. D. Adams showed in [9] that the state of damage associated with a structure can 
be associated by the changing of physical parameters like a decrease in stiffness and a decrease in 
damping. Consequently, by analyzing the natural frequency changes of the structure under 
operational conditions is possible to assess the damage progression. 
Moreover, it is possible to find a large use of fiber optics and strain gauges in the SHM community 
used as passive methods. 
On the other hand, active approaches make use of both sensors and actuators. Hence, the structure 
is excited by the action of the actuators and its response is detected by the sensors. As such, a 
baseline of data representing the free-damage case is produced and then compared with the system 
response in presence of damage by means of a piezoelectric sensors network. A common SHM 
active technique is based on Guided Lamb waves (GLW). GLW are interesting from many points 
of views. They are elastic waves capable to travel for relatively long distances without losing a 
significant amount of amplitude, providing the user the possibility to monitor a wide area of the 
structure [10]. Moreover, they can be used both in active and passive SHM methodologies 
depending on the function that has been attributed to the piezoelectric sensors (actuators and 
sensors in the first case or just sensors in the latter).  
In this study, the Time Reversal (TR) method will be discussed. This technique can be considered 
in between active and passive methodologies. Indeed, as typical of active methodologies, it uses 
piezoelectric sensors to generate input signals in the structure of interest, under the form of GLW. 
The waveforms are recorded, time reversed and sent back to the emitter, now behaving as an 
actuator. Then, the energy contained in the elastic waves refocus in the original source location. 
The TR method aims to compare the initial emitted signal with the reconstructed one trying to 
determine if any damage is present. Of course, in the case damage is present, the reconstructed 
signal will not match the sent one. Therefore, it can be considered also a passive method because, 
as Acoustic Emissions, it tries to create a free-damage baseline methodology. Moreover, TR can 
also be used to investigate the nature of unknown signals. For instance, in this thesis it is used to 
determine the characteristic emission generated by a PLB experiment. 
Furthermore, the TR technique, being within the family of AE techniques, potentially allows to 
determine the damage location a posteriori as the waveforms refocus in the potential damage 
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location. Therefore, the knowledge of the damage position a priori, useful for many methods to 
place the sensors in the right place, here is not needed since can be derived applying the TR method 
itself.  
The discussion continues giving to the reader a mathematical background about Lamb waves and 
more in general about elastic wave propagation in solid materials. 
2.2 LAMB WAVES 
This section aims to provide a basic background about Lamb waves propagation, hoping to lead 
to a clear understanding of the following chapters. 
Sound waves in solids are, from a conceptual point of view, analogous to the well-known sound 
waves propagating in the atmosphere. Without going through the equations, it is possible to say 
that in both cases the problem is characterized by longitudinal waves propagating with a certain 
speed. The main difference is that solid materials can withstand shear forces, resulting in a second 
possible type of propagating waves, commonly called transverse waves. K. Worden in [11] 
summarizes three important properties of elastic waves propagating in an unbounded solid 
medium, also known as bulk waves: 
i. The longitudinal and transverse waves do not interact with each other; 
ii. They are non-dispersive, meaning that the propagation velocity is independent of the 
frequency; 
iii. The geometry does not influence the propagation velocity that depends exclusively from 
the material properties. 
The problem of elastic waves travelling in a solid material becomes more complex once a bounded 
medium is considered. A variety of different wave types can be generated depending on the 
considered geometry. In the case when only one side is bounded, elastic waves are referred to as 
Rayleigh waves, while if both sides are bounded (i.e. wave propagating in a plate, or a shell) elastic 
waves are referred to as Lamb waves.  
Lamb waves take their name from Horace Lamb which was the first to discover those kinds of 
waves in 1917 in his famous work “On Waves in an Elastic Plate” [12]. They are also found in the 
literature under the name of guided waves in contrast with the aforementioned bulk waves. Those 
two waves families share the same set of partial differential equations despite of their important 
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differences. What makes the difference are the boundary conditions applied to the mathematical 
problem when dealing with guided waves. The necessity to satisfy those boundary conditions 
raises the difficulty of the problem, leading to extremely complex analytical solutions [13].  
The derivation of the Lamb waves equations is out from the purposes of this thesis but can be 
found from the interested reader in reference [13]. Here, will be stated the governing equations 
associated with the propagation of guided waves in a plate which thickness is equal to 2h, as 
depicted in Figure 2. 
 
Figure 2 – Coordinate system related to Lamb waves propagating in a plate 
 
It is possible to show that there are two kinds of solutions describing the propagation of Lamb 
waves: one in which the in-plane displacement is an even function and another where the in-plane 
displacement is an odd function. Those solutions are associated with the so-called symmetric and 
antisymmetric modes respectively [11]. Applying the boundary conditions (i.e. null value of the 
stress when 𝑦 = ℎ or 𝑦 = −ℎ), it is possible to obtain the dispersion relations: 
 
tan(𝑞ℎ)
tan(𝑝ℎ)
= −
4𝑘2𝑝𝑞
(𝑞2 − 𝑘2)2
 (2.1) 
for the symmetric solution, and,  
 
tan(𝑝ℎ)
tan(𝑞ℎ)
= −
4𝑘2𝑝𝑞
(𝑞2 − 𝑘2)2
 (2.2) 
for the antisymmetric one, where, 
 𝑝 = −
𝜔
√(𝑐𝐿2 − 𝑐2)
;          𝑞 = −
𝜔
√(𝑐𝑇2 − 𝑐2)
 (2.3) 
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As stated previously, h is half of the plate thickness. On the other hand, the wavenumber is denoted 
by k, the angular frequency with 𝜔, while cL and cT represents the longitudinal and transverse wave 
velocities respectively for unbounded conditions [14]. Equations (2.1) and (2.2) show the link 
between the angular frequency and the associated possible velocities c related to the symmetric 
and the antisymmetric modes. More precisely, the velocity is linked to the so-called frequency-
thickness product 𝜔h. Therefore, those relationships have a physical meaning: Lamb waves, 
contrary to bulk waves, are strongly dispersive. Not surprisingly equations (2.1) and (2.2) are also 
referred as dispersion relations. Those equations can be solved only numerically and are 
transcendental, meaning that they can lead to many different real solutions which generate 
correspondingly different symmetric and antisymmetric modes. Plotting the dispersion relations, 
it is possible to obtain a graph like the one presented in Figure 3: 
 
Figure 3 – Example of dispersion curves graph with phase velocities and frequency-thickness product [15] 
The same kind of graph can be obtained plotting the group velocities of the different modes 
instead of the phase velocities. The group velocity cg can be derived directly from the phase 
velocity cp by simply exploiting the relation: 
 𝑐𝑔 =
𝜕𝜔
𝜕𝑘
 (2.4) 
 
Indeed, the phase velocity cp is linked to the wavenumber k and the angular frequency 𝜔 by the 
relation:  
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 𝑐𝑝 =
𝜔
𝑘
 (2.5) 
 
Thus, the corresponding dispersion plot is given by Figure 4: 
 
Figure 4 – Example of dispersion curves graph with group velocities and frequency-thickness product [15] 
Often, the group velocity is taken as a reference because is what researchers are able to measure 
with piezoelectric sensors during experimental testing. 
One may notice from the observation of Figure 3 and Figure 4 that below a certain value of the 
frequency-thickness product, only one symmetric and one antisymmetric mode are present. For 
this reason, particular interest is posed in the so-called fundamental modes, denoted commonly 
with S0 and A0, for the symmetric and antisymmetric modes respectively.  
A schematic of these modes is represented in Figure 5. 
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Figure 5 – Representation of the Antisymmetric (a) and Symmetric (b) Lamb waves modes  
 
Figure 6 shows a preview of a numerical simulation carried out during the development of the 
numerical model (that will be discussed in Chapter 4), with a central frequency of the wave packets 
being equal to 50 kHz. The snapshot highlights the fundamental antisymmetric and symmetric 
modes, A0 and S0 respectively. Naturally, the displacements are exaggerated such that the two 
modes can be observed. In particular, the S0 mode has typically a smaller amplitude with respect 
to the A0 mode at 50 kHz, and this result is also confirmed by the authors in [16]. 
 
 
Figure 6 – Numerical results showing the Antisymmetric (a) and Symmetric (b) Lamb waves modes 
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CHAPTER 3 
3 EXPERIMENTAL METHODOLOGY 
In this chapter the methodology and performed experiments will be described. The obtained results 
will be used to develop and validate a numerical model, required for the application of the Time 
Reversal method, addressed in Chapter 5. 
3.1 EXPERIMENTAL SETUP  
The experiments were carried out at the Holistic Structural Integrity Process Laboratory at 
Clarkson University, NY, USA. The AE signals were analyzed by means of an AMSY-6 system, 
developed by Vallen Systeme GmbHTM. 
3.1.1 Hardware description 
The AMSY-6 is an AE measurement system capable of processing information coming from 
several channels simultaneously. The measurement chain, representative of an AE channel, starts 
with a piezoelectric sensor that records an elastic wave at the surface of the monitored structure. 
The signal is transmitted through a preamplifier, which is connected to the ASIP-2 (double channel 
Acoustic Signal Processor). Finally, a USB connection transfers to the computer the AE features 
extracted by the ASIP-2. Moreover, the Vallen Systeme company provides several software to 
export the results in various formats and to further process the collected data. 
Further specifications about the different AMSY-6 components are described in the following 
paragraphs. 
3.1.1.1 Sensors and Preamplifiers 
Figure 7 shows the first two elements of the AMSY-6 measurement chain. The VS900-M, 
represented in Figure 7 (a), is a piezoelectric sensor characterized by a broadband frequency 
response. It has a stainless-steel case and its weight is about 22 g. Since it does not support an 
integrated preamplifier, it is connected the AEP5H, shown in Figure 7 (b), in order to amplify the 
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signal. The AEP5H is a wide-band preamplifier with a gain that can be set to 34 dB or 40 dB by 
means of a switch located inside the preamplifier itself. 
 
Figure 7 – Piezoelectric sensor VS900-M, (a), and Preamplifier AEP5H, (b). 
3.1.1.2 AE Signal Processor 
Figure 8 shows the front view of the ASIP-2 together with the control panel, the parametric input 
channels. The MB6 chassis holds all the previously mentioned elements together, resulting in a 
compact configuration. 
 
Figure 8 – Front view of the MB6 chassis containing the panel elements 
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3.1.2 Specimen and first sensor layout 
A 7075-T651 aluminum plate, measuring 304.8 mm by 609.6 mm by 1.6 mm, was used in this 
study. According to the data sheet, the specimen density, ρ, and Young’s Modulus, E, were 2810 
kg/m3 and 71.7 GPa respectively. 
The material choice is justified by the fact that aluminum alloys are commonly used in aerospace 
structures. Moreover, it is an isotropic material, leading to circular propagating Lamb waves at the 
surface of the plate. In the literature, it is common to find Acoustic Emissions studies applied to 
anisotropic materials such as composites, but this increases the complexity of the problem. The 
changing of material properties with the direction leads to wave patterns of different shapes, that 
are difficult to model or to implement for a localization algorithm [17]. This thesis, which can be 
considered as the first part of a wider research project, tries to avoid unnecessary increments in 
complexity, without losing of generality.  
Different sensor layouts will be used to accomplish different tasks. Table 1 gives the coordinates 
of the various piezoelectric transducers for this first part of the project. The sensor names were 
chosen arbitrarily, while the channels are numbered accordingly to their relative connection with 
the ASIP-2 board. 
The corresponding layout configuration is represented in Figure 9, which shows also the origin of 
the used reference system. 
 
Table 1 – Sensors coordinates for this initial experimental layout 
General Coordinates [mm] Coordinates [in.] 
Sensor Channel X Y X Y 
1 1 152.4 304.8 6 12 
2 2 76.2 457.2 3 18 
3 3 228.6 406.4 9 16 
4 4 228.6 152.4 9 6 
5 5 76.2 203.2 3 8 
6 8 152.4 549.7 6 21.6 
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Figure 9 – First sensor configuration 
 
3.2 NOISE TEST 
Data acquisition is a crucial point to obtain accurate results. In particular, the selection of the proper 
threshold value allows the software to select the right time of arrival related to the AE. For this 
purpose, the noise level affecting the piezoelectric sensors has to be considered. A standard 
procedure to conduct a noise test is to set the detection threshold to a relatively low value and 
acquire data for a period of at least 5 minutes. Following this guideline, several noise tests have 
been performed with a threshold of 28.3 dB for each channel. The maximum peak amplitude 
recorded in the experiments was used as a reference in order to determine the proper threshold 
value as it is described by the following equation:  
 
 𝑇ℎ = 𝑁𝑚𝑎𝑥 + 𝑋 (3.1) 
 
Where 𝑇ℎ is the detection threshold, 𝑁𝑚𝑎𝑥 is the measured peak amplitude and 𝑋 is a user defined 
parameter whose value has to be equal or greater than 6 dB.   
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Figure 10 – Hits recorded in each channel over 10 minutes 
The recorded hits in Figure 10 show a measured peak amplitude 𝑁𝑚𝑎𝑥 slightly higher than 30 dB. 
Therefore, taking as a reference 𝑁𝑚𝑎𝑥 and giving to 𝑋 a value of 6 dB, Equation (3.1) provides a 
threshold value equal to 36 dB. 
Another way to determine the detection threshold is to use as reference the root-mean square value 
of the noise in each channel (RMS-status). The RMS-status variable (or RMSS) represents the 
energy associated with the noise level and is computed by the Vallen software in [𝜇𝑉]. Data are 
stored in evenly spaced time intervals of 1 second, independently from the threshold crossing. The 
recorded data were imported in Matlab™ and plotted in dB using the following equation: 
 
 𝑅𝑀𝑆𝑆𝑑𝐵 = 20𝑙𝑜𝑔
𝑅𝑀𝑆𝑆𝜇𝑉
1𝜇𝑉
 (3.2) 
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Usually a minimum value of 20 dB above the steady RMSS value is recommended in order to 
avoid undesired threshold triggers [18]. In Figure 11 the RMS-status variable (RMSS) over 10 
minutes of recording is shown: 
 
Figure 11 – Noise root-mean square value in each channel over 10 minutes 
Adding 20 dB to the RMSS steady value, that can be considered around 16 dB (Figure 11), leads 
to a threshold value of 36 dB. It is interesting to note that the same result is obtained independently 
from the method applied, suggesting the reliability of the data. Therefore, 36 dB was taken as an 
initial threshold setting. After several experiments, with a trial and error approach, it was decided 
to increase this value up to 38.1 dB in order to avoid any possible undesired hit. A further increase 
of the value would lead to poor sensitivity of the sensors therefore affecting the quality of the data 
acquisition process.  
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3.3 PENCIL LEAD BREAK 
A localization algorithm is based on the detection of multiple AE events by several piezoelectric 
transducers. From the knowledge of the recorded time of arrivals (TOA) and the wave speed, the 
AE source can be successfully identified using a triangulation technique. Nevertheless, even if the 
algorithm scheme is relatively simple, determining painstakingly those two parameters is an 
ongoing challenge for many researches. Therefore, there is the need for calibrating the system 
through experiments using a reproducible AE source. In 1981, Hsu and Nielsen introduced the so-
called Pencil-Lead break technique in an attempt to reproduce a real AE source.  
The lead of a mechanical pencil, (usually 2H hardness) is pushed against the structure at a defined 
angle between 20 and 60 degrees. The lead diameter is 0.3 mm but also 0.5 mm leads are accepted 
if there is the need for a higher amplitude signal. In order to be consistent, it is recommended to 
use always the same angle, lead diameter and length (typically between 2 and 3 mm) [19].  
 
 
Figure 12 – Pencil Lead Break schematic [19], (a), and during an experiment, (b). 
The elastic potential energy is released when the pencil lead breaks generating an AE. Since this 
experiment can be easily replicated in all common laboratory environments, PLB is a standard tool 
in many AE studies in order obtain a representative wave speed on that specific structure. 
Researchers have been using PLB experiments to characterize the behaviour of AE signals along 
structures. The frequency and intensity of the different Lamb wave modes, the determination of 
20 
 
group velocities, the signal attenuation, the sensor tuning, and the assessment of the source location 
performance can be performed by means of a PLB test [20].  
3.3.1 Spectrum characterization 
A preliminary study about the PLB signal was carried out in order to assess its main characteristics. 
The Hsu-Nielsen source represents a repeatable acoustic emission, nevertheless each experiment 
is unique and slightly different from another one due to the many variables that can potentially 
affect the generated signal. For practical reasons, is almost impossible to perform experiments 
applying every time exactly the same pressure on the aluminum plate. Moreover, even using the 
same pressure the pencil lead could brake sooner or later due to internal defects which cannot be 
controlled. Applying precisely the same contact angle in each test is another challenging task of a 
PLB experiment.  
Bearing in mind the aforementioned considerations, it was decided to perform the same experiment 
three times using a 2H 0.3 mm diameter lead1 with a contact angle of 45 degrees. The locations of 
the PLB test and the chosen piezoelectric sensor are represented in Figure 13 by the red dot on the 
left-hand side and the red circle on the right-hand side respectively: 
 
Figure 13 – Experimental layout for spectrum characterization and speed of sound testing 
                                               
1 The choice of using a 0.3 lead is due to the fact that the considered geometry is relatively small and 
a 0.5 lead would lead to a higher amplitude signal reaching the sensor saturation limit of 100 mV. 
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The relative distance between the acoustic emission source and the transducer (Channel 8) is 450 
mm. The results of the three experiments are plotted in Figure 14. The signal is recorded starting 
from a user defined number of samples before the first hit by means of the “PreTrg” variable. In 
this case, the pre-trigger was set equal to 200 samples and since the sampling frequency, 𝑓𝑠, is 
equal to 5 MHz, as a consequence the TOA has to be necessarily of 40 𝜇𝑠. Therefore, in every 
experiment made with the Vallen Systeme the first TOA is always equal to 40 𝜇𝑠. In section 3.4.1 
will be shown that the key parameter is not the TOA itself but the difference between the TOA 
recorded by different sensors. Moreover, according to the Nyquist-Shannon sampling theorem, 
with a sampling frequency of 5 MHz it is possible to characterize with no aliasing an analog signal 
with an upper band-limit of 2.5 MHz. In this study, the maximum frequency of interest is not 
higher than 500 kHz; therefore, the used sampling frequency is more than enough to avoid aliasing. 
 
Figure 14 – Plot of the received PLB signals from 0 𝝁𝒔 to 400 𝝁𝒔 
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In Figure 15 is reported a zoom view of the recorded signals in the time interval between 40 𝜇𝑠 
and 150 𝜇𝑠. The three experiments are quite similar at the beginning whereas they start to diverge 
after 120 𝜇𝑠. The chosen distance was great enough to appreciate the mode separation. Indeed, the 
threshold crossing at 40 𝜇𝑠 is due to the S0 mode while the A0 mode arrives later at around 100 
𝜇𝑠. 
 
Figure 15 – Plot of the received PLB signals from 40 𝝁𝒔 to 150 𝝁𝒔 
 
The spectrum analysis has been performed doing the Fourier transform of the recorded signals and 
it is represented in Figure 16. The energy is not distributed in uniformly along all the frequencies 
but is concentrated mainly between 100 kHz and 150 kHz. Moreover, it is interesting to compare 
this spectrum with respect to the piezoelectric sensor response in Figure 17. The VS900-M is a 
broadband frequency sensor with characteristic anti-resonances at 200 kHz and 400 kHz. 
Therefore, the spectrum of the received signal is somehow filtered due to this sensor response. 
Indeed, the two anti-resonances are also visible in the frequency domain of the received signal. 
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Nevertheless, the low amount of energy in all the other frequencies greater than 150 kHz cannot 
be due to the sensor response that has peaks both at 190 kHz and 350 kHz.  
 
Figure 16 – Fourier transform of the three PLB tests 
 
Actually, the spectrum is not filtered just by the sensor response, but more properly by the system 
plate-sensor. Anyway, in this phase of the research project, it was assumed that the energy 
associated to the PLB spectrum is mainly concentrated around 130 kHz, as Figure 18 shows: 
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Figure 17 – Piezoelectric sensor VS900-M frequency response 
 
 
Figure 18 – Fourier transform of the three PLB tests between 50 and 250 kHz 
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Moreover, even if the actual PLB spectrum is slightly different, the localization algorithm 
has to be calibrated with the received filtered signal and not with the actual one. Indeed, a 
frequency component that is completely filtered cannot contribute to the threshold crossing 
required to determine the TOA.  
3.4 LOCALIZATION ALGORITHM  
Building an efficient localization algorithm is essential in the context of SHM. It can provide to 
engineers the source of the acoustic emission location generated by a crack or another kind of 
material failure mechanism. Typically, localization algorithms exploit triangulation techniques 
based on the TOA recorded at different transducers attached to the monitored structure. Moreover, 
it is a crucial aspect in the Time Reversal method, when the source of the signal to be reconstructed 
is unknown. Finally, it is common in the AE community to exploit the localization algorithm for 
the speed velocity characterization using active SHM techniques with known source locations. 
This concept is outlined in section 3.4.3 where an iterative approach will be adopted. 
 
3.4.1 Determining Speed of Sound 
The prediction of the source location is linked to the TOA at the different transducers and the 
characteristic wave velocity in the considered medium. While the TOA parameter is simply 
recorded by the sensors and directly available for the user, the speed of sound has to be determined. 
One possibility is to refer to the analytical model of Lamb waves and then compare the results with 
the one obtained in the experiments. 
3.4.1.1 Analytical approach 
The Vallen Systeme provides a software able to plot the dispersion curves of Lamb waves given 
the longitudinal wave speed 𝑐𝑝, the shear wave speed 𝑐𝑠 and plate thickness 𝑑. The following 
value have been used: 
• 𝑐𝑝 = 6148 𝑚/𝑠 
• 𝑐𝑠 = 3097 𝑚/𝑠 
• 𝑑 = 1.59 𝑚𝑚 
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The results are shown in Figure 19: 
 
Figure 19 – Dispersion Curves 
Considering the fact that the spectrum is characterized by a strong peak at 130 kHz, it is possible 
to use the dispersion curves of Figure 19 to assess the group velocities of the different modes at 
that frequency. Firstly, one can observe that only the fundamental symmetric and antisymmetric 
Lamb wave modes are present at 130 kHz. 
The localization algorithm provided by the Vallen System uses as reference for the TOA the first 
threshold crossing. Therefore, with the selected threshold value, this TOA will be related to the 
fastest mode recorded by the piezoelectric sensor. From Figure 19 it is clear that the 𝑆0 is much 
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faster with respect the 𝐴0  in all the frequency range associated with a PLB experiment. In 
particular, at 130 kHz this analytical model associates a value for the 𝑆0  equal to 5341 m/s. 
Moreover, the 𝑆0 has a group velocity with a much more stable value, up to 500 kHz, with respect 
the 𝐴0. The plateau in the range [0-500 kHz] of the 𝑆0 mode group velocity, appreciable in Figure 
19, makes it suitable for the localization algorithm even if the frequency is not purely constant 
since it would produce just a slight change in the estimated group velocity. 
3.4.1.2 Experimental approach 
The previous obtained result must find confirmation in the experimental results. The same 
experiment used for the spectrum characterization was also used to assess the 𝑆0  velocity. As it is 
shown in Figure 13 Sensor 1, associated with Channel no.1, is aligned with the PLB source and 
Sensor 6, connected with Channel no. 8. This means that it is possible to determine the speed of 
the 𝑆0 mode simply by dividing the TOA difference, recorded at two transducers, by the relative 
distance 𝑑 between them. The latter can be computed from the reading of Table 1: 
𝑑 = 549.7 𝑚𝑚 − 304.8 𝑚𝑚 = 244.9 𝑚𝑚 
The recorded TOA2 are reported in Table 2, where the 𝑺𝟎 mode velocity and the percentage error 
with respect to the result of 5341 m/s derived from the analytical model utilizing the Vallen 
software is also computed. 
Table 2 – TOA and 𝑺𝟎 velocity computation 
Exp. no. 
TOA [μs] Δ TOA [μs] d [mm] 𝑺𝟎 Speed [m/s] % Error 
CH. 1  CH. 8 CH. 8-1 CH. 8-1 CH. 8-1 CH. 8-1 
1 21.2 67.9 46.7 244.9 5244.1 -1.85 
2 21.7 68.2 46.5 244.9 5266.7 -1.41 
3 21.1 67.7 46.6 244.9 5255.4 -1.63 
 
Taking an average between the three experiments one obtains the following group velocity related 
to the 𝑆0 mode. 
                                               
2 The TOA are related to the threshold crossing of the closest sensor to the AE source. Hence, in this 
case they are referred taking as zero TOA the threshold crossing in Sensor 4. 
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𝑐𝑔 = 5255.4 𝑚/𝑠  = 206.9 𝑖𝑛./ 𝑚𝑠 
The speed derived from the experiment is slightly lower than the one computed analytically (5341 
m/s), precisely 1.63% slower. Anyhow, this result is still consistent with the theory. Indeed, the 
analytical models does not consider the wave attenuation due to damping. A decrease in amplitude 
due to damping (both geometrical and structural) affects the threshold crossing, shifting the TOA 
of few microseconds and, consequently, only apparently decreasing the expected speed.  
 
Figure 20 – TOA shift due to a decrease in amplitude 
Figure 20 shows this concept, using normalized values. It highlights a delay of 2.7µs in the TOA 
comparing two Hanning Window functions with the same frequency of 50 kHz but different 
amplitudes. Decreasing the threshold crossing can reduce this error with the drawback to be more 
sensitive to background noise, as seen in paragraph 3.2. 
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3.4.2 Localization algorithm set-up 
The computed 𝑆0 velocity is now used in the localization algorithm set-up.  
The layout of the experiments is reported in Figure 21, while Table 1 and Table 3 report the sensor 
and PLB locations respectively. 
 
Table 3 – PLB test location layout 
Test 
Coordinates [mm] Coordinates [in.] 
X Y X Y 
PLB 1 76.2 152.4 3 6 
PLB 2 101.6 406.4 4 16 
PLB 3 228.6 457.2 9 18 
PLB 4 203.2 203.2 8 8 
 
The light green dots represent the chosen PLB AE sources. In each location, four PLB experiments 
with a 0.3 mm lead at 45 degrees where performed.  
The recorded signals have been analyzed using the following algorithm structure sequence: 
1. Location processor; 
2. Cluster processor; 
3. Polygon processor; 
4. LUCY filter; 
5. 2D plot of the results. 
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Figure 21 – Layout for the localization algorithm and PLB sources represented by the green dots 
 
3.4.2.1 Location Processor 
The Vallen System provides a localization algorithm based on the difference of the TOA related 
to each sensor. In particular, to every TOA difference, related to a pair of sensors, corresponds a 
certain distance computed multiplying that TOA difference by the user defined velocity which in 
this case is 206.9 in./ms. The result is the generation of a hyperbola for each couple of sensors. 
Indeed, a hyperbola is defined as the set of all points such that the difference of the distances 
between any point and the foci is constant. In this kind of application, the two foci are the pair of 
piezoelectric transducers. The source location could lie in every point belonging to the hyperbola. 
The intersection of different hyperbole produces the predicted source location. As an example, in 
Figure 22 the aforementioned processor is applied to identify one of the four sources (PLB 4) of 
the experiment. The hyperbole converges in one single point, the estimated AE source location. 
Of course, a certain uncertainty is present, and this is estimated with the LUCY processor that will 
be describe in section 3.4.2.4. 
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Figure 22 – Example of the Localization analyzer processor  
 
3.4.2.2 Cluster processor 
The Cluster processor is a tool used for a better visualization of the results. The user defines a 
certain radius for the cluster that groups the results by means of circles with different colors 
according to the number of AE sources present inside those circles. In this experiment, a radius of 
0.4 inches (10.16 mm) has been chosen. 
3.4.2.3 Polygon processor 
The polygon processor filters all the results that fall outside the defined polygon. The latter has to 
be representative of the plate configuration, therefore having the same shape and dimension of the 
aluminum sheet used for the experiment.  
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3.4.2.4 LUCY filter 
External disturbances, undesired reflection, poor accuracy in the experiment execution are all 
factors that can lead to potentially wrong results. Therefore, the data have to be further filtered and 
this is done by means of the LUCY filter. 
The Localization Uncertainty (LUCY) can be considered a measure of the source position accuracy 
with respect the measured TOA differences. It consists in the standard deviation from a set of 
measured values 𝐷𝑖 to a set of calculated values 𝑃𝑖. Its expression is represented by Equation (3.3): 
 𝐿𝑈𝐶𝑌 = ∑(𝐷𝑖 − 𝑃𝑖)
2/(𝑛 − 1)
𝑛
𝑖=1
 
 
(3.3) 
 
Where index "𝑖" represents the i-th hit sensor. 𝐷𝑖  is computed multiplying the measured TOA 
difference by the user defined speed of sound. On the other hand, 𝑃𝑖  identifies the distance 
computed multiplying the calculated TOA difference by the previous defined speed of sound. In 
particular, the calculated TOA difference refers to the result of the computed source position.  
The result of this algorithm, related to this experiment, is mapped in Figure 23 using a 3D plot 
with histograms.  
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Figure 23 – Lucy results 3D representation 
 
Then a result is considered valid if and only if the following condition is satisfied: 
|𝐿𝑈𝐶𝑌| ≤ 0.3 
The choice of the threshold for the LUCY parameter is arbitrary and has to be defined by the user 
in such a way the wrong results are filtered without discarding also the right ones. 
 
3.4.2.5 2D plot of the results 
In Figure 24 are plotted the computed sources locations using 5 of the 6 available sensors: 
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Figure 24 – Comparison between unfiltered (a) and filtered (b) results 
The results are satisfactory for all the four sources even if the PLB 3 location has some uncertainty. 
In this case, the application of an extra sensor helps to handle this kind of problems. 
Indeed, using also sensor number 6, associated to channel 8, there is a significant improvement 
that can be appreciated in Figure 25: 
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Figure 25 - Experimental results: unfiltered (a) and filtered using LUCY algorithm (b) 
 
The extra sensor added in proximity of the region with the higher uncertainty further over 
constraints the problem leading to much more accurate results. 
3.4.3 Localization algorithm flow chart 
Thanks to the results provided by the localization algorithm it is possible to modify the previous 
computed speed of sound in such a way that the LUCY parameter is minimized. This leads to an 
iterative process that is represented in Figure 26: 
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Figure 26 – Scheme regarding the calibration of the localization algorithm 
At the end of this iterative process the optimized velocity value for the 𝑆0 mode has been slightly 
reduced from 206.9 𝑖𝑛./𝑚𝑠 to 206.5 𝑖𝑛./𝑚𝑠 = 5245.1 𝑚/𝑠. 
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3.5 MEASURING ATTENUATION 
Modeling attenuation is a crucial step in the Time Reversal Process. Indeed, the received signal in 
each sensor has to be normalized because of the different sensor sensitivity. This depends on the 
coupling between the sensor and the plate and on the sensor itself. Therefore, once the signal is 
received and normalized, it has to be rescaled according to the expected attenuation that is a 
function of the distance from the source previously computed by means of the localization 
algorithm describe in section 3.4. 
3.5.1 Mathematical formulation of damping for a propagating wave 
It is worth to start introducing the wave equation in which damping is taken into account: 
 𝜙(𝑟, 𝑡) = 𝐴
1
√𝑟
𝑒−𝜂𝑟𝑒𝑖(𝜔𝑡−𝛾𝑟) (3.4) 
 
Where 𝑟 is the distance from the AE source, 𝐴 is the magnitude of the signal, 𝜔 is the angular 
frequency, 𝛾  is the wave number and 𝜂  is the damping coefficient that has to be estimated 
experimentally [21]. From Equation (3.4) it is possible to observe two different sources of 
damping: geometric spreading, 1/√𝑟, and structural damping, 𝑒−𝜂𝑟. The first one, is simply a 
consequence of the wave propagation and therefore does not require any particular expedient in 
order to be implemented in a numerical model. The latter represents a dissipative phenomenon and 
changes in every material according to the different mechanical properties. Its implementation in 
a numerical code requires the knowledge of the 𝜂 parameter. The assessment of the damping 
coefficient is not an easy task especially because in many low dissipative materials such as metals, 
the structural damping is somehow hidden behind the geometric spreading. This is true especially 
in the so called “near field” where the geometrical damping is dominant. 
3.5.2 Assessment of the damping coefficient  
In order to assess the damping coefficient 𝜂 , several PLB experiments were performed 
progressively increasing the distance from a defined piezoelectric sensor. Another choice could 
have been to perform a single PLB experiment and recording the emitted signal from several 
piezoelectric sensors at different distances. This possibility has the drawback of dealing with the 
changing in the sensitivity between the different sensors. This can be due for instance to not 
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properly identical coupling between the different sensors and the plate. For this reason, it has been 
decided to use the first approach with a fixed sensor and a moving location for the PLB tests. 
Moreover, to minimize the variability between the different PLB experiments, three experiments 
for each location have been performed in order to take as reference the average of the recorded 
signals. The layout of the experimental set-up is represented in Figure 27: 
 
 
Figure 27 – Experimental layout with the PLB (green dots) 
 
As a reference for the amplitude estimation, only the 𝑆0 mode has been considered. The reason 
lies in the fact that it is very complicated to choose in an objective way the amplitude of the 𝐴0 
mode. Figure 28 shows the same three experiments previously shown in Figure 14 trying to 
recognize and highlight the different modes. As anticipated, the S0 is relatively easy to identify 
while the selection of the A0 is challenging. 
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Figure 28 – Mode recognition in the received PLB signals 
This is due to the dispersion effect affecting the 𝐴0 mode that arises when more than one frequency 
is present in the system. It is reported in literature that the 𝐴0 mode attenuation cannot be studied 
looking at the amplitude, but rather using energy considerations due to dispersion induced 
attenuation effects [21]. Therefore, it has been decided to study the attenuation effect considering 
as reference the maximum peak of the 𝑆0 mode. Then, through a Matlab
TM code, the different 
amplitude values with respect the distance from the PLB source were plotted in Figure 29. 
Moreover, in the same figure are also plotted three functions representing the geometrical 
spreading, the structural damping and the envelope of Equation (3.4). The value of 𝐴 and 𝜂 have 
been obtained with a trial and error procedure, choosing their values in such a way the curve fitting 
with the wave equation (denoted as Analytical in Figure 29) was optimal, leading to 𝐴 = 1.2 and 
𝜂 = 2.6. 
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Figure 29 – Experimental received signals at different distances 
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CHAPTER 4 
4 FEM MODELING METHODOLOGY 
This chapter introduces the numerical model developed in ABAQUS CAETM making use of the 
implicit solver. The different steps of the applied methodology and the techniques used are 
described and discussed. 
4.1 SELECTED SOLVER: ABAQUS/STANDARD 
As anticipated in the first paragraph of this chapter, the implicit solver, Abaqus/Standard, was 
selected to carry out the numerical simulations. It is a well-known fact that in an implicit dynamic 
analysis there is not any stability restriction affecting the time increment. Therefore, in such kind 
of analysis, the time step is governed only by accuracy considerations. On the other hand, explicit 
solvers are typically conditionally stable and must satisfy stability constraints. Since they do not 
require to invert the stiffness and global mass matrices at each time increment, may be convenient 
in certain kind of problems to use such methods albeit their time increment is expected to be 
smaller compared to implicit solvers. In particular, for low model size complexity, implicit solvers 
are expected to perform better while, when the degrees of freedom of the model grow above a 
certain threshold, the explicit solvers show a consistent computational cost saving with respect the 
implicit solvers, which have to deal with the inversion of huge matrices [22].  
Nevertheless, the reason of such choice does not lay on stability requirements and neither on 
computational cost considerations. Abaqus/Standard allows the user to model piezoelectric 
elements which are fundamental in this analysis. On the other hand, Abaqus/Explicit cannot do the 
same and would require particular implementations in the software to be utilized for such aim. For 
this reason, even if in the literature there are many studies about Lamb waves propagation using 
explicit solvers (without modeling the piezoelectric material and therefore using simple point loads 
to mimic their action on the structure), Abaqus/Standard has been selected. 
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4.2 MACHINE USED 
The numerical simulations were performed in a Window 10 workstation with 2 Intel® Xeon® 
CPU E5-2620 v3 (12 cores and 24 logical) running at 2.40 GHz with 128 Gb or RAM. 
4.3 MODEL DESCRIPTION 
4.3.1 Plate and extra boundaries 
The plate was modeled reproducing rigorously the specimen dimensions given in paragraph 3.1.2. 
Moreover, extra boundaries, surrounding the plate, were added in the numerical setup. Those will 
be addressed in paragraph 4.6 and, in this first phase of the numerical model development, they do 
not show any special property.  
 
Figure 30 – Specimen designed in ABAQUS CAETM with extra boundaries 
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4.3.2 Piezoelectric sensors 
The transducers were modeled as cylinders made by piezoelectric elements. The VS900-M 
datasheet, available in Vallen Systeme website [23], provides the dimensions of the transducer, 
but only the inner part of the sensor without the surrounding stainless-steel case was considered in 
the numerical model. Figure 31 shows the meshed part of a piezoelectric sensor in ABAQUS 
CAETM with a diameter of 6.5 mm and a height of 0.25 mm. 
When defining the material properties for piezoelectric elements, ABAQUS CAETM requires 
specifying the dielectric and the material's piezoelectric stress coefficient matrices. Those values 
were chosen according to reference [24].  
 
 
Figure 31 – Meshed piezoelectric sensor 
4.3.3 Boundary Conditions 
The numerical model requires two different types of boundary conditions: mechanical and 
electrical. Both are needed to properly simulate propagating Lamb waves. All the six degrees of 
freedom of the structure were constrained in order to avoid any free body motion. Those 
mechanical boundaries conditions were applied only at the corners of the structure, in order to 
avoid edge reflections. All the piezoelectric elements were fixed to the structure using a “tie 
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constraint” available in ABAQUS CAETM, connecting the upper plate surface (master surface) 
with the bottom sensors surface (slave surface). 
Electric potential boundary conditions were used at every piezoelectric sensor. As a matter of facts, 
every transducer must be grounded in order to measure a voltage difference. This was 
accomplished by applying a zero-voltage boundary condition at the bottom surface of the different 
piezoelectric sensors. When a transducer was used as an actuator, an electric potential boundary 
condition with the corresponding voltage amplitude was applied in its upper surface. 
4.4 STABILITY CONSIDERATIONS 
The convergence of the numerical model is strictly related to the spatial and temporal resolution 
used in the simulation. In order to avoid instability issues the mesh must have elements sufficiently 
small such that it is possible to resolve the propagating wave from a spatial point of view [25]. In 
the performed simulations the element size has been chosen in accordance to reference [26], 
placing a minimum of 15 nodes for the smallest wavelength present in the simulation: 
 𝐿𝑒 ≤
λmin
15
 (4.1) 
 
Moreover, has been noticed in several simulations that a minimum number of 4 elements 
through the thickness direction is required to avoid anomalies in the wave propagation.  
On the other hand, the time step is a function of the maximum frequency of the problem as shown 
in the equation below [27]: 
 
 𝛥𝑡 =
1
20𝑓𝑚𝑎𝑥
 (4.2) 
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4.5 DAMPING MODELING 
Modeling damping phenomena related to Lamb wave propagation is an ongoing challenge in the 
AE community. ABAQUS CAETM offers the possibility to use the Rayleigh damping model. This 
model considers the damping matrix, [C], as a linear combination of the mass, [M], and stiffness, 
[K], matrices as outlined in Equation (4.3): 
 [𝐶] = 𝛼[𝑀] + 𝛽[𝐾] (4.3) 
Gresil and Giurgiutiu demonstrated how the coefficients α and β can be chosen in order to obtain 
the desired exponential decay [21]. This concept is summarized in the following Equation (4.4):  
 
1
2
(𝛼 + 𝛽𝜔2) = 𝜂𝑐0 (4.4) 
 
Where 𝜔 is the wave angular frequency, 𝑐0 is the wave speed and 𝜂 is the damping coefficient 
experimentally derived in paragraph 3.5.2. The proposed methodology requires two parameters, 
𝜔 and 𝑐0. Therefore, the Rayleigh model is suitable for narrowband signals, as Hanning window 
functions, and for a specific Lamb wave mode, A0 or S0 for instance. In this study, the challenge 
is to model a PLB signal characterized by a wide spectrum range and multimode wave packets. 
Referring to Figure 16, it is possible to affirm that, even if the frequency components of a PLB 
test range within 0-800 kHz for our setup, there is not a significant amount of energy in frequencies 
higher than 400 kHz, with a clear peak at 130 kHz. Hence, the angular frequency required in 
Equation (4.4) was considered equal to the main spectrum component of 130 kHz. The other issue 
is the choice of the right wave speed, 𝑐0. In theory, the two fundamental modes A0 and S0 present 
in our frequency range require different 𝛼  and 𝛽  coefficients since they have different group 
velocities. At this point, it is worth to ask if a Rayleigh damping based model it is the best choice 
to predict Lamb wave attenuation. This topic is still under investigation in the AE community and 
there is no clear answer yet. In this study, it was decided to use as reference the group velocity 
related to the S0 fundamental mode, 𝑐0 = 5245.1, previously derived at the end of section 3.4. The 
choice was devised considering that the damping coefficient, 𝜂, derived experimentally, was also 
related to the S0 attenuation. As such, it is now possible to enter this value in Equation (4.4) and 
plot all the possible combinations of 𝛼 and 𝛽. Figure 32 shows on a semi-log graph the positive 
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values of the mass and stiffness damping coefficients because the ABAQUS CAETM numerical 
model accepts only positive numbers. 
 
Figure 32 – Plot of the possible α and β values to implement in the numerical model 
It was decided to take the minimum stiffness damping coefficient value, hence 𝛽 ≅ 0 and the 
corresponding mass damping coefficient leading to 𝛼 ≅ 27500. The reason of keeping the value 
of 𝛽 as low as possible is linked to stability considerations. As a matter of fact, a high value of 𝛽 
can potentially reduce the stable time increment, as found in [22]. The obtained coefficient were 
then used in a numerical simulation in which the attenuation of an Hanning window of 130 kHz – 
main PLB frequency – was assessed using a series of piezoelectric sensors placed in a row, as 
reported by Figure 33. The progressive increase of the distance from the central actuator is outlined 
in Table 4.  
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Figure 33 – Upper half model top view: damping simulation layout. 
 
The relative distance between the piezoelectric sensors is always 49.2 mm. It is not recommended 
to further reduce this distance in order to avoid interaction effects between the piezoelectric 
sensors. As such, it was reported by Hamstad et al. [28], that the following condition must be 
satisfied: 
 𝐷/𝑠 ≥ 7 (4.5) 
 
Where D is distance from the source location or from another piezoelectric transducer in the case 
of interaction phenomena, and s symbolizes the source size. Applying Equation (4.5), using as 
source size the dimension of the VS900-M piezoelectric sensor, 𝑠 ≅ 7 mm, one obtains the 
proposed value of 49.2 mm. It was verified that for the used D value, no interaction 
phenomena occurred. 
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Table 4 – Sensor relative distance from the central actuator in the damping simulation 
Sensor Distance from the Actuator [mm] 
1 49.2 
2 98.4 
3 147.6 
4 196.8 
5 246.0 
6 295.2 
 
 
A preliminary analysis was performed running a simulation without any damping in order to assess 
the consistency of the model. According to the theory, the Lamb waves decay should follow the 
geometric spreading curve. This kind of damping is simply associated with the fact that the energy 
injected in the system is spreading in a wider area of the plate, causing as a consequence, a decrease 
in the amplitude that is proportional to the inverse of square root of the distance from the AE 
source, 1/√𝑟. In this simulation an actuation voltage of 10 V was set. Figure 34 confirms the 
expected results. 
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Figure 34 – Simulation results: 𝜶 = 𝟎 and 𝜷 = 𝟎 
 
One may wonder why only five data points are present in the plot. Indeed, the layout shown in 
Figure 33 makes use of six piezoelectric sensors and an actuator. The reason is that at 49.2 mm the 
S0 wave packet is still mixed with the A0 mode, making impossible the assessment of its amplitude, 
as outlined by Figure 35 in correspondence of the orange dashed line.  
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Figure 35 – Example of S0 and A0 mixed waves packets received at Sensor 1. 
 
On the contrary, increasing the distance from the central actuator, the symmetric S0 has enough 
time to separate from the antisymmetric A0 mode, allowing the user to read easily the its relative 
amplitude. 
As a second step, the previously computed damping coefficient were implemented in the numerical 
model. Preliminary results showed that the wave packet was overdamped by the numerical model 
with respect an exponential decay characterized by 𝜂 = 2.6. Therefore, a trial and error procedure 
was used in a iterative process that converged to 𝛼 = 20000 and 𝛽 = 0. Figure 36 shows that for 
those values of 𝛼 and 𝛽 the numerical model causes a damping of the wave packet according an 
exponential law with 𝜂 = 2.6, matching the behavior of the wave in the experimental results. 
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Figure 36 – Simulation results:  𝜶 = 𝟐𝟎𝟎𝟎𝟎 and 𝜷 = 𝟎 
Therefore, in the following part of this study, the wave attenuation has been modeled according to 
those values of the stiffness and mass proportional damping coefficients. 
4.6 NON-REFLECTIVE BOUNDARIES (NRB) 
In this section, the problem of building absorbing boundaries in the numerical problem is 
addressed. The stability requirements, represented by Equation (4.1) and Equation (4.2), may 
impose a high number of elements in the meshed part and a small time step. Researches and 
engineers try to optimize the model by refining the mesh only in the areas of interest leaving a 
coarse mesh quality elsewhere. In this study, the geometry is relatively simple, being just a flat 
plate, but the number of elements in the model can arise due to the stability constraint which can 
make unpractical any numerical simulation, especially if the problems contains Lamb waves at 
high frequencies. Moreover, if the simulated AE signal is long enough, and usually this is the case, 
reflections coming from the boundaries will interfere with the signal itself, compromising the 
quality of the emitted signal and complicating the analysis of the recordings in the different 
52 
 
sensors. The simplest solution would be to increase the plate dimensions. Consequently, the 
reflections will take more time to bounce back towards the sensors and their amplitude at that 
moment will be low enough to be considered negligible. Nevertheless, this solution is not feasible. 
Indeed, increasing the size of the model implies a proportional increase in the element number 
and, consequently, of the computational cost. This drawback can be avoided using the so-called 
“non-reflective boundaries” (NRB) [29]. A wide literature review was carried out in order to 
decide the best approach for this purpose. All the methodologies have in common the idea to 
absorb the elastic waves hitting the boundaries but using different strategies. 
In the next paragraphs, different techniques are proposed explaining their features and 
implementation. Finally, numerical results are shown, and the most effective method is selected. 
This allows the user to concentrate the computational effort only around the desired location, 
leading to a more efficient numerical model. 
4.6.1 Infinite elements 
The method was proposed for the first time by Lysmer and Kuhlemeyer [30], and is available in 
Abaqus CAETM as “infinite elements”. Despite that, the infinite element property cannot be 
selected by the user directly inside the Abaqus CAETM environment. Therefore, a methodology 
has been developed through the implementation of a MatlabTM code. The infinite element 
boundaries were shaped to surround the plate edges as is reported in Figure 37 (a). The mesh 
configuration plays a crucial role for the proper implementation of the infinite elements. The 
number of the elements through the thickness is not significant while the element orientation is 
fundamental. The geometry was partitioned in four regions (North, East, South, West) and the cells 
were assigned a “stack direction” in such a way all the elements were pointing outward with respect 
the centre of the plate, as it is highlighted in Figure 37 (b). 
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Figure 37 – Infinite elements geometry configuration (a), zoom on the south-west corner (b) 
The generated input file was then modified through a MatlabTM code to assign the infinite 
element property to the regions of interest. This is done substituting the string “AC3D8” into 
with “CIN3D8” in the input file3. Importing the modified input file in Abaqus CAETM the new 
geometry shows the infinite boundaries as shown in Figure 38. 
                                               
3 The acronym “AC3D8” stands for “acoustic elements” that were used temporarily to build the model 
since the input file cannot be created if the mesh elements have not any property assigned.   
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Figure 38 – Infinite boundaries 
The method is relatively simple to implement but numerical results showed that it is not capable 
to absorb effectively all the reflections coming from the boundaries [31]. 
4.6.2 Rayleigh damping and dashpot elements 
Other attempts were performed using the concepts of Rayleigh damping (the same used to model 
wave attenuation) and dashpots elements. Both aim to absorb the incident wave using a dissipating 
region around the plate edges.  
In the first case, the material is assigned values for the mass and stiffness damping coefficients, α 
and β respectively. The wave shows an exponential decay proportional to the given values of α 
and β, but reflections occur at the interface between the plate and the absorbing region edges due 
to the abrupt change in acoustic impedance. For this reason, even if the increasing of the damping 
coefficients induces a faster exponential decay, a tradeoff must be found in order to avoid high 
impedance mismatches at the interface between the two materials. Nevertheless, the numerical 
results shown in section 4.6.4 demonstrated that the remaining reflections coming from the 
boundaries were not negligible. 
The second method tries to dissipate energy connecting the mesh nodes at the plate boundaries to 
dashpots that are grounded. This technique requires assigning specific direction and damping 
coefficient to the dashpots [32]. Potentially this method is effective and relatively simple to apply. 
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Nevertheless, the mesh size is strictly related to the number of dashpots because they are connected 
to each node at the boundary. Thus, refining the mesh quality would highly affect the absorbing 
region performances even if the previously assigned dashpot parameters (direction and damping 
coefficients) remain unaltered. As a result, the implementation of dashpots as absorbing elements 
is challenging and needs to be optimized by means of further studies that are outside the objective 
of this thesis. 
4.6.3 Stiffness Reduction Method (SRM) 
The SRM has been developed by Pettit et al. in an attempt of providing better performances with 
respect the absorbing techniques based on the damping Rayleigh model. More precisely, it can be 
considered the evolution of the Absorbing Layers using Increasing Damping (ALID) [29]. In the 
ALID method, the impedance mismatching issues are compensated by a smooth changing in the 
material properties going outward with respect the centre of the plate. It has been reported that 
some β coefficient values can produce numerical instability and for this reason, its value it is kept 
constant while the value of α changes [33]. The SRM makes use of the same concept but adds 
another degree of freedom (DoF) to the problem. As such, not only the proportional mass damping 
coefficient, α, but also the Young’s Modulus, E, is changing [34]. The width of the SRM region 
surrounding the plate edges should be at least 1.5 𝜆𝑖𝑛𝑐, where 𝜆𝑖𝑛𝑐 is the incident wave length. 
Since the S0 and the A0 have different wave lengths, using a conservative approach the larger one 
between the two was taken as reference, which is to say the S0 wavelength. Figure 39 shows the 
absorbing region divided in n layers, each one with a different value of α and E.  
 
Figure 39 – SRM geometry layout with n=36 
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The proportional mass damping coefficient, α, changes according to Equation (4.6): 
 𝛼(𝑥) = 𝛼0 + 𝛼𝑚𝑎𝑥𝑋(𝑥)
𝑝 (4.6) 
   
Where x is an integer corresponding to the layer number starting from the plate edges, 𝑥 = 0, to 
the end of the SRM region, 𝑥 = 𝑛. 𝑋(𝑥) is a polynomial function of p order with the following 
boundary conditions: 𝑋(0) = 0 and 𝑋(𝑛) = 1. The parameter 𝛼0 represents the mass proportional 
damping coefficient used to model wave attenuation in the plate, while 𝛼𝑚𝑎𝑥 is chosen with a trial 
and error procedure starting with 𝛼max = 𝜔 as initial guess value, where 𝜔 is the angular wave 
frequency of the incident wave. In the trial and error procedure 𝛼𝑚𝑎𝑥 is progressively increased 
because the higher it is, and the more amount of energy can be absorbed by the boundaries. 
Nevertheless, there is also an upper limit since an exaggerated value of 𝛼𝑚𝑎𝑥 could cause acoustic 
impedance mismatches resulting in wave reflection. 
On the other hand, the Young’s Modulus, E, follows the law expressed by Equation (4.7): 
 
 𝐸(𝑥) = 𝐸0𝑒
−𝜎(𝑥)𝑘𝑖𝑛𝑐 𝑥 (4.7) 
 
Where 𝐸0 is the original value of the Young’s Modulus in the plate, 𝑘𝑖𝑛𝑐 the is the incident wave 
number of the mode with the bigger amplitude4 and 𝜎(𝑥) is the function described in Equation 
(4.8): 
 𝜎(𝑥) = 𝜎max𝑋(𝑥)
𝑝 (4.8) 
 
Finally, the term  𝜎max  has been taken with a trial and error procedure such as the ratio  
𝐸(𝑛) 𝐸(0)⁄ = 0.01, which is to say that 𝜎max is taken in such a way that the Young’s Modulus in 
the last layer of the SRM region reaches the 1% of its initial value. As an example, it is reported 
in Figure 40 the evolution of the 𝛼 and 𝐸 in the SRM region tuned for 50 kHz. 
                                               
4 Here, the A0 mode has been taken as reference because at 50 kHz its amplitude is much higher 
compared to the S0 mode. 
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Figure 40 – Evolution of the α and E values from the plate edges to the end of the SRM region 
 
Table 5 – Parameters used in the SRM region tuned for a 50 kHz signal 
n p 𝜶𝟎 𝜶𝒎𝒂𝒙 𝑬𝟎 𝒌𝒊𝒏𝒄 𝝈𝒎𝒂𝒙 
20 3 0 3.14 ∙ 105 71.7 𝐺𝑃𝑎 2.33 ∙ 103 1.98 ∙ 10−3 
 
 
4.6.4 Methods performance 
The choice of running four different simulation using a relatively low frequency of 50 kHz is 
related to the stability requirements. The same comparison could have been done at other 
frequencies, however the higher the frequency, the smaller is the mesh elements size and the time 
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step, leading to a consistent increase in the computational cost of the simulation. The sensor layout 
resembles the one used in the experimental setup, even if some changes are present. The frame of 
reference is positioned as shown in Figure 9 and the list of the new sensors coordinates is given 
by Table 6. Sensor 1 has been used as an actuator, while two extra transducers were positioned in 
the plate centerline (sensors 6 and 7) with the aim to gather further data useful in this phase of the 
study. 
Table 6 – Sensor layout in the development of the absorbing boundaries numerical model 
General Coordinates [mm] Coordinates [in.] 
Sensor X Y X Y 
1 152.4 304.8 6 12 
2 76.2 457.2 3 18 
3 228.6 406.4 9 16 
4 228.6 152.4 9 6 
5 76.2 203.2 3 8 
6 76.2 304.8 3 12 
7 228.6 304.8 9 12 
 
 
 Table 1 can be taken as a reference for the sensors coordinates  Figure 41 gives a first indication 
about the different methods performance. The top view shows clearly that the Infinite Element 
method, Figure 41 (b), does not absorb effectively the wave packets at the plate edges. The result 
is similar to the normal boundaries case, Figure 41 (a) and therefore is not satisfactory. On the 
other hand, the other two methods, show improved performance as shown in Figure 41 (c-d). 
Figure 42 shows the signal recorded at Sensor 2 in the four simulations. The red dashed lines 
represent the interval in which the received signal falls after the recording of the main wave packet, 
represented by a 5-cycle Hanning window at 50 kHz. The SRM Figure 41 (d) shows better 
performance than the simulation in which a constant proportional mass damping coefficient was 
used as shown in Figure 41 (c), with just the 3% of residual reflected waves against the 22% 
respectively.  
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Considering the aforementioned numerical results, the SRM was used in the subsequent part of 
this study. 
 
Figure 41 – Methods performance comparison - top view: Normal boundaries (a), Infinite Elements (b), 
Constant Rayleigh damping (c) and SRM boundaries (d). 
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Figure 42 – Methods performance comparison - recorded signal at sensor 2: Normal boundaries (a), Infinite 
Elements (b), Constant Rayleigh damping (c) and SRM boundaries (d). 
 
4.7 REDUCED MODEL SIZE 
The implementation of absorbing boundaries opens the possibility to build a reduced model. This 
allows the user to refine the mesh and to decrease the time step without losing computational 
accuracy. Figure 43 represents the new configuration layout that was used in subsequent sections 
of this study. The area delimited by the dashed red line in the experimental setup, represented in 
Figure 43 (a), has the same area of the dashed red area in the numerical model Figure 43 (c). The 
sensors are placed according to Figure 43 (b). Sensor 5 in Figure 43 (c) has the same coordinates 
of the PLB test location in Figure 43 (a). The experimental setup makes use of Plasticine in order 
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to avoid undesired reflections coming from the boundaries while the numerical model uses the 
SRM developed in paragraph 4.6.3. 
 
 
Figure 43 - Sensor layout (a) experimental setup, (b) location, and (c) numerical setup. 
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4.8 SPEED OF SOUND WAVE ANALYSIS 
The speed of sound is one of the crucial parameters in the Time Reversal process that will be 
addressed in Chapter 5. Therefore, the numerical model must show the right speed of the different 
modes in order to be considered representative of the experimental layout.  However, this task 
hides difficulties related to determination of the TOA. 
4.8.1 Determining the Time of Arrival 
An ongoing challenge in the AE community is to find a methodology to determine the TOA of a 
wave mode in a clear and objective manner. Some researches use as reference the threshold of a 
certain value. Indeed, this is also the criterion used by the Vallen Systeme. Others refer to the 
maximum peak contained in the wave packet in an attempt to be more accurate. Nevertheless, 
those entire techniques leave margin for interpretations, especially if the signal is complicated, 
made by the superposition of more modes. This is common in the AE field, due to boundary 
reflections or the scattering due flaws inside the material. Even in simple geometries, as the flat 
plate considered in this project, it’s not straightforward to determine with high accuracy the TOA 
if the sensor is located close to the AE source. Indeed, for short distances the symmetric and 
antisymmetric modes do not have enough time to develop, as previously mentioned and shown in 
Figure 35. 
For the aforementioned reasons, there is the need for a new mathematical tool capable of detecting 
the arriving wave packet in an objective way.  
4.8.2 The Phase Analysis technique 
This section introduces the so-called “Phase Analysis technique”. The author would like to thank 
the PhD candidate Maria Barroso Romero from Delft University of Technology for sharing her 
knowledge about this interesting topic. Without her precious support, this part of the research 
project would not have been possible. 
This method aims at detecting the TOA of an incident wave packet analyzing the shift in the phase 
of its corresponding analytic signal. It seems worth to introduce a formal definition: a signal 
characterized by only positive frequency components is referred to as analytic signal [35].  
Analytic signals are commonly held in the field of signal processing as tools for simplify 
mathematical operations. Every real valued signal, 𝑥𝑟(𝑡), as for example the one generated by a 
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piezoelectric transducer, has its corresponding analytic signal, 𝑥𝑎(𝑡) , that can be expressed 
according to Equation (4.9) as: 
 𝑥𝑎(𝑡) = 𝑥𝑟(𝑡) + 𝑗𝑥𝐻𝑇(𝑡) (4.9) 
Where “j” is the imaginary unit and “𝑥𝐻𝑇(𝑡)” denotes the Hilbert Transform applied to the original 
real signal as shown in Equation (4.10): 
 𝑥𝐻𝑇(𝑡) = 𝐻[𝑥𝑟(𝑡)] (4.10) 
It can be demonstrated that 𝑥𝑎(𝑡) has no negative frequencies but this result is obtained without 
any loss of information because of the Hermitian symmetry property that characterizes the 
spectrum of real valued functions [36].Without providing further details, that would be outside the 
purposes of this thesis, it is possible to affirm that the envelope and the phase of the real signal, 
𝑥𝑟(𝑡), can be computed by means of the magnitude and the argument of the analytic signal as 
stated by Equation (4.11) and Equation (4.12) respectively: 
 |𝑥𝑎(𝑡)| = √𝑥𝑟(𝑡)2 + 𝑥𝐻𝑇(𝑡)2 (4.11) 
 
 𝜙 =
𝑥𝐻𝑇(𝑡)
𝑥𝑟(𝑡)
 (4.12) 
The idea is to make use of the argument of the analytic signal as tool for the determination of the 
TOA. In particular, a discontinuity in the phase value is an indicator of the approaching wave 
packet that is characterized by a constant change in phase proportional to its central frequency. 
4.8.3 Measuring the S0 and A0 group velocities 
The dispersion curves, provided by the Vallen Systeme and shown in Figure 19, indicate that for 
a frequency of 130 kHz the S0 and the A0 modes are characterized by the group velocities outlined 
in Table 7: 
Table 7 – Group Velocities at 130 kHz according to the analytical model 
 
S0 A0 
cg [m/s] 5341 2325 
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The phase analysis technique has been applied to measure the group velocities in a numerical 
simulation in which an Hanning window of 130 kHz was injected by Sensor 5 in the reduced size 
model with a maximum positive value of 10V. The SRM absorbing boundaries were tuned 
accordingly for 130 kHz. It has been decided to take as reference only the signals received at 
Sensor 1 and Sensor 2 since, for symmetry considerations, they have the same time of arrivals of 
Sensor 3 and Sensor 4.  
In Figure 44 the received signal at Sensor 1 with its corresponding envelope is shown. A first 
estimation of the time of arrivals can be appraised considering the plot of Figure 44 leading to the 
values in Table 8:  
Table 8 – TOA of the S0 and A0 modes at Sensor 1 
 
S0 A0 
TOA [µs] 33 70 
 
 
Figure 44 – Received signal at Sensor 1 with its envelope 
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Nevertheless, the choice it is still somehow arbitrary especially about the A0 mode, which is 
affected by the last portion of the S0 wave packet. 
The situation is even more complicated looking at the signal received at Sensor 2, as depicted in 
Figure 45. The reason lies in the fact that Sensor 2 is closer to the actuator with respect Sensor 1 
and, consequently, the two modes are still mixed. Therefore, only the S0 TOA can be evaluated, as 
reported in Table 9: 
Table 9 – TOA of the S0 and A0 modes at Sensor 2 
 
S0 A0 
TOA [µs] 26 NaN 
 
 
Figure 45 – Received signal at Sensor 2 with its envelope 
The phase analysis technique is crucial at this point in order to clarify in an objective way the 
TOA. 
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In Figure 46 are plotted the unwrapped phase5, 𝜙𝑢𝑤, of the received signal at Sensor 1, and the so-
called “instantaneous frequency”, 𝑓𝑖𝑛𝑠𝑡(𝑡), which can be obtained taking the derivative of the 
unwrapped phase with respect time and dividing by  2𝜋, as reported  in Equation (4.13): 
 𝑓𝑖𝑛𝑠𝑡(𝑡) =
1
2𝜋
(
𝑑𝜙𝑢𝑤
𝑑𝑡
) (4.13) 
 
A first change in phase is registered around 32 µ𝑠 (Point A Figure 46), and this represents the 
TOA related to the symmetric mode. The A0 can be recognized looking at the “little bump” 
present in the instantaneous phase, highlighted by the dotted red circle (Point B Figure 46). 
 
 
Figure 46 – Phase shift analysis of signal received at Sensor 1 
                                               
5 The unwrapping operation is performed by a MatlabTM command that substitutes phase values 
bigger than 𝜋 with their 2𝜋 complement.  
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Analogously, Figure 47 shows the same kind of plot related to the wave signal recorded at Sensor 
2. This kind of analysis is powerful but has to be used carefully. The S0 mode for instance is easier 
to recognize by means of the phase plot because when the wave packet is approaching the 
instantaneous frequency is very sensitive. Indeed, it shows a deep-down peak when the symmetric 
mode which has not arrived yet or, more precisely, when a displacement of a negligible order of 
magnitude is present. Therefore, in this case, a correct analysis is done looking at the first instant 
in which the unwrapped phase graph shows a constant increasing rate, right after the instantaneous 
frequency down peak (Point C Figure 47). On the other hand, the antisymmetric mode is hard to 
detect by means of the change in slope of the phase plot and is convenient to use as reference the 
relative peak of the instantaneous frequency (Point D Figure 47). 
 
 
Figure 47 – Phase shift analysis of signal received at Sensor 2 
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Table 10 shows the collected data using the proposed methodology: 
Table 10 – TOA of the symmetric and antisymmetric modes 
Sensor Mode TOA [µs] d [mm] cg [m/s] 
1 
S0 31.8 170.4 5358 
A0 68.7 170.4 2480 
2 
S0 23.4 127 5427 
A0 59.1 127 2149 
 
In Table 11 is carried out a comparison between the modes group velocities computed by means 
of the analytical model, represented by the dispersion curves (Figure 19) already discussed in 
paragraph 3.4.1.1, and the developed numerical model. The S0 and A0 group velocities are given 
by averaging the results recorded at Sensor 1 and Sensor 2. 
Table 11 – Speed of sound analysis: computed group velocities 
 Experimental Analytical model Numerical model 
 S0 A0 S0 A0 S0 A0 
𝐜𝐠 [m/s] 5245 NaN 5341 2325 5393 2315 
 
Finally, Table 12 compares the group velocities computed in the numerical model with respect to 
the analytical and experimental results reporting the corresponding relative errors.  
Table 12 – Speed of sound analysis: relative error 
% Error 
Analytical model Experimental 
S0 A0 S0 A0 
Numerical model 0.97 -0.45 2.82 NaN 
 
The results are promising, with a nice matching, below the 1% relative error, between the 
numerical simulation and the theoretical approach. The comparison with the experimental data is 
possible only referring to the S0. The relative error is below the 3%, demonstrating once again the 
consistency of the developed numerical model. This little discrepancy can be justified considering 
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that in the experiments a PLB test was used instead of an Hanning window function. The spectra 
of the two signals are similar, since for our setup the PLB has the same main frequency of an 
Hanning window at 130 kHz, but not identical. This highlights the issues that arise when 
researchers try to correlate the numerical world with the experimental one. The goal of this project 
is to find a representative signal of a PLB test in order to be finally able to compare, in the proper 
way, experimental with numerical data.  
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CHAPTER 5 
5 TIME REVERSAL METHOD 
In the specific case of a central frequency signal, Time Reversal (TR) has been used to reconstruct 
the original emission. R.K. Ing and M. Fink studied for the first time the behavior of time-reversed 
Lamb waves in the context of Non-Destructive Testing (NDT). Their research highlighted the 
capability of the TR method to automatically compensate for the dispersive nature of Lamb waves 
[37]. Further studies emphasized the potential of time reversal of acoustic waves for the production 
of a statistical damage classifier capable of identifying delamination in composite plates without 
any available baseline data [38]. 
 
In 2003, CH Wang et al., addressed the problem of the TR process between two piezoelectric 
transducers using a generic signal [39]. A theoretical approach, based on the Mindlin plate theory 
[40], was developed introducing the time reversal operator. It was shown that the time reversal 
operator is frequency dependent. If the signal spectrum is not uniformly scaled, the reconstruction 
of the original excitation is compromised. So far, the TR approach has been only used with 
narrowband waveforms in order to lessen the frequency dependency [41]. 
 
5.1 APPLICATION TO A NARROWBAND SIGNAL (HANNING WINDOW) 
As a first step, it was decided to apply the TR technique to a Hanning window function, in order 
to verify the effectiveness of the proposed methodology. In particular, the signal used for the speed 
of sound computation in paragraph 4.8.3 has been time-reversed and reconstructed in the central 
actuator. The adopted scheme is shown in Figure 48. The TR methodology is applied to all the 
four sensors but, for the sake of simplicity, Figure 48 shows only the process related to the PZT 2. 
The sensors layout is the same outlined in Figure 43, where the word Sensor is replaced with the 
acronym PZT and Sensor 5 is indicated as PZT A. 
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Figure 48 – Time Reversal schematic applied to a narrowband signal 
 
The 5 cycles Hanning window function is transmitted in the Aluminum plate Figure 48 (a), 
recorded in the four piezoelectric sensors (b), time-reversed (c) and reconstructed at PZT A (d). 
The results of the simulation are presented in Figure 49, where the steps from (a) to (d) coincide 
with the ones shown in Figure 48. Steps (e) and (f) are used in order to compare the reconstructed 
signal with the original one at step (a). More precisely, in (e) the reconstructed signal is time-
reversed and in (f) is plotted against the original one. 
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Figure 49 – TR process applied to a 130 kHz Hanning window (PZT A – PZT 1 were taken as reference) 
 
A preliminary discussion regarding the mode decomposition phenomenon is required to explain 
the extra wave packets around the reconstructed signal at step (d). H.W. Park et al. addressed this 
topic in reference considering the Time Reversal process applied between two piezoelectric 
transducers [42]. The same concept can be applied between PZT A and PZT 1. It was decided to 
use as reference the PZT 1, and not the PZT 2 as in the schematic of Figure 48, because it is farther 
from PZT A and therefore this choice allows the S0 mode to separate enough from the A0, providing 
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a clear picture of the phenomenon. Nevertheless, this example can be applied also for the other 
three sensors, without losing of generality.  
In the first step (a), the symmetric and antisymmetric modes are coexisting simultaneously in the 
original wave packet. In Figure 49 (b), the received signal shows the S0 arriving first, followed by 
the A0. This phenomenon comes from the theory of Lamb wave generation. Every time a wave is 
generated, an S0 and an A0 are produced at the same time. Even if there are specific frequencies in 
which it is possible to excite mainly one mode [43], it is still not possible to produce one mode 
alone, without the generation of other modes at the same time. Therefore, applying the Time 
Reversal process to Lamb waves is much more complicated with respect other fields, such as 
submarines and gallstones localization [44], due to mode decomposition. Thus, when moving from 
step (c) to step (d), the A0 packet is transmitted back first and it generates an S0 and an A0. 
Analogously, when the S0 mode is sent back towards PZT A, it produces again an S0 and an A0 
modes. As a matter of fact, in Figure 49 (d) or (e), the script S0/A0 designates the S0 mode generated 
by the A0 and vice versa with A0/S0. The central segment of the wave packet, made by the sum of 
S0/S0 (S0 mode generated by the S0) and A0/A0 (A0 mode generated by the A0) can be considered a 
scaled version of the original signal and, therefore, is the that is representative of the initial AE 
source [42]. It is interesting to note that, normalizing the signals, it is possible to fully reconstruct 
the original emitted wave shape, as reported in Figure 49 (f). Normalization is also useful to 
compare numerical results with experimental data, affected by sensor sensitivity. 
The original signal and the time-reversed signal reconstructed at PZT A where put in phase with 
respect to each other using a cross-correlation function in MatlabTM. Figure 50 shows the cross-
correlation function between the original signal at step (a) and the one in step (e) of the previous 
Figure 49. The time corresponding to the peak of this function has been used to shift the two signals 
such as they were in phase. Moreover, the peak value is an indicator of the similarity between the 
two signals. In this case, the correlation coefficient reached a value of 0.97, that is an important 
achievement considering that it reaches the value of 1 when two signals are identical. 
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Figure 50 – Cross correlation function between the original and the reconstructed signals 
Finally, it is presented in Figure 51 the top view of the TR process regarding the aforementioned 
simulation with six frames equally spaced in time (every 15 µs). The sequence shows how the 
wave packets converge simultaneously at the central actuator with a high level of accuracy in 
addition to the SRM boundaries preventing undesired reflections. 
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Figure 51 – Top view at different frames of the Time Reversal process 
 
The challenge, at this point of the study, was to apply the same methodology to a broadband signal. 
Indeed, in the real world, AE generated by crack growth or other failure mechanisms of interest 
are broadband signals. In particular, the goal was to be able to successfully reconstruct a PLB 
signal, easy to replicate experimentally, and representative of a real AE at the same time. 
5.2 METHODOLOGY FOR THE DERIVATION OF THE TRANSFER FUNCTION 
As stated in the introduction section of Chapter 5, is not possible to reconstruct the original emitted 
source when the Time Reversal method is applied to signals with multiple frequency components. 
This issue, connected with the TR process, significantly limited the spreading of this technique in 
the AE community. In this thesis, the use of a transfer function, which is representative of the 
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plate-sensor system that accounts for frequency dependency, is considered. The methodology 
followed in this study is outlined in Figure 52. The scheme is the same of Figure 48 but in this 
case the input is a band-limited with noise (BLWN) function. By definition, a BLWN signal has 
the energy uniformly distributed in all the frequency range inside the considered band. Therefore, 
studying the change in the spectrum of the BLWN signal can give important insights about the 
modulation of the different frequency components. 
 
Figure 52 – Methodology used to derive the transfer function 
The derivation of the transfer function, described in Figure 52, is performed by: (a) generating a 
band-limited white noise signal from the central actuator – Lead Zirconate Titanate (PZT) A, (b) 
recording it at the four sensors (PZT 1 to 4), (c) time reversing it at all four sensors and sending it 
back again toward the actuator, and (d) reconstruction of the original signal at PZT A. The 
frequency spectra of the original band-limited white noise signal, Figure 52 (a), and the time-
reversed version of the output, Figure 52 (b), are compared using Fourier transforms. 
Consequently, the system transfer function is obtained by means of the ratio between the original 
and the time-reversed spectra. This transfer function provides information on which frequencies 
77 
 
of the signals are amplified and which are decreased for the specific structure/sensor configuration 
during the TR process. 
Assuming a mechanical-electro-efficiency close to one, implying a perfect reversibility of the TR 
process, the voltage response at sensor PZT 2, 𝑉2(𝑡), produced by the injected band-limited white 
noise signal at PZT A, 𝑉(𝑡), is given by Equation (5.1): 
 
 𝑉2(𝑡) = 𝐼𝐹𝐹𝑇 (?̂?(𝜔) ∙ 𝐺(𝜔)) (5.1) 
 
Where, the IFFT symbolizes the Inverse Fast Fourier Transform operation, ?̂?(𝜔) is the input 
signal represented in the frequency domain, and the term 𝐺(𝜔) represents a frequency dependent 
transfer function for the forward propagation from the central actuator to PZT 2, as shown in Figure 
52 (b) [45]. A similar voltage function can be derived for PZT 1, 3, and 4.  As a follow on step, 
the recorded signal in the time domain is time-reversed, hence obtaining 𝑉2(𝑇 − 𝑡), as shown in 
Figure 52 (c). This operation is equivalent to taking the complex conjugate of the Fourier transform 
of the signal in the frequency domain [41], as described by Equation (5.2):  
 
 𝑉2(𝑇 − 𝑡) = 𝐼𝐹𝐹𝑇 (?̂?
∗(𝜔) ∙ 𝐺∗(𝜔)) (5.2) 
 
Where the superscript (*) represents a complex conjugate. The reversed signal becomes the new 
voltage input applied at sensor PZT 2, and re-transmitted back to the PZT A. The output of PZT 
A is then represented by Equation (5.3), where 𝐺(𝜔) is assumed to be directional independent. 
 
 𝑉𝐴(𝑡) = 𝐼𝐹𝐹𝑇 (?̂?
∗(𝜔) ∙ 𝐺∗(𝜔) ∙ 𝐺(𝜔)) (5.3) 
 
The original input 𝑉(𝑡), applied to the system at the central actuator, must be equal to the time-
reversed signal obtained in Equation (5.3), as shown by Equation (5.4), where 𝑉𝐴(𝑇 − 𝑡) 
represents the time-reversed signal at PZT A: 
 
 𝑉(𝑡) = 𝑉𝐴(𝑇 − 𝑡) = 𝐼𝐹𝐹𝑇 (?̂?(𝜔) ∙ 𝐺
∗(𝜔) ∙ 𝐺(𝜔)) (5.4) 
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In the case of a Hanning-windowed signal, characterized by a single frequency, the 
product  𝐺∗(𝜔) ∙ 𝐺(𝜔) , shown in Equation (5.4), becomes a constant and therefore the 
reconstructed signal is a scaled version of the original signal. However, in this study the Hsu-
Nielsen source analyzed is a broadband signal. Therefore, the product 𝐺∗(𝜔) ∙ 𝐺(𝜔) is unknown 
and the reconstructed signal will be a distorted version of the original one, since each frequency 
component is scaled at different magnitudes.  
 
The system transfer function, given by the product 𝐺∗(𝜔) ∙ 𝐺(𝜔), is computed through a numerical 
simulation, in which the original input signal 𝑉(𝑡) is a known band-limited white noise that has 
its energy evenly distributed along the considered range of frequencies. Applying the Fourier 
transform to both sides of Equation (5.4), one obtains: 
 
 ?̂?𝐴
∗
(𝜔) = ?̂?(𝜔) ∙ 𝐺∗(𝜔) ∙ 𝐺(𝜔) (5.5) 
 
The time reversal operator 𝐺∗(𝜔) ∙ 𝐺(𝜔) can be obtained by means of the ratio between the 
spectrum of the reconstructed and time-reversed (TR) signal at the central transducer ?̂?𝐴
∗
(𝜔), and 
the spectrum of the original band-limited white noise signal ?̂?(𝜔), leading to: 
 
 𝐺∗(𝜔) ∙ 𝐺(𝜔) =  
?̂?𝐴
∗
(𝜔)
?̂?(𝜔)
 (5.6) 
 
The same transfer function can be obtained from different independent simulation and is valid for 
that particular sensor configuration and plate specimen.  
 
In the case of a broadband signal to be determined, as the PLB as input function, the term 𝑉(𝑡) is 
replaced by the unknown signal 𝑉𝑃𝐿𝐵(𝑡) and ?̂?𝐴
∗
(𝜔) becomes the TR response to the PLB. This 
translates into a time-domain voltage signal of the PLB as: 
 
 𝑉𝑃𝐿𝐵(𝑡) = 𝐼𝐹𝐹𝑇 (
?̂?𝐴
∗
(𝜔)
𝐺∗(𝜔) ∙ 𝐺(𝜔)
) (5.7) 
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Where now the product 𝐺∗(𝜔) ∙ 𝐺(𝜔), the transfer function for the given layout, is a known term.  
The proposed methodology can be applied for the reconstruction of broadband signals and, 
consequently, for the characterization of the PLB signal. In the next paragraph, details and results 
regarding the derivation of the time reversal operator and the reconstruction of a broadband signal 
will be given. 
5.3 BAND-LIMITED WHITE NOISE SIGNAL SIMULATION 
The white noise was generated using a MatlabTM code with a mean value 𝜇 = 0 and a standard 
deviation 𝜎 = 0.1. The signal length was of 50 μ𝑠 and was normalized within the interval [-1,1]. 
In the experimental setup, the PLB spectrum was found to have the most of its energy in the range 
from 50 kHz to 400 kHz. Therefore, a 6th-order Butterworth low-pass filter of 400 kHz was applied 
to the previously generated white noise. The BLWN signal was then imposed as an electric 
potential boundary condition at the top surface of PZT A, with a maximum positive value of 10 V. 
Using the methodology developed in paragraph 5.2, the system transfer function 𝐺∗(𝜔) ∙ 𝐺(𝜔) 
was derived. The obtained vector was interpolated in MatlabTM using a 7th-order polynomial 
function. Figure 53 shows the interpolated function in the range of interest up to 400 kHz. As seen 
in the same figure, the frequency ranges of the system that appear amplified (above 1), and appear 
reduced (below 1), are indicated by the crossing of the dashed red line in correspondence of 1. 
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Figure 53 – System transfer function in the frequency range of 0-400 kHz 
 
5.3.1 SRM applied to a broadband signal 
The absorbing boundaries were tuned for a specific frequency of 130 kHz using the methodology 
applied in paragraph 4.6.3. Their performance with broadband signals has not been investigated in 
the literature yet. Nevertheless, in the BLWN signal simulation, the amount of reflections coming 
from the boundaries was found negligible, without compromising the derivation of the system 
transfer function. In Figure 54 it is reported the so-called spectrogram of the received signal at 
PZT 2, representing the power spectral density at different frequencies. Before 20 µs, no energy is 
present because the wave packet has not arrived at PZT 2. In the range between 20 µs and 120 µs, 
the BLWN signal is recorded. Is interesting to observe that, even if the BLWN signal has its energy 
in the range 0-400 kHz, PZT 2 is registering a significant amount of energy at higher frequencies. 
This can be explained considering the system transfer function in Figure 53. As such, frequency 
components higher than 300 kHz are significantly amplified. In the range 120-140 µs the wave 
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packet fully passed through the transducer. Finally, from 140 µs to the end of the simulations, 
reflections coming from the boundaries reach the sensor. As previously said, the amount of energy 
contained in the Lamb waves reflected from the edges is relatively low. This demonstrates that 
even if the SRM needs to be tuned for a specific frequency, it has sufficiently good performances 
even in the case of a broadband signal. 
 
Figure 54 – Spectrogram of the received BLWN signal at PZT 2 
 
5.4 BROADBAND SIGNAL SIMULATION 
In this part of the research project, the aim was to reconstruct, with a sufficient level of accuracy, 
a broadband signal making use of the previously derived transfer function (see Figure 53). Figure 
55, shows the spectrum of the AE to be reproduced, with frequency components in the range 0-
400 kHz. 
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Figure 55 – Broadband signal spectrum 
The procedure is the same described in the scheme of Figure 48 but with one more step after (d). 
Hence, the signal transfer function, 𝐺∗(𝜔)𝐺(𝜔), is applied to the time-reversed version of the 
reconstructed signal at step (d), in the frequency domain. The broadband signal is derived 
according to Equation (5.7), where the term 𝑉𝑃𝐿𝐵(𝑡) is replaced by 𝑉𝐵𝐵(𝑡), symbolizing a time-
domain voltage signal representative of the original broadband emission.  
The results are shown in Figure 56, that compares the original signal with reconstructed one before 
(a), and after (b), the application of the derived transfer function. From a first analysis, it is possible 
to appreciate the effectiveness of the proposed methodology, with a significant improvement of 
the reconstructed signal moving from Figure 56 (a) to Figure 56 (b). Moreover, this result is also 
confirmed by the correlation coefficient, denoted in the same figure as “r”. It is possible to make 
two important observations. First, even without the transfer function application, the reconstructed 
signal is not completely different with respect the original one. As such, they have many features 
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even if the reconstruction cannot reach high levels of accuracy. Secondly, using the proposed 
methodology, it is possible to compensate the distortion of the different frequency components. 
 
Figure 56 – TR process applied to a broadband signal with the use of the transfer function 
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CHAPTER 6 
6 RECONSTRUCTION OF THE PLB SIGNAL 
The Time Reversal method has been applied for the reconstruction of a broadband signals by 
means of numerical simulations. The consistency of the model has been verified in section 4.8. 
Chapter 6 aims to apply the same technique to reconstruct a real Pencil Lead Break emission. 
6.1 THE EXPERIMENT 
The used experimental layout is the one represented by Figure 43 (a). In order to obtain a 
representative PLB signal, ten tests were performed at the same location, referring to the 
coordinates given by Figure 43 (b). Moreover, the same pencil lead (0.3 mm – 2H) and angle with 
respect to the plate (45 deg) were used. In Figure 57, the signals recorded at PZT 2 are plotted 
together. The results confirm the repeatability of the Hsu-Nielsen AE source. Indeed, the signals 
show similar amplitudes and features. 
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Figure 57 – PLB emissions recorded by PZT 2 
Nevertheless, some of them are not perfectly in phase with respect each other as shown in the 
zoom view of Figure 58. 
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Figure 58 – Zoom in the S0 mode wave packet 
For this reason, averaging those ten experiments produced a partial loss of information. Therefore, 
it was decided to consider the three most in-phase signals at every sensor and use their average as 
a reference. This phase represents the second step of the TR process, corresponding to Figure 59 
(b). The location of the AE source in this case was known and has been chosen at the center of the 
plate to simplify the problem for this study. Anyway, the same procedure can be applied even for 
unknown locations, exploiting the localization algorithm of the Vallen Systeme developed in 
section 3.4. The signal vectors were normalized to make the results independent with respect to 
the different sensors sensitivity. With the knowledge of the distance, r, from the emitted source, it 
was possible to rescale the received signals according to Equation (3.4).  Successively, they were 
truncated due to multimode effects (seen in section 5.1), considering only the central guided 
waveforms, flipped in time and rescaled to take into account the wave attenuation according to 
Equation (3.4). Finally, the signal is sent back to the PLB source location, given by the localization 
algorithm (known in this case of study), where now it is positioned at piezoelectric sensor (PZT 
A) in order to record the arriving time-reversed signal. 
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Figure 59 clarifies and summarizes the aforementioned technique, which can be considered a 
hybrid application (experimental-numerical) of the TR process. It is important to emphasize that 
the forward propagation is purely experimental, while, on the other hand, the backward 
propagation of the TR method is accomplished through the computational FE method. 
 
Figure 59 – Hybrid TR process applied to a PLB acoustic emission 
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6.1.1 The chosen signal window 
In the case of a purely numerical TR method, the waveform lengths were known in advance, and 
chosen by the user. Their length was no longer than 100 µs, allowing to time-reverse the full signal 
without a prohibitive computational cost. On the other hand, when dealing with the reconstruction 
of a real PLB signal, the waveform length and shape is unknown. Moreover, the absorbing 
properties of the plate edges covered with Plasticine, are not ideal, leading to residual unavoidable 
reflections bouncing back towards the piezoelectric transducers. The recorded signals at the four 
sensors in the experiment were too long to be completely time-reversed in a numerical simulation. 
Therefore, the challenge was to find a methodology to cut the signal at the right point, without any 
loss of information. The last part of the recorded signal could be due to residual reflections 
interacting between each other or could be really the last part of the PLB. 
In literature, there is not any available answer regarding this problem yet. Anyway, several insights 
related to the length of a PLB signal can be derived looking at simpler waveforms. Referring to 
Figure 44 in section 4.8.3, it is possible to infer that the length of the S0 waveform is about 37 µs, 
while the A0 wave packet is about 60 µs long. Therefore, for a five cycle Hanning window function 
with a central frequency of 130 kHz, the ratio, 𝜒, between the length of the A0 and S0 waveforms 
is about: 
 𝜒 =
𝐴0
𝑆0
≈
60 µ𝑠 
37 µ𝑠
 ≈ 1.62 (6.1) 
Therefore, assuming an analogous behavior, since also the central frequency of a PLB signal can 
be considered approximately 130 kHz, the end of the PLB signal can be determined considering 
the TOA of the A0 mode, 𝑇𝑂𝐴𝐴0, and adding a time interval equal to the length of the S0 wave 
packet, 𝐿𝑆0 ,  multiplied by the previously determined ratio, 𝜒. This translates to the following 
equation: 
 𝑃𝐿𝐵𝑒𝑛𝑑 = 𝑇𝑂𝐴𝐴0 + 𝜒𝐿𝑆0 (6.2) 
Figure 58 shows that the 𝐿𝑆0 value is about 15 µs, while 𝑇𝑂𝐴𝐴0 can be considered around 57 µs. 
Those evaluations require an expert user and sometimes are arbitrary. The technique developed in 
section 4.8.2 works with simple waveforms but not with broadband signals where the different 
frequency components complicate the phase analysis plot. Anyhow, in this case the S0 was well 
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separated from the A0 wave packet, allowing a good evaluation even looking just at the time 
domain. Applying Equation (6.2) one obtains:  
 
𝑃𝐿𝐵𝑒𝑛𝑑 = 57 µ𝑠 + 1.62 ∙ 15 µ𝑠 = 81.3 µ𝑠 
 
 
Since this method is somehow empirical, without an analytical proof, it was decided to apply a 
safety factor of 2.5, leading to a time window of about 200 µ𝑠. In the following paragraph 6.2, the 
experimental data will be time-reversed (only the first 200 µ𝑠) in the numerical model and, after 
the application of the transfer function, the PLB signal will be derived. 
6.2 RECONSTRUCTED PLB SIGNAL 
The Pencil Lead Break signal is derived time reversing the output (d), in Figure 59, and applying 
subsequently the system transfer function, 𝐺∗(𝜔)𝐺(𝜔), with same methodology used in paragraph 
5.4 for the reconstruction of a generic broadband signal. In other words, the obtained result can be 
considered as the electric potential boundary condition that has to be applied in the upper surface 
of the piezoelectric actuator in the numerical model in order to produce the same AE generated by 
a PLB experiment. As a matter of fact, the last sentence simply translates the meaning of Equation 
(5.7). The result of the reconstructed PLB signal is shown in Figure 60. The light blue line 
represents the time-reversed version of the output (d), in Figure 59, while the orange colored line 
symbolizes the same signal but after the application of the system transfer function. Therefore, the 
“Modified signal” in Figure 60 represents the sought PLB signal.  
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Figure 60 – Comparison between the PLB signal before and after the application of the transfer function 
 
It is curious to notice that the application of the time reversal operator in this case does not change 
significantly the shape of the presumed “PLB signal”, especially if compared with the remarkable 
improvement obtained applying the transfer function for the reconstruction of the broadband signal 
in section 5.4. This result could be associated with the fact that most of the energy for a PLB had 
a main central frequency of 130 kHz for this setup. Hence, the derived PLB acoustic emission is 
behaving, from a certain point of view, as a narrow band signal. The term 𝐺∗(𝜔)𝐺(𝜔), if the 
frequency variable, 𝜔, is fixed, becomes close to a constant function and simply scales the received 
signal without altering its shape. 
6.3 COMPARISON WITH INITIAL RECORDED SIGNAL 
To proof the consistency of the obtained result, the reconstructed PLB AE has been used as input 
for another numerical simulation at the central actuator. Then, the results have been compared with 
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the received signals at the four piezoelectric sensors generated by the real PLB acoustic emission. 
For the sake of brevity, in Figure 61 it is reported just one of the four possible comparisons. The 
received signals at PZT 4 are analogous but at the same time, discrepancies are present. 
 
 
Figure 61 - Received signals at PZT 4: Experimental vs. Numerical 
 
The exponential decay of the A0 was modeled with acceptable accuracy, demonstrating the 
effectiveness of the applied Rayleigh damping model discussed in section 4.5, despite of the all 
the hypothesis made. Moreover, the two signals demonstrate to be in-phase with respect each other. 
The main difference is related to the S0 wave packet, much higher in the numerical model than in 
the experimental results. In Chapter 7, the obtained results are thoroughly discussed and analyzed, 
leading to conclusions and future research activities to be performed. 
 
  
92 
 
CHAPTER 7 
7 DISCUSSION AND CONCLUSIONS 
Identifying the reason of such discrepancy is challenging and further studies need to be carried 
out. A possible reason could be associated to the non-perfect modelling of the Lamb wave 
propagation. Indeed, even a tiny variation could cause a shift in phase causing a badly 
reconstructed signal at the end of the time reversal process. On the other hand, the successful 
reconstruction of various broadband signals demonstrates that the proposed methodology is 
consistent. Indeed, the TR process requires identical conditions in the forward and backward 
propagations. A purely numerical TR process assures this requirement, even if the model is not 
perfect. On the contrary, time reversing signals generated by real AE inside the FEM model causes 
a discrepancy and the applied transfer function is no more the one that represents the interaction 
between the propagating waves and the structure. Nevertheless, this result is somehow promising, 
and could be used as a first attempt in the representation of a PLB signal. This opens the possibility 
to implement the found signal as an input in numerical simulation for the calibration of localization 
algorithms. So far this has been done just experimentally and this study proposes to approach the 
same problem from a numerical point of view. On the other hand, this is not the only possible 
application. Indeed, it was decided to analyze a PLB signal because is a common experiment in 
the AE community, but also because it can be considered a broadband signal representative of real 
acoustic emissions. Therefore, being able to reproduce a PLB acoustic emission means being able 
to reproduce and locate signals generated by different failure mechanisms such as crack growth, 
delamination and so on. Therefore, the proposed methodology, possibly with the aid of machine 
learning algorithms, could potentially allow the production of numerically assisted probability of 
detection curves required by flight authorities for the certification of different kind of aerospace 
structures. 
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7.1 FUTURE RESEARCH ACTIVITY 
In this research activity, the blue path of the scheme represented in Figure 62 has been followed. 
Moreover, a hybrid approach (experimental and numerical) was used for the reconstruction of an 
AE representative of a PLB signal, showing promising results and wide margins for improvement. 
In future studies, the intention is to follow the green path, associated with an experimental 
application of the TR method. Therefore, with the same methodology, but this time experimental 
and not numerical, will be derived the system transfer function, required to apply the TR to a real 
AE that is typically a broadband signal. 
 
 
 
Figure 62 – Current and future methodology 
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