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ABSTRACT 
The field of landscape evolution modeling focuses on the evolution of the structure of landscapes over 
geologic time. The elevations of rivers, valleys, hills, and mountains make up the structure of the 
landscape. Generally, these elevations change due rock uplift as well as incision. Rivers are the major 
driving force for incision in the landscape, and the amount that a river incises is greatly dependent on 
the amount of discharge flowing through it. Discharge is dependent on the structure of the drainage 
network in the landscape. Therefore, it is important to understand drainage networks in order to 
understand how landscapes evolve. 
 
Dendritic drainage networks are the most general form that exists in the environment. Some 
researchers hypothesize that the dendritic form is the optimal form of a drainage network. In order for 
this to be true, we postulate that landscapes seeded initially with non-dendritic drainage networks must 
be able to convert to dendritic drainage networks through reorganization. So far, some physically scaled 
models have been able to capture drainage network reorganization; however, no numerical models 
have been capable of doing so. 
 
In this study, we demonstrate the limitations of current landscape evolution models reorganize drainage 
networks. Through 1D analysis, we analyze the general behavior of the stream power law, and using a 
2D numerical model, we conclude the following: (1) The most general landscape evolution model tends 
towards a static steady state, where elevations no longer change. (2) Landscape evolution models are 
very sensitive to their initial conditions. (3) Because landscapes tend toward a static steady state, and 
they are sensitive to their initial conditions, we demonstrate that initial conditions seeded with non-
dendritic signals tend towards a static steady state that contain non-dendritic drainage networks signals. 
(4) Randomized perturbations in the spatial distribution of rainfall are not enough to reorganize the 
drainage network. (5) Systematic perturbations in precipitation are necessary to reorganize the drainage 
network. We conclude that drainage networks described by our model can indeed be reorganized using 
differential spatial rainfall patters; however, the perturbations applied in this study were generally 
deliberate, extreme, and had no physical bases. For future studies, we propose to understand the 
coupling between precipitation and the landscape’s topography in order to study how landscape 
reorganize themselves. 
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CHAPTER 1: INTRODUCTION 
1.1 Landscape Evolution Models 
Erosional landscapes are created by the introduction material from uplift and the removal of material 
from fluvial erosion. Initially, the term landscape evolution model meant “a word-picture describing the 
sequential evolution of a landscape over geologic time” [Tucker and Hancock 2010]. In the early 
literature, there were two conceptual models that became prominent in the field of geomorphology. 
One is from William Morris Davis [Davis 1909] and the other is from John T. Hack [Hack 1960]. William 
Morris Davis describes a “geomorphic cycle” where a landscape experiences a relatively short period of 
uplift followed by a long period of denudation. The landscape is time dependent where they move from 
young states to mature states. The low relief mature landscape is known as a peneplain [Davis 1909]. In 
contrast, John T. Hack proposes a conceptual landscape evolution model that is independent on time. In 
this model, the landscape is constantly at “dynamic equilibrium” where the amount material introduced 
and removed is in an “approximate balance” [Hack 1960]. These conceptual models can be visualized in 
Figure 1, where Davis’ conceptual model goes through cycles of uplift and denudation, and Hack’s 
conceptual model is at a dynamic equilibrium. Neither model is completely accurate, but they are 
important for creating numerical landscape evolution models. 
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Figure 1: Time evolution of the landscape evolution conceptual models of William Morris Davis [Davis 
1909] and John T. Hack [Hack 1960]. The abscissae axis represents time, and the ordinate axis 
represents the peak/maximum elevation of the landscape. 
 
The term landscape evolution modeling in the latter part of the 20th century until now has taken a more 
numerical meaning. Now, it refers to the mathematical theory of how geomorphic process drive and are 
driven by the evolution of topography, and its numerical implementation [Tucker and Hancock 2010]. 
Numerical landscape evolution models can be broadly categorized into two types, detachment limited 
and transport limited models. A detachment limited model is a model where the erosion rate is related 
to a scalar measure of the strength (e.g. shear stress) of the water flow, whereas a transport limited 
model is a model where the erosion rate is related to the divergence a vector measure of the strength of 
the water flow. A detachment limited model is applicable to bedrock streams and basins with very fine 
sediment that would be transported as wash load, and a transport limited model is applicable to alluvial 
streams and rivers. In this thesis, we focus on using the simpler of the two, the detachment limited 
mode, which is also more applicable to an uplifting basin. Using the principles of bottom-up modeling, it 
is our belief that using the model that is most reduced in complexity gives us the most straightforward 
insight of the fundamental processes. Our goal in this thesis is to use a numerical landscape evolution 
model in order to study the dynamics and organization of drainage networks.  
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1.2 Dendritic Drainage Basins 
Much of the structure and organization of the landscape is determined by the form of the drainage 
network, i.e. the connection of streams and rivers. The majority of drainage networks takes a dendritic 
form, meaning they have a branched form resembling a tree (Figure 2). These structures are ubiquitous 
on the Earth’s surface. In the literature, there has been a hypothesis that drainage networks take a 
dendritic form because there is an optimality in its organization, named the optimal channel networks 
hypothesis [Rodrigues-Iturbe and Rinaldo 2001], where there is a minimization in the rate of energy 
dissipation. 
 
Figure 2: Dendritic drainage basins in the Loess Plateau of China. 
[http://disc.sci.gsfc.nasa.gov/geomorphology/GEO_4/geo_images_F-2/FigF-2.3.jpeg] 
 
In order for a dendritic drainage network to be the optimal form, a landscape or model landscape that 
initially contains a (purportedly non-optimal) non-dendritic signal must be able to evolve and organize 
itself into a landscape with an optimal dendritic network. For this transformation to occur, we believe 
that a landscape’s drainage network must be able to drastically reorganize itself. Already, the dynamics 
of drainage networks have been observed in laboratory physically scaled models [Hasbargen and Paola 
2000]. In their experiments, the landscape constantly reworks itself by migrating its channel network 
and ridges. This state is the same as what Hack called “dynamic equilibrium”, where the amount of 
material being introduced is the same as the amount being removed. The topography is not constant, 
but statistically it is at equilibrium. After some time, the equilibrium state would have no memory of its 
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initial condition; that is, any non-dendritic signals would be lost and converted into a dendritic 
morphology. 
 
The constant fluctuations of the channels and ridges can be categorized as allogenic, i.e. changes that 
results from external forcing, and autogenic, i.e. changes that arise from the system’s own internal 
dynamics. The experiments by Hasbargen and Paola [2000] contained many fluctuations even after the 
experiment has reached steady state, i.e. the outgoing sediment flux was equal to the incoming flux via 
uplift.  Similar experiments by Bonnet and Crave [2003] showed much less fluctuations at steady state, 
and Bonnet and Crave [2006] hypothesized that the “steady-state” topographic migration in the 
Hasbargen and Paola [2000] experiments was a result of deviation of the rainfall spatial distribution 
from a uniform distribution, i.e. allogenic fluctuations. In contrast, Paola et. al [2009] argue against that 
hypothesis and instead argue that the majority of the drainage network reorganization was due to 
autogenic mechanisms and the structure of the drainage basin. The Hasbargen and Paola [2000] 
experiments took place in a circular basin with one outlet while the Bonnet and Crave [2003] 
experiments took place in a rectangular basin where each edge was an outlet of both sediment and 
water. There is still much that is unknown about how landscapes behave when in dynamic equilibrium. 
In order for us to understand the structure of drainage networks, we need to understand how 
landscapes reorganize themselves. 
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1.3 Motivation 
The motivating question for this study is: (1) are dendritic drainage basins optimal? In order to 
understand the issue in question, we propose a test. If a certain structure is optimal, we believe that it 
would be a stable state. A common conceptual model is the hill and valley model for stable states, 
shown in Figure 3. In this model, if a ball were to be placed in any of the three positions, it would initially 
be stable, i.e. would not move. In position 2, a small perturbation would cause the ball to move into 
another state, either 1 or 3. Position 1 is known as a local stable state. Meaning, a small perturbation 
may not cause the ball to go to the optimal state, position 3. However, given enough of a perturbation, a 
ball in position 1 would be able to move to state 3. Once in position 3, it would be very difficult to roll 
the ball out. 
 
Figure 3: Classic illustration of stability, where (1) is a local stable state, (2) is an unstable state, and (3) is 
a global stable state. 
 
If we think about the optimality of the structure of drainage networks, the supporters of dendritic 
drainage basins as optimality would conclude that position 3 is the optimal state. If position 1 and 2 
were drainage basins with non-dendritic drainage networks, a small perturbation in the system would 
be required in order to get the drainage network to have a dendritic form, position 3. Once dendritic, 
the landscape would have to be greatly perturbed to create a drainage network that is non-dendritic. In 
order to demonstrate the optimality of dendritic networks, a landscape evolution model would need to 
reorganize a non-dendritic network into a dendritic network. 
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Currently, numerical models have yet to demonstrate drastic reorganizations in the drainage networks 
[Pelletier 2004]. Because the models used to date are deterministic, the final conditions of such models 
are completely dependent on the initial condition. The fact that the model is deterministic is obscured 
by the common initial condition that researchers use, which is a tilted plane with randomized elevation 
variation. The first goal of this study is to (1) illustrate that landscape evolution models are 
deterministic, and that they produce static non-dendritic drainage networks when inputted with non-
dendritic initial conditions. In order to reorganize the network, we impose allogenic perturbations in the 
form of differential rainfall on the landscape. Here, we (2) test the spatial organization and magnitude of 
the rainfall perturbations that are necessary to rewire the drainage network. Last, we (3) discuss the 
implications of the results and our future plans to move forward in our research in landscape evolution 
modeling. 
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CHAPTER 2: METHODOLOGY 
2.1 The Governing Equations 
The stream power law (SPL) [e.g. Howard 1994 and Howard et al. 1994] is a commonly used physically-
based bedrock incision detachment limited model. Vertical incision, E [units = Length/Time (L/T)] is 
written as  
 m nE KA S   (1) 
where K [L1-2m/T] is an erodibility constant, A [L2] is drainage area, S [-] is the downstream slope gradient 
along the steepest path, m [-] is a positive exponent, and n [-] is a positive exponent. This equation 
refers to incision in the direction that is normal to the flow. In low gradient streams, the horizontal 
component of incision is neglected; meaning, the total amount of incision is directed in the vertical 
direction. This assumption is commonly employed in studies and applications of SPL [e.g. Howard 1994 
and Howard et al. 1994], even on relatively high slopes. The ratio, m/n is called concavity. Based on field 
work [Howard and Kerby 1983] and map studies [Flint 1974, Tarboton et al. 1989, Willgoose et al. 1990, 
Tarboton et al. 1991, Willgoose 1994, Moglen and Bras 1995], the concavity is hypothesized to be 
between 0.35 and 0.60. Drainage area is used as a proxy for flow discharge, Q [L3/T], in which case (1) 
can be rewritten as 
 
1
m nE KQ S   (2) 
Here, the constant, K1  [L
1-3m/T1-m], is not a function of a precipitation rate; instead, precipitation is 
incorporated in the flow discharge variable through the rational method, shown below. 
  2
0
 
A
Q K i da    (3) 
where c [-] is a rational method constant, i [L/T] is precipitation rate, and a [L2] is the integrating 
variable. When rainfall is constant, K2 [-] = 1.0, and precipitation is uniform, (3) simplifies to 
 
3
Q K A   (4) 
where K3 [L/T] = K2i. Note that in this formulation, storage of rainfall in the basin in neglected. This 
constant, K2, is then integrated into the constant K in (1), where K = K1K3
m = K1(K2i)
m. If there is a uniform 
change in precipitation, (1) is capable of predicted incision in the landscape, but if there is any non-
uniformity in the spatial distribution of precipitation, (2) and (3) are necessary for predicting incision. 
That is, the integration of the precipitation over the drainage area would be required to predict the 
value of discharge. With these equations, we are able to predict both discharge and incision throughout 
the landscape. 
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Incision is just one part of the dynamics of landscape evolution; another important part considered here 
is rock uplift. In this study, we mainly focus on the effect of spatially differential precipitation on 
landscape evolution. To isolate this effect, we employ a spatially uniform and temporally steady vertical 
rock uplift rate, υ [L/T]. With this information, we can write the following conservation equation that 
describes the evolution of the landscape: 
 
1
m nK Q S
t



 

  (5) 
where η[L] is elevation and t [T] is time. This conservation equation is such that elevation increases with 
positive values of uplift and decreases according to erosion predicted with SPL, as specified in (2). To 
understand the balance of these two mechanisms, the model can be solved at steady state, i.e. ∂η/∂t = 
0. This equation can be solved analytically in the 1D case, but a numerical solution is necessary for the 
physically realistic 2D case. 
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2.2 Steady State Solution in 1D 
Here we consider a 1D implementation of a steady sate landscape. At steady state, (5) is rewritten as 
 
1
0 m nKQ S    (6) 
For this equation, precipitation must be steady. If the precipitation is also uniform, we can use the 
simpler (5) to write 
 0 m nKA S    (7) 
In order to solve the equation for elevation, we need to relate each variable to the dependent variable 
corresponding to stream length from the ridge, x [L], and elevation. In the 1D model used in this section, 
υ and K are specified constant parameters. The drainage, A, can be rewritten as 
 hA cx   (8) 
where c [L2-h] is a positive constant parameter and h [-] is a positive exponent. Here (8) is a generalized 
Hack’s Law [Hack 1957]; through empirical field work, Hack empirically deduced that h ≈ 1.67. The slope 
of the stream can be written as 
 
d
S
dx

    (9) 
Using these definitions, it is possible to analytically solve for the elevation in the profile. Solutions using 
the generalized Hack’s Law have been shown in previous research [e.g. Whipple and Tucker 1999, Willett 
2010]. Substituting both (8) and (9) into (7) yields 
 
1
hmn
n
m
d
x
dx Kc
   
  
 
  (10) 
Then (10) can be integrated using the boundary condition, η(x = LP) = 0, where L is the length of the 
profile from the ridge to the outlet. The outlet is located at x = LP, and the elevation of the outlet is set to 
zero as a boundary condition. The solution for elevation is 
 
1
1
1 1
ln for 
for 
n
m
P
hm hmn
n n
Pm
x
hm n
Kc L
n
x L hm n
hm n Kc


  
       
    
 
   
         
   (11) 
Nondimensionalizing (11) using the following definitions: 
 
1
ˆ
n
m hm n
P
Kc L

 

 
  
 
  (12) 
and 
 ˆ
p
x xL   (13) 
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It is found that 
 
 
1 1
ˆln for 
ˆ
ˆ 1 for 
hm hm
n n
x hm n
n
x hm n
hm n
  
 

   
     
  (14) 
Here (14) accounts for the steady state profile associated with a uniform precipitation rate. The solution 
for nondimensional elevation,ˆ , does not depend on the rainfall rate, here parameterized in terms of K. 
However, dimensional elevation, η, is a function of K. This is demonstrated in the results section of this 
thesis. In addition, for simplicity, we define the elevation length scale, α, as follows: 
 
1
n
m hm n
P
Kc L



 
  
 
  (15) 
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2.3 Ridge Location between Two 1D Steady State Profiles 
The movement and location of ridges are important for studying the reorganization of river networks. In 
the 1D model of the previous section, a ridge was assumed to occur at x = 0. If there are two profiles 
flowing away from each other into two different outlets, a dividing ridge develops in between them. For 
uniform uplift and rock erodibility, the ridge would be located halfway between the outlets. The spatial 
distribution of rainfall is seldom uniform in the environment. In many cases, the distribution of rainfall is 
dependent on the topography of the landscape [Anders et al. 2006]. If we define a variable, LR, as the 
location of ridge, i.e. distance from the left outlet, we can write a piecewise equation that describes the 
elevation of two river profiles, shown below with (16) showing profiles where hm/n = 1 and (17) 
showing profiles where hm/n ≠ 1. In the equations below, LP denotes the sum of the lengths of both 
river profiles with the left profile’s outlet at x = 0 with elevation, η = 0 and the right profile’s outlet at x = 
LP with elevation, η = 0. 
 
1
1
ln
ln
n
R
Rm
L R
n
P R
Rm
R R
L
x L
K c L x
L L
x L
K c x L




            
 
   
    
   
  (16) 
 
 
   
1
11
1
1 1
hmn hm
nn
R R Rm
L
n hm hm
n n
R P R Rm
R
n
L x L x L
hm n K c
n
x L L L x L
hm n K c




 

              
 
               
  (17) 
where KL [L
1-2m/T] is the erodibility constant for the left profile and KR [L
1-2m/T] is the erodibility constant 
for the right profile.  For profiles with different values of precipitation, i.e. KL ≠ KR, the location and 
elevation of this ridge is non-trivial. The location of the ridge, LR [L], needs to be solved before 
determining the elevation profiles from (16) and (17). From inspection of (16) and (17) as well as (14), 
we see that near the ridge, the elevation reaches infinity under the constraint, hm/n ≥ 1. In addition, for 
every positive value of hm/n, the slope at the ridge is infinity; however, the elevation still reaches a 
finite value at the ridge when hm/n < 1. Determining the ridge elevation and location for profiles hm/n < 
1 requires no further manipulation. We determine LR, where hm/n < 1, by equating the two profiles in 
(17). 
 
1
1
1
n hm
R L
P R
L K
L K



 
      
 
  (18) 
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The elevation of the ridge can be determined by inputting the value of LR back into (17). For profiles 
where hm/n ≥ 1, we need to add a small perturbation, , to avoid the elevation singularity. This 
perturbation could be seen as a hillslope length that is independent of the side of the ridge. We add this 
hillslope perturbation into (19) in which hm/n = 1 and (20) in which hm/n > 1 in order to create an 
equation similar to (18). 
 
1
1
ln
ln
n
R
Rm
L R
n
P R
Rm
R R
L
x L
K c L x
L L
x L
K c x L






            
 
   
    
    
  (19) 
 
 
   
1
11
1
1 1
hmn hm
nn
R R Rm
L
n hm hm
n n
R P R Rm
R
n
L x L x L
hm n K c
n
x L L L x L
hm n K c






 

               
 
                
  (20) 
For hm/n = 1, 
 
1ln
ln
R
n
R
LP R
L
K
KL L


 
 
     
   
 
 
  (21) 
and for hm/n > 1, 
 
 
1 1
1
1 1
hm hm
n n
P R n
R
hm hm
Ln n
R
L L
K
K
L


 
 
 
        
    
 
  (22) 
Additionally, since there is an elevation singularity, the elevation of the ridge is undefined. In order, to 
define a ridge elevation, we use the height of the profile to one hillslope length from the ridge. In our 
results, we show the ridge elevation and location between the two profiles as a function of the ratio of 
the left and right precipitation rates. These have implicit drainage networks, i.e. in accordance with 
Hack’s Law, so it is difficult to imply anything about the structure of the drainage network. However, 
ridge migration is an important mechanism for reorganizing the river network. We use this knowledge to 
make help use make predictions of the 2D numerical results. 
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2.4 Numerical Implementation in 2D 
In order to understand drainage network dynamics, we need to create drainage networks in a 2D model. 
We can implement the governing equation, (5), in a 2D numerical model, shown below. 
      1, , ,
m n
x y K Q x y S x y
t



 

  (23) 
where x [L] and y [L] are the horizontal coordinates. In contrast to the 1D model, this model is unsteady; 
meaning that the time rate of change in elevation is not necessarily zero. Additionally, both the 
discharge term and the slope term are functions of both horizontal coordinates, x and y. For simplicity, υ 
and K1 are both taken as uniform over space. Precipitation is, however, varied across the landscape. 
 
As mentioned above, (23) is an unsteady equation. This means that in order to run the model, initial 
conditions are necessary. In our study, we looked at multiple initial conditions, ranging from an inclined 
plate with randomized perturbations to sine waves, which are non-dendritic. Regardless, any initial 
condition inputted into the model evolves until the landscape reaches a steady state. 
 
In addition to initial conditions, numerical models require boundary conditions. The spatial domain of 
the model is a square. In planform, the bottom boundary (x = 0) is always be a non-evolving outlet that 
is at an elevation equal to zero (24). The left (y = 0) and right boundaries (y = LB, where LB [-] is the length 
of the side of the square basin) satisfy periodic boundary conditions, (25), meaning that water flowing 
out of the left boundary goes into the right boundary and vice versa. Last, the top boundary (x = LB) of 
the domain is set either to an impermeable flow boundary or to an outlet set at an elevation of zero 
(26). The choice depended on the run in question. 
  0, 0x y     (24) 
  ( , 0) , Bx y x y L      (25) 
  ( , ) 0 or , 0B Bx L y x L y
t



   

  (26) 
Boundary conditions are important because, the 2D model needs to route the flow across the 
landscape. This creates the drainage networks in the landscape. When the flows hit a boundary, we 
need to employ the appropriate rule to decide how to route it further. Within the basin, we used the D8 
flow algorithm [O’Callaghan and Mark 1984] for flow routing. This algorithm routes flow in each cell by 
first calculating the gradients to each neighbor cell. Since this model consists of a square grid, like a 
checkerboard, there are eight neighbors, hence the algorithm’s name. The slope is decided by 
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subtracting the elevation of the neighbor cell by the elevation of the cell of interest, and then dividing by 
either the cell length for cardinal directions or the cell length multiplied by the square root of two for 
diagonal directions. The flow is then assumed to be routed to the neighbor cell that results in the 
steepest slope. This steepest slope also corresponds to the value of slope, S, used in (23). Flow is then 
accumulated to determine the drainage area of each cell. Since, we are interested in non-uniform 
precipitation patterns, we use discharge, instead of its proxy, drainage area in our calculations. To 
determine discharge, we multiply each cell that drains into the cell of interest by its local precipitation 
rate, and then we sum (i.e. numerically integrate) all the cells that drain to the cell of interest. This 
results in the total discharge at the cell in question, which we can input into (23). In this way, not only do 
we account for the precipitation at the local cell, but also we are able to see its effects downstream. 
 
The 2D numerical model evolves the landscape using an explicit time forward discretization equation. 
Therefore, the model is first order accurate in time, and because of our flow routing scheme, it is also 
first order accurate in space. The time evolution is governed by the following equation: 
      1
m nt t t t K Q S          (27) 
where Δt [T] is the numerical time step. When the term (υ – K1Q
mSn) becomes negligible, the landscape 
has reached a dynamic equilibrium. At this point, the landscape is time independent due to the rock 
uplift rate equaling the incision rate, and the elevation and drainage network become static. 
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CHAPTER 3: RESULTS 
3.1 Results: 1D Analytical Model, Steady State Solutions 
As mentioned in Section 2.1, the concavity, m/n, has been theorized to be approximately between 0.35 
and 0.60. Additionally, through field work and map studies, Hack deduced empirically that the exponent, 
h, in the generalized Hack’s Law was about 1.67. Therefore, the range of values for the term, hm/n, in 
the nondimensional analytical solution, (14), is between 0.583 and 0.833. Shown in Figure 4 below are 
dimensionless elevation profiles for multiple values of hm/n. 
 
Figure 4: 1D dimensionless analytical solution to (14) for hm/n ratios equal to 0.583 (lowest profile), 
0.667 (2nd lowest profile), 0.750 (2nd highest profile), and 0.833 (highest profile). The ridge of the profile 
is located at xˆ  = 0 and the outlet of the profile is located at xˆ  = 1. 
 
It should be noted that, although difficult to see directly in Figure 4, the slope, as predicted in (10), 
approaches infinity when near the ridge of the profile. The top profile, hm/n = 0.833, reaches a 
dimensionless elevation of nearly 6.0 at the ridge; however, this is difficult to see due to the screen 
resolution and the size of the figure. This goes to show that a large portion of the elevation relief in the 
profile is realized proximal to the ridge due to the slope singularity at the ridge. Additionally, as shown in 
(11) and (14), the elevation does indeed reach a finite value where xˆ  = 0, i.e. the ridge.  
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When converting the dimensionless profile into a dimensioned profile, for each hm/n ratio, it is only 
necessary to calculate the dimensionless profile once. The dimensioned profile is simply a linear 
transformation of the xˆ variable by LP and the ˆ  variable by α. For a given scale of the profile, LP, and 
exponents, m, n, and h, the dimensioned elevation is dependent only on the parameter, α. There are 
multiple combinations of the parameters for rock uplift, υ, and rock erodibility, K, that yield the same 
value of α. This means that as long as both parameters are uniform over the entire profile, the effect of 
halving the rock uplift rate is the same as doubling the rock erodibility parameter and vice versa. For a 
value, hm/n = 0.750 and LP = 10 km, which is in the range of typical values, we can see the effect of 
varying parameter, α, on the river elevation profile in Figure 5. Figure 5 shows the elevation of the river 
profile increasing linearly with α. This means that as the value of α doubles, so does the elevation. From 
our definition of α, it can be seen shown that the elevation is proportional the value of υ and inversely 
proportional to the value of K.  
 
Figure 5: For hm/n = 0.750 and L = 10 km, this figure shows the elevation profiles for three values of α, 
i.e. 0.5 m (highest profile), 1.0 m (middle profile), and 2.0 m (lowest profile). The ridge is located at x = 0 
m, and the outlet is located at x = 10 km where η = 0 m. 
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3.2 Results: 1D Analytical Model, Steady State Ridge Locations 
As noted in the previous section, the range of the ratio, hm/n studied here is from 0.583 to 0.833. It was 
shown in (21) and (22) that a hillslope length perturbation, , was necessary in order to avoid the 
inherent singularity in the 1D model. However, since the range of hm/n studied here is below unity, it is 
only necessary to use (18), which does not require the hillslope perturbation because the solutions do 
not contain elevation singularities are the ridge.
 
Figure 6: Location of the ridge with respect to the total length of the two profiles as a function of the 
ratio between the rock erodibility constant to the left of the ridge and rock erodibility constant to the 
right of the ridge. There are four lines representing different ratios, hm/n, in the range of 0.583 and 
0.833. 
 
The elevation of the ridge can be defined with known parameters. For arbitrary constants, c = 1.0 , υ = 
1.0, KR = 1.0, n = 1.0, we can use (17) to determine how the elevation of the ridge changes with the ratio, 
KR/KL, as illustrated in Figure 7 as well as the ration, LR/LL, as illustrated in Figure 8. Since, KL/KR goes 
from 0.1 to 10, this means that KL varies from 0.1 to 10. Note that these two variables are related as 
shown in Figure 6. In Figure 6, we see that as the value of KL increases the profile moves towards the 
right. Both Figures 7 and Figure 8 show that as the ridge migrates towards the right (increasing KL moves 
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the ridge location rightward), the elevation of ridge, ηR, decreases. Figure 7 and Figure 8 show the same 
trend, but they are different because there are numerical transformations of one another seen in (18) 
and Figure 6. Also, as seen in Figure 4, the elevations of the ridges increase as the value of hm/n 
increases. 
 
Figure 7: Elevation of the ridge as a function of the ratio between the rock erodibility constant to the left 
of the ridge and rock erodibility constant to the right of the ridge There are four lines representing 
different ratios, hm/n, i.e. 0.583 (highest profile), 0.667 (2nd highest profile), 0.750 (2nd lowest profile), 
and 0.833 (lowest profile). 
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Figure 8: Elevation of the ridge as a function of the ridge location from the left profile’s outlet, x = 0. The 
four lines represent different values of hm/n. There are four lines representing different ratios, hm/n, 
i.e. 0.583 (lowest profile), 0.667 (2nd lowest profile), 0.750 (2nd highest profile), and 0.833 (highest 
profile). 
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3.3 Results: 2D Numerical Model, Baseline Landscape Evolution 
In this section, we show a vanilla 2D landscape evolution simulation, i.e. one using straightforward input 
parameters. There parameters are given below in Table 1, are the parameters used for the numerical 
simulations in this section. A summary of the figures is listed in Table 2. 
Parameter Symbol Value Unit 
Total Basin Size LB
2 100 km2 
Cells N2 75x75 cells 
Grid size Δx 133.33 m 
Time step Δt 100 yr 
SPL exponent m 0.5 - 
SPL exponent n 1 - 
Erodibility 
 
 
K1 5.62x10
-9 m-0.5sec-0.5 
 
 
Rational Method Constant K2 1 - 
Precipitation i 1 m/yr 
Rock Uplift υ 1 mm/yr 
Initial Slope So 1x10
-4 - 
Table 1: Parameters used for numerical simulations in results in Section 3.3. 
Figure Time Initial Perturbation in Bed Elevation?  
9 Initial Condition No 
10 Final Condition No 
11 Initial Condition Yes 
12 100 kyr Yes 
13 200 kyr Yes 
14 Final Condition Yes 
Table 2: Summary of the figures listed in Section 3.3. 
The first result we present is a simulation of landscape evolution from an initial condition without 
randomized elevation perturbations, as shown in Figure 9. Specifically, the initial surface is an inclined 
plane with a slope of 1x10-4. The outlet is at a zero elevation, and the elevation linearly increases with 
the distance from the outlet to the ridge, which is at an elevation of 1 m. 
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Figure 9: This is the initial bed use for the calculations shown in Figure 10. The initial slope of the 
landscape is So = 1x10
-4. The bed contains no elevation perturbations. 
 
As the landscape evolves, it never develops a drainage network. At a time well after the landscape 
reaches a dynamic equilibrium, i.e. 10 million years, the landscape still has no drainage network (Figure 
10). At this point, because the landscape is at dynamic equilibrium, the elevation no longer change. The 
landscape develops a concave upward elevation profile with a ridge elevation of about 500 m. In the y- 
axis the landscape is completely uniform. 
  
 22 
 
 
Figure 10: Final steady-state condition resulting from the initial condition without randomized bed 
elevation perturbations, shown in Figure 9. 
Now, if we add randomized elevation perturbations to the initial condition, we can develop landscapes 
with drainage networks. The initial condition is an inclined plate of the same slope in Figure 9 but with 
random perturbations (Figure 11). This random perturbation in each cell is +/- SoΔx/2, i.e.  0.0067 m. 
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Figure 11: Initial condition of the simulations used in Section 3.3 when random bed elevation 
perturbations are present. The initial slope of the landscape is So = 1x10
-4. The bed contains elevation 
perturbations at each cell, which varies +/- 0.0067 m. The figure appears nearly indistinguishable from 
Figure 9. However, upon closer inspection, we see lines parallel to the y-axis in Figure 9, i.e. absence of 
elevation perturbations, and no parallel lines in Figure 11, i.e. presence elevation perturbations. 
 
These bed elevation perturbations cause incision to occur preferentially in certain areas. Incision causes 
a local depression, which invites more flow and incision, finally creating a drainage network. 
Perturbations were necessary in the model to create a 2D drainage network; this is explained in the 
discussion chapter. Initially, as the landscape evolves, the entire landscape shows increasing elevations. 
After 100 kyr, we see that the streams begin to propagate near the outlet (Figure 12). The time elapsed 
from the initial state is shown in the top left corner of each figure. 
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Figure 12: Landscape elevation after 100 kyr of evolution from the initial bed with elevation 
perturbations shown in Figure 11. 
 
As the landscape evolves more, the knickpoints propagate toward the ridge at the top boundary (Figure 
13).   
 
Figure 13: Landscape evolution after 200 kyr of evolution from the initial bed with elevation 
perturbations shown in Figure 11. 
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After about 2000 kyr, the landscape reaches dynamic equilibrium. After this period, the landscape’s 
elevation no longer changes due to the balance between rock uplift and incision. The landscape at 
dynamic equilibrium is shown in Figure 14. 
 
Figure 14: Landscape evolution after 2000 kyr of evolution from the initial bed with elevation 
perturbations shown in Figure 11. After 2000 kyr, the landscape has reached a steady state. 
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3.4 Results: 2D Numerical Model, Randomized Precipitation 
In this section, we consider the case of no initial elevation perturbations (as in Figures 9 and Figure 10), 
but with randomized rainfall. Thus in each grid cell the rate of precipitation is chosen from a random 
uniform distribution between 0.9 m/yr to 1.1 m/yr. The resulting rate of rainfall is then held constant at 
every cell for the duration of the simulation. The spatial mean of the rate of rainfall is roughly, 1.0 m/yr, 
the same as in Section 3.3. A summary of the figures in this section are listed in Table 3. 
Figure Time Initial Perturbation in Bed Elevation?  Perturbation in Precipitation? 
15 Final Condition No Yes 
16 Final Condition Yes Yes 
Table 3: Summary of the figures listed in Section 3.4. 
In the previous section, the numerical simulation shown in Figure 10 did not contain drainage networks 
in its steady-state landscape. By adding perturbations to the rainfall distribution, we create a landscape 
that contains drainage networks at steady state (Figure 15). The final steady state solution in Figure 15 
has little resemblance that for the case in which there are no perturbations in either initial bed elevation 
or precipitation (Figure 10), because the conditions for Figure 10 preclude the evolution of a drainage 
network. It hardly needs to be said that for the case corresponding to Figure 15, different patterns or 
rainfall randomization lead to different drainage networks. 
 
Figure 15: Landscape evolution using spatially randomized but temporally steady rainfall rates after 10 
million years. This landscape was evolved from the initial condition shown in Figure 9, i.e. no initial bed 
elevation perturbations 
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Using the same initial condition from Figure 11, i.e. randomized initial bed elevation, we now add the 
same condition of spatially randomized but temporally constant precipitation as in Figure 15 to the 
calculation. The resulting landscape at steady state is shown after 10 million years (Figure 16). The 
landscape reaches dynamic equilibrium well before this time period, but simulating 10 million years 
ensures that the landscape is at dynamic equilibrium.  The steady-state river network of the landscape in 
Figure 16 is very similar to that of Figure 14, for which only random initial bed elevation perturbations 
were introduced, but rather different from Figure 15, in which only randomized rainfall perturbations 
were introduced. It is thus seen that a) whereas either type of perturbation can give rise to a steady-
state channel network, where none would exist in the absence of either perturbation, b) when both 
perturbations are present, the effect of initial elevation perturbation plays the dominant role in the 
formation of the steady-state drainage network.  
 
Figure 16: Landscape evolution using spatially randomized but temporally steady rainfall rates after 10 
million years. This landscape was evolved from the initial condition shown in Figure 11, i.e. initial bed 
contains elevation perturbations 
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3.5 Results: 2D Numerical Model, Initial Condition Including a Non-Dendritic Signal 
In this section we explore the effect of a non-dendritic signal in the pattern of initial bed elevation on 
steady-state basin morphology. The goal is to see whether or not the non-dendritic initial signal is 
eventually erased by internal model dynamics. The following table, Table 4, shows a summary of the 
figures in this section. 
Figure Time Perturbation in Precipitation?  
17 Initial Condition No 
18 Final Condition No 
19 Final Condition Yes 
 Table 4: Summary of the figures listed in Section 3.5.   
We create this initial signal by inputting a very shallow trough with a sine-wave planform into the 
elevation pattern of our initial condition. More specifically, the initial condition consists of an inclined 
plane with a 0.1 meter-deep sinuous channel, as shown in Figure 17. The slope of the initial bed 
surrounding the sine wave is the slope value, So = 1x10
-4, shown in Table 1. Like other simulations shown 
in Figure 9 and Figure 10, the planar slope has no randomized initial bed elevation perturbations. Unlike 
the simulation shown Figure 10, by steady state the landscape has developed a drainage network 
subsidiary to the sine wave perturbation (Figure 18). It is of particular interest to note that the small 0.1 
m channel sine wave seen in Figure 17 has not only not been erased, but has been amplified into a deep 
canyon, with a relief of ~ 100 m, when steady state has been achieved. 
 
Figure 17: Initial condition containing an inclined plane with slope, slope was So = 1x10
-4, and a 0.1 m 
deep channel with a sine-wave planform. There are no random elevation perturbations in initial bed. 
 29 
 
 
Figure 18: Final steady state solution resulting from the initial condition shown in Figure 17. The initial 
condition had no bed elevation perturbations, and the precipitation distribution also contained no 
randomized perturbations. The non-dendritic, 0.1 m-deep initial sine-wave channel has been amplified 
and is imprinted onto the landscape as a ~ 100 m-deep canyon with a subsidiary drainage network 
developed around it. 
 
As we did in Section 3.4, we can apply randomized rainfall distributions to the calculation that used the 
sine-wave initial condition (without randomization in initial bed elevation) shown in Figure 17. The 
resulting solution at dynamic equilibrium is shown in Figure 19. Comparing Figure 18 to Figure 19, a 
slight difference in the structure of the sub-basins can be seen; however, the deep canyon resulting 
from amplification of the initial sine wave perturbation remains present. 
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Figure 19: Final steady state solution resulting from the initial condition shown in Figure 17. The initial 
condition had no bed elevation perturbations, but the precipitation distribution contained randomized 
perturbations. The non-dendritic, 0.1 m-deep initial sine-wave channel has been amplified and is 
imprinted onto the landscape as a ~ 100 m-deep canyon with a subsidiary drainage network developed 
around it. 
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3.6 Results: 2D Numerical Model, Ridge Migration 
Similar to the analysis presented in Section 3.2, we now study the effect of different rainfall rates on 
either side of a ridge in the 2D numerical model. In Section 3.2, our 1D analysis included two opposing 
river profiles that met in the middle at a ridge. In this section, the 2D numerical model contains two 
outlet boundaries located at the bottom and top of the domain. The left and right boundaries remain 
periodic. The initial condition for the results of this section is a combination of two planes that are 
inclined away from each other, but meet in the middle of the domain to form a ridge. The initial slopes 
of each plane always takes the value, So, shown in Table 1. In addition, elevation perturbations are 
added to the initial surface; these were chosen randomly from a uniform distribution that varied from 
+/- SoΔx/2, i.e.  0.0067 m. Figure 20 shows the initial condition for all the results shown in this section. 
Table 5 shows the summary of the figures listed in this section.
 
Figure 20: The initial condition for the results shown in Section 3.6. Ridge is located roughly at x = 5 
kilometer and the ridge’s elevation is roughly at 0.5 meters; these two numbers would be exact in the 
absence of random initial perturbations in bed elevation. 
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Figure Time iB/iT  
20 Initial Condition N/A 
21 Final Condition 0.5 
22 Final Condition 0.667 
23 Final Condition 1.0 
24 Final Condition 1.5 
25 Final Condition 2.0 
Table 5: Summary of the figures listed in Section 3.6. 
In the calculations presented here, the rainfall pattern follows the ridge. That is, if the rainfall rate, iT 
[L/T], the precipitation rate of the area flowing into the top outlet exceeds iB [L/T], the precipitation rate 
of the area flowing into the bottom outlet, the ridge migrates toward the bottom outlet. As a result, the 
domain receiving rainfall rate, iT, expands downward, and the domain receiving rainfall rate, iB, 
correspondingly shrinks. Starting with a case of spatially uniform, temporally constant rainfall 
distribution, we evolve the initial condition shown in Figure 20 to steady state (Figure 21). For all the 
results in this section, the value of K1 is uniform over the entire landscape. The value of precipitation, iT, 
flowing to the top outlet is the baseline value, i = 1 m/yr, shown in Table 1. The value of precipitation, iB, 
flowing to the bottom outlet is variable, and is specified in terms of the ratio of the precipitations, iB/iT. 
When this ratio is unity, the ridge is centered in between the two outlets at the top and the bottom of 
the domain. The location of the ridge on the x-axis is not uniform (due to the amplification of the initial 
bed elevation perturbations), but its mean location is at 5 km, i.e. the centerline of the domain. Figures 
22, Figure 23, Figure 24, and Figure 25 show final conditions for landscapes with precipitation ratios, 
iB/iT = 0.5, 0.667, 1.5, and 2.0, respectively. As the ratio decreases below unity, as shown in Figure 22 
and Figure 23, the steady state location of the ridge is translated closer to the bottom boundary. As this 
ratio increases above unity, as shown in Figure 24 and Figure 25, the steady state location of the ridge is 
translated closer to the top boundary. It can be seen from Figures 21 to 25 that ridge elevation 
decreases with increasing ratio, iB/iT. This is because the mean rate of precipitation, which is given as 
(iBAB + iTAT)/(AB + AT), where AB and AT are the corresponding area receiving rainfall rates, iB and iT, 
increases with increasing ratio, iB/iT. These results are further discussed in Section 4.6. 
 33 
 
 
Figure 21: Final condition at dynamic equilibrium corresponding to the initial condition of Figure 20 
when the ratio, iB/iT = 1.0. 
 
Figure 22: Final condition at dynamic equilibrium corresponding to the initial condition of Figure 20 
when the ratio, iB/iT = 0.5. 
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Figure 23: Final condition at dynamic equilibrium corresponding to the initial condition of Figure 20 
when the ratio, iB/iT = 0.667. 
 
Figure 24: Final condition at dynamic equilibrium corresponding to the initial condition of Figure 20 
when the ratio, iB/iT = 1.5. 
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Figure 25: Final condition at dynamic equilibrium corresponding to the initial condition of Figure 20 
when the ratio, iB/iT = 2.0. 
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3.7 Results: 2D Numerical Model, Reorganization of Non-Dendritic Initial Conditions 
From our previous results, we have seen that when a spatial rainfall distribution with randomized 
perturbations is imposed together with perturbations in the initial bed elevation, the former has 
relatively small effect on the structure of the landscape’s ultimate drainage network. In this section, we 
continue the study of systematic variation in rainfall rate explored in Section 3.6, but now rather than 
focus on ridge migration itself, we study whether or not rainfall variation can erase the initial sine-wave 
signal introduced in Section 3.5. That is, we study whether or not systematic spatial rainfall variation can 
erase the imprint of an initial non-dendritic signal. We use the final steady state condition shown in 
Figure 18, which contains the amplified imprint of a sine-wave initial elevation perturbation, as our 
initial condition for the simulations in this section. Table 6 shows a summary of the figures listed in this 
section. 
Figure Time Type of Rainfall Perturbation  
26 Final Steady State Half baseline rainfall over entire basin 
27 Final Steady State Half baseline rainfall over right half of basin 
28 Final Steady State Half baseline rainfall over bottom half of basin 
29 Initial Condition None 
30 200 kyr Double baseline rainfall over targeted sub-basin 
31 400 kyr Double baseline rainfall over targeted sub-basin 
32 1500 kyr Double baseline rainfall over targeted sub-basin 
33 1000 kyr Triple baseline rainfall over targeted sub-basin 
34 400 kyr Quadruple baseline rainfall over targeted sub-basin 
35 600 kyr Quadruple baseline rainfall over targeted sub-basin 
36 800 kyr Quadruple baseline rainfall over targeted sub-basin 
37 1000 kyr Quadruple baseline rainfall over targeted sub-basin 
38 1200 kyr Quadruple baseline rainfall over targeted sub-basin 
39 1400 kyr Quadruple baseline rainfall over targeted sub-basin 
40 5500 kyr Quadruple baseline rainfall over targeted sub-basin 
41 1000 kyr Double baseline rainfall for basins draining into y < 4km 
42 2000 kyr Double baseline rainfall for basins draining into y < 4km 
43 3000 kyr Double baseline rainfall for basins draining into y < 4km 
44 4000 kyr Double baseline rainfall for basins draining into y < 4km 
45 7000 kyr Double baseline rainfall for basins draining into y < 4km 
Table 6: Summary of the figures listed in Section 3.7. 
In Figure 26, we alter the rainfall in the entire landscape to be double the background value, from 1 
m/yr to 2 m/yr. The figure shows the landscape at dynamic equilibrium with the new rainfall rate. 
Overall, the landscape reduces in relief. The imprint of the 0.1 m deep sinusoidal perturbation remains 
as a deep canyon, but its relief has decreased to ~ 70 m in accordance with the overall decrease in relief. 
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Figure 26: Final steady state solution using a rainfall rate that is double the background value, 1 m/yr to 
2 m/yr, as compared to Figure 18. 
 
The rainfall can also be changed in restricted portions of the landscape. Differences in the spatial 
distribution of rainfall was shown to induce ridge migration in Section 3.6. For those calculations, 
however, the spatial pattern of rainfall varied so as to follow ridge migration. In this section, we begin by 
considering spatial variation of rainfall that is fixed in time rather than ridge-following. In Figure 27, the 
rainfall distribution is doubled in the right half (y < 5 km) of the landscape as compared to the case in 
Figure 18. In the right half of the landscape, the relief is subdued, as in Figure 26. Ridges near the 
boundary of the increased rainfall rate have moved slightly to the left. Figure 28, shows the results of 
increasing the rainfall rate by two in the bottom half of the domain (x < 5 km) relative to the case of 
Figure 18. Like Figure 27, the bottom half of the domain’s relief is subdued. Any slight ridge migration 
near the boundary of changed rainfall has little effect on the drainage network structure. The conditions 
associated with neither Figure 27 nor Figure 28 have served to remove the amplified non-dendritic sine-
wave signal seen in Figure 18. 
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Figure 27: Final steady state solution using a rainfall rate that is double the background value, 1 m/yr to 
2 m/yr in the right half of the domain (y < 5 km). The comparison is with Figure 18. 
 
 
Figure 28: Final steady state solution using a rainfall rate that is double the background value, 1 m/yr to 
2 m/yr in the bottom half of the domain (x < 5 km). The comparison is with Figure 18. 
 
We now consider a pattern of spatial variation of rainfall that is ridge-following, as in Section 3.6, but 
which is applied to a sub-basin of the drainage network with a non-dendritic signal shown in Figure 18. 
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Figure 29 shows the same landscape as Figure 18, but in which we have outlined a sub-basin in red. In 
this sub-basin, we increase the rainfall rate, and further allow the zone of increased rainfall to follow the 
migration of the ridges defining this sub-basin. This causes the sub-basin to expand outward. As the sub-
basin expands, the area of increased precipitation expands, accordingly. We show that if the expansion 
of the sub-basin is sufficient, it can cause drastic drainage network reorganization. This provides a 
mechanism to erase any non-dendritic signal associated with initial conditions.-
 
Figure 29: Copy of Figure 18 with targeted sub-basin outlined in red. This drainage basin is used as the 
initial condition for a run in which the rainfall rate is increased over the sub-basin. The zone of increased 
rainfall follows the ridges of the sub-basin as they migrate. 
 
Figure 30 (200 kyr) and Figure 31 (400 kyr) show the evolution of the landscape after a two-fold increase 
in rainfall in the outlined sub-basin, as compared to the rainfall rate for Figure 18. Figure 32 shows the 
final steady state, which is attained at roughly 1500 kyr. At this time, the sub-basin has extended its 
ridges maximally. The imposed variation of rainfall is seen to be unable to expand and reorganize the 
basin drastically, and as a result the sine-wave canyon is still evident. 
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Figure 30: Landscape evolution with a two-fold increase in rainfall in the sub-basin after 200 kyr. The 
sub-basin is outlined in red. 
 
Figure 31: Landscape evolution with a two-fold increase in rainfall in the sub-basin after 400 kyr. The 
sub-basin is outlined in red. 
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Figure 32: Landscape evolution with a two-fold increase in rainfall in the sub-basin after 1500 kyr. 
Landscape is at dynamic equilibrium. The sub-basin is outlined in red. 
 
The increase in rainfall in the outlined sub-basin of Figure 29 by two-fold is insufficient to reorganize the 
landscape, i.e. remove the sine wave channel. In order to force reorganization, we perform runs in 
which we increase the rainfall in the sub-basin until the sine wave signal is removed. Figure 33 shows 
the final steady state solution when the precipitation is increased three-fold as compared to Figure 18. 
Comparing Figure 32 to Figure 33, we see that the ridges of the sub-basin have extended more than in 
Figure 33. Additionally, the relief within the sub-basin is decreased in Figure 33 when compared to 
Figure 32. However, the sine wave still exists in the drainage network. 
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Figure 33: Landscape evolution with a three-fold increase in rainfall in the sub-basin after 1000 kyr. 
Landscape is at dynamic equilibrium. The sub-basin is outlined in red. 
 
The next set of figures shows the reorganization of the landscape when the precipitation in the sub-
basin is increased four-fold over the baseline precipitation relative to Figure 18. Figure 34, Figure 35, 
Figure 36, Figure 37, Figure 38, and Figure 39 document the evolution and reorganization of the 
landscape. Recall that the left and right boundaries of the landscape are periodic, meaning that changes 
on the left boundary affect the right boundary and vice versa. Figure 34 shows the same expansion of 
the sub-basin shown in the previous figures, but in Figure 35, the ridge at the upper tip of the sub-basin 
is breached. The sub-basin with increased rainfall captured another sub-basin. This substantially 
increases the area subject to increased rainfall. Once breach, the upper portion of the landscape 
containing the captured sub-basin incises drastically (Figure 36). Although the upper portion of the 
landscape now has a new outlet, its structure (stream network) is preserved. Figure 37, Figure 38, and 
Figure 39 show further progressive expansion of the sub-basin. The initial sub-basin, which occupied 
only five percent of the total basin area, now drains the majority of the landscape. Figure 40 shows the 
landscape at dynamic equilibrium at 3500 kyr. It took much more time for this basin to reach dynamic 
equilibrium than it did for the simulations with two-fold and three-fold increases in precipitation. At 
steady state, the drainage network drastically reorganized, and the sinusoidal canyon, as shown in 
Figure 18, is mostly erased. Parts of the sinusoidal canyon do remain near the bottom boundary, but the 
S-shaped topography that dominates Figure 18 is no longer evident. 
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Figure 34: Landscape evolution with a four-fold increase in rainfall in the outlined sub-basin after 400 
kyr. The sub-basin is outlined in red. 
 
Figure 35: Landscape evolution with a four-fold increase in rainfall in the sub-basin after 600 kyr. The 
sub-basin, which is outlined in red, has breached its ridge and captured another sub-basin. 
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Figure 36: Landscape evolution with a four-fold increase in rainfall in the sub-basin after 800 kyr. The 
sub-basin is outlined in red. 
 
Figure 37: Landscape evolution with a four-fold increase in rainfall in the sub-basin after 1000 kyr. The 
sub-basin is outlined in red. 
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Figure 38: Landscape evolution with a four-fold increase in rainfall in the sub-basin after 1200 kyr. The 
sub-basin is outlined in red. 
 
Figure 39: Landscape evolution with a four-fold increase in rainfall in the sub-basin after 1400 kyr. The 
sub-basin is outlined in red. 
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Figure 40: Landscape evolution with a four-fold increase in rainfall in the sub-basin after 3500 kyr. 
Landscape is at dynamic equilibrium. The sub-basin, which is outlined in red, occupies most of the 
landscape. 
 
The amount by which we need to increase the rainfall in order to reorganize the rainfall is found to 
depend on the location of the sub-basin. In the previous series of tests, corresponding to Figures 34 - 40, 
the rainfall was increased four-fold to remove the sine wave channel, whereas a two-fold increase 
(Figures 30 – 32) and three-fold increase (Figure 33) had little effect on the overall structure of the 
drainage network. In Figure 41, Figure 42, Figure 43, and Figure 44, we show the evolution of the 
landscape when adding a two-fold rainfall perturbation to the sub-basins draining into the outlet 
(marked in the figures) where y < 4 km. These figures show drastic drainage network reorganization over 
long time scales. After about 7000 kyr, the landscape finally reaches steady state, shown in Figure 45. 
The sine-wave canyon is no longer apparent anywhere in Figure 45. This is in contrast to Figure 40, 
where a small portion near the bottom boundary of the domain has remnants of the sine wave canyon. 
The complete reorganization documented in Figures 41 –44 was achieved by increasing the precipitation 
only by a factor of two. It should be recalled that the results shown in Figure 26 also includes an increase 
in rainfall by a factor of two but does not show any reorganization. The difference between these two 
results lies in the spatial distribution of the rainfall perturbation; in the case of Figure 26, the rainfall 
rate was increased by a factor of 2 relative to the case of Figure 18 over the entire basin, whereas in the 
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case of Figures 41-45, rainfall was increased relative to the case of Figure 18 so as to follow ridges only 
in sub-basins that are initially only near the outlet.  
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Figure 41: Landscape evolution with a two-fold increase in rainfall in sub-basins that drain into the 
outlet where y < 4 km after 1000 kyr. The sub-basins are outlined in red.
 
Figure 42: Landscape evolution with a two-fold increase in rainfall relative to the case of Figure 18 in 
sub-basins that drain into the outlet where y < 4 km after 2000 kyr. The sub-basins are outlined in red. 
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Figure 43: Landscape evolution with a two-fold increase in rainfall relative to the case of Figure 18 in 
sub-basins that drain into the outlet where y < 4 km after 3000 kyr. The sub-basins are outlined in red. 
 
Figure 44: Landscape evolution with a two-fold increase in rainfall relative to the case of Figure 18b in 
sub-basins that drain into the outlet where y < 4 km after 4000 kyr. The sub-basins are outlined in red. 
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Figure 45: Landscape evolution with a two-fold increase in rainfall relative to the case of Figure 18 in 
sub-basins that drain into the outlet where y < 4 km after 7000 kyr. Landscape is at dynamic equilibrium. 
The sub-basins have expanded to 93 percent of the entire domain. 
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CHAPTER 4: DISCUSSION 
4.1 Discussion: 1D Analytical Model, Steady State Solutions 
In order to solve the steady state 1D model analytically, the dependent variable, η, needs to be 
expressed as a function of the independent variable, x. This means that the variable, A, needs to be 
defined as a function of x, in terms of the generalized Hack’s Law. In Section 3.1, we studied the 
resulting steady state profiles for a typical range of values of hm/n (0.583 to 0.833). Figure 4 shows the 
profile slope steepening in the direction away from the outlet. At the ridge, the slope is infinity, and the 
elevation reaches a finite value. This result is confirmed by inspection of (10) and (11), where slope is 
infinity at x = 0, and elevation is finite at x = 0 when hm/n < 1. In Figure 4, the choice of the value, hm/n, 
significantly impacts the profile’s concavity. As the hm/n ratio decreases, the profile becomes more 
concave. Near the outlet, the profiles’ elevations are similar regardless of the choice of the value of 
hm/n, but near the ridge, the elevations of the profiles are relatively sensitive to the choice of hm/n.  
 
The other main parameter in (11) is α, which encompasses multiple parameters, as shown in (15). Figure 
5 shows that the parameter, α, determines much of the relief of the profile. As this value increases, so 
does the relief of the landscape. It is important to note that the value of α can be the same for multiple 
combinations of the parameters, K, c, Lp, and υ. Therefore, the steady state profile calculated using a 
given rock uplift rate and a given rock erodibility would be identical to a steady state profile that 
resulted from a simultaneous doubling of both the rock uplift rate and the rock erodibility. Although the 
elevations are the same, this does not mean that the dynamics of the model are also the same. 
Specifically, both profiles would have the same elevations at dynamic equilibrium, but the rates of 
incision and uplift in the latter steady state profile would be double that of the former steady state 
profile. 
 
The uplift rate, υ, is proportional to α, as shown in (15). If the rock erodibility constant, K, is held the 
constant, and the rock uplift rate, υ, increases, the relief of the steady state landscape increases. This 
result is explained by the incision law, (2). In order for the profile to remain at steady state, i.e. satisfy 
(7), the rate of incision must increase as the rate of uplift increases. The incision rate is a function of the 
rock erodibility constant, K, the drainage area, a, and the slope, S. If K is held constant, and the size of 
the profile is unchanged, i.e. A is unchanged, the only remaining term, i.e. slope S, must steepen to 
increase the rate of incision to compensate for the increase in rock uplift rate. Since the size of the 
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profile, i.e. the horizontal length, is held constant, slope can only increase by increasing the relief of the 
landscape. 
 
In contrast, the rock erodibility constant, K, is inversely proportional to α. In this case, if the rock uplift 
rate, υ, is held the constant, and the rock erodibility constant, K, increases, the relief of the steady state 
landscape decreases.  As K is increases, i.e. the material becomes more erodible, the slope of the 
landscape must decrease in order for the incision rate to remain constant. This means that the 
landscape’s relief must decrease to achieve dynamic equilibrium. In Section 2.1, we studied the role of 
precipitation in the stream power law. Our definition for K = K1(K2i)
m, as shown in Section 2.1, shows 
that K is proportional to i, the precipitation rate. Therefore, increasing the rate of precipitation would 
also result in a steady state profile with lower relief. 
 
In addition, c is also inversely proportional to α. The parameter, c, in Hack’s law, as shown in (8), 
determines the rate at which drainage area, A, increases per stream length, x, to the h power. The 
parameter, c, accounts for the shape of the drainage basin. For example, a basin that is wide in the 
direction normal to the direction of the stream has a larger value of c compared to a basin that is thin. 
Wider basins have the ability to capture more rainfall and therefore more discharge. Again, for the 
incision rate to remain constant, slope, i.e. relief, would have to decrease to compensate for an increase 
in discharge caused by an increase in c. 
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4.2 Discussion: 1D Analytical Model: Steady State Ridge Location 
In Section 3.2, we developed a 1D model that determines the location of the ridge between two river 
outlets. The location of the ridge was dependent on the parameters KL, the rock erodibility constant for 
the profile draining into the left outlet, and KR, the rock erodibility constant for the profile draining into 
the right outlet. As was introduced in Section 2.1, the rock erodibility can be written as a function of 
precipitation rate, K = K1(K2i)
m. Therefore, the results in Section 3.2 are important for understanding the 
effects of the spatial distribution in precipitation on ridge morphology. Figure 6 shows that for KL/KR = 1, 
the location of the ridge is centered in between the outlets. This result occurs regardless of the hm/n 
ratio. In addition, as the ratio, KL/KR, increases, LR/LP increases, i.e. the ridge moves rightward.  
 
The ridge is the meeting point for the two profiles. That is, the elevation at the ridge for both profiles 
are the same. This was the basis for determining (18). For the simplest case, where KL/KR = 1, the ridge 
will be centered between the two outlets because the profiles will be symmetric. When KL/KR < 1, the 
ridge will move toward the left outlet, and when KL/KR > 1, the ridge will move toward the right outlet. In 
these cases, the predicted steady state elevations for each profile at the center, i.e. LR/LP = 0.5, are not 
the same. A non-centered location for the ridge, corresponding to LR/LP 0.5, will be needed to satisfy 
(18). 
 
In the previous section, Section 4.1, we determined that larger values of K resulted in steady state 
profiles with lower relief. When the ratio, KL/KR > 1, the steady state elevation predicted at LR/LP = 0.5 for 
the left profile will be smaller than the right profile. This means that the ridge is not located at the 
center of the outlets. Whether or not LR/LP = 0.5, the left and right profiles must by definition extend 
upward to meet at the same ridge elevation; were this not the case, a vertical wall would need to be 
located at the ridge. When LR/LP > 0.5, for example, the length of the left profile is longer than the length 
of the right profile. As shown in (11) and (14) the elevation of the ridge increases as the length of the 
profile increases. Since the left profile has relatively low relief compared to the right profile, it takes a 
longer profile length for the left profile to achieve the same ridge elevation as the right profile. The 
actual elevation of the ridge is also sensitive to the choice in the ratio, KL/KR. Both Figure 7 and Figure 8 
show that the elevation of the ridge between the two profiles decreases as the ratio, KL/KR, increases. 
The mean value of K is equal to (LR/LP)KL + (1 - LR/LP) KR. This mean value increases monotonically with 
the ratio, KL/KR. Since the relief of the profile is inversely proportional to K, the elevation of the ridge 
decreases as ratio, KL/KR increases   
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The overall trends shown in Figure 6, Figure 7, and Figure 8 do not change with the ratio, hm/n; 
however the ratio, hm/n, affects the sensitivity of the ridge location to the ratio, KL/KR. Specially, in 
Figure 6, the horizontal location of the ridge is less sensitive to the ratio, KL/KR, as the ratio, hm/n, 
increases. That is, for larger values of hm/n the ridge needs to migrate a smaller distance in order to 
satisfy (18). While the horizontal ridge location is less sensitive to the ratio, KL/KR, for larger values of 
hm/n, Figure 7 and Figure 8 both show that the ridge elevation is more sensitive to KL/KR for larger 
values of hm/n. These figures show the behavior of the ridge in the 1D model, which will help us analyze 
and interpret the results of the 2D numerical model in Section 4.6. 
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4.3 Discussion: 2D Numerical Model, Baseline Landscape Evolution 
The 2D numerical model is an unsteady model, where the landscape evolves in time. In order to evolve 
in time, an initial bed elevation surface must be specified. In the two simulations, shown in Figures 9-10 
and Figures 11-14 the majority of the surface area of the landscape initially rises. The elevations rise 
initially because the uplift rate in the landscape is greater than the incision rate, as can be seen from the 
conservation equation, (5). According to the incision law, (1), the incision rate is initially small compared 
to the uplift rate because the initial landscape has gentle slopes. As the elevation everywhere except 
near the outlet boundary continues to rise, the slopes also rise, causing the incision rate to increase, 
according to (1). After some time, the elevation increases to a point where the slopes are large enough 
to cause incision at a rate to equal to rock uplift rate. At this point, the evolution of the landscape 
ceases, and the landscape has obtained dynamic equilibrium. Although not shown in the results, an 
initial landscape with relatively steep slopes initially incises until the slopes are gentle enough to cause 
incision at the same rate as the rock uplift rate. 
 
In Figures 9-10 and Figures 11-14, the landscape initially incises near the outlet of the domain, and this 
incision migrate upwards towards the top boundary of the domain. In the beginning of the evolution, 
the uniform rock uplift rate causes almost the entire landscape (except the outlet) to rise. The landscape 
has gentle slopes everywhere except in locations near the outlet. The outlet is fixed at an elevation of 
zero, so as the areas around the outlet rise due to rock uplift, the slope increases. Therefore, the rate of 
incision increases, which decreases the local elevation. This short zone of transition from a relatively 
larger slope to a relatively smaller slope is called a knickpoint. These knickpoints migrate from the 
bottom (outlet) boundary of the domain to the top (uppermost ridge) boundary, incising the landscape. 
 
The spatial distribution of slopes in the steady state landscape is not uniform in space in either of the 
results, Figure 10 and Figure 14. However, the incision rate is uniform across the entire landscape, and 
at dynamic equilibrium, it is equal to the rock uplift rate. In order for the incision rate to be uniform, the 
product of Am and Sn must be constant. This means that, at steady state, S is inversely proportional to 
Am/n. In other words, the slope is steepest in areas of low drainage area and is gentlest in areas of high 
drainage area. In Figure 10, we see that the slope steepens from the bottom boundary to the top 
boundary of the domain because the drainage area decreases from the bottom boundary to the top 
boundary. Figure 14 also shows gentler slopes in higher ordered streams, which have larger drainage 
areas, and steeper slopes near lower-ordered streams, which have smaller drainage areas. The spatial 
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distribution of slope is dependent of the spatial distribution of drainage area, which is controlled by the 
structure of the drainage network. Additionally, the grade of slope determines the relief within the 
landscape. In other words, the drainage network is a major factor in determining the relief and 
morphology of the landscape. 
 
To create drainage networks in the 2D model, it was necessary to introduce perturbations in initial bed 
elevation. For that reason, the initial condition that contained no initial elevation perturbations (Figure 
9) did not form drainage networks when subjected to uniform rainfall and rock uplift (Figure 10). In the 
solution for this case, the flow lines in the landscape are parallel. Since flow lines are parallel, the initial 
condition and steady state solution are uniform in the y-axis. This is a scenario that can be simulated 
numerically, but a similar result in a physical experiment or in nature would be difficult to obtain. 
Fluctuations and natural variability almost always exist on the surface of soil or rock. By removing all 
signs of natural variability, the landscape evolves to an unrealistic state where no drainage networks are 
present. This rarely occurs; large-scale landscapes almost always have drainage networks. When 
fluctuations are introduced in the initial condition (Figure 11), drainage networks do develop. Although 
the randomized bed elevation perturbations are small compared to the basin relief corresponding to the 
initial slope, So, the landscape still developed drainage networks.  
 
The presence of drainage networks is not the only difference between the steady state solutions seen 
Figure 10 and Figure 14. In addition, the elevations of the landscapes are much different. The maximum 
elevation in the simulation without initial randomized perturbations was ~500 meters (Figure 10), while 
the maximum elevation in the simulation with initial randomized perturbations was ~250 meters (Figure 
14). Because the simulations with drainage networks had larger rivers, i.e. larger drainage areas, the 
slopes in landscape with drainage networks were gentler, corresponding to a landscape with smaller 
relief. This large elevation difference between the channelized and unchannelized cases was triggered 
by only relatively small bed elevation perturbations in the initial condition. The steady state landscape, 
shown in Figure 10, is a very unrealistic depiction of a real landscape. In a physical laboratory 
experiment, it would be very difficult to create a landscape without any variability in the bed elevation, 
and in nature, it would be very rare for a landscape in the environment to evolve overtime without 
experiencing any natural variability. 
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4.4 Discussion: 2D Numerical Model, Randomized Precipitation 
In Section 3.3, we determined that a bed elevation perturbation was necessary in order to create 
drainage networks in our landscape. Without bed elevation perturbations in the initial condition (Figure 
9), the landscape developed an unrealistic landscape without drainage networks, as shown in Figure 10. 
In Section 3.4, we use the same initial condition, as shown in Figure 9, to calculate the steady state using 
a spatially randomized but temporally constant precipitation. The rainfall was steady, and the value of 
rainfall in each cell was randomly chosen from a uniform distribution between 0.9 m/yr and 1.1 m/yr. 
Therefore, the expected value, i.e. the spatial mean, was equal to 1 m/yr, the same precipitation rate 
using in the simulations shown in Figure 9-10. Although the mean rainfall rate and initial conditions used 
to calculate the steady state landscapes, shown in Figure 10 (uniform precipitation) and Figure 16 
(randomized precipitation), were the same, the resulting morphology of the steady state landscapes 
were different. The maximum elevation in the steady state landscape (Figure 10) without either 
precipitation or bed elevation perturbations is ~500 meters. In comparison, the maximum elevation in 
the steady state landscape (Figure 15) that contained randomized precipitation perturbations but no 
bed elevation perturbations is ~250 meters. Like in Section 3.3, the large difference in morphology is 
solely associated with the presence of perturbations, whether they be in initial elevation or 
precipitation. The randomized perturbations in the rainfall distribution were small, but the 
perturbations were amplified to create drainage networks and a completely different landscape in 
Figure 15 than in Figure 10. Based on these results, Figure 10 is likely an unstable state, like state #2 in 
Figure 3. It is possible to achieve a state without drainage networks, but the presence of any natural 
variability will transform it to a state with drainage networks, as in Figure 14 or Figure 15. 
 
Using the same spatially randomized but temporally constant precipitation, we calculated the steady 
state landscape, shown in Figure 16, using the initial condition containing randomized bed elevation 
perturbations, as shown in Figure 11. Because the calculation of the steady state landscape in Figure 16 
contained both randomized bed elevation perturbations and randomized precipitation rates, the 
development of a drainage network was inevitable. The steady state landscapes shown in Figure 14 and 
Figure 16 both were calculated using the initial condition with randomized bed elevation perturbations, 
but the former calculation used a spatially uniform precipitation rate while the latter calculation used a 
precipitation rate with spatially randomized perturbations. These landscapes had virtually no differences 
between their planform structures of their drainage networks. There are a few differences near the 
ridges, but the overall structure of the landscape, i.e. the drainage network, is unchanged. In the 
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calculation shown in Figure 15, we saw that final steady state drainage network was sensitive to the 
perturbations in the rainfall distribution. Randomized perturbations in the precipitation distribution are 
enough to create drainage networks from initial conditions that do not contain randomized bed 
elevation perturbations. However, randomized precipitation perturbations are not enough drastically 
change the structure of the drainage network from initial conditions that do contain randomized bed 
elevation perturbations, as shown in the comparison between Figure 14 and Figure 16. Therefore, we 
may conclude that the initial bed elevation perturbations are the dominating factor in determining the 
structure of the drainage network in the steady state landscape. In Section 4.5, we further discuss the 
model’s sensitivity to initial conditions in the analysis of Figure 18 and Figure 19. 
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4.5 Discussion: 2D Numerical Model, Initial Condition Including a Non-Dendritic Signal 
In Section 4.4, we demonstrated the model’s sensitivity to the initial bed elevation. It should also be 
noted that the 2D numerical model is deterministic. That is, as long as the initial condition is the same, 
the model will always calculate the exact same steady state landscape. Because our previous result 
contained randomized bed elevation perturbations, it is difficult to see the connection between the 
initial condition and the steady state landscape. What appears as random noise in the initial condition 
develops into a complex drainage network. To predict the structure of the drainage network would be 
impossible without completing the numerical simulation. When we seed the initial condition with a non-
dendritic signal, as shown in Figure 17, the model’s sensitivity to the initial condition becomes much 
more apparent. Figure 17 shows an initial condition that contains a small 0.1 m deep sine wave channel, 
which grows into a ~100m canyon shown in Figure 18. Figure 18 shows the steady state landscape, 
which was calculated using a spatially uniform precipitation rate. Even though the initial bed, shown in 
Figure 17, did not contain randomized elevation perturbation, and the precipitation was spatially 
uniform, the landscape was able to develop drainage networks. The perturbation of the small sinuous 
channel was enough to create a large canyon feature. The planform characteristics of the sine wave, i.e. 
the wave length and amplitude, are amplified during the evolution of the landscape. The sine wave 
signal is permanently imprinted into the steady state landscape. 
 
Like our simulations in Section 3.4, we calculated the steady state landscape using spatially randomized 
precipitation rate as well. Thus in contrast to the calculations performed in Figure 18, the steady state 
landscape, shown in Figure 19, was calculated using spatially randomized precipitation. Both steady 
state landscapes in Figure 18 and Figure 19, contain the ~100m deep sinusoidal canyon. As we saw in 
the comparison of Figure 14 and Figure 16, the initial bed elevation is a dominating factor in deciding 
the morphology of the landscape. The randomized precipitation did have an effect on the evolution of 
the smaller sub-basins. Like the initial condition that did not contain randomized bed elevation 
perturbations, shown in Figure 10, the bed surrounding the sine wave, shown in Figure 17, also did not 
contain randomized bed elevation perturbations. In our comparison between the steady state 
landscapes in Figure 11 and Figure 15, which were both calculated using an initial condition without bed 
elevation perturbations, we saw that the inclusion of randomized precipitation had a substantial effect 
on the morphology of the landscape. For the areas surrounding the sinusoidal channel, the absence of 
bed elevation perturbations allowed the perturbations in the spatially randomized precipitation to 
change the structure of the small sub-basins.  
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4.6 Discussion: 2D Numerical Model, Ridge Migration 
In Section 3.6, we presented an analysis of ridge migration in the 2D numerical model similar to the one 
we performed for the 1D analysis in Section 3.2. Unlike the other 2D simulations that were shown in 
Section 3.3-3.5, the top boundary condition was converted into an outlet at elevation equal to zero 
meters. Instead of the maximum elevations occurring at the top boundary, they occurred in between 
the bottom and top boundary at a ridge within the domain. Like the 1D analytical model, the 2D 
numerical model could simulate ridge migration due to differences in the spatial distribution of 
precipitation, but unlike the 1D analytical model, the 2D numerical model contained drainage networks, 
which determined the spatial distribution of drainage area. The 1D model had an imposed drainage area 
relationship determined by Hack’s Law. In the 1D model, the sole independent variable that determined 
the location of the ridge is the ratio, KL/KR, which we have shown to be a proxy for the ratio of the 
rainfall rates. The 2D numerical model, like the 1D analytical model, could predict the location of the 
dividing ridge at steady state. The 1D model had an analytical solution for the location and elevation of 
the ridge corresponding to the drainage divide. In the 2D model, the location of the ridge varied in the 
direction of the y-axis. To find the location of the ridge, we found the maximum elevation and its 
location along each column of cells in the x-axis direction. Since our domain consisted of 75 cells x 75 
cells, there were 75 columns of cells. The maximum elevations and their locations were assumed to be 
the elevation and location of the dividing ridge, respectively. The maximum elevations and their 
locations were then averaged to find the average location of the ridge from x = 0 m and elevation of the 
ridge. Our results from our simulations are summarized in Figures 46-48. Figure 46, Figure 47, and 
Figure 48 are the equivalent of Figure 6, Figure 7, and Figure 8 in Section 3.6, respectively. The 
corresponding 1D and 2D plots show the same trends. In Figure 46, we see that as the rainfall ratio, iB/iT, 
increases, the ridge moves towards the top outlet as the basins flowing to the bottom outlet expand. 
Since the rainfall rate in the top region, iT, is fixed, as the ratio, iB/iT, increases, the rainfall rate in the 
bottom region, iB, also increases. Since the average rainfall rate, given by (iBAB + iTAT)/(AB + AT), increases 
with increasing ratios of iB/iT Figure 47, the overall elevation of the landscape, as well as the ridge, 
decreases. Figure 48 shows the same trend as Figure 47. As the ridge move towards the top outlet, the 
elevation of the ridge decreases. 
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Figure 46: Location of the dividing ridge normalized with the size of the basin as a function of the ratio 
between the precipitation rate in the bottom region and the precipitation rate in the top region. 
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Figure 47: Elevation of the dividing ridge as a function of the ratio between the precipitation rate of the 
bottom region and the precipitation rate of the top region. 
 
Figure 48: Location and elevation of the dividing ridge for simulations of different ratios, iB/iT.  
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The dividing ridge represents the endpoints of the both profiles draining into the bottom and top 
outlets. At steady state, both the top region and bottom region incise at the same rate equal to the rock 
uplift rate. In order for the landscape to be at steady state, the calculated steady state elevation 
occurring at x = LR for the bottom region must be the same as the calculated steady state elevation of 
the top region at x = LR. When the ratio, iB/iT, is equal to unity, LR ~= LB/2, when the ratio, iB/iT, is greater 
to unity, LR > LB/2, and, when the ratio, iB/iT, is less to unity, LR < LB/2. The average length of river profiles 
in the bottom region is Lbottom = LR, and the average length of the river profiles in the top regions is Ltop = 
LB – LR. In the case for iB/iT = 1, Lbottom ~= Ltop; meaning the average lengths of the river profiles in either 
region are virtually the same. In the case for iB/iT > 1, Lbottom > Ltop. In this case, the average river profile 
length in the bottom region is larger than the average profile length in the top region. Since the regions 
are connected at the ridge, where the elevations are the same, the average slopes in the bottom region 
are gentler than the average slopes in the top region. The amount of precipitation is directly 
proportional to the amount of discharge, as shown in (3), and at steady state, discharge is inversely 
proportional to slope, in accordance with (6). In order for the incision rates to be uniform across the 
entire landscape, the slopes in the bottom region must be gentler than slopes in the top region to 
compensate for the relatively large amount of discharge. In the case for iB/iT < 1, Lbottom < Ltop. Here the 
average slopes in the bottom region are steeper in comparison with the average slopes in the top region 
due to the top region having relatively larger values of discharge. The behavior of the 1D analytical 
model is similar to the 2D model, but because the 1D only predicts the ridge location at steady state, the 
dynamics in the 1D model are missing. 
 
The 1D model predicts the location of the dividing ridge at steady state. In contrast, the 2D model is 
capable of predicting the location of the dividing ridge at steady state as well as the unsteady migration 
of the ridges in time. In all of our simulations for the 2D model, iB/iT = 2.0, the ridge moves from the 
center of the domain toward the top outlet. Initially, the discharge in the bottom region increases 
causing relatively high incision rates compared to the top region. During basin evolution, the bottom 
region will tend toward slopes that are gentler than the slopes in the top region, pushing the ridge 
toward the top outlet. In these simulations, the region of increased precipitation follows the ridge as it 
migrates towards the top outlet. The discharge is not only a function of the precipitation in the bottom 
region; it is also a function of drainage area. As the ridge migrates towards the top outlet, the drainage 
area in the bottom region increases, which results in increase of discharge as well. This increases the 
amount of incision, and the slopes in the region become gentler. This describes a positive feedback. 
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Here, the relatively larger precipitation rate increases the discharge in the region. This causes the ridges 
to migrate away, expanding the drainage area of the region. Expansion of the drainage area increases 
the discharge further, which causes the ridges to migrate more. The feedback is not entirely positive, 
however, because the dividing ridge ultimately stabilizes. The decreasing slopes in the expanding region 
correspond to the driving force that causes migration of the ridge. We have shown that slope is inversely 
proportionally to the discharge in (6), so slope decreases as the drainage area expands and discharge 
increases. However, slope asymptotically goes to zero as discharge increases. That means that the rate 
at which slope decrease with increasing discharge declines as discharge increases. Therefore, as the 
basin expands, the driving force for ridge migration becomes weaker. This ultimately causes a negative 
feedback, which brings ridge migration to a halt.  
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4.7 Discussion: 2D Numerical Model, Reorganization of Non-Dendritic Initial Conditions 
In Section 3.7, we ran a number of simulations attempting to reorganize the drainage network of the 
landscape shown in Figure 18. The landscape shown in Figure 18 was already at steady state, which was 
calculated using the parameters in Table 1. Therefore, the precipitation rate had to be modified in order 
to change in the structure of landscape. In our first attempt, we increased the baseline precipitation of 1 
m/yr two-fold to 2 m/yr. At steady state, the landscape, as shown in Figure 26 is simply a subdued 
version of Figure 18. The drainage networks were the same; and the only difference between each 
landscape was the relief. This result illustrates the need for differential rainfall in space to cause ridge 
migration and drainage network reorganization. 
 
Figure 27 and Figure 28 both showed simulation results for landscapes that had spatially differential 
rainfall rates, but for which the region of the precipitation perturbation did not follow the ridges. In 
Figure 27, we presented a simulation where the rainfall was increased by two on the right half of the 
basin (y < 5km), and Figure 28 is the resulting landscape where the rainfall was increased by two on the 
bottom half of the basin (x < 5km). Near the boundaries dividing the region of baseline precipitation and 
increased precipitation, y = 5 km in Figure 27 and x = 5 km in Figure 28, the ridges migrated slightly 
toward the region of lower precipitation, just as we saw in Section 3.6. However, unlike the results in 
Section 3.6, the ridges did not move as drastically. The difference was due to the way the rainfall 
perturbation was applied. In Section 3.6, the region of increased precipitation was intentionally 
expanded so as to follow the ridges defining an initial basin. Thus as ridges migrated and the basin 
defined by the ridges expanded, the zone of increased precipitation correspondingly expanded (ridge-
following increase in rainfall). This, as explained in Section 4.6, caused a positive feedback that further 
drove ridge migration. It should be noted that there is an overall negative feedback that stops the ridges 
from migrating indefinitely. In the simulations, shown in Figure 27 and Figure 28, the region of increased 
precipitation did not expand with the ridges; therefore, the amount of ridge migration was minimal. 
 
In Figures 29-40, we allowed the region of increased precipitation to follow the migration of the ridges. 
Here, a sub-basin was targeted to receive the precipitation perturbation in an attempt to reorganize the 
drainage network. The targeted basin, shown in Figure 29, expanded when the precipitation rate was 
increased. When the rainfall rate was increased two times (Figures 30-32) and three times (Figure 33) 
above the value of the background rainfall rate, the sub-basin did not expand enough to drastically 
reorganize the drainage network. In these simulations where the precipitation was increased two-fold 
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and three-fold, the landscape took approximately 1500 kyr and 1000 kyr to reach steady state, 
respectively. In our simulation where the rainfall was increased by four (Figures 34-40), the drainage 
network did indeed reorganize. In contrast to the simulations where the drainage network did not 
reorganize, the simulation using a four-fold increase in precipitation took approximately 5500 kyr to 
reach steady state. The additional time was due to the drainage network reorganization. In the steady 
state landscape, shown in Figure 40, most of the sine wave channel has been erased and reorganized to 
a dendritic state; however, the amount of deliberate rainfall fluctuations necessary to erase the channel 
was extreme. From these particular results, it is difficult to conclude that the differential rainfall in the 
environment is capable of reorganizing drainage networks because (1) the sub-basin had to be 
deliberately chosen, (2) the perturbation needed to be much larger relative to the background rainfall 
rate, and (3) the perturbation had to be sustained for over half a million years.  
 
The magnitude of the rainfall perturbation necessary to reorganize the drainage network was 
dependent on the location of the perturbation. In the simulations corresponding to ridge-following 
increased rainfall shown in Figures 41–45, the landscape also drastically reorganizes itself to remove the 
sine wave channel. As opposed to the four-fold increase in rainfall necessary to reorganize the drainage 
basin in Figure 40, only a two fold increase in rainfall was necessary in this simulation. The end result of 
the simulation, shown in Figure 45, is the reorganization of a drainage network with a non-dendritic 
signal into a thoroughly dendritic network. Since this mechanism of the precipitation perturbation was 
forced in the model and may not physically based, it is difficult to conclude whether a dendritic drainage 
network represents some optimal state. 
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CHAPTER 5: CONCLUSION AND FUTURE WORK 
Our results suggest that non-uniform spatial distributions of precipitation can be capable of reorganizing 
drainage networks. The magnitude of the precipitation fluctuations was not the main factor in 
reorganizing the drainage networks. Instead, specific spatial patterns of precipitation fluctuations were 
necessary in order to reorganize the drainage network. For example, as long as the rainfall distribution 
was uniform, the drainage network never reorganizes itself regardless of the magnitude of the rainfall. 
In addition, random fluctuations in the rainfall distribution had little to no effect on the overall structure 
of the drainage network. In our simulations, we saw that the initial bed elevation, and in particular the 
presence or absence of initial elevation perturbations, was the dominating factor in determining the 
structure of the drainage network. Increasing the rainfall in half of the drainage basin is also incapable of 
reorganizing the drainage basin. In our results, reorganizing the drainage network required ridge 
migration, which required the rainfall perturbations to be applied in a different way. 
 
By allowing the rainfall perturbation to follow the ridges as they migrated, rainfall perturbations had a 
drastic effect on the organization of the drainage network. In these simulations, the rainfall perturbation 
responded to topographic information. This communication between rainfall and topography created a 
positive feedback that allowed ridges to migrate more drastically. There is still much to understand 
about the relationship between topography and rainfall, and its effect on landscape evolution as 
reflected in modeling results. The implementation of a more physically based model that determines the 
spatial distribution of precipitation would be the next step for future studies. Currently, the 2D model 
does not contain a physically-based feedback between rainfall and topography. This study suggests that 
differential rainfall can potentially play a significant role in reorganizing drainage networks and that the 
simplest model capable of reorganizing non-dendritic drainage networks to dendritic networks must 
contain a coupling of a landscape evolution model and climate model that resolves the spatial 
distribution of precipitation. Not only would it be of interest to test whether this proposed model can 
reorganize non-dendritic patterns, but it would also be interesting to test whether the landscape 
evolution in a model of this caliber would tend towards either a static steady state, where elevations are 
static, or a dynamic steady state, where elevations constantly fluctuate. 
 
Although not specifically touched upon here, numerical experiments showed that the effect of a pattern 
of spatially varied differential uplift in time and space on drainage network is in some ways analogous to 
the effect of spatially varied precipitation. Rainfall and rock uplift can be expected to have different 
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temporal and spatial patterns within any basin. They can be both temporally unsteady and intermittent 
and spatially non-uniform, but their variability may occur at different temporal and spatial scales. They 
may also affect the landscape differently. If an upstream area in the landscape were to have a slight 
decrease in rock uplift, only that area would be affected. On the other hand, if that same upstream 
portion of the landscape were to experience an increase in precipitation, the downstream portion of the 
landscape would also be affected. This occurs because rainfall affects discharge, and the discharge is 
determined by integrating the product of the drainage and the precipitation rate. In addition, both uplift 
and rainfall are affected by topography. For example, rainfall can be affected due to rain-shadow effects 
[Anders et al. 2006], while topography can induce different loadings on the earth’s mantle causing 
isostatic effects that change spatial and temporal pattern of uplift [Anderson and Anderson 2010]. The 
study of the effect of differential uplift rates on the dynamics of landscape evolution represents another 
opportunity for future work on drainage basin reorganization. 
 
Bonnet and Crave [2006] argued that the discrepancy between the experiments by Hasbargen and Paola 
[2000] in comparison to their own experiments was due to their rainfall system producing a more 
spatially uniform precipitation distribution. Paola et al. [2009] countered that argument by noting that it 
would be highly unlikely that the small amount of non-uniformity present in the experiments of 
Hasbargen and Paola [2000] caused the reworking of the landscape, and instead, argued that it was due 
to the outlet configuration of the experiment. Our numerical results support this claim; randomized 
fluctuations in the spatial distribution of precipitation had little effect on the reorganization dynamics of 
the drainage network. Only when systematical perturbations were added to the rainfall distribution, 
were we able to substantially change the drainage network. Hasbargen and Paola [2000], did not 
include spatial perturbations in their rainfall, so the reorganization of their drainage networks was 
caused by a different factor than the one that caused reorganization in our numerical simulations. The 
experiments by Hasbargen and Paola [2000] were most likely a result of autogenic mechanisms, 
something our model lacks. Autogenic mechanisms can cause fluctuations in the landscape even after it 
reaches dynamic equilibrium. Another direction our future studies could take is incorporating autogenic 
mechanisms in a numerical landscape evolution model. Based on the results of Hasbargen and Paola 
[2000], the inclusion of autogenic mechanisms in a numerical model might likely cause drainage network 
reorganization, even when subjected to both uniform rainfall and uplift. Landscapes and their dynamics 
in our environment are functions of both autogenic and allogenic mechanisms. In order to truly 
understand how drainage basins form and reorganize themselves, we need to study both mechanisms.  
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