A nonlinear orthogonal matching pursuit (NOMP) for sparse calibration of reservoir models is presented. Sparse calibration is a challenging problem as the unknowns are both the non-zero components of the solution and their associated weights. NOMP is a greedy algorithm that discovers at each iteration the most correlated components of the basis functions with the residual. The discovered basis (aka support) is augmented across the nonlinear iterations. Once the basis functions are selected from the dictionary, the solution is obtained by applying Tikhonov regularization. The proposed algorithm relies on approximate gradient estimation using an iterative stochastic ensemble method (ISEM). ISEM utilizes an ensemble of directional derivatives to efficiently approximate gradients. In the current study, the search space is parameterized using an overcomplete dictionary of basis functions built using the K-SVD algorithm.
Introduction
Subsurface flow models relies on many parameters that cannot be measured directly. Instead, a sparse set of measurements may exist at the location of wells. The complete distributions of these unknown fields are commonly inferred by a model calibration process that takes into account historical records of the input-output of the model. However, the amount of available data to constrain the models is usually limited in both quantity and quality. This results in an ill-posed inverse problem that might admit many different solutions. Different parameter estimation techniques can be applied to tackle this problem. These techniques can be classified into Bayesian methods based on Markov Chain Monte Carlo (MCMC) methods (Oliver et al., 1997; Ma et al., 2008; Fu and Gomez-Hernandez, 2008, polynomial-time hard) problem and approximate algorithms can be used. Here, we utilized the K-SVD algorithm introduced by Aharon et al. (2006) and used by Khaninezhad et al. (2012a) for parameterizing the unknown subsurface fields. We refere the reader to the good introduction to the topic presented by Khaninezhad et al. (2012a) as it is straight forward application of well developed image processing techniques (Elad, 2010) .
Once the dictionary is defined, the sparse calibration can proceed in two different directions. The first direction is to solve an optimization problem that penalizes the solution in the 1 -norm and minimizes the reconstruction error. The second class of algorithms are greedy algorithms, that iteratively find and remove elements from the dictionary that are maximally correlated with the residuals. Khaninezhad et al. (2012a,b) followed the first direction by utilizing an iteratively reweighted least-squares (IRLS) (Chartrand and Yin, 2008) algorithm to identify the important dictionary elements (solution support) and its associated weights by minimizing a sparsityregularized objective function. Khaninezhad et al. (2012a,b) utilized an adjoint code to estimate the sensitivities for solving the nonlinear parameter estimation problem.
The current paper builds on the pioneering work of Khaninezhad et al. (2012a,b) . However, we develop an ensemble based method for solving the sparse calibration problem given a dictionary built using the K-SVD algorithm. Ensemble based methods have proven to be an effective tool for subsurface model calibration (Evensen, 1994; Moradkhani et al., 2005; Naevdal et al., 2005; Chen and Zhang, 2006) . The proposed algorithm enables the use of sparse calibration techniques for computer models when adjoint codes are not available. For the sparse calibration problem, we propose a new algorithm based on the orthogonal matching pursuit (OMP) algorithm (Tropp, 2004; Tropp and Gilbert, 2007) . The proposed algorithm falls in the class of greedy algorithms for sparse recovery and extends the standard OMP algorithm, which is limited to linear reconstruction problems, to nonlinear parameter estimation problems.
The organization of this paper is as follows: Section 2 presents the derivation of the iterative stochastic ensemble method (ISEM) for parameter estimation. In section 3, an introduction to sparse reconstruction of fields is presented. In section 4, we present a novel sparse nonlinear parameter estimation algorithm based on the ISEM and the OMP algorithm. This algorithm is a nonlinear extension to the orthogonal matching pursuit algorithm with an ensemble based approximate sensitivities. Section 5, starts by presenting a brief formulation of the subsurface flow problem followed by a numerical evaluation of the proposed algorithm. In section 6, we present a discussion of the numerical results followed by the current work conclusions.
Parameter estimation algorithm
Calibration of subsurface flow models given a dictionary of basis functions for the unknown fields is a nonlinear parameter estimation problem. Here, we utilize an ensemble based methods for parameter estimation. The proposed parameter estimation method relies on the Gauss-Newton method and stochastic estimation of the derivatives using an ensemble of directional derivatives. Assuming the numerical simulator as a multi-input multi-output nonlinear function, the simulator output for a given set of input parameters x i is defined as y i = H (x i ). Given a set of observations y obs , one is interested in finding a set of parameters x est that minimizes the squared error function
where O is the objective function and R is the output error covariance matrix. The least squares nature of the objective function enables the definition of the missmatch function F (x) = R −1/2 (y obs − H (x)). The function F can be thought of as a multiple output function with n o outputs, where n 0 is the number of observations. With this formalization, one is interested in solving the following optimization problem
The Jacobian ∇F (x) of F (x) have the components ∂ j F i (x) and the gradient vector G(
The general strategy when solving non-linear optimization problems is to solve a sequence of approximations to the original problem (Nocedal and Wright, 2006) . At each iteration, a correction ∆x to the vector x is estimated. For non-linear least squares, an approximation can be constructed by using the linearization F (x + ∆x) ≈ F (x) + ∇F (x)∆x, which leads to the following linear least squares problem min ∆x 1 2
Further, it is easy to see that solving Eq. (3) is equivalent to solving the normal equation
where x k is the current value at iteration k. A Newton like iterative update equation easily follows as
For high dimensional search spaces, the evaluation of the gradient ∇F (x k ) with simple differencing methods is not feasible. The gradient can be evaluated efficiently using adjoint code but it is not always available for many numerical simulators. Here, we utilize directional derivatives in random directions u, defined as
where h is the step size. The directional derivative is related to the standard derivative by the following relation
In the previous equations, ∇ u F (x) is of size n o × 1 and ∇F (x) is of size n o × n x where n x is the size of the search space and u is of size n x × 1. In all subsequent formulations we assume a unit step size h.
Iterative Stochastic Ensemble Method (ISEM) Directional derivatives are utilized within a stochastic ensemble method for parameter estimation. We use an ensemble of perturbations to approximate the standard derivative (gradient) from an ensemble of directional derivatives as
where
is an ensemble of directional derivatives of size n o × n e with n e is the ensemble size and U is the perturbation matrix of size n x × n e used in estimating the directional derivatives. Multiply both sides from the right side with U one gets
from which, the standard derivative can be evaluated as
For each ensemble member i, the directional derivative around x k has the form
where u i is a zero mean random perturbation in all components of x. For the ensemble of directional derivatives, we can re-write the directional derivative matrix as
where Y is of size n o × n e and each column i corresponds to (H (x k + u i ) − H (x k )). The matrix form of Eq. (10) is then
Using this ensemble based approximate derivative in Eq. (5), an iterative parameter estimation equation is obtained as
Further simplification results in
This formula is the main update equation of the proposed iterative stochastic ensemble method (ISEM). This update equation will be utilized within the nonlinear orthogonal matching pursuit algorithm presented hereafter.
Linear Sparse reconstruction
The calibration process is converted into a sequence of linear problems formulated by Eq. (15). However, distributed parameter fields (i.e. permeability or porosity) are commonly parameterized to obtain efficient calibration methods (Reynolds et al., 1996; Efendiev et al., 2005; Li and Cirpka, 2006) . Here, we adopt a novel parameterization that builds a large dictionary of basis functions. These large dictionaries have the advantage of dealing with non-Gaussian models and a mix of models (Khaninezhad et al., 2012a) . In this section, we introduce the sparse reconstruction problem which is applicable for linear problems. It is also applicable for nonlinear parameter estimation problems at the linearized iteration level as formulated by Eq. (15).
Given a dictionary of basis functions Ψ ∈ R m×n of n basis functions, each of size m, the calibration problem is concerned with representing the unknown field as a linear combination of dictionary elements via a vector of the unknown weights x = [x 1 , x 2 , · · · , x n ] ∈ R n . Let S = {i : |x i | = 0} be the support of x and let Ψ(S ) be the set of basis functions (aka atoms) of Ψ corresponding to the support S. The vector x is said to be k-sparse if the cardinality of the set S is no more than k (i.e., |S | ≤ k). The recovery of a high-dimensional sparse signal from a small number of noisy linear measurements is a fundamental problem in the field of compressed sensing (CS) (Donoho, 2006; Candes and Wakin, 2008) . For a linear sparse reconstruction problem, one is interested in finding a sparse weight vector x to reconstruct the signal y ∈ R m×1 such that y = Ψx, where Ψ is the dictionary defined as Ψ = [Ψ 1 , Ψ 2 , · · · , Ψ n ] and ψ i denotes the i-th column of Ψ. Throughout the paper the matrix Ψ and its i-th column are called dictionary and the i-th atom of Ψ, respectively.
The OMP Algorithm Orthogonal Matching Pursuit (OMP) (Tropp, 2004; Tropp and Gilbert, 2007) is an iterative greedy algorithm that tackels the sparse reconstruction problem. The algorithm is an extension of the basis pursuit algorithms Zhang, 1992, 1993; Pati et al., 1993) . The OMP algorithm has been applied to sparse signal recovery in many studies (Donoho, 2006; Tropp and Gilbert, 2007) . The algorithm tries to solve the problem min x x 0 subject to:
where x 0 is the 0 norm that counts the number of non-zero components of a vector x. The reconstructed field (signal) y is approximated iteratively by a linear combination of a few basis functions in the dictionary Ψ. These few atoms (basis functions) are included in the active set which is built column by column, in a greedy fashion. At each iteration, the most correlated column of dictionary with the current residuals is added to the active set.
The OMP algorithm pseudo code is detailed in Algorithm 1. We assume that the atoms are normalized, i.e., Ψ i 2 = 1, for
We denote the support of x by S(x) ⊆ {1, 2, · · · , n}, which is defined as the set of indices corresponding to the nonzero components of x. Ψ(S (x)) denotes the matrix formed by picking the atoms of Ψ corresponding to indices in S(x). In the rest of this paper, the support S dependence on x will be implied and S will be used instead of S(x). The OMP algorithm starts with x = 0 and iteratively constructs a k-term approximation to y by maintaining a set of active atoms (initially empty), and expanding the set by one additional atom at each iteration. The atom chosen at each stage maximally reduces the residual 2 error in approximating y from the currently active atoms. At each iteration, the 2 norm of the residual is evaluated and if it falls below a specified threshold, the algorithm terminates. Updating the provisional solution relies on the Moore-Penrose pseudoinverse of a matrix M (Hansen, 1998) , denoted as M + . The OMP can be considered as a stepwise forward selection algorithm (Guyon and Elisseeff, 2003) .
Algorithm 1: Orthogonal Matching Pursuit (OMP) algorithm.
1 Input:
2 Measurement vector y; dictionary Ψ ; error threshold ε; initial support S;
Dictionary learning Learning or building a dictionary aims to provide a pool of basis functions in which a few basis functions can be linearly combined to approximate a novel signal or field. Assuming a set of signals, denoted by Y = [y 1 , . . . , y i , . . . , y N ], where y i is the i th signal, is available. Dictionary learning methods try to solve the following optimization problem
where X = [x 1 , . . . , x N ] is the coefficient matrix, λ is a regularization parameter. Constraining the 1 norm in the dictionary learning optimization problem is equivalent to obtaining sparse solution (Donoho, 2006; Candes and Wakin, 2008; Elad, 2010) . The optimization problem formulated in Eq. (17) is non-convex and NP-hard. Popular dictionary learning algorithm, namely the K-SVD (Aharon et al., 2006) and the Method of Optimal Directions (MOD) (Engan et al., 1999 (Engan et al., , 2007 , attempt to approximate the solution using a relaxation technique that fixes all the parameters but one at each iteration and then optimizes the objective function. Both the K-SVD and MOD methods converge to a local minimum that is strongly dependent on the initial dictionary. In this study, we utilize the K-SVD algorithm for dictionary learning (Aharon et al., 2006) and its efficient implementation developed by Rubinstein et al. (2010) . For a detailed description of the K-SVD algorithm, interested readers are referred to the orignal work by Aharon et al. (2006) 
Sparse nonlinear parameter estimation algorithm
In this section we present the nonlinear orthogonal matching pursuit (NOMP) for sparse calibration of nonlinear models. First, we want to simplify the update Eq. (15) by studying the properties of the (UU ) term. In case of generating u i = ε k w i , where w i is drawn from a Gaussian distribution with zero mean and unit variance (N (0, 1) ) and ε k is a constant that depends on the iteration number k, the covariance of the perturbation matrix (UU ) asymptotically equals ε 2 k (n e − 1)I, where I is the identity matrix and n e is the ensemble size. Applying this results in a simplified update equation
Here, we want to highlight the difference between the nonlinear parameter estimation problem and the linear reconstruction problem. For the nonlinear case, we express the unknown fields in terms of the basis functions included in the dictionary Ψ and the corresponding weights vector x. The calibration process tries to minimize the mismatch function between the observations and the simulator output in the 2 norm as y obs − H (Ψx) 2 . This minimization problem is solved iteratively by the update Eq. (18). Adding a sparsity constrain on the solution vector x can be implemented by viewing the update Eq. (18) as the normal equation of the following system
A sparse solution of this normal equation can be found by the OMP algorithm. However, in contrast to the linear reconstruction problem, the problem is nonlinear and the matrix A is the sensitivity of the solution to the different dictionary atoms. At each nonlinear iteration of the parameter estimation algorithm, a new sensitivity matrix A k is estimated. A direct application of the OMP algorithm at the linearized iteration level will produce sparse updates of the parameters. However, a number of sparse updates may not produce a sparse solution after a few nonlinear iterations. This is attributed to the lack of any link (in the solution support sense) between the different updates across the nonlinear iterations.
In order to solve this problem, we propose a natural extension of the OMP algorithm, NOMP, as a greedy algorithm to nonlinear problems by storing the discovered solution support between the subsequent nonlinear iterations. This is consistent with the logic of the OMP as a greedy algorithm. Once an atom of the dictionary is included in the support it is then carried over all subsequent update iterations. The pseudo-code of the nonlinear orthogonal matching pursuit (NOMP) for sparse calibration combined with the ISEM is described in Algorithm 2. We note two major changes of NOMP from the standard OMP algorithm. First, the solution support is carried between the nonlinear iterations. Second, once the solution support is identified, we use 2 regularization for calculating the residuals but we limit the solution space to the identified support. The 2 regularization is needed as the estimated sensitivity matrix A k is rank deficient and may contain sampling errors. Tikhonov regularization (Hansen, 1998 ) is applied to the update Eq. (19) as
where A k (S k ) is a restriction of matrix A to the selected support S k and λ is the regularization parameter. We utilize the L-curve method (Hansen, 1998) for automatic selection of the regularization parameter. Tikhonov regularization replaces the Moore-Penrose pseudoinverse in the OMP algorithm. The proposed NOMP combines ISEM for estimating the sensitivities based on an ensemble methods with the OMP at each iteration. It is relatively simple to implement and requires a limited number of input constants that need to be adjusted. We also note that different forms of observation data can be included in the observation vector y obs to account for any data than need to be assimilated. In the current algorithm, at each iteration the ensemble members are generated by adding random perturbations. These perturbations mimic a random stencil for stochastic estimation of the gradient direction. The magnitude of the perturbations is decreased as we approach the solution via a decaying function. In all our numerical testing, the random perturbations are drawn from the Gaussian distribution N (0, 1) and are scaled by a scaler ε k defined by logarithmic rule proposed by Kushner (1987) as c/log (k + 1), where c is a user input and k is the iteration number. However, other forms of decaying sequences (Gelfand and Mitter, 1991; Fang et al., 1997) can be used. In order to ensure error reduction, the iterative update Eq. (18) is modified by introducing a step size α which takes an initial value of 1 and is adjusted to ensure error reduction. The modified update equation is
In the numerical testing, α is multiplied by one half if no error reduction is achieved. This is repeated for up to 5 times and if no error reduction is achieved, the current iteration of the stochastic algorithm is skipped and another ensemble is generated starting from the parameter values in the previous iteration. An more sophisticated step size selection using Wolfe or Goldstein condition could be applied within a line search strategy (Nocedal and Wright, 2006) .
Problem formulation and numerical evaluation
A two-phase immiscible flow in a heterogeneous porous subsurface region is considered. For clarity of exposition, gravity and capillary effects are neglected. However, the proposed model calibration algorithm is independent of the selected physical mechanisms. 
Step size adjustment:
The two phases will be referred to as water with the subscript w for the aqueous phase and oil with the subscript o for the non-aqueous phase. This subsurface flow problem is described by the mass conservation equation and Darcy's law
where v t is the total Darcy velocity of the engaging fluids, q = Q o /ρ o + Q w /ρ w is the normalized source or sink term, K is the absolute permeability tensor, S w is the water saturation, λ t (S w ) = λ w (S w ) + λ o (S w ) is the total mobility and p = p o = p w is the pressure. In which, ρ w , ρ o are the water and oil fluid densities, respectively. These equations can be combined to produce the pressure equation
The pore space is assumed to be filled with fluids and thus the sum of the fluid saturations should add up to one (i.e., S o + S w = 1). Then, only the water saturation equations is solved
where φ is the porosity, f (S w ) = λ w /λ t is the fractional flow function. The relative mobilities are modeled using polynomial equations of the form
where S wc is the connate or irreducible water saturation, S or is the irreducible oil saturation and µ w , µ o are the water and oil fluid viscosities, respectively. The pressure Eq. (23) is discretized using standard two-point flux approximation (TPFA) method and the saturation Eq. (24) is discretized using an implicit solver with standard Newton-Raphson iteration (Chen, 2007) . For simplicity, we limit the parameter estimation to the subsurface permeability map K. We also assume this permeability field as a lognormal random variable as it is usually heterogeneous and shows a high range of variability.
K-SVD Parameterization
The reference permeability fields for test problemis shown in Fig. 1b , and represents channelized models. Different realizations of channelized models are generated using the Stanford Geostatistical Modeling Software, S-GeMS (Remy, 2005) based on the training image shown in Figure 1a . The training image shown in Figure 1a is based on a similar example published in (Strebelle, 2002) . A total of one thousand different realizations were generated and used as an input to the K-SVD algorithm to produce a sparse parameterization of the search space. Fig. 2 shows 12 basis functions randomly selected from a dictionary of 500 basis functions built using the K-SVD algorithm with target sparsity of 20 elements. In the numerical testing, the discretized model uses a 2D regular grid of 50 × 50 blocks in the x and y directions, respectively. The size of each grid block is 10 meters in each direction and a unit thickness in the z direction. The porosity is assumed to be constant in all grid blocks and equals 0.2. The water viscosity µ w is set to 0.3 cp and the oil viscosity µ o is set to 3 cp. The irreducible water saturation and irreducible oil saturation are set as S or = S wc = 0.2 and the simulations are run until 1 pore volume is injected. For the test problem, two injection/production patterns are used. Fig. 3 shows the location of injection wells as a black dots and the production wells as white dots. The first pattern has one injection well and four production wells arranged in the inverted five spot pattern and shown in Figure 3a .
For pattern 2, shown in Figure 3b , 9 production wells are distributed around 4 injection wells. For the parameter estimation problem, the production curves at the production wells are used to define the misfit function and guide the inverse problem solution. Each water-cut curve was sampled at 50 points and these samples were used for calculating the errors and the update equation. The observation data (water-cut values) is perturbed with uncorrelated white noise with a small standard deviation of 10 −6 to be able to perform a convergence study for different ensemble sizes. Figure 1b . For comparison purposes, all runs were initialized using uninformed prior of a uniform permeability field with log(K) = 0. For injection/production pattern 1, the optimized permeability fields are shown in Fig. 4 as they result from different ensemble sizes of 5, 10 and 20 members. The smallest ensemble of 5 members managed to reproduce the locations of the two channels running along the model. However, this is not expected from every run of the algorithm because of the approximate nature of the estimated derivatives. Also, the problem is ill-posed and may admit different solutions. Fig. 5 shows the corresponding weights of the basis functions selected from the dictionary for ensembles of 5, 10 and 20 members. For an ensemble of 5 members, the inferred support have 73 non-zero bases as shown in Fig. 5a . The initial root-mean-square error (RMSE) for the initial permeability field of log (K) = 0 is 0.0691. Table 1 , shows the final RMSE values for different ensemble sizes. The number of nonlinear iterations is set to 40, 20 and 10 for the ensemble size of 5, 10 and 20, respectively. This corresponds to the same number of 200 forward runs. It is observed that smaller ensembles produced solutions with larger support because of the increased number of nonlinear iteration. This is reflected in the final RMSE as it is smaller for smaller ensembles in comparison to larger ensembles after 200 forward runs. For injection pattern 2, the optimized permeability fields are shown in Fig. 6 for ensembles of 5, 10 and 20 members. The stem plot of the discovered weights is shown in Fig. 7 . The initial RMSE for the initial permeability field of log (K) = 0 is 0.0729. more effective in matching the data as the number of nonlinear iterations are larger for the same number of forward runs.
Convergence study In this section we perform a complete convergence study for the test case presented earlier under two injection/production patterns. The stochastic nature of the estimated gradients results in different solution path for each different run. The average of 50 different runs is presented to compare the ensemble size effect on the error reduction rates. Fig. 8 shows the average RMSE in water cut versus the total number of forward runs under injection/production pattern 1 (left) and pattern 2 (right). It is evident that smaller ensembles are more effective for sparse calibration in terms of error reduction and support detection for the same number of forward runs. Smaller ensembles outperformed larger ensembles on average in all the numerical test cases because of the increased number of nonlinear iterations for the same number of forward runs. At each nonlinear iteration, the support is updated as well as the major search directions are detected. Thus, applying more nonlinear iterations have a positive effect on the error reduction.
Discussion and Conclusions
The solution of the nonlinear sparse calibration problem is challenging. Not only does the algorithm have to find the optimal weights to reproduce the measured values, it has to select the basis functions that are included in the solution support as well. A complete combinatorial exploration by running standard parameter estimation algorithms on a subset of the basis functions leads to a combinatorial problem of huge size that is impossible to solve. In the linear setting, different algorithms for sparse reconstruction can be used. These algorithms can be simply classified as forward stage wise selection algorithms as the OMP algorithm and optimization based algorithms as the iterative re-weighted least square algorithm (IRLS).
In the current paper, we build on the work of Khaninezhad et al. (2012a,b) for sparse calibration of subsurface flow models. Khaninezhad et al. (2012b) utilized the IRLS algorithm for solving the sparse calibration problem. However, the main challenge with the IRLS is in the specification of a reasonable value for the regularization parameter. To avoid that, Khaninezhad et al. (2012b) modified the IRLS to include the 1 regularization term as a multiplicative term instead of an additive term. This increases the nonlinearity of the problem. Also, the minimization algorithm might be attracted to minimizing the data misfit term only and a reduction of the total objective function will be observed because of the multiplicative effect.
Here, we utilized the OMP algorithm for solving the sparse calibration problem. OMP has the advantage of low computational complexity and conceptual clarity in comparison to other sparse signal recovery methods. In contrast to the IRLS, the OMP algorithm depends on a tolerance parameter of the solution residual that is conceptually easy to specify. However, a direct application of OMP will result in a collection of sparse updates that does not guarantee a final sparse solution. We modified the OMP in a logically consistent way with the greedy nature of the algorithm by carrying over the discovered solution support across the nonlinear iterations. The transparency of the OMP algorithm enabled us to develop the NOMP algorithm within the same logical framework.
In terms of results, the calibrated models using the NOMP algorithm did not show extreme values in the inferred permeability fields. This is quite different from the results presented by Khaninezhad et al. (2012a,b) . We attribute this to applying 2 regularization at each iteration once the solution support is discovered. The 2 regularization has the advantage of penalizing large weights that produces realizations with extreme permeability values. This is also evident from the stem plots showing the weights of the different dictionary atoms. This is a clear advantage of NOMP over different sparse reconstruction algorithms that only penalize the 1 norm of the solution. Another advantage of the proposed algorithm is in the efficient use of an ensemble based approximate derivative using ISEM. The proposed algorithm combining ISEM and NOMP facilitates sparse calibration as a Backbox for numerical simulation packages when the adjoint code is not available.
