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1. INTRODUCTION 
A foundational paper of Lute [S] shows that the general form of a 
“scientific law” is greatly restricted by knowledge of the “admissible trans- 
formations” of the dependent and independent variables, transformations 
such as that from grams to pounds or inches to meters. The restrictions are 
discovered by formulating a functional equation from knowledge of the 
admissible transformations. Lute’s basic approach has been clarified and 
extended by Lute [6, 71, Rozeboom [15, 161, Osborne [12], and Roberts 
and Rosenbaum [ 141. A fundamental assumption in all the results which 
have been obtained so far is that the admissible transformations can be 
applied independently to all of the independent variables. In this paper we 
modify this assumption, and discover that in this situation, knowledge of 
the admissible transformations does not always restrict the form of the 
scientific law as greatly as in the cases previously studied. 
Specifically, suppose x1, x2 ,..., x, + 1 are n + 1 variables, z is the set of 
admissible transformations for the ith variable, i= 1, 2,..., n + 1, and x,+ , is 
some unknown function u(x,, x2,..., x,). The problem is to find the general 
form of the function u knowing the sets 5, i.e., to find the general form of 
the “scientific law” 
X n+l = u(x,, x2 ,.‘., x,). 
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We assume that u is a function from Xl= , Ri to R, + , , where Rj, j = 1, 2 ,..., 
n + 1, is an appropriate subset of the reals, to be specified below. Note that 
knowledge of z comes from a theory of measurement. Specifically, if 
the ith variable defines a ratio scale, then 5 consists of all functions 
T,: Ri + Ri of the form T,(x) = rix, with some ri> 0. If the ith variable 
defines an interval scale, then K consists of all functions T,: Ri + Ri of the 
form Ti(x) = rjx +p,, ri > 0. For more details on the theory of scale types, 
see Krantz et al. [4] or Roberts [13]. 
Lute’s basic “principle of theory construction” is the following: Assuming 
that there are no “dimensional constants” which enter the relation u and 
cancel out the effects of transformations, then admissible transformations in 
the independent variables should lead to an admissible transformation of 
the dependent variable. This is made precise by assuming that, for all 
T,E~, Tz... T,l E Ym’,, there is a D( T,, T, ,..., T,) in Yn+ 1 so that 
uCTr(Ay,), Tz(.~z) .. . . , T,lx,)] = D(T,, T2 ,..., T,,)[u(x,, x2 ,..., x,)]. (i) 
For instance, if all the independent variables are ratio scales and the depen- 
dent variable is also a ratio scale, then T,(x,) = rixir ri > 0, and D( T,, Tz,..., 
T,)(y)= R(r,, rZ ,..., rn)yr R(r,, rz ,..., r,z)>O. Thus from (i) we get the 
functional equation 
u(r,x,, r2x2 ,..., rnx,) = R(r,, r2,..., r,,) 4x,, .x2,..., .v,~), (ii) 
rI, r2,..., rn > 0, x,, x2 ,..., x, ~0, R > 0. It should be pointed out that, 
following the dialogue with Rozeboom (see Rozeboom [15, 161 and Lute 
[6]), Lute no longer refers to the “principle of theory construction” as a 
“principle.” In fact, Lute [personal communication, August 20, 19851 feels 
this conclusion, like the closely related concept of dimensional invariance 
in dimensional analysis, should be “a result derived from deeper principles 
of theory construction” rather than invoked as a principle in its own right. 
For attempts in that direction for dimensional invariance, see Chapter 10 
of Krantz ef al. [4] and see Lute [S]. 
Lute [S] considers the functional equation (i) for the special case n = 1 
and various assumptions about the scale type of the independent and 
dependent variables, specifically the nine cases where the independent 
variable and the dependent variable are either a ratio, interval, or log-in- 
terval scale. Lute [7] considers the case of arbitrary II and the following 
three cases: The independent and dependent variables are all ratio scales; 
the independent variables are all ratio scales and the dependent variable is 
an interval scale; and the independent variables are all interval or ratio 
scales, at least one an interval scale, while the dependent variable is a ratio 
or interval scale. Osborne [ 123 extends Lute’s results to cover ordinal and 
log-interval scales as well. Roberts and Rosenbaum [ 141 have pointed out 
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that similar results apply if an assumption about scale type of the depen- 
dent variable is replaced by the assumption that a certain statement involv- 
ing this variable is “meaningful” in the technical sense of measurement 
theory. In all of these papers, specific assumptions are needed about the 
sets R,. In particular, if the ith variable is a ratio scale, R, = [w,, the 
positive reals, and if it is an interval scale, R, = Iw, the set of all reals. In the 
case i = n + 1. these assumptions can be weakened to R, E [w + or R, c Iw. 
respectively (see Roberts [ 131). In contrast to Lute and Osborne, we will 
not assume that u is continuous, though we will also derive the continuous 
solutions or those under even weaker regularity conditions. Our reasons for 
not assuming regularity are as follows. First. in some cases all solutions will 
turn out to be regular without supposing regularity a priori. The 
assumption classically made in measurement theory is that u be differen- 
tiable. Later on, this assumption was replaced by the assumption of con- 
tinuity or monotonicity, but the laws turned out to be differentiable 
anyway. Our situation is analogous. The assumption of differentiability is 
made, for instance, in the work of Bridgeman [Z] or Ellis [3] in order to 
obtain u in the case where all scales are ratio. However, in this classical 
case Mohr [ 1 l] supposes only boundedness from one side on a non- 
degenerate interval, which is essentially the supposition we make (even 
though we could do with less) in order to get regular solutions in all cases 
where not all solutions are regular. (Mohr did not notice that the assumed 
lower bound has to be positive). The resulting solution is a basic result in 
“dimensional analysis” in physics. A second reason for not assuming 
regularity is that by determining all laws without regularity conditions, we 
can choose how weak a regularity condition we impose afterwards, for 
instance, boundedness from above on an interval as in Mohr [ 111. 
A fundamental assumption used in applying the equation (i). and made 
explicit by Lute [7], is that the admissible transformations of the indepen- 
dent variables may be chosen independently of one another. However. 
there are important applications where this assumption is unreasonable 
(see Roberts [ 13, Sect. 2.61 for examples from energy use, price indices. 
and pollution indices). In this paper, we consider the fundamental equation 
(i) also in those situations where the independent and dependent variables 
are ratio or interval scales, but transformations cannot necessarily be 
applied independently. Even this may happen in three different ways in the 
case of interval scales: same unit, possibly different zeros (r, = . = r,, = r ); 
same zeros, possibly different units (p, = . = p,, = p); and same zeros and 
units (r,= .‘. =Y,=P, pI= ... =p,, = p). We find that in these cases the 
function may not be specified nearly as restrictively as in many of the 
situations previously studied by Lute. But this may be an advantage, since, 
as we will see in cases (7)-( 12) of the theorem below. permitting even par- 
tially independent ransformations on interval scales for the independent 
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variables reduces the resulting “laws” to linear or constant ones (see also 
Lute [7]), while equal transformations permit much more general laws 
(cases (5) and (6) of our theorem). (One rationalization for considering 
only ratio and interval scales is provided by recent results of Alper, Lute, 
and Narens. In particular, if one assumes that the variables arise from 
homogeneous and finitely unique scale types, then all we need to consider 
are ratio, interval, and “discrete interval” scales, and the latter have never 
arisen in scientific practice. See Lute and Narens [lo] for definitions of the 
terms used here and for a precise statement of the results.) 
We summarize the possible cases to be considered and the main results 
in the following theorem and in Table I. In each case, the equation (i) is 
used to derive the functional equation in the fourth column of the table, in 
much the same way as it was used to derive the functional equation (ii) 
above. The general and the continuous or otherwise regular solutions are 
enumerated in the last two columns. 
The equations in cases (3) (4) (1 l), and (12) in the Table of Solutions 
were solved by Lute [7] under continuity conditions. We solve them 
without any regularity conditions and, under quite weak regularity con- 
ditions, we retrieve Lute’s solutions. We then present the general solutions 
to the remaining equations in the table, again without any regularity con- 
ditions (even though some turn out to be quite regular) and, where needed, 
specify also the regular solutions. To be specific, “regular” will mean boun- 
ded on an (arbitrarily small, open) n-dimensional interval I (see also the 
remark at the end of the table), though we could do with less; for instance, 
boundedness on a set of positive measure would be sufficient. For many 
cases “bounded” may be replaced by “bounded from above.” We indicate 
also how the cases of logarithmic (log-interval) scales can be reduced to 
those in our theorem. 
Before closing this section, let us note the relationship of the results in 
this paper to several other results in the literature. Falmagne and Narens 
[3a] study the effect on the possible forms of a scientific law of certain con- 
ventions regarding the interplay between empirical variables and the 
invariance of the empirical law relating them. The conventions involve 
variations of the concept of meaningfulness referred to above. The results 
are more special than those here, because they usually assume some struc- 
ture for the law, for instance, that it be multiplicative. We have already 
mentioned the work of Lute [S] on dimensionally invariant laws. In that 
work, Lute is led to the study of automorphisms of relational systems on a 
product which are factorizable, i.e., have the form 
T(x ,, -~2,..., -yn)= (T,b,), 7’2(~2),..., Tn(x,)). 
Following this work, Lute and Cohen [9] developed a general theory of 
factorizable automorphisms over products, which is related to the results 
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described in this paper since we are studying factorizable automorphisms. 
See, for instance, Theorem 8 of Lute and Cohen for the interlock between 
structure and automorphisms. 
2. NOTATION 
The functional equation occurring in Case (m) of Table I will be denoted 
by (ME) and its solution(s) by (mS) (or (&I), (mS2),...). 
Equations like (ii) are much easier to write in vector notation: 
x = (x, ,...) x,,), r= (r,,.... rn), u(x) = 14(x, )..., x,,), 
R(r) = R(r ,,..., rrr). 
Hence (ii) goes over into 
u(rx) = R(r) u(x). (ii’) 
In this paper multiplication of vectors will always be componentMise: 
rx= (r,,..., r,)(x ,,..., x,) = (r,?c, ,..., r,,x,,). 
So, of course, will be addition and also inequality: 
and 
(.K I,..., x,,)=x>O iff .Y, > 0 (i = 1 ,..., n). 
So, for example, in the case of independent interval scales for the indepen- 
dent variables, and an interval scale for the dependent variable, we get (cf. 
( 11E) below) the functional equation 
Mrx +p) = R(r, p) u(x) + f’(r, p) with the restrictions r > 0, R(r, p) > 0. 
In this paper, bold face letters will always denote vectors, and italics krill 
denote number scalars (for emphasis, 0 or 1 is sometimes printed bold face). 
However, a scalar added to or multiplied b?, a vector alwa~~s means that the 
same scalar is added to or multiplied by each component ?f’ the vector, thus 
providing a new vector. For instance, 
and 
p+x=(p+x I,..., p+x,) 
px=(Px,,...,P.~,,). 
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As these examples show, we often treat scalars as vectors with equal com- 
ponents. As a further example, iff is a function of n arguments, f(r) stands 
forf(r, r,..., r). A final example is the case of interval scales with the same 
zero but independent units for the independent variables and a ratio scale 
for the dependent variable. This gives the equation (8E) below: 
u(rx +P) = R(r, p) 41) with the restrictions r > 0, R > 0, u > 0. 
3. THEOREM 
For each of the 12 cases in Table I, the types of scales enumerated in the 
first and second columns give rise to the functional equation in the third 
column. whose general solution is then given in the fourth column. The 
additional restrictions needed to obtain regular solutions are enumerated in 
the last column, which also shows the restrictions needed to obtain continuous 
solutions if not all regular solutions are continuous or if the continuous 
solutions cannot be obtained by simplJ3 replacing “regular” (bounded on an 
open interval) h?v “continuous.” 
4. PROOF 
General remarks. Recall that the equation in case (m) (m = 1, 2,..., 12 ) 
will be denoted as (mE). The solutions will be denoted as (mSI ), (mS2).... 
(only (mS) if there is just one type of solution). 
Clearly, the solutions of (2kE) can always be obtained .from the solutions 
(2k- 1 SI) (k= 1, 2,..., 6), if we use each (2k - 1 SI) (I = 1, 2,...) to calculate 
the right hand side of (2k - 1 E), and we specify those solutions for which 
P = 0, u > 0. This will be done for k = 1, 2, 3, 4, 5, 6. In each case, the 
solution so obtained can readily be shown to satisfy (2kE). We shall omit 
the details. 
In all cases we have u = constant = b ( >O in the even cases) as solutions 
of the respective functional equations, with R arbitrary and P = b( 1 - R) iif 
the equation has not contained P then R = 1 if b # 0). We will often gloss 
over these solutions in the proof, but they are contained (mostly as par- 
ticular cases) in the table. 
Preliminaries for the cases (1) and (3). We give here the common part 
of the proofs in these cases. In order to unify r and r for this common 
argument, we write p for both (and similarly other Greek letters for other 
quantities which are scalars in case (1) and vectors in case (3)). In both 
cases, x is a vector variable. 
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So we have to solve 
U(P) = R(P) u(x) + P(P) (p>O,R(p)>O,x>O;u:[W”,-,[W). (13) 
Letting x = 1, we get 
u(p)=R(p)W+P(P). 
Subtracting this from (13) and introducing the new function u by 
u(x)=u(x)-u(l), 
we get 
U(P) = 0) 0) + U(P) 
(since u(px) - u(p) = u(px) - u(p)). Note that, from (14), 
Lj( 1 ) = 0. 
Repeated application of ( 15) gives 
R(po) u(x) + u(p) = u(pax) = R(p) u(fJx) + u(p) 
(14) 
(15) 
(16) 
= R(P) R(a) 4x) + R(P) 40) + 4P). 
Either u(x) is constant (in which case, by (14), u is constant), or we have 
R(pa) = R(p) R(o), that is, R is multiplicative. In this paper we denote mul- 
tiplicative functions by M, so now R(p) = M(p) and, from (15) 
U(P) = M(P) 0) + U(P) (M(P) = M(P) M(o)). (17) 
Also, M> 0 because R > 0. 
Proof in cases (3) and (4). Equation (17) yields in the case (3) 
u(rx) = M(r) L)(X) + u(r). (18) 
We distinguish two cases. First, if M(r) 1 1, then there exists an r. > 0 such 
that M(r,)# 1. From (18), since u(rx)= u(xr), we obtain 
M(r) u(x) + u(r) = M(x) u(r) + v(x). 
Putting here r = ro, a= u(ro)/[M(r,,) - 11, we get 
u(x) = a[M(x) - l] 
and, in view of (14) and (17), 
u(x) = aM(x) + b (M(w) = M(r) M(s), M> 0). (3Sl) 
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Note that 
M(r)=M(r,,r2, . . . . r,,)=M(r,, I,..., l)M(l,r, ,.... rn)= ... 
= M(r,, l,..., 1) M(1, rz, l,..., 1 ) . . . . M( l,..., 1, r,,) = fi M,(r,) 
,=I 
where M,(rs) = M,(r) M;(s) (i= 1, 2 ,..., n). 
Conversely, (3Sl) indeed satisfies (3E): 
u(rx) = aM(rx) + h = M(r)[aM(x) + h] - hM(r) + h 
=M(r)u(x)+h[l-M(r)]. 
We see here that R(r) = M(r) > 0 and Z’(r) = h[ 1 - M(r)]. 
In the second subcase, M(r)= 1. Then (18) reduces to 
c(rx) = t!(r) + c(x). 
We call functions satisfying 
L(rx) = L(r) + L(x) for all r, x > 0 
logarithmic and usually denote them by L. So r(x) = L(x), and, by (14) 
u(x) = L(x) + h (L(xy)= L(x)+ L(s)). (3S2) 
Since L(r)=L(r,, rz ,..., r,,)=L(r,, l,.... I)+ ... +L(l...., l.r,,), we have 
L(r)= i L,(r,) where Li(rs) = L,(r) + L,(s) (i= 1, 2 ,.... rz). 
,=I 
Conversely, (3S2 ) indeed satisfies (3E): 
U(rx)=L(rx)+h=L(r)+L(x)+h=u(x)+L(r), 
with R(r)= 1 and P(r)= L(r). 
In order to get (4E), we know u must be a solution to (3E) with 
P(r) = 0, u(x) > 0. If u is constant, then (4E) holds with R(r) = I. The con- 
stant solution is a special case of (4s) with M(x) = 1. If u is of the form 
(3Sl) and is not constant, then (see above) R(r)= M(r) and P(r)= 
h[ 1 - M(r)]. Then P(r) = 0 implies b = 0, since M(r) 2 1. Now u(x) > 0 and 
M(r) = R(r) > 0, so a > 0, yielding 
u(x) =&4(x) (u>O). (4s) 
If u is of the form (3S2) and is not constant, then R(r) = 1 and P(r) = L(r). 
so P(r) = 0 implies L(r) = 0. Thus u(x) is constant. The constant solution is 
included in (4s) with M(x) = 1. 
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Finally, it is known (see, e.g., Aczel [ 11) that the only regular functions 
(bounded on an open interval) satisfying MJr.s) = Mi(r) Mj(s) (r, s > 0) are 
M,(r) = rcz and those of L,(rs) = L,(r) + Li(s) (r, s> 0) are L;(r) = ci log r, 
which yield all regular solutions of (3E) and (4E). (By (3Sl), (3S2), (4S), 
M and L “inherit” the regularity of u.) This concludes the proof for the 
cases (3) and (4). 
Remark. For LJrs) = L,(r) + L,(s), bounded from below would do just 
as well, but all solutions of M;(m) = Mi(r) M,(s) (r, s>O) are bounded 
from below by 0, also those not of the form M,(r) = r(‘l. 
Proof in cases (1) and (2). Equation (17) appears now as 
u(m) = M(r) u(x) + v(r). (19) 
In particular, if x is a scalar, 
u(rx) = M(r) u(x) + u(r). 
Exactly as from (18) (or as the special case n = 1 of the solution of Eq. 
(18)), we get either 
u(r) = a[M(r) - l] (M(rs)=M(r) M(s), M>O, M(r)& 1)(20) 
or 
u(r) = L(r) (L(m) = L(r) + L(s)). (21) 
(Note that until now we have determined only u(r), not r(x).) 
In the subcase (20), Eq. (19) becomes 
u(rx) = M(r) u(x) + aM(r) -a. 
If x = (x,, x2 )..., xn), choose r = X, and get 
Writing 
.f(t * ,..., t,) = u( 1, tz ,..., t,,) + a 
and taking (14) into consideration, we get 
u(x) = 24(X,) x2 )...) x,) = M(x,)f ?,..., : + b 
( > I I 
(M(rs)=M(r)M(s),M>O). 
In the case n = 1, of course, f is constant. 
(19’) 
(22) 
(1Sl) 
SCIENTIFIC LAWS WITHOUT DIMENSIONAL CONSTANTS 403 
Conversely, (1Sl) indeed satisfies (IE): 
u( TX) = u( z-x,, TX2 )...) rx,,)=M(r) M(.u )f 3. 2 +b -bM(r)+b 
[ ’ (.y,-.\,> ] 
=M(r)u(x)+h(l -M(r)). 
Now (1E) follows with R(r) = M(r) >O and P(r) = b[ 1 -M(r)]. 
In order to get (2E), we have to have (1E) with P(r) ~0, u(x)>O. Since. 
from (lSl), either u is constant, or P(r) =b[l -M(r)], it follows that 
h[ 1 - M(r)] = 0 must hold. Now by (20) we have M(r) I 1. Thus b = 0 is 
necessary to satisfy P(r) = 0 and .f> 0 to satisfy u > 0, which gives (2s). 
In the subcase (21) we have M(r) = 1 and ( 19) goes over into 
so 
v(rx) = u(x) + L(r) (L(m)= L(r)+ L(s)). 
c(x)=c(.~-,~x)=z~(l,~ ,..., ~)+w , 
and 
u(x) = u(x,, s 2 ,..., x,, ) =.f 
( ) 
2 )...) 5 + U-v,) (L(u) = L(r) + L(s)) 
.y I 
.y 
I 
(1s’) 
where. this time. 
.f(t,, . . . . t,,)=r(l, t2 ,.... t,,j+h. 
Again, f’ is constant if n = 1. 
Conversely, (lS2) indeed satisfies (1E): 
U(rx)=f “,...,2 +L(.Y,)+L(r)=u(x)+L(r), 
( ,I I 
(19”) 
which gives (1E) with R(r) = 1, P(r) = L(r). 
We can get this u to satisfy (2E) only if (1E) holds with P(r) = 0. From 
( lS2), u is constant or P(r) = L(r). In the latter case, L(s) = 0. But L(.u) = 0 
gives the particular case M(r) = 1 of (2s) (which we did not exclude from 
the statement of (2s) in the table). 
As to regularity in the solutions (lS2) and (2S), if u is bounded on I and 
x0 is an arbitrary point in Z, then there exists a one-dimensional non- 
degenerate interval J (containing 1) such that rxo E I for all r E J. But then 
Id(rxO) and thus (cf. (19”) or (2E)) u(x,)+ L(r) and M(r) u(xO), respec- 
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tively, are, as functions of r, bounded on .Z and so are L(r) and M(r) 
(remember that, in case (2), u(x) > 0 everywhere). Therefore L(r) = c log r 
and M(r) = rc for some constant c E R. Furthermore, 
t-x,, x 2, . . . . X,)+-+f 2 ,..., 5 =u(x)-clogx, 
( > 
or 
x, x, =$4x) I 
is bounded on Z, that is, f is bounded above on I/I,. Conversely, if f is 
bounded on Z/Z, and L(r) = c log r or M(r) = r(‘, then U, as given by ( lS2) 
and (2S), respectively, is bounded on I. 
In ( ISI), if u is constant on Z and M(r) & 1, then f = 0 on I/Z,, and con- 
versely, if f = 0 on Z/Z,, then u is constant and thus bounded on I. If 
M(r) = 1, then u is constant on Z if and only if f is constant on Z/Z, (thus 
both are bounded on Z, resp., Z/Z,). If u is not constant, but bounded on Z, 
then F(x) = L’(X) + a = u(x) - u( 1) + a is bounded, but not identically 0 on 
I. From (19’), we have 
F(rxj = M(r) F(x) (r>O, xE[W”). 
This time we choose an x0 E Z where F(x,) #O and repeat the above 
argument in order to see that M(r) = r‘. But then, again from (lSl), f is 
bounded on Z/Z,. Conversely, if f is bounded on Z/Z, and M(r) = rc then, by 
( 1Sl ), u is bounded on I. 
This concludes the proof for the cases (1) and (2). 
(Note that the results of (3) could be deduced from those of (1) 
[(3E)*(lE)] and (4) from (2) but the direct way seemed shorter.) 
Preliminaries for the cases (5), (7), (9), and ( 11). Again, in order to be 
able to deal with the arguments common in these cases at once, we write 
Greek letters for which we may later put either vectors (bold face) or 
scalars (italics). So we deal with 
U(PX + n) = NP, n)u(x) + P(p, 7~) (p>O,R(p,~)>O;u:W+iW). (24) 
Letting here x=0 (which belongs now to the domain), we get 
4~) = NP, xc) 40) + P(p, n). 
Subtracting this equation from (24) and introducing the new function w by 
w(x) = u(x) - u(O), (25) 
we get 
w(px + n) = R(p, K) w(x) + W(TC) (26) 
SCIENTIFIC LAWS WITHOUT DIMENSIONAL CONSTANTS 405 
(since ~(px+~)-u(~c)=~l’(px+n)-,c(~)). Note that. from (2.5). 
M’(0) = 0. (27) 
Repeated application of Eq. (26) gives 
R(po, pr + 7c) W(X) + w(pt + II) = w(pax + pt + 7r) 
= R(p, 7r) w(ar + T) + w(7r) 
= R(p,7c)R(a,r)w(x)+ R(p,n)w(r)+ w(7c). 
Either rt’ is constant (U constant) or 
R(pa. ps + n) = R(p, n) R(a, 5). i28) 
We introduce two more functions, M (which will turn out to be mul- 
tiplicative) and E by 
M(P) = Rip, 0) and E(n)=R(1,7~). (29) 
The equation (28) shows immediately (n = r = 0) that A4 is multiplicatiw 
and ip = (T = 1) that E is exponential, i.e., 
E(Tc+T)=E(T)E(T). (30) 
Of course, also M and E are positice since R > 0. Put p = I, T = 0 into (28 ) 
in order to get 
R(o, n)= M(a) E(n). (31) 
Similarly, G = 1, rc = 0 gives 
But, by (31). 
R(P,PT)=M~)E(T). 
Rip, PT) = M(p) Eiw 1. 
Comparison of the last two equations gives E(p) = E(t), in particular 
E(2r) = E(T). On the other hand, (30) implies E(Zs)= E(r)‘, so that E(r) = 
E(T)’ and, E being positive, E(t)= 1. Thus R(p, n)= M(p) (see (31)) and 
(26) goes over into 
w(px + n) = M(p) w(x) + M’(7c) (Mipa)=M(p)M(cJ). M>O). (32) 
With rt = 0 or p = 1, we get 
M.(p) = M(p) w(x) (33) 
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and 
w(x + 7r) = w(x) + w(n), (34) 
respectively, since from (27), ~$0) = 0, and from M(p1) = M(p) M( 1) and 
M(p)>O, we have M(l)= 1. 
Proof in cuxs (5) and (6). Equations (33) and (34) state in the case (5) 
that 
M!(rx) = M(r) w(x) (35) 
and 
w(x+p) = w(x) + w(p). (36) 
From the last two equations, for scalar p, 
M(r+s)w(p)=,1?[(r+S)p]=u’(rp)+)I’(Sp)= [M(r)+M(s)] w(p). 
We have now trio cases. Eifher w$p) = 0 (which does not mean IV(X) = 0: 
here r~ is 0 only for scalars, that is, w(p, p,..., p) = 0), or 
M(r + s) = M(r) + M(s) (r, .s>O). 
The latter case, together with M(a) = M(r) M(s) for all r, .s>O gives 
(without any regularity suppositions, see, e.g., Aczel [ 11) M(r) = r (or 
M(r) = 0 which contradicts M(r) > 0). So 
w( rx) = w(x). (37) 
For x = 1, Eq. (37) yields with a = H( 1) that 
w(r) = ur (r scalar, r > 0). 
It is easy to remove the restriction r > 0. For given r, there exists a p > 0 so 
that r +p>O, and then (36) gives 
bifr)=~‘(r+p)-w(p)=u(r+p)-up, 
w(r) = ur (r scalar). (38) 
Applying Eqs. (36), (37), and (38) in the general case, and using the 
notation 
A(x) = 
x , + x2 + . . . + x,, 
, n 
S(x) = &x, - A(x))’ + . . . + (x, - A(x))‘, 
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we get the solution 
W(X) = M’[X - A(x) + A(x)] = w(x - A(x)) + w(A(x)) 
= S(x) H’ ( & Cx-4xil)+uA~xl 
(since A(x) is a scalar). This solution holds if S(x)#O. By (25). 
u(x) = S(x)f ( & CxA(x)l)faA(x)+h if S(x)#O. 
(Note that we wrote f instead of ,v.) If, however, S(x) = 0, that is, X, = 
. . = .Y,~ =x, then (38) applies and, by (25), 
u(x)=ax+b if S(x)=O, (39) 
that is, we have (5Sl). 
Conversely, (5Sl) indeed satisfies (515) for arbitrarj,,f: 
Suppose S(x)#O. Let y=rx+p. Then A(y)=rA(x)+p, S(y)=rS(x). 
Hence, since r > 0, S(y) # 0. Therefore. 
Nrx+p)=rS(x)f 
( &Irx-rA(x)l)+orA(x)+q+b 
=ru(x)+b(l -r)+ap. 
Suppose S(x) = 0. Then x, = . . . = s,? = x and by (39). 
u(rx +p) = urx + ap + b = w(x) + h( 1 -r) + up. 
So, if u is not constant, then R(r, p) = r, P(r, p) = b( I - r) + up. 
In order to get (6E), we have to have (5E) with Pz 0. Since, from (5Sl). 
either u is constant, or P(r,p) = b( 1 -r) + up, it follows that, for non- 
constant U, we have to satisfy a = b = 0. We also need u > 0, which con- 
tradicts (39). Hence, (6E) fails when (5Sl) holds and u is not constant. 
We still have to take care of the subcase LV( p ) = 0. This transforms (36) 
into 
M’(X + p) = w(x). 
Assume S(x) # 0. Then (40) and (35) yield 
(40) 
W(X) = M’(X- A(x)) = M[S(x)] M 
t 
‘& cx - 4x)1) 
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or (cf. (25)) 
u(x) = ~C~(~)lf (& Ix-A(x)])+b for S(x)#O. 
If S(x) = 0, that is, x, = . . . = x, = p, then in our case u(p) = 0 and so 
u(x) = b for S(x)=0 (41) 
where b = u(O), thus giving (5S2). 
Conversely, (5S2) satisfies (5E) with arbitrary j 
As with (5Sl), A(rx+p)=rA(x)+p, S(rx+p)=rS(x). Thus, if 
S(x) # 0, S(rx +p) # 0 also, and so 
u(rx +p) = M(r) M(S(x))f -& WWl)+b 
= M(r) u(x) + b( 1 -M(r)). (42) 
If S(x) =O, (42) follows from (41). For nonconstant U, letting R(r,p) = 
M(r), P(r,p)=b(l-M(r)), we get (5E). 
Next, (6E) is just (5E) with P= 0. Hence, from (5S2), either u is constant 
or b(l-M(r))=0 and u(x)>O. Because of (41), and u>O, we have b>O. 
Thus, M(r) = 1. Also, f > -b (so that u > 0). This gives (6s). 
Of course, if n = 1, then only (39) and (41) remain, and (41) is a special 
case of (39). For all n, the constant solutions are included in (5Sl), (5S2), 
and (6s) with f = 0. 
As to regularity here, note that S(x) = I/x- A(x)ll, where 
IIYII = Ilof,r...,Y,)ll =J.1’:+ ... +4’: 
is the norm of y. Note also that, if u = (l/S(x))[x - A(x)], then x I 1, since 
the inner product (x-A(x), 1) =I;=, (xi-A(x)) =O. Thus, f in (5Sl), 
(5S2), (6s) needs to be defined only on the set V of unit vectors in R” per- 
pendicular to 1. Conversely, every vector in V is of the form 
(l/S(x))[x-A(x)] for some x in R”, so V coincides exactly with the 
domain off: 
Clearly, in (6S), (5Sl), and (5S2) with M- 1, u is bounded on I if, and 
only if, f is bounded on Z(V), as defined at the end of Table I, that is, 
“regular on V.” In (5S2) with M $ 1, u is constant on Z if, and only if, f = 0 
on Z(V). Also, just as in the case of (lSl), one sees, this time by use of (35) 
and (5Sl), that u is bounded but not constant on Z if, and only if, M(r) = rc 
and f is not identically 0 but bounded on Z(V). 
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If the regularity requirement is strengthened to continuity, then clearly 
continuity of u on IR” implies continuity off on I’. However, we also need 
continuous transition between the S(x) # 0 and the S(x) = 0 cases. In (6s). 
this implies 
1 
,,j:,“of 114’118 =O.gL1 ( > 
(43 1 
Now (43) implies that f is identicall~~ 0 on I’. To see this, let e be an 
arbitrary vector in V and let J = se, s > 0. Then /Idyll = s and we have 
O=,tT+.f ise =Jty+f(e)=f(e). 
( ) 
Conversely, iff’= 0 on I’, then u is constant and hence continuous. 
In (5Sl), we already know that the continuity of u implies that f is con- 
tinuous on I/. Conversely, supposef is continuous on V. Every continuous 
function on the closed and bounded set V is bounded there, sofis bounded 
on I/. To show continuous transition, let 
ax(m)) z0 
Let u(m) = x(m) - A(x(m)) 
m -+ ‘Xl. so 
(m = 1, 2 )... ), S(x(m)) + 0. 
Then S(x(m))= li~(m)ll and II~(m)ll +O as 
( 1 I)-bl =,Jfix. II~‘(m)ll.f‘ ,lu~m~ll ----y( ) =o. > lim [u(x(m)) - aA(x(m ,,I - I 
In (5S2), suppose f&O on V. Then continuity of u implies continuity 
of M, and so M(s) =sc, c constant. Analogously to (43) continuous 
transition implies 
,,po IIYII“f j$ =a 
pll ( > 
When c=O, this implies f=O on V, as we just have seen in (6s). When 
c < 0, this also implies f = 0 on V. For suppose .f(e) # 0 for some e in I ‘. 
Then for y = se, we have 
0= lim s’f ‘se 
.y+O+ ( > s 
= lim s’f(e)= fx, 
s-o+ 
which is a contradiction. Thus, if f & 0 on V, c must be positive. Conver- 
sely, if f = 0 on V, then u is constant and hence continuous. If f IO on I’, ,f 
410 AC&L, ROBERTS, AND ROSENBAUM 
is continuous on V, and M(s) =sL’, c > 0, then one verifies continuous 
transition by observing (as for (5Sl)) that f is bounded on V and, since 
c > 0, 
as II~(rn)ll +O. This concludes the discussion of the cases (5) and (6) for 
both the general and the regular, in particular continuous solutions. 
Proof in cases (7) and (8). This will get a bit tricky. Equations (33) and 
(34) appear now as 
w(m) = M(r) w(x) (r>O) (44) 
where 
M(m) = M(r) M(s) (M>O) (45) 
and 
w(x +p) = w(x) + w(p), (46) 
respectively. From (44), with x = 1, W( 1) = a, we get 
w(r) = uM(r) for all r > 0. (47) 
Here a = 0 would imply w(r) = 0 for all r > 0 and, since for every XE R” 
there exist p = (p, p,..., p) > 0 so that x +p > 0, Eq. (46) would give 
~l:(X)=I1’(X+p)-w(p)~O for all x. 
This implies constant U, and is excluded for the moment. Hence, a # 0. 
From (47) and (46), 
uM(r+p)=w(r+p)=wfr)+w(p)=uM(r)+uM(p), 
so 
M(r+p)=M(r)+M(p) if r > 0, p > 0. (48) 
But this and (45) imply 
M(t+p)=M(t)+M(p) and M(rp)=M(t)M(p) for t >O, p>O. 
(49) 
Note that t and p are scalars and 
M(P) = M(P,..., P), M’(P) = W(P,..., P). (50) 
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As in the proof of case (5), Eq. (49) imply (cf. Aczel [ 1 ] ) 
M(P) =P (P>O). (51) 
By (45) and (48), this implies 
M(pr) =pM(r) and M(r+p)=M(r)+p (p>O, r>O). (52) 
BY (47) 
w(p) = up (P>O). 
So, from (46), we get 
w(x +p) = w(x) + up forall XER”, p>O. (53 
Furthermore, as we have seen in the proof of case (3), Eq. (45) implie! 
M(r) = M(r ,,..., r,,) = fi Mi(r,), where Mi( r,) = M( l,..., 1, ri, l...., 1 ). 
,=I 
(54) 
Note that 
M,(u) = M,(r) M;(s) (r>O, s>O; i=l,2 ,..., n). (55) 
We determine now M,, M, ,..., M,,, first M, With the notation r,, ) = (r, 
l,..., 1) we have M,(r)=M(r,,,) and, assuming r>O, r>O, by (52) and 
(54). 
However, by (51) and (54), 
so that (taking also (55) into consideration). 
M,(r) + t = 
M,(r+t)(l+t)=M r+t 
M,(l + t) 
, l+t (l+t) 
( > 
or M,((r + t)/( 1 + t)) = (M,(r) + t)/( 1 + t) and, similarly, for all i= 1, 2,..., 
n, 
Mi(r) + t 
l+t 
(r>O, t>0). (56) 
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Fixing r = I+,-, close to 0 and introducing the new variable s = (rO + I)/( 1 + r), 
we have t = (s - rO)/( l-s) > 0 if r0 <s < 1 and (56) goes over into 
M,(s) = MdrO)( l - s, + s - rO 
1 -r. 
- = c,s + di 
1 -r. 
(ro < s < I). 
So Mi is linear at least on the interval ]ro, 1 [. This clearly satisfies (55) 
only if ci= 0, di = 1 or ci= I, di= 0, that is Mi(s) = 1 on ]ro, l[ or 
M,(s) = s on ]r,, 1 [. Since r. can be chosen arbitrarily close to 0, 
Mi(s) = 1 on 10, I [ (57) 
or 
Mi(s) = s on 10, I[. (58) 
Because of (51) and (54), we can have (58) only for one i=j. and (57) 
must hold for all i#j. So, with (54), 
M(s) = kqs,,..., s,) = si for 0 <sk < 1 (k = 1, 2 ,..., n). (59) 
If r >O is arbitrary, then there exists an SE 10, l[” such that rsE IO, l[” 
and, by (45) and (59), M(r) si = M(r) M(s) = rjsj. Therefore 
M(r) = ri for all r > 0. (60) 
Now (44) becomes 
w(m) = rjw(x) (r= (r ,,..., r,) > 0) (61) 
or, with x= 1, 
wj r ) = arj for t-s-0, (6.2) 
since a = w( 1) by definition. But (62) holds for all x E KY’. Indeed, for every 
x E R”, there exists p > 0 so that x +p > 0, and then (53) gives 
w(x) = w(x +p) -ap=a(.u,+p)-ap =ax,. 
BY (25~ 
u(x)=axj+b (for someje (1, 2 ,..., n}). 
So we have finally obtained (7s). The constant solution, previously 
excluded, is of course a particular case of this. 
Conversely, (7s) satisfies (7E): 
u(rx+p)=ar,,ui+ap+b=r,(u(x)-b)+b+ap=r,u(x)+b(l-r,)+ap. 
If R(r, p) = rj and P(r, p) = b( 1 - ri) + ap, this gives (7E). 
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In order to get (8E), we have to have (7E) with P(r, p) = 0. Hence either 
u is constant or b( 1 - ri) + up=O, that is, u= b =O, which contradicts 
u > 0. 
All solutions (7s) (8s) are regular without any previous regularity sup- 
position. 
The proof in CLZWS ( 11) and ( 12) follows immediately, since ( 1lE) = (7E ) 
and (12E) * (8E) so (1lE) or (12E) can have no other solutions than (7s) 
and (8s j, respectively, and these indeed also satisfy ( 1lE) and ( 12E ). 
respectively. The latter is trivial. As to the former, 
that is, (1lE) is satisfied with R(r,p) = rj, P(r, p) = b( 1 -r,) + upi. 
Since, however, the proof of (7) was somewhat lengthy, we will deduce 
later (11s) (and (12s)) also from (9s) (and (10s)). 
Proof in cases (9) and (10). In the case (9), Eqs. (33) and (34) are 
incarnated as 
w(rx) = M(r) N$X) (r>O) (63) 
and 
W’(X +p) = w(x) + w(p). (64) 
Applying both, we get (similarly as in the proof of case (5)) 
M(r+s)w(p)=wC(r+.~)p]=,c(rp+sp)=[M(r)+M(s)] w(p). 
Either M(P) = 0 (U constant) or 
M(r+s)=M(r)+M(s) (r,s>O). 
In the latter case, since also M(rs) = M( r ) M(s) (r, s > 0), we obtain 
M(r) = r. Thus (63) goes over into 
w(rx) = m(x) (r>O). (65) 
Equations (64) and (65) mean that M’ is linear. If ei= (0 ,..., 0, 1, 0 ,..., O), 
with 1 in the ith component, and if x > 0, (65) and (64) imply 
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The same result holds for arbitrary x. For there is y > 0 so that x + y > 0. 
Hence, 
n n n 
It’(X)+W(Y)=W(X+y)= 1 Uj(Xj+),j)= C aixi+ 1 UiYi 
i=l i= I i= I 
so LV(X) = C;=, ajxi. Finally, this implies 
u(x)= f a,xi+b, 
i= 1 
that is, (9s). (The constant solution is a particular case.) 
Conversely, (9s) safisfies (9E): 
u(rx+p)= i u,(rxi+pi)+b=r i 
i= I 
(iE, uixi+b)er~+~l uiPi+b 
=rU(x)+b(l-r)+ f uipi. 
i= 1 
Now (9E) follows with R(r, p) = r, P(r, p) = b( 1 - r) + Cr=, uipi. 
If Eq. (10E) is satisfied, then (9E) holds with P(r,p) =0 and u is con- 
stant or P(r, p) = b( 1 - r) + 1 uipi. Thus, P(r, p) = 0 implies a, = .. . = 
a, = b = 0, which contradicts u > 0. 
We have taken care of all cases, so the theorem is prowled. 
As mentioned before, the proof in cases ( 11) and ( 12) follows also from 
cases (9) and (10). Indeed (11E) * (9E) [and (12E)* (lOE)], so the 
solutions of (11E) have to be among those of (9E). Substitution of (9s) 
into the left hand side of (11E) gives 
u(rx+p)= f ui(rixj+p,)+ b= f r,uixi+ i aipi+ b. 
i=l i= I i= I 
It is easy to see that this is of the form 
= R(r, ,..., r.,p,,...,p.)(~,ur-;+b)+P(r,,...,r~,p,....,p.) 
iff at mosr one of the ui (say ai = a) is different from 0, which gives 
u(x) = ax, + b, 
that is, (11s). The proof of (12s) is trivial. 
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(Note that for similar reasons, the results of (7), (9), and ( 11) could also 
be deduced from (5) (and those of (8), (to), and (12) from (6), but this 
does not seem to promise shorter proofs.) 
Remarks. One notes [cases (7)-(12)] that, at least for interval scales 
for the independent variables, totally or partly independent scale transfor- 
mations allow only very special forms of laws. 
Note that cases with so-called logarithmic or log-inferual scales (Lute 
[S] and Osborne [ 121) can easily be reduced IO those considered in this 
paper. For instance, the case of log-interval scales with “same unit, 
independent zeros” ( Ti(xi) = kix;; r > 0, k, > 0. x, > 0; i = I,..., n) for the 
independent variables and also log-interval scale for the dependent 
variable (T,,+,(?c,+,)=Kx,R+,; R>O, K>O, x,+, >O) leads to the 
functional equation 
U(k,x; ,..., k,,x;) = K(r, k ,,..., k,,) U(.u, ,..., x,,)R’r,X-l.-.kn’ 
(x, ,..., x,, , k , . . . . . k,, , r, LT. K, R > 0). (66) 
Introducing ti = log x,, p, = log kj (i = I ,..., n ), 
epl ,..., ePn), K(r, p 
P( r, p, ,..., p,,) = log K(r. 
, ,..., P,~) = R(r, ep’ ,..., epn) and 
4f, ,..., r,,) = log U(e” ,...) e’” ), 
the equation goes over into 
u(rf, +pPI...,rt,,+p,)=I?(r,pl ,... ,p,,)u(f,,..., f,,)+P(r,p,,...,p,,). 
This, of course, is our Eq. (9E) (up to a few changes in notation) with the 
general solution (9s) 
Thus, 
u(r,,..., z,)= i a,t;+b. 
1=I 
U(x ,,..., x,)=exp 
( 
f a,logxi+b‘ =c fi xP 
r=l 1 ,=I 
is the general solution of (66) (without any regularity condition; remember 
that a similar result was obtained in case (4) under regularity conditions). 
The reduction of other log-interval cases goes the same way. 
Of course, it is possible that some independent variables have ratio, 
others interval (or log-interval) scales, on some the admissible transfor- 
mations can be applied independently, on others not or only partially so. A 
subsequent paper of L. Paganoni will deal with these situations, also on 
more general domains. 
While we have carried out our calculations with R” or R”+ as domains, 
and with IR or R, as ranges, we have chosen our methods so that most can 
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be readily generalized to more general algebraic structures, e.g., by replac- 
ing A(x) by p(n)=min(x,,..., x,) and S(x) by x, + ... +x,--p(x). 
We mention also that the calculations are only slightly different if in the 
equations vectors are multiplied by matrices rather than by (scalars or) 
vectors (diagonal matrices). 
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