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ABSTRACT 
 
Connected and automated vehicles (CAVs) have attracted more and more attention recently. The fast 
actuation time allows them having the potential to promote the efficiency and safety of the whole 
transportation system. Due to technical challenges, there will be a proportion of vehicles that can be 
equipped with automation while other vehicles are without automation. Instead of learning a reliable 
behavior for ego automated vehicle, we focus on how to improve the outcomes of the total transportation 
system by allowing each automated vehicle to learn cooperation with each other and regulate human-driven 
traffic flow.  One of state of the art method is using reinforcement learning to learn intelligent decision 
making policy. However, direct reinforcement learning framework cannot improve the performance of the 
whole system. In this article, we demonstrate that considering the problem in multi-agent setting with shared 
policy can help achieve better system performance than non-shared policy in single agent setting. 
Furthermore, we find that utilization of attention mechanism on interaction features can capture the 
interplay between each agent in order to boost cooperation. To the best of our knowledge, while previous 
automated driving studies mainly focus on enhancing individual's driving performance, this work serves as 
a starting point for research on system-level multi-agent cooperation performance using graph information 
sharing. We conduct extensive experiments in car-following and unsignalized intersection settings. The 
results demonstrate that CAVs controlled by our method can achieve the best performance against several 
state of the art baselines. 
 
Keywords: Connected and Automated Driving, Traffic Flow Control, Multi-agent Reinforcement 
Learning   
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INTRODUCTION 
Imagine driving in the highway, the driver behind you will brake, as will the next driver, starting a 
shock-wave can transmit to kilometers away. Nowadays, the popularization of connected and automated 
vehicles (CAVs) has become unprecedentedly promising given the achievement in control and information 
technologies. One of the benefits from the utilization of CAVs is that the randomness in road network can 
be significantly reduced, thus, there should be a new opportunity to improve the traffic efficiency. In light 
of the introduction of autonomous vehicles into transportation systems, there is a new need for 
understanding the mixed-autonomy traffic where both automated and human-driven vehicles exist and 
interact with each other. Reinforcement learning has become an efficient tool to formalize intelligent 
maneuver, which has been proved in many tasks, such as flight control (1), Go games (2), and Star Craft II 
(3). Given the constitutional complexity of the mixed-autonomy transportation system, there are still several 
challenges to achieve efficient cooperative automated driving. 
The main challenge in such a multi-agent system is how to encourage automated vehicle agents' 
cooperation so as to maximize the total expected returns of the whole system. For example, when there is 
a gap in front of the adjacent line of the automated vehicle, if the automated vehicle moves up immediately, 
the following vehicle in the line will also increase its speed, which will end up a shock wave in traffic flow. 
Instead, if the automated vehicle learns to cooperate with other agents, it will adjust its speed steadily and 
try to mitigate the negative impact on the whole system. However, in most recent research on automated 
driving decision making and control, e.g., (4), (5). they only focus on learning 'selfish' driving maneuver, 
i.e., maximizing the travel efficiency for ego vehicle instead of the whole transportation system. 
Furthermore, as automated vehicles have different characteristics compared to human-driven 
agents (e.g. reaction time and action generation), it renders the difficulty for navigation in such an extremely 
dynamic and complicated driving environment. Therefore, how to explore efficient learning strategy for 
connected and automated vehicles to formalize reasonable behavior is also worth to explore. 
In this work, we try to solve the above challenges by using the graph neural network in multi-agent 
reinforcement learning framework to encourage cooperation. To be specific, we integrate information 
among each CAV into graph structure. Based on the Connected and Automated Vehicle Graph (CAVG), 
the latent features learnt by graph convolutional networks are exploited to enhance cooperation between 
multiple agents. Furthermore, we design the CAVs control framework which is suitable for application in 
future intelligent transportation system. Specifically, their decision and control procedure can be divided 
into three stages: at the beginning of each decision, the agents will first have a local observation and identify 
their current neighbors. Then, each of them will manage to locate and communicate with their neighbors. 
Once the agents acquire both information from itself and neighbors, they will accelerate or decelerate speed 
accordingly. 
The rest of the paper is organized as follows. Section II summarizes the literature related to 
automated driving. Section III introduces the proposed model for CAVs control. Extensive experiments 
based on two simulated scenarios follows in Section IV. Concluding remarks and discussion of future 
studies are given in the last section. 
 
RELATED WORKS 
According to our knowledge, most existing researches in automated vehicles control and motion 
planning field consider maximizing the travel efficiency for individual agent. A large proportion of research 
formulates it as an optimization problem and solve it with rule based models, e.g., (6), (7). However, such 
methods may fail in the real world due to the complex interactions between each agent. The most recent 
progress for automated driving appears in reinforcement learning methods. Some researchers designed a 
Q-function approximator that has a closed-form greedy policy to generate continuous control policy (5). 
Some researchers introduced a hierarchical temporal abstraction with a gating mechanism that significantly 
reduces the variance of the gradient estimation (9). Nevertheless, they are still limited to non-shared policy 
generation rather than exploring multi-agent shared policy in the mixed autonomy transportation system. 
Meanwhile, integration of micro-traffic simulator SUMO with deep reinforcement learning library rllib 
enables easy implementation of different traffic control tasks, e.g. lane change, ramp merge, and 
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intersection (8). Multi-agent reinforcement learning (MARL) has also become a direction for cooperative 
automated driving. In (20), they propose the use of Partially Observable Markov Games (POSG) for 
formulating the connected autonomous driving problems, which can be trained in both centralized and 
decentralized framework. However, how to encourage agent's cooperation to make the driving behavior 
become more efficient are still an open problem.  
 
METHODS 
In this section, we first introduce the overall control framework of our proposed CAVs driving 
system, and then describe the driving maneuver structure for multi-agent cooperation under mixed 
autonomy environment. 
 
CAVs Control Framework 
The CAVs control framework is given in Figure 1. Specifically, 𝑁 CAVs as N homogeneous agents are 
modeled in the mixed-autonomy traffic network. Their decision procedure can be divided into three stages: 
At the beginning of each decision, the agents 𝑐𝑖 , 𝑖 = 1, … , 𝑁 will first have a local observation and identify 
their current state 𝑠𝑡
𝑖 ;  then each of them will manage to locate and communicate  with their neighbors; once 
the agents acquire both information from itself and neighbors, they will accelerate or decelerate speed 
accordingly. 
 
 
 
Figure 1 The illustration of CAVs control framework. 
 
Formally, the task in such mixed autonomy transportation system can be defined in the setting of 
multi-agent reinforcement learning (MARL) with these components: 
• Agent: In the simulation, we mainly consider two types of agents. One is human driving 
agent whose acceleration or deceleration is calculated based on rule-based intelligent driver 
model (11), the other one is automated vehicle agent which is controlled by deep 
reinforcement learning framework. 
• Action space: Actions are a list of acceleration for each CAVs, bounded by the maximum 
accelerations and decelerations specified in environment parameters. 
• Reward function: The reward function encourages high average speeds from all vehicles 
in the network and penalizes accelerations by the CAVs. 
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• Termination: An episode is terminated if the time horizon is reached or collision happens. 
 
 
Multi-agent Cooperation Within Mixed Autonomy System  
With the aim to improve network traffic by controlling CAVs, cooperation should be exploited. Through 
cooperation, the scope of each CAV is extended. As a result, they have more access to information from 
the environment.  Below, we design several approaches to encourage cooperation manner to promote 
safety and efficiency in dynamic traffic flow.  
 
Policy Sharing between CAVs 
In most previous research (4), (5), automated vehicle has individual policy under the environment. This is 
not applicable for controlling a group of CAVs to learn in mixed autonomy transportation environment due 
to training complexity. Therefore, we introduce the shared policy into our control framework. When each 
of the automated vehicle agent manage to locate and communicate with their neighbors, they will form the 
shared policy. To be specific, during training, we store the tuple (𝑂, 𝐴, 𝑂′, 𝑅, 𝑀) in the replay buffer (2), 
where 𝑂 = 𝑜1, … , 𝑜𝑁 is the set of observations, 𝐴 = 𝑎1, … , 𝑎𝑁 is the set of actions, 𝑂 = 𝑜′1, … , 𝑜′𝑁 is the 
set of next observations, 𝑅 = 𝑟′1, … , 𝑟′𝑁 is the set of rewards, and 𝑀 = 𝑚1, … , 𝑚𝑁 is the set of adjacency 
matrix. Then we minimize the loss by sampling random mini-batch from the replay buffer: 
 
𝐿(𝜃) =
1
𝑁
∑ (𝑦𝑖 − 𝑄(𝑂𝑖,𝑚,𝑎𝑖;𝜃)
𝑁
𝑖=1                        (1) 
 
Where 𝑦𝑖 is updated based on bellman equation, 𝑦𝑖 = 𝑟𝑖 + 𝛾 max
𝑎′
𝑄 (𝑂′𝑖,𝑚,𝑎′𝑖;𝜃) , 𝑂𝑖,𝑚 represents 
the set of observations of the agents in 𝑖's receptive field determined by 𝑚, 𝛾 is the discount factor, 𝑄 stands 
for the state action function with 𝜃 as its parameter. It is worth mentioning that in shared policy framework, 
each CAV need not to train separately, which has more potential for real world implementation. 
 
Capture Mutual Interplay between CAVs 
In connected and automated driving scenario, the environment is extremely dynamic because agents keep 
moving and their relationships between neighbors change quickly. This characteristic makes them hard to 
learn to cooperate with other agents. Graph attention network (GAT) is widely applied in mutli-agent 
control because of the its effectiveness to incorporate multi-dimension surrounding information for 
cooperation (11, 12). Inspired by this, we propose to use graph attention mechanism based multi-agent 
reinforcement learning model into automated driving scenario.  
As shown in Figure 2, after state observation, the CAVs will integrate information from their 
neighbors to develop a more comprehensive awareness on current traffic dynamic. Firstly, unlike previous 
approach (11, 12), we build the adjacency matrix based on gaussian velocity field using gaussian process 
regression (GPR) model (13). 
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Figure 2 Graph attention on CAVs. 
 
The standard exponential kernel function is computed as: 
 
𝐾(𝑥𝑖 , 𝑥𝑗) = 𝐴 ∙ exp (−
(𝑥𝑖−𝑥𝑗)
2
2𝜎2
)                       (2) 
 
Where A is an amplitude constant. 𝑥𝑖 represents the position of the ego vehicle and 𝑥𝑗 represents 
the position of the surrounding j vehicle. 𝜎 is length scale constant controlling how the correlations are 
decaying with respect to the distance. If  𝜎  is larger, the decay will be slower, therefore farther points will 
have little correlations. 
Furthermore, we can construct the feature representation in adjacency matrix as: 
 
𝑀(𝑥∗) = 𝐾(𝑥∗, 𝑥𝑗) 𝐾
−1(xj, xj)∆Vx                       (3) 
 
Where  ∆Vx = {∆𝑣𝑥(𝑥𝑗)}
𝑁𝑡
𝑗=1
represent the relative velocity to ego vehicle for all surrounding 
vehicles at location 𝑥𝑗 as the training data, 𝑥
∗ represents the estimated location range within the scan scale 
𝑆𝐶𝑖 . The closer from ego vehicles to surrounding vehicles, the more influenced by surrounding vehicles' 
gaussian velocity field as illustrated in Figure 1.  
Intuitively, the observation and extracted features of each agent are integrated through graph 
convolution based on the weighted adjacency matrix 𝑀𝑖 , 𝑖 = 1, … , 𝑁: 
 
ℎ𝑖
𝑘 = 𝑓(𝑐𝑜𝑛𝑐𝑎𝑡[𝑀𝑖𝐻
𝑘−1, 𝐷𝑖
−1𝑀𝑖 𝐻
𝑘−1]𝑊𝑖)                     (4) 
 
Where 𝑓 is the activation function and ℎ𝑖
𝑘 denotes extracted feature by agent 𝑖 at k th layer, which 
depends on the current adjacency matrix 𝑀𝑖  as well as the feature of its neighbors extracted from previous 
layer 𝐻𝑘−1 = [ℎ1
𝑘−1, … , ℎ𝑘−1𝑁]. 
Furthermore, attention module is added to emphasize the impact from the surrounding agents. The 
neighbors are selected within the scan scale 𝑆𝐶𝑖  for each CAV respectively. Considering 𝑁𝑖  neighbors of 
ego CAV i, the attention score on neighboring CAV j can be calculated as: 
 
𝑞𝑖 = 𝑓
𝑞𝑢𝑒𝑟𝑦(ℎ𝑖𝑊
𝑞𝑢𝑒𝑟𝑦)                               (5) 
𝑘𝑗 = 𝑓
𝑘𝑒𝑦(ℎ𝑗𝑊
𝑘𝑒𝑦)                                (6) 
Attention 
on neighbors
State 
observation
GCN
Attention module
⋮
GAT
GCN
Attention module
GAT
Dynamic relation 
determination Weighted selection matrix
For 𝑖 𝑡ℎ CAV  
ℎ𝑖
Feature 
integration
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𝛼𝑖𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝑞𝑖∗𝑘𝑗
𝑇
∑𝑙∈𝑁𝑖,𝑞𝑖∗𝑘𝑙
𝑇)                               (7) 
Note that we omit the layer index here for simplicity. 𝑓𝑞𝑢𝑒𝑟𝑦  and 𝑓𝑘𝑒𝑦 are used to encode input 
features as query-value pairs, then dot-product between query and value vector is conducted, with which 
we can quantify the strength of relationship between two entities (14). With attention scheme, ego CAV 
can further selectively utilize information from neighboring CAVs and thus promote a more effective 
cooperation. 
 
Continuous Action Generation via Proximal Policy Optimization 
In a typical reinforcement learning problem, an agent takes an action 𝑎 ∈ 𝐴 based on the current state S and 
acquire the reward R. Unlike previous task in Go game based on DQN (2), the CAVs need to generate 
continuous action space for smooth and efficient longitudinal control. 
Therefore, we resort Proximal Policy Optimization (PPO) (15) for CAVs to learn their policies to 
handle continuous action space. We designed the critic network as a graph convolutional neural network 
parametrized with 𝛼, Notably, the output of critic network at each time step t is state value estimation 𝑉𝑖 
(i.e., short for 𝑉(𝑆𝑡 , 𝑀𝑖 )), it will be further used for advantage estimation to train the actor network. 
The update of gradient for critic is based on Temporal-Difference (TD) learning (16), which can 
be formulated as:  
 
∇𝛼𝐿(𝛼) = ∇𝛼𝐸[∑ (𝑟𝑖
𝑡𝑁
𝑛=1 + ?̂?(𝑆𝑡+1, 𝑀𝑖) − ?̂?(𝑆𝑡 , 𝑀𝑖)
2]                     (8) 
 
The policy 𝜋𝑖  (i.e., short for 𝜋(𝑎𝑖|𝑆, 𝑀𝑖 )) can be modelled as a distribution (i.e., Gaussian 
distribution for continuous control) and also parameterized through the graph convolutional network with 
parameters 𝜃. Then the policy gradient can be derived with the advantage 𝐴?̂? from critic: 
 
∇𝜃𝐽(𝜃) = ∇𝜃𝐸𝑡[min (𝑟𝑡(𝜃) ∙ 𝐴?̂? , 𝑐𝑙𝑖𝑝(𝑟𝑡(𝜃), 1 − 𝜖, 1 + 𝜖) ∙ 𝐴?̂?)]                            (9) 
 
Where the likelihood ratio 𝑟𝑡(𝜃) =
𝜋𝜃(𝑎|𝑠)
𝜋
𝜃𝑜𝑙𝑑
(𝑎|𝑠)
 , and this is done by defining the policy’s loss function 
to be the minimum between the standard surrogate loss and an 𝜖 clipped parameter. It should be pointed 
out that the selection matrices are kept the same for next state value prediction for model simplicity. Such 
assumption makes sense since the variation is limited between two consequent state observation, especially 
when the experiment is studied in fine granularity (i.e., simulation resolution is 1 s). In addition, we perform 
on-policy roll-out to collect the experience and the advantage estimation for agent I at step T is calculated 
as: 𝐴𝐼
?̂? = ∑ 𝛾𝑡𝑟𝐼
𝑡 − ?̂?(𝑆𝑡 , 𝑀𝐼)
𝑇
𝑡 . 
 
 
 
 
NUMERICAL EXPERIMENTS 
We conduct experiments on Flow1, an open-source traffic simulator that supports mixed autonomy 
control. Our algorithm is evaluated based on car following and intersection as shown in Figure 3, which are 
two commonly used scenarios for intelligent traffic control. The parameters of different scenarios are shown 
in Table 1. 
 
 
 
 
1 https://github.com/flow-project 
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TABLE 1 Measurement Conversion 
Scenario Horizon Roll-out Total vehicles Noise Velocity limit 
Ring 3000 20 22 0.2 30km/h 
Figure eight 20 20 14 0.2 30km/h 
 
 
 
 
Figure 3 Road network structure.  
 
 
Car Following Control 
Car following control is very common in highway without bottleneck. To simplify the training process, this 
network consists of a ring shape single lane. In the initial condition, all the vehicles are homogeneously 
distributed on the circular road at the same speed. Experimental results in (17) show that even a tiny 
fluctuation can grow larger and break up the homogeneous movement, which will end up a traffic jam on 
highway. 
 
Intersection Control 
Intersection is also a very common scenario in most cities. CAVs management can facilitate the urban 
transportation efficiency. The intersection is a figure-eight shape network with two circular tracks, placing 
at opposite ends of the network. Vehicles try to cross this intersection from opposite ends. 
 
Algorithm Setup  
We compare our method with different baselines from both transportation engineering community and 
reinforcement learning community. For all experiments, we run 100 episodes with collection of the average 
results of 10 random seeds. The explanation for selecting these baselines is given as follows: 
• Intelligent driver model (IDM) (10): A commonly used adaptive cruise control method 
for vehicles that automatically adjusts the acceleration based on position and velocity 
information to maintain a safe distance from vehicles ahead. This is commonly considered 
as human-driven behavior (4, 5). 
• Deep Deterministic Policy Gradient (DDPG) (21): DDPG is a deterministic version of 
model-free RL algorithm to deal with continuous action space. Automated vehicle agent 
can learn the optimal policy with continuous actions reliably. We construct a single agent 
training framework based on DDPG method, which is similar in (18) to compare with 
mulit-agent framework. 
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• Multi-agent Deep Deterministic Policy Gradient (MADDPG) (19): This is a commonly 
used multi-agent framework with centralized critic and decentralized actors. However, it 
does not introduce graph neural network to specifically consider information from 
neighbors. 
 
Training Results  
Firstly, we evaluate the training performance in two networks as shown in Figure 3. We find that our model 
has overall best training performance against all baseline methods including both transportation and 
reinforcement learning methods. We also find that PPO and DDPG have similar performance in both 
networks. Furthermore, multi-agent training methods with shared policy have better initial performance 
than single agent training methods. We conjecture that the reason is that in multi-agent settings, efficient 
communication can promote cooperation between each agent, which will help mitigate the generation of 
shock wave. 
 
 
 
Figure 3 Training performance within ring and intersection scenarios.  
 
 
Execution Results  
In the simulation, we find that our method with shared policy and graph attention on surrounding neighbors 
can learn to coordinate the velocity with each other, rather than blindly accelerate to achieve high speed in 
ring network. In addition, the automated vehicle controlled by our method is capable of learning to follow 
closely with the leader vehicle in figure eight network, so as to mitigate congestion in the intersection.  
We also compare the the velocity performance before and after the automation is turned on. From 
the result in Figure 4, we can conclude that after automation turns on, the velocity become stable. 
Meanwhile, we find that the vehicles will have low velocity during the intersection without automation, 
which is due to the congestion. However, with automation, the automated vehicles can learn to cooperate, 
which will improve the minimum passing speed during the intersection. 
To visualize the impact of shock wave, we further compare the space time diagram performance in 
ring network before and after the automation is turned on. We can see from the Figure 5 that the space time 
diagram is sparse and the velocity fluctuates sharply. With automation turned on, the velocity become 
smooth and the average velocity increases as shown in Figure 6. 
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Figure 4 velocity performance within ring and intersection scenarios.  
 
 
Figure 5 Space time diagram without automation.  
 
 
Figure 6 Space time diagram with automation. 
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CONCLUSION AND DISCUSSION 
In this paper, we propose a graph convolutional reinforcement learning approach for connected 
automated driving to encourage the cooperation during mixed autonomy traffic control. 
We conduct extensive experiments based on different road networks and demonstrate the superior 
performance of our proposed method over both reinforcement learning and transportation baselines. Firstly, 
we find that multi-agent training with shared policy can boost the performance than single-agent training 
strategies. Secondly, efficient communication strategy, i.e. graph attention on surrounding neighbors, can 
encourage cooperation between each agent, which will improve the overall transportation system 
efficiency. Our findings provide valuable indications for the design of connected and automated driving 
system. 
However, it should be noted that there are also some directions for improvements. First, as multi-
agent training is quite unstable, a small change of environment setting will result in large return shift, 
explore how to better stabilize the training in dynamic settings is necessary. Besides, the agent numbers 
might change due to agents leaving or entering the environment, which will increase the training difficulties. 
As a result, research on various open loop networks (e.g. bottleneck, highway) will be an important 
direction.  
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