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Abstract
P91 steel, a tempered martensitic steel containing 9% Cr and 1% Mo, is a widely
used material in the power generation industry. In order to optimise power plant
performance and minimise in-service failures the mechanical behaviour of this ma-
terial must be understood at multiple length scales and at temperatures representa-
tive of in-service conditions. In this thesis, P91 steel is studied using a combination
of experimental and computational methods. As-received and ex-service material
has been examined, and the effect of service exposure on the tensile strength has
been determined. Significant differences between the strength of as-received and
service-exposed material have been observed, which has been attributed to block
coarsening during service.
A crystal plasticity finite-element model developed for P91 has been extended
in this work. The material subroutine, initially using 12 of a possible 48 slip sys-
tems in the BCC structure, has been modified to include slip activation on an
additional 12 {211}<111> slip systems. An orientation analysis, combining of
scanning electron microscopy (SEM) and electron backscatter diffraction (EBSD)
revealed that the Kurjumow-Sachs (K–S) relation best described the relationship
between the orientation of prior austenite grains (PAGs) and the martensite blocks.
This discovery allowed for the development of a modified Voronoi tessellation
(VT) model providing a systematic method to study the influence of block/packet
size and morphology on the mechanical response of the material. A multiscale
experimentally-based modelling strategy is presented in the thesis to study the
high-temperature deformation of P91 at multiple length scales. This multiscale
approach combined a macroscale (specimen level) FE model and a microscale
crystal plasticity model of the local microstructure. Damage evolution has been
implemented in the multiscale model, making use of an experimentally calibrated
void growth model at the macroscale and a linear Lemaitre-type damage model
to account for void nucleation and growth at the microscale. The model has been
iv
experimentally validated using high-temperature mechanical measurements and
EBSD analysis. The experimental studies include both uniaxial tension specimens
and multiaxial (notched) specimens.
A study of the model response and predicted orientation change during load-
ing found that 12 slip systems of type {110}<111> are sufficient to model to
microscale deformation in these materials. Overall, it has been found that the
modelling approach can accurately account for crystal orientation changes during
deformation, particularly at large deformations. For lower deformations, the ori-
entation changes are not sufficiently large to provide clear validation, but at these
deformation levels, good agreement was obtained in measured inelastic strains
determined directly from the EBSD maps.
v
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In recent years, there has been a significant emphasis on improving the efficiency
of conventional power generation by increasing the temperature and pressure of
steam entering the turbine of steam power plants. Therefore, the understanding
of materials capable of withstanding these changes is a vital step in achieving this
efficiency increase. Furthermore, the increased role of renewable energy sources
and the associated flexible operating conditions has led to the material undergo-
ing frequent stress reversals (fatigue). Power plant materials must, therefore, be
capable of withstanding these severe operating conditions.
High chromium martensitic steels, such as P91, are now well-established for
use in high-temperature and pressure conventional power plant applications. The
exceptionally high strength of P91 at elevated temperatures has increased the
permissible temperature and pressure of these plants, therefore increasing their
overall efficiency (Czyrska-filemonowicz et al., 2006). Although P91 steel has su-
perior high-temperature mechanical properties when compared to its predecessors
P11 and P22, there have been numerous reports of premature failures in P91 com-
ponents within conventional power plants. The majority of these failures were
determined to be as a result of cracking at the welded joints, due to creep/fatigue
during power plant cycling. Over the past 15–20 years, cycling has increased due
to the introduction of renewable energy sources. Although finding a viable alter-
1
1.2. ELECTRICITY GENERATION IN IRELAND
native to fossil-fuel electricity production is vital to the future of life on earth,
conventional power plants will be required to meet the global energy demand for
the foreseeable future. Therefore, a solution to the premature failures of power
plant components, under these new flexible operating conditions, must be found.
A solution to this problem would also increase the efficiency of these power plants
by allowing higher safe operating temperatures and pressures, further reducing the
impact of burning fossil fuels on our environment.
The premature failures of these materials along with the potential to increase
the thermal efficiency of conventional power generation has initiated a consider-
able research interest in the cause of these failures and how they can be eliminated
in the future. The MECHANNICS team, at the University of Limerick and NUI Gal-
way, is conducting research focusing on gaining a greater understanding of 9Cr
steels for applications in conventional power plant and the off-shore oil and gas
industry. A particular emphasis is placed on developing an integrated multiscale
process modelling and life prediction methodology for next-generation welded con-
nections. However, to understand the multiscale mechanical behaviour of welded
connections, the behaviour of the parent material must first be examined.
1.2 Electricity generation in Ireland
In Ireland, there has been a large government-led initiative to reduce carbon emis-
sions. A large part of this initiative is to reduce the burning of fossil fuels in power
plants by implementing renewable energy sources, such as wind. These changes in
electricity source has forced conventional power plants, initially designed to run at
a constant base load, to now run under flexible operating conditions. When elec-
tricity demand is low, the fossil fuel power stations are forced to reduce production.
As the daily demand increases, these plants are operated at full capacity, to supply
the increasing demand. A 24-hour temperature profile from a boiler header wall of
an electricity supply board (ESB) power plant is presented in Figure 1.1. As shown
there is significant thermal cycling occurring in the boiler header daily, leading to
fatigue loading of the plant components.
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Figure 1.1: Typical temperature cycle in the boiler header of an ESB power station over
a 24 hour period (Golden, 2016).
The trends of CO2 emissions per fuel source used for energy production in
Ireland, presented in Figure 1.2, show an evident decline in fossil fuel sources and
an increase in the CO2 emissions avoided through renewable sources.
Figure 1.2: CO2 emissions per kWh of electricity supplied; by fuel (SEAI, 2018).
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Ireland has begun to reduce its dependence on fossil fuels and focus more on
utilising renewable energy sources, such as wind and ocean power. The driving
force behind this increase in the production of renewable energy is a target set
out in the National Renewable Energy Action Plan (NREAP); to have 40% of Ire-
land’s electricity production coming from renewable source (RES-E) by 2020. This
target was set to comply with the European Union (EU) target of a 20% reduc-
tion in greenhouse gases and to have 20% of total energy consumption coming
from renewable sources by 2020. An increase in power plant efficiency and large
scale implementation of wind energy sources is key to reducing the emissions of
electricity generation to reach this EU target.
Although wind energy is currently the largest producer of renewable electricity
in Ireland, there is now a significant emphasis being placed on developing methods
to harnessing the wave energy on the west coast of Ireland. A study carried out by
the Sustainable Energy Authority of Ireland (SEAI) found that the west coast of
Ireland has an theoretical wave energy resource of 525 TWh, which is the highest
potential in Europe (SEAI, 2014). Successful implementation of wave energy on
the west coast would hugely reduce Ireland’s dependence on fossil fuels lessening
the CO2 emissions produced by electricity generation.
Figure 1.3: Changes in fuel inputs to electricity generation in 2016–2017 (SEAI, 2018).
According to the SEAI report, at the end of 2018 RES-E accounted for 30.1%
of Ireland’s total electricity production (SEAI, 2018). At present wind power is
4
1.2. ELECTRICITY GENERATION IN IRELAND
the main contributor to Ireland’s reduction in fossil fuel dependence. Since the
introduction of Ireland’s first wind farm in 1992, wind turbine construction has
been on the rise. In 2017, 532 MW of wind installations were commissioned in
Ireland, increasing the production of renewable electricity by 3.3%. These efforts
have shown a considerable shift in Ireland fuel dependency towards renewable
energy sources and away from CO2 emitting fossil fuels, such as natural gas. The
change in fuel consumption used for electricity generation in 2017 is presented in
Figure 1.3, where there was a net reduction in fuel consumption of 30 ktoe.
Although significant efforts have been made to improve Ireland’s renewable
energy output, it is not likely that the target of having 40% electricity production
from renewable sources by the year 2020 will be met. While efforts to minimise
the burning of fossil fuel source will continue, conventional power plants are going
to play a significant role in energy production for the foreseeable future.
Implementation of these renewable energy sources on the national grid has
forced conventional power stations to operate under flexible (cyclic) operating
conditions. This, coupled with the constant requirement of more efficient power
generation, via increases in operating temperature, has led to accelerated failure
of power plant components due to creep and fatigue.
The current materials for high-temperature power plant components are 9Cr
steels, which have a safe operating temperature up to 600○C (Johnzactruba and
Lamar, 2011). To significantly increase the efficiency of power generation these
plants must operate within the ultra-supercritical regime (T = 600–620○C, P =
275 bar). These conditions are at the limit of the capabilities of the current 9Cr
steels (P91 and P92). Therefore, to increase efficiency, an alternative material
must be found, or 9Cr steels must be further developed. A possible alternative, ca-
pable of withstanding temperatures above 600○C is Ni-based superalloys. However,
these materials are extremely expensive (approx. 20 e/kg) compared to 9Cr steels
(approximately 2 e/kg) (Roberts, 2011). Therefore, it is not financially viable to
replace 9Cr steel with Ni-base superalloy components. The development of 9Cr
steels to withstand the increasing temperature and pressure is, therefore, the most
promising route to achieving more efficient electricity production.
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Before developing new materials for power plant application, the failure mech-
anisms and microstructural degradation experienced in the current state-of-the-art
materials (9Cr steels) must first be understood.
1.3 9Cr steels
The development of 9Cr steels has been a topic of research for the past 60 years,
mainly driven by the promising creep resistance of the materials (Abson and Roth-
well, 2013). The superior material properties of 9Cr steels, particularly at high-
temperature, make them ideal materials for use in the power generation plants. The
development of these materials has allowed for the efficiency of power generation
to be vastly improved, by allowing the power plant to operate under super-critical
steam pressures and temperatures of 250 bar and 565○C, respectively (GE Power,
2018). A timeline outlining the development of 9Cr steels over the past 60 years
can be seen in Figure 1.4.
Figure 1.4: Progressive development of 9Cr steels, highlighting increase in creep rupture
strength at 100,000 hours adapted from Abson and Rothwell (2013).
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As can be seen from the timeline there has been significant improvement in
the creep rupture strength of 9Cr steels over the past 60 years, starting as low as
35 MPa after 100,000 hours for ASME T9 material and reaching as high as 150 MPa
in the current state-of-the-art material MarBN.
Since their development, 9Cr steels have been predominantly employed in con-
ventional fossil fuel power plants, (gas, oil, and coal). These materials have also
been used in the pipework of nuclear power plants. Therefore, there has been
a continual emphasis put on the development of these materials to withstand
the increasing temperatures and pressures of the evolving conventional and nu-
clear power station technology. The development of 9Cr steels has been primarily
focused on the addition of alloying elements to the material to improve its high-
temperature performance, through solid solution strengthening. A significant push
from the nuclear power industry in the 1970’s resulted in the development of the
material under examination in the current thesis — i.e., 9Cr-1Mo steel (P/T91).
This material, which was initially developed in the Oak Ridge National Laboratory
in the USA, shows excellent creep rupture strength at temperatures up to 600○C.
This increased rupture strength is a result of very precisely controlled alloying of
elements such as Cr and Mo which promote the precipitation of M23C6 (M = Cr, Fe,
Mo) precipitates, while addition of V and Nb facilitate the precipitation of finely
dispersed MX (M = V, Nb, and X = C, N) type precipitates. Both of these precip-
itates contribute to the materials superior performance at elevated temperatures.
Following the approval for the use of P91 in power plant components by the Amer-
ican Society for Mechanical Engineers (ASME) in 1984, P91 was implemented
worldwide in high-temperature power plant applications.
A successor to P91 was developed in the ’80s and ’90s; this material was called
P92 (9Cr–0.5Mo). The reduced Mo content and an increased W content of P92
further improved the materials high-temperature performance, by reducing the
coarsening rate of M23C6 precipitates; increasing the creep rupture strength at
elevated temperatures. However, P91 exhibited a higher low-cycle fatigue life com-
pared to P92. Therefore, the selection of material for use in power plant compo-
nents depends on to operating conditions of the plant. P91 is more suited to plants
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where much cycling is occurring, whereas P92 is suited to plants operating under
higher temperature and pressure with fewer cycles. However, the use of P91 is
more popular than P92 in Irish power plants (Scully, 2015). This may be because
the high-temperature performance of both materials is similar, and P91 was devel-
oped and installed in power plants before the development of P92. Therefore, it
would not have been economically feasible to change to P92 components.
To increase the efficiency of power generation, the allowable service tempera-
tures for these materials must be increased beyond 600○C, allowing power plants
to operate in the ultra-supercritical regime (Hald, 2017). However, to achieve this
increase in efficiency, a solution for the problem of increased steam oxidisation,
brought about by operating under these high temperatures, must be found. In an
effort to combat this problem, the Cr content of the steam line material was in-
creased from 9 to 12% Cr. However, this addition leads to an acceleration of the
transformation of MX precipitates into Laves particles, having detrimental effects
on the long term creep performance of the material (Hald, 2017).
Although significant advances have been made in developing methods of im-
proving the high-temperature performance of 9Cr steels in the past 20 years,
most notably the development of boron strengthened steels such as MarBN, 9Cr
steels such as P91 and P92 remain the most commonly used material for high-
temperature power plant applications (Scully, 2018). Therefore, the current work
will focus on understanding the high-temperature deformation behaviour of P91
material, through a combination of mechanical testing, microscopy and finite ele-
ment (FE) modelling.
To improve the performance of the material, methods of studying the deforma-
tion behaviour under service temperatures are required at multiple length scales.
A key route to achieving this is the development of a multiscale experimentally cal-
ibrated numerical model, which can be validated using experimental data. Such a
model would allow for a detailed study of the deformation under multiple loading
conditions, aiding in the development of new materials capable of withstanding
the ultra-supercritical operating conditions, demanded by the modern power gen-
eration industry.
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1.4 Aims and Objectives
The overall aims of this thesis are to (i) experimentally investigate the deformation
behaviour of P91 at multiple length scales, and (ii) develop an experimentally
validated multiscale finite element (FE) based model to simulate the behaviour of
P91, under service operating conditions. This model will incorporate the evolution
of ductile damage at both the macro- and microscale. The key objective required
to achieve these aims are:
• Conduct uniaxial tensile testing on as-received and ex-service P91 at mul-
tiple temperatures and strain rates; requiring the modification of a high-
temperature tensile test machine.
• Characterise the microstructure of the material using both scanning (SEM)
and transmission electron microscopy (TEM).
• Develop a testing methodology to enable analysis of the microscale deforma-
tion of the material subjected to high-temperature loading.
• Develop a multiscale experimentally calibrated FE model, using a crystal plas-
ticity modelling framework, to simulate the microscale deformation during
high-temperature testing.
• Further develop the FE user material subroutine (UMAT), used in the mi-
croscale model, to account for additional slip systems of the type {211}<111>,
which may be active in body-centred cubic (BCC) materials.
• Develop a macroscale FE model to study the effects of necking and evolution
of ductile damage in a tensile test.
• Include the evolution of ductile damage in the microscale model, to further




Each chapter in this thesis details different aspects of this research. The following
is a summary of each chapter.
Chapter 2 critically reviews the published literature and background theory on
topics related to the work presented in this thesis. A detailed description of the
microstructure of P91 is provided, with an emphasis on the composition and heat
treatment required to achieve the materials superior high-temperature properties.
The constitutive behaviour of materials is then discussed, followed by a review of
the literature related to the numerical modelling of materials. Finally, the experi-
mental techniques used to characterise the material are described in detail.
Chapter 3 details the FE modelling techniques used in this study. The details of
the crystal plasticity modelling framework are outlined. An improved method of
applying Euler angle data to the model to represent the initial crystallographic ori-
entations of the microstructure is also presented. The model calibration to obtain
the material parameters used in the microscale model is provided. Finally, the im-
plementation of an additional 12 slip systems, of type {211}<111>, to the UMAT
in order to improve the accuracy of the model prediction is outlined. Followed
by an investigation into the effect of adding these slip systems on the predicted
response of the model.
Chapter 4 outlines the tensile and notched test specimen geometries used in this
study. The high-temperature testing procedure developed, including details of mod-
ifications made to a tensile tester to allow high-temperature testing, is explained.
Surface preparation techniques such a grinding, polishing, and etching are then
detailed, followed by a procedure for the preparation of TEM samples for both bulk
material and particle analysis. Finally, the EBSD technique used to examine the
microscale deformation, under complex loading conditions, is outlined.
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Chapter 5 details the characterisation of P91 materials with varying service history,
through high-temperature tensile testing and electron microscopy techniques. The
block size in each material is determined through EBSD analysis and variation in
block size is correlated with the tensile response of the material. The composition
of the material is examined using energy-dispersive X-ray spectroscopy (EDS). This
technique was then used to identify the unknown intermetallic precipitates within
the material matrix. A more detailed TEM examination of the composition and
distribution of precipitates in the material matrix is then presented. EBSD analysis
is used to experimentally determine that the Kurjumow-Sachs (K-S) is the most
appropriate austenite to martensite orientation relationship (OR) in P91 steel.
Chapter 6 details the implementation of damage evolution during high-temperature
tensile loading in the material model, at multiple length scales. An experimentally
calibrated Gurson-Tvergaard-Needleman (GTN) model is used to model the soft-
ening behaviour of the material, due to void nucleation and growth in the post
ultimate tensile strength (UTS) region of the tensile response. The displacement
field around a region of the macroscale model is applied to the boundary of the
RVE, to drive the microscale model, defining a multiscale modelling approach. This
model is then used to determine a macroscale damage initiation strain that when
applied, will initiate damage at the microscale level. The damage evolution at the
microscale is based on the Lemaitre damage model, where a local damage initia-
tion strain is defined. An investigation into the rotation of slip bands under high
plastic strain is then provided. Finally, the orientation change during deformation
is investigated using the microscale model and experimentally validated through
EBSD measurements.
Chapter 7 examines the microstructural deformation of ex-service 9Cr-1Mo steel
under multiaxial conditions. The FE modelling technique developed to simulate
the behaviour of the notched specimen, at multiple length scales is discussed in
detail. The simulation results were experimentally validated on all length scales
using a tension loaded notch specimen of ex-service material. The deformation at
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the specimen level was quantified by analysis of the load-displacement curves and
notch opening displacements. The microstructural deformation was determined
using EBSD measurements carried out on the same area near the notch root, before
and after testing. Good agreement was found between the experiment and model
on all length scales. However poor agreement was found in the measurement of
mean orientation difference (MOD) between the experiment and model. This is
believed to be because the change in MOD measured in the experiment is near the
resolution limits of the EBSD technique.
Chapter 8 outlines the main conclusions and findings of this thesis and suggests
topics for future work in this area.
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Chapter 2
Background and Literature Review
2.1 Introduction
This section provides a review of published literature and background theory on
topics related to this study. An introduction to P91 steels is first outlined, followed
by a description of the chemical composition, heat treatment, and microstructure
of P91. The constitutive material behaviour at the macro- and micro-scale is then
examined, followed by a detailed review of literature where microstructural mod-
elling has been used to predict the microscale deformation of various materials.
The experimental techniques of EDS and EBSD are then described in detail.
2.2 P91 (9Cr-1Mo) Steel
2.2.1 Composition
P91 is a heat-resistant high chromium steel with a tempered martensitic microstruc-
ture, which contains 9%wt.Cr and 1%wt.Mo with the balance being primarily Fe
(Czyrska-filemonowicz et al., 2006; Fournier et al., 2009; Thomas-Paul et al., 2008).
This material has exceptional corrosion resistance, as well as high strength and
creep resistance at elevated temperatures (Konopik and Viehrig, 2012). Table 2.1
contains the chemical composition of P91 outline in ASTM A335 /A335M (2019).
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Table 2.1: Documented chemical composition of P91 (ASTM A335 /A335M, 2019).
Element C Cr N Si P Ni
%wt. 0.08 - 0.12 8 - 9.5 0.03 - 0.07 0.2 - 0.5 ≤0.02 ≤0.4
Element V Mn S Al Mo Nb
%wt. 0.18 - 0.25 0.3 - 0.6 ≤0.01 ≤0.02 0.85 - 1.05 0.06 - 0.1
In addition to those included in Table 2.1, other microalloying elements include
tungsten (0.03%wt. max) titanium (0.01%wt. max) and zirconium (0.01%wt. max).
The high strength and corrosion resistance of P91 is mainly accredited to the
high chromium content (8–9.5%wt.Cr). 9%wt.Cr was found to be the optimum
chromium concentration to obtain the highest rupture strength in Abe et al. (2008)
and Miki et al. (2002), where the effect of chromium content on the creep rupture
strength of 2Cr–15Cr steels was examined. The addition of chromium to the steel
also results in the formation of Cr rich precipitates, such as M23C6, during heat
treatment. The formation of these precipitates is vital to the strength of these
materials. Chromium also acts as a ferrite stabiliser during heat treatment, which
promotes the formation of α-phase (ferrite) at room temperature.
Alloying molybdenum also promotes the formation of M23C6 precipitates. How-
ever, Maruyama et al. (2001) has shown that molybdenum increases the coarsening
rate of M23C6 and, therefore, accelerates microstructural degradation. Tungsten is
added to reduce the coarsening of the M23C6 precipitates and thus the microstruc-
tural degradation during service. The addition of manganese increases toughness
through solid solution hardening, as well as acting as a deoxidiser (Cunat, 2004).
Alloying silicon also improves the oxidisation resistance of the material, while serv-
ing as a ferrite stabiliser. However, silicon promotes the formation of Laves phase
precipitates during service, reducing the toughness of the material (Masuyama,
2001; Agamennone et al., 2006).
Carbon and nitrogen are in solid solution in the material, however a portion
of the carbon and nitrogen content is precipitated during tempering to form the
precipitate particles, such as M23C6 and MX. The addition of vanadium and niobium
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to the alloy results in the formation of fine MX type precipitates, which are usually
either VN of NbC particles. The phosphorus and sulphur content is an unavoidable
impurity and should therefore be minimised.
2.2.2 Heat treatment
Heat treatment is carried out on P91 to obtain a hierarchical martensitic structure
of prior austenite grains (PAGs), packets, blocks and laths (these features are dis-
cussed in more detail in Section 2.2.3). Achieving a hierarchical structure results
in a very fine-grained microstructure, giving rise to the high strength of P91 at
elevated temperatures. This fine-grain structure increases the grain boundary den-
sity of the microstructure, which increases the strength of the material via grain
boundary strengthening. The heat treatment of P91 steel to produce a tempered
martensitic microstructure, as shown in Figure 2.1, takes place in two, carefully
controlled, stages which are normalising and tempering.
Figure 2.1: Micrograph of a tempered martensitic microstructure (Gaffard et al., 2005).
To achieve the desired martensitic microstructure shown in Figure 2.1 the
material is first normalised, where the material is heated to a temperature of
1,040–1,080○C. The material is then held at this temperature for an extended
period (typically 1 hour per 25 mm thickness) to allow complete transformation to
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austenite to take place (Shrestha et al., 2015). When the material has been soaked
at the normalising temperature for the required period, it is rapidly cooled back to
a temperature below 400○C, resulting in the formation of martensite. During the
normalising process, the iron goes through a phase change, as shown in the P91
equilibrium diagram in Figure 2.2.
Figure 2.2: Phase diagram for P91 steels for carbon content of 0–0.6%wtC (calculated
using thermo-calc), adapted from (Sohaj et al., 2010).
When the material is heated to 1,040–1,080○C the ferrite (α) which exist at
room temperature and has a BCC crystalline structure undergoes a phase change
to austenite (γ), which exhibits a face-centred cubic (FCC) crystalline structure.
On heating, to this temperature, the alloying elements are dissolved into a su-
persaturated solid solution (Gilmore, 2014). As can be seen from Figure 2.2 at
a temperature of 1,040–1,080○C and a carbon content of 0.08–0.12%wtC there
is also precipitation of MX type precipitates. When the material is rapidly cooled
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back to the ferritic region of the phase diagram, a hierarchical martensitic struc-
ture is achieved, which contains a high dislocation density within the martensite
laths (Czyrska-filemonowicz et al., 2006). This martensitic lath microstructure is
extremely brittle due to the high dislocation density. This increases dislocation
interactions and therefore inhibits their ability to move, resulting in embitterment
of the material. Therefore, to achieve the superior properties of the material, it is
further heat treated through a process known as tempering.
Tempering involves heating the material to a range between 760–780○C for 9Cr
steel. During this process, there is a noticeable increase in the material’s strength
and toughness (Czyrska-filemonowicz et al., 2006). This is due to the reduction of
dislocation density and the precipitation of M23C6 and MX precipitates.
After tempering, a material with a hierarchical microstructure is achieved, with
M23C6 precipitates along block and lath boundaries and MX precipitates within
martensitic laths.
2.2.3 Hierarchical Microstructure
The microstructure of P91 is hierarchical, comprising PAGs, which are approxi-
mately 20–25 µm in width. PAGs are formed when the austenite phase transforms
into martensite following rapid cooling during heat treatment. These grains are
subdivided into packets, which are a collection of martensitic laths which share
the same habit plane. This is discussed in more detail in Section 2.2.4. Packets are
further subdivided into blocks (approx. 7–10 µm in size), which are defined as a
collection of laths with similar crystallographic orientation (Morito et al., 2005).
The lowest length scale in the microstructure is the martensitic laths (approx. 2
µm in width), which have a uniform crystallographic orientation (Thomas-Paul
et al., 2008; Dudko et al., 2011; Li and Mitchell, 2013). An etched micrograph
of P91 material, with a PAG boundary outlined in red, along with a schematic of
the hierarchical microstructure illustrating the different features, is presented in
Figure 2.3(a) and (b), respectively.
In this work, EBSD is used to obtain crystallographic information over the
relevant length scales of the material. The various boundaries present in the mi-
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crostructure can be identified through misorientation analysis of the EBSD maps,
where block boundary misorientation is >15○, leading to a high angle boundary
(HAB), and lath boundaries have a misorientation of approximately 2○, known as
low angle boundaries (LAB) (Panait et al., 2010b; Dudko et al., 2011).
Figure 2.3: Hierarchical microstructure of P91 (a) an etched micrograph of P91 showing
a PAG boundary outlined in red, (b) schematic of the hierarchical microstructure showing
each boundary type present in the material (Meade et al., 2018).
To distinguish between PAG, packet, and block boundaries, in an EBSD scan, a
martensitic variant analysis is required, as these boundaries all have similar misori-
entation. As the PAGs are made up of packets which are subdivided into blocks, the
block size is the effective grain size in the tempered martensitic structure, though
Morito et al. (2005) suggests that both packet and block size is the effective grain
size in these structures. However, Sun et al. (2019) has shown that packet size has
no effect on the strength of the material and block size has the most influence on
the tensile strength of martensitic steels.
2.2.4 Austenite to martensite orientation relationship
There have been many orientation relationships proposed in the literature to de-
scribe the relationship between the orientation of austenite and martensite during
transformation, the most common of which are shown in Table 2.2.
Austenite transforms into martensite by a diffusionless transformation, which
takes place on the habit planes of the austenite phase. These are the preferred
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Table 2.2: Crystallographic ORs between austenite and martensite (Verbeken et al., 2009).
Name Habit plane Direction parallel Number of Variants
Bain {100}γ //{100}α′ <100>γ //<110>α′ 3
N-W {111}γ //{110}α′ <112>γ //<110>α′ 12
K-S {111}γ //{110}α′ <110>γ //<111>α′ 24
Pitsch {100}γ //{110}α′ <110>γ //<111>α′ 12
G-T {111}γ :{110}α′ ≈ 1○ <110>γ :<111>α′ ≈ 2.5○ 24
planes within the phase where martensite crystals form Krauss (2005). Table 2.2
shows the habit planes and directions of each OR and the number of possible
variants in those relationships. The potential combinations of these habit planes
and parallel directions, between austenite and martensite, which produce specific
crystallographic orientations of the laths are known as variants. Bain and Dunkirk
(1924) made an early attempt to explain the mechanics of the martensitic trans-
formation during rapid quenching. In this relationship the martensite (α′) is con-
sidered to be embedded within the prior austenite (γ) phase, with {100}γ planes
parallel to {100}α′ planes and <100>γ directions parallel to <110>α′ directions.
Bain and Dunkirk’s approach considered a combination of contraction and ex-
pansion in different directions but did not account for shearing of the lattice. In
order to account for the experimental observation of lattice shear, generating a
large number of dislocations during quenching, Nishiyama–Wassermann (N–W)
(Nishiyama, 1934; Wassermann, 1935) proposed a transformation relation, where
the {111}γ planes are parallel to {110}α′ planes and <112>γ directions are par-
allel to the <110>α′ directions. In the Kurjumow-Sachs (K–S) relation, the shear
direction in the austenite phase is changed from <112>γ to <110>γ and from
<110>α′ to <111>α′ in martensite. This results in a rotation of the lattice about
the <110>α′ axis, through an angle of 5.27○, in order to make the shear direction
of the austenite phase (<110>γ) parallel with the shear direction of the martensite
phase (<111>α′ ) and, therefore, satisfy the K-S relationship. This rotation can be
either clockwise or anticlockwise, leading to a doubling of the possible martensite
orientations (varients), compared to the N-W relationship. The Pitsch (1962) re-
lation also assumes shear along the <110> γ direction, but in this case, the habit
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plane in the γ phase is not a close-packed plane. In a more mathematically complex
approach, Greninger and Troiano (1949) proposed an irrational crystallographic
relation which deviates from low index planes and directions by several degrees.
2.2.5 The martensitic transformation
To illustrate the martensitic transformation, the K-S OR of {111}γ //{110}α′ habit
planes in the <110>γ //<111>α′ directions is taken as an example. The transfor-
mation associated with this relationship is illustrated in Figure 2.4.
The habit planes {111}γ and {110}α′ correspond to the close-packed planes
in the FCC lattice and the planes of the highest planar density in the BCC lattice,
respectively. The <110>γ and <111>α′ directions are the close-packed directions
in the FCC and BCC lattice, respectively. The austenite to martensite transformation
described in the K–S relation is based on shear and rotation. Four FCC unit cells are
plotted in the lattice on the left of Figure 2.4(a), where atoms are represented by
yellow spheres and the unit cell boundaries by solid or dashed black lines. During
quenching, shear on the habit plane {111}γ transforms the rhombohedral shaped
unit cell, composed of red lines in the lattice on the left of Figure 2.4(a), into a
quadrilateral prism, as shown in the right of Figure 2.4(a).
Figure 2.4(b) shows the same transformation in plan view. As can be seen the
base of the unit cell (red lines) on the habit plane (left side of Figure 2.4b) is
deformed and the interior angle changes from 60○ to 70.53○. In order to satisfy the
OR by maintaining [101]γ // [111]α′, the distorted unit cell must be rotated clock-
wise about [011]α′ by 5.27 ○, as shown in the upper right figure in Figure 2.4(b).
Alternatively, the unit cell can be rotated anti-clockwise about [011]α′ , as shown in
the bottom right figure of Figure 2.4(b), maintaining [110]γ // [ 1 11]α′ . Therefore,
there are two configurations of habit plane and parallel directions which satisfy the
relationship, these configurations are known as variants. In the K-S relationship
there are 4 possible habit planes on which there is six possible parallel directions.
Therefore, there are 24 combinations of habit planes/directions which satisfy the
K–S relation. These variants are listed in Table 2.3.
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Figure 2.4: A schematic showing (a) the transformation of austenite (FCC) to martensite
(BCC) via the K-S OR in 3-D. (b) shows the transformation in 2-D via a plan view of
the {111}γ and the {110}α′ planes showing the transformation of the austenite phase to
variant 2 (V2) and variant 5 (V5), adapted from Sun et al. (2018).
The two variants illustrated in Figure 2.4(b) are variants V2 and V5. Blocks that
are transformed on the same habit plane can be assembled into a packet, with each
PAG containing four potential packets, labelled P1–P4 in Table 2.3, each of these
packets is composed of 6 potential variants. The fifth column in Table 2.3 provides
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the misorientation between variant V1 and the other variants. The misorientation
angle ranges from 10.5○ to 60.0○ with most of the variant boundaries being high
angle boundaries ( ≥15○).
Table 2.3: The 24 Variants in the K-S relationship (Sun et al., 2018).
Plane Parallel Variant Direction Parallel Packet
misorientation angle






































Precipitates are a key microstructural feature of 9Cr steels. M23C6 (M = Cr, Fe,
Mo) precipitates, which form on the block and lath boundaries, contribute to the
strength and toughness of the material, by retarding martensitic lath growth dur-
ing the tempering process, restricting the lath width and increasing the strength of
the material through grain boundary strengthening. The typical diameter of M23C6
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precipitates in P91 is 110–150 nm (Panait et al., 2010b). However, M23C6 precipi-
tates are not stable and a 50% increase in mean diameter in E911 (9Cr-1Mo-1W)
material was reported by Cipolla et al. (2005), after 64,000 hours at 575○C.
Figure 2.5: TEM micrograph of P92 showing the lath microstructure as well as the
location of M23C6 precipitates on the lath boundaries and MX precipitates within the
laths (Wang et al., 2015).
Fine MX type (M = V, Nb, and X = C, N) precipitates are typically found along
the boundaries of the microstructure and within laths and have an approximate
diameter of 20–40 nm (Panait et al., 2010b). The location of these precipitates in
the material matrix can be seen in Figure 2.5. MX precipitates play a fundamental
role in the microstructure by inhibiting the movement of dislocations and migrating
boundaries leading to the materials superior creep resistance (Abe et al., 2004).
These MX type precipitates are very stable at high temperature and, therefore, do
not coarsen during creep exposure (Panait et al., 2010b).
Other important secondary phase particles observed in P91 is Laves phase, (Fe,
Cr)2Mo, precipitates, which have adverse effects on the creep resistance of the
material (Zhou et al., 2015). Unlike M23C6 and MX precipitates, Laves phase pre-
cipitates do not form during heat treatment as the temperature used in tempering
(approximately 780○C) is below the solution temperature for the Laves particles
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(Wang et al., 2015). Xia et al. (2015) has shown, though Thermo-Calc calculations,
that the formation of the Laves phase at a temperature of 849K (576○C) is thermo-
dynamically impossible in the material matrix. However, Laves phase precipitates
were observed in ex-service P91 material, after thermal ageing at this temperature
for 58,000 hours, with a vapour pressure of 25.65 MPa (Xia et al., 2015). The
formation of these particles was found to be thermodynamically possible under the
given conditions adjacent to the M23C6 precipitates already present in the matrix.
This is due to the decreased carbon and increased molybdenum content around
the M23C6 particles, which promote the formation of Laves phase. Xia et al. (2015)
have also shown that the growth of Laves phase is accelerated by stress and that
Laves phase growth has detrimental effects on the tensile properties of the material.
The formation and growth of Laves phase particles were found to aid in crack ini-
tiation and growth, potentially leading to catastrophic failure of the material (Xia
et al., 2015; Baek et al., 2009). Panait et al. (2010b) observed that creep cavities
mainly nucleate at locations where large particles such as Laves phase precipitates
are present, as shown in Figure 2.6.
Figure 2.6: Backscattered electron SEM image of P91 after creep deformation at 600○C
for 100,000 hours, showing the presence of Laves phase within the microstructure and
creep damage nucleating at the laves phase particles (Panait et al., 2010b).
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2.2.7 Microstructural degradation during service
The work of Panait et al. (2010b) reports a breakdown of the martensitic sub-
structure of P91 during long term creep exposure, as shown in the EBSD maps in
Figure 2.7. As can be seen, there is a breakdown in the hierarchical martensitic
microstructure present in the virgin material (Figure 2.7a) to a more polygonal
grain structure (Figure 2.7b) after creep deformation. Panait et al. (2010a) reports
a loss of 20 HV500 in hardness in the head of a creep specimen after 113,500 hours
at 600○C, which is attributed to microstructural evolution. A further decrease of
approximately 30 HV500 was observed in the gauge length, which may be due
to accelerated microstructural evolution, brought about by stress or damage, or a
combination of both.
Figure 2.7: EBSD map of P91 material (a) As-received material, (b) after creep exposure
for 113,500 hours at 600○C (Panait et al., 2010b).
This breakdown of the hierarchical microstructure into polygonal grains, ob-
served by Panait et al. (2010b), is thought to be as a result of a change in the
martensitic lath morphology during creep. The work of Zhang et al. (2016) showed
that the microstructural evolution of 12%wt.Cr martensitic steel (X20), during long
term service, consists of gradual nucleation and growth of subgrains within the
martensitic laths. This leads to a breakdown of the lath martensite structure to a
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polygonal subgrain structure. TEM micrographs of the material before and after
creep deformation at 550○C for 160,000 hours can be seen in Figure 2.8.
Figure 2.8: TEM micrographs of X20 steel (a) as-received state, (b) after creep testing at
550○C for 160,000 hours subjected to a stress of 17.1 MPa (Zhang et al., 2016).
The creep tested material has been found to have much lower dislocation den-
sity, leading to softening of the material after long term creep exposure (Panait
et al., 2010b). Zhang et al. (2016) also reported a rapid decline in the hardness of
X20 steel during long term service. This reduction in hardness was accredited to a
loss of dislocation density and coarsening of precipitates.
2.3 Constitutive behaviour of materials
2.3.1 Macroscale tensile deformation
During uniaxial loading, there are two distinct deformation mechanisms which
occur in metallic materials. They are plastic and elastic deformation, which are
outlined in the stress-strain curve shown in Figure 2.9.
On a macroscale level, there are two significant material properties which define
the elastic deformation of materials. These are Young’s modulus (E) and yield
stress (σy). Elastic deformation is a reversible process with a linear relationship
between stress (σ) and strain (ε). The slope of this relationship is the Young’s
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modulus of elasticity. The yield stress is the limit of proportionality in the stress
and strain relationship, as indicated in Figure 2.9. If the load is removed from the
material after the yield stress, there is a permanent plastic strain in the material.
Figure 2.9: Tensile curve showing the elastic and plastic deformation regions.
After the yield point, the strength of the material continues to increase with
increasing strain (strain hardening) up until the ultimate tensile strength (UTS).
Beyond the UTS, the material begins to soften as a result of necking and damage
evolution, reducing the load-bearing capacity of the material, leading to failure.
2.3.2 Elastic Deformation
The elastic deformation of polycrystalline materials on a macroscale level is typ-
ically isotropic, due to the fact that deformation occurs over numerous (>106)
randomly orientated grains. However, on the microstructural length scale, the ma-
terial is highly anisotropic due to the fact that different orientations within the
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polycrystal can exhibit higher stiffness than others. For example, in many cubic
metals the stiffness in the [111] directions is much higher than that of the [100]
direction (Li et al., 2018). The material constants required to define the elastic-
ity of an anisotropic material are described through the linear anisotropic elastic
relation, making use of the elastic stiffness tensor (C) and the elastic compliance
tensor (S). A generalised form of this Hooke’s Law is shown in Equation 2.1.
σij = Cijkl εkl,
εij = Sijkl σkl,
(2.1)
where i, j, k, l = 1,2,3. Therefore, in anisotropic materials this stiffness tensor has
a total of 81 (34) individual elements. By implementing stress symmetry, where
σij = σji, it can be seen that Cijkl = Cjikl. Similarly, when strain symmetry (εij = εji)
is applied it is found that Cijkl = Cijlk. Applying these symmetry conditions leaves
6 independent ways of expressing i and j taken together while holding k and l
constant, and 6 ways of expressing k and l together while holding i and j constant.
Taking into account these symmetry conditions there is a total of 36 (6 × 6) in-
dependent stiffness constants used to fully describe the anisotropic elasticity of a
material. This allows Hooke’s law to be written as:
σi = Cij εj, (2.2)
where,
i, j = 1,2,3,4,5,6
σ1 = σ11 ε1 = ε11
σ2 = σ22 ε2 = ε22
σ3 = σ33 ε3 = ε33
σ4 = σ23 ε4 = ε23
σ5 = σ13 ε5 = ε13
σ6 = σ12 ε6 = ε12
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The number of constants can be reduced further by considering symmetry of the
36 constants in the stiffness matrix. There are 6 constants where i = j, leaving 30
constants where i ≠ j. Furthermore, only half of these 30 constants are independent
since Cij = Cji, leaving only 21 (15+6) independent elastic constants. Due to the
symmetry present in cubic structures, the number of independent elastic constants
can further be reduced to 3 (C11,C12 and C44). Hooke’s law for a cubic structure











C11 C12 C12 0 0 0
− C11 C12 0 0 0
− − C11 0 0 0
− − − C44 0 0
− − − − C44 0












The extent of the elastic anisotropy of a material can be quantified by the anisotropy





The value of a material’s anisotropy ratio is a measure of how close the material is
to behaving as an isotropic structure. If the anisotropy ratio of the material is one
this means the material is fully isotropic.
2.3.3 Plastic Deformation
Plastic deformation is the permanent strain that remains after all external loads
are removed. The mechanism by which plastic deformation occurs is by slip, where
one plane of atoms in the lattice slips past another. The interface between these
two atomic planes is known as a slip plane, and the direction in which slip occurs
is known as the slip direction. The slip plane and direction together define a slip
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system. A schematic of a slip system positioned between two atomic planes is
shown in Figure 2.10.
Figure 2.10: Schematic of a slip system between two planes of atoms (Golden, 2016).
2.3.3.1 Slip system activation
The number of potentially active slips systems in a material depends on the crystal
structure. For example, FCC materials have 12 potential slip systems, of the type
{111}<110> (4 × planes, 3 × directions). A material with a BCC structure has 48
potential slip systems, 12 of which are of the type {110}<111> (6 × planes, 2 ×
directions), 12 of type {211}<111> (12 × planes, 1 × direction) and 24 of type
{123}<111> (24 × planes, 1 × direction). The number of slip systems present in
the structure is obtained by determining the slip direction with the highest linear
density, calculated using Equation 2.5.
Linear density = Length of atomic radii along the line
Length of the line
, (2.5)
In the BCC structure, the <111> direction has a linear density of 1, meaning
the <111> direction is close-packed. Therefore, slip can only occur in a <111>
direction, in a BCC structure. A close-packed direction is one where all atoms along
that direction are in contact, as shown in Figure 2.11.
Figure 2.11 shows the atom packing order on the (101) plane in a BCC lattice.
As can be seen, there is constant contact between the atoms of the plane along the
<111> directions. Therefore, this direction is close-packed.
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Figure 2.11: Schematic of the packing order of the (101) plane in a BCC lattice, outlining
the <111> close-packed directions.
As the <111> directions are the only close-packed directions in the BCC lattice,
slip can only occur on the crystallographic planes on which the <111> direction
lies. The possibility of slip occurring on those planes is determined by calculating
the planar density, using Equation 2.6.
Planar density = Atomic area on the plane
Area of the plane
, (2.6)
In BCC structures there are three planes on which the <111> direction lies, and
therefore can accommodate slip. They are the {110}, {211}, and {123} plane
families. Slip is most likely to occur on the {110} planes as the planer density
of the {110} planes is the highest, having a value of 0.83. However, as the BCC
structure has no close-packed planes, it is also possible for slip to initiate on the
{211} and {123} planes. This is not the case in the FCC lattice as the {111} planes
are close-packed. Therefore, slip can only occur on the {111} planes in an FCC
Lattice. A close-packed plane is one where each atom on that plane is in contact
with six neighbouring atoms, as illustrated in Figure 2.12.
As can be seen in Figure 2.12, each atom on the (111) plane of an FCC lattice
has six points of contact. Therefore, this plane is close-packed.
In an FCC structure, there is one family of closed pack directions and one
family of close-packed planes, giving a total of 12 potential slip systems. As the
BCC structure has no close-packed planes, three plane families can accommodate
slip in the close-packed direction, leading to a total of 48 potential slip systems.
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Figure 2.12: Schematic of the packing order of the (111) plane in a FCC lattice, showing
a close-packed arrangement of atoms on the plane.
Figure 2.13: Schematic showing a slip plane and the angles used to calculate the Schmid
factor (Callister and Rethwisch, 2007).
The particular system which will activate in the crystal depends on the orienta-
tion of the crystal, and the loading direction relative to that orientation. For slip
systems with equal linear and planar density slip will initiate on the slip system
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with the highest resolved shear stress (RSS). The RSS is the component of the
direct stress (σ) that is acting on the slip planes. This can be calculated by multi-
plying the applied stress by a factor known as the Schmid factor (M ), which can
be calculated using Equation 2.7.




where λM and φM are angles between the loading axis and the slip direction and
slip plane normal, respectively, as shown in Figure 2.13.
2.3.3.2 Experimental observation of slip in BCC materials
The material examined in this work (P91) has a BCC structure. Slip in BCC struc-
tures occurs mostly on the {110}<111> family of slip systems, according to Du
et al. (2018), Rogne and Thaulow (2015), and Batista et al. (2015). However, Du
et al. (2018) shows that there is also evidence of slip on the {211}<111> sys-
tems. This work also shows that secondary slip, which initiates after primary slip,
can occur on both the {110}<111> and {211}<111> systems, under constrained
loading, as shown in Figure 2.14. However, no evidence was found of slip on the
{123}<111> system.
As can be seen from Figure 2.14(a) and (b) under unconstrained loading,
where the bottom tensile grip is free to move from left to right, only primary slip
(red lines) is present (i.e. all slip initiates at the same time), and both the {110}
and {112} families of slip planes are active. In the case shown in Figure 2.14(b),
the Schmid factors of the (1-10) and the (-121) planes are equal, resulting in slip
initiation on both of the planes simultaneously. Only primary slip is present in the
unconstrained case, as under this boundary condition there is no lattice rotation.
However, under constrained loading (Figure 2.14 c and d), where the bottom
tensile grip is fixed, slip is initiated on a slip systems, this is known as primary slip
(red line). Then due to the constrained boundary condition the crystal is forced to
rotate, which causes a change in the Schmid factors of the slip systems. Therefore,
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the Schmid factor of the active system reduces due to rotation and the Schmid
factor of another system increases, causing that slip system to be activated, leading
to secondary slip (yellow lines).
Figure 2.14: SEM images of micro-tensile tests (Du et al., 2018), showing slip system ac-
tivation under: (a) and (b) unconstrained loading, (c) and (d) under constrained loading.
The Red lines represent primary slip and yellow line are secondary slip.
Du et al. (2018) confirmed that slip initiates on the slip system with the highest
Schmid factor in BCC structures. Initially, secondary slip appeared not to comply
with the Schmid rule, as secondary slip is observed on systems with a lower factor.
However, detailed investigation and crystal plasticity simulations concluded that
the constrained boundary condition caused an increase in the Schmid factors of
the systems after primary slip initiation. Following this increase in Schmid factor it
was found that secondary slip does in fact comply with the Schmid law.
2.3.3.3 The role of dislocations in plastic deformation
Although slip occurs between planes of atoms, it would require considerable forces
to break the atomic bonds of the whole plane of atoms, to initiate slip. Most crys-
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talline materials contain lattice defects known as dislocations. These dislocations
allow slip to initiate under much smaller forces than that required to shear on
perfect atomic planes. There are two main types of dislocations found in crystalline
solids: screw and edge type dislocations. An edge dislocation is formed when an
additional half-plane of atoms is introduced into a perfect crystal lattice, as shown
in Figure 2.15. This half-plane of atoms allows slip to occur under much lower
loads than would be the case in a perfect crystal. When a dislocation is present,
only one bond needs to be broken to move the dislocation by one lattice spacing,
quantified by the Burger vector. The movement of an edge dislocation through a
lattice is illustrated in the Figure 2.15. The dislocation moves from its position in
(a) one Burgers vector distance to its new location in (b).
Figure 2.15: Schematic of a lattice containing an edge dislocation showing the movement
of the dislocation from position (a) to position (b) as a result of an applied shear force.
This movement of dislocations through the lattice gives rise to the ductility of
metallic materials. Dislocation interactions during plastic deformation are vital to
the strain hardening behaviour of the material. During plastic deformation the
dislocations in the material move though the lattice until they annihilate at grain
boundaries or a free surface. However, during plastic deformation, the dislocation
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density must increase to induce strain hardening in the material. As the number of
dislocations in the material increases, they begin to interact, which hinders their
ability to move, increasing the strength of the material (Hull and Bacon, 2011).
Therefore, to cause strain hardening, a continuous source of dislocation generation
must exist in the crystal. Frank and Read (1950) developed a theory of a dislocation
generation within a crystal from a dislocation segment pinned at both ends. New
dislocation loops are produced from this segment when a shear stress is applied;
this is known as a Frank-read source.
2.4 Plasticity induced damage
The reduction of load-bearing area of a material subjected to plastic strain is known
as damage (Lemaitre and Dufailly, 1987). In metals, this reduction in area is
generally associated with the nucleation, growth and coalescence of voids. These
voids nucleate near defects present in the material such as inclusions or precipitates.
The evolution of damage with increasing strain is illustrated in Figure 2.16. Note:
that the softening due to damage is separate from the reduction of area seen due
to necking of a specimen in a uniaxial tensile test.
Figure 2.16: Schematic representation of the stages of ductile damage:(a) initial state,
(b) nucleation, (c) growth, (d) coalescence (Sancho et al., 2016).
The first stage of damage is void nucleation, where decohesion of the material
matrix from inclusions of other secondary phase particle occurs, as shown in Fig-
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ure 2.16(b). Here the stress state around the defects causes either decohesion of
the material matrix or a fracture of the defect itself. Fracture surface analysis of
a small punch test on a P91 specimen in Cakan et al. (2017) showed a dimpled
surface, with a high density of very small voids surrounding a lower density of
larger voids. The authors attribute the smaller void to nucleation around the MX
precipitates and the larger void to nucleation from M23C6 precipitates. The frac-
ture surface observed from this test is shown in Figure 2.17(a). Decohesion of the
material matrix from large inclusions in cast MarBN steel, termed "manufacturing
defects", was observed in O’Hara (2018) after high-temperature low cycle fatigue
(HTLCF) testing, as presented in Figure 2.17(b).
Figure 2.17: Damage initiation sites: (a) damage initiation and growth at M23C6 and MX
precipitates evident from fracture surface analysis after a small punch test on P91 (Cakan
et al., 2017), (b) evidence of decohesion from secondary phase particles (MnS inclusion)
in MarBN in the early stages of damage evolution (O’Hara, 2018).
Once a void is initiated at these secondary phases, it continues to grow under
increasing plastic strain, as shown in Figure 2.16(c). This growth is a result of the
material surrounding the void or micro-crack being subjected to very high local
plastic deformation. This void growth reduces the load-carrying area of the material
resulting in a stress reduction, which can be seen in the macroscale stress-strain
response. These voids continue to grow until they coalesce or the material between
voids becomes weak and a crack forms between voids, as shown in Figure 2.16(d).
This crack will continue to propagate ultimately leading to failure of the material.
37
2.4. PLASTICITY INDUCED DAMAGE
2.4.1 Experimental observation of damage
There have been numerous techniques developed to quantify the damage present
in material under loading, including elastic modulus reduction (Bonora et al., 2011;
Sancho et al., 2019; Ma and Yuan, 2013), where damage evolution has been quanti-
fied using the reduction in modulus technique, developed by Lemaitre and Dufailly
(1987). Micro-indentation has been utilised to measure damage in Yuan et al.
(2017), where the reduction in hardness and modulus was used to quantify dam-
age. Microstructural analysis, as well as X-ray tomography, has been used in O’Hara
(2018) and Chiantoni et al. (2013) to examine damage evolution in power plant
steels during high-temperature deformation. In the work of O’Hara (2018) clear de-
cohesion of the material matrix at MnS inclusions was seen in electron microscopy
images of the surface of the tested samples, as presented in Figure 2.17(b). X-ray
tomography was also used before and after testing to non-destructively measure
the growth of voids in the necked region of the test specimen. The work of Tasan
et al. (2012) compares various techniques for measuring the damage parameter for
modelling damage evolution, where it was found that specimen geometry-based
damage measurement introduced systematic errors, due to a very limited damage
spectrum. Tasan et al. (2012) also found that techniques which measure material
property degradation, such as Young’s modulus, offer very low precision and high
complexity under high strains and material anisotropy.
2.4.2 Quantification of Damage
Lemaitre and Dufailly (1987) first introduced the quantification of damage evolu-
tion from the degradation of material parameters. Here a damage variable D is
defined as "The effective surfacic density of micro-defects on a representative volume
element". This damage variable, based on the degradation of Young’s modulus, can
be calculated using Equation 2.8.
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where Ẽ is the modulus of the unloading line at a given strain level, and E is
the initial Young’s modulus. Although this method of damage measurement was
said to have very low precision in Tasan et al. (2012), it has been used by numerous
researcher to quantify damage in a range of materials. Most recently in Sancho
et al. (2017, 2019), where the evolution of damage was evaluated, by measuring
the slope of partial unloading lines during a tensile test. A near-linear increase of
damage parameter with plastic strain was seen in 304L stainless steel, up to an
equivalent plastic strain of 40%. The damage parameter then saturated at a value
of approximately 0.2. In this work, a method of measuring the true stress and
strain in the necked region was developed, based on the neck geometry measured
during the test. The work of Bonora et al. (2011) provided a critical review of
the reduction in Young’s modulus technique for damage measurement. In this
work, it was found that the damage usually takes place in the necking (post-UTS)
region of the stress-strain curve, where stress and strain are highly non-linear. The
authors state that during deformation, variations in the neck geometry cause a
dynamic change in the reference base length for both stress and strain. Therefore,
to accurately calculate the loss in stiffness, the neck geometry must be taken into
account when calculating the stress and strain during the test. Therefore, the true
stress and strain must be used to calculate the loss in modulus. The engineering
stress-strain response can be converted to true stress-strain using the standard
conversion shown in 2.9.
εT = ln(1 + εe)
σT = σe(1 + εe)
(2.9)
However, this definition only holds for constant volume. Therefore, to get an accu-
rate calculation of the true stress and strain, over the full stress-strain behaviour of
the material, the diameter and curvature of the necked region must be measured
during the test, as was the case in Sancho et al. (2017, 2019). Here the true stress-
strain at a point in the centre of the necked region is then estimated using the
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Bridgman theory, proposed in Bridgman (1964), and the measured throat diame-
ter and radius of curvature of the neck. This allows for an experimentally based
estimation of the material behaviour at the point of maximum stress triaxiality and
therefore, the point of damage localisation.
2.5 Microstructural Modelling of Materials
In recent years, significant progress has been made in the development and ap-
plication of mechanistic, physically-based, material models for engineering alloys.
Crystal plasticity based simulations have provided researchers with an in-depth
knowledge of the inelastic deformation mechanisms of metallic materials, particu-
larly when combined with experimental characterisation at multiple length scales,
such as in Cheong and Busso (2004, 2006), Golden et al. (2014, 2016), and Golden
(2016). Crystal plasticity modelling was used in Dunne et al. (2007b, 2012) to
study the deformation mechanisms of HCP Ti, as well as in Zhang et al. (2014) to
investigate FCC Ni materials. Crystal plasticity modelling was also utilised to exam-
ine the microstructural deformation of polycrystalline BCC materials in Erinosho
et al. (2013). A multiscale modelling approach supported by crystal plasticity was
used in Mlikota et al. (2016), to investigate the deformation and damage at the
meso-, micro- and nano-scale in 316L stainless steel, with an FCC crystal structure.
In order to develop and validate these physically-based models, a detailed un-
derstanding of the deformation behaviour of materials must be obtained through
experiments. There have been major advances in characterisation at the microscale.
For example, in Chen et al. (2014) micropillars of martensitic steel, consisting of
a single block, have been tested under compression and compared to modelling
predictions. The slip activity and the influence of boundary conditions on slip ac-
tivation in BCC single crystals was investigated by Du et al. (2018), as already
discussed in Section 2.3.3.2. EBSD has been used to investigate microscale defor-
mation in a wide range of materials. The work of Rowenhorst et al. (2006); Dunne
et al. (2007a, 2012); Zhang et al. (2014) have used EBSD to validate computa-
tional predictions of deformation and lattice rotation in a number of polycrystalline
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steels. In Kamaya et al. (2005); Ojima et al. (2011); Kartal et al. (2012); Hasebe
et al. (2014) changes in grain orientation were examined, using the Wilkinson
technique (Wilkinson et al., 2006; Wilkinson, 2006). This method measures the
changes in the Kikuchi patterns, due to crystallographic deformation and rotation,
to determine the strain and change in orientation in the material. The concept of
crystal deformation (CD) was also introduced in Kamaya et al. (2005), to quantify
average changes in grain orientation during deformation. This technique measures
the average orientation within a block relative to the central orientation of the
block. Crystal deformation was used in Golden et al. (2016) to quantify the ori-
entation changes predicted by a crystal plasticity model of P91 material, at room
temperature, under multiaxial loading. This measurement was then used to val-
idate the model result, by comparing the change in crystal deformation within
several blocks predicted by the model, with those obtained from the same blocks
in the experimental EBSD scans, before and after deformation.
While significant progress has been made in computational and experimental
characterisation of polycrystalline materials, at the microscale, there have been
few attempts to represent the hierarchical microstructure of martensitic steels in
computational models. In Shanthraj and Zikry (2013) a physically-based micro-
mechanical model was used to analyse a martensitic steel. Here the grain boundary
interactions and the evolution of dislocation density were examined numerically,
using Voronoi tessellation (VT). The standard VT method of microstructural gen-
eration is commonly used in microscale modelling. However, as this method popu-
lates an area of interest with polygonal grains of random orientation, representing
prior austenite grains, it cannot represent the hierarchical microstructure present
in martensitic steels. A modified Voronoi tessellation approach was developed in
Sun et al. (2018) to further populate each polygon with packets and blocks. The
orientation of these features is dependent on the orientation of the original poly-
gon, and the Kurjumow-Sachs (K-S) orientation relationship. However, to get an
exact representation of the material behaviour at the microscale, experimentally
measured initial microstructures should be used as a base for the crystal plasticity
modelling.
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2.5.1 Crystal Plasticity Constitutive Law
Crystal plasticity modelling is a technique based on slip initiating on a slip system
when a critical value of shear stress is reached, as discussed in Section 2.3.3.1.
Crystallographic slip based visco-plastic constitutive formulations were first intro-
duced by Asaro and Rice (1977), to evaluate the magnitude of the resolved shear
stress required to activate different slip systems in a single crystal. In this work,
the authors incorporate the effects of cross slip induced stress on the slip activity
and therefore, the plastic response of the material. This work was further devel-
oped in Asaro and Needleman (1985), to predict the texture evolution and strain
hardening behaviour of FCC polycrystals.
A flow rule was developed in Busso (1990) to study the deformation of a
monocrystalline nickel aluminide at high-temperature. This flow rule was then
further developed in Busso et al. (2000), to account for additional strengthening
mechanisms associated with the production of geometrically necessary dislocations
(GNDs). The work of Meissonnier et al. (2001) then implemented the formulations
developed in Busso (1990) and Busso et al. (2000) through finite elements, to gov-
ern slip initiation, evolution and saturation in an FCC material. The Busso et al.
model was further developed for a BCC structure in Li et al. (2011); Li and O’Dowd
(2011); Li et al. (2014a,b). The flow rule used to define the slip rate on a slip sys-
tem α (γ̇α) in this work can be seen in Equation 2.10.











sgn (τα) , ⟨x⟩ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x x > 0
0 x ≤ 0
(2.10)
where τα , τ0 and Sα are the resolved shear stress, the threshold stress for dislo-
cation motion without the assistance of thermal activation and the slip resistance
(or forest resistance), respectively. F0 is the Helmholtz free energy required to
overcome the lattice resistance, T is the absolute temperature, k is the Boltzmann
constant, and p , q and γ̇0 are the exponential constants and exponents. This flow
rule is discussed in more detail in Section 3.2.1. The slip rate evolution for a slip
system α, controlled by the flow rule in Equation 2.10, is shown in Figure 2.18.
42
2.5. MICROSTRUCTURAL MODELLING OF MATERIALS
Figure 2.18: Schematic of the slip evolution on slip system α during deformation.
In this flow rule, τ0 is a material constant. Therefore, when the resolved shear
stress on slip system α (τα) is less than the slip resistance of the system (Sα)
no slip will initiate, as the value inside the inner set of <> is <0 and, therefore,
is set to equal to zero. In this case, the exponential is raised to a large negative
power, resulting in the slip rate on the slip system α (γ̇α) approaching zero. When
τα increases to a value greater than Sα slip initiates. The slip rate then increases
exponentially until ∣τα∣ − Sα ≥ τ0. Here the value inside the outer set of <> is
<0 and, therefore, is set equal to zero; this causes the exponential to be raised
to the power of zero. Therefore, γ̇α = γ̇0 resulting in slip saturation on the slip
system. The saturated slip resistance (Ssat) used in the current study was 250 MPa.





hαβ (Ssat − S
β
Ssat − S0
) ∣γ̇β ∣, (2.11)
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where the hardening matrix hαβ can be determined by Equation 2.12. The initial
and saturated slip resistance is denoted by S0 and Ssat, respectively. The slip resis-
tance of each activated slip systems is represented by Sβ.
hαβ = hs [ω1 + (1 − ω2) δαβ] , (2.12)
where ω1 and ω2 are interaction constants and δαβ is the Kronecker delta. The ex-
tent of slip system interaction can be controlled by the values of ω1 and ω2, which
change the latent hardening ratio (LHR), defined in (Li et al., 2014b) as;
LHR = ω1
ω1 − ω2 + 1
(2.13)
By setting ω1 = ω2 = 1 in Equation 2.13, LHR = 1. Therefore, all systems interact
equally. Conversely, by setting ω1 = 0 gives LHR = 0, defining self-hardening, where
only the active slip system hardens. Therefore, the degree of latent hardening in
the model can be defined by choosing appropriate values of ω1 and ω2.
In (Li and O’Dowd, 2011) Taylor hardening (Taylor, 1938) has been assumed
for P91 material, by setting ω1 = ω2 = 1 (LHR = 1), meaning all the terms in hαβ
are equal. Taylor hardening defines an equal interaction between all slip systems,
where if one slip system hardens, all others harden by the same degree.
Although an exponential flow rule (Equation 2.10) was used in the current
work, there are many forms of flow rule used to control the plastic slip rate in crystal
plasticity models. An example of this is the hyperbolic sine flow rule, developed in
Dunne et al. (2007a), which is shown in Equation 2.14.






In Equation 2.14 ρ is the density of gliding dislocations, the Burgers vector is
denoted by b, the frequency of attempts of mobile dislocation to overcome energy
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barriers is denoted by ν, and ∆V represents the activation volume. This flow rule
was used to study the deformation of hexagonal close-packed (HCP) titanium and
cubic close-packed (CCP) nickel, in the work of Dunne et al. (2012). Sweeney et al.
(2014) also used a hyperbolic sine flow rule, to model the effects of grain size on
the fatigue performance of a CoCr alloy. A hyperbolic sine model has been used by
Barrett (2016); Barrett et al. (2014, 2013) to investigate the effect of hardening
and fatigue on the high-temperature response of P91 steel.
2.5.2 Experimentally based microstructural modelling
Significant work has been carried out in developing a micromechanical model to
study the deformation in P91 material, at room temperature. In Li et al. (2011);
Li and O’Dowd (2011); Li et al. (2014a,b) a crystal plasticity model to examine
the microscale deformation under uniaxial loading was considered. The work of
Golden et al. (2014, 2016); Golden (2016) used an FE modelling approach, with
an explicit representation of the material microstructure, focusing at the block level.
In Golden et al. (2016) the room temperature microscale deformation of P91 was
examined, under multiaxial loading, at the notch root of a miniature 3 point bend
specimen. A multiscale modelling approach was adopted, using a macroscale FE
model of the specimen geometry and a microscale crystal plasticity-based model,
implemented through a UMAT in Abaqus. The model results were experimentally
validated at the macroscale, through comparison of force-displacement curves and
notch opening angles. At the microscale, the crystal plasticity model was validated
by comparing the experimentally measured orientation change experienced during
deformation, which was obtained through EBSD. According to Golden (2016), this
was the first direct comparison of block orientation change, due to mechanical
loading, between experimental and modelling results, for martensitic steel.
Although significant work has been carried out to investigate changes in ori-
entation due to deformation, such as in Dunne et al. (2007b, 2012), few have
compared the experimental results directly to microscale modelling predictions
of the same microstructure before and after testing. The use of an ex-service P91
(over 20,000 hours of service) makes the work presented in (Golden, 2016) of
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particular interest, in the study of the premature failure of in-service pipelines in
fossil fuel power plants. While the microstructural evolution of P91 during service
has been examined in Panait et al. (2010b,a), very little work has been conducted
to investigate the effect of these microstructural changes on the material properties
of P91. These effects are investigated in this thesis.
2.5.3 Macroscale damage modelling
There have been many different models developed to investigate the damage evo-
lution of materials. Some of these methods are continuum-based, where voids
and microcracks are not physically represented in the model geometry, but a yield
function is generated to represent the effect of void growth and the subsequent
softening of the material. The earliest and most commonly used example of this
type of damage model was introduced in Gurson (1977). The continuum behaviour
of this model is based on an evenly dispersed array of spherical voids inside an
incompressible material matrix.
In the Gurson model the total rate of void volume increase (ḟ ) is split into
contributions of void growth (ḟ g) and void nucleation (ḟn). The details of this
model are given in Section 6.3. Lenard et al. (1999) suggested that as all voids
have nucleated at the onset of plastic deformation, a nucleation term is not required,
as the initial void volume fraction (f0) is sufficient to represent the volume fraction
of nucleated voids. However, many suggestions have been made for the use of a
nucleation term, including the original void growth model in Gurson (1977).
The Gurson model was further developed by Tvergaard (1981), to account for
different shaped voids by varying the values of the fitting parameters (q1, q2, q3) in
the Gurson yield condition, which is presented in Equation 2.15.







) − (1 + q3f 2) = 0 (2.15)
In the original Gurson model the fitting parameter are q1 = q2 = q3 = 1. Improvement
in the performance of the Gurson condition was seen in Tvergaard (1981), when
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these fitting parameters were changed to q1 = 1.5, q2 = 1, q3 = q21. Many authors
have used these fitting parameters, including Cakan et al. (2017), where the GTN
model was used to predict the damage induced in P91 material, during small punch
testing, at room temperature. Here excellent agreement was reached in the force
displacement curves obtained from the experiment and model, with varying disk
thickness. These fitting parameters were also used to model the damage evolution
of high strength steels in Achouri et al. (2013).
Figure 2.19: Strain hardening and strain softening type stress-strain responses at elevated
temperatures (Maruyama, 2008).
The Gurson model is based on softening of material due to void nucleation and
growth. However, Maruyama (2008) suggests that in high Cr steels, tested at high
temperature, the macroscale stress-strain response consists of a yield point, fol-
lowed by immediate strain softening, as can be seen in the upper (strain softening)
curve in Figure 2.19. The dominant softening mechanism in this case is believed to
be the annihilation of dislocations, due to plastic deformation at elevated tempera-
ture, resulting in softening as the dislocation density reaches steady-state. However,
this is only the case when the initial dislocation density is very high, such as in
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un-tempered martensitic steels. When materials such as these are tested at high-
temperature, the yield strength is exceptionally high, but once dislocation motion
is initiated, the high density of dislocations results in a high rate of annihilation
of dislocations. This results in softening of the material until the steady-state dis-
location density is reached. However, in tempered martensitic steels, the initial
dislocation density is much lower due to the tempering process. Therefore, in the
stress-strain response, the material will yield at a much lower stress and will strain
harden, until the dislocation density reaches steady-state, as represented by the
lower (strain hardening) curve in Figure 2.19. The softening of the material, in
this case, will be dominated by damage.
The Gurson model has been implemented in the finite element code, Abaqus.
This model has been shown to give reasonable predictions of damage evolution for
P91 in Cakan et al. (2017) and a high strength low alloy (HSLA) steel in Achouri
et al. (2013). However, the accuracy of this model for damage prediction has been
questioned, for example, in Thomason (1990). A particular issue raised is that as
the model is continuum based, it cannot explicitly account for the interaction of
voids. Models which account for these interactions may give a better representation
of damage evolution during plastic deformation.
Voids have been explicitly represented in FE models in the work of Aravas and
McMeeking (1985a,b). Voids are also explicitly modelled ahead of a crack tip in
Tvergaard and Hutchinson (2002); here, two void interaction mechanisms are
identified. The first of these mechanisms is void by void interaction, for materials
with low initial void volume fraction, where a crack is initiated by a single void,
and crack growth is based on the advancement of the crack tip from one void
to another. Voids remote from the crack tip, therefore, have little effect on the
crack growth; this was the mechanism used in the work of Aravas and McMeek-
ing (1985a,b). The second void interaction mechanism presented is based on the
growth and coalescence of multiple voids, resulting in initiation and subsequent
propagation of the crack by void growth and coalescence ahead of the crack tip.
This mechanism is considered when modelling materials with a high initial void
volume fraction. Although both of these mechanisms account for void nucleation,
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growth, and coalescence during deformation, Tvergaard and Hutchinson (2002) re-
port differences in the data obtained when using both mechanisms, stating that the
predicted toughness is particularly affected by the mechanism considered. There-
fore, including void interactions in the model may improve the accuracy of the
prediction of damage evolution during deformation.
2.5.4 Microscale damage modelling
In the approach of continuum damage mechanics, an internal damage parameter
was introduced by Lemaitre (1985), to take into account the density of microcracks
or cavities in the material. This damage model is based on the thermodynamic
irreversibility of material degradation and is widely used to predict ductile damage
evolution (Lemaitre and Chaboche, 1978; Lemaitre, 1985; Murakami, 1981).
The work of Li et al. (2013) utilises the Lemaitre approach to model microscale
damage evolution in austenitic stainless steels, in conjunction with crystal plasticity
modelling. Here a strain-controlled criterion is employed, to account for damage
at the microscale, where damage is initiated when a critical plastic strain (εc) is
reached. A damage variable, D, is introduced taking a value between 0 (no dam-
age) and 1 (fully damaged), giving a damage criterion presented in Equation 2.16.
D =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0, if εeq < εc
1, otherwise
(2.16)
However, this damage criterion results in a unit step change in the damage variable.
In an FE model, a sudden change in the value of the damage variable can lead
to numerical instabilities. Thus, in place of Equation 2.16, a continuously varying
D is assumed using a modified Cauchy–Lorentz cumulative distribution function
(Spiegel, 1992), which is presented in Equation 2.17,
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leading to a gradual transition of the value of D from zero to one. The width of
the transition region can be controlled by varying the value of d. In Li et al. (2013)
this value was set to be 0.1.
The reduction of the load-carrying ability due to damage is accounted for by
modifying the initial local elastic stiffness matrix (C0) in Equation 2.18.
C = C0(1 −D), (2.18)
where, C, is the elastic stiffness matrix including the effects of damage.
In the current work, the damage at the microscale is implemented using Equa-
tion 2.18. The damage variable is zero until a critical plastic strain (εip) is reached.
The damage variable then increases linearly to a value of 1 at a strain equal to the
plastic strain at failure(εfp ); this will be discussed further is Section 6.5.2.
2.6 Electron Microscopy Techniques
2.6.1 Energy Dispersive X-ray Spectroscopy (EDS)
EDS is an electron microscopy technique, used to measure the concentration of
chemical elements in a sample. A chemical element is identified by the intensity
of the X-rays collected by the EDS detector, as each element on the periodic table
has a characteristic X-ray intensity. X-rays are produced when the electron beam
interacts with the atoms of the material, as shown in Figure 2.20.
As can be seen from the schematic, when the electron beam hits an electron in
the atom of the material, a particle on the inner K shell is knocked out of orbit; this
produces a gap in the K shell which must be filled, for the material to remain stable.
Therefore, an electron from the higher energy shells, such as the L shell, jumps
across to the K shell. For the electron to jump from the L to the K shell, it must lose
some of its energy. This energy loss results in a characteristic X-ray, with an intensity
equal to the energy difference between the K and L shells. This energy difference
is dependent on the atomic number of the element in question. Therefore, each
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element produces a different intensity X-ray. Measuring the intensity and counts
of the characteristic X-rays emitted from the sample allows for the identification
of the composition. As the EDS detector processes the X-rays produced by the
sample, a spectrum of peaks with a high number of counts at certain energy levels
is produced, similar to that shown in Figure 2.21.
Figure 2.20: Schematic of the interaction between the electron beam and an atom of
material, showing how characteristic X-rays are generated.
When a peak appears in the spectra, this indicates the presence of an element
with that energy. Therefore, the position of the peak in the spectra can be used for
element identification. In general, EDS cannot be used to detect elements with an
atomic number lower than that of Na (sodium), because the energy produced by
these elements is too low to obtain a reliable result. An example of an element that
cannot be detected using EDS is C (carbon). To measure the concentration of these
low energy elements, more specialised techniques are available, such as wavelength
dispersive spectroscopy (WDS). This technique measures the wavelength of the
X-ray rather than the energy, allowing for analysis of the light elements. The use
of WDS allows the concentration of elements with an atomic number higher than
that of B (boron) to be determined.
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Figure 2.21: Example of an EDS spectrum obtain from a sample of P91 used to identify
the composition of the material.
2.6.2 Electron Backscatter Diffraction (EBSD)
EBSD is a microstructural characterisation technique, carried out in an SEM using
submicron spatial resolution. This technique enables the analysis of the microstruc-
ture of a material, by collecting data on grain orientation and size, global and local
texture, and phase identification (Maitland and Sitzman, 2007).
During EBSD analysis, the sample is positioned in the SEM chamber at an angle
of 70○ from the horizontal axis. This angle is the optimum angle required for the
best diffraction pattern contrast, and to maximise the fraction of electrons scattered
from the sample (Oxford Instruments, 2015). When the electron beam hits the area
of interest a cloud of backscattered electrons is produced. Backscattered electrons
are high energy electrons, which originate from the electron beam and are reflected
out of the interaction volume of the specimen, via elastic scattering interactions
with the specimen atoms. These electrons gather near the surface of the sample.
When these electrons interact with the phosphorus screen a Kikuchi pattern, which
is related to the preferred diffraction planes in the material, is formed on the
screen. The formation of these patterns is discussed in detail in Section 2.6.2.1. A
schematic of the EBSD set-up can be seen in Figure 2.22.
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Figure 2.22: Microscope set-up for EBSD showing the sample tilted at 70○.
A high-speed CCD camera captures the Kikuchi patterns formed on the phos-
phorus screen. These patterns are then processed, at every point, to determine the
crystallographic orientations within the scanned area.
2.6.2.1 Formation of Kikuchi Patterns
Kikuchi bands are formed when electrons are scattered from the crystallographic
planes in the material which satisfy Bragg’s law. These electrons interact with the
phosphor screen of the detector to produce a Kikuchi band. Bragg’s law is given in
Equation 2.19
nλ = 2d sin θ, (2.19)
where n is an integer value of the order of reflection, and λ is the wavelength of the
electron beam. The interplanar spacing is denoted by d, and the angle of diffraction
is represented by θ.
When the electron beam interacts with the sample electrons are scattered,
producing a cloud of electrons around the surface of the sample. Most of these
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electrons are randomly scattered in all directions from the sample; this creates
a background intensity of electrons on the phosphor screen. However, when the
electron beam hits a crystallographic plane which satisfies Bragg’s law, two cones
of high-intensity electrons are produced from that plane. An example of a Kikuchi
band produced by these cones of electrons, diffracting from a (011) plane of a BCC
crystal, can be seen in Figure 2.23.
Figure 2.23: Kikuchi band formation, showing cones of diffracted electrons hitting the
phosphorous screen producing a Kikuchi band (Oxford Instruments, 2015).
Figure 2.24: Kikuchi patterns obtained from a BCC crystal: (a) showing how each Kikuchi
line is formed (colours correspond to those in Figure 2.23), (b) Indexing of each Kikuchi
band with the Miller indices of the corresponding plane (Oxford Instruments, 2015).
The projection of these cones onto the phosphor screen results in two arcs,
between which there is a very high intensity of electrons. The intensity between
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these arcs is higher than that of the background, making the Kikuchi band appear
as a bright line on the phosphor screen, as can be seen in Figure 2.24(a). The
colour code of the lines forming the Kikuchi band is taken from Figure 2.23.
Each diffraction plane which satisfies Bragg’s law produces a Kikuchi band on
the phosphor screen, resulting in the formation of a Kikuchi pattern, similar to the
one shown in Figure 2.24(a). The trace of the plane which produced the Kikuchi
band (red line) lies in the centre of that band. Therefore, each Kikuchi band can
be identified by the Miller indices of the plane that produced it.
To identify the Kikuchi bands, the angle between each plane represented in the
pattern is calculated using a Hough transform. These angles are then compared
with the inter-planar angles of a known reference structure, preloaded in the EBSD
software. This allows each band to be identified by Miller indices, as shown in
Figure 2.24(b). By matching the pattern obtained from the crystal to that of the
reference material, the orientation of the crystal can be identified, as each crystal-
lographic orientation produces a unique Kikuchi pattern. In Figure 2.25, standard
crystallographic orientations and their Kikuchi patterns are compared.
Figure 2.25: Spherical Kikuchi patterns obtained from different orientation of a cubic
crystal (Oxford Instruments, 2015).
As can be seen in Figure 2.25, each crystallographic orientation has a unique
Kikuchi pattern. The unique pattern is formed because the planes which satisfy
Bragg’s law change depending on the orientation of the crystal. By obtaining the
Kikuchi pattern from every point on the surface, an orientation map is produced.
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2.6.2.2 Representation of EBSD Data
The orientations of crystals are expressed in terms of 3 Euler angles. These an-
gles describe the orientation of the crystal with respect to a fixed reference frame
(X0, Y0, Z0). The Euler angles define the orientation of the crystal by rotating
about the reference frame axes, in a predefined sequence. There are 12 possible
rotation sequences used in the Euler angle definition. In this study, the sequence
of Z,X,Z was used; this rotation sequence is illustrated in Figure 2.26.
Figure 2.26: Schematic of the 3-D rotation of the crystal coordinate system (X3, Y3, Z2)
from the reference frame (X0, Y0, Z0) through Euler angles (Ψ,Φ,Θ,), with a rotation axis
sequence Z, X, Z (Gjoreski and Gams, 2011).
As can be seen from Figure 2.26, the crystal is first rotated about the Z-axis
through an angle Ψ. The crystal is then rotated about the X-axis of the crystal
reference frame (X1) through an angle Φ, and finally about the Z-axis of the crystal
(Z2) through an angle Θ. This rotation sequence fully describes the orientation of
the crystal, with respect to the reference frame.
In an EBSD analysis, the Kikuchi patterns are processed to determine the orien-
tation of the crystals near the surface. The Euler angles defining these orientations
are then used to produce an inverse pole figure (IPF) orientation map of the
scanned region. This map is colour coded according to the crystallographic orien-
tation of the crystals, as shown in Figure 2.27. The colours in the orientation map
correspond to the orientations of the crystals, relative to one of the three sample
reference frame directions, when projected on the crystal reference frame. The
orientation maps of a region are shown in Figure 2.27(a), (b) and (c) plotted with
respect to the rolling direction (RD), Transverse direction (TD) and normal direc-
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tion (ND), respectively. If a crystal in the IPF-ND map (Figure 2.27c) is assigned
a red colour, this means that the projected ND of the sample reference frame is
parallel to the [001] crystallographic directions. Similarly, if the grain is assigned a
blue colour, the [111] crystallographic directions are parallel to the ND of the sam-
ple reference frame projected on the crystal reference frame. As can be seen from
the orientation maps, the choice of reference direction used to plot the map will
change the colours assigned to the crystals, depending on which crystallographic
direction lies parallel to the projection of the chosen reference direction. These
three orientation maps can be used to determine the orientation of any crystal with
respect to the three sample reference frame directions.
Figure 2.27: Inverse pole orientation map plotted with respect to the three reference
frame directions: (a) RD, (b) TD and (c) ND.
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2.6.2.3 Inverse pole figures (IPF)
IPFs are one of the most common methods used to represent crystallographic
orientations. An IPF is formed by plotting a 3-D direction vector, representing the
normal direction of the lattice planes in the cubic crystal, as a point on a 2-D circle,
through the use of stereographic projection. The spherical projections of the planes
in a cubic crystal are shown in Figure 2.28(a). An example of the stereographic
projection of these orientation onto an IPF can be seen in Figure 2.28(b).
In a spherical projection, a unit sphere is drawn surrounding the crystal. The
normal vector to the orientation plane of the crystal is extended from the centre to
the surface of the sphere, creating a point indexed by the crystallographic orienta-
tion which produced it. The spherical projections of the standard orientations for
a cubic crystal are shown in Figure 2.28(a).
Figure 2.28: (a) spherical projection of the standard orientations of a cubic crystal
(McGraw-Hill, 2005), (b) The stereographic projection of an orientation vector onto a
2-D plane to produce a point on the IPF (Engler and Randle, 2010).
The points produced by the orientations are then projected onto a 2-D equa-
torial plane within the sphere, using a stereographic projection, to form an IPF.
An example of this projection is shown in Figure 2.28(b). In this example, the
vector normal to the orientation plane hits the surface of the sphere at point P’.
A line is then drawn connecting P’ and a pole of the sphere. The point at which
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the line penetrates the equatorial plane, normal to the reference pole, defines a
point on the IPF at position P, representing the orientation of the crystal. When
this process is repeated for each of the standard orientation of the cubic crystal
(see Figure 2.28a) a web of 24 symmetrically equivalent segments is produced as
shown in Figure 2.29.
Due to symmetry in the cubic crystal, only a triangular segment of the IPF
containing the three standard orientation [100], [110] and [111] is required to
represent all the possible orientations of the crystals. The location of the triangle
within the IPF is highlighted in Figure 2.29. This triangle is commonly used to
represent orientation data in cubic crystals.
Figure 2.29: IPF showing the 24 symmetrically equivalent regions in the cubic inverse
pole figure (Oxford Instruments NanoAnalysis, 2019).
2.6.2.4 Representing crystallographic orientations on an IPF
In the current work there was two methods used to represent orientation data on
IPFs. In the first method the orientation of each data point in the EBSD scan is be
described as a single point on the IPF, as shown in Figure 2.30(a), for the region
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shown W.R.T the ND. The second method of representing orientation data is by
using a grain orientation distribution (GOD), as demonstrated in Figure 2.30(b),
which is also plotted W.R.T the ND.
Figure 2.30: Methods of representing orientation data (obtained from MarBN (9Cr)
steel) on an IPF: (a) IPF showing the orientation of each pixel within the region W.R.T ND,
(b) contour plot of the GOD within the region W.R.T ND.
As can be seen from Figure 2.30(a) the highest concentration of orientation
data points are in the blue (near 111), and purple (near 227) regions of the IPF,
which is consistent with the colours shown in the orientation map of the area, as
most of the colours in the map are either blue or purple. When a data point appears
in the blue region of the IPF plotted W.R.T. to the ND, it means that the projection
of the sample ND on the crystal reference frame is parallel or almost parallel to the
[111] direction of the crystal.
The GOD plot shown in Figure 2.30(b) is an alternative method of representing
the same data. The plot shows a contour plot of the multiples of random distribu-
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tion (MRD) of orientation within the area. MRD compares measured orientations
of a region to a random texture (uniform distribution of orientations), which has an
MRD = 1, on an inverse pole figure. When an area of the IPF (for example [001])
shows an MRD greater than one, this indicates that more [001] crystal directions
are aligned with the projection of the sample ND than they would be in a random
texture. Therefore, MRD is a measure of the degree of preferred orientation, i.e.
a measure of deviation from the uniform distribution (Hielscher et al., 2010). As
can be seen from the contours in Figure 2.30, the peak concentration is situated in
the purple region (near 227) of the IPF, showing a peak MRD of 4.5.
2.6.2.5 Deformation measurement through EBSD
There have been many attempts to measure the strain and associated lattice rota-
tion in materials due to deformation using EBSD measurements. The most notable
of which was first proposed in Troost et al. (1993) and in Wilkinson (1996, 1997),
to measure the elastic strains and rotations, by comparing the Kikuchi patterns ob-
tained from a deformed material to a pattern obtained from the undeformed lattice.
Other attempts include measurement of the Kikuchi band width, which can be used
to determine the Bragg angle of diffraction from the plane. This angle can then be
used to calculate the interplanar spacing and thus the lattice strain. This approach
has been used by researchers, including Madden and Hren (1985); Kozubowski
et al. (1991), to measure elastic strain. In this work, the Kikuchi patterns are ob-
tained through electron channelling (EC) inside an SEM, which produces very high
order features in the patterns. These features can then be analysed to determine
the elastic strain. However, the use of this technique is not possible when using
standard EBSD patterns, as the high order features present in the EC pattern are
not present in the EBSD patterns (Wilkinson, 1997).
The concept of cross-correlation of Kikuchi patterns suggested by Wilkinson
(1996, 1997), was further developed to produce a cross-correlation software tool
known as CrossCourt in Wilkinson et al. (2006); Wilkinson (2006). This soft-
ware tool automatically compares the reference Kikuchi patterns, obtained from
an undeformed material, to those obtained from the material after deformation.
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Comparison of the Kikuchi pattern from each point, within the selected region, with
the reference orientation allows for a strain map of the area to be obtained. The
strain in the region is determined by small shifts in the features of the Kikuchi pat-
terns, relative to their initial positions in the reference pattern. The resolutions of
strain and lattice rotation measurement possible from this technique were quoted
in Wilkinson et al. (2006) to be ±10−4 and ±0.006○, respectively. This resolution in
strain and rotation measurement was confirmed in Landon et al. (2008).
To carry out this technique, on a martensitic microstructure, a reference pat-
tern for the initial orientation of each lath must first be obtained. The diffraction
patterns from the same lath must then be obtained after deformation allowing for
the measurement of orientation change and strain, by comparing the initial and
deformed patterns. This results in the requirement of a very small step size (<
0.2 µm) in the EBSD scans, to capture sufficient data inside each lath. As well as
the requirement for high-resolution EBSD scans, to conduct this measurement on
a martensitic microstructure, the same laths from which the initial Kikuchi pat-
terns were obtained would need to be located after deformation. This would be
extremely difficult without the use of in-situ testing inside the SEM. This facility
was not available during this research. Therefore, it was decided not to pursue this
technique for the measurement of the microscale deformation of P91.
Figure 2.31: Room temperature orientation change measurement conducted in Golden
(2016): (a) EBSD scan taken before deformation, (b) EBSD scan taken after deformation.
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Golden et al. (2016) presented a method of microscale deformation measure-
ment, using an EBSD maps obtained from the notch root of a 3 point bend specimen,
before and after a 20% local strain at the notch root was applied. Comparison of
the IPF maps, of the overall and smaller regions containing a single microstruc-
tural block, showed a slight change in colour of the regions, signifying a change in
crystallographic orientation. This comparison can be seen in Figure 2.31.
As can be seen from the comparison of orientation maps obtained before
(Figure 2.31a) and after (Figure 2.31b) testing, there is a subtle change in the
colour of the blocks within the region of interest. Therefore, an orientation change
has occurred within the blocks of the material. This change was quantified using a
measurement of crystal deformation (Cd), first introduced by Kamaya et al. (2005).
Cd is the average misorientation of each pixel within a block, with respect to the
central orientation. The central orientation is determined by calculating the Sk
value for each pixel in the block. Sk is the sum of the misorientations between a
specific point in the grain and all other points in the grain. The orientation of the
pixel with the lowest value of Sk is defined as the central orientation. Sk for each






where nk is the number of pixels within the block k, p and i are points within the
block and β(p, i) is the misorientation between a fixed point p and all other points








where ng is the number of grains and pk is the point of the central orientation within
grain k. In Golden et al. (2016), the Cd value of a number of blocks was determined
from EBSD scans of the same region before and after testing. The change in Cd was
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then used to validate a microscale model of the same microstructure, subjected to
the same loading conditions, obtained through a multiscale FE modelling approach.
To validate the microscale model, the Cd values were calculated using the deformed
microstructure predicted by the model. Good agreement was reached between
the measurement of Cd from the experimental EBSD analysis and the simulated
deformed microstructure. Due to the successful validation of the microscale model
response, it was decided to use a similar technique to measure the orientation
change after high-temperature deformation in the current work.
2.7 Summary
The published literature on topics directly related to the research presented in this
thesis have been reviewed in this chapter.
• The composition and heat treatment processes resulting in a hierarchical
martensitic microstructure, giving rise to the excellent high-temperature me-
chanical properties of P91, have been discussed in detail.
• The deformation behaviour, including elastic and plastic deformation mech-
anisms, as well as the damage initiation and evolution under plastic strain,
has been discussed in detail.
• The crystal plasticity flow rule used in this research to simulate the microscale
deformation is defined, followed by a detailed review of previous research
using similar microstructural modelling techniques.
• The GTN porous plasticity-based damage model is reviewed. This model was
used to successfully simulate the effect of void nucleation and growth on the
macroscale response of a wide range of engineering materials.
• A review of the literature related to modelling of damage at the microscale
is provide, focusing on the Lemaitre damage parameter.
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• The experimental SEM techniques used in this research, EDS and EBSD, are
described in detail. The various methods of representing crystallographic
orientation data are also discussed.
• Previous work on measuring the microscale deformation of materials using
EBSD is discussed. Here techniques which compare the Kikuchi patterns
obtained from a crystal before and after deformation are examined. Other
techniques to measure the microscale deformation by comparing EBSD maps
of a surface before and after deformation, were also discussed in detail.
Following the literature review related to the topic of this thesis, the following
gaps in the knowledge were identified and addressed in this research:
• Microstructural characterisation and tensile test data from ex-service P91
material, to examine the effects of service history on the microstructure and
how changes in the microstructure affect the properties of the material.
• Experimental confirmation of the most appropriate orientation relationship,
to describe the orientation between the martensitic lath and PAG orientation
of P91.
• A crystal plasticity model to simulate deformation occurring in P91, during
high-temperature loading, which accounts for slip on 24 slip systems, as op-
posed to previous models which only consider slip on 12 slip systems.
• A multiscale model to simulate the deformation behaviour of P91 at elevated




Microscale Finite Element Modelling
3.1 Introduction
This section details the crystal plasticity material model used to predict the mi-
croscale deformation of the material in this work. Previous work in this area Li
et al. (2014a,b); Golden et al. (2014, 2016) have examined the microscale de-
formation of P91 under uni- and multi-axial loading, at room temperature, using
crystal plasticity modelling. The current work builds on the knowledge gained
in Golden (2016) to examine the high-temperature behaviour of the material
at the microscale, under multiaxial loading. In this study, the UMAT used in Li
et al. (2014a,b); Golden et al. (2014, 2016), which only accounted for slip on 12
{110}<111> slip systems, has been modified to account for slip on an additional
12 {211}<111> systems. These systems are active in the BCC structure, according
to Du et al. (2018).
3.2 Microscale Model
3.2.1 Material Model
A crystal plasticity model is used to represent the constitutive behaviour at the mi-
croscale, using the slip system based finite strain (non-linear geometry) modelling
framework of Asaro and Rice (1977), implemented via an Abaqus UMAT. This
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UMAT has been used to predict the microscale deformation of crystalline materials
in Cheong and Busso (2006); Li et al. (2011); Li and O’Dowd (2011); Golden et al.
(2014); Li et al. (2014a,b); Golden et al. (2015, 2016); Golden (2016).
The total deformation gradient (F) is composed of an elastic (Fe) and a plastic
(Fp) deformation gradient (Asaro and Rice, 1977), as shown in Equation 3.1,
F = Fe ⋅ Fp. (3.1)
The lattice rotations are included in Fe through the rotation tensor R, which will
be explained in more detail later in this section. Equation 3.2 describes the plastic
velocity gradient (Lp), which is linearly dependent on crystallographic slip rate.




γ̇αm∗α ⊗ n∗α, (3.2)
where:
m∗α ⊗ n∗α = Femα ⊗ nα(Fe)−1, (3.3)
where, Ḟ
p
is the rate of change of the plastic deformation gradient with respect to
time. Lp is dependent on the slip rate (γ̇), slip direction (m) and slip plane normal
(n) of the slip system α. The deformed configuration of the slip direction and slip
plane normal are denoted by m∗α and n∗α, respectively. The number of potentially
active slip systems is denoted by N , and the ⊗ symbol indicates a dyadic product.
The model in this work is based on a BCC crystal structure, which has a total of 48
potentially active slip systems. These slip systems are made up of 12 slip systems
of type {110}<111> (6 × planes, 2 × directions), 12 of type {211}<111> (12 ×
planes, 1 × direction), and 24 of type {123}<111> (24 × planes, 1 × direction).
These slip systems are shown in Figure 3.1, along with a schematic of the slip
direction and slip plane normal used in Equation 3.2.
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Figure 3.1: Slip systems in a BCC structure showing (a) the slip planes and directions
of each of the 3 types of potentially active slip systems, (b) schematic of the slip direction
and slip plane normal relative to the slip plane.
Slip on these systems is controlled by a thermally activated flow rule and slip
resistance (Li et al., 2013), shown by Equation 3.4 and 3.5, respectively.











sgn (τα) , ⟨x⟩ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x x > 0
0 x ≤ 0
(3.4)
where, τα , τ0 and Sα are the resolved shear stress, the threshold stress for dislo-
cation motion without the assistance of thermal activation and the slip resistance
(or forest resistance), respectively. F0 is the Helmholtz free energy required to
overcome the lattice resistance, T is the absolute temperature, k is the Boltzmann
constant, and p , q and γ̇0 are the exponential constants and exponents. The shear
modulus at a given temperature and 0K are denoted by µ and µ0, respectively. The





hαβ (Ssat − S
β
Ssat − S0
) ∣γ̇β ∣ (3.5)
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where, hαβ is the hardening matrix and Ssat is the saturated slip resistance with
initial value S0. The hardening matrix, hαβ, is written as;
hαβ = hs [ω1 + (1 − ω2) δαβ] , (3.6)
where, ω1 and ω2 are interaction constants, in this work, as in (Li et al., 2014a), it
has been assumed that in P91, all slip systems interact equally, ω1 = ω2 = 1, which
implies Taylor hardening (Taylor, 1938). The Kronecker delta is denoted by δαβ.
The accumulated equivalent plastic strain (εeq) associated with the plastic ve-
locity gradient (Lp) is defined in Equation 3.7. The accumulated equivalent plastic










In Equation 3.7, t is the current analysis time and Dp is the plastic rate of deforma-






γ̇α [Femα ⊗ nα (Fe)−1 + (Fe)−T nα ⊗mα (Fe)T ] . (3.8)
The Euler angles, at any analysis time, can be extracted from the model by rear-
ranging Equation 3.1 in terms of Fe, as shown in Equation 3.9.
Fe = F ⋅ (Fp)−1 (3.9)
Both F and Fp are known from the analysis, therefore, the elastic deformation
gradient matrix can be determined. Fe can then be decomposed into two compo-




Figure 3.2: Graphical representation of the polar decomposition of Fe into its U and R
tensors (McGinty, 2012).
Once the rotation tensor is known, the deformed rotation matrix (Q∗) can be
calculated by Equation 3.10.
Q∗ = R . Q (3.10)
where Q is the rotation matrix, based on a rotation axis sequence of Z, X, Z, calcu-
lated using the initial Euler angles (α,β, γ).
Q = ZαXβZγ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosα cosγ − cosβ sinα sinγ − cosα sinγ − cosβ cosγ sinα sinα sinβ
cosγ sinα + cosα cosβ sinγ cosα cosβ cosγ − sinα sinγ − cosα sinβ
sinβ sinγ cosγ sinβ cosβ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The deformed Euler angles (α∗, β∗, γ∗), at any time step, can be determined from
Q∗. The value of β∗ can be determined using Equation 3.11,
β∗ = cos−1(Q∗33). (3.11)
Once β∗ has been determined, the terms in the Q∗ matrix can be used to obtain the











As can be seen from Equation 3.12 there are two possible solutions for α∗. In order
to obtain a unique solution for α∗ a number of cases must be considered, which
are shown below.
If,
sinα∗ > 0 and − cosα∗ > 0
or
sinα∗ < 0 and − cosα∗ > 0





sinα∗ > 0 and − cosα∗ < 0
or
sinα∗ < 0 and − cosα∗ < 0




Satisfying one of these conditions gives a unique solution for α∗. The unique value
of γ∗ can be determined using the Q∗31 and Q
∗
32 terms of the Q
∗ matrix.
Therefore, the unique Euler angles of any time increment can be determined by
knowing the elastic deformation gradient and, therefore, the rotation tensor. It may
be noted that changes in orientation are determined by the elastic deformation
gradient, Fe, and are thus independent of Fp, which is consistent with the FeFp
formulation of Equation 3.1.
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3.3 Euler Angle Application
EBSD measurements obtain the initial crystallographic orientations of the material.
This technique provides a 2-D crystallographic orientation map of the surface,
described by the Euler angles of each point, as well as the x–y coordinates of those
points.
Two methods of applying the Euler angle data to the microscale FE model were
considered in this study. The first method groups data points of similar orientation
and applies the three average Euler angles of the group to a *MATERIAL definition
in the Abaqus input file. The second method applies values to the four corner nodes
of each element. These four values are extrapolated to the integration points of
the element to equal the value of Euler angle measured in the EBSD analysis. This
process is repeated for the three Euler angles, fully defining the orientation of each
element. In both of these methods, the EBSD data from the scanned region are used
to apply crystallographic orientation information to the FE model. The step size
of the EBSD scan (size of each pixel) and the element size in the model are equal.
Therefore, each pixel in the EBSD scan represents one element in the FE model
and the same orientation is specified at each integration point of the element. Both
methods of applying the orientation data to the FE model are discussed in detail.
3.3.1 Grouped orientation method
In this method, the EBSD data is first input into a MATLAB script developed by
Bachmann et al. (2010a,b) which groups pixels of similar orientation, within a
specified tolerance. The script then calculates the average orientation of the group.
It is necessary to group the elements so that each group can be assigned a solid
section (*SOLID SECTION) in the FE input file. The material properties and Euler
angles of that particular orientation can then be assigned to the section, via a
material definition (*MATERIAL). The UMAT is resolved at every integration point
in the model. Therefore, the UMAT selects the appropriate *MATERIAL definition
depending on the coordinates of the integration point, allowing the Euler angles in
the material definition to be applied to the integration points. Applying a grouping
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tolerance of zero would result in each element being assigned a *SOLID SECTION
and a *MATERIAL, resulting in a very large set of material definitions in the Abaqus
input file. Therefore, by applying a grouping tolerance of 0.5○, as is the case in
this analysis, the number of sections required in the FE input file are reduced. This
grouping method was used in Li et al. (2014a); Golden et al. (2014, 2015, 2016).
Table 3.1: Euler angle of a square region (16 pixels) obtained from EBSD analysis.
X Y 1st Euler angle (α) 2nd Euler angle (β) 3rd Euler angle (γ)
µm µm degrees degrees degrees
0 0 21.85 17.82 5.17
0.7 0 20.06 18.57 6.91
1.4 0 22.59 18.66 6.48
2.1 0 23.47 17.67 5.01
0 0.7 22.60 17.53 5.99
0.7 0.7 19.50 16.68 6.01
1.4 0.7 19.35 18.50 8.23
2.1 0.7 21.17 17.50 7.46
0 1.4 19.59 17.29 9.23
0.7 1.4 19.44 17.03 8.76
1.4 1.4 22.20 15.71 4.64
2.1 1.4 21.05 17.53 9.09
0 2.1 22.82 18.07 4.29
0.7 2.1 22.62 16.41 5.35
1.4 2.1 21.58 17.08 6.82
2.1 2.1 19.43 16.61 8.79
As an example of this Euler angle application method, Table 3.1 shows the
original Euler angle data obtained from the EBSD analysis of a 4×4 pixel area.
The data are input into the MTEX script in order to group the pixels of similar
orientation, within a tolerance of 3○. This tolerance value was chosen for the
example to emphasise the effect of the grouping technique; in the full analysis the
tolerance value is 0.5○. The application of a 3○ grouping tolerance to the data in
Table 3.1 results in the number of individual data point reducing from 16 to only
one data point with Euler angles of α = 21.21, β = 17.41 and γ = 6.77. This
grouping is visually represented in the IPF in Figure 3.3.
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In Figure 3.3 the blue points represent the orientations of each of the 16 pixels
within the region, obtained directly from EBSD. The spread in the original data is
brought about by the misorientation between laths within the material, approxi-
mately 2○ misorientation (Dudko et al., 2011; Panait et al., 2010b). Therefore, by
applying a 3○ grouping tolerance to the data, the lath misorientation is neglected,
resulting in a single orientation of the block.
Figure 3.3: Inverse pole figure showing the effect of applying the grouped orientation
method (misorientation tolerance of 3○) to the data presented in Table 3.1 (Blue points),
which resulted in a single orientation (Red point).
However, in order to compare the microscale model prediction of orientation
change with the experimental results, the misorientation within the block must be
retained, in order to compare the block level orientation change. Therefore, in the
microscale model, a grouping tolerance of 0.5○ was applied. The initial EBSD scan
of the region used to study the microscale deformation at a notch root in Chapter 7
contained a total of 50,400 pixels. When the grouping tolerance is applied to the
scan, the amount of orientation groups is reduced to 44,494. This means that
5,906 data points collected in the EBSD scan are neglected, resulting in a loss of
microstructural detail in the model.
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Using this method of Euler angle application each of these orientation groups
must be defined as an element set in the Abaqus input file. Each element set must
be assigned its own *SOLID SECTION and *MATERIAL, therefore, a total of 44,494
material definitions have to be included in the Abaqus input file, making the model
highly computationally demanding.
Figure 3.4: Contour plot of the direct stress in a square RVE loaded in compression
showing discontinuity in the contours brought about by material boundaries in the model.
The application of Euler angles using this method results in non-continuous
contour plots in the FE analysis, as presented in Figure 3.4. Here, an 8 × 8 element
RVE is loaded in compression, to illustrate the effect of material boundaries on the
contour plots obtained using this method.
The discontinuity of the contour plot in Figure 3.4 is due to the multiple material
boundaries in the model, as a result of the orientation grouping process. Abaqus
does not enforce continuous contours across material boundaries. Therefore, this
method of Euler angle application results in a discontinuous contour plot.
3.3.2 Average nodal orientation method
To improve the computational efficiency of the microscale model and to elimi-
nate the material boundaries, which cause the discontinuous contour plots, a new
method of assigning Euler angles to the integration points in the FE model was
developed. Abaqus does not allow direct assignment of values to the integration
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points. Therefore, values are assigned to the four corner nodes of each element, as
initial conditions (*INITIAL CONDITION) in the Abaqus input file. Abaqus then
interpolate these values to the integration points. By assigning values to the nodes
of an element, the measured Euler angles of the corresponding pixel in the EBSD
scan are indirectly assigned to the integration points in the element.
Figure 3.5: Schematic showing a 4 × 4 element mesh illustrating the 4 special cases of
elements required to determine the values to assign to the nodes of each element.
The value of Euler angle for all integration points within each element are
equal, as each element corresponds to a pixel in the EBSD scan, which has a single
orientation. To determine the values to be applied to the four corner nodes of the
elements, a MATLAB script was written with four special cases of elements. The
case to be used depends on the position of the element in the mesh. These special
cases are illustrated in the schematic shown in Figure 3.5.
Special case 1: Bottom left corner element
Element 1: Set n1 = n2 = n6 = n7 = e1
In this case, the value of Euler angle (e1) for the bottom right pixel in the EBSD
scan is assigned to all four nodes on the bottom right element (n1, n2, n6, n7).
Therefore, the average of the four nodal values, which is assigned to the integration
points in the element is the Euler angle measured in the EBSD scan (e1); this
provides a starting point for special case 2 and 3.
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Special case 2: Bottom row elements
Element 2: Set n3 = n8
e2 = n2 + n7 + 2(n3)
4
(Solve for n3) (3.15)
Here, the nodal values (n3 and n8) required to assign the Euler angle (e2) to the
integration points in the second element on the bottom row can be determined.
The value of n2, n7 and e2 are known and n3 = n8. Therefore, these values can
be determined using Equation 3.15.
Special case 3: Left column elements
Element 5: Set n11 = n12
e5 = n6 + n7 + 2(n11)
4
(Solve for n11) (3.16)
Here, the nodal values (n11 and n12) required to assign the Euler angle (e5) to
the integration points in the second element on the left column can be determined.
The value of n6, n7 and e5 are known and n11 = n12. Therefore, these values can
be determined using Equation 3.16.
Special case 4: Internal elements
Element 6: All nodes are known except n13
e6 = n7 + n8 + n12 + n13
4
(Solve for n13) (3.17)
Here, the nodal value (n13) required to assign the Euler angle (e6) to the inte-
gration points in the second element on the second row, second column can be
determined. The value of n7, n8, n12 and e6 are known. Therefore, the only un-
known value is n13, which can be determined using Equation 3.17.
This averaging process is repeated for each of the three Euler angles. Therefore,
three data sets (one for each Euler angle) of initial conditions for each node are
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defined in the Abaqus input file. By defining the orientation using this method, only
one material definition is required for the microscale model, compared to 44,494
definitions in the previous method. By eliminating the multiple property defini-
tions in the model, the computational time has been reduced by approximately
25%, leading to a more efficient modelling process. By removing the material
boundaries in the model, the discontinuity in the contour plots observed in the
grouped orientation method has been removed, as can be seen in Figure 3.6.
Figure 3.6: Contour plot of the direct stress in a square RVE loaded in compression
showing continuous contour when the average nodal orientation method is used.
To ensure the orientation data was applied correctly, the orientations within
the RVE using both methods are compared in Figure 3.7. Here the initial and
deformed orientations obtained from the 8 × 8 element microscale model, loaded
in compression is examined. The change in orientation obtained from the grouped
orientation method, with a misorientation tolerance of 0.5○, and the average nodal
orientation application method are compared in Figure 3.7 (b) and (c), respectively.
The spread in orientation is due to misorientation between the martensitic laths.
As can be seen from the IPF, both methods show identical orientation before and
after deformation. However, due to the increased computational efficiency and the
improvement in the contour plotting obtained from the average nodal orientation
method, it was decided that this method of Euler angle application would be used
for all microscale modelling undertaken in this study.
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Figure 3.7: IPF showing the orientations of each pixel within the region (a) before (blue
points) and after (red points) deformation, using: (b) the grouped orientation method
(misorientation tolerance 0.5○), and (c) the average nodal orientation method.
3.4 Crystal Plasticity Model calibration
3.4.1 Application of a uniform tension boundary condition
To calibrate the microscale model response, a periodic boundary condition was
applied, to simulate uniform tension loading. In this case, the RVE geometry is 2-D,
with the out-of-plane deformations incorporated through the use of 3-D elements
(C3D8 in Abaqus) and a periodic boundary condition, simulating columnar grains,
in the out-of-plane direction. The periodic boundary conditions presented in Keane
et al. (2008) are shown in Figure 3.8.
A displacement u2 is applied on the top left corner, which is the only displace-
ment applied to the model. The condition on the left and right boundary to achieve
the desired loading condition is outlined in Equation 3.18.
u(0, y,0) − u(0,0,0) = u(w, y,0) − u(w,0,0), (3.18)
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where u is the nodal displacement vector and w is the overall width of the RVE. The
condition applied to the top and bottom boundary is presented in Equation 3.19.
u(x,h,0) − u(0, h,0) = u(x,0,0) − u(0,0,0), (3.19)
where h is the height of the RVE. The boundary condition applied to the front and
back faces is presented in Equation 3.20
u(x, y, c) − u(0,0, c) = u(x, y,0) − u(0,0,0), (3.20)
where c is the thickness of the RVE. The node located at (w,0,0) is fixed in the y
direction, to suppress rigid body displacement and rigid body rotation about the
z axis. The node at location (0,0, c) is fixed in the x and y direction, to suppress
rigid body displacement and rigid body rotation about the x and y axis.
Figure 3.8: Periodic boundary conditions applied on the RVE for uniform tension loading.
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The mesh has a one-element thickness with a period boundary condition, rep-
resenting columnar grains in the out-of-plane direction. It has been demonstrated
that this method is effective in modelling the mechanical response of this material
in Li et al. (2011), under in-plane loading. Similar results have been obtained when
using a 2-D mesh (columnar grains), and a 3-D mesh (equiaxed grains) loaded
in-plane in Li and O’Dowd (2011). In Knezevic et al. (2014), comparisons have
also been made between 2-D and 3-D models of polycrystalline materials using
crystal plasticity. In these simulations, plane strain elements were used in the 2-D
models, which would be expected to over-constrain the out of plane displacement.
The comparison found that while the predicted strain patterns were similar in the
2-D and 3-D analyses, the 2-D simulations tended to predict higher levels of plastic
strain. Therefore, it is expected that the 2-D simulations will predict the correct
trends in terms of deformation patterns, although the predicted strain magnitudes
may be higher than those that would be predicted in a full 3D simulation.
In the FE model used to calibrate the crystal plasticity parameters, the crys-
tallographic orientations used to represent the microstructure within the RVE are
obtained through EBSD, with a step size of 0.4 µm. The element size in the FE
model is the same as the pixel size in the EBSD map. The overall size of the
RVE used in the calibration was 100 × 100 µm, giving a total of 62,500 elements.
Therefore, each pixel in the EBSD map is represented by a single element.
3.4.2 12 slip system calibration ({110}<111>)
The parameters in Equations 3.4 and 3.5 were obtained by calibrating the mi-
croscale model response, under uniaxial tension, against experimental tensile data
obtained at the relevant temperature. Details of the experimental methodology
and results used for the calibration are provided in Section 4.3.1.2 and Section 5.1,
respectively. The results of this calibration are presented in Figure 3.9.
There is good agreement between the experimental tensile data obtained from
the high-temperature tensile test and the data obtained from the monotonically
loaded microscale model. Although there are some discrepancies close to the yield
point, the stress-strain response of the model and experiment match at the strain
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levels (2%–5%) of interest in this study. The parameters used to obtain the fit
shown in Figure 3.9 can be seen in Table 3.2.
Figure 3.9: Microscale 12 slip system model calibration when loaded in uniform tension,
compared to high-temperature tensile data obtained from the material.
Table 3.2: Microscale model parameters for the {110}<111> slip systems model.
T τ0 S0 Ssat hs γ̇0 F0 p q E100 G100 G0
○C MPa MPa MPa MPa S−1 (×10−18)J - - GPa GPa GPa
500 532 38 250 40 450 0.428 0.5 1.25 97 121 140
These parameters were chosen based on a parameter study conducted using
the RVE under uniform tension. In this study, the parameters were varied indepen-
dently, to examine the effect of each parameter on the stress-strain response. The
parameter values were then chosen in order to obtain the best fit to the experimen-
tal stress-strain curve. However, as other combinations of parameter values can
give a similar response this is not a unique calibration.
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3.5 Implementation of {211}<111> slip systems
The UMAT was modified to account for slip on 24 slip systems, 12 of which are
of the type {110}<111> and 12 of type {211}<111>. The code was modified
to include the definitions of the {211}<111> systems in the slip direction and
slip plane normal matrices within the UMAT. Two additional parameters in the
crystal plasticity flow rule were added to the UMAT, to account for the different
slip activity of the {211}<111> systems.
Figure 3.10: Schematic showing the two types of slip systems considered in this model,
the image also shows that the {211} planes have a smaller inter-planer spacing compared
to the {110} planes (Kwasniak et al., 2014).
Du et al. (2018) has shown that slip can initiate on either the {110}<111>
or the {211}<111> slip systems. Therefore, by accounting for slip only on the
{110}<111> systems, the deformation behaviour of certain orientations may be
predicted incorrectly by the model.
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An example of where the 12 slip system model would incorrectly predict the
slip activity of a crystal with a (100) orientation loaded in the [010] direction can
be seen in Table 3.3.
Table 3.3: Schmid factors for all 24 slip systems for a crystal with a (001) orientation and
loaded in [010], showing that the highest Schmid factor is on the {211}<111> slip systems.
Orientation (001) Load applied in the [010]
Slip plane Slip direction Schmid factor
1 1 0 -1 1 1 0.4082
1 1 0 1 -1 1 -0.4082
1 -1 0 1 1 1 -0.4082
1 -1 0 1 1 -1 -0.4082
1 0 1 -1 1 1 0
1 0 1 -1 1 1 0
1 0 -1 1 1 1 0
1 0 -1 1 -1 1 0
0 1 1 1 1 -1 0.4082
0 1 1 1 -1 1 -0.4082
0 1 -1 1 1 1 0.4082
0 1 -1 -1 -1 1 0.4082
1 1 2 1 1 -1 0.2357
-1 1 2 1 -1 1 -0.2357
1 -1 2 -1 1 1 -0.2357
1 1 -2 1 1 1 0.2357
1 2 1 1 -1 1 -0.4714
-1 2 1 1 1 -1 0.4714
1 -2 1 1 1 1 -0.4714
1 2 -1 -1 1 1 0.4714
2 1 1 -1 1 1 0.2357
-2 1 1 1 1 1 0.2357
2 -1 1 1 1 -1 0.2357
2 1 -1 1 -1 1 0.2357
As can be seen in Table 3.3, the highest Schmid factor for this loading config-
uration is on the {211}<111> slip systems (highlighted in blue). Therefore, if
only the 12 {110}<111> slip systems are considered the deformation caused by
this loading configuration would be based on slip on the {110}<111> systems.
However, from this analysis it can be seen that the dominant slip systems are of
the {211}<111> type. Therefore, in order to correctly predict the deformation
behaviour of BCC material the {211}<111> slip systems should be included.
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Since the {211} planes are more densely packed compared to the {110} planes,
as illustrated in Figure 3.10 the energy required to cause slip on the {211} planes
is expected to be higher than that for the {110} planes.
The difference in interplaner spacing (d) of the {110} (0.203 nm) and {211}
(0.117 nm) planes will result in a higher stress required on the {211}<111>
slip systems to initiate slip. This difference in stress required to initiate slip on
the {110}<111> and {211}<111> slip systems can be quantified by the stress
required to move one dislocation on a slip plane and, therefore, initiate slip. This







where σP is the Peierls stress, µ and νpr are the elastic material constants. The
Burgers vector and interplaner spacing are represented by b and d, respectively. Due
to the smaller interplanar spacing of the {211} planes the Peierls stress required to
initiate slip on the {211}<111> slip system is expected to be higher, compared to
that of the {110}<111> systems. Therefore, the {211}<111> family of slip plane
will require different material properties in the flow rule, presented in Equation 3.4.
3.5.1 24 slip system calibration ({110}<111> & {211}<111>)
The Peierls stress (σp) at a given temperature can be represented in the flow
rule presented in Equation 3.4 by τ0µ/µ0, which is the lattice friction stress at a
given temperature. Therefore, the {110}<111> and {211}<111> slip systems
are expected to have different values of τ0, with the {211}<111> systems having
a higher value. The work of Kocks et al. (1975) shows that the Helmholtz free











3.5. IMPLEMENTATION OF {211}<111> SLIP SYSTEMS
The model presented in Kocks et al. (1975) is a lattice resistance model, based
on the nucleation of an atomic-sized double kink of length πb
√
µ0/τ0, under an anti
parabolic Peierls potential. This model was used in Busso and McClintock (1996)
to approximate F0 for a NiAl single crystal.
As there is a dependence on of τ0 on F0, the value of F0 for each slip system
family will be different, with F0 expected to be larger for the {211}<111> sys-
tems. Therefore, both τ0 and F0 are slip system dependent properties. Following
this theory the UMAT was modified to include two additional model parameters
F0 {211}<111> and τ0 {211}<111>.
As an initial calibration the flow rule parameters were kept the same as in
the 12 slip system model shown in Table 3.2, and the value of F0 {211}<111> and
τ0 {211}<111> were varied in order to fit the tensile data, as shown in Figure 3.11.
Figure 3.11: Microscale 24 slip system model calibration when loaded in uniform tension,
compared to high temperature tensile data obtained from the material.
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To obtain the fit shown in Figure 3.11, the value of F0 {110}<111> was held at
the previous value of 0.428×10−18J and F0 {211}<111> was set to 0.455×10−18J. The
values of τ0 for the {110}<111> systems also remained the same as the 12 slip
system case, and a τ0 {211}<111> value of 565 MPa was used for the {211}<111> slip
systems. Both of these parameters were increased to account for the fact that the
{211}<111> slip systems are more difficult to activate, as the interplanar spacing
of these systems is less than that of the {110}<111> systems, as discussed in
Section 3.5. The model parameters used to obtain the fit in Figure 3.11 are shown
in Table 3.4. However, this is not expected to be a unique solution, as a number of
combinations will give a similar result.
Table 3.4: Microscale model parameters for 24 slip systems model.
T τ0 {110}<111> τ0 {211}<111> F0 {110}<111> F0 {211}<111> hs γ̇0
○C MPa MPa (×10−18)J (×10−18)J MPa S−1
500 532 565 0.428 0.455 40 450
S0 Ssat p q E100 G100 G0
MPa MPa - - GPa GPa GPa
38 250 0.5 1.25 97 121 140
3.5.2 Evaluation of the 24 slip system model
To study the effect of adding the {211}<111> slip systems to the material model,
the stress and strain patterns within the region of interest, under uniform tension,
were examined. The contour plots of equivalent plastic strain within the region,
predicted by the 12 and 24 slip system models, under a global strain of 5%, are
presented in Figure 3.12. As both models have been calibrated against the same
tensile data the global response of the model is the same. However, it is surprising
that at the microscale, both the 12 and 24 slip system models show very similar
results. As can be seen from Figure 3.12, there is a very slight difference in the
equivalent plastic strain contour plot obtained from both models. Two regions
have been highlighted where there is a difference in the plastic strain pattern. By
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plotting the plastic strain within each element in the region, predicted by the 24
slip system model, against that predicted by the 12 slip system case, as shown if
Figure 3.13, the effect of adding these slip systems can be seen.
Figure 3.12: Equivalent plastic strain contour plots obtained from the (a) 12 and (b) 24
slip system models under uniform tension to a strain level of 5%.
Figure 3.13: Plot comparing the magnitude of equivalent plastic strain within each ele-
ment of the RVE predicted by the 12 and 24 slip system models.
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The data in Figure 3.13 compare the average equivalent plastic strain within
each element for the 12 and 24 slip system models. The data proves that the
{211}<111> slip systems are active. The activation of these slip systems causes
a difference in the plastic strain in each element of the 24 slip system model,
compared to that of the 12 slip system case.
Figure 3.14: Direct stress contour plots obtained from the (a) 12 and (b) 24 slip system
models under uniform tension to a strain level of 5%.
Figure 3.15: Plot comparing the magnitude of (a) direct and (b) transverse stress within
each element of the RVE predicted the 12 and 24 slip system models.
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A similar result is evident in the direct and transverse stress obtained from
both cases, shown in Figure 3.14. The differences in the magnitude of direct and
transverse stress, brought about by the addition of the {211}<111> slip systems,
can be seen in Figure 3.15.
3.6 Summary
In this chapter, the microscale model used to study the high-temperature deforma-
tion of P91 material was presented.
• The crystal plasticity modelling framework used to simulate the microscale de-
formation of the material is presented, where deformation at the microscale
is based on slip activity on slip systems.
• An improved method of Euler angle application to the RVE is also presented,
which simplifies the method of application and improves the computational
efficiency of the model.
• The parameters required for the 12 slips system model are calibrated by fitting
the average true stress/strain response of the model to the experimental
tensile response of the material, obtained from a test at 500○C and a stain
rate of 0.025%/sec.
• The UMAT was modified to include slip activity on {211}<111> slip systems,
believed to be active in some BCC materials.
• The addition of the {211}<111> slip systems resulted in a recalibration
of the model parameters and the addition of two slip system dependent
parameter F0 {211}<111> and τ0 {211}<111>.
• Analysis of the response of the 24 slip system model under uniaxial tensile
loading showed little difference in the predicted response, compared to the





This chapter outlines the various experiments that were carried out during this
research, detailing material sources and test specimen geometries, as well as the
experimental procedures and apparatus used. The modifications made to the high-
temperature tensile test machine to carry out this experimental work are also be
discussed. The P91 materials used for this study were extracted from ESB power
stations after a significant period of in-plant service. New (virgin) material is also
examined in this study. All material investigated in this work was supplied by ESB
International.
4.2 Test Specimen Geometry
4.2.1 Tensile Test Specimen
Tensile tests were conducted on both as-received and ex-service material, at tem-
peratures ranging from room temperature to 500○C. The tensile test specimen
geometry is shown in Figure 4.1. The tensile specimens were manufactured by
first removing a block of material from an ex-service P91 boiler header pipe. Wire
electrical discharge machining (EDM) was then used to extract 5 mm diameter
cylindrical rods from the block, as shown in Figure 4.2(a).
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Figure 4.1: Engineering drawing of the tensile test specimen.
Figure 4.2: Tensile test specimen manufacturing; (a) 5 mm diameter rod removed from
the P91 pipe using wire EDM, (b) fully machined tensile test specimen.
The 5 mm rods were machined to produce the tensile test specimen geometry
shown in Figure 4.2(b), using a computer numerical control (CNC) machining.
The specimen gauge diameter was limited by the gripping apparatus available on
the high-temperature testing rig, which was designed for specimens of 5 mm total
diameter, meaning that the gauge diameter was limited to 4 mm. The gauge length
of the specimen was also limited to 25 mm, as the high-temperature extensometer
available had a fixed gauge length of 25 mm. These specimen dimensions result
in a gauge diameter (D0) to gauge length (L0) ratio of 1:6.25, which is higher
than the ASTM standard ratio of 1:4 outlined in the standard for tensile testing
of metallic materials (ASTM E8 / E8M-16a, 2016). As this specimen geometry
does not conform to the dimensions specified in the standards, the tensile response
of the specimen has been compared to that obtained from a specimen with the
standard ratio of D0:L0 = 1:4. The latter tests were carried out on an Instron 8800
tensile test machine at NUI Galway. The D0:L0 = 1:6.25 test was conducted on the
same material, using the Tinius Olsen high-temperature test rig at the University of
Limerick. The result of this comparison is presented in Figure 4.3, for a test carried
out at 500○C at a strain rate of 0.025%/sec.
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Figure 4.3: Tensile response obtained from a specimen with D0:L0 = 1:6.25 (data from
the University of Limerick) compared with that of a specimen with the ASTM standard
ratio of 1:4 (data from NUI Galway).
As can be seen in Figure 4.3, there is little difference between the responses
of the two specimen geometries. Therefore, it was decided that a D0:L0 ratio of
1:6.25 was a suitable ratio to use in this study. An advantage of the small diameter
specimens is that more specimens can be obtained from the limited supply of
available material, compared to the larger specimen sizes tested at NUI Galway.
4.2.2 Modified Notch Specimen
A modified compact tension specimen geometry was used to examine the high-
temperature microscale deformation under multiaxial loading. The dimensions of
the specimen, shown in Figure 4.4, were obtained from the ASTM standard for
fracture toughness measurement (ASTM E1820 - 01 , 2018).
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Figure 4.4: Engineering drawing for the ASTM standard test specimen for fracture tough-
ness testing.
This specimen geometry was chosen for this study as it was a compact size,
allowing it to easily fit inside the Hitachi SU-70 SEM for the imaging and EBSD
measurements. However, in order to obtain a concentrated area of high inelastic
strain, the specimen geometry was modified to include a notch of radius 0.35 mm,
as shown in Figure 4.5. These specimens were extracted from the same block of
ex-service P91 steel as the tensile test specimens using wire EDM. The use of wire
EDM machining allowed for careful control over both the width and notch root
shape of the modified notch.
The addition of this notch resulted in a concentrated deformation field around
the notch root. This notch root also acts as an area identifier for the region of high
deformation, allowing the same area to be identified in the SEM before and after
the test to determine the microscale deformation. This will be discussed in more
detail in Section 4.3.4.
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Figure 4.5: Engineering drawing showing the modifications made to the standard test
specimen to include a blunt notch.
4.3 Experimental methodology
4.3.1 High-temperature mechanical testing
This section describes the modifications made to the high-temperature test rig at
the University of Limerick, as well as a detailed experimental methodology for con-
ducting both high-temperature tensile and notched specimen mechanical testing.
4.3.1.1 Test rig modifications
Before conducting high-temperature testing, some modifications were made to
the pre-existing high-temperature test rig. The first of these modifications was the
replacement of high-temperature insulation inside the furnace. This material was
extremely brittle and had been damaged in numerous places. When replacing the
insulation, the position of the resistance heating elements was changed to ensure
the specimen was heated uniformly; this was achieved by trialling several element
positions, before finding the optimum location.
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Modifications were also made to the machine, which significantly reduced the
time required to change the testing configuration, from a tensile to a notch speci-
men test. Previously, a change to the set-up of the test machine would have taken
2-3 hours to complete, as the furnace had to be removed, to change the specimen
grip type, and then fixed back into place and realigned. The modifications reduced
this change over time to approximately five minutes. These modifications can be
seen in Figure 4.6.
Figure 4.6: High temperature test machine bottom anchor set-up: (a) before modifica-
tions, (b) after modifications.
In the previous test machine set-up, shown in Figure 4.6(a), the specimen grip
was fixed to the bottom of the furnace via a coupling. Therefore, the applied force
was transmitted through the base of the furnace, rather than the test machine
bed. This was a possible source of error in the data, due to elastic deformation
of the furnace base and plate. Therefore, a new specimen grip anchor system
(see Figure 4.6b) was designed, so the bottom anchor point was fixed to the bed
of the test machine. This anchor point could remain in place during the change
in test configuration, removing the need for realignment. A number of specimen
grip inserts were manufactured to fit into the new anchor points for each test
configuration, significantly reducing the time required for the changeover. These
modifications also allowed the furnace to move in and out of position on rails, to




A programme of tensile testing was conducted to examine the effect of temperature
and strain rate on the mechanical properties of ex-service P91. These test also
provided the material parameters required for the FE models of the material. The
material was tested at room temperature and 500○C, at strain rates of 0.025 %/sec
and 0.1 %/sec.
During a tensile test, the specimen is fixed between the machine bed and the
crosshead by the M5 threaded ends of the sample, as shown in Figure 4.7.
Figure 4.7: Tensile test set-up showing the high temperature extensometer and the ther-
mocouple wire fixed to the test sample inside the furnace.
The strain during the test was measured using an Epsilon high-temperature
extensometer, which is attached to the sample via chisel-ended ceramic rods, mak-
ing contact with the top and bottom of the specimen gauge length. The initial
gauge length of the extensometer is set by placing a 20 mm gap gauge between the
two ceramic rods, which yielded a 25 mm gauge length. The load was measured
using a 10 kN load cell attached between the top of the specimen and the machine
crosshead. The data from both the extensometer and load cell are transmitted to a
PC running Tinius Olsen’s Horizon software. This software can be used to control
the movement of the machine crosshead and to set the test parameters, such as the
desired strain rate. When conducting a room temperature test, a 70 N preload is
applied to the specimen to remove any slack in the machine. The force was then
zeroed before commencing the test. When conducting a high-temperature test, the
furnace is first moved into place, the sample is then inserted into the machine and
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the extensometer attached. A thermocouple is placed in contact with the surface
of the specimen, in the middle of the gauge length. This thermocouple creates a
feedback loop to a Eurotherm PID controller, which controls the temperature, ramp
rate, and dwell level during the test. The temperature ramp rate in this study is set
to be 20○C/min and the dwell level was set to the desired test temperature.
Once the extensometer and thermocouple are in place, the interior of the fur-
nace is packed with high-temperature insulation. The furnace door is then sealed,
as shown in Figure 4.8. This insulation creates a near isothermal environment
around the test specimen while minimising heat transfer to the walls of the fur-
nace. Any heat transferred to the walls of the furnace is removed by the cooling
water circulating within the furnace walls.
Figure 4.8: High temperature test set-up: (a) the furnace packed with insulation showing
the test specimen surrounded by insulation, (b) the furnace door sealed showing the high
temperature extensometer outside the furnace door.
Once the furnace is sealed the temperature of the specimen is increased at a
controlled rate until it reaches the desired test temperature. When the test temper-
ature is reached, the PID controller maintains the specimen at that temperature.
The specimen is then allowed to soak at the test temperature for 40 minutes. The
preload of 70 N is then applied to the specimen before starting the test.
When the test is completed, the temperature controller is turned off to allow
the sample to cool before removing it from the machine.
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4.3.1.3 Notched specimen testing
High-temperature testing was carried out on ma notched test specimen geometry,
to analyse the multiscale deformation of the material under near service condi-
tions. This specimen geometry allowed for detailed examination of the microscale
deformation at a notch root. The notch specimen test set-up is shown in Figure 4.9.
Figure 4.9: Notch specimen test set-up: (a) The test specimen held between the two pin
and clevis grips. The ceramic rods of the extensometer are fixed inside the grooves on the
front of the specimen, as shown in (b).
The specimen is held between two pin and clevis grips, with a loading pin
passing through the clevis and the holes in the specimen, allowing for a load to
be applied during the test. The initial gauge length of the extensometer is set to
25 mm by placing the chisel-ended ceramic rods in the grooves on the front of
the specimen, as seen in Figure 4.9(b); this eliminates the requirement of setting
the gauge length with the gap gauge, as is the case with the tensile test. The ther-
mocouple is placed in contact with the notch root, half-way through the thickness
of the specimen. The furnace is then packed with insulation and sealed, before
heating the specimen. When the desired temperature is reached, the specimen is
left to thermal soak for two hours to ensure it has reached thermal equilibrium. A
70 N preload is then applied to remove any slack before beginning the test.
The loading cycle required for this test was determined from the macroscale
FE analysis (see Chapter 7). For this study, a strain of 2% was required at the
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notch root. Therefore, according to the FE model, a notch opening displacement of
1.38 mm was required. This notch opening displacement corresponds to a strain
of 5.36% on the extensometer. Therefore, the test was programmed to load until a
strain of 5.36% was reached, at 0.025%/sec, and then unload to 0 N at the same
rate. On completion of the test, the specimen is cooled and removed from the
furnace to be prepared for post-test EBSD analysis.
4.3.2 Surface preparation for scanning electron microscopy
4.3.2.1 Grinding
Grinding is the first stage of the surface preparation, which involves removing mate-
rial from the surface using abrasive paper, impregnated with silicon carbide partials,
on a rotating table. By placing the specimen surface on the rotating grinding wheel,
the material is removed in a controlled fashion. This process was carried out on a
Buehlers Phoenix 4000 sample preparation system, as shown in Figure 4.10.
Figure 4.10: Buehlers Phoenix 4000 sample preparation system used for grinding and
polishing of microscopy samples
The grinding process involves removing material from the surface of the sample
using a series of grinding papers with decreasing grit size. The first abrasive paper
grade used in this procedure was P240 (Grit size 58 µm). This is a very coarse
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grade of paper, used to remove any large surface defects and to obtain a level
sample surface. Before reducing the grit size of the abrasive paper, there must be
no defects, such as scratches on the surface, deeper than the current grit size. To
ensure this, a manual polishing method was developed, which is illustrated in the
schematic shown in Figure 4.11.
Figure 4.11: Schematic of specimen orientation relative to the grinding/polishing plate
used in the microscopy sample preparation.
For each abrasive paper grade, the specimen is first placed on the grinding sur-
face, with the notch parallel to the X-axis, as shown in Figure 4.11(a). The sample
is held in this position for approximately 2 minutes. After this step, the scratches
on the surface run perpendicular to the notch. The sample is then rotated 90○ to
the position shown in Figure 4.11(b), where the notch is parallel to the Y -axis.
The grinding direction, in this case, is perpendicular to the scratches formed in the
first position. Grinding continues in this position until all the surface scratches run
parallel to the notch. The sample is then rotated back 90○ to the initial position,
shown in Figure 4.11(a). The grinding is continued until the scratches run perpen-
dicular to the notch, with no evidence of scratches parallel to the notch. When this
has been achieved, there is no defect on the specimen surface deeper than 58 µm.
Therefore, the grit size can be reduced. This process is repeated for grinding paper
of grades P600, P1200, and P2500 which have grit sizes of 26 µm, 15 µm, and
8.5 µm, respectively. When this series of grinding has been completed, the surface




The initial polishing stages are also carried out on the Buehlers Phoenix 4000 sam-
ple preparation system, using the same technique as described in Section 4.3.2.1.
However, the major difference between grinding and polishing is the abrasive used.
Grinding uses a paper with fixed silicon carbide particles. Polishing uses a non-
abrasive napped cloth, onto which a water-based suspension containing diamond
particles of a specific size is applied. When the suspension is applied to the cloth,
the particles are caught in the naps, creating a very fine abrasive surface.
The technique outlined in Figure 4.11 is repeated for each diamond suspension
size. The polishing time for each position of the sample is approximately 8 minutes.
The diamond suspensions sizes used in this technique were 1 µm and 0.3 µm,
with a final manual polishing step using a 0.025 µm colloidal silica solution. After
cleaning with distilled water and isopropanol, the surface is of acceptable quality
for optical and scanning electron imaging. As EBSD is a surface-sensitive technique,
an additional polishing step is required to achieve a perfect mirror finish on the
surface, to maximise the quality of the Kikuchi patterns (NanoAnalysis, 2019).
This final polishing step is carried out in a Buehlers VibroMet 2 vibratory polisher,
shown in Figure 4.12(a).
Figure 4.12: Buehlers VibroMet 2 vibratory polisher, used for final polishing prior the
conducting EBSD experiments: (1) polishing pad (2) sample holder, (3) microscopy sample
mounted in epoxy, (4) weights.
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In this step, a mixture of distilled water and 0.025 µm colloidal silica solution is
poured onto the black polishing cloth, shown in Figure 4.12(a) (1). The sample (3)
(see Figure 4.12b) is fixed into the holder (2) by a grub screw. The polishing rate
can be controlled by adding or removing the weights (4) on the sample holder. The
sample is then placed onto the vibrating polishing cloth, where it rotates around
the table due to the vibration, polishing the surface in the process. The sample is
left in the polisher for 2-3 hours to achieve a perfect mirror finish. The sample is
then removed before cleaning the cloth and sample, to remove all traces of the
polishing solution. The sample is then put back into the polisher for approximately
1 hour in pure distilled water. This ensures that all polishing residue has been
completely removed from the sample surface. The sample is then cleaned using
isopropanol and is ready for EBSD analysis. For the best EBSD results, the analysis
should be carried out immediately after the preparation stage, to avoid surface
degradation and contamination over time.
4.3.2.3 Broad ion beam milling
Due to the surface deformation at the notch root and the existence of a thin ox-
ide layer on the sample surface, caused by the high-temperature deformation, a
specialised technique is needed to polish the post-test notched specimens. This
technique is broad ion beam polishing, which uses a beam of accelerated argon
ions to bombard the surface of the sample sputtering atoms from the surface, as
shown in Figure 4.13. Here, the sample is placed on a rotating stage, with an ion
gun aimed at the surface at an attack angle of approximately 10○. This technique
slowly removes material at the atomic level and produces no surface deformation,
making it an ideal process for EBSD surface preparation. Another advantage of
this process is that it is a "dry" polishing technique, so no cleaning of the surface is
required, avoiding sources of contamination.
When carrying out this technique, it is crucial not to over-expose the surface
to the beam, as to do so would result in the removal of the surface from which
the initial EBSD scan was obtained. Therefore, several trial and error experiments
were carried out to obtain the optimum beam settings and exposure time required
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to remove the oxide layer, but not remove any material scanned in the initial EBSD
analysis. These settings are shown in Table 4.1.
Figure 4.13: Schematic of the broad ion beam polishing technique (Wang et al., 2016).
Table 4.1: Optimum operating conditions used for broad beam polishing.
Working pressure Accelerating current Accelerating voltage
Pa mA V
0.173 20 500
Argon flow rate Charge neutralizer Polishing time
cm3/min — minutes
4 Yes 15.2
This technique was not used to prepare the notch specimens for the pre-test
EBSD scan of the high-temperature microscale deformation measurement, as the
conventional diamond suspension polishing technique had been perfected before
this technique became available. Therefore, it was decided to carry on using the




In order to examine the martensitic microstructure of P91 under the microscope,
an etchant had to be applied to the surface, which selectively attacks certain fea-
tures of the microstructure, while leaving others intact. In this study, there were
two different types of etchant used. Golden (2016) suggested a micro-etch for use
on martensitic steels. However, the use of Vilella’s Reagent is recommended for
martensitic steels in (ASTM E112-12, 2012). The composition of both of these
etchants is presented in Table 4.2.
Table 4.2: Composition of a micro-etch and Vilella’s reagent.
Micro-etch Vilella’s Reagent
45 ml Glycerol 100 ml Ethanol
15 ml Nitric Acid 1 g Picric acid
30 ml Hydrochloric Acid 5 ml Hydrochloric acid
The exposure time required to obtain the desired degree of etching on the
surface was found by immersing the sample in the etchant and checking the surface
under a microscope, at intervals of 10 seconds. From this experiment, the optimum
exposure time for the micro-etch was 90 seconds and for Vilella’s reagent was 50
seconds. Exposure exceeding this resulted in over-etching, evident from burning
of the surface visible to the naked eye, as well as pitting on the surface observed
under the microscope. Great care must be taken when storing Vilella’s reagent,
as the active ingredient (picric acid) is highly explosive in its crystallised state.
Therefore, to prevent crystallisation of the picric acid, the etchant should not be
stored for more than a period of 2 years, from the date of purchase.
Comparison of the two etched surfaces after the appropriate optimum expo-
sure time is presented in Figure 4.14. As can be seen, the microstructure of the
material is much clearer in the sample etched with Vilella’s reagent (Figure 4.14b),
compared to that using micro-etch (Figure 4.14a). Vilella’s reagent was, therefore,
used for all the etching in this study.
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Figure 4.14: SEM micrographs of P91 etched using: (a) micro-etch, (b) Vilella’s reagent.
4.3.3 Sample preparation for TEM
Two specimen preparation techniques have been used to prepare TEM samples.
The choice of technique to be used depends on which features are being investi-
gated in the TEM. These preparation techniques are electropolishing, used when
studying the bulk material, and the carbon film replica technique, used to study
the composition and distribution of precipitates in the material. Each of these
techniques are explained in detail in this section.
4.3.3.1 Electropolishing
Electropolishing is one of the most commonly used TEM sample preparation tech-
niques. The first step in this process is to cut a thin slice of material approximately
1 mm thick. This slice is then fixed to an epoxy stub using crystal bond adhesive,
which holds the sample during preparation. This adhesive is solid at room tempera-
ture but when heated turns to a liquid state, allowing the slice to be removed after
the initial preparation step.
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After the slice has been fixed to the stub, it is ground on one side, using the
grinding technique explained in Section 4.3.2.1. The slice is removed from the stub
to measure its thickness using a micrometre. The slice is then turned upside down
and reattached to the stub. The overall height of the slice and stub assembly is then
measured, using a dial indicator. The slice is then ground so that the thickness is
approximately 100 µm. The slice is then removed from the stub and taken to a
hole punching apparatus, where 3 mm diameter discs are punched out of the slice.
These discs are then polished in a twin jet electropolishing process to produce TEM
samples. A schematic of the twin jet polisher is shown in Figure 4.15.
Figure 4.15: Schematic of the electropolishing experimental set-up used for the prepara-
tion of TEM samples (Zhang et al., 2013).
In this process, the discs are placed between two opposing jets of a cooled
electrolyte (6%, perchloric acid, 34% butanol and 60% methanol). The electrolyte
attacks each side of the sample reducing the thickness. The polishing process is
automatically stopped when a centre hole is formed in the disc; this is achieved by
a light-dependent switch positioned on one side of the sample and a light source
on the other. When the light passes through the hole in the sample, the polishing
process is stopped. An area of ultra-thin material remains around the hole, which
is electron transparent and can be viewed in the TEM. Specimen prepared using
this method are referred to as thin foil specimens.
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Alternatively, TEM specimens can be extracted from the material using a focused
ion beam (FIB), producing a TEM lamella. The use of this technique allows for the
extraction of TEM samples from selected areas in the bulk specimen, for example,
from inside a martensitic lath. The use of a FIB was not available in this study.
However, FIB capabilities have recently been installed at the University of Limerick.
4.3.3.2 Carbon film replica
The carbon film replica technique is used to examine precipitate particles, without
any interaction from the surrounding material. The first step in this process is
to prepare the sample using the method outlined in Section 4.3.2. The polished
sample is then etched using Vilella’s reagent, as described in Section 4.3.2.4. The
etchant attacks the material matrix while leaving the precipitates intact and pro-
truding out of the sample surface. A thin carbon coating is then applied to the
surface. A square grid is scored onto the surface of the sample using a sharp blade,
which breaks up the carbon film. The sample is then submerged in a container of
Vilella’s reagent. The etchant further attacks the matrix, releasing the carbon film
segments containing the precipitate particles from the sample, which float on the
surface of the etchant. A copper TEM grid is then passed through the surface of the
etchant catching the sample segments of the carbon film, which can then be used
as a TEM sample, allowing for the analysis of the precipitate particles.
4.3.4 EBSD analysis
The EBSD analysis to examine the microscale deformation experienced in the ma-
terial during high-temperature testing was conducted in two stages. The specimen
surface was first prepared for EBSD using the procedure described in Section 4.3.2.
An EBSD scan is taken at the notch root of the specimen to obtain the initial mi-
crostructure before any deformation. The scan size was 126 × 196 µm centred on
the notch, with a step size of 0.7 µm. The scan area was also offset from the notch
root by 75 µm, as shown in Figure 4.16(a). This was to avoid areas of excessive
damage close to the notch root being included in the post-test EBSD analysis.
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Figure 4.16: SEM image of the notch root of the high temperature deformation test
specimen showing the location of the EBSD scan (a) before, and (b) after testing.
Following mechanical testing, the oxide layer produced during the high-temperature
test is removed by broad beam ion milling, as discussed in Section 4.3.2.3, before
returning the sample the SEM for the post-test EBSD scan.
The optimum SEM stage tilt angle for maximum backscattering yield and, there-
fore, to obtain the clearest diffraction patterns for EBSD is 70○ (Rollett and Barmak,
2014), which was the angle the stage was set to for the initial EBSD scan. However,
after testing, the surface directly adjacent to the notch root is deformed, causing an
offset between the area of interest of the EBSD scan and the undeformed surface
of the sample. Therefore, this offset was corrected for when choosing the stage tilt
angle for the post-test EBSD scan. The angle of the region of interest, relative to
the undeformed surface, was determined by obtaining a topographical map of the
deformed surface using laser profilometry. The angular offset was then corrected
for in the stage tilt angle so that the region of interest was tilted at 70○ to the
horizontal plane.
When positioning the post-test EBSD scan, it is difficult to determine, precisely,
the area containing the initial microstructure. Therefore, the size of the post-test
scan was increased to 166 × 236 µm, keeping the step size at 0.7 µm. The offset
distance from the notch root was also reduced to 55 µm. This increase in size was
to ensure that the area scanned in the initial scan was also captured in the post-test




In this chapter, the experimental techniques and methodologies used to study the
high-temperature behaviour of P91 material were outlined. The combination of
these techniques defines a multiscale experimental methodology to measure the
microscale deformation of the material.
• A test methodology was presented for testing of tensile and notched specimen
at high-temperature. The modifications made to a Tinius Olsen tensile test
machine to allow high-temperature testing were also detailed.
• The surface preparation technique to obtain a surface suitable for EBSD has
been outlined. The removal of the thin oxide layer, produced during high-
temperature testing, was achieved through polishing in a broad ion beam.
• Vilella’s reagent was determined to be the most effective etchant for P91,
revealing the PAG boundaries and the hierarchical microstructure.
• Two methods of TEM specimen preparation used in this study were outlined.
The first of these methods is thin foil sample preparation, which allows obser-
vation of the material matrix. The second method is the carbon film replica,
where particles can be analysed without the presence of the material matrix.
• Finally, the EBSD methodology to obtain the orientation maps of the mi-




5.1 Tensile testing of P91
This section presents tensile test data for P91, with varying service histories. Test
were carried out at temperatures of 25○C and 500○C, with strain rates of 0.025%/sec
and 0.1%/sec. The test specimens were extracted from P91 pipes using wire EDM,
as discussed in Section 4.2.1. Three specimens were tested for each condition and
the values presented in the following figures are the mean values.
5.1.1 Effect of service history
The ex-service materials used in this study were extracted from two ESB power
stations; Coolkeeragh and Aghada. Tensile testing was also conducted on virgin
(as-received) P91, which had seen no service and was used as a control, to examine
the effect of service history on the material. The details of the service history of the
two materials under study are shown in Table 5.1.
Table 5.1: Service history of ex-service P91 material (Scully, 2015).
Power station Service period Service temperature Number of starts
Coolkeeragh 63,000 hours 150–420○C 483
Aghada 20,200 hours 540–620○C 413
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The Coolkeeragh power station is a gas-fired plant, producing 400 MW of power;
this output consists of a 260 MW combined cycle gas turbine (CCGT) and a 140
MW steam turbine. The Aghada power station is also gas-fired and has a total
power output of 963 MW of which a steam turbine produces 270 MW.
The effect of service history on the tensile response of P91 is shown in Fig-
ure 5.1. The tensile response obtained from the as-received, Coolkeeragh, and
Aghada material are compared at a temperature of 500○C and a strain rate of
0.025%/sec. All curves presented are the average of 3 tests, conducted under the
same test conditions.
Figure 5.1: High temperature (500○C) tensile curves obtained from the three different
P91 sources tested at a strain rate of 0.025%/sec.
As can be seen in Figure 5.1, the tensile response of the Coolkeeragh material,
which has seen 63,000 hours of service, is similar to that of the as-received material.
However, the Aghada material shows a significant reduction in yield and ultimate
tensile strength (UTS) after only 20,200 hours. This may be because the Aghada
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material has seen a higher plant start-up frequency within its service period and
higher operating temperatures, compared to the Coolkeeragh material. The effect
of plant start frequency on the yield strength and UTS is presented in Figure 5.2.
Figure 5.2: The effect of plant start-up frequency on the mechanical properties of P91.
As can be seen in Figure 5.2, there is a decline in the material properties of P91
with increasing start-up frequency. The Aghada material was also subjected to a
much higher service temperature, compared to the Coolkeeragh material. Shibli
and Starr (2007) have shown that increased cycling in fossil fuel power stations
can lead to premature failure of components, brought about by thermal fatigue.
5.1.2 Effect of Test Temperature
The effect of test temperature on the mechanical properties of P91 was also in-
vestigated in this study. Figure 5.3 shows the effect of test temperature on the
mechanical response of the as-received material, at a strain rate of 0.025%/sec.
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Figure 5.3: The effect of temperature on the tensile response of as-received material: (a)
up to failure, (b) up to 4% strain.
As can be seen from Figure 5.3(a), there is a reduction in the yield strength
and UTS of the as-received material at 500○C. The reduction in yield strength
measured in this study was approximately 18%, which is lower than observed in
Yaghi et al. (2005), where a 25% reduction was seen in P91. However, as is evident
from Figure 5.3(b) there is no reduction in the Young’s modulus of the as-received
material at elevated temperatures. The room temperature Young’s modulus of
the as-received material (173.5 GPa) is much lower than reported in Yaghi et al.
(2005) and Haarmann et al. (2002), who state that the room temperature modulus
is approximately 230 GPa. Yaghi et al. (2005) observed that Young’s modulus
reduced by approximately 21% when the material was tested at 500○C. The reason
for the very low room temperature modulus in the as received material is unclear
and requires further investigation. Although there was no reduction in modulus
observed in the as-received material, a modulus reduction was observed in both the
ex-service materials, as shown in Figure 5.4. In the Aghada material, the modulus
reduces by 25% from a room temperature value of 230.6 GPa, which is similar to
the reduction observed by Yaghi et al. (2005). The Coolkeeragh material, however,
shows a much greater reduction in modulus of 42% from a room temperature
modulus of 235.3 GPa. The increased effect of temperature on the modulus of the
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Coolkeeragh material may be due to the fact that it has seen a more extended
service period and, therefore, may have experienced some induced creep damage
from high-temperature service.
As can be seen from Figures 5.3 and 5.4 there is also a significant effect of
temperature on the yield strength of the materials. This effect is similar in the
three materials with a reduction of 20%, 23%, and 19% observed in the as-received,
Coolkeeragh, and Aghada material, respectively. This reduction in yield strength is
consistent with that seen in Yaghi et al. (2005), where a 22% reduction in yield
strength was observed at a temperature of 500○C.
Figure 5.4: The effect of temperature on the tensile response of ex-service P91 up to a
strain of 4%: (a) Aghada material, (b) Coolkeeragh material.
5.1.3 Effect of strain rate
The effect of strain rate on the tensile response was examined in all three materials,
at a temperature of 500○C. The data obtained from tests on the as-received material
can be seen in Figure 5.5. As can be seen from Figure 5.5(a), the yield and ultimate
tensile strength of the material increase slightly when the strain rate is raised to
0.1%/sec. There is also an apparent increase in Young’s modulus observed in the
as-received and Coolkeeragh materials, as shown in Figure 5.5 and Figure 5.6,
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respectivly. However, the strain rate is not known to affect the Young’s modulus
of metallic materials. Therefore, this difference in modulus can be explained by
variability in the experimental data. In the Coolkeeragh and Aghada material, the
yield strength and UTS also increase slightly due to the increase in strain rate, as
can be seen in Figure 5.6 and Figure 5.7, respectively.
Figure 5.5: Tensile curve obtained for the as-received material showing the effect of strain
rate on the tensile response of the material: (a) up to failure, (b) up to 4% strain.
Figure 5.6: Tensile response of the Coolkeeragh material showing the effect of increasing
the strain rate from 0.025%/sec to 0.1%/sec: (a) up to failure, (b) up to 4% strain.
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Figure 5.7: Tensile curves obtained from tests on the Aghada material at strain rates of
0.025%/sec and 0.1%/sec: (a) up to failure, (b) up to 4% strain.
As can be seen from Figures 5.5, 5.6, and 5.7, the UTS increases and the ductility
decreases with increasing strain rate in all materials studied.
5.2 Microscopy of P91
This section presents the results obtained from electron microscopy analysis carried
out on P91 to characterise the microstructure of the material, making use of various
quantitative microscopy techniques such as EBSD and EDS, as well as imaging in
both SEM and TEM.
5.2.1 Composition of P91
The chemical composition of the three materials used in this work was determined
through EDS. The results of this analysis are shown in Table 5.2. The balance of
the composition is made up mostly of iron (Fe). As can be seen from Table 5.2, all
three materials have a very similar composition and all fall within the composition
specifications outlined in ASTM A335 /A335M (2019). Minor alloying elements,
such as nitrogen (N) and niobium (Nb) are also present in the material in very low
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concentrations. As discussed in Section 2.2, these elements play a major role in
the formation of precipitates in the material, which are examined in Section 5.2.3.
Another key element of the composition of P91, which is not shown in Table 5.2 is
carbon (C), as carbon cannot be detected using EDS. The detection of carbon
content requires the use of wavelength dispersive spectroscopy (WDS), which
was not conducted in this study. However, since all other measured elemental
compositions fall within the ASTM standard, it is expected that the same is true
for carbon. Therefore, it is assumed that the carbon content of the materials in this
study is 0.08–0.12%wt C.
Table 5.2: The composition of all three P91 materials obtained from EDS analysis of the
materials, compared to the standard composition outlined in ASTM A335 /A335M (2019)
%wt Si V Cr Mn Ni Mo
As-received 0.33 0.21 8.99 0.52 0.18 0.99
Coolkeeragh 0.32 0.22 9.03 0.49 0.16 1.05
Aghada 0.35 0.22 9.13 0.48 0.24 0.88
ASTM A335 0.2 - 0.5 0.18 - 0.25 8.0 - 9.5 0.3 - 0.6 0.4 max 0.85 - 1.05
5.2.2 Estimation of block size
The block size, which is believed to play a major role in the tensile strength of metal-
lic material, was determined for each material, using the line intercept method
(ASTM E112-12, 2012) in conjunction with an EBSD map. The line intercept
method counts the number of high angle grain boundary (HAGB) intersections
along a line of fixed length in an EBSD map. A HAGB is defined as a boundary
with a misorientation ≥ 15○ (Dudko et al., 2011; Panait et al., 2010b). There were
30 measurements carried out on each material to obtain the average block size,
calculated using Equation 5.1.
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This procedure was conducted on two different areas of a sample of as-received
material, as well as the Coolkeeragh and Aghada ex-service materials.
The mean diameter method was also used to determine the average block size.
This method uses an MTEX code to calculate the area of each block in an EBSD
scan. MTEX is a MATLAB toolbox for crystallographic texture analysis. In MTEX, a
block boundary segment is defined when the misorientation between two neigh-
bouring pixels in the EBSD scan is ≥ 15○. When these segments close a loop, a block
boundary is defined. The area enclosed by this boundary (A) is then calculated.
The equivalent diameter of each block in the scanned region can be calculated
using Equation 5.2 (ASTM E112-12, 2012). The average equivalent diameter of
the region is then calculated.





Consistent results of average block size are obtained from both the line intercept
and equivalent block diameter method for each material, as shown in Table 5.3.
Table 5.3: Comparison of the block size obtained from the line intercept and the equivalent
diameter method for all three materials.




The similarity in the block size in the as-received and Coolkeeragh material
explains why these materials show a very similar tensile response, as shown in Fig-
ure 5.1. The lower tensile strength seen in the Aghada material may be explained
by its larger block size, relative to the Coolkeeragh and as-received material. This
behaviour is consistent with the Hall-Petch relationship between grain size and
strength, which shows that decreasing block size results in an increase in the
strength of metallic materials. Armstrong (1970) has shown that the Hall-Petch
relation holds for the flow stress at any strain for low carbon ferritic steels.
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PAG and packet size is not as easily determined as block size, because the PAG
and packet boundaries are made up of segments of block boundaries. Therefore,
their size cannot be determined by grain boundary misorientation analysis. The
PAG size of the Coolkeeragh material was estimated using micrographs, etched
with Vilella’s reagent, to be approximately 18 ± 4 µm. This size is consistent with
observations made by Li and Mitchell (2013) and Abe et al. (1992). In Sun et al.
(2019) the size effect of PAGs, packets, and blocks on the tensile response of P91
was examined, using a modified Voronoi tessellation (VT) model. This study found
that varying the packet size from 2.25–18 µm did not affect the tensile response
of the material. Therefore, due to the difficulty in distinguishing packet boundaries
in EBSD scans the packet size was not measured in this study, as it is not believed
to be significant in the study of the deformation behaviour of martensitic steels.
5.2.3 Precipitates in P91
The composition and distribution of precipitates in P91 was examined, using SEM
and TEM with various imaging modes coupled with EDS.
In order to study these precipitates in the SEM, a backscattered electron (BE)
imaging mode must be used, which gives compositional contrast. Therefore, this
imaging mode can be used to identify possible precipitates in the bulk material.
However, compositional analysis must be carried out to identify these particles. The
composition of some particles, present in the bulk material, was examined using
a combination of BE imaging and EDS line scanning. Examples of the EDS results
identifying both of the common P91 precipitates are shown in Figures 5.8 and 5.9.
Figure 5.8 shows a BE image of an area, where a particle with an approximate
diameter of 500 nm was found in the lower right corner of the image. An EDS line
scan was taken across this particle, which showed a peak in chromium, molybde-
num, and carbon. A reduction in the iron content suggests that the particle has a
lower iron content, compared to the surrounding material. These peaks identified
the particle to be an M23C6 (M = Cr, Fe, Mo) precipitate. This analysis was also
carried out on another particle in the same area, which can be seen in Figure 5.9.
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Figure 5.8: EDS line scan analysis identifying a particle (indicated by white arrows) as
an M23C6 precipitate.
Figure 5.9: EDS line scan analysis of a particle (indicated by white arrows) identifying it
as a vanadium rich MX-type precipitate.
The particle shown in Figure 5.9 has a diameter of approximately 50 nm. The
darker contrast in the BE image in Figure 5.9 indicates that this particle has a
lower atomic number than the M23C6 precipitate. The EDS line scan across the
particle shows a spike in the vanadium content in the location of the particle. A
reduction in the iron content, compared to the surrounding material is also noted.
Therefore, this particle can be identified as a vanadium-rich MX type (M = V or Nb
and X = C or N) precipitate. There is also an apparent spike in chromium content
(see Figure 5.9). However, it is assumed that this increase in chromium content is
121
5.2. MICROSCOPY OF P91
brought about by the beam interaction with an M23C6 precipitate below the surface,
as there is no change in contrast in the BE image of the surface. This interaction
can be seen in an elemental map of the region, as shown in Figure 5.10.
Figure 5.10: EDS mapping of the area outline in the purple square, showing vanadium
rich areas on the surface. Chromium rich areas are also present, not visible in the BE image.
As can be seen from Figure 5.10, there is a chain of particles with a high
concentration of vanadium. These areas correspond to the chain of black particles
shown in the backscattered image (left side of Figures 5.9 and 5.10), identified
as V-rich MX precipitates. Areas of high chromium content are also evident from
the elemental map of the region. However, there is no evident change in contrast
in the BE image corresponding to these chromium-rich areas. Therefore, these
chromium-rich areas may be a chain of M23C6 precipitates, underneath the surface
of the sample, but still lying inside the interaction volume of the electron beam
causing the spike in chromium content seen in Figure 5.9.
The composition of the precipitates within the microstructure was studied us-
ing a carbon film replica TEM specimen (see Section 4.3.3.2). To the author’s
knowledge this is the first time the precipitates in P91 steel have been successfully
observed without the presence of the material matrix. An attempt was made to
observe the precipitate using this method in Li and Mitchell (2013), however no
M23C6 precipitates were captured on the film replica. An example of an image
obtained from a carbon film replica of ex-service P91 can be seen in Figure 5.11.
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Figure 5.11: TEM image obtained from a carbon replica sample of ex-service P91: (a)
showing large seemingly randomly dispersed particles as well as smaller particles appearing
in a linear formation, (B) higher magnification image showing both particle types.
Figure 5.11 shows two distinct particle types: one has an approximate diam-
eter of 500 nm and are randomly dispersed within the matrix. Based on their
size, these particles are believed to be M23C6. The second particle type is much
smaller (approximately 30 nm) and appears in linear formations, these particles
are believed to be MX precipitates. An EDS point analysis on the particles in Fig-
ure 5.11(b), is shown in Figure 5.12 and Table 5.4.
Figure 5.12: TEM image of the particles shown in Figure 5.11 highlighting the sites
where EDS point analysis was carried out.
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Table 5.4: EDS point analysis results from each point shown in Figure 5.12 identifying both
of the most commonly seen precipitates in P91.
%wt Mo V Cr Fe Nb Identification
Point 1 13.49 0.63 65.3 20 0.58 M23C6
Point 2 13.68 0.61 62.57 22.56 0.54 M23C6
Point 3 11.31 0.45 63.88 23.86 0.5 M23C6
Point 4 8.31 69.2 11.55 0.94 10 V-rich MX
Point 5 3.06 73.84 16.97 1.07 5.07 V-rich MX
Point 6 2.69 71.87 15.88 4.13 5.43 V-rich MX
Point 7 13.27 0.6 64.87 20.47 0.79 M23C6
As can be seen from the EDS analysis results, shown in Table 5.4, both of
the most common precipitates found in P91 are present in this sample. Using a
carbon film replica, the composition of these precipitates has been obtained without
interaction from the material matrix.
To examine the location of these particles in the material matrix TEM was used
to obtain images of the particles in-situ, using a thin foil TEM specimen (see Sec-
tion 4.3.3.1). A TEM image of the material showing the precipitate locations can
be seen in Figure 5.13. The red arrows in Figure 5.13 indicate M23C6 precipitates,
which are located on the lath boundaries. This result is consistent with the obser-
vations of Czyrska-filemonowicz et al. (2006) and Dudko et al. (2011). The M23C6
precipitates observed in this study ranged from 100–500 nm in diameter; which
is larger than the diameter of 90 nm recorded in Hald and Korcakova (2003) for
as-received material. This larger diameter may be due to precipitate coarsening
during the 63,000 hours service period of the material under study. Cipolla et al.
(2005) reported a 50% increase in the mean diameter of M23C6 precipitates in
E911 (9Cr-1Mo-1W) material, after 64,000 hours of creep exposure at 575○C. As-
suming this rate of precipitate coarsening, the initial diameter of the M23C6 in the
ex-service material would have been approximately 50–250 nm.
The MX type precipitates, indicated by the yellow arrows in Figure 5.13, are
located within the martensitic laths of the material, which is consistent with the
observations of Panait et al. (2010b). The approximate size of the MX precipitates
found in this study was 30 nm. No coarsening of MX precipitates is expected
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due to service, as Panait et al. (2010b) observed that the size and distribution of
MX precipitates remained unchanged during thermal ageing. As can be seen in
Figure 5.11(a), MX type precipitates form in long linear chains. These chains are
assumed to be located on the microstructural boundaries (Abe, 2008). However,
evidence of a chain of MX precipitates located within a martensitic lath can be seen
in the lower-left corner in Figure 5.13, which to the author’s knowledge has never
been observed before.
Figure 5.13: TEM micrograph of ex-service P91 showing a lath structure with both M23C6
precipitates (red arrows) positioned on the lath/block boundaries and MX type precipitates
(yellow arrows) located within the martensitic laths.
5.2.4 Determination of the orientation relationship in P91
To model the hierarchical microstructure of P91, using the modified VT method
presented in Sun et al. (2018, 2019), the crystallographic orientation relationship
(OR) between austenite and martensite in P91 was experimentally determined.
This was achieved by comparing the orientation of laths within a PAG, with the
possible lath orientations that can occur within that PAG, according to known
ORs which have been discussed in detail in Section 2.2.4. To determining the
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orientation relationship between the austenite phase (FCC) and the martensite
constituent phase (BCC) present in P91, the crystal structure of the material was
first confirmed, as the orientation relationships presented in Table 2.2 are only
valid for transformation from an FCC to a BCC structure. According to Sherby
et al. (2008) steels with a carbon content of less than 0.6% C have a stable BCC
martensitic structure. According to ASTM A335 /A335M (2019) the carbon content
for P91 ranges is 0.08–0.12%. Material certificates supplied by ESB International
confirm that the carbon content of the material under study is within the standard
range and is, therefore, expected to have a BCC structure. In order to confirm
this X-ray diffraction (XRD) was conducted on a sample of material, the 3 lattice
parameters of the crystal structure were then obtained through diffraction peak
analysis; a = 2.8733 Å, b = 2.8757 Å and c = 2.8758 Å (a/b ≈ a/c ≈ 0.999). As the
lattice parameter ratios are approximately 1, the structure of the material under
study is confirmed to be BCC which a lattice parameter of 2.87 Å.
Figure 5.14: SEM imaging showing the position of the EBSD scan (inset) between 4
nano-indents used to mark the area of interest.
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To determine the most appropriate OR for P91, a novel experimental procedure
was developed to allow for the measurement of the block orientations within an
isolated PAG boundary. Here, a sample of the material was prepared for EBSD
as described in Section 4.3.2. The location of the PAG boundaries on the surface
of the material was determined by etching the surface. However, EBSD cannot
be conducted on an etched surface. Therefore, etching must be carried out after
the EBSD analysis. To mark the area of interest for the analysis, a 250 × 250 µm
square array of nano-indents was applied to the surface of the specimen, marking
the surface allowing the area between the indents to be scanned using EBSD.
The indent spacing used was chosen in order to obtain a 160 × 160 µm EBSD scan
between the indents (as shown in Figure 5.14) and to avoid any plastic deformation
due to indentation. Using the estimate for a conical indenter proposed by Johnson
(1970), the plastic zone radius was estimated to be 46.5 µm, for an indentation
depth of 3 µm. The EBSD analysis was carried out in a Hitachi SU-70 SEM, with a
step size of 0.4 µm.
Figure 5.15: Microstructural analysis used for variant identification; (a) etched micro-
graph of the area of interest, (b) EBSD scan obtained from the same area.
After the EBSD analysis, the sample is removed from the SEM and etched with
Vilella’s reagent, by submersion for 50 seconds. The sample was then returned to
the SEM, where the indents on the surface were used to locate the area where
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the EBSD scan, shown in Figure 5.15(b), was taken. This allowed for a micro-
graph of the same area to be obtained, revealing the PAG boundaries, as shown in
Figure 5.15(a). By comparing the two images in Figure 5.15, the PAGs can be iden-
tified in the EBSD scan, which is not possible using EBSD data alone. This allows
for the isolation of individual PAGs to determine the correct OR for this material.
An example of a PAG extracted using this method is shown in Figure 5.16.
Figure 5.16: PAG boundary outlined in: (a) the etched micrograph, (b) the EBSD scan.
5.2.5 Identification of austenite-martensite relationship for P91
Once the PAG boundary had been identified, the orientation data inside the PAG
were extracted and plotted on the (001) pole figure, as shown in Figure 5.17. The
blue data points represent the experimentally measured orientations within the
PAG shown in Figure 5.16.
To determine the most appropriate OR in P91, a block within the isolated
PAG (Figure 5.16) was first assumed to be variant one (V1), in each of the ORs
considered in this analysis. The OR between the PAG and block orientations was
then inverted to determine the PAG orientation in which the selected block would
have an orientation equal to V1. The details of this inversion for the Bain, Pitsch,
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N-W and K-S relationships are provided in Appendix A (see also Sun et al. (2018)).
The orientation of all the variants in each relationship, corresponding to that PAG
orientation, is then calculated and plotted on a (100) pole figure. Therefore, a pole
plot containing the possible block orientations inside a PAG with that particular
orientation is produced.
Figure 5.17: Pole figure (001) showing the orientations of the PAG shown in Fig-
ure 5.16(b) represented by the blue data points. The red data points represent the best
prediction of the possible orientation with in the PAG calculated using: (a) Bain, (b) Pitsch,
(c) N-W, and (d) K-S orientation relationships, adapted from Sun et al. (2018).
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The block is then assumed to have an orientation equal to variant 2 (V2).
The PAG orientation which allows the orientation of that block to be V2 is then
calculated for each relationship, using the inverted OR. Again, all the possible lath
orientations (variants) within a PAG of that orientation are calculated according
to each OR. Those orientations are then plotted on the (100) pole figure and
compared to the experientially measured orientations. This process is repeated for
all the variants in each relationship. Therefore, there is 3 pole plots produced by
the Bain relationship, 12 by the N-W and Pitsch and 24 by the K-S relationship, to
compare with the experimental measurement. The PAG orientation and OR which
best predict the orientation of the blocks within the experimentally measured PAG
determines the most appropriate OR for P91 material.
Figure 5.18: EBSD inverse pole figure image of a PAG: (a) showing the block boundaries
within the PAG, (b) PAG where each block is assigned a martensitic variant number allowing
for the identification of the packet boundaries using Table 2.3.
The orientations predicted by the Bain, Pitsch, N-W and K-S relationships, which
best predict the orientations within the PAG, are overlaid on the experimental EBSD
data in Figure 5.17(a), (b), (c) and (d), respectively. The scatter in the orientation
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data in Figure 5.17 is due to the misorientation between laths, which can be as
large as 5○ (Morito et al., 2006). From Figure 5.17, it appears that both the N-W
and K-S relationships predict the orientation of the material quite well. However,
on closer inspection, the N-W relationship fails to predict an orientation in the
top left quadrant of Figure 5.17(c). Several PAGs have been considered, which all
show good correlation with the K-S relationship. Therefore, it is concluded that
P91 follows the K-S relationship. It may be noted that this is the first time that the
OR for P91 or any 9Cr steel has been determined.
After confirmation of the correct OR for the material, the various blocks within
the PAG can be identified, by assigning each block the K-S variant number, which
predicts the orientation of that block. This identification is shown in Figure 5.18
for the PAG identified in Figure 5.16.
5.2.6 Generation of a modified VT model based on the K-S OR
Having confirmed that P91 follows the K-S orientation relationship, the hierarchical
microstructure of P91 can be modelled using a modified VT method developed in
Sun et al. (2018). In this approach, a microstructure of polygons with random
orientations is created, as in the standard VT method. These polygons are then
populated with packets and blocks of fixed size according to the K-S orientation
relationship. A comparison of a PAG obtained from EBSD and a PAG of similar size,
produced using this modified VT approach, is shown in Figure 5.19.
Figure 5.19 (c) and (d) compares the misorientation profile of high angle grain
boundaries along a line AB within the PAG obtained from EBSD (Figure 5.19a) and
the modified VT model (Figure 5.19b), respectively. As can be seen, the modified
VT model produces a similar misorientation profile across the PAG and, therefore,
can provide an accurate representation of the hierarchical microstructure of the
material. This VT model was used in Sun et al. (2019) to study the size effects of
PAGs, packets and blocks on the mechanical response of P91. Further work in this
area may allow for the microstructural deformation to be determined using the
modified VT approach, eliminating the need for complex EBSD experiments.
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Figure 5.19: Comparison of the misorientation profile along a line AB in (a) a martensitic
microstructure obtained from EBSD analysis, and (b) an artificiality created microstructure
contained PAG, packets and blocks using the VT method developed in (Sun et al., 2018).
5.3 Summary
In this Chapter, the mechanical response and microstructure of P91 has been anal-
ysed through high-temperature tensile testing and various microscopy techniques.
• The effect of service history on the mechanical properties of P91 has been
examined through a tensile testing programme. Analysis of the results found
that the degradation of the material properties of the Aghada material may
be due to block coarsening, brought about by the exposure of the material to
temperatures above the safe operating temperature.
132
5.3. SUMMARY
• The average block size in each material was determined from EBSD scans
obtained from each of the materials. The difference in block size and strength,
between the as-received and Aghada material, is consistent with the Hall-
Petch effect.
• The chemical composition of all three P91 materials under study was de-
termined through EDS. The measured elemental composition of each of the
materials was found to be within the documented range, outlined in the
ASTM standard for P91 material (ASTM A335 /A335M, 2019).
• The presence of M23C6 and MX precipitates in the ex-service P91 material
was confirmed using EDS analysis.
• The composition, size and distribution of M23C6 and MX precipitates in P91
was examined using TEM on a carbon film replica specimen.
• The size of M23C6 particles in the ex-service material were found to be larger
than that published in Hald and Korcakova (2003) for as-received material.
The M23C6 size measured in the current work is consistent with the findings of
Cipolla et al. (2005) for ex-service E911 (9Cr-1Mo-1W) material. Therefore,
the coarsening of M23C6 precipitates in P91 material during high-temperature
service is confirmed.
• The transformation from austenite to martensite was studied to determine
the OR that best describes the relationship present in P91 material. A novel
experimental methodology was developed, allowing for crystallographic ori-
entation analysis to determine that the K-S OR best describes the transfor-
mation relationship in P91 material. Knowledge of the OR allows for the
differentiation between martensitic block, packet, and PAG boundaries which
is not possible using misorientation analysis.
• Use of the K-S OR allows for the construction of an artificial hierarchical
microstructure through a modified Voronoi tessellation method. This model
can be used to study the size effects of PAGs, packets and blocks on the




Uniaxial Deformation of P91
6.1 Introduction
In this chapter, a multiscale FE model of a tensile specimen was developed to
study the deformation and damage evolution in the necked region under high
plastic strain. The geometry is based on the tensile test specimen described in
Section 4.2.1, with a gauge length and diameter of 25 mm and 4 mm, respectively.
6.2 Macroscale necking model
The test geometry is symmetric about the X–Z plane, and axisymmetric about the
Y-axis, allowing for the use of axisymmetric elements. Therefore, a 2-D quarter seg-
ment of the gauge length is sufficient to obtain a full 3-D solution. A displacement
boundary condition is applied to the nodes on the top surface, to deform the model.
The boundary conditions applied to the model can be seen in Figure 6.1(b).
To induce necking in the centre of the gauge length an initial geometric im-
perfection in the form of a chamfer was included in the geometry, located in the
bottom right corner of the rectangular region shown in Figure 6.1(b). This imper-
fection made the radius of the model smaller by 0.01 mm at the centre of the gauge
length, ensuring neck formation at that location.
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Figure 6.1: Macroscale necking model geometry: (a) Tensile specimen geometry, (b)
rectangular region representing quarter of the specimen cross section, showing applied
boundary conditions, (c) Revolution of the rectangular region representing the full cylin-
drical model geometry.
A mesh of 250,000 CAX4R elements was applied to the geometry. A fine mesh
was required to capture the necked region of the model accurately.
6.2.1 Material properties
When modelling the tensile specimen, the crystal plasticity material model, de-
scribed in Chapter 3, is not used. At the specimen length scale, the material be-
haviour can be accurately represented as an isotropic, von-Mises material, with
piecewise linear hardening. The elastic-plastic material properties required for the
model were obtained from experimental tensile tests conducted on ex-service Cool-
keeragh material (63,00 hours of service), at a temperature of 500○C and a strain
rate of 0.025%/sec, as described in Section 4.3.1.2 and presented in Section 5.1.
These tests allowed for the extraction of elastic properties of the material such as
Young’s modulus and yield strength, which were determined to be 177 GPa and
300 MPa, respectively. The tensile tests also defined the strain hardening behaviour
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of the material, by extracting the true stress-strain behaviour of the material be-
tween the yield point and ultimate tensile strength. The elastic-plastic response
of a single element model in uniform tension was compared to the experimental
tensile response of the material, as shown in Figure 6.2.
Figure 6.2: Piecewise linear fit used in the macroscale (specimen level) analysis showing
an exact fit with the experimental response of the ex-service P91 material.
This comparison showed an exact fit, allowing for the elastic-plastic behaviour
of the material at high-temperature to be modelled.
6.3 GTN porous plasticity model
The damage evolution during plastic deformation of the macroscale model is based
on a yield condition as a function of the void volume fraction (f ) proposed by
Gurson (1977) and described in Chapter 2. This was later modified by Tvergaard
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(1981) to include fitting parameters q1, q2, q3. The modified yield condition can
be seen in Equation 6.1.







) − (1 + q3f 2) = 0, (6.1)
where f is the void volume fraction, and σy is the yield stress of the material with
no void volume fraction (f = 0). The effective Mises stress is denoted q and is





S ∶ S, (6.2)
where S is the deviatoric part of the Cauchy stress tensor, denoted by σT. S is
defined in Equation 6.3.
S = pI + σT, (6.3)
where I is a second order unit tensor and p is the hydrostatic pressure,
p = −1
3
σT ∶ I. (6.4)
6.3.1 Evolution of void volume fraction (f)
As discussed in Chapter 2 the rate of void volume faction evolution (ḟ ) consists
of the void growth rate (ḟ g) and the rate of void nucleation (ḟn), as shown in
Equation 6.5.
ḟ = ḟn + ḟ g, (6.5)
where ḟ g is the growth rate of existing voids based on the conservation of mass,
which can be determined using Equation 6.6,
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ḟ g = (1 − f)ε̇pl ∶ I. (6.6)
The nucleation rate of new voids is strain dependent and is defined in Equation 6.7,

















The average distribution of the nucleation strain is denoted by εN , which has a
standard deviation of sN . The total volume fraction due to nucleated voids is fN .
6.4 Necking model calibration
To determine values for the GTN model parameters the response was fitted to an ex-
perimental tensile curve, obtained from the ex-service P91, as shown in Figure 6.3.
Figure 6.3: Necking model calibration curve, fitted to uni-axial test data.
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The effect of void nucleation and growth on the macroscale stress-strain re-
sponse can be seen in Figure 6.3, where the model response, including and exclud-
ing the damage model, are compared with the experimental data. The growth and
nucleation of voids during deformation causes softening of the material, brought
about by a reduction in the load-bearing area. It may be noted that in the absence
of the damage model, there is a reduction in engineering stress, due to the reduc-
tion in cross-sectional area. The reduction in engineering stress is increased by the
incorporation of the damage model.
Table 6.1: Macroscale GTN model parameter values (all parameters are dimensionless).
q1 q2 q3 εN fN sN f
0.9 0.9 0.81 0.35 0.06 0.1 0.0015
Figure 6.4: True stress strain curve used to model the hardening behaviour of the material,
showing measured (solid line) and the extrapolated (dotted line) data.
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Seven model parameters were varied in a parameter study to examine the
effects of each parameter on the model response. Once the effect of each parameter
was known, appropriate values were assigned to these parameters to fit the model
response to the experimental data, as shown in Figure 6.3. The parameters used
in the damage model are shown in Table 6.1.
As well as determining the model parameter values, the true stress-strain curve
after the UTS was linearly extrapolated, to model deformation at high levels of
plastic strain. Here, the experimental true stress-strain data up to a strain of 4%
was used to describe the strain hardening behaviour of the material, up to the UTS
(solid line in Figure 6.4). In order to predict the response beyond 4% strain, the
true stress-strain data were linearly extrapolated using the difference between the
final two stress and strain experimental data points. The extrapolated data (dotted
line) is shown in Figure 6.4.
Calibration of the model response using the experimental data allows for the
analysis of the evolution of void volume fraction (f ) with plastic strain. Contour
plots of f and equivalent plastic strain, with increasing engineering strain, can be
seen in Figure 6.5 and 6.6, respectively.
Figure 6.5: Contour plots showing the evolution of void volume fraction (f ) in the
macroscale model between engineering strain levels of 10–18%.
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Figure 6.6: Contour plots showing the evolution of equivalent plastic strain in the
macroscale model between engineering strain levels of 10–18%.
As can be seen from Figure 6.5, void nucleation and growth begins to accumu-
late in the necked region at 10% engineering strain. The void volume fraction, f ,
continues to increase with plastic strain. From examining Figures 6.5 and 6.6, it
is clear that the highest level of plastic strain and damage is located in the centre
of the necked region. Therefore, this location was chosen as the region of interest
of the microscale analysis. Chiantoni et al. (2013) has also shown that the highest
accumulation of void nucleation and growth is located in the centre of the necked
region in P91 material under high-temperature tensile loading, through the use of
X-ray microtomography.
To confirm that the highest accumulation of damage is located in the centre of
the necked region, the tested tensile specimen was sectioned along its longitudinal
axis. Microscopy of this region has shown that the highest surface fraction of voids,
after failure, is located in the centre of the necked region. This result can be seen
in Figure 6.7, where there is clearly a higher concentration of voids in the centre
of the necked region near the fracture surface, compared to an area remote from
the fracture surface. This proves that the highest accumulation of damage occurs
in the centre of the neck.
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Figure 6.7: SEM images obtained from the necked region after fracture. Bottom right
shows a region with a high void surface fraction near the fracture surface. Top left shows
a region with a much lower void surface fraction remote from the fracture surface.
6.4.1 Experimental validation
To validate the macroscale model prediction, the percentage reduction in area ob-
tained from the model, is compared with that of the fractured tensile specimens.
The neck diameter obtained from the experiment was measured using a shadow-
graph and compared with the result extracted directly from the model at a strain
of 17.7%. Comparisons of the neck profile, obtained from three experiments and
the model, are shown in Figure 6.8.
The percentage reduction in area obtained from the model was 81%. This is
compared to the reduction measured from multiple tensile specimens, tested under
the same conditions which ranged from 80–85%, the model prediction falls within
this range. Therefore, the global model behaviour is considered validated.
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Figure 6.8: Comparison of the experimentally measured and simulated the necked region:
(a) shadowgraph image of the fractured tensile test specimens, the area reduction mea-
sured from 3 experiments ranged between 80–85%, (b) predicted neck geometry using
the macroscale damage model, the measured area reduction from the model was 80.6%.
6.5 Microscale damage modelling
6.5.1 Application of boundary conditions
The displacement field around the boundary of a region of interest in the macroscale
model was applied to the RVE boundary, to drive the microscale model. For the
current analysis this region of interest was located in the centre of the necked re-
gion of the macroscale model, as it is subjected to the highest level of plastic strain
and damage according to the macroscale analysis, presented in Figure 6.5 and
Figure 6.6. The location of this region can be seen in Figure 6.9(a), highlighted by
the black dashed box.
The square region of interest in the macroscale model contains 5 × 5 elements,
each measuring 10 × 10 µm. The X and Y displacements at the nodes around the
boundary of this region are extracted. These displacements are then applied to the
corresponding nodes in the microscale RVE, as shown in Figure 6.9(b). The mi-
croscale mesh is made up of 625,000 C3D8 elements, each measuring 0.4 × 0.4 µm.
Therefore, each macroscale element is represented by 625 (25 × 25) microscale
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elements. The displacements to be applied at each node in the microscale mesh
can be determined by linear interpolation between the nodes in the macroscale
mesh. Due to symmetry in the macroscale geometry, the region of interest only
represents a quarter of the microscale region. The microscale RVE is also geometri-
cally symmetric, in both the X and Y direction. Therefore, the displacement applied
to the top left quadrant of the microscale mesh can be mapped to the other three
quadrants. It may be noted, however, that the material morphology is extracted
directly from an EBSD scan and is thus not symmetric about the X and Y direction.
Figure 6.9: Microscale RVE set-up: (a) macroscale model showing extracted region of
interest, showing the nodes where the boundary displacements were extracted, (b) mi-
croscale RVE showing the application of the nodal displacements of the macroscale model
to the boundary of the RVE.
6.5.2 Microscale damage model
The microscale deformation behaviour is predicted by the crystal plasticity model
described in Section 3.2.1. In this work, the UMAT has been modified to include a
plastic strain-controlled ductile damage evolution.
As can be seen from the damage evolution curve shown in Figure 6.10, it is
assumed that there is no damage in the material at the microscale until plastic
strain reaches a damage initiation strain (εip).
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D =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, εp ≤ εip
εp − εip
εfp − εip
, εip < εp ≤ εfp
1, εp > εfp
. (6.8)
The damage parameter (D) then increases linearly according to the relationship
shown in Equation 6.8, until the failure strain (εfp ) is reached, at which point D
= 1. The damage parameter has been proven experimentally to increase linearly
with increasing plastic strain at the macroscale in multiple materials in the work
of Mkaddem et al. (2006, 2004); Lemaitre (1985).
Figure 6.10: Damage parameter evolution with plastic strain in the microscale model.
The loss of load-bearing area due to void growth and nucleation at the mi-
croscale is quantified by D, causing a reduction in the load carrying capacity of the
material. The relationship between D and true stress (σT ) is shown in Equation 6.9.
σT = (1 −D) σ̄T , (6.9)
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where σ̄T is the true stress without damage, at any value of plastic strain. Therefore,
when D = 0, σT = σ̄T . When D = 1 the material has completely failed (σT = 0).
6.5.3 Microscale model calibration
In Chapter 3, the calibration parameters were chosen to provide the best fit be-
tween 2-5% strain at the global level, as this is the strain level of interest in that
chapter. However, as strains up to 200% are examined in the current study to
induce significant levels of damage, a recalibration of the microscale model is re-
quired. As the deformation in the tensile specimen is no longer uniform at high
strain the model cannot be calibrated directly from uniaxial tensile data using
periodic boundary conditions at the microscale, as in Chapter 3. Therefore, an
alternative calibration strategy is needed. Here the microscale crystal plasticity
model is calibrated against the average stress-strain response within the region of
interest obtained from the macroscale model when no damage is included. The
macroscale model has been calibrated against uniaxial tensile data as described
in Section 6.4. As described in Section 6.5.1, the displacement field around the
region of interest in the macroscale model is applied to the microscale model. The
crystal plasticity model parameters are then varied based on a parameter study
to obtain the best fit between the macro- and micro-scale model responses within
the region of interest when no damage is considered, as shown in Figure 6.11.
The recalibrated constitutive model parameters used to obtain the fit between the
macro- and micro-scale models with no damage are presented in Table 6.2. Param-
eter values which have been changed from the original calibration in Table 3.2 are
highlighted in bold and underlined in Table 6.2.
Once the crystal plasticity model parameters were determined the two param-
eters required to calibrate the microscale damage evolution were determined by
comparing the response within the region of interest in the macro- and micro-scale
models when damage is considered in both models. The parameters required to
define the Lemaitre model damage evolution are the initiation strain (εip) and the
failure strain (εfp ). The values of εip and ε
f
p used to obtain the fit shown in Fig-
ure 6.11 were 25% and 800%, respectively. Therefore, no damage initiates at the
146
6.5. MICROSCALE DAMAGE MODELLING
microscale until 25% strain is reached at a material point. The damage parameter
then increases linearly until failure is reached at 800% strain.
Figure 6.11: Microscale model calibration with and without the effect of damage.
Table 6.2: Crystal plasticity model parameters used to obtain the fit shown in Figure 6.11.
T τ0 S0 Ssat h0 γ0 F0 p q E100 G100 G0
oC MPa MPa MPa MPa s−1 (x10−18)J - - GPa GPa GPa
500 480 38 850 65 450 0.43 0.5 1.25 97 121 140
Although similar stress-strain responses can be obtained from the macro- and
micro-scale models, the microscale model represents the microstructural effect
on the plastic strain distribution within the region of interest, as presented in
Figure 6.12.
At a strain of 140%, overall the contour plot is similar for both the macro- and
micro-scale model. However, the microscale model shows regions of plastic strain
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as high as 260%, which are not seen in the macroscale model. These regions of
high plastic strain are the regions where damage evolution will occur. Therefore,
the microstructure must be considered when modelling damage evolution.
Figure 6.12: Plastic strain contour plots within the region of interest (plotted on the
undeformed shape) at 140% strain: (a) macroscale model, (b) microscale model.
6.6 Damage model results
6.6.1 Determination of critical strain for damage initiation
The critical strain required to initiate damage is an important parameter to iden-
tify for any material. The local strain required to initiate void nucleation in the
macroscale model was found to be approximately 18%, when the void nucleation
parameters (εN , SN and fN ) presented in Table 6.1 are used to fit the global
response to the experimental stress-strain curve, as shown in Figure 6.3.
When calibrating the microscale model, εip in Equation 6.8 was determined to
be 25%. When this damage initiation strain is reached, at an integration point in
the microscale model, damage evolution begins to increase linearly with increasing
plastic strain. To determine the value of the macro- and average micro-scale initia-
tion strain corresponding to this local damage initiation, the analysis time at which
damage is first localised in the microscale model is determined from the Abaqus
contour plots of damage parameter and plastic strain, presented in Figure 6.13.
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Figure 6.13: Evaluation of the critical strain for damage initiation (contours are plotted
on the undeformed shape for clarity): (a) Contour plot of the damage parameter (D)
showing first initiation of damage, (b) Plastic strain contour plot showing that damage
initiation corresponds to the area of the highest plastic strain.
Figure 6.14: Schematic showing the multiscale model indicating the strain level required
to initiate strain at each scale.
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The average strain applied microscale model at the point of damage initiation
(when the strain at an integration point in the microscale model exceeds 25%)
is approximately 9.9%; this corresponds to a macroscale strain value of approxi-
mately 5.8%. Therefore, the application of a 5.8% true strain at the specimen level
initiates damage at the microscale. A visual representation of the different scales
and damage initiation strain levels, for the same time increment, in the multiscale
model is presented in Figure 6.14.
Although the nucleation and growth of voids at the local microscale level are
not explicitly included in the current model, softening of the material due to void
nucleation and growth is accounted for, phenomenologically, through the damage
parameter (D). Here D represents the softening effect of void nucleation and
growth at the microscale. The explicit representation of voids and void interactions
at the local microscale level is an important topic to consider when studying the
damage evolution of these materials. However, a phenomenological description of
these voids has been shown to give a reasonable representation of their material
softening effect, at the microscale, in Li et al. (2013). In future work, it is recom-
mended to explicitly represent voids within the material matrix, i.e. the type of
model represented schematically in Fig. 6.14(c).
6.6.2 Shear band rotation under high plastic strain
In this section, the formation and evolution of accumulated plastic strain in shear
bands at the microscale is examined. Here, plastic strain contours have been anal-
ysed, at levels of true strain of 10, 40, and 140%. These contours can be seen in
Figure 6.15.
As can be seen in Figure 6.15(a), the shear bands of high plastic strain lie at
approximately 45○ to the tensile axis, at an applied strain of 10%. As the strain
is increased, the shear bands rotate toward the tensile axis. At a true strain of
40%, the angle between the shear bands and the tensile axis has decreased to
approximately 39○ degrees. These shear bands continue to rotate as the strain is
increased until, at a strain of 140%, the shear bands lie almost parallel to the tensile
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axis. This rotation of the shear bands is because the slip plane, which gives rise to
the shear band, is itself rotating. This rotation is due to crystallographic orientation
change, brought about by the high levels of strain. This orientation change during
deformation is explained in detail in Section 6.7.
Figure 6.15: Plastic strain contour plots showing the evolution of shear bands under high
plastic strain: (a) 10% strain, (b) 40% strain, (c) 140% strain.
6.7 Orientation change under high plastic strain
6.7.1 Lattice rotation under plastic strain
During deformation of polycrystalline materials, the crystal lattice rotates as a
consequence of slip activity. A schematic of the rotation of a lattice loaded in
tension with a single active slip system is presented in Figure 6.16.
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Figure 6.16: Schematic illustrating the lattice rotation brought about by plastic slip in a
cubic structure: (a) initial loading configuration, (b) angular off set of the tensile axis due
to slip on the slip plane, (c) correction of the angular off set of the tensile axis by rotating
the lattice through an angle Ω, adapted from Kestens and Pirgazi (2016).
In Figure 6.16(a), a crystal lattice is loaded in tension along a line AB. In
the lattice, there is a slip plane (red line) lying 45○ to the tensile axis. When a
load is applied on AB, shear stress (τ ) is induced on the slip plane. This shear
stress activates the slip system causing a unit shear in the crystal, as presented
in Figure 6.16(b). This shear causes the tensile axis AB to be offset at an angle
forming a line A’B. However, the tensile axis must remain vertical; therefore, the
crystal lattice must be rotated through an angle Ω from line A’B to AB, as shown in
Figure 6.16(c). Every unit shear in the lattice causes a rotation through an angle
Ω, until the slip direction becomes parallel to the loading direction. At this point,
slip is no longer active on this plane as the Schmid factor of the slip system is zero.
In reality, multiple slip systems are activated; resulting in multiple Ω rotations
which can either increase or reduce the net lattice rotation, depending on the slip
direction of the planes. In some exceptional cases, where the loading axis is aligned
with one of the crystal reference directions, these lattice rotations can cancel each
other out resulting in no orientation change; this case is illustrated in Figure 6.17.
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Figure 6.17: Lattice rotation brought about by multiple slip systems when the loading
axis is aligned with the lattice reference direction, resulting in no lattice rotation.
As can be seen in Figure 6.17, the lattice rotation angles (Ω1 and (Ω2) due to slip
on both systems are equal and opposite. Therefore, in this case, the rotations cancel
out, resulting in no lattice rotation. However, this case is a practical impossibility in
polycrystalline materials. Therefore, there will always be some orientation change
due to an applied stress.
When the lattice is rotated by a small angle, so it is no longer aligned with the
loading direction, there is a net rotation of the crystal, as illustrated in Figure 6.18.
Although both slip systems presented in Figure 6.19 have the same Schmid
factor, the rotation angle due to SS1 (Ω1) is greater than that produced by SS2
(Ω2). This difference in rotation angle is purely due to the initial orientation of
the crystal relative to the loading axis. The net rotation of the crystal is the sum of
all Ω values. Therefore, in this case, there is a net rotation clockwise towards the
loading axis.
Therefore, in a material under very large plastic strain, the orientation of each
crystal rotates to an orientation where its slip direction is parallel to the loading
axis, no matter what the initial orientation.
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Figure 6.18: Lattice rotation brought about by multiple slip systems when the loading
axis is not aligned with the lattice reference direction, resulting in lattice rotation.
6.7.2 Microscale model prediction of orientation change
To examine if the microscale model correctly predicts the orientation change occur-
ring in the material under high plastic strain, the GOD of the RVE at strain levels
of 10, 40 and 140% are analysed. This analysis is presented in Figure 6.19.
As can be seen from the GOD analysis the crystallographic orientations within
the RVE are initially randomly distributed over the full range of orientation, as the
GOD in Figure 6.19(a) is almost a uniform colour. When the material is loaded in
tension, the orientation density begins to increase near the [011] orientation after
10% strain, as shown in Figure 6.19(b). The density near the [011] orientation
continues to rise with increasing strain until it reaches a peak at a strain of 140%.
This increase in orientation density near the [011] orientation signifies that the
crystals are all reorientating to the [011] orientation.
This behaviour is consistent with the expected orientation change under tensile
loading, as discussed in Section 6.7.1. In the microscale model, the only active slip
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systems are of type {110}<111>, and the model is loaded in the [010] direction.
Therefore, when slip initiates on the {011} planes the crystal starts to rotate to-
wards an orientation where the slip directions <111> lies parallel to the loading
direction. As the crystal rotates towards this position, its Schmid factor decreases
and another {011} plane’s Schmid factor increases, causing a new slip system to
be activated. The slip direction of the new slip system then rotates towards the
loading direction. This slip system activation and deactivation continues until the
stable orientation of [011] is reached, at which point no more orientation change
can occur, as in this orientation there are multiple slip systems with equal Schmid
factor. Therefore, rotation caused by slip on one slip system is cancelled out by
slip on another slip system, as discussed in Section 6.7.1. Therefore, the model
prediction of the orientation change under tension is consistent with the expected
lattice rotation under tensile loading.
Figure 6.19: GOD plots of the region of interest W.R.T RD: (a) initial orientation, (b)
10% strain, (c) 40% strain, (d) 140% strain.
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6.7.3 Experimental validation of orientation change
To validate the microscale model prediction of the orientation change, an EBSD
scan was taken in the centre of the necked region of a tensile specimen. Following
testing, the sample was sectioned along its longitudinal axis, to produce a flat
surface. The specimen was then prepared for EBSD using the techniques described
in Section 4.3.2. Based on examination of EBSD scans taken from the undeformed
material, the orientation distribution in the initial state is considered to be random
over the full range of orientations, as presented in Figure 6.19(a).
An EBSD scan (120 × 120 µm) was taken at a position in the centre of the neck
diameter, approximately 210 µm from the average fracture surface (average height
of the fracture surface profile), as shown in Figure 6.20(a). The scan location was
offset from the fracture surface to avoid areas of extreme damage which would not
be suitable for EBSD analysis, resulting in a low indexing rate for the scan.
Figure 6.20: Experimental EBSD analysis: (a) SEM micrograph of the fractured specimen
showing the location of the EBSD scan, (b) EBSD scan.
As can be seen from the EBSD orientation map in Figure 6.20(b), the blocks
have reorientated to near the [011] orientation (green). This is consistent with the
predictions of orientation from the microscale model in the same region.
The black points in the deformed EBSD orientation map shown in Figure 6.20
are unindexable points, which are points where the software was unable to obtain a
suitable Kikuchi pattern in order to determine the orientation of the crystal. These
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unindexable points may be caused by several factors, such as surface finish and
electron beam conditions. However, it is assumed in this case that the material is
highly deformed and the Kikuchi patterns obtained from the surface are no longer
comparable to the indexing pattern pre-loaded in the EBSD software, resulting in
the software being unable to determine the orientation of the point.
To compare the orientation change results to those obtained from the experi-
ment, the area of the deformed model, which captures the area where the EBSD
scan was taken, was isolated, as shown in Figure 6.21.
Figure 6.21: Location of the area of interest for the orientation change analysis in (a)
the experiment, and (b) the model.
In order to obtain a comparable area in both the experiment and model the
top 120 µm of the deformed RVE area was isolated. An area the same width as
the deformed RVE (50 µm) was then extracted from the centre of the EBSD scan.
Therefore, an area of orientation information from the same region (120 × 50 µm)
of the experiment and deformed RVE was obtained. A comparison of the GOD plots
from these regions is presented in Figure 6.22. As can be seen, there is good agree-
ment between the model and experimental result. The model correctly predicted
the change in orientation towards the [011] orientation. However, the microscale
model predicts a higher MRD value (peak = 2.6) near the [011] orientation, com-
pared to the experimental measurement of MRD (peak = 2.4). The difference
in GOD contour plots, between the model and experiment, may be explained by
the fact that the experimental specimen has fractured causing some orientation
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changes to recover elastically, reducing the density of orientations near [011], but
the model is still under an applied load. Based on these results, the microscale dam-
age model is considered validated for the prediction of deformation and damage
in the material at high temperatures, under tensile loading.
Figure 6.22: IPFs comparing the GOD within the region of interest obtained from: (a)
initial state, (b) EBSD measurements, and (c) microscale damage model.
6.8 Summary
The research undertaken to examine the high-temperature deformation and dam-
age evolution in the necked region of a tensile specimen is summarised below.
• A macroscale model to predict the uniaxial deformation of P91 including the
effects of void nucleation and growth, through the use of an experimentally
calibrated GTN porous plasticity model, has been developed.
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• A multiscale model, has been presented including a crystal plasticity model,
which accounts for damage evolution at the microscale.
• A critical strain for damage initiation has been determined using this multi-
scale model. The local critical strain at the microscale was determined to be
25%. This corresponds to an average strain of 7.5% in the microscale model
and 5.8% at the macroscale.
• Examination of the microscale deformation shows that slip bands initiate at
an angle of 45○ to the loading axis. The slip bands rotate towards the loading
axis with increasing strain, until they become almost parallel to the loading
axis at the point of failure.
• The microscale model was used to study the orientation change in the mate-
rial under high plastic strain. The crystals were found to rotate in a direction
which made the slip direction of the active slip system parallel to the loading
direction, resulting in an [011] orientation of the crystals.
• The direction of orientation change predicted by the microscale model was
validated experimentally, by carrying out EBSD on the deformed material in
the centre of the neck.
• The GOD within the region of interest measured in the experiment and pre-
dicted by the model show similar results. However, the microscale model
over predicted the density of the orientations close to the [011] orientation,




Multiaxial Deformation of P91
7.1 Introduction
In this Chapter, the microstructural deformation of ex-service P91 material is ex-
amined during high-temperature multiaxial loading, through the combined use
of EBSD and multiscale modelling techniques. The experimental and predicted
deformation at multiple length scales, from the specimen level down to the mi-
crostructural block level, are compared. A tension-loaded notch specimen was used
for this analysis. The deformation at the specimen level was quantified by analysis
of the load-displacement curves and notch opening displacement, which showed
excellent agreement between the FE model and the experiment at this level. The mi-
crostructural deformation was experimentally measured through the use of EBSD,
carried out at the notch root before and after high-temperature mechanical testing.
The initial microstructural orientations and the boundary displacements around
the area of interest in the macroscale model were applied to an RVE. A slip based
crystal plasticity model was implemented to simulate the in-elastic deformation of




An isotropic Mises plasticity FE model was created in Abaqus, to predict the global
response of the notched specimen during the high-temperature tests. For compu-
tational efficiency, only a quarter of the specimen geometry has been modelled as
symmetry boundary conditions can be utilised reducing the computational time.
7.2.1 Finite element mesh
A 3-D model of the test specimen geometry, shown in Figure 7.1 and Figure 7.2 was
created in Abaqus. Following a mesh convergence study, a mesh of 4661 elements
of type C3D20H was used to represent the geometry. These are quadratic elements
with hybrid formulation to account for incomprehensibilities in the model. A rect-
angular region of square elements was created close to the notch root, representing
the region considered in the microscale model, as shown in Figure 7.1(b).
Figure 7.1: Macroscale mesh design: (a) full mesh (mirrored to show full geometry), (b)
highlighted region in (a) showing a rectangular region of square elements.
The rectangular area near the notch root was implemented to make a seamless
transfer of information between the macro- and micro-scale models. The size and
position of this rectangular area was determined by the location of the experimental
EBSD scan. By producing this rectangular area, the nodal displacement around its
boundary can easily be extracted and applied to the boundary of the microscale
RVE. This transfer of data is explained in more detail in Section 7.4.2.
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7.2.2 Boundary and loading conditions
The macroscale model is loaded by applying a displacement to a reference point,
which is connected to the loading pin nodes by an equation constraint, as shown in
Figure 7.2(a). The pin has a surface-to-surface contact interaction with the inside
surface of the hole, which deforms the model.
Figure 7.2: 3-D FE model set up: (a) loading condition applied to the loading pin through
a reference point and the location of the displacement measurement node, (b) 3-D mesh
applied to the model with symmetry planes indicated.
As can be seen in Figure 7.2(b), symmetry boundary conditions are applied to
the model in the Y and Z direction, allowing for only a quarter of the specimen
geometry to be modelled.
The force-displacement curve can be obtained from this model by extracting
force data from the reference point where the loading displacement is applied, and
the notch opening displacement can be obtained from a node on the model, as
shown in Figure 7.2(a). This node is in the same position as the extensometer
measuring point in the experiment. Extracting the force-displacement data from
these points allows for direct comparison of the force-displacement curves obtained
from the model and experiment.
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7.3 Macroscale modelling results and validation
This section presents the results obtained from the specimen level elastic-plastic
FE modelling, as well as the experimental validation of the macroscale model
results. As the deformation at the microscale is controlled by the displacement
field around the region of interest in the macroscale model, the macroscale model
must accurately predict the behaviour of the material and, therefore, must show
good agreement with the experimental results.
7.3.1 Global force-displacement
The global force-displacement response predicted by the experimentally calibrated
model, described in Section 7.2, is compared with that obtained from a test con-
ducted on a specimen of ex-service P91 material, at 500○C and a strain rate of
0.025 %/sec. This comparison is presented in Figure 7.3. As can be seen, there is
excellent agreement between the experiment and FE simulation at this scale. This
test has been repeated, showing minimal variability between the two tests.
Figure 7.3: Global force displacement response from a notched specimen compared with
macroscale FE model (error bars are omitted as there is negligible error in experiments).
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7.3.2 Notch opening displacement
As an additional validation of the model prediction at this length scale, the ex-
perimental notch opening at incremental distances (0.5 mm) from the notch root
was measured using a shadowgraph, before and after testing. The model results
were extracted directly from the FE model at the same distances as in the experi-
ment. This allowed for the direct comparison of the model and experimental notch
opening results, as presented in Figure 7.4.
Figure 7.4: (a) Measured and predicted notch opening displacements at incremental
distances from the notch root. The experimental scatter is based on two measurements.
(b) Schematic showing the location of the notch opening measurements.
164
7.4. MICROSCALE MODEL
As can be seen, there is excellent agreement between the model and experi-
mental notch opening results. The macroscale model prediction of the notched
specimen behaviour under high-temperature load was thus validated. The vali-
dated macroscale model was then used to obtain the displacement boundary for
the microscale model RVE, as discussed in Section 7.4.2.
7.4 Microscale model
This section presents the microscale model set-up, used to study the deformation at
the microscale during high-temperature loading. The initial microstructure at the
notch root was obtained through EBSD measurements, as discussed in Section 4.3.4.
The deformation of the model is controlled by the displacements obtained from
the macroscale FE model. This provides a link between the macro- and micro-scale
models defining a multiscale modelling framework.
7.4.1 Microscale model set-up
When building the macroscale model, the area of interest was positioned in the
same location relative to the notch root as the region of interest for the experimen-
tal EBSD scan, as shown in Figure 7.5.
Figure 7.5: Macroscale mesh design: (a) full mesh (2-D view mirrored to show full
specimen geometry), (b) Magnified view of highlighted region in (a) showing region of
square elements, (c) SEM image showing the size and position of the EBSD scan.
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By matching the location of the area of interest in the macroscale model and
experiment, a seamless transfer of data to the microscale model is achieved, fa-
cilitating a multiscale modelling approach. The experimental EBSD measurement
describes the orientation of each element within the RVE, representing the material
microstructure at the notch root in the microscale model, as outlined in Section 3.3.
The macroscale model provides the displacement field to be applied around the
boundary of the RVE, the application of this boundary condition is explained in the
following section.
7.4.2 Application of Boundary Conditions
The displacements from the boundary of the rectangular region in Figure 7.5(b)
were applied as boundary conditions to the microscale model. The macroscale
model was deformed such that the inelastic strain close to the notch root was
approximately 2%. This level of strain was chosen because there is large surface
deformation within the region of interest in the experiment after strain over 2% was
applied, due to necking in the vicinity of the notch. This surface deformation makes
it impossible to obtain a post-test EBSD scan to validate the model. Therefore,
the peak strain in both the experiment and model is limited to 2%. The nodal
displacements on the boundary of the region of interest in the macroscale model
were extracted, as illustrated in Figure 7.6, and applied to each boundary node in
the microscale model by linear interpolation, as shown in Figure 7.6(c). The Euler
angles of each pixel measured in the initial EBSD scan of the microstructure are
applied to the corresponding microscale integration points, via the nodal averaging
application method outlined in Section 3.3.2.
When constructing the macro- and micro-scale mesh the size restrictions pre-
sented in Section 6.5.1 were applied to ensure a seamless transfer of data from the
macro- to the micro-scale. In this case the macro- and micro-scale element size was
14 × 14 µm and 0.7 × 0.7 µm, respectively. The overall size of the region of interest
for the initial EBSD scan was 126 × 196 µm. Therefore, the region of interest in the
macroscale model is represented by a 9 × 14 element mesh near the notch root.
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Figure 7.6: Application of boundary conditions to the microscale model: (a) macroscale
mesh in the region of interest, (b) microscale mesh, (c) a segment of the microscale mesh
representing one macroscale element, showing the application of the nodal displacements.
7.5 Experimental microscale model validation
7.5.1 Experimental microscale deformation
To obtain the initial and deformed material microstructures required to build and
validate the microscale model, an EBSD scan was taken at the notch root before
and after the high-temperature testing, as illustrated in Figure 7.7.
Before obtaining the post-test EBSD scan, the oxide layer which formed on the
surface was removed by broad ion beam milling, as discussed in Section 4.3.2.3.
The angle of offset of the area of interest from the horizontal plane due to necking
of the material near the notch root is also determined. This angle was obtained from
a topographical map of the surface near the notch root, using a laser profilometer.
This angle was measured to be approximately 2○, meaning the SEM stage tilt angle
for the post-test EBSD measurement was 68○ so that the region of interest for the
scan was at the optimum scattering angle of 70○ to the horizontal plane.
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Figure 7.7: Experimental force-displacement curve obtained from a test conducted at
500○C, showing the location of the initial and deformed EBSD scans.
Comparing the microstructural orientations before and after testing, presented
in Figure 7.8, allowed for the analysis of the microstructural deformation experi-
enced in the material during the high-temperature loading.
Figure 7.8: Experimental EBSD map of the area of interest of the notched specimen (a)
before and (b) after testing at 500○C.
By comparing the IPF maps before and after testing, shown in Figure 7.8(a)
and (b) respectively, a slight change in colour can be seen between the two scans,
signifying orientation change. These changes are quantified in Section 7.5.3.
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7.5.2 Validation of the total strain in the area of interest
Experimental validation of the total stain within the microscale model was ob-
tained by calculating the strain within the region of interest using the EBSD scans,
from the model and experiment, before and after deformation. Here the approach
taken may be considered a type of digital image correlation (DIC) (Hild and Roux,
2006; McCormick and Lord, 2010). The EBSD scans obtained from the experiment
before and after loading were divided into ten equally spaced sections, as shown in
Figure 7.9. In each of these sections, the distance between two points in the scan
was measured. Each point was chosen at the intersection of three microstructural
blocks. The initial and deformed positions for each point was obtained directly
from the EBSD images, allowing the strain within each section of the scan to be
established. An identical measure was extracted from the results of the FE analysis
at the microscale. Comparison between the experimental and FE results were made
based on the total strain ahead of the notch root.
Figure 7.9: Schematic illustrating the method of strain measurement to determine the
total strain within the region of interest by comparing the (a) initial and (b) deformed
microstructures obtained from EBSD.
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The total strain in each section was determined using Equation 7.1.
ε = Ld −L0
L0
(7.1)
The results of this analysis are presented in Figure 7.10, which shows the strain
measurement results across the area of interest, at incremental distances from the
notch root. Both the macro- and micro-scale models provide similar predictions
and closely match the trend of the experimental measurement. However, both
models underpredict the strain measured from the experiment, by approximately
0.5% strain. The error bars on the experimental results are based on three separate
measurements of the same scans at different positions.
Figure 7.10: Microscale strain measurement within the area of interest: comparing the
experimental, macroscale and microscale model results.
The result presented in Figure 7.10 validates the plastic behaviour of the mi-
croscale model, by showing good agreement between the strain within the area
of interest obtained from the microscale model and the experiment. While the
macro- and micro-scale models provide a similar prediction in Figure 7.10, the
crystal plasticity model provides a more detailed representation of the deformation
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behaviour of the material within the region of interest. This is illustrated by the
plastic strain contour in Figure 7.11. As can be seen, by including the material
microstructure and the crystal plasticity constitutive description, the microscale
model shows regions close to the notch root with plastic strain levels as high as
10% (red regions), which are not predicted by the macroscale model. An accurate
prediction of damage and failure at the notch root requires the identification of
the sites where these local strain inhomogeneities are present. These sites cannot
be identified from the macroscale level model. Therefore, the microscale model
is required to predict the stress and strain distribution within the area of interest.
According the the microscale damage model presented in Chapter 6 the plastic
strain required to initate damage at the microscale is 25%. Therefore, no damage
is expected at in the model as the maximum local strain is 10%.
Figure 7.11: Plastic strain contour plots of the region of interest at the notch root: (a)
macroscale model, (b) microscale model.
7.5.3 Validation of crystallographic orientation change
The microscale model can be used to predict the orientation change of blocks
within the region of interest. The orientation change due to deformation can be
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visually represented in an IPF for both the experimental measurement and the
model prediction, as shown in Figure 7.12 for a selected region of the scan.
Figure 7.12: IPFs for the initial and deformed region (a)–(c) showing the orientation of
each pixel: (a) initial state, (b) experimental measurement, (c) model prediction. (d)–(f)
GODs of the region: (d) initial state, (b) experimental measurement, (c) model prediction.
In the IPF, shown in Figure 7.12(a), the initial orientations of the material in
the region shown are represented by the blue data points. The red data points in
Figure 7.12(b) and (c) represent the orientation of the same region after defor-
mation, obtained from the experiment and model, respectively. It may be noted
that the direction of the change in orientation from the original to the deformed
condition is similar in the experiment and model, though there are some differ-
ences in the magnitude of the orientation change within the blocks, with the model
(Figure 7.12(c)) predicting a wider spread in orientations following deformation.
Figure 7.12(d)–(f) provide GOD plots of the region. It may be noted that the
initial GOD is not uniform in this example as the orientations are plotted over a
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region containing one full block, resulting in a peak in MRD at the orientation of
that block. By comparing the initial GOD in Figure 7.12(d) with those obtained
from the experiment and model after deformation, shown in Figure 7.12(e) and
(f), respectively, it is clear that there is a similar change in MRD in the experiment
and model due to the deformation. However, there is a slightly lower peak MRD
in the model (smaller red region near [011]), shown in Figure 7.12(f), compared
with the same area in the experiment, shown in Figure 7.12(e).
Figure 7.13: (a) EBSD map of the initial microstructure within the region of interest, (b)
three regions containing one full block (outlined in black in each case).
To quantify this difference in orientation change between the model and experi-
ment, the mean orientation difference (MOD) of three blocks, shown in Figure 7.13,
was calculated before and after deformation. This analysis was carried out using
the MATLAB based code MTEX (Bachmann et al., 2010a,b) to determine the refer-
ence orientation of blocks within the microstructure. The MOD within a block with
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In Equation 7.2, θimis is the misorientation between a certain pixel within the
block and the reference orientation of that block, and n is the number of pixels
within the block. The MOD describes the average misorientation within a block
with respect to a reference orientation. For martensitic steel, before deformation,
this is expected to be on the order of 2○, the average lath misorientation (Dudko
et al., 2011; Panait et al., 2010b). A large change in this value, after deformation,
would indicate a significant level of non-uniform deformation within a block. The
change in MOD after deformation, obtained from the blocks shown in Figure 7.13
(block boundaries outlined in black) for the experiment and model is presented in
Table 7.1. There is a discrepancy seen in Table 7.1 between the experimental and
microscale modelling results. In all cases, except Region 2, the model predicts a
small increase in MOD while the experiment predicts a decrease.
Table 7.1: The change in MOD (in degrees) for the whole region of interest and three smaller
regions containing one full block, as outlined in Figure 7.13.














From the inverse pole figures presented in Figure 7.12, it is clear that the model
predicts the correct direction of overall block rotation. This is evident from Fig-
ure 7.12(a)–(c) where the clusters of points, which represent the blocks, move
in a similar direction in both the model and experiment. The GOD plots in Fig-
ure 7.12(d)–(f) also show that the peak MRD changes in a similar direction in the
experiment (Figure 7.12 e) and the model (Figure 7.12 f). However, as discussed
the intensity of the MRD in Figure 7.12 is slightly lower in the model than in the
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experiment. This is because the MOD in the region has decreased in the experiment
after deformation (see Table 7.1), meaning the orientations of the individual pixels
have reoriented closer to the reference orientation. The model predicts that the
MOD increases, meaning that the orientations of the pixels have changed to an
orientation further from the reference orientation. This causes the peak MRD of the
predicted GOD to be lower than the measured value. Thus, the model correctly pre-
dicts the overall rotation of the block, but there is some discrepancy in the level of
deformation predicted within the block measured using MOD, as seen in Table 7.1.
However, it may be noted that these changes are very small (a change in MOD of
0.2○ corresponds to a shear strain of approx. 0.3%) and could be considered to be
outside the resolution of the standard EBSD technique; approximately 0.5○ in mis-
orientation measurements (Brough et al., 2006; Humphreys et al., 1999; Maitland
and Sitzman, 2007). Therefore, the possibility that MOD is not a suitable measure
to quantify the level of deformation at low levels of strain must be considered. In
this particular case (where the average total strain level is 2%) the change in orien-
tation may be too low to be accurately measured using this technique. Therefore, it
is difficult to make a definitive judgement concerning model validation using MOD
based on these values. At higher deformation levels, it is expected that experimen-
tal uncertainties will have a reduced effect of the results and the changes in MOD
will be within the resolution of the EBSD technique. This is shown to be the case
in Table 7.2, where the microscale model MOD results for a strain level of 20% are
presented, for the overall region and the three blocks outlined in Figure 7.13.
Table 7.2: Predicted change in MOD (in degrees) for average strain level of 20%.
Area of interest Initial MOD Final MOD Change in MOD
(degrees) (degrees) (degrees)
Overall region 2.58 8.63 6.05
Region 1 2.91 5.93 3.02
Region 2 2.60 5.57 2.97
Region 3 2.58 8.63 6.49
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In this case, with an average microscale strain of 20%, the changes in MOD are
greater than 3○ (shear strain approx. 5%). It may be noted that for similar levels of
deformation at room temperature, Golden (2016) measured orientation changes
of more than 4○. Note: in Golden (2016), the measure of orientation change was
that of crystal deformation CD, (Kamaya et al., 2005), rather than MOD).
7.5.4 EBSD measurements at high strain levels
An attempt was made to measure the microscale deformation to a local strain of
20%. However, due to excessive deformation and damage in the area of interest
after this level of deformation, as shown in Figure 7.14a, it was not possible to
obtain a usable post-test EBSD scan. Due to the high levels of surface deformation
seen near the notch in the high strain level test, it can be concluded that the method
for measuring the microscale deformation at elevated temperature, developed in
this study, is only suitable for deformation caused by >3% strain.
Figure 7.14: SEM images of the deformed surface of the post-test notch specimen adja-
cent to the notch root after: (a) 20% strain, showing large amounts of surface damage and
the early stages of crack formation, (b) 10% strain, showing excessive surface deformation.
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To achieve higher levels of strain in the experiments in order to validate the
higher MOD values seen in the microscale model when a 20% strain is applied, a
different test method is recommended. A simple shear test is suggested by Yabe
et al. (2014), who conducted EBSD analysis on a single crystal of pure iron after
high levels of plastic deformation, using a punch test. The use of this experimental
method would allow for high levels of strain to be reached, while eliminating the
out of plane displacement seen near the notch in the current testing method. This
experiment may then be used to validate the MOD predictions of the microscale
model at high strain levels in future work.
7.5.5 Comparison of 12 and 24 slip system models
In this section, the microscale model prediction of deformation at the notch root,
obtained from the 12 and 24 slip system models, under a total strain of 2%, are
compared. This comparison was carried out to examine the effects of additional
slip systems on the orientation change, as well as the stress and strain patterns,
predicted by the microscale model. Figure 7.15 compares the contour plots of
equivalent plastic strain obtained from the two models.
Figure 7.15: Equivalent plastic strain contour plots obtained from the (a) 12 and (b) 24
slip system model.
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As can be seen from the comparison, the addition of the {211}<111> group of
slip systems has little effect on the plastic strain distribution within the region of
interest. However, by comparing the von Mises stress contour plot in Figure 7.16,
it can be seen that the addition of these slip systems, causes a small reduction
in von Mises stress in some areas (highlighted in black) within the region of
interest. A similar result was observed in models under uniform tension presented
in Section 3.5.2.
Figure 7.16: Von Mises stress contour plots obtained from the (a) 12 and (b) 24 slip
system model.
To examine the effect of adding these slip systems on the crystallographic ori-
entation change, the orientations of a small region in the RVE were plotted on
an IPF, with respect to the loading direction, before and after deformation. The
results of orientation change predicted by the 24 slip system model are compared
to those obtained from the same region when only 12 slip systems are considered,
this comparison is shown in Figure 7.17. Again there is no noticeable difference
as a result of the addition of the {211}<111>. However, some difference in the
orientation can be seen when the orientations of the elements within the deformed
region, predicted by the 12 and 24 slip systems models, are plotted on the same
IPF, as shown in Figure 7.18.
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Figure 7.17: IPFs for the initial (blue points) and deformed (red points) region of interest
predicted by the (a) 12 and (b) 24 slip system models.
Figure 7.18: IPF showing the deformed orientations of the pixels within the region of
interest predicted by the 12 (blue points) and the 24 (red points) microscale models.
Therefore, it can be concluded that the addition of the {211}<111> family of
slip system in the UMAT does not significantly affect the response of the model, or
the orientation change brought about by deformation.
7.6 Summary
In this Chapter, the high-temperature deformation of P91 material was examined
in a multiaxial stress state. The key findings from this work are summarised below.
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• An experimentally based piecewise linear strain hardening model of a notched
specimen is presented. The global response of the model was validated by di-
rect comparison of the experimental force-displacement curve, obtained from
a mechanical test conducted on the same geometry. The model was further
validated by comparing the notch opening in the model and experiment; this
also showed excellent agreement.
• The experimental microscale deformation at the notch root is examined by
comparing EBSD orientation maps of the surface, at the notch root, before
and after high-temperature testing.
• The microscale model is set-up by applying the displacement field around
the area of interest in the macroscale model to the boundary of the RVE. The
initial Euler angles, measured using EBSD, are then applied to the RVE, using
the improved application method described in Section 3.3.2.
• To validate the microscale model prediction of the total strain in the region
of interest, a novel method of strain measurement was developed, which
measures the distance between two points in the EBSD scans before and after
testing. Good agreement was seen between the model and experiment.
• Comparison of the orientation change results showed a similar overall orienta-
tion change in the experiment and model. However, there is some discrepancy
in the MRD between the experiment and model.
• To quantify the orientation change, the MOD was calculated before and after
deformation. Poor agreement between the model and experiment was seen.
This is because a very low strain (2%) was applied to the material, leading
to an orientation change below the resolution of EBSD (≈ 0.5○).
• For a strain of 20% the change in MOD was >3○, bring the changes within
the resolution of EBSD. An attempt was made the measure the deformed mi-
crostructure at this strain. However, the application of such a high strain level
resulted in significant surface deformation and damage, making it impossible
to obtain a post-test EBSD scan.
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7.6. SUMMARY
• The addition of the {211}<111> slips systems to the material model does
not show any significant difference in the stress and strain patterns or the
orientation change during deformation. Therefore, 12 {110}<111> slip sys-
tems are sufficient to model the microscale deformation of this material.
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Chapter 8
Conclusions and Future Work
This work has examined the microscale deformation mechanisms in P91 steel
during high-temperature loading, using novel experimental and computational
modelling techniques. This chapter presents the key findings of the research. The
author’s recommendations for future work in this area are subsequently outlined.
In the current study, a multiscale, experimentally based modelling approach
has been developed to simulate the high-temperature deformation of P91. This
modelling approach has been experimentally validated through the use of high-
temperature mechanical measurements and EBSD analysis. A multiscale mod-
elling approach was achieved by combining an experimentally based macroscale
(specimen level) model and a microscale crystal plasticity model of the local mi-
crostructure. The crystal plasticity model was calibrated by varying the model
parameters, according to a parameter study, to fit the response of an RVE un-
der uniform tension to the experimental stress-strain curve, obtained from high-
temperature testing of the ex-service P91 material. In this work, an improved
method of applying Euler angle data to the microscale RVE is presented. This
method applies Euler angle data to the integration points of the elements by ap-
plying values to the nodes of the element, which are then extrapolated to the
integration points. This method was found to reduce the computational time by ap-
proximately 25% by removing the previous requirement of each orientation group
having a material definition. To improve the accuracy of the microscale model
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prediction of orientation change during deformation, the UMAT was modified to
include the {211}<111> family of slip systems, which have been experimentally
proven to be active in BCC materials in Du et al. (2018). The addition of these slip
systems resulted in a recalibration of the model, and the addition of two slip system
dependent model parameters F0 {211}<111> and τ0 {211}<111>. These parameters were
added to account for the fact that these slip systems require a higher Peierls stress
to be activated. Adding the {211}<111> slip systems was found to have little
effect on the stress and strain patterns predicted by the model when compared to
the 12 slip system case, under uniform tension and multiaxial loading.
A tensile test rig was modified to facilitate high-temperature testing, representa-
tive of the materials in-service conditions. This test rig is capable of testing material
at temperatures up to 1,000○C, under a range of testing modes, including tensile
and compact tension testing. A programme of tensile tests was carried out on P91
material with differing service histories. These tests revealed that the Coolkeeragh
material showed a very similar response to that of the as-received material, even
after 63,000 hours of service. However, the Aghada material showed a much lower
strength, compared to the as-received response. This analysis showed that both
the as-received and Coolkeeragh material had a similar block diameter of approxi-
mately 5 µm, but the Aghada material had an average block size of approximately
7 µm. This difference in stress between as-received and Aghada material at 500○C
can be explained by the increased block size in the Aghada material, which is con-
sistent with the Hall-Petch effect. Therefore, it can be concluded that the reduction
in strength of the Aghada material is because the material has a larger block size.
The cause of this increased block size may be due to accelerated block coarsening,
as a result of the material being subjected to operating temperatures (540–620○C)
above to the maximum operating temperature (600○C) of the material. However,
to confirm this, the material microstructure before and after a given service period
would need to be examined.
The identification, composition, size and distribution of the precipitates present
in the Coolkeeragh ex-service P91 material was examined through the use of elec-
tron microscopy techniques. Unknown particles in the material matrix were identi-
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fied using BE imaging mode and ESD line scanning within the SEM. The presence
of M23C6 precipitates was confirmed by peaks in molybdenum, chromium, and car-
bon. Vanadium-rich MX type precipitates were confirmed by a peak in vanadium
concentration in the particles investigated. A detailed analysis of these precipitates
was conducted in TEM, first using the thin foil sample to observe the lath mi-
crostructure of the bulk material, as well as the distribution of precipitates within
the matrix. This analysis confirmed that M23C6 precipitates are distributed along
block/lath boundaries, and the finer MX precipitates are found within the laths. A
carbon film replica TEM specimen was examined to determine the size and compo-
sition of these precipitates. This analysis showed that M23C6 precipitates contained
high concentrations of Cr (approx. 64%wt), Mo (approx. 13%wt) and Fe (approx.
20%wt), with small concentration on Nb and V. The particles were also assumed
to contain C, which is not measurable using EDS. The MX precipitate showed a
very high concentration of V (approx. 72%wt) and Cr (approx. 16%wt) and also
contained small amounts of Fe, Nb, and Mo. However, it is not clear if these parti-
cles are carbides, nitrides or carbonitrides as it is not possible to measure C or N in
EDS. The mean diameter of MX precipitates was found to be approximately 30 nm
in the ex-service material; this is consistent with the observations of Panait et al.
(2010b), who also state that these particles are stable against coarsening during
service at temperatures below 650○C. Therefore, no coarsening of the MX precip-
itates has occurred in the ex-service material under study in this research. The
diameter of the M23C6 precipitates, however, was found to vary within the range of
100–500 nm. This is larger than the 90 nm mean diameter reported in Hald and
Korcakova (2003) for as-received material. The difference in mean diameter may
be as a result of precipitate coarsening during the materials 63,000 service hours.
M23C6 in 9Cr steels, have been reported to be susceptible to coarsening during
service in Hald and Korcakova (2003) and Panait et al. (2010b). Based on the
coarsening rate of M23C6 observed by Cipolla et al. (2005) in E911, at a service
temperature of 575○C, the mean diameter of the M23C6 precipitates in the material
in this study would be 50–250 nm in as-received condition, which is consistent
with the as-received M23C6 diameter observed by Hald and Korcakova (2003).
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To gain a better understanding of the hierarchical microstructure of P91 and
determine a method of distinguishing PAG and block boundaries the orientation
relationship (OR) between austenite and martensite was studied. In this work, a
novel experimental methodology was developed to determine which of the pro-
posed ORs best describes the relationship for P91 material. This methodology
allowed for the isolation of a single PAG for orientation analysis. On examination
of orientations results, it was found that both the N-W and K-S relationships gave
reasonable predictions of the block orientations within the PAG. However, on closer
inspection, it was concluded that the K-S orientation relationship best describes the
relationship between the orientation of austenite and martensite in P91 material.
Once this relationship had been confirmed, the block and packet boundaries inside
the PAG could be determined. Following the confirmation of this relationship, a
modified VT method was developed in Sun et al. (2018) to model the material
using a generated hierarchical microstructure. Comparison of a misorientation pro-
file across a PAG obtained from the EBSD analysis and that generated using the
modified VT approach shows a very similar profile in both cases. This confirms the
possibility of the VT approach for use in modelling the hierarchical microstructure
of 9Cr steels, possibly reducing the need for complex experimental measurements.
This model has been used to examine the size effects of PAGs, packets and blocks
on the mechanical response of P91 in Sun et al. (2019).
A multiscale model based on a tensile test specimen was developed, to ex-
amine the deformation behaviour and damage evolution of the material at high-
temperature. The effect of void nucleation and growth was accounted for at the
macroscale via an experimentally calibrated GTN model. The response of the
model was experimentally validated by comparing the percentage reduction in
the area of the fractured specimens and the model at the same strain level. The
measured reduction in area at failure obtained from three tensile tests ranged from
80–85% and that predicted by the macroscale model was 80.6%; this validated
the macroscale model response.
The microscale model allows for the analysis of deformation within an area
of interest in the necked region, the deformation in this model is controlled by a
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UMAT. This UMAT was modified during this work to include a linear evolution
of the damage parameter (D) used in the Lemaitre model. Once the microscale
model, including damage evolution, had been calibrated the bands of high plastic
strain were studied under an increasing level of applied strain. Here it was found
that the shear bands initiate at an angle of approximately 45○ to the loading axis.
This is because according to the Schmid law the slip plane with the maximum
resolved shear stress is the plane with its slip direction 45○ to the loading axis.
When slip occurs on these planes, a slip band is formed at the same angle. As
the applied strain is increased, these slip bands rotate toward the load axis, until
at approximately 140% strain the slip bands lay almost parallel to the loading
axis. The slip band rotation is a result of lattice rotation due to the applied strain.
Therefore, the lattice rotation due to tensile loading was studied in detail, by
analysing the orientation change within the RVE at various levels of plastic strain.
This analysis revealed that as the plastic strain is increased the block orientations
rotate so that the slip direction of the active slip system rotates toward the loading
axis, resulting in all blocks having an orientation of near [011], at a strain level
of approximately 140%. This rotation behaviour was experimentally validated by
conducting EBSD measurements in the centre of the necked region of a fractured
tensile test specimen. Comparison of the GOD obtained from a region near the
fracture surface and that obtained from the microscale model in the same region,
under the same global strain, showed that the model predictions are consistent with
the experimental observations. There was some discrepancy in the measurement
of MRD in the region after deformation, between the experiment and model. The
Peak MRD measured in the experiment was 2.4 and in the model was 2.6. This
discrepancy is taught to be because the experiment has been unloaded (fractured),
reversing some orientation change.
The orientation change occurring under multiaxial loading at a notch root
during high-temperature loading was examined, to validate the microstructural de-
formation predicted by the model. This experimentally calibrated FE model shows
excellent agreement in the force-displacement response and the notch opening
measurements obtained from the experiment at the specimen length scale.
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The microstructural deformation at the notch root is examined using crystal
plasticity. To validate the model predictions a novel experimental methodology to
capture the high-temperature deformation at the notch root was developed, using a
combination of high-temperature testing and EBSD. This allows direct comparison
of the microstructural deformation between the experiment and model.
A novel method of strain measurement using the EBSD maps was developed.
Total strain measurements in the experiment and model using this method showed
close agreement, confirming that the microscale model has been subjected to the
same level of strain as in the experiment. Comparison of the orientation change was
made by plotting orientations on an IPF and GOD plot, before and after deforma-
tion. This analysis showed that the microscale model predicted the same direction
of orientation change as the experiment. Calculation of MOD within the blocks
to quantify the orientation change observed in the experiment and model was
also examined. However, it was found that the measured and predicted changes
in MOD are small, close to the resolution limit of EBSD measurements (0.5○). To
increase the change in MOD, a 20% strain was applied to the microscale model,
significantly increasing the change in MOD within the blocks to be > 3○, which is
above the resolution for EBSD measurements. Experiential analysis at this strain
level was carried out to provide an improved comparison between the experiment
and model results of change in MOD. However, it was found that the surface of the
test specimen had significant surface deformation and damage, making it impos-
sible to obtain a post-test EBSD scan. Therefore, this test specimen geometry can
not be used to quantify the orientation change occurring during high-temperature
deformation using the measurement of MOD.
The effect of adding the {211}<111> slip systems on the predicted orientation
change during high-temperature multiaxial deformation was examined. Here, it
was found that there was a slight difference in the deformed orientation predicted
by the 24 slip system model, compared to the 12 slip system model. However, this
difference is not significant and the current conclusion is that slip on the twelve
{110}<111> is sufficient to obtain an accurate prediction of the orientation change
during deformation.
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8.1. MULTISCALE MODELLING IN COMPONENT DESIGN
8.1 Multiscale modelling in component design
The multiscale experimentally validated model developed in this work can be used
by designers to efficiently design power plant components, capable of withstanding
the increasing temperatures and pressures these power plants are forced to operate
under in order to increase efficiency. For example, the critical plastic strain to
initiate damage at the local level was determined to be 25% in Chapter 6. Therefore,
designers could use the multiscale model to design components to ensure the local
(microscale) strain falls below 25%, delaying damage initiation and prolonging the
service life of these components. As it is not practical to model the entire component
with crystal plasticity, a multiscale approach is required to obtain the deformation
field of a critical region within the component. This deformation field is then used
to drive a crystal plasticity based microscale model to assess the microstructural
deformation within the area. An example of how this multiscale model can be used
for power plant component design is presented in Figure 8.1.
Figure 8.1: Application of multiscale modelling for component design: (a) Macroscale
finite element model of a boiler header (Farragher, 2013); (b) Sub-model of a T-junction in
the header (Farragher, 2013); (c) microscale crystal plasticity model of the microstructural
deformation a the T-junction showing high plastic strain and possible damage initiation
As presented in Figure 8.1, the multiscale methodology developed in this work
can be used, for example, in the T-junction of a boiler header where there is signif-
icant stress concentrations. Here, a full 3-D finite element model is first created in
Abaqus to evaluate the stress state in the component, as is examined in the work of
Farragher (2013). A submodel within the high-stress state at the junction can be
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8.2. FUTURE WORK
created, by extracting the displacement field around the boundary of the region of
interest and applying it to an RVE with a generalised microstructure (Figure 8.1c).
The microscale crystal plasticity model can then be solved to asses the level of local
plastic strain within the area. If the local plastic strain exceeds 25%, the macroscale
geometry needs to be modified to reduce the stress concentration at the junction
and avoid damage initiation. Therefore, this multiscale model provides invaluable
insights into the multiscale behaviour of the material in service, and allows for
more efficient component design. The current multiscale analysis requires approxi-
mately 2 days to solve on a standard 4 CPU PC. Ultimately, the 3-D FE simulation
at the microscale could be replaced by a digital twin trained through machine
learning to reduce the simulation time.
8.2 Future work
For future work in this area, to contribute toward the understanding of the defor-
mation behaviour of P91, the following topic of research are recommended:
• Conduct accelerated ageing on as-received P91 material to study the mi-
crostructural evolution of the material in near-service conditions. This would
allow the determination of block and precipitate coarsening rates. These tests
would also allow the study of the breakdown of the lath microstructure of
the virgin material to the polygonal subgrain microstructure observed by
Panait et al. (2010b) and Zhang et al. (2016). This analysis would also give
insight into the nucleation and evolution of Laves phase precipitates which,
according to Panait et al. (2010a), have detrimental effects on the mechanical
properties of these materials after high-temperature service.
• Carry out tensile testing at various stages of the ageing process, to link fea-
tures of microstructural evolution to changes in the mechanical response of
the material.
• Measure the damage evolution during high-temperature deformation, using
the modulus reduction technique proposed by Lemaitre and Dufailly (1987).
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8.2. FUTURE WORK
• Conduct interrupted tensile tests and carry out microscopy to determine the
surface faction of voids in the centre of the neck. X-ray tomography may also
be used to capture void nucleation and growth during deformation. However,
there may be resolution issues here.
• Design a test specimen geometry to increase the amount of lattice rotation
and minimise the out of plane surface deformation seen at the notch root
in the current specimen design. This would allow experimental validations
of the microstructural model prediction of orientation change at high levels
of strain. A possible solution is to design a specimen to induces pure shear
during the test, eliminating the out of plane deformation, allowing the mea-
surement of the deformed microstructure after a high level of strain has been
applied to the material.
• Also key to improving the high-temperature performance of P91 is to gain
an understanding of the microstructural deformation occurring within the re-
gions of the heat-affected zone (HAZ). Type IV cracking in the HAZ regions of
P91 and other 9Cr steels is one of the most commonly observed failures in in-
service power plant components. Therefore, detailed mechanical testing and
microstructural analysis must be carried out on the complex microstructure
of the HAZ to examine the root cause of these cracks.
• Use the multiscale modelling techniques developed in this work and the
measured microstructure of each HAZ region, to study the effects of the
microstructural gradient on the mechanical response of the HAZ material.
• Use the measured microstructure to examine the effect of small amounts
of soft ferrite phase on Type IV crack initiation. Results from this work can
be compared to the results obtained in Li et al. (2017), where the effect of
ferrite in the microstructure was examined, using an artificial microstructure
generated using Voronoi Tessellation.
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Details of Martensitic transformation
This Appendix discusses the inversion of the orientation relationship as discussed
in Section 2.2.4. Following the approach of (Kitahara et al., 2005, 2006), the ori-














The first column corresponds to the cosine values between the X direction of the
crystal and the X, Y, Z (or RD, TD, ND) directions of the specimen. The constants
Ni are the lowest common denominators to normalize the columns of the matrix.
The last column corresponds to the cosine values between the Z direction of the
crystal and the X, Y, Z (or RD, TD, ND) directions of specimen. The second column
[q/N2, r/N2, s/N2]T corresponds to the Y direction in the crystal’s coordinate system
(i.e. [qrs] = (hkl) × [uvw]).
The orientation described by Equation A.1 is conventionally written as (hkl)[uvw].
For instance, the crystal orientation denoted as (001)[100] represents a unit matrix
in the notation of Equation A.1. Since the coordinate system in the austenitic FCC
structure is different from that in the martensitic BCC structure (see Figure 2.4) a
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transformation matrix (T) is needed:
Mi = TiAi i ∈ {1, . . . ,Nv}, (A.2)
where Mi and Ai are the orientation matrices of the same variant in the BCC and
FCC coordinate system, respectively, and Nv is the number of variants (equal to
3, 12, 12 and 24, for the Bain, Pitsch, N-W and K-S relations, respectively). The
transformation matrices are calculated by
Ti =MiA−1i , i ∈ {1, . . . ,Nv}, (A.3)
where Ai and Mi are constructed in accordance with Table 2.3 for the K-S relation.
For example, for the case of a PAG with orientation (001)[100] (designated
A′(001)[100]), the orientation matrix of each of the potential variants is given by
M′i =CnTiA′(001)[100] i ∈ {1, . . . ,Nv}, (A.4)
where Cn is one of 24 symmetry operation matrices for a cubic system (Engler and
Randle, 2010). Out of the 24 possible choices for Cn, the orientation matrix M′i
for each variant is the one that gives the smallest rotation angle in the axis/angle
description for M′i (Kitahara et al., 2005). In order to match the experimental pole
figure and to thus determine the PAG orientation, an additional rotation gγ (as
defined in Equation A.1) is applied to M′i. From the experimental viewpoint, the
data obtained for a particular PAG are the Euler angles of each block, as discussed
in Section 2.2.4. A particular block may be any variant out of the total number
(24 in the K-S relation). M′i is obtained from Equation A.4 and choosing gγ to best
match the experimental pole figure (e.g. Figure 5.17), the PAG orientation can be
determined.
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