The requirement of an effective online processing algorithm becomes very vital to fulfilling the demand of the low-cost brain-computer interface (BCI) system. The authors proposed a very first and robust unsupervised machine learning algorithm, for the real-time classification of movement imagination. The reactive frequency band (RFB) of the individual subject has been identified through the dominant frequency detection algorithm over the training dataset. Based on the identified RFB, the feature extraction process has been applied to the testing dataset. The estimated 'feature' further classified as per probabilistic Bayesian classifier. The effectiveness of the proposed RFB detection method of electroencephalogram (EEG) signal is validated by self-generated artificial sine wave signal, single subject and nine subject movement imagery (MI) BCI competition dataset. The proposed method of EEG signal processing outperformed the conventional wavelet-based BCI competition II results and the wavelet-based algorithm applied over the BCI competition IV dataset.
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Since from 1970's BCI researches crossed several hurdles and day by day it going to be more advanced supporting technology for the human society. Based on the data acquisition system BCI-related researches are divided into two types, i.e., invasive and non-invasive BCI. Present research scenarios are focused on non-invasive BCI rather than invasive due to many unavoidable reasons such as inexpensive, uncomplicated information acquisition system, etc.
Different intended actions of the human being may be tracked by analysing observable electrical or magnetic changes in the human brain. Different part of the human brain is responsible for controlling different activities such as Auditory cortex region is responsible for the detection of sound quality, the function of Visual Cortex area is to process the visual information, Motor cortex region is responsible for controls every movement-related activities. The sectors of the human brain with their activities can be found in many books and papers related to the human brain, e.g., book of Sanei and Chambers (2013) . The data or information acquisition for the non-invasive BCI systems depend on, the electrical or magnetic changes observed from the outside of the scalp. Due to some vital advantages like high-temporal resolution (i.e., almost instantaneous representations of brain activity, within 1 ms), real-time implementation possibilities the authors have chosen the electrical response of human brain for their research work.
EEG is the process to measure the electrical activity of the human brain in a non-invasive manner. The EEG signals are recorded by using Ag/AgCl electrode placed over the scalp. EEG-based BCI is the most popular technology for non-invasive HCI. The EEG signal recorded through a single electrode contains single or multiple electrical signals generated through neuronal excitations inside the human brain. The electrical signals are very low amplitude (<100 µV) and low frequency (~0-50 Hz). A single EEG signal consists of several electrical signals with multiple frequency components. The frequencies of EEG signals are segregated in well-defined frequency bands like Delta band (1-4 Hz), Theta band (4-8 Hz), the Alpha band (8-12 Hz), the Beta band (13-25 Hz), Gamma band (25-40 Hz) (Sanei and Chambers, 2013) .
In this research work, the authors are dealing with the motor imagery activity. The nerve cells of primary sensory motor cortex regions are got excited and generate a flow of electric charge due to movement imagination. To record the EEG signal for motor imagery tasks, the electrodes placed in the primary sensory motor cortex region are C3, Cz, C4 for unipolar and CP3, CPz, CP4, FC3, FCz and FC4 for bipolar. Primarily alpha and beta rhythms are affected by the movement imagery-related activities such as the tongue movement, hand movements, foot movements, etc. The classification accuracy, mutual information, computational time, etc. are considered as the performance parameters for the generalised BCI systems. Those are subject dependent parameters. The maximum performances are found in some specific frequency bands for the specific subjects. These specific frequency bands are known as the reactive frequency band (RFB). Single or multiple RFB can be found by analysing EEG signals for any specific subject. Maximum information about any EEG signal is found in the RFB. Due to this reason signal analysing algorithms shows maximum performance in the RFB. Generally, the RFBs are found in the alpha and beta band for the movement imagery task. A various well-reputed RFB identification methods such as band pass filter, adaptive filter, STFT are available for the researchers. Within these methods, the adaptive filter-based method has been explained in Wang et al. (2012) and STFT-based methods have been stated in Bhattacharyya and Mukul (2016c) . In this work, the authors selected time-frequency analysis-based RFB identification algorithm. The RFBs are calculated over the training datasets of individual subjects.
The proposed RSP-based algorithm outperforms, the results of the renowned conventional wavelet-based algorithm applied over the BCI competition II and BCI competition IV in different BCI evaluation parameter like classification accuracy, mutual information, signal to noise ratio, kappa coefficient, time complexity, etc. The earlier researchers unable to achieve 100% performance on real-time applications. It is an open problem for the BCI researchers to achieve the maximum values of the different BCI evaluation parameters under unsupervised environment.
The main objective of this research work is to provide a simple and fast algorithm for motor imagery Classification. To achieve the desired goal, the authors were segregated the proposed methodology into two parts, such as RFB Identification methodology from training data and movement imagery classification methodology of testing data based on this RFB.
The nature of non-stationary signals can't be explored by independently either time domain or frequency domain analysis. To resolve this problem researchers are frequently applied a combined TFR for the non-stationary signal. The spectral content present in a signal with respect to time can be evolved by the time-frequency distribution. The timefrequency analysis providing a tool to interpret and analyse non-stationary signals. This is a mapping of the one-dimensional signal into a two-dimensional TFR. A variety of methods are available for the time and frequency analysis, within this the short-time Fourier transform (STFTs), the Wigner-Ville distribution and the wavelet transform are frequently used. The Fourier analysis is the best way to analyse aperiodic signal such as speech ECG, EEG, etc. The Fourier transform is a tool for frequency domain representation of the signal. The statistical features of a signal can be more easily expressed in the frequency domain than time domain. Frequency domain analysis simplifies the interpretation and understanding of various time-domain operations. The authors have been selected STFT method for time-frequency analysis for the proposed RFB identification. STFT method generated a time domain signal of particular frequency bin. In the STFT analysis, the entire signal is segregated into small frames for Fourier analysis. Based on this estimated RFB, the authors proposed an RSP-based feature extraction algorithm for real-time EEG signal analysis. This paper is divided into five sections. Section 2 presents the experimental paradigm (BCI Competition II, 2003; BCI Competition IV, 2008) , Section 3 explained the proposed algorithm, Section 4 reported the result and discussions followed by Section 5 describes the conclusion and future work.
Experimental paradigm
To validate this research work, the authors have been applied the proposed algorithm over the two standard international open source datasets. Details of the datasets with the paradigm described below.
Dataset I: Motor imagery data of right hand and left hand.
The dataset III of the BCI competition II (BCI Competition II, 2003) has been used for this study. This dataset has been provided by the Department of Medical Informatics, Institute for Biomedical Engineering, University of Technology Graz. Graz dataset comprises of the left-hand and right-hand movement imagination. The dataset has been recorded from one healthy subject from three electrodes such as C3, Cz and C4. The Dataset contains 280 trials, including training and testing data. The cue was scheduled from 3 s to 9 s. It was recorded from a normal subject (female 25 years) during a normal feedback session. The task was formulated to control a feedback bar by means of the imagination of left-hand and right-hand movement. The sampling frequency of the recorded dataset was 128 Hz. The dataset contains 3 EEG channels, 280 trials with 9 s each. The timing scheme of the paradigm (BCI Competition II, 2003) is described in Figure 1 . The dataset 2b of the BCI competition IV Graz was used for this analysis (BCI Competition IV, 2008) . This EEG dataset has been provided by the Institute for Knowledge Discovery. The dataset containing nine subjects EEG data. In the time of recording, all nine subjects were sitting in an armchair, watching a screen monitor placed ~1 m away at eye level. Three bipolar EEG channels (C3, Cz and C4) were used to recorded the EEG signal with a sampling frequency of 250 Hz and the signals band-pass filtered between 0.5 Hz and 100 Hz, and a notch filter at 50 Hz was enabled. In addition, the electrooculogram (EOG) was recorded separately using three unipolar electrodes. A single session for each subject referred to as *03T for the training and *04E for the testing purpose. Motor imagery activity can be observed by placing the electrode on the central position of the human brain. The timing scheme of the paradigm is described in Figure 2 (BCI Competition IV, 2008).
Proposed method
The proposed work of EEG signal processing has been divided into two separate methodologies such as time-frequency analysis-based RFB estimation over the training data and based on this estimation evaluate the performance of spectral power-based evaluation algorithm for movement imagery classification. Both of the proposed algorithms are stated below. 
RFB estimation from training dataset
The proposed method of RFB estimation is shown in Figure 3 . The recorded EEG signals (displays in block I of Figure 3 ) were processed for framing and windowing (displays in block II) using the hamming window of 1 s duration. The widowed frames were further subjected to STFT estimation (displays in block III). The raw EEG signal is represented as ( ).
E n The raw EEG signal has been subjected to the hamming window ( ) w n for the purpose of windowing. The STFT method is illustrating and manipulating signals whose statistical properties varying with time. STFT is a refined and simplified form of Fourier Transform, for the signals whose frequency are varying with time. STFT analysis has a large scope of applications in non-stationary signals such as speech, images, and bio medical signals.
STFT is the one of the most basic forms of time-frequency analysis. STFT is a mathematically elegant method of time-frequency analysis. The signal decomposition is very necessary phenomena to separate one component of a signal from the other component by applying the filter. Such filters may be applied in the time domain or frequency domain. In the case of non-stationary signals, whose components are overlapped in both the time and frequency domain; as a result, the signal decomposition is implemented by time-frequency filters.
The STFT of the windowed EEG signal denoted by ( , ), S n ω here one-dimensional signals are represented in a combined time-frequency space.
The Spectral frequency contents for different intervals have been estimated using STFT outcomes (displays in block IV). Spectral density estimation (SDE) is the process to estimate the spectral density of a random signal from a time varying samples of a signal. The frequency content of the signal is characterised by the spectral density. SDE is one of the best methods to detect any periodicities present in the signal. Spectrum analysis is nothing but the frequency domain analysis of the signal. SDE is the process of decomposing a complex signal into simpler parts. Characteristics of many physical processes can be described by expressing various quantifying parameter like amplitudes, powers, intensities or phases as a sum of many individual frequency components. The authors have been selected power as a quantifying parameter for spectrum analysis. Spectrum analysis may be performed on the whole signal. On the other hand, a signal may be segregated into short segments of frames, and these individual segments are selected for spectrum analysis. The energy distribution in time series of a signal can be described by a power spectrum of the signal in frequency domain. The phase information of a power spectrum is discarded because the energy of a signal is a real-valued quantity. The spectral frequency content by the STFT information multiplied with its conjugates.
, .
Spectral frequency content subjected to estimation of total power spectral efficiency (displays in block VI) and power spectral efficiency for a specific band (displays in block V). The power spectral intensity for the ith band as a time function will be
.
The total spectral power (TSP) intensity is defined as
Relative power spectral intensity has been calculated by using power spectral efficiency for specific band total power spectral efficiency (displays in block VII). The spectral intensity content is defined in the frequency interval between ( , ) . −∞ ∞ The relative power spectral intensity per band has been calculated by the ratio of power spectral intensity per band with total power spectral intensity ( ) ( ) RPSI (PSI / PSI ) 100.
Variance has been estimated using relative power spectral intensity (displays in block VIII). In this paper, the RFB's has been estimated by calculating the variation of the relative power spectral intensity per band.
Movement imagery classification
Block diagram of the proposed algorithm of EEG signal pre-processing is shown in Figure 4 . The recorded EEG signals (shown in block I) may be contaminated with various kinds of physiological artefacts like eye blinking, eye movement etc. The EOG signal is the most dominant artefacts present in the recorded EEG signal (Hochberg and Donoghue, 2006; Vigário et al., 2000) . Recorded EEG signal has been processed to FIR band pass filter to extract motor band signal from the EEG signal (shown in block II). The filtered signal is subjected to temporal relative spectral power (TRSP) estimation method (displays in block III). The RSPs are taken as feature matrix, those are further subjected to the Bayesian classifier (shown in block VI). The raw EEG signal is represented as ( ),
Pre-processing Framing
Online analysis of any algorithm will be performed before implementing it in real time.
The entire signal is not taken at a time to execute online analysis. A small segment of the signal is considered for it. This small segment is called fame. Normally, the duration of any frame is chosen as 1 s with one sample overlapping. A frame contains the number of sample points, that is equal to the sampling frequency. One frame from each trial is subjected to filtration. A total number of frames taken for consideration is estimated by subtracting the number of samples consisting 1 s data from a total number of samples.
Band pass filter
In order to retrieve the information according to the RFB, the band-pass FIR filter has been applied for filtering of the framed EEG signals. The authors designed a FIR band pass filter with 12 number of coefficients. The FIR filter has been applied on 10-12 Hz for alpha and 20-22 Hz for the beta band. To estimate total band features of alpha and beta, the authors have been selected a FIR filter with the range between 8 Hz and 30 Hz. The filtered outcome has been separately processed for TRSP estimation. The FIR band pass filtered EEG signal ( )
where ( ) h n is the impulse response of order 12 and ( ) k C E n is the raw EEG signal.
B

Feature extraction TRSP
The spectral power is the one of the most effective statistical feature used for signal analysis. Based on the different electrode, the filtered EEG signal is processed for the power estimation. Here, the authors applied to band pass filter separately for different electrodes. The summation of the absolute value of the power has been estimated for the filtered EEG signal. Summation of all absolute values of the power for every frame has been taken as a feature for every trial. Instead of calculating the absolute power of the filtered EEG signal over the RFB, the relative power has been taken for calculation of the RSP. RSP is defined as the ratio of band spectral power (BSP) to TSP (Bhattacharyya and Mukul, 2017) . The authors have been estimated RSP for the total of the individual band for the further analysis.
where N is the total number of samples in a frame and b is the band, for example, alpha or beta or both
where t is the total band, for example, alpha plus beta
where BSP is the band spectral power for every band and TSP is the spectral power for a total of individual band. TSP is the average power of C3 and C4 channel over 8 Hz to the 30 Hz frequency range. In this paper, the BSP has been calculated at the subject specific RFB for both C3 and C4 channel separately, for each signal. The mean of estimated TRSP has been considered as a feature for each sample. The TRSP is evaluated keeping the Parseval's theorem in. The resulting TRSP for two frequency sub-bands at two electrodes are then stacked together to form a four-dimensional feature vector.
C Classification
The simple Bayesian classifier is the probabilistic classifier based on the Bayes' theorem.
The Bayesian classifiers require a number of features vectors to solve a learning problem (Bhattacharyya and Mukul, 2016b; Duda et al., 2001 ). The classifier can predict class membership probabilities, such as the probability for a given task belongs to a particular class. Bayesian classifiers also exhibited high accuracy and low computation time when applied into movement imagery classification (Bhattacharyya and Mukul, 2016b) . The core formula of Bayesian classifier is 2 
( ( ) / ). ( ) ( / ( )) , ( ( ) / ). ( )
where µ and σ are the mean and covariance matrix of the two classes.
Experimental results and discussions
Validation of RFB identification algorithm
In order to validate the performance of the proposed algorithm, the authors consider two situations. Firstly, the algorithm subjected to a self-generated artificial signal, containing sinusoidal signals of frequency 5 Hz, 10 Hz, 20 Hz and 30 Hz with SNR 7 dB, 10 dB, 6 dB and 5 dB and summed together. The simulated signal contains the number of samples 2024 with sampling frequency 125 Hz. Table 1 displayed the outcome of the proposed RFB estimation algorithm for the artificial signal. The artificial signal has been processed through the STFT-based frequency bin estimation method. The relative power spectral intensity has been estimated for different frequency bin. The power spectral intensity of different frequency bin passes through variance computation algorithm.
Table 1
The performance of the proposed algorithm for artificial signal in different frequency bands The variance values are directly proportional with the information present in it. The variance of power spectral intensity confirms the same trend as the SNR value has been chosen for creating an artificial signal. The variance value of 10 Hz frequency bin shows highest value, i.e., 7.09 approximate 30 Hz frequency bin shows the lowest value, i.e., 1.72 approximate. Secondly, the algorithm has been applied over the BCI competition II dataset III, to identify RFB's for movement imagery dataset. The variance of power spectral intensity has been estimated for different frequency bin, using proposed RFB identification algorithm. The algorithm has been applied to the ensemble average of the training data. The authors segregated every rhythm such as alpha, beta, etc. in different frequency bins. The variance has been estimated for all frequency bins. The minimum and maximum variance values based on different rhythms are shown in Table 2 . The frequency bin with highest variance value for specific rhythm has been taken as RFB of this rhythm. The estimated RFBs for different rhythms where the highest value of variances found is 4-7, 10-12, 20-22, 30-32. The variance value achieved in the case of alpha and beta band is distinctly higher than nearby gamma and theta band. The BCI competition II dataset is a movement imagery dataset. The features of different movement imagery experiments are generally observed in the alpha and beta rhythms which have been verified by Table 2 . The authors have selected frequency bin of only alpha and beta rhythm for further classification.
Table 2
The performance of the proposed RFB estimation algorithm for BCI competition II dataset III movement imagery dataset Based on the estimated RFB, the proposed TRSP-based classification algorithm has been applied to the testing data of the BCI competition dataset. The proposed TRSP feature has been used to classify the EEG signals using Bayesian classifier. Here, the proposed feature with a Bayesian classifier is compared with the result of the BCI competition winner over the same dataset. The winner group has been used Morlet wavelet filtering followed by the Bayesian classifier for classification. Table 3 shows a comparative study between two online classification methods. Values of different BCI evaluation parameters shown in Table 3 are maximum or minimum value achieved during online analysis. The proposed TRSP applied on Bayesian classifier as feature gives a better result than the other method. The MI and SNR for proposed method are higher than the BCI competition winner. The MI and SNR are the most generalised statistical parameter to validate any algorithm. The higher value of MI point toward a huge amount of mutual dependency and higher value of SNR signifies the as high value of desired signal present in the outcome. The proposed classification algorithm assures 0.15 bit higher MI and 0.53 higher SNR value for testing data over BCI competition dataset II. The error rate and classification time signify the level of accuracy and speed of any algorithm. The lower value of error rate indicates the higher level of accuracy and lower classification time signifies high computational speed. The error rate of the proposed algorithm 1.08% lower than wavelet filter method and classification time 0.2 s lower than the same for testing data over BCI competition dataset II. To validate the proposed algorithm with more clarity the authors have provided Figures 6 and 7. The Error rate of the proposed algorithm has been compared with wavelet filter result is shown in Figure 6 . The change in error rate with respect to time, during online analysis, is shown in Figure 6 . The experiment has been performed for testing data of the BCI competition II dataset. In Figure 6 , the result of wavelet filter shown in dotted blue line and the result of the proposed TRSP-based algorithm shown in green line. The performance of both algorithms shows the same trend depicted in Figure 6 . The error rate maintained nearly constant before starting of cue shows. The value of error rate shown in Figure 6 is projected in percentage value by multiplying with 100. The proposed method assured lowest error rate in between 6 s and 8 s time. MI value of the proposed algorithm has been compared with wavelet filter algorithm is shown in Figure 7 . The MI value of wavelet filter shown in dotted blue line and the MI value of proposed TRSP-based algorithm shown in the green line. MI value signifies the matching between the actual value and the desired value. Before starting of the cue the MI value lays nearly zero value. After stating of the cue MI value is start to increasing.
Both the algorithms shown nearly same pattern for online analysis. The proposed algorithm assured highest MI value in between 6 s and 8 s of classification time. The performance of the proposed RFB-based algorithm has been verified by applying over the training and testing dataset of the BCI competition IV dataset 2b (BCI Competition IV, 2008) . The results of the proposed method have been compared with the performance of the conventional wavelet-based algorithm is displayed in Table 4 . Here, classification accuracy is chosen as the evaluation parameter for this comparison. The value of maximum classification accuracy achieves different values for different subjects.
Results of this table evidently support that the performance of the BCI systems is subject dependent phenomena. The proposed method provides greater accuracy than wavelet filter apart from the subject B08 for the training dataset. The performance of the proposed algorithm is better than the wavelet-based algorithms for the testing data analysis of all nine subjects. The average classification accuracy of the proposed method for training dataset is 9.09% greater than the wavelet filter results over the same dataset. The average accuracy of the testing data is 9.85% greater than Wavelet filter. The performance of the wavelet-based filter for evaluation dataset is comparable with the proposed method is only a few subjects, such as B01, B04 and B08. To validate again the performance of the proposed algorithm the authors try to exhibit the change in classification accuracy with respect to time in Figure 8 , for the testing data of BCI competition II Graz dataset III and subject B04 of BCI competition IV dataset 2b (BCI Competition IV, 2008) . This plot shows the maximum classification accuracy achieved after running a combined simulation for every trial of the testing dataset. To perform this work, the authors have taken 1 s data to construct the frames for every trial. This frame has been shifted from starting to ending of every trial with 1 sample shifting. To execute this experiment, 8 s data have been taken from every trial of the both dataset. A number of frames have been calculated by subtracting the number of samples of the 1 s data from the total number of samples present in the 8 s data. The number of samples presents in the 1 s data of the BCI competition III Graz dataset III and subject B04 of BCI competition IV dataset 2b is 128 and 250. It is clearly visible from Figure 8 , that the maximum classification accuracy before starting of the cue for both datasets displayed accuracy of <60%. After starting of the cue MI value is start increasing. The maximum classification accuracy has been achieved in between 5 s and 7 s time for both datasets. In between 5 s and 6 s, the classification accuracy achieved the highest value for the proposed algorithm. The TRSP-based algorithm achieves stability within 5.6 s and the wavelet-based algorithm achieves stability within 6.7 s. The proposed algorithm is 1.1 s faster than wavelet-based algorithm.
Conclusion and future work
The RFB is now a very important parameter for BCI research. It is a difficult task to formulate a correlation between intra-subject and inter-subject RFB. The effectiveness of the proposed RFB identification algorithm is clearly visualised through the results of the SSVEP dominant frequency detection and movement imagery RFB identification. The RFB is a subject dependent parameter; even it can be varied in session to session for the same subject. It is an open challenge for the BCI researcher to predict subject independent RFB. The proposed RFB identification algorithm is very easy to understand and simple for application. The proposed TRSP-based classification algorithm shows excellent performance on movement imagery classification. The proposed method is extremely simple and easy to implement. The computational time of this proposed method fast as compared with the wavelet filter-based BCI competition result. The authors have been concluded that the Bayesian classifier with TRSP feature improves the performance level compared with other method. To achieve fast computational speed with higher mutual information and kappa value is now main focus point of the BCI research. The future work lies in detecting the cue and then classifies the trials using the proposed algorithm in case of asynchronous movement imagination. The algorithm may be utilised to control embedded robot or wheelchair to help the patient with a disability.
