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Characterization Theorems for Zara Graphs 
A. BLOKHUIS AND H. WILBRINK 
We give several characterization theorems for Zara graphs. 
1. INTRODUCTION 
We shall use freely the terminology, notation and results of [3]. The results of that paper 
suggest that it might be possible to classify the reduced Zara graphs of sufficiently high rank 
(rank at least 3 is what we hope for but this may be too ambitious). There are several types 
of interesting subproblems in this direction: classify all reduced Zara graphs r, given 
(a) the isomorphism type of T(x)*, x E r, or 
(b) the isomorphism type of f/(M), M a maximal clique, or 
(c) some information about the automorphism group of T(e.g. transitivity properties), or 
(d) some combinatorial and/or geometrical properties. 
Here is a survey of known results, for the greater part trivial consequences (reformulations) 
of characterization theorems for diagram geometries. 
THEOREM I. Let r be a reduced Zara graph of rank at least 3 and suppose that f/(M) 
is a projective space for some (and hence every) maximal clique M. Then r is the collinearity 
graph of a polar space. 
This is an immediate consequece of Tits's definition of polar space (see [15]). (Perhaps 
Axiom IV in [15] needs some explanation. If M is a maximal clique and if X is a singular 
subspace in a Zara graph r such that X is contained in M, then there is a maximal clique 
M' with X = M n M'. The proof is by means of downward induction on rk(X). If X = M 
this is trivial, so suppose X =f. M. Take a E M\X. There exists a maximal clique M 1 
such that (X u {a} )J..L = M n M 1• There exists b E T(X) such that a '"'"' b. Then 
M' = ((M, n b.l) u b)J..L does the job.) 
THEOREM 2. Let r be a reduced Zara graph of rank n ~ 4 and suppose that f/(M) is an 
affine space for some (and hence every) maximal clique M. Then r is one of: 
(a) 0(2n + I, 2)\0+ (2n, 2)(i.e. a polar space of type 0(2n + I, 2) with a hyperplane of type 
o+ (2n, 2) removed) (exemple (e) in [17]); 
(b) o+ (2n, q)\ p.l (i.e. a polar space of type o+ (2n, q) with a hyperplane p.l, p a singular 
point, removed) (exemple (f) in [17]). 
This is an immediate consequence of a more general result by Shult (see [13, Theorem 1], 
note that the gamma space property follows from the fact that lines are closed subspaces). 
In a similar way we can reformulate Theorem 2 of the same paper. 
THEOREM 3. Let r be a reduced Zara graph of rank n ~ 5. If T(x)* is isomorphic to a 
polar space for every X E T, then Tis one of the following: 
(a) a polar space of rank n; 
(b) 0(2n + I, 2)\0+ (2n, 2); 
(c) o+(2n, q)\P.l. 
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The fact that the triangular graphs and the lattice graphs are characterized by the 
parameters'v, k, A. (except for T(8) and L 2 (4) see [9], [12]) was used by Zara (see [17]) to 
prove the following result (see also our Corollary 8): 
THEOREM 4. Let r be a reduced Zara graph. lf2e > m, then r is L2(m) or T(2m). 
Using this (or straightforward induction) one immediately proves the next theorem. 
THEOREM 5. Let r be a reduced Zara graph. If T(x) is isomorphic to the complement of 
a lattice graph or the complement of a triangular graph, then so is r. 
Zara also shows that the polar spaces are characterized by their parameters ([17, 
Corollaire 6.12]): 
THEOREM 6. Let r be a reduced Zara graph with the parameters v ( = ITI), m and e of a 
polar space. Then Tis a polar space. 
Notice that this result implies that in Theorem 3 it suffices to require that T(x)* is 
isomorphic to a polar space for some x E r. 
For the sporadic Zara graphs we note that these are characterized by their parameters: 
for (v, m, e) = (35, 5, 2) see Blokhuis and Brouwer [I], for (126, 6, 2) see Blokhuis and 
Brouwer [2] and for (275, 5, 2) see Goethals and Seidel [8]. In the rest of this paper we shall 
give some results of the same nature. In Section 2 we shall look at the case where Y'(M) 
is the truncation of a Boolean lattice and obtain a classification for rank at least 6. In section 
3 we shall have a closer look at a special case of this, the completely regular two graphs. 
In Section 4 we shall almost completely classify the Zara graphs which satisfy a certain 
geometrical condition. 
2. Y'(M): A TRUNCATED BOOLEAN LATTICE 
Let r be a reduced Zara graph of rank n such that for some maximal clique M the 
geometric lattice Y'(M) is the truncation of a Boolean lattice, i.e. the singular subspaces of 
M of rank i !( n - I are precisely the i-subsets of M. (Clearly then Y'(M) ~ Y'(M') for 
every maximal clique M'.) We shall prove that for n ~ 6, r is one of T(2(n + 1)) or 
L 2(n + 1) (for n ~ 5 we have the same conclusion with the possible exception of a graph 
on 3159 vertices). The method of proof is simple: we compute the multiplicities of the 
eigenvalues of the strongly regular graphs T(X), X a singular subspace, and use the fact that 
these have to be integers. As in [3] we let m be the size of a maximal clique and e the size 
of a rank n - 1 singular subspace (thus e = n - 1). We shall express everything in the 
three parameters s = m - e, e and t, where t + 1 is the number of maximal cliques 
containing a given singular subspace of rank e = n - 1. Notice that the graphs T(X), X 
a singular subspace of rank at most n - 2, are also reduced Zara graphs with the same s 
and t. In particular, if X has rank n - 2, then T(X) is a generalized quadrangle with s + 1 
points on a line and t + 1 lines through a point. It follows that s ~ 2 (if s = 1, then a 
generalized quadrangle is a complete bipartite graph and therefore not coconnected). The 
parameters v, k, A. and 11 of the strongly regular graph r (see [4]) can all be expressed in s, 
t and e as follows. Every vertex x E r, x 1 M, is in a unique maximal clique N with the 
property IM n Nl = e ([3, Lemma 2.1]). Hence, 
( s +e) v = ITI = s e t + (s + e). 
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If we apply this to the Zara graphs T(x) and T(x) n T( y), x, y E r, x ~ y, then we find 
k = IT(x)l = s (s + e - I) t + (s + e - I), 
e- I 
A. = IT(x) n T(y)l = s (s + e - 2 ) t + (s + e - 2). 
e- 2 
The constant J1 = IT(u) n T(v)l (u, v E T, u =1- v, u ,..,., v) can be computed using the 
relation (v - k - I)J1 = k(k - I - A.) or by observing that 
e 
J1 = --k 
m- I 
(for distinct non-adjacent vertices u and v, every maximal clique on u contains m -
vertices adjacent to u, e of which are also adjacent to v): 
J1 = [ (s : ~ ~ 2) t + I J e. 
The quadratic equation X 2 + (Jl - A.)X + (Jl - k) = 0 for the eigenvalues =!= k of T 
takes the form 
X
2 
+ [t (s : : ~ 2 ) - s + 2 J X - (s - I) [t (s : ~ ~ 2 ) + I J = 0. 
Hence, s - I and - [C~~! 2 )t + I] are the non-trivial eigenvalues of r. The multiplicity of 
the negative eigenvalue is 
g 
(s + e - I)s [ (s + : - I) t + I J 
(
s + e - 2) 
t + s 
e- I 
Now specialize toe = 4 and compute a = (4g - (s + 3?)t + 6(s + 3). This gives 
36(s + 3)(t + I) 
a = . (s + 2)(s + I )t + 6 
(1) 
(2) 
Notice that a has to be an even positive integer, so a ? 2. This gives the inequality 
(i - I5s - 52)t ~ I8s + 48. Since t ? I, it follows that s ~ 35. For s in the range 
2 ~ s ~ 35, there are only finitely many values oft to consider: the well known inequality 
for generalized quadrangles already gives the upperbound t ~ s2, but the fact that a is an 
integer usually gives an even better upper bound on t (e.g. if s = 10, then 
36·13(t + I) _ 3 = 72t + 450 ? I 
12·Ilt + 6 I32t + 6 
so t ~ 7). An exhaustive search for the remaining admissible pairs (s, t) for which g is an 
integer fore = I, 2, 3, 4 leaves us with only 4 cases: (s, t) = (2, I), (2, 2), (5, I), (5, 5). 
The cases = 2, t = I, e = 4 is L2(6). The cases = 2, t = 2, e = 4 is T(I2). The case 
s = 5, t = I, e = 4 corresponds to a rank 5 Zara graph on 639 vertices which cannot exist, 
as we shall shown in the next section. Finally, if s = 5, t = 5 and e = 4, then Tis a graph 
on 3159 vertices. This graph does not have an extension to a rank 6 Zara graph (g is not 
an integer for e = 5). We have proved the following theorem. 
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THEOREM 7. Let r be a reduced Zara graph of rank n ~ 5 such that !f(M) is isomorphic 
to the truncation of a Boolean lattice (M a maximal clique). Then T is isomorphic to 
T(2(n + 1)) or L2(n + 1) or n = 5 and s = t = 5. 
Using the above theorem it is possible to give a short proof of the result by F. Zara 
mentioned in the introduction. 
COROLLARY 8. If r is a reduced Zara graph with 2e > m, then r is isomorphic to T(2m) 
or L 2(m). 
PROOF. By [16, p. 516], !f(M) is the truncation of a Boolean lattice. Since 2e > m and 
m - e ~ 2, it follows that e ~ 3. By Theorem 7 we have only to consider e = 3 and then 
m = 5. Substitution of s = 2 and e = 1 and 2 in (1) yields t = 1 or 2, i.e. r = T(lO) or 
r = L2(5). o 
3. ZARA GRAPHS AND COMPLETELY REGULAR TWO-GRAPHS 
Let !I = (X, ~) be a completely regular two-graph (see Neumaier [10]). Fix a point 
oo E X and define a graph ron X\ { oo} in the usual way: x andy are adjacent if and only 
if { oo, x, y} E ~. From t~e. definitions of completely regular two-graph and Zara graph it 
follows immediately that r is a Zara graph with e = s - 1 and m = 2s - 1 (where 
1 - 2s is the negative eigen~al,ue of!/, see [10]). It is not difficult to show that !f(M), M 
a maximal clique of r, is a truncation of a Boolean lattice. Indeed, if there is an (s - I)-
clique C of r which is not a singular subspace, then C is in a unique (2s - 1 )-clique of r 
and so C u { oo} is in a unique 2s-clique of !I. Hence, C u { oo} is ins (s + I )-cliques of 
!/, contradicting Theorem 1.3(i) in [10] where this number is shown to be as > s. Thus 
every clique of size e = s - 1 is a singular subspace and therefore !f(M) is the truncation 
of a Boolean lattice. 
We shall now look at some particular cases. The first case is the two-graph no. 11 of 
Theorem 1.4 in [1 0] on 640 points. The corresponding Zara graph is the graph on 639 
vertices of rank 5 we saw in the previous section. It has m = 9 and e = 4. It is known that 
the two-graph does not exist (Prop. 3.3 in [10]). This will also follow at once from the 
following theorem. 
THEOREM 9. Therq is no reduced rank 3 Zara graph with m = 7, e = 2 and 2 maximal 
cliques on every edge. 
PROOF. Suppose r is such a graph. From Section 2 it follows that r has 
v = 5(i) + 7 = 112 vertices and valency k = 5(n + 6 = 36 (Tis locally a 6 x 6-grid). 
Fix a maximal clique M. There are (112 - 7) · (12 - 3)/7 = 135 maximal cliques disjoint 
from M. The number of pairs of maximal cliques (M1, M 2 ) such that IM1 n Ml = 
IM1 n M 21 = 2 and M n M 2 = 0 equals (i) · 1 · (D = 210 > 135. Hence, there exists a 
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Let a; be the number of vertices adjacent to precisely i vertices in {a, b, c, d, e, f}. Then 
La; 112 - 6 = 106, 
Lia; 6 X 32 = 192, 
L(;)a; 96 + 24 = 120, 
L(Da; 4 X 8 = 32, 
a; 0 if i ~ 4. 
(The last two equations follow from the observation that a vertex which is adjacent to two 
adjacent vertices in {a, b, c, d, e,f}, to a and b say, must be in one of the two maximal cliques 
on {a, b}, i.e. either in the maximal clique spanned by {a, b, c} or in the maximal clique 
spanned by {a, b, d}.) Solving these equations yields a0 = 2, a 1 = 48, a2 = 24 and 
a3 = 32. However, the vertices a, {3, y, J, e, rJ are six vertices which are clearly not adjacent 
to any vertex in {a, b, c, d, e,f}, i.e. a0 ~ 6. This is a contradiction. D 
CoROLLARY 10. There does not exist a reduced rank 5 Zara graph on 639 vertices with 
m = 9 and e = 4 and hence no completely regular two-graph on 640 points. 
PRooF. If Tis such a graph, then F(X), X a singular subspace of rank 2, is the graph 
on 112 vertices eliminated in the theorem. D 
As a second example we look at case no. 5 of Neumaier's Theorem 1.4. We shall show 
that the corresponding Zara graph on 95 vertices does not exist. Here also, the two-graph 
is known not to exist (Neumaier, personal communication): 
THEOREM 11. There is no reduced Zara graph with m = 5, e = 2 and 4 maximal cliques 
on every edge. 
PRooF. Essentially, the proof goes like this: show that the maximal cliques constitute 
a four-class association scheme and then show that this association scheme has an eigen-
value with a non-integral multiplicity. To avoid the computation of all the intersection 
numbers of this association scheme, we shall make use of some tricks. Suppose r is a 
reduced Zara graph with m = 5, e = 2 and 4 maximal cliques on every edge. Then r has 
v = 95 vertices, valency k = 40, A = 12 and Jl = 20. Locally, r is a generalized quad-
rangle with 4 points on every line and 4 lines of every point. Let A be the adjacency matrix 
of r. The spectrum of A is (401, 275, - 1019 ). Let N be the 95 x 760 vertex-maximal clique 
incidence matrix. Then NN 1 = 40/ + 4A so Spec(NN1) = (2001, 4875 , 019 ). Hence 
Spec(N1 N) = (2001, 4875, 0684 ). Two distinct maximal cliques M 1 and M 2 can be in four 
different relations: 
Relation 1 IM1 n M 2 1 
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Relation 2 IM, n M 2 1 = I <t:!1] 
Relation 3 IM, n M 2 1 = 0 and 3M3 in 
relation I with both M 1 and M 2 
Relation 4 IM, n M 2 1 = 0 and there is no such M 3 ~ 
Let B; be the 760 x 760 0/1-matrix describing relation i, i = I, ... , 4. then the following 
equations hold: 
N'N 5/ + 2B, + B2 , (1) 
J I + B, + B2 + B3 + B4 , (2) 
m 30/ + 2B1 + 4B2 + B3, (3) 
Bi 135/ + 36B, + 30B2 + 24B3 + 20B4 , (4) 
B1B3 B3B, = 9B1 + 6B2 + 8B3 + 15B4 • (5) 
The computation of the coefficients of B3 and B4 in the last equation are based on the 
following observation. If M is a maximal clique and x andy are distinct adjacent vertices 
not in M, then the number of maximal cliques containing {x, y} and in relation 3 with M 
is I if lr(x) n T(y) n Ml = I and 2 if lr(x) n T(y) n Ml = 0. To prove this: suppose 
{x, y} and {u, v} are edges in rsuch that x, y ,..,., u, v. Then there is exactly one maximal 
clique on { x, y} and one on { u, v} which are in relation 1. Indeed, look at T(x). There are 
40 - 20 - 20 + 8 = 8 vertices in T(x) which are neither adjacent to u nor to v. But we 
see already 8 such vertices in the 4 maximal cliques on x which intersect a maximal clique 
on { u, v} in 2 vertices. Now apply this to 





look at the generalized quadrangle r(x). Observe that the pointy is on a unique line of r(x) 
which meets the line through a and b (c and d).) From (1) and 4 x (3) - (4) + 20 x (2) 
one can compute the eigenvalues of B, on the 75-dimensional eigenspace of N'N (notice that 
all matrices involved commute). It turns out that B1 has a single eigenvalue 11 on this 
eigenspace. Using (1), (2), (4) and (5) one can compute the eigenvalues of B1 on the 
684-dimensional eigenspace of N'N. One finds the eigenvalues 2, -5 and - 10 with 
multiplicities a, b and c, say. Then 
a+ b + c 
30·1 + 11·75 + 2a- 5b- 10c 
900·1 + 121·75 + 4a + 25b + lOOc 
684, 
Tr(B1 ) = 0, 
Tr(BD = 30·760. 
Solving these equations yields a = 407t, b = 219~ and c = 57, a contradiction. D 
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4. ZARA GRAPHS AND NEAR POLYGONS 
Let r be a Zara graph of rank n. The set .A = .A(T) of maximal cliques of r carries 
in a natural way the structure of a partial linear space with lines corresponding to the rank 
n - I singular subspaces. Notice that this partial linear space contains no triangles. For 
almo'st all of the known reduced Zara graphs, this partial linear space is a so-called near 
polygon. The only two exceptions are McLaughlin's graph on 275 vertices and the graph 
on the 35 lines of PG(3, 2), two lines being adjacent if and only if they are skew. We shall 
show that .A is a near polygon if r satisfies the following condition: 
(*) if x, y E r, x i= y, x ,.,_ y and if Mi E .A, i = I, 2, 3, 4 
such that x E M 2 n M 3 , y E M 1 n M 4 and M 1 "' M 2 "' M 3 "' M 4 , 
then M 1 "' M 4 • 
(HereM "' M' forM, M' E .A means that M n M' is a rank n - I singular subspace, 
i.e. M and M' are collinear in the partial linear space .A.) Furthermore, we shall classify 
all reduced Zara graphs of rank n ~ 4 saiisfying (*), and almost all such graphs of rank 
3. We begin with a short introduction to the theory of near polygons (much more can be 
found in [5], [11], [14]). 
A near polygon is a partial linear space (X, :t') of finite diameter such that for any point 
x E X and line L E 5t' there is a unique point on L nearest to x. If the diameter of (X, :l') 
is n, then we speak of a near 2n-gon. Thus a near 0-gon consists of a single point, a near 
2-gon consists of at least two points, all points on a single line, and a near 4-gon is a 
(possibly degenerate) generalized quadrangle. The distance of x andy will be denoted by 
d(x, y). Usually we shall write X instead of (X, :t'). Let X be a near 2n-gon. A line closed 
subset Y £ X is called a subspace. A subspace Y is called geodetically closed if for any two 
points x, y E Y, the points on every shortest path from x toy also belong to Y. For example, 
every line of X is a geodetically closed subspace of X. Clearly, a geodetically closed subspace 
Y is a near 2}-gon for some j ~ n. A geodetically closed subspace Y i= X is called big if for 
all x EX\ Y there is a (necessarily unique) pointy E Y collinear with x; we shall say that 
y is the projection of x on Y and write y = Ily(x). 
LEMMA 12. Let Y be a big subspace of X. Then 
d(x, y) = I + d(Ilr(x), y) 
for all x E X\ Y, y E Y. 
PROOF. Let x E X\ Y and y E Y. Clearly ld(x, y) - d(Ilr(x), y)l ~ I. If d(x, y) = 
d(Ily(x), y) - I, then xis on a shortest path from Ily(x) toy, sox E Y, a contradiction. 
If d(x, y) = d(IIr(x), y), then there is a point x' i= Ily(x) on the line through x and Ily(x) 
with d(x', y) = d(x, y) - I. Replacing x by x' brings us back to the first case, so again we 
have a contradiction. D 
LEMMA 13. Let Y be a big subspace and let L be a line of X such that Y n L = 0. Then 
IIr(L) is a line of Y. 
PROOF. Let x and x' be two distinct points on L. By the previous lemma d(Ilr(x), 
IIr(x')) = I. 0 
LEMMA 14. Let Y1 and Y2 be big subspaces of X such that Y1 n Y2 = 0. Then the 
restriction of IIr, to Y2 is an isomorphism Y2 ~ Y1 • 
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PROOF. Trivial. 
LEMMA 15. Let Y 1 and Y2 be big subspaces of X such that Y 1 n Y2 =F 0: 
(a) If y 1 E Y, is collinear with Y2 E Y2 , then y 1 or y2 is in Y1 n Y2 • 
(b) Y 1 n Y2 = Y; or a big subspace of Y;, i = 1, 2. 
0 
PROOF. (a) Apply Lemma 12 to Yi and a point z E Y, n Y2 for i = 1, 2. (b) Use (a). 
0 
Let (x;, .PJ, i = 1, ... , p be near polygons. Then X = ITf= 1 x; carries in a natural way 
the structure of a near polygon: the lines are those subsets L s; X for which there exists 
i E {1, ... , p} such that pri(L) E 2; and pr1(L) = x1 E x;,j =F i (prk is the projection on 
the kth coordinate). Notice that d(x, y) = "J:.id(xi, yi) if x = (x1, ••• , xp) and 
y = ( y,, ... , yp); so in particular the diameter of X is the sum of the diameter of the Xi. 
LEMMA 16. Let X,' ... 'xp be near polygons and let X= rr;=l x;. If Y; is a geodetically 
closed SUbspace of x;, i = } , ... , p, then Y = IJf= 1 Y; is a geodetical/y closed subspace of 
X. Conversely, if Y is a geodetically closed subspace of X, then Y; = pri(Y) is a geodetically 
closed subspace of x;, i = 1, ... , p andY = I1f= 1 Y;. If, in addition, Y is a big subspace of 
X, then for some i E { 1, ... , p} we have that Y; is a big subspace of x; and lj = x;for j =F i. 
PROOF. Straightforward verification. 0 
Now let us see what this has to do with Zara graphs. let Tbe a Zara graph of rank n which 
satisfies (*) and let vii = .A(T) be the set of maximal cliques of r. If X is a singular 
subspace of r, then we write Ax = .A(X~ ). Notice that Ax is a subspace of the partial 
linear space .A. 
LEMMA 17. For every ME .A and every rank 1 singular subspace X <j; M, there is a 
unique M' E Ax such that M' ""' M. 
PROOF. Trivial. 0 
If X, M and M' are as in Lemma 17, then we shall write M' = IIx(M). We extend the 
map Ilx to all of .A by putting IIx(M) = M if X s; ME .A; Ilx(M) is called the projection 
of M on X (or Ax). 
LEMMA 18. Let X be a rank 1 singular subspace and let M, M' E .A such that M =F M', 
M ""' M'. Then IIx(M) = IIx(M') or IIx(M) ""' IIx(M'). 
PRooF. If x~ 2 M n M', then IIx(M) = Ilx(M'). If x~ t!. M n M', then we can 
find x E X andy E M n M' such that x ...., y. From(*) it follows that Ilx(M) ""' Ilx(M'). 
0 
LEMMA 19. Let X be a rank 1 singular subspace and let M, N E .A such that 
M t!. X s; N. Then d(M, N) = 1 + d(IIx(M), N). 
PROOF. The projection on X of a path from M to N is a path from IIx(M) to 
IIx(N) = N which stammers at least once. 0 
THEOREM 20. Let r be a Zara graph of rank n which satisfies (*). Then: 
(a) .A is a near 2n-gon; 
(b) for ever singular subspace X we have that Ax is a geodetically closed subspace of .A; if 
X has rank I, then Ax is a big subspace. 
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PRooF. (a) Induction on n (notice that (*) is inductive: if r satisfies (*), then so does 
every x-L, X a singular subspace). The cases n = 0, 1 are trivial, so assume n ? 2. Let 
M E A and let L be a rank n - 1 singular subspace. There is a rank 1 singular subspace 
X ~ L. By induction there is a unique N E A, N 2 L closest to llx(M): 
M 
N'L 1. IT,(M) '\ • 
By Lemma 19, N is also the unique 'point' on L closest toM. This shows that A is a near 
polygon. Let X be a rank 1 singular subspace. By induction there are M', N E Ax at 
distance n - 1. There is an M ~ M', M t?. X. By Lemma 19, M and N are at distance n 
so the diameter is at least n. It is equally easy to show that the diameter is at most n. Hence, 
A is a near 2n-gon. 
(b) Let X be a rank 1 singular subspace. From Lemma 19 it follows that Ax is geodetically 
closed, and from Lemma 17 it follows that Ax is a big subspace. The rest is trivial. D 
We shall now try to classify the Zara graphs satisfying(*). The following lemma shows 
that we can restrict ourselves to reduced Zara graphs. 
LEMMA 21. Let r be a Zara graph: 
(a) r satisfies (*) if and only if f\Rad(r) satisfies (*). If (*) holds, then 
A(r) ~ A(f\Rad(r)). 
(b) Suppose Rad(r) = 0 and suppose Thas cocomponents r;, ... , J;. Then Tsatisfies (*) 
if and only if every T;, i = I, ... , p satisfies(*). If(*) holds, then A(r) ~ llf~ 1 A(T;). 
(c) Suppose Tis indecomposable. Then Tsatisfies (*)if and only if T* satisfies (*).If(*) holds, 
then A(r) ~ A(T*). 
PRooF. Straightforward. D 
The idea of our proof is simple: A(T) is a near polygon with many big subspaces and 
so, by using Lemma 14, it is possible to construct many automorphisms of these big 
subspaces. We shall construct enough automorphisms to show that r is locally a polar 
space, and then use Theorems 2 and 3 to finish the proof. One of the things we need to know 
is that an automorphism of A(T) corresponds to an automorphism of r. The following 
two lemmas solve this problem. 
LEMMA 22. Let r be an indecomposable Zara graph satisfying (*). Then A(T) is 
indecomposable, i.e. A(T) is not a non-trivial direct product. 
PRooF: Induction on n = rk(T). The first interesting case is n = 2. Assume r is 
reduced. Since r is a generalized quadrangle with m ? 3 points on a line, A(T) is a 
generalized quadrangle with at least 3 lines on every point. If a generalized quadrangle is 
of the form A x B, then A and B are near 2-gons, i.e. A and B are lines. Then A x B is 
a grid with 2 lines on every point, a contradiction. Suppose n > 2 and assume that 
A(r) = A x B with A and B non-trivial. Fix x E r. Then Ax = Ax x B" where A" is 
' a big subspace of A and Bx = B, say (Lemma 16). By induction, one of Ax and Bx is a near 
0-gon, i.e. a single point. Since B" = B is not a single point, A" must be a single point. Hence 
A consists of a number oflines, all through a single point. If A has more than one line, then 
A is a near 4-gon. Since B = Bx ~ A" is a near 2(n - 1)-gon, it then follows that 
A = A x B is a near 2(n + 1 )-gon, a contradiction. Hence A is a single line. Clearly then, 
since B is not a line, Ax = {a} x B (a E A) for every x E r. But this shows that distinct 
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big subspaces .Rx and .RY are disjoint. Hence x ~ y implies .Rx = .RY, so x.L = y.L. Then 
r is a union of disjoint cliques and so has rank l, a contradiction. D 
LEMMA 23. Let r be a Zara graph satisfying(*). Then .R = .R(r) has no big subspaces 
other than .Rx. X a singular subspace of rank l. 
PROOF. By Lemmas 16 and 21 we may assume that r is reduced. Suppose .R0 c .R is 
a big subspace of .R. Put To = u.R0 • Then To is a Zara graph. To prove this it suffices to 
show that every maximal clique of To is a maximal clique of r. Suppose M 0 is a maximal 
clique of To. There is a maximal clique M of Tcontaining M 0 • Let N 0 be the projection of 
M on .R0 • Since (M n N 0 ) u M 0 is a clique in r containing M 0 , it follows that M n 
N 0 s; M 0 • If M n N 0 = M 0 , then M 0 s; N 0 , so M 0 = N 0 E .R0 and we are done. So 
suppose there exists x E M 0 \(M n N0). Then we have the following situation: ME .Rx, 
N0 E .R0 , M ~ N 0 and .R" and .R0 are intersecting bigsupspaces (x E M 0 s; To, sox is on 
an Lo E .Ro; then Lo E .Ro n .RJ. By Lemma 15 we must have ME .Ro (if No E .Rn then 
x E N0 n M, a contradiction). Hence, M 0 = ME .Rand we have shown that To is a Zara 
graph with .R(F'o) = .R0 • Clearly, To satisfies(*). Since Tis coconnected, it follows from 
Lemma 14 that .Rx ~ .RY for all x, y E r. Also .R0 ~ .Rx for all x E r, for otherwise 
.R0 n .,It" i= 0 for all X E T, which implies 1'o = T and therefore .R0 = A(F'o) = 
.R(r) = .R, a contradiction. If x E Rad(T0 ), then .R0 s; .,It" so in fact A 0 = A, and we 
are done. Assume that Rad(To) = 0. Since T(x) is indecomposable, it follows that 
A(F'o) = A 0 ~ A" ~ A(T(x)) is indecomposable (Lemma 22). Hence To is indecom-
posable (Lemma 2l(b)). We now use induction on n = rk(r) to finish the proof. Ifn ~ 2 
this is easy, so suppose n > 2. By induction the number of big subspaces of A, containing 
a given maximal clique M is (m - 1)/(/ - I) (where m = IMI and I is the cardinality of 
a rank 2 singular subspace of T). For A 0 , however, this number is mja, where a is 
determined by To = a(To)*. This is a contradiction. D 
CoROLLARY 24. If r is a reduced Zara graph satisfying (*), then every automorphism of 
A is induced by an automorphism of rand so Aut(T) is canonically isomorphic to Aut( A). 
THEOREM 25. Let r be a reduced Zara graph of rank n ?: 4 satisfying (*). then r is one 
of the following: 
(a) T(2(n + I)); 
(b) L 2(n + I); 
(c) a polar space of rank n; 
(d) 0(2n + I, 2)\0+(2n, 2); 
(e) o+(2n, q)\P.L, P a singular point. 
PROOF. Let m and e have their usual meaning. If 2e > m, then, by Theorem 4, we are 
in case (a) or (b). Assume 2e ~ m. Let x, y, z E r such that x, y and z span a singular 
subspace of rank 3. Put Axy = Ax nAy, Axyz = Ax nAy n A" etc. Let ME Axyz and 
let A, A' E Axz \Axyz such that A ~ M ~ A': 
Characterization theorems for Zara graphs 67 
We shall show that there is an automorphism rx of A, such that 
rx(A) = A', and rx(L) = L for all L E A,Y. 
Take BE Axv \Axyz such that B "" M. Clearly, B is not collinear with A (Lemma 15). It 
suffices to show that there is an isomorphism ¢: A, --+ Av with the properties ¢(A) = B 
and ¢(L) = L for all L E A,v (replace A by A' to obtain 1/J and use 1/J- 1 o ¢ ). There exists 
C i= M such that A "" C "" B (there are m big subspaces containing B, m - e of which 
do not contain M; project A onto such a big subspace to obtain C). Clearly, Cis in A= and 
C is neither in Ax nor in Av. There are m big subspaces containing C. Of those m big 
subspaces, e intersect Ax and e intersect Av. Since Az intersects Ax and Av and since 
2(e - I) + I < m, there is a big subspace, Au say, containing C and disjoint from A, and 
Av. Let ¢ be the restriction of Ilv o II" to Ax, then ¢ has the required properties. Thus for 
every maximal clique M of (r(x))* and every vertex xy EM and any two intersecting 
hyperplanes (i.e. corank 1 subspaces of M) A n MandA' n M which miss xy, there is an 
automorphism rx of (T(x))* which fixes every maximal clique through xy, and therefore 
every line through xy, and which maps A n MonA' n M. This implies that the group of 
automorphisms of (T(x))* which fix a maximal clique M and all lines through a vertex of 
M, is transitive on the hyperplanes of M which miss the given vertex. Hence every line of 
M meets every hyperplane of M. By the Buekenhout-Shult theorem, (r(x))* is a polar 
space. For n ~ 5 we now can use Theorem 3 to finish the proof. For n ~ 4 we argue as 
follows. For every maximal clique M of r, the geometric lattice !f(M) is locally a projective 
space. By [7] we have the following possibilities for !f(M): 
(i) !f(M) is a projective space. Then r is a polar space (Theorem I). 
(ii) !f(M) is an affine space. Then r is 0(2n + 1, 2)\0+ (2n, 2) or o+ (2n, q)\Pl_ 
(Theorem 2). 
(iii) !f(M) has rank 4, every line has k points, every plane has k(k3 + 1 )/(k + 1) points and 
IMI = k(k5 + 1 )/(k + 1 ). A simple counting argument shows that M contains two disjoint 
planes n 1 and n 2 , say. Extend n; to a maximal clique M;, i = 1, 2. Then M, and M 2 are 
disjoint and property (*) shows that M 1 and M 2 admit a partition into planes. Hence, 
k(k3 + 1)/(k + 1) divides k(k5 + 1)/(k + 1), a contradiction 
(iv) !f(M) has rank 4 and is locally a projective plane of order k 3 + k. Since k 3 + k is not 
a prime power we again have a contradiction. D 
It remains to consider the rank 3 case. If the number of maximal cliques on a given rank 
2 singular subspace is at least 3, then the following theorem provides the answer. 
THEOREM 26. Let r be a reduced Zara graph of rank n = 3 satisfying(*). If t ~ 2 (where 
t + 1 is the number of maximal cliques on a given rank 2 singular subspace), then r is one 
of the following: 
(a) T(8); 
(b) a polar space of rank 3 i= o+ (6, q); 
(c) the orthogonality graph on the 126 points (x) of PG(5, 3) satisfying Q(x) = 1, where Q 
is a quadratic form of Witt index 2. 
PRooF. Every line in the near hexagon A has t + 1 points. Since t + 1 ~ 3 we can 
apply Yanushka's Lemma ([14]): any two points at distance two in A span a unique 
geodetically closed 4-gon (a quad). If all point-quad relations are 'classical', i.e. if all quads 
are big subspaces, then we are in case (b) (see Cameron [6], or argue as follows: from Lemma 
23 it follows that two maximal cliques at distance 2 intersect; hence any two lines in a 
maximal clique M intersect, so !f(M) is a projective plane). Suppose there exist two 
maximal cliques M, and M 2 at distance 2 which do not generate a big quad. Then M 1 and 
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M2 are disjoint (Lemma 23) and so there are mje maximal cliques at distance I from both 
M 1 and M 2 • This means that in the quad spanned by M 1 and M 2 there are mje lines on every 
point. By an inequality of Shad and Shult [II] (see also Brouwer and Wilbrink [5, Corollary 
to Lemma 25]) we have 
-·---~-I +t- I . m m- I m ( (m )) 
e e-I e e 
Rewriting this inequality yields (e - l)(t - I) ~ I. Since e ~ 2 and t ~ 2 it follows that 
e = t = 2. As in Section 2 we puts = m - e = m - 2 .. Since s ~ t2 = 4 it follows that 
m ~ 6. Now m = 4 gives us T(8), m = 5 is impossible and m 6 gives us the 126-point 
Zara graph (Blokhuis and Brouwer [2]). D 
REMARK. If t = I, then AI has lines of size 2, i.e., AI is a bipartite graph. If A 1 and A 2 
are the two parts of A, then every edge of Tis on two maximal cliques, one in A 1 and one 
in A 2 • So, for fixed i, r can be given the structure of a partial geometry with the maximal 
cliques in A; as the lines of the partial geometry. 
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