Abstract. Despite significant progress in recent years, ab initio folding is still one of the most challenging problems in structural biology. This paper presents a probabilistic graphical model for ab initio folding, which employs Conditional Random Fields (CRFs) and directional statistics to model the relationship between the primary sequence of a protein and its three-dimensional structure. Different from the widely-used fragment assembly method and the lattice model for protein folding, our graphical model can explore protein conformations in a continuous space according to their probability. The probability of a protein conformation reflects its stability and is estimated from PSI-BLAST sequence profile and predicted secondary structure. Experimental results indicate that this new method compares favorably with the fragment assembly method and the lattice model.
Introduction
Various genome sequencing projects have generated millions of proteins with unknown structures. To fully understand the biological functions of these proteins, the knowledge of their three-dimensional structures is essential. Many computational methods have been developed to predict the structure of a protein from its primary sequence. These methods can be roughly classified into two categories: ab initio folding and comparative modeling. Although ab initio folding is not as accurate as comparative modeling, ab initio folding is still being actively studied for many purposes. The excellent performance of several groups (e.g., Zhang's I-TASSER [1] , Baker's Robetta [2] and Skolnick's TASSER [3] ) in recent CASP (Critical Assessment of Structure Prediction) events [4, 5] indicates that by combining comparative modeling and ab initio folding, it is possible to improve the accuracy of a model built from template. Despite significant progress in recent years, ab initio folding is still one of the most challenging problems in structural biology.
Ab initio folding based on fragment assembly [6] [7] [8] [9] [10] [11] [12] [13] and the lattice model [14] [15] [16] has been extensively studied. These two popular methods and their combination for ab initio protein structure prediction have achieved great success in CASP competitions [17, 4, 18] . For example, the widely-used fragment assembly program Robetta [19] is one of the most accurate ab initio folding programs. The Zhang-Server [1] , which combines the lattice model, fragment assembly and threading-generated distance restraints, has outperformed all the other structure prediction servers in both CASP7 and CASP8. Although these methods demonstrate exciting results, several important issues have yet been addressed. First, due to the limited number of experimental protein structures in the Protein Data Bank (PDB), it is still very difficult to have a library of even moderatesized fragments that can cover all the possible local conformations of a protein, especially in loop regions. Second, the conformation space defined by a fragment library is discrete in nature. The predicted structural model is not sampled from a continuous space. This discrete nature may restrict the search space and cause loss of prediction accuracy. Fragment-HMM [20] , a close variant of Robetta, can sample from a continuous space, but still has the coverage problem. The lattice model used in the TOUCHSTONE programs [15, 16] does not have the coverage problem, but it samples protein conformations from a three-dimensional lattice with finite resolution. That is, the conformation space defined by a lattice model is also discrete. More importantly, the sampled conformations may not have a protein-like local structure because the TOUCHSTONE programs do not sample a conformation based upon the primary sequence of a protein.
Instead, the TOUCHSTONE programs use a few short-range statistical potentials in its energy function to guide the formation of protein-like local structure.
In addition to the fragment assembly method and the lattice model, there are also a few methods that attempt to sample protein conformations from a continuous space according to the probability of a conformation. The probability of a conformation approximately reflects its stability and is estimated from sequence information. In [21] , Feldman and Hogue developed a program FOLDTRAJ, which implements a probabilistic all-atom protein conformation sampling algorithm. Tested on three small proteins 1VII, 1ENH, and 1PMC, FOLDTRAJ can obtain the best structural models with RMSD from native being 3.95, 5.12, and 5.95Å, respectively, out of 100,000 decoys for each protein. However, neither sequence profile nor the local conformation-dependency between two adjacent residues is used in FOLDTRAJ to estimate the probability of a conformation. Therefore, FOLDTRAJ cannot generate models with quality comparable with Robetta. Recently, Hamelryck et al have developed an FB5-HMM model [22] and a Torus-HMM model [23] for protein conformation sampling in a continuous space. The HMM models not only capture the relationship between backbone angles and their corresponding primary sequence and predicted secondary structure, but also consider the angle-dependency between two adjacent residues. They demonstrated that their Torus-HMM model can generate local conformations as accurately as the fragment assembly method in Robetta [23] . However, these HMM models do not consider conformationdependency among more than two residues. It is also very difficult for these HMM models to make use of enriched sequence information such as PSI-BLAST sequence profile or threading-generated restraints to further improve sampling efficiency. Furthermore, it has not been studied if these HMM models can be applied to true ab initio folding. Recently, we have proposed a protein conformation sampling algorithm based on the first-order conditional random fields model [24] and directional statistics. The CRF model is a generalization of the HMM model and is much more expressive. Various sequence and structure features can be easily incorporated to the CRF model so that the probability of a conformation can be more accurately estimated. Our experimental results indicate that using the first-order CRF model, we can sample conformations with better quality than the FB5-HMM model [24] . All these studies have demonstrated that it is promising to probabilistically sample protein conformations from a continuous space. However, there is no ab initio folding program based upon probabilistic sampling of a continuous space that performs as well as the fragment assembly method and the lattice model. This paper studies if probabilistic conformation sampling in a continuous space can be used to ab initio folding. In particular, we propose a second-order CRF model for ab initio protein structure prediction. The second-order model captures the conformationdependency among three adjacent residues instead of only between two adjacent residues. In addition, the second-order model also considers the dependency of the local conformation transition on sequence information. The second-order model has millions of model parameters while the first-order model has only one hundred-thousand model parameters. Therefore, the second-order model is much more expressive in describing the complex protein sequence-structure relationship. Using this new CRF model and directional statistics, we can explore a continuous conformation space very efficiently in a probabilistic way. The probability of a conformation is estimated from PSI-BLAST sequence profile and PISPRED-predicted secondary structure. Furthermore, we test the structure prediction capability of this new graphical model by guiding conformation search using a simple energy function consisting of only three items: DOPE [25] (a distance-dependent pairwise statistical potential), KMBhbond hydrogen bonding energy [26] and ESP (a simplified solvent potential). Experimental results indicate that although using a simple energy function, this new ab initio folding method compares favorably with the fragment assembly program Robetta [19] and the lattice model program TOUCHSTONE II [16] .
Methods

Continuous Representation of Protein Conformations
It is time-consuming to evaluate a full-atom energy function, but a residue-level energy function usually is not as accurate as an atom-level energy function. In this paper, we use a simplified and continuous representation of a protein model. In particular, we only consider the main chain and C β atoms in folding simulation.
C α -trace Representation. Since the virtual bond length between two adjacent C α atoms can be approximated as a constant (i.e., 3.8Å) 4 , we can represent the C α -trace of a protein using a set of pseudo backbone angles (θ, τ ) [27] . Given a residue at position i, its corresponding θ is defined as the pseudo bond angle formed by the C α atoms at positions i-1, i and i+1; τ is a pseudo dihedral angle around virtual bond between i-1 and i and can be calculated from the coordinates of the C α atoms at positions i-2, i-1, i and i+1. Given the coordinates of the C α atoms at positions i-2, i-1, and i, the coordinates of the C α atom at position i+1 can be calculated from (θ, τ ) at position i. Therefore, given the first three C α positions and N -2 pairs of (θ, τ ), we can build the C α trace of a protein with N residues. The relative positions of the first three C α atoms are determined by the θ angle at the second residue.
Distribution of Bond Angles. The preferred conformations of an amino acid in the protein backbone can be described as a probabilistic distribution of the θ and τ angles. Each (θ, τ ) corresponds to a unit vector in the three-dimensional space (i.e., a point on a unit sphere surface). We can use the 5-parameter Fisher-Bingham (FB5) distribution [28, 22] to model the probability distributions over unit vectors. FB5 is the analogue on the unit sphere of the bivariate normal distribution with an unconstrained covariance matrix. The (θ, τ )-space is clustered into one hundred groups, each of which is described by an FB5 distribution. We calculate the (θ, τ ) distribution for each group from a set of approximately 3000 proteins with high-resolution X-ray structures using KentEstimator [22] . Any two proteins in this protein set share no more than 25% sequence identity. Please refer to Section 3 of [24] for a detailed description on how these distribution parameters are calculated. Therefore, given a distribution of (θ, τ ) at one residue, we can easily sample a pair of real-valued (θ, τ ) angles.
Building Backbone Atoms. Using (θ, τ ) representation, only the coordinates of the C α atoms can be built. To use an atom-level energy function, we also need to build the coordinates of other atoms. Given a C α trace, there are many methods that can build the coordinates for the main chain and C β atoms [29] [30] [31] . For protein folding simulation, we want a method that is both accurate and efficient. We choose to use a method similar to BBQ [30] . The original BBQ method can only build coordinates for the backbone N , C, and O atoms. We extend the method to build coordinates for the C β atom. Experimental results (data not shown in this paper) indicate that RMSD of this method is approximately 0.5Å supposing the native C α -trace is available. This level of accuracy is good enough for our folding simulation.
To employ the KMB hydrogen-bonding energy [26] for β-containing proteins, we also need to build the backbone hydrogen atoms. We use a quick and dirty method to build coordinates for the hydrogen atom HN [32] . Let N i denote the position of the main chain N atom in the same residue as the HN atom. Let N i C i−1 denote the normalized bond vector from the N atom to the C atom in the previous residue. Let N i C α denote the normalized bond vector from the N atom to the C α atom in the same residue. Then the position of the hydrogen atom HN can be estimated by N i − NiCi−1+NiCα |NiCi−1+NiCα| . The average RMSD of this method is approximately 0.2Å (data not shown) supposing the native coordinates of other main chain atoms are available.
A Second-Order CRF Model for Protein Sequence-Structure Relationship
In [24] , we have described a first-order CRF model for protein conformation sampling. In this paper, we extend our first-order CRF model to a second-order model to more accurately capture sequence-structure relationship. Experimental results (see Section 3.1) indicate that the second-order model is much more effective in conformation sampling than the first-order model. Please refer to [24] for a detailed description of the firstorder CRF model. Here we only briefly explain our extension to the second-order CRF model.
In the context of conditional random fields, the primary sequence (or PSI-BLAST sequence profile) and predicted secondary structure are viewed as observations; the backbone pseudo angles and their distributions are treated as hidden states or labels. Let X denote the PSIPRED-predicted secondary structure likelihood scores. It is a matrix with 3 × N elements (where N is the number of residues in a protein), each of which is the predicted likelihood of one secondary structure type at a specific position. Let X i denote the predicted likelihood of three secondary structure types at position i. X i is a vector of three elements and X i (x) is the predicted likelihood of secondary structure type x at position i. Let M denote the PSI-BLAST sequence profile, which is a position-specific frequency matrix containing 20 × N entries. Each element in this matrix is the occurring frequency of one amino acid at a given position. Let M i , a vector of 20 elements, denote the sequence profile at position i. Let M i (aa) denote the occurring frequency of amino acid aa at position i. Let H = {h 1 , h 2 , ..., h 100 } denote the set of one hundred backbone angle states, each of which represents an FB5 distribution. Let S = {s 1 , s 2 , ..., s N } (s i ∈ H) be a sequence of labels (i.e., FB5 distribution) corresponding to the observations X and M .
As shown in Figure 1 , we use a second-order CRF model to capture the complex relationship between the state sequence S and the observations X and M . Our CRF model defines the conditional probability of S given M and X as follows.
where θ=(λ 1 , λ 2 ,...λ p ) is the model parameter and
) is a normalization factor summing over all the possible label sequences for the given observations. F (S, M, X, i) consists of two edge features and two label features at position i. It is given by Meanwhile
The two edge feature functions are given by
In the above equations, the indicator function [s i == h] is equal to 1 if the state at position i is h ∈ H, otherwise 0. The edge feature functions are independent of the observations. They capture the conformation-dependency of two or three adjacent residues. The model parameters (i.e., λ) in Eqs. 3 and 4 are identified by the states at two or three adjacent residues, respectively. The two label feature functions are given by
Label feature functions model the dependency of backbone angles on protein sequence and secondary structure. Eqs. 5 and 6 define the first-order and second-order label feature functions, respectively. These two equations indicate that not only the state (i.e., angle) itself but also the state transition depend on the sequence profile and secondary structure. The label feature functions also model the interactions between secondary structure and primary sequence, as shown in the first items of the right hand side of Equations 5 and 6. According to the third and fourth items in the right hand side of Eq. 2, the state (or state transition) at one position depends on the sequence profile and secondary structure information in a window of width 2w+1. In our implementation, we set the half window width w to 4. The model parameters for label features are identified by one or two states, secondary structure type, amino acid identity and the relative position of the observations. The second-order CRF model has millions of features, each of which has a model parameter to be trained. We train the model parameters by maximizing P θ (S|M, X) on a set of 3000 proteins chosen by the PISCES server [33] . Please refer to [24] for a detailed description of how the CRF model can be trained and how the model parameters are chosen using cross-validation. The second-order CRF model is much more expressive than the first-order one and can describe the protein sequence-structure relationship more accurately. We revised the FlexCRFs program [34] to train our CRF model and it takes approximately 24 hours to train a single model on a cluster of 150 CPUs.
Once the CRF model is trained, we can efficiently estimate the probability of a protein conformation, which can be used to sample a protein conformation or resample the local conformation of a protein segment. First we probabilistically sample labels (i.e., angle distribution) from the CRF model and then sample real-valued angles from the labels. Please refer to [24] for more details. The conformation sampling algorithm in [24] is based on the first-order model, but it can be easily extended to the second-order model.
Energy Function
The energy function we used for protein folding simulation consists of three items: DOPE, KMBhbond and ESP. DOPE is a full-atom, distance-dependent pairwise statistical potential designed by Shen and Sali [25] . DOPE performs as well or better than many other statistical potentials and force fields in differentiating a native structure from decoys [25, 35] . The statistical potential in DOPE distinguishes the amino acid identity and atomic identity of two interacting particles. In our folding simulation, we only build coordinates for main chain and C β atoms, so only the statistical potentials related to main-chain and C β atoms are used to calculate the energy of a conformation. We denote this revised DOPE as DOPE-C β . According to [35] , DOPE-C β is highly correlated with the full-atom DOPE. DOPE-C β also performs favorably in applications to intra-basin protein folding [36] .
KMBhbond is a statistical potential for hydrogen bonding developed by Baker's group [26] . It depends on the distance between the geometric centers of the N-H bond vector and the C=O bond vector, the bond angle between the N-H bond vector and the hydrogen bond, the bond angle between the C=O bond vector and the hydrogen bond, and the dihedral angle about the acceptor-acceptor base bond. The three angles describe the relative orientation of the bond vectors in the hydrogen bond.
ESP is an approximation to the Ooi-Scheraga solvent-accessible surface area (SASA) potential [37] . Since our conformation representation does not contain side-chain atoms, which are necessary for the calculation of the solvent-accessible surface area potential, we employ a simple ESP that assigns each residue with an environmental energy score. ESP is a function of the protein size and the number of C α atoms contained within an 8.5Å sphere centered on the residue's C α atom [38] . Explicitly, the ESP statistical potential has the form given by
where n is the number of C α atoms in an 8.5Å sphere centered on the residue's C α atom, R is the radius of gyration of the protein, aa is the amino acid identity of the residue, p(n|R) is the number of C α atoms in an 8.5Å sphere for a given protein radius regardless of amino acid identity, and p(n|R, aa) is the number of C α atoms in an 8.5Å sphere for a given protein radius and amino acid identity. We calculate ESP(aa, n) from a set of 3000 non-redundant experimental structures chosen by the PISCES server [33] . Each protein in this set has resolution at least 2.0Å, R factor no bigger than 0.25 and at least 30 residues. Any two proteins in this set share no more than 30% sequence identity.
The weight factors combining these three energy items are trained on the proteins in Table 1 using grid search in a progressive way. First, we fix the weight factor of DOPE to 1 and determine the weight factor for ESP by minimizing the average RMSDs of generated decoys. Then we fix the weight factors of both DOPE and ESP and determine the weight factor for KMBhbond using the same way.
Energy Minimization
We employ a simulated annealing (SA) algorithm to minimize the energy function for a given protein. The SA routine is based on the algorithm described by Aarts and Korst [39] . We start with sampling an initial conformation and then search for a better one by minimizing the energy function. Given a conformation, we propose a new conformation by resampling the local conformation of a small segment using the CRF model (see [24] ). The new conformation is rejected if there are serious steric clashes among atoms 5 , otherwise we calculate its energy. If the new conformation has an energy value smaller than the previous one, then we accept this conformation, otherwise we accept it by a probability e
where ∆E is the energy increment and t is the annealing temperature.
The initial annealing temperature is chosen so that at the beginning of the annealing process an energy increase is accepted with a given probability p 0 (=0.8). The initial temperature t 0 is determined by
Where ∆E is the average energy increase. Given a protein, we conduct a series of trial conformation samplings and accept all the generated conformations. Then we estimate ∆E by calculating the average energy increase observed in our trial samplings. During the folding simulation process, we decrease the annealing temperature gradually using an exponential cooling schedule. The temperature is updated as follows.
Where α is set to 0.9. At each annealing temperature, the number of sampled conformations is set to 100× (1 + N/100) where N is the number of residues in the protein. This number is set to achieve thermal equilibrium. The termination of the SA process is triggered when any of the following two conditions is satisfied: 1) either the temperature is low enough such that almost no energy increase is accepted and the annealing process is trapped at a local minima; 2) or the number of conformations generated in a single simulation process reaches a threshold (say 10,000).
Results
Comparison with the First-Order Model
First, we compare our second-order CRF model with the first-order model described in [24] to see how much improvement we can achieve by considering the interdependency among three adjacent residues. In this comparison, we guide conformation search using only compactness and self-avoiding constraints but not energy function. We generated 20,000 decoys for each test protein using these two CRF models and then calculated the average RMSDs of the top 1%, 2%, 5% and 10% decoys, respectively. Table 1 shows the quality of the decoys generated by the first-order and second-order models on a variety of test proteins. In terms of the best decoys, the second-order model is better on 13 out of 22 test proteins and worse on seven proteins. The best decoys may be generated by chance, so they cannot be reliably used to evaluate the performance of two CRF models. We further examine the performance of these two CRF models by comparing the average RMSDs of their top decoys. The second-order model outperforms the firstorder model on almost all the test proteins except 1aa2 and 4icb. Both CRF models have similar performance on 1aa2 maybe because that 1aa2 has a large conformation search space so that neither CRF model can search the space efficiently. The reason that the second-order model performs worse on 4icb is because there is a cis proline in this protein, and the length of the virtual C α -bond ending at this proline is approximately 3.2Å instead of our assumption 3.8Å. Therefore, the more accurately can the model predict the backbone angles, the more the decoys deviate from the native. This problem will be addressed later since we can predict if a residue is a cis proline or not with accuracy 92%.
Comparison with TOUCHSTONE II
By combining the energy functions described in Section 2.3 and our second-order CRF model, we build a program, denoted as CRFFolder, for ab initio protein structure prediction. We compare CRFFolder with TOUCHSTONE II, a representative latticemodel-based ab inito protein structure prediction program developed by Skolnick et Table 1 . Decoy quality comparison between the first-order and second-order CRF conformation samplers. Columns 1-3 list the PDB code, protein size and the type of the test proteins. Columns "best" list the RMSDs of the best decoys; the other columns list the average RMSDs of the top decoys. "O-1" and "O-2" denote the first-order and the second-order CRF models, respectively. In total 20,000 decoys are generated for each protein without using energy function. al. TOUCHSTONE II is an excellent ab initio folding program and its two derivatives TASSER [3] and I-TASSER [1] perform very well in both CASP7 and CASP8. We do not compare CRFFolder with the two derivatives because both TASSER and I-TASSER use threading-generated constraints to guide conformation search while CRFFolder does not. Due to the limitations of computational power, we tested CRFFolder on only 15 test proteins, which were also tested by TOUCHSTONE II. These test proteins have very different secondary structures and protein sizes ranging from 47 to 157.
PDB code Length Class
We generated approximately 3000 decoys for each alpha protein, 7000 decoys for each alpha-beta protein, and 10,000 decoys for each beta protein. By contrast, TOUCH-STONE II used a complex energy function consisting of 21 items and generated 24,000 decoys for each test protein [16] . As shown in Table 2 , CRFFolder performs much better than TOUCHSTONE II on all the alpha proteins except one. CRFFolder also has comparable performance on beta and alpha-beta proteins. Looks like that on larger test proteins, CRFFolder is slightly worse than TOUCHSTONE II. This may be because that the replica exchange Monte Carlo algorithm used by TOUCHSTONE II for energy minimization is better than the simulated annealing algorithm used in CRFFolder. Note that since two programs use very different clustering methods, it is not easy to compare these two programs fairly. TOUCHSTONE II used a program SCAR [16] to do decoy clustering while we use MaxCluster 6 . For the purpose of comparison, we also show the RMSD of the best decoys and the average RMSDs of the top 1% and 2% decoys generated by CRFFolder. Table 2 . Decoy quality comparison between CRFFolder and TOUCHSTONE II. Columns 1-3 list the PDB code, length and the type of the test proteins. The two "Best Cluster" columns list the RMSDs of the representative decoys of the best clusters. In these two columns, the first number in parentheses denotes the rank of the best cluster and the second number is the total number of clusters. Column "best" lists the RMSDs of the best decoys. Columns "1%" and "2%" list the average RMSDs of the top 1% and 2% decoys, respectively. The results of TOUCHSTONE II are from [16] 
Comparison with Robetta in CASP8
In this section, we compare the performance of our method CRFFolder with Baker's Robetta on some hard CASP8 targets. CASP8 was held during the summer of 2008 and these hard targets have no good homologs in the PDB. Note that our second-order CRF model was trained before CASP8 started and the energy function was gradually improved during CASP8. We use the hard targets on which both Robetta and CRFFolder did ab initio folding. Robetta is a well-known fragment assembly method for ab initio protein structure prediction. The top five models generated by Robetta ab intio method for each hard target are available at the Robetta web site. 7 Using CRFFolder, we generated 7000 decoys for each target and then chose top five models. Note that the top models chosen by CRFFolder are not exactly same as our CASP8 submissions since we also submitted threading-generated models for some hard targets. Table 3 compares CRFFolder and Robetta in terms of the quality of the first-ranked structure models. The model quality is evaluated by a program TM-score [40] , which generates a number between 0 and 1 to indicate the quality of a structure model. Roughly speaking, the higher the TM-score, the better the model quality. As shown in this table, on average CRFFolder is better than Robetta by approximately 0.024 (i.e.,8%). On a variety of proteins such as T0467, T0468, T0480, T0495 2, T0496 1, T0496 2 and T0510 3, CRFFolder is much better than Robetta. By contrast, Robetta is also much better than CRFFolder on some beta-containing proteins such as T0466, T0482, and T0513 1. In particular, Robetta did very well on T0513 1, an alpha-beta protein with two beta sheets. This may indicate that Robetta is better in sampling conformations for large beta sheets or has a better hydrogen-bonding energy item for the formation of large beta sheets. Please note that the TM-scores of T0397 1, T0495 2, T0496 1, T0496 2 and T0513 1 are different from those on Zhang's CASP8 assessment page because of different domain definitions. The domain definition of T0510 3 is from Zhang's CASP8 assessment page 8 while the domain definitions of the others are from Robetta's CASP8 web site.
Conclusion
This paper presented a probabilistic graphical model for ab initio protein structure prediction. By using the second-order CRF model and directional statistics, we can accurately describe the protein sequence-structure relationship and search a continuous protein conformation space very efficiently. Although still at its infancy stage and using a simple energy function, our method can do ab initio protein structure prediction as well as two well-developed ab initio folding programs TOUCHSTONE-II and Robetta. These two programs have been developed for many years and have well-tuned and sophisticated energy functions. Our method is much better than TOUCHSTONE II on alpha proteins and has similar accuracy on beta-containing proteins with TOUCH-STONE II. Our method is also better than Robetta on quite a few CASP8 test proteins but worse than Robetta on some beta-containing proteins. To improve the performance of our method on beta-containing proteins, we will further improve our conformation sampling algorithm on beta regions and develop a better hydrogen-bonding energy item for the formation of beta sheets. Table 3 . Decoy quality comparison between CRFFolder and Robetta. The "Robetta" column lists TM-scores of the first-ranked decoys generated by Baker's Robetta. The "CRFFolder" column lists TM-scores of the first-ranked decoys generated by CRFFolder. 
