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ESTIMATION OF SPECTRAL DENSITIES WITH MULTIPLICATIVE
PARAMETER
V. V. ANH, N. N. LEONENKO, E. M. MOLDAVSKAYA, AND L. M. SAKHNO
A. A two-step estimation procedure is presented for spectral densities of the form
f(λ) = ηg(λ; θ) with η and θ being unknown parameters. The classes of random fields for
which the procedure is applicable are defined by restrictions on spectral densities of second
and higher orders. The procedure suggests a minimum contrast estimator for the parameter θ
which is then used to construct the estimator for η. The delta method provides the asymptotic
normality of our estimator for the parameter η.
1. I
usc

In this paper, we will consider the problem of statistical estimation in frequency domain of
some models of continuous parameter random processes and fields by means of a minimum
contrast estimation procedure based on continuously observed data. Note that the minimum
distance estimation techniques, especially the Whittle estimation procedure, have been widely
applied to parameter estimation of short and long-range dependent processes and fields, mostly
for the case of discrete time or for discretized data. We mention here a source, Heyde (1997),
which provides recent contributions in the field. We will present a continuous time approach
based on another minimum contrast functional.
We suppose the following set-up conditions:
A. Let Y (t) , t ∈ [0, T ]n , be an observation of a real-valued measurable stationary random
field Y (t) , t ∈ Rn, with zero mean and spectral density f (λ; θ) , λ ∈ Rn, θ ∈ Θ ⊂ Rp, where
Θ is a compact set. Assume that the true value of the parameter θ0 ∈ intΘ, the interior of Θ;
assume further that f (λ; θ1) ≡ f (λ; θ2) for θ1 = θ2 almost everywhere in Rn with respect to
the Lebesgue measure, that is, our model is identifiable.
In our approach we do not impose the assumption that the spectral density f (λ; θ) is square
integrable. Instead of this we introduce another condition on a parametric family {f (λ; θ) , λ
∈ Rn, θ ∈ Θ}:
B. There exists a function w (λ) ≥ 0, λ ∈ Rn, such that w (λ) = w (−λ) , and
w (λ) f (λ; θ) ∈ L1 (Rn) ∀θ ∈ Θ.
Under the condition B, we can set
σ (θ) =
∫
Rn
f (λ; θ)w (λ) dλ(1.1)
and introduce the factorization of the spectral density
f (λ; θ) = σ (θ)ψ (λ; θ) , λ ∈ Rn, θ ∈ Θ(1.2)
with the function ψ (λ; θ) , λ ∈ Rn, θ ∈ Θ, satisfying the relation∫
Rn
ψ (λ; θ)w (λ)dλ = 1.(1.3)
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To estimate an unknown parameter θ we can apply the minimum contrast estimation tech-
nique based on the following contrast field (or objective function):
UT (θ) = −
∫
Rn
IT (λ)w (λ) logψ (λ; θ)dλ, θ ∈ Θ,(1.4)
where IT (λ) is the second order periodogram based on continuous observations Y (t) , t ∈
[0, T ]n . Note that for n ≥ 2 the “unbiased” periodogram or the periodogram based on tapered
data should be used.
The minimum contrast estimator of the parameter θ is defined as
θ̂T = argmin
θ∈Θ
UT (θ) .(1.5)
The use of estimators based on the functional of the form (1.4) for the one-dimensional case
and with the weight function w (λ) = 1
1+λ2
can be traced back to Ibragimov (1967), where the
conditions for consistency of the estimators were provided (in fact these estimators were not
treated as minimum contrast estimators in Ibragimov (1967)). The same idea was used by Lii
and Masry (1992) for the estimation of continuous time stochastic processes from observations
of a Poisson process. In Leonenko and Moldavs’ka (1998) the functional (1.4) with the weight
function w (λ) = 11+|λ|2 , λ ∈ R
n, was applied to the estimation of random fields with square
integrable spectral densities. It should be noted that the weight function of the form 1
1+|λ|2
used
in the cited papers is not appropriate for the case of long-range dependent processes and fields.
Further development of the minimum contrast estimation technique based on the functional
(1.4) have been undertaken in Anh et al. (2002 a,b). It has been shown that the functional (1.4)
allows, by incorporating specific weight functions w (λ), to obtain consistent and asymptotically
normal estimators for random processes and fields with possible long-range dependence. More
precisely, the condition of square integrability of the spectral density has been dropped and the
estimator (1.5) has been shown to be consistent under some set of conditions which guarantee
the convergence
UT (θ) −→ U (θ) = −
∫
Rn
f (λ; θ0) logψ (λ; θ)w (λ)dλ as T →∞
not only in P0-probability, but also uniformly with respect to θ ∈ Θ. The asymptotic normality
of the estimator (1.5) can then be established by standard method based on the Taylor series
expansion of ∇θUT (θ̂T ) and its asymptotic analysis (here some further conditions are needed,
namely, those relating to the weight function and spectral densities of second and higher orders).
The estimation procedure described above is not quite complete in the case when the spectral
density is of the form
f
(
λ; θ′
)
= f (λ; η, θ) = ηg (λ; θ) , λ ∈ Rn, θ′ ∈ Θ′ ⊂ Rm+1,(1.6)
that is, the (m+1)-dimensional vector θ′ consists of two parts: the multiplicative parameter η
and the remaining m parameters involved in the function g (λ; θ) , that is, θ′ = (η, θ) ∈ I ×Θ =
Θ′ ⊂ Rm+1. Note that, in principle, η itself can be a function depending on some parameters,
but different from those included in the vector θ.
Following (1.1) and (1.2) we can introduce the factorization
g (λ; θ) = σg (θ)ψ (λ; θ) , λ ∈ R
n, θ ∈ Θ,(1.7)
σg (θ) =
∫
Rn
g (λ; θ)w (λ) dλ, θ ∈ Θ(1.8)
and therefore
f
(
λ; θ′
)
= ησg (θ)ψ (λ; θ) = J(θ
′, w)ψ (λ; θ) ,(1.9)
3with J(θ′, w) being the spectral functional
J(θ′, w) =
∫
Rn
f
(
λ; θ′
)
w (λ) dλ.(1.10)
However in such a case the contrast field (1.4) with the function ψ (λ; θ) defined in (1.7) depends
only on the parameter (sub)vector θ and produces the estimator
θ̂T = argmin
θ∈Θ
UT (θ)(1.11)
for θ (which can be proved to be consistent and asymptotically normal by standard methods).
The following question arises: How can we estimate the parameter η ? Seemingly, a natural
solution within the considered approach is to choose an estimator for η in the form
η̂T = ĴT (w){σ(θ̂T )}
−1,(1.12)
where ĴT (w) is the empirical spectral functional:
ĴT (w) =
∫
Rn
IT (λ)w (λ) dλ,(1.13)
the function σ(·) = σg(·) is defined by (1.8) (here and in what follows we omit subscript ’g’ and
write simply σ(·)), and θ̂T is the minimum contrast estimator given by (1.11).
Our concern in the present paper is to justify that choice of (1.12) as an estimator for η, that
is, we are going to prove consistency and asymptotic normality results for the estimator η̂T .
(We formulate, in effect, these results for the whole vector θ′ = (θ, η).) The main tool we will
use to deduce the asymptotic normality of η̂T is the delta-method (see, for example, Barndorff-
Nielsen and Cox (1989), Serfling (1980)). We present our main results in the next section: we
consider firstly the Gaussian case and the fractional Riesz-Bessel motion as an example, and
then formulate the results for the general case. The proofs are provided in Section 3.
2. Rusc
Consider the set-up and notations introduced in the previous section, that is, we suppose
that the spectral density f
(
λ; θ′
)
, λ ∈ Rn, (η, θ) = θ′ ∈ Θ′ ⊂ Rm+1, of the random field Y (t),
t ∈ Rn, is of the form (1.6), and we have the factorization (1.9). We suppose also that the
assumptions A and B are satisfied.
To avoid the bias problems which arise in the multidimensional case we will use the “unbiased”
periodogram based on continuous observations Y (t) , t ∈ [0, T ]n. We consider an unbiased
estimator for the correlation function B(t), t ∈ Rn, of a random field Y (t), t ∈ Rn, (see, for
example, Ivanov and Leonenko (1989)), namely,
B̂T (t) =
n∏
j=1
(T − tj)
−1
∫
DT
Y (s)Y (t+ s)ds,
where DT = {s ∈ Rn : s, s+ t ∈ [0, T ]n}. We now introduce the “unbiased” periodogram
IT (λ) =
1
(2π)n
∫
[0,T ]n
B̂T (t)e
−i(λ,t)dt, λ ∈ Rn,(2.1)
which we will use in the functionals (1.4) and (1.13). Note that in (1.4) we use the function
ψ (λ; θ) defined in the relation (1.7).
We consider firstly the case when the random field Y (t) , t ∈ Rn, is Gaussian. In this case
we introduce the following assumptions:
C. The derivatives ∇θψ (λ; θ) exist and
∇θ
∫
Rn
ψ (λ; θ)w (λ) dλ =
∫
Rn
∇θψ (λ; θ)w (λ)dλ = 0.(2.2)
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D.I. The function w (λ) , λ ∈ Rn, satisfies
f (λ; θ0)w (λ) logψ (λ; θ) ∈ L1 (R
n) ∩ L2 (R
n) , ∀θ ∈ Θ.
D.II. There exists a function v (λ) , λ ∈ Rn, such that
{logψ (λ; θ)}2
w (λ)
v (λ)
∈ L1 (R
n) , f4 (λ; θ0)w
2 (λ) v2 (λ) ∈ L1 (R
n) , ∀θ ∈ Θ.
Theorem 1. Let Y (t) , t ∈ Rn, be a Gaussian random field with the spectral density (1.6)
satisfying conditions A, B and D.I, D.II. Then the minimum contrast estimator θ̂T defined
by (1.11) is a consistent estimator of the parameter θ, that is, θ̂T −→ θ0 in P0-probability
as T −→ ∞, and ĴT (w) is a consistent estimator of J(w; θ
′) , that is, ĴT (w) −→ J0(w) in
P0-probability as T −→∞. (Here we have denoted J0(w) = J(w; θ
′
0).)
D.III. The function ψ (λ; θ) is twice differentiable in a neighborhood of the point θ0 and
(i) g (λ; θ0)w (λ)
∂2
∂θi∂θj
logψ (λ, θ) ∈ L1 (Rn) ∩ L2 (Rn) , i, j = 1, ...,m, θ ∈ Θ;
(ii) g (λ; θ0)ϕi (λ; θ) ∈ Lk (R
n) for all k ≥ 1, i = 1, ...,m+ 1, θ ∈ Θ,
where ϕi (λ; θ) = w (λ)
∂
∂θi
logψ (λ, θ) , i = 1, ...,m, ϕm+1 (λ; θ) = w (λ) .
D. IV. The matrices S (θ, J) = (sij (θ, J))i,j=1,...,m+1 and A (θ, J) = (aij (θ, J))i,j=1,...,m+1
are positive definite, where
sij (θ, J) = sij
(
θ, J(w; θ′)
)
= J(w; θ′)
∫
Rn
w (λ)
[
∂2
∂θi∂θj
ψ (λ; θ)
−
1
ψ (λ; θ)
∂
∂θi
ψ (λ, θ)
∂
∂θj
ψ (λ, θ)
]
dλ, i, j = 1, ...,m;
sm+1,j = si,m+1 = 0, i, j = 1, ...,m, sm+1,m+1 = 1;
aij (θ, J) = aij
(
θ, J(w; θ′)
)
= 2 (2π)n (J(w; θ′))2
∫
Rn
(ψ (λ; θ))2ϕi (λ; θ)ϕj (λ; θ)dλ,
where ϕi (λ; θ) , i = 1, ...,m+ 1 are defined in assumption D.III(ii).
D.V. Tn/2
∫
Rn
(EIT (λ)− f (λ; θ0))ϕi (λ; θ)dλ→ 0 as T →∞, i = 1, ...,m+ 1,∀θ ∈ Θ.
Denote
ξT =
{
ξ
(i)
T
}
i=1,...,m+1
= (θ̂T , ĴT (w)), ξ0 =
{
ξ
(i)
0
}
i=1,...,m+1
= (θ0, J0(w)),(2.3)
where the m-dimensional vector θ̂T and the empirical spectral functional ĴT (w) are defined by
the formulae (1.11) and (1.13) respectively.
Theorem 2. Let the assumptions A, B, C and D.I to D.V be satisfied for the Gaussian field
Y (t) , t ∈ Rn, with the spectral density (1.6). Then as T −→∞
Tn/2 (ξT − ξ0)
D
−→ Nm+1
(
0, S−1 (θ0, J0)A (θ0, J0)S
−1 (θ0, J0)
)
,(2.4)
where the matrices S (θ, J) and A (θ, J) are defined in assumptions D.V and Nm+1 (·, ·) denotes
the (m+ 1)-dimensional Gaussian law.
At this point we are ready to establish the asymptotic normality result for the estimator η̂T
of the parameter η given by the formula (1.12). Having established the asymptotic normality
of the vector ξT we need only some additional assumptions concerning the function σ (θ) , and
then an application of the delta method will produce the result required.
F. The derivatives ∇θg (λ; θ) exist and
∇θσ (θ) |θ=θ0 =
(
∇θ
∫
Rn
g (λ; θ)w (λ)dλ
)∣∣∣∣
θ=θ0
=
∫
Rn
(∇θg (λ; θ))|θ=θ0w (λ)dλ = 0.
We have also σ (θ0) = 0, J(w; θ
′
0) = 0.
5Denote by D = {di}i=1,...,m+1 the (m+ 1)-dimensional vector with the components
{di}i=1,..,m = J0(w)
(
∇θ
1
σ (θ)
)∣∣∣∣
θ=θ0
= J0(w)
∫
Rn
(∇θg (λ; θ))|θ=θ0w (λ) dλ
{σ (θ0)}2
, dm+1 =
1
σ (θ0)
.
(2.5)
Theorem 3. Let the assumptions A, B, C, F and D.I to D.V be satisfied for the Gaussian field
Y (t) , t ∈ Rn, with the spectral density (1.6). Then as T −→∞
Tn/2 (η̂T − η0)
D
−→ N
(
0, DWD′
)
,(2.6)
where the matrix W =W (θ0, J0) = S
−1 (θ0, J0)A (θ0, J0)S
−1 (θ0, J0) with the matrices S (θ, J)
and A (θ, J) being defined in assumptions D.V, the vector D is defined by (2.5).
Example. Estimation of the fractional Riesz-Bessel motion. The fractional Riesz-Bessel
motion (FRBM) is a stationary Gaussian process Y (t), t ∈ Rn, with the spectral density of the
form
f (λ) = f
(
λ, θ′
)
=
η
|λ|2β
(
1 + λ2
)α , λ ∈ R1,
where the unknown parameter vector θ′ = (α, β, η) ∈ Θ, Θ being a compact subset of
[
1
2 ,∞
)
×(
0, 12
)
× (0,∞) . Note that the exponent β determines the long-range dependence of FRBM,
while the exponent α indicates its second-order intermittency. The FRBM had been introduced
in Anh et al. (1999) (see also Anh and Nguyen (2001), Anh et al. (2001)).
In this case we can choose the weight function of the form
w (λ) = wa,b (λ) =
λ2b(
1 + λ2
)a , λ ∈ R1, a > b ≥ 0(2.7)
and we have the following expression for the parameter J(w; θ′) :
J(w; θ′) = J(w;α, β, η) = ηB
(
1
2
− β + b, α+ a−
1
2
+ β − b
)
,
and ψ (λ; θ) = ψ(λ;α, β) =
(
|λ|2β
(
1 + λ2
)a
B
(
1
2 − β + b, α+ a−
1
2 + β − b
))−1
.The conditions
of Theorems 1 and 2 will be satisfied if we choose b > 1 and a > b+ 54 . Therefore under these re-
strictions on the parameters a, b of the weight function (2.7) and denoting ξT = (α̂T , β̂T , ĴT (w)),
ξ0 = (α0, β0, J0(w)), we have that
T 1/2 (ξT − ξ0)
D
−→ N3
(
0, S−1 (θ0, J0)A (θ0, J0)S
−1 (θ0, J0)
)
,
where the elements of the matrices S (θ0, J0) and A (θ0, J0) can be written as follows:
s11 = J0(w)
[{∫
R1
ψ0 (λ) ln
(
1 + λ2
)
w (λ)dλ
}2
−
∫
R1
ψ0 (λ)
{
ln
(
1 + λ2
)}2
w (λ)dλ
]
;
s22 = J0(w)
[{∫
R1
ψ0 (λ) ln
(
λ2
)
w (λ)dλ
}2
−
∫
R1
ψ0 (λ)
{
ln
(
λ2
)}2
w (λ) dλ
]
;
s12 = s21 = J0(w)
[∫
R1
ψ0 (λ) ln
(
1 + λ2
)
w (λ)dλ
∫
R1
ψ0 (λ) ln
(
λ2
)
w (λ) dλ
−
∫
R1
ψ0 (λ) ln
(
1 + λ2
)
ln
(
λ2
)
w (λ)dλ
]
; s31 = s32 = s13 = s23 = 0; s33 = 1;
aij = 4π (J0(w))
2
∫
R1
(ψ0 (λ))
2 ϕi (λ,α0, β0)ϕj (λ, α0, β0)dλ, i, j = 1, 2, 3
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with
ϕ1 (λ, α0, β0) = w (λ)
1
ψ0 (λ)
(
∂
∂α
ψ (λ, α, β)
)∣∣∣∣
(α,β)=(α0,β0)
,
ϕ2 (λ, α0, β0) = w (λ)
1
ψ0 (λ)
(
∂
∂β
ψ (λ, α, β)
)∣∣∣∣
(α,β)=(α0,β0)
,
ϕ3 (λ,α0, β0) = w (λ) , ψ0 (λ) = ψ (λ,α0, β0) .
Finally, for the parameter η we have the estimator
η̂T = ĴT (w)
(
B
(
1
2
− β̂T + b, α̂T + a−
1
2
+ β̂T − b
))−1
,
and the asymptotics
T 1/2 (η̂T − η0)
D
−→ N
(
0, DWD′
)
,
where W = W (θ0, J0) = S
−1 (θ0, J0)A (θ0, J0)S
−1 (θ0, J0) with the above matrices S (θ0, J0)
and A (θ0, J0) and the vector D = (d1, d2, d3) has the components
d1 = −
η0
B
∫
R1
ln
(
1 + λ2
)
w (λ)
|λ|2β0
(
1 + λ2
)α0 dλ, d2 = −η0B
∫
R1
ln
(
λ2
)
w (λ)
|λ|2β0
(
1 + λ2
)α0 dλ, d3 = 1B,
where we have denoted B = B
(
1
2 − β0 + b, α0 + a−
1
2 + β0 − b
)
.
Remark 1. Note that the estimation of FRBM had been considered in Anh et al. (2002a)
with the contrast functional (1.4) and the estimators for α and β had been investigated , but
the estimation of the parameter η had not been considered. Here we complete the estimation of
FRBM and other stationary Gaussian models within the approach based on the functional (1.4).
Remark 2. It should also be noted that the estimation of FRBM by means of the continuous
version of Gauss-Whittle contrast functional had been considered in the paper Gao et al. (2001).
The estimators were shown to be consistent, however discretization was made in order to obtain
the results on asymptotic normality of the estimators.
Let us now consider the general case, that is, we suppose
I. The random field Y (t), t ∈ Rn, has the spectral density of the form (1.6); the assumptions
A, B, C are satisfied (and we do not assume Gaussianity of the filed Y (t)). Suppose further
that there exist the spectral densities of order k > 2 fk (λ1, ..., λk−1) = fk (λ1, ..., λk−1; θ) ∈
L1
(
R
(k−1)n
)
.
We need the following further assumptions :
II. The spectral density f
(
λ; θ′
)
is such that the function
G2 (u;ϕ) =
∫
Rn
f
(
λ− u; θ′0
)
ϕ (λ; θ) dλ = η0
∫
Rn
g (λ− u; θ0)ϕ (λ; θ) dλ
is bounded and continuous at the point u = 0 for all θ ∈ Θ (here ϕ (λ; θ) = w (λ) logψ (λ; θ)).
III. For all θ ∈ Θ and ϕ (λ; θ) = w (λ) logψ (λ; θ)
sup
u
|G4 (u, ϕ,ϕ)| ≤ C <∞, u = (u1, u2, u3) ∈ R
3n,
where
G4 (u1, u2, u3;ϕ1, ϕ2) =
∫
R2n
f4 (λ+ u1,−λ+ u2, µ+ u3; θ0)ϕ1 (λ; θ)ϕ2 (µ; θ) dλdµv
+2
∫
Rn
f
(
λ+ u1; θ
′
0
)
f
(
−λ+ u3; θ
′
0
)
ϕ1 (λ; θ)ϕ2 (u1 + u2 + λ; θ)dλ
7=
∫
R2n
f4 (λ+ u1,−λ+ u2, µ+ u3; θ0)ϕ1 (λ; θ)ϕ2 (µ; θ) dλdµ
+2 (J0(w))
2
∫
Rn
ψ (λ+ u1; θ0)ψ (−λ+ u3; θ0)ϕ1 (λ; θ)ϕ2 (u1 + u2 + λ; θ) dλ.
IV. There exists a function v (λ) , λ ∈ Rn, such that
(i) the function h (λ; θ) = v (λ) logψ (λ; θ) is uniformly continuous in Rn ×Θ;
(ii) conditions II and III hold with ϕ (λ) = w(λ)v(λ) .
Theorem 4. Let the assumptions I - IV be satisfied for the random field Y (t) , t ∈ Rn. Then
the minimum contrast estimator θ̂T defined by (1.11) is a consistent estimator of the parameter
θ, that is, θ̂T −→ θ0 in P0-probability as T −→ ∞, and ĴT (w) is a consistent estimator of
J(w; θ′) , that is, ĴT (w) −→ J0(w) in P0-probability as T −→∞.
V. The function ψ (λ; θ) is twice differentiable in a neighborhood of the point θ0 and
(i) assumptions II and III are satisfied with ϕ (λ; θ) = w (λ) ∂
2
∂θi∂θj
logψ (λ; θ) for all i, j =
1, ...,m and all θ ∈ Θ;
(ii) the spectral densities of order p = 2, 3, ... are such that
sup
u
∣∣G2k (u;ϕm1, ..., ϕmk)∣∣ ≤ C <∞, u = (u1, ..., u2k−1) ∈ R(2k−1)n,
for all k and all choices of the set of weight functions
{
ϕm1 , ..., ϕmk
}
with 1 ≤ mi ≤ m,
i = 1, ..., k, where ϕi (λ; θ) = w (λ)
∂
∂θi
logψ (λ; θ) , i = 1, ...,m, ϕm+1 (λ; θ) = w (λ) , and
G2k (u1, ..., u2k−1, ϕ1, ..., ϕk) =
∑
ν=(ν1,...,νp)
∫
R(k−p+1)n
p∏
i=1
f|νi| (uj + αj, j ∈ ν˜i)
×
k∏
i=1
ϕi (α2i−1)
p−1∏
i=1
δ
∑
j∈νi
(uj + αj)
 k∏
i=1
δ (α2i−1 + α2i)dα
′,
where the summation is taken over all indecomposable partitions (ν1, ..., νp) of the table
1 2
...
...
2k − 1 2k
(see, e.g., Leonov and Shiryaev(1959), Brillinger and Rosenblatt(1967)), and |ν| denotes the
number of elements in the set of natural numbers ν, ν˜ denotes the subset of ν which contains
all elements of ν except the last one; integration is understood with respect to (k − p + 1)n-
dimensional vector α′, obtained from the vector α = (α1,...,α2k) in view of k+ p− 1 restrictions
on the variables αj , j = 1, ..., 2k, described by means of the Kronecker delta functions δ(·).
(iii) assumptions II and III are satisfied with ϕ (λ; θ) = ϕi (λ; θ) , i = 1, ...,m+1, for all θ ∈ Θ,
and G4
(
u1, u2, u3;ϕi, ϕj
)
is continuous at the point (u1, u2, u3) = (0, 0, 0).
VI. The matrices S (θ, J) = (sij (θ, J))i,j=1,...,m+1 and A (θ, J) = (aij (θ, J))i,j=1,...,m+1 are
positive definite, where the matrix S (θ, J) is the same as that defined in assumption D.IV and
the matrix A (θ, J) has the elements
aij (θ, J) = aij
(
θ, J(w; θ′)
)
= 2 (2π)n (J(w; θ′))2
∫
Rn
(ψ (λ; θ))2ϕi (λ; θ)ϕj (λ; θ) dλ
+(2π)n
∫
R2n
f4 (λ,−λ, µ; θ)ϕi (λ; θ)ϕj (µ; θ) dλdµ, i, j = 1, ...,m+ 1,
where ϕi (λ; θ) , i = 1, ...,m+ 1 are defined in assumption V(ii).
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VII. Tn/2
∫
Rn
(EIT (λ)− f (λ; θ0))ϕi (λ; θ) dλ→ 0 as T →∞, i = 1, ...,m+ 1,∀θ ∈ Θ.
Theorem 5. Let the assumptions I - VII be satisfied for the random field Y (t) , t ∈ Rn. Then
as T −→∞
Tn/2 (ξT − ξ0)
D
−→ Nm+1
(
0, S−1 (θ0, J0)A (θ0, J0)S
−1 (θ0, J0)
)
,(2.8)
where the vectors ξT and ξ0 are defined by (2.3), and the matrices S (θ, J) and A (θ, J) are
defined in assumptions VI.
Theorem 6. Let the assumptions I to VI and the assumption F be satisfied for the random
field Y (t) , t ∈ Rn. Then as T −→∞
Tn/2 (η̂T − η0)
D
−→ N
(
0, DWD′
)
,(2.9)
where the matrix W =W (θ0, J0) = S
−1 (θ0, J0)A (θ0, J0)S
−1 (θ0, J0) with the matrices S (θ, J)
and A (θ, J) being defined in assumptions VI and the vector D is defined by (2.5).
Remark 3. In the general non-Gaussian case, the conditions on higher-order spectral densities
are rather strong, as we demand them to depend only on the subvector θ. However, we have
presented here such a solution for the general case to round up our study of the situation with
multiplicative parameter. Further investigation is needed to formulate less restrictive conditions.
3. P
The result formulated here as Theorem 1 had been stated in Anh et al. (2002a, Theorem 3′).
Theorem 4 generalizes to random fields the result obtained in Anh et al. (2002b, Theorem 1),
following the lines of the proof for the one-dimensional case.
Proof of Theorem 2. Theorem 2 generalizes the result on asymptotic normality of the vector
θ̂T , obtained in Anh et al. (2002a, Theorem 4) to the joint asymptotic normality of θ̂T and
ĴT (w). We outline here the principal ideas for the proof.
Firstly, following standard arguments for the minimum contrast estimators and based on
Taylor’s formula gives us the relation
∇θUT
(
θ̂T
)
= ∇θUT (θ0) +∇θ∇
′
θUT (θ
∗
T )
(
θ̂T − θ0
)
,(3.1)
where |θ∗T − θ0| <
∣∣∣θ̂T − θ0∣∣∣ ;
∇θUT (θ) = −
∫
Rn
IT (λ)w(λ)∇θ logψ (λ; θ) dλ,(3.2)
∇θ∇
′
θUT =
∫
Rn
IT (λ)w (λ)
(
∂2
∂θi∂θj
logψ (λ; θ)
)
i,j=1,...,m
dλ.(3.3)
It follows from the definition of minimum contrast estimators that for T sufficiently large
∇θUT (θ0) = −∇θ∇
′
θUT (θ
∗
T )
(
θ̂T − θ0
)
.(3.4)
Analogously to the proof of Theorem 2 of Anh et al. (2002a) we can show that the assumption
D.III(i) provides the convergence
∇θ∇
′
θUT (θ
∗
T ) −→ S
(m) (θ0)(3.5)
in P0-probability as T →∞, where the matrix S(m) (θ0) = {sij(θ0, J0}i,j=1,...,m with sij(θ0, J0),
i, j = 1, ...,m being defined in the assumption D.IV.
Now if we can show that
Tn/2(∇θUT (θ0) , ĴT (w)− J0(w))
D
−→ Nm+1 (0, A (θ0, J0)) ,(3.6)
9where the matrix A (θ0, J0) is defined in the assumption D.IV, then
Tn/2S (θ0, J0) (θ̂T − θ0, ĴT (w)− J0(w))
D
−→ Nm+1 (0, A (θ0, J0)) ,(3.7)
and by Slutsky’s arguments, the convergence (2.4) is a consequence of (3.4), (3.5) and (3.6).
Again analogous to the proof of Theorem 2 of Anh et al. (2002a), from the asymptotic analysis
of the first two moments and higher order cumulants of the vector Tn/2(∇θUT (θ0) , ĴT (w) −
J0(w)), we can conclude that the convergence (3.6) indeed takes place under the assumptions
of the theorem, namely, the assumptions D.III(ii), D.V and C. This completes the proof of the
theorem.
Proof of Theorem 5. The line of reasoning follows that of the proof of Theorem 2, but here
for a general non-Gaussian case we get higher order spectral densities involved in the analysis of
the asymptotic behaviour of the matrix ∇θ∇
′
θUT (θ
∗
T ) and the vector T
n/2(∇θUT (θ0) , ĴT (w)−
J0(w)), and our assumptions V, VI and VII provide the convergence results (3.5) and (3.6)
by generalizing to the multidimensional case Lemmas 2 and 3 of Anh et al. (2002b) (see
also Bentkus (1972, 1976), Bentkus and Rutkauskas (1973) and Bentkus et al. (1974), where
asymptotics for the empirical spectral functionals were investigated).
Proofs of Theorems 3 and 6. We use for the proof the delta method, a popular tool of
asymptotic statistics. We outline here its formulation.
Proposition A. (Serfling (1980), Theorem A, p.122). Suppose that the k-dimensional vec-
tor Xn is asymptotically Nk
(
µ, b2nΣ
)
with Σ a covariance matrix and bn → 0. Let g(x) =
(g1(x), ..., gm(x)), x = (x1, ..., xk), be a vector-valued function for which each component gi(x)
is real-valued and has non-zero differential gi(µ, t), t = (t1, ..., tk), at x = µ. Put D =[
∂gi
∂xj
∣∣∣
x=µ
]
m×k
. Then g(Xn) is asymptotically Nm
(
g(µ), b2nDΣD
′
)
.
In our situation we have the estimator of the parameter η of the form
η̂T = ĴT (w){σ(θ̂T )}
−1 = f(θ̂T , ĴT (w))
with f(x1, ..., xm, xm+1) =
xm+1
σ(x1,...,xm)
, and the function σ(·) is given by the formula (1.8).
To apply Proposition A and get the result (2.6) (or (2.9)) as a consequence of (2.4) (or (2.8))
we need only the conditions which guarantee that the derivatives ∂f∂xi , i = 1, ..,m+1 exist and
are non-zero at the point (x1, ..., xm, xm+1) = (θ0, J0(w)). This is provided by our assumption
F.
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