Usability inspection techniques are widely used, but few focus on users' thinking and many are appropriate only for particular devices and use contexts. We present a new technique (MOT) that guides inspection by metaphors of human thinking. The metaphors concern habit, the stream of thought, awareness and associations, the relation between utterances and thought, and knowing. The main novelty of MOT is its psychological basis combined with its use of metaphors to stimulate inspection. The first of three experiments shows that usability problems uncovered with MOT are more serious and more complex to repair than problems found with heuristic evaluation. Problems found with MOT are also judged more likely to persist for expert users. The second experiment shows that MOT finds more problems than cognitive walkthrough, and has a wider coverage of a reference collection of usability problems. Participants prefer using MOT over cognitive walkthrough; an important reason being the wider scope of MOT. The third experiment compares MOT, cognitive walkthrough, and think aloud testing, in the context of nontraditional user interfaces. Participants prefer using think aloud testing, but identify few problems with that technique that are not found also with MOT or cognitive walkthrough. MOT identifies more problems than the other techniques. Across experiments and measures of usability problems' utility in systems design, MOT performs better than existing inspection techniques and is comparable to think aloud testing.
key". Recently, in a discussion of heuristic evaluation, Preece et al. [2002] wrote "However, some of these core heuristics are too general for evaluating new products coming onto the market and there is a strong need for heuristics that are more closely tailored to specific products.", (p. 409). Pinelle et al. [2003] found too little focus on the work context in inspection techniques used for groupware and have tried to extend cognitive walkthrough to include such a focus. These are just a few examples of the limited transferability of inspection techniques to other use contexts than those originally intended for.
This article presents an inspection technique based on metaphors of human thinking, MOT. The development of MOT was spurred by our positive experiences with using metaphors of thinking when introducing computer science students, taking HCI classes, to the psychology of William James [1890] and Peter Naur [1988, 1995, 2000] . The use of metaphors as a communication device supports intuition and requires active interpretation; an effort orthogonal to developing inspection techniques that are more strictly formal and piecemeal analytical. Further, MOT attempts to address both shortcomings mentioned above; we thus conjectured that it could be an interesting supplement or alternative to existing inspection techniques.
This article seeks to empirically investigate this conjecture by (a) comparing MOT to widely used evaluation techniques, (b) studying the process of using metaphors for evaluation, and (c) comparing techniques in traditional and non-traditional use contexts across five different systems. More specifically, we report three experiments. The first experiment investigates if metaphors of thinking are useful for inspection by comparing MOT to the most widely used inspection technique, heuristic evaluation. The first experiment concludes that MOT helps novice evaluators produce problems that are seen as more serious, more complex, and more likely to persist for users. However, while novice evaluators are able to use MOT, they found it difficult to learn on their own. The second experiment compares MOT to the most widely used psychologybased inspection technique, cognitive walkthrough. While using the inspection techniques, evaluators wrote diaries, allowing us to study which problems evaluators face during inspection. The second experiment shows that MOT finds more problems than cognitive walkthrough and is preferred, and that most difficulties with using MOT are resolved as the evaluation progresses. Given these results, the third experiment seeks to challenge MOT by evaluating a speech interface and a mobile device, and by comparing to the "gold standard" of usability evaluation, think aloud testing [Landauer 1995] . The results of the third experiment are mixed, but MOT appears to perform as well as think aloud testing. Table I summarizes the conditions and main results of the three experiments.
The experiments aim to avoid the problems pointed out in recent criticisms of the validity of comparisons of evaluation techniques [Gray and Salzman 1998; Hartson et al. 2001; Wixon 2003 ]. The main techniques for doing so are using developers' assessment of usability problems, using a variety of data collection instruments that supplements quantitative measures, comparing techniques across different systems, and using large sample sizes. In the discussion we reflect upon the extent to which this methodological aim is reached.
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• E. Frøkjaer and K. Hornbaek Hornbaek and Frøkjaer 2002] and parts of the experiments Frøkjaer 2004a, 2004b] . New in this article are comparisons (a) with nontraditional user interfaces, (b) with think aloud testing, and (c) the first overall assessment of the effectiveness of MOT. The possibility of synthesizing across studies also allow us to more broadly and coherently describe the nature of the problems identified with MOT, the evaluation process with MOT, and developers' perception of the problems identified with MOT.
In the next section, an overview of metaphors of human thinking is given. Then, we present the three experiments that compare MOT to other evaluation techniques. Finally, we discuss important open questions of an inspection technique based on metaphors of human thinking.
OVERVIEW OF METAPHORS OF HUMAN THINKING
Metaphors of human thinking is an inspection technique based on the descriptions of human thinking made by William James [1890] and Peter Naur [1988, 1995, 2000] . Another inspiration was Jef Raskin's book The Humane Interface. [Raskin 2000] , with its focus on the role of habits in HCI. Several of the aspects of human thinking described in these works are of critical importance to successful design of human-computer interaction: (1) the role of habit in most of our thought activity and behaviour-physical habits, automaticity, all linguistic activity, habits of reasoning; (2) the human experience of a stream of thoughtthe continuity of our thinking, the richness and wholeness of a person's mental objects, the dynamics of thought; (3) our awareness-shaped through a focus of attention, the fringes of mental objects, association, and reasoning; (4) the incompleteness of utterances in relation to the thinking underlying them and the ephemeral nature of those utterances; and (5) knowing-human knowing is always under construction and incomplete. The main part of our current description of the MOT technique consists of descriptions of these aspects of thinking by quotations from James and Naur.
The MOT technique summarizes each of these aspects by a metaphor. Metaphors in the HCI literature have been used in describing certain styles of interfaces, such as the desktop metaphor [Johnson et al. 1989 ], and as a vehicle for representing and developing designs of interfaces (e.g., Erickson [1990] , Madsen [1994] ). We use the term differently, in that the metaphors are not in any way intended as interface metaphors, nor are the metaphors imagined to form part of designs. Rather, the aim of the metaphors is to support the evaluator/systems designer in a focused study of how well certain important aspects of human thinking are taken into account in the user interface under inspection. The metaphors are intended to stimulate critical thinking, generate insight, and break fixed conceptions. Such use of metaphors has been thoroughly studied in the literature on creative thinking [Gardner 1982; Kogan 1983] and illustratively applied by Sfard [1998] in the educational domain.
In the next section, we summarize each of the metaphors and give examples of what to consider during evaluation; we also briefly describe the suggested procedure for a MOT evaluation. A full presentation of the various aspects of 20:6
• E. Frøkjaer and K. Hornbaek MOT is beyond the scope of this paper. A description of the technique that can be used to conduct usability evaluations are presented in Hornbaek and Frøkjaer [2002] ; Frøkjaer and Hornbaek [2002] contains examples of how to understand human-computer interaction design issues through the metaphors and the aspects of thinking that they highlight.
Metaphor M1: Habit Formation is Like a Landscape Eroded by Water
Habits shape most of human thought activity and behavior (e.g., as physical habits, automaticity, all linguistic activity, and habits of reasoning). This metaphor should indicate how a person's formation of habits leads to more efficient actions and less conscious effort, like a landscape through erosion adapts for a more efficient and smooth flow of water. Creeks and rivers will, depending on changes in water flow, find new ways or become arid and sand up, in the same way as a person's habits will adjust to new circumstances and, if unpracticed, vanish.
Metaphor M2: Thinking as a Stream of Thought
Human thinking is experienced as a stream of thought, for example in the continuity of our thinking, and in the richness and wholeness of a person's mental objects, of consciousness, of emotions and subjective life. This metaphor was proposed by William James [1890, vol. I, p. 239 ] to emphasize how consciousness does not appear to itself chopped up in bits: "Such words as 'chain' or 'train' do not describe it fitly. It is nothing jointed; it flows." Particular issues, acquaintance objects, can be distinguished and retained in a person's stream of thought with a sense of sameness, as anchor points, which function as "the keel and backbone of human thinking" [James 1890, vol. I, p. 459] .
Metaphor M3: Awareness as a Jumping Octopus in a Pile of Rags
Here the dynamics of human thinking are considered, that is the awareness shaped through a focus of attention, the fringes of mental objects, association, and reasoning. This metaphor was proposed by Peter Naur [1995, pp. 214-215] to indicate how the state of thought at any moment has a field of central awareness, that part of the rag pile in which the body of the octopus is located; but at the same time has a fringe of vague and shifting connections and feelings, illustrated by the arms of the octopus stretching out into other parts of the rag pile. The jumping about of the octopus indicates how the state of human thinking changes from one moment to the next, while any center of attention remains in focus for the duration of the specious present, that is, about 30 seconds [Naur 2007 ].
Metaphor M4: Utterances as Splashes over Water
Here the focus is on the incompleteness of utterances in relation to the thinking underlying them and the ephemeral character of those utterances. This metaphor was proposed by Naur [1995, pp. 214-215 ] to emphasize how utterances are incomplete expressions of the complexity of a person's current mental object, in the same way as the splashes over the waves tell little about the rolling sea below.
Metaphor M5: Knowing as a Building Site in Progress
Human knowing is always under construction and incomplete. Also this metaphor was proposed by Naur [1995, pp. 214-215] and meant to indicate the mixture of order and inconsistency characterizing any person's insight. These insights group themselves in many ways, the groups being mutually dependent by many degrees, some closely, some slightly. As an incomplete building may be employed as shelter, so the insights had by a person in any particular field may be useful even if restricted in scope.
Procedure for a MOT Evaluation
In addition to the five aspects of thinking and their corresponding metaphors, MOT comprises key questions to consider in a usability inspection (see Table II ). The procedure of doing a MOT evaluation is similar to that of doing a heuristic evaluation. The evaluator should select a few representative tasks, walk through the interface with those tasks and MOT in mind, and note any usability problems identified. Hornbaek and Frøkjaer [2002] suggests a slightly more elaborate procedure, but the basic idea remains as above.
EXPERIMENT #1
Experiment #1 compares MOT to heuristic evaluation (HE) by having each participant use one of the techniques to inspect a web application; the problems found were consolidated to a common list; and the key manager/developer of the application assessed the problems. The main goal of experiment #1 is to investigate if MOT is useful at all and whether it can perform as well as heuristic evaluation.
Participants, Application and Evaluation Techniques
As a compulsory part of a first-year university course in multimedia technology, 87 computer science students used either HE or MOT to evaluate the web application. The web application inspected was a portal for students at the University of Copenhagen to course administration, e-mail, information on grades, university news, etc. (see http://punkt.ku.dk). Participation was anonymous. The participants were free to choose whether their data could be included in the analysis, and were unaware of the authors' special interest in the MOT technique.
Forty-four participants received as a description of MOT a pseudonymized version of Hornbaek and Frøkjaer [2002] ; forty-three participants received as a description of HE the pages 19-20 and 115-163 from Nielsen [1993] . Each participant individually performed the evaluation supported by scenarios made available by the developers of the web application. Participants received no instruction specific to the techniques. The participants were instructed to write for each usability problem identified (a) a brief title, (b) a detailed description, (c) an identification of the metaphors or heuristics that helped uncover the problem, and (d) a seriousness rating. Participants chose seriousness ratings from a commonly used scale [Molich 1994, p. 111] : Rating 1 is given to a critical problem that gives rise to frequent catastrophes which should be corrected before the system is put into use. This grade is for those few problems that are so serious that the user is better served by a delay in the delivery of the system; Rating 2 is given to a serious problem that occasionally gives rise to catastrophes which should be corrected in the next version; and Rating 3 is given to a cosmetic problem that should be corrected sometime when an opportunity arises.
Consolidation of Problems
In order to find problems that were similar to each other, a consolidation of the problems was undertaken. In this consolidation, the two authors grouped together problems perceived to be alike. The consolidation was done over a fiveday period, with at least two passes over each problem. The consolidation was done blind to what technique had produced the problems and resulted in a list of 341 consolidated problems. Each consolidated problem consisted of one or more predicted problems.
To test the reliability of the consolidation, an independent rater tried to consolidate a random subset of the problems. The rater received 53 problems together with the list of the consolidated problems from which these 53 problems had been deleted. For each problem, the rater either grouped together that problem with a consolidated problem, or noted that the problem was not similar to any of the consolidated problems. Using Cohen's kappa, the interrater reliability between ratings was κ = .77, suggesting an excellent agreement beyond chance [Fleiss 1981 ].
The Client's Assessment of Problems
In practical usability work, developers and managers often have an important influence on how problems are taken up and possibly addressed. A crucial part of this experiment was therefore to have the consolidated problems assessed by persons who were developing the web application, here called the client. In this experiment, the person who managed the development of the web application and was responsible for developing the design represented the client.
For each consolidated problem the client was asked to assess aspects considered likely to influence how to prioritize and revise the design. Two are of relevance here:
Severity of the Problem. The severity of the problem related to users' ability to do their tasks was judged as 1 (very critical problem), 2 (serious problem), 3 (cosmetic problem), or % (not a problem). Note that this grading is different from the participants' seriousness ratings in that only the nature of the problem is being assessed, not when the problem should be corrected, which is contingent upon resources within the development organization. We also included the possibility of assigning something as not being a problem, for instance, if the client felt that the problem missed the goal of the product or conflicted with other essential requirements of the application. The rationale for this metric is that the perceived severity is a likely factor in whether a problem gets solved. In addition, it serves as an indicator of which usability problems are likely to pose actual difficulties to users.
The Perceived Complexity of Solving the Problem. The client also assessed how complex it would be to reach a clear and coherent proposal for how to change the web application in order to remove the problem. The client used a four-point rating scale to judge perceived solution-complexity: (1) very complex solution: will take several weeks to make a new design, possibly involving outside expert assistance; (2) complex solution: a suggestion may be arrived at by experts in the development group in a few weeks; (3) moderately complex solution: new design can be devised in a few days; (4) simple solution: while the actual implementation may take long, a solution to the problem can be found in a few hours. The rationale behind measuring perceived solution-complexity is that this metric captures some aspect of whether a problem is trivial or not. Though problems that can easily be solved are of utility, we argue that problems requiring complex solutions are more important in moving usability evaluation beyond identifying surface-level problems and towards proposing new functionality or task organizations. The latter kind of problems inevitably requires more consideration and redesign effort. Note that this measure considers mainly the complexity of the redesign, not the actual implementation effort required.
See Hornbaek and Frøkjaer [2004a] for a description of all aspects of the client's assessment. The assessment was done from a list, which for each consolidated problem showed all the problems that it was consolidated from. The client performed the rating blind to what technique had produced the problems, and he was not aware of what techniques were studied.
Classification of Usability Problems
In addition to describing the number and overlap of problems found with each technique, we wanted in more detail to describe the differences between the problems found. We did this in two ways. First, we classified usability problems with the User Action Framework, UAF . The UAF is a taxonomy of the problems users may experience based on the notion of an interaction cycle, related to Norman's [1986] model of stages of action. The UAF separates in its top categories issues of planning, translation, physical actions, outcome and system functionality, assessment, and problems independent of the interaction cycle. For each of these issues, usability problems may be classified into subcategories that aim at describing more closely the nature of the problem. The version of UAF used consisted of a total of 382 categories organized in two to six levels. Below, we only discuss the broad patterns in the classification, as reflected in the top categories. The purpose of using the UAF is simply to describe what kinds of problems they identify; we are not suggesting that one distribution of problems over the UAF categories would be better than another. However, we are suggesting that knowing what kinds of problems a technique is most likely to help identify is useful to understand that technique, and thereby improve the understanding of its strengths and weaknesses. Thus, we are reporting the relative proportion of problems in a certain UAF category.
Second, we looked at whether problems would typically be experienced by novices only or also by persons with experience in using the system. Nielsen [1993] suggested that this question was important to assess. Operationally, we consider a problem persistent if users experienced with the system (i.e., have used it more than 10 times within a week) would experience the problem more than half of the times when in a situation similar to that where the problem occurred. The rationale in looking at persistence is an assumption that problems that persist for experts are more valuable as an evaluation result, based on the simple assumption that they will affect two user groups rather than just one (and by definition continue to affect those groups). Further, initial data suggest that developers find persistent problems more useful in their work compared to novice-only problems [Hornbaek and Frøkjaer 2006] . Note, however, that persistence is assessed, not measured from actual behavior. Both of the classifications above were done blind to which technique had produced a problem and to the client's assessment of that problem. In order to assess the reliability of our classification, we had an independent rater classify a random selection of half of the problems classified in UAF, that is 38 problems. The interrater reliability at the top level was κ = .78, suggesting an excellent agreement [Fleiss 1981 ]. The rater also classified whether those problems would persist as users would gain experience with the application; that classification also suggesting an excellent agreement (κ = .89).
RESULTS OF EXPERIMENT #1
Table III summarizes the differences in problems between techniques; Table IV shows the overlap between problems as determined by the consolidation of problems. Because we find an overall difference between techniques (Wilks's lambda = .715, p < .001), we below analyze the data from the two tables with individual analyses of variance. 
Number of Problems and Participants' Seriousness Rating
There was no significant difference between the number of problems participants identified with the two techniques, F (1, 85) = 1.76, p > .1. Between participants, large differences exist in the number of problems uncovered; for example, one participant finds only 2 problems, another finds 28.
Participants' ratings of the seriousness of the problems found differed only marginally between techniques, F (1, 85) = 2.98, p = .09. Problems found by participants using MOT (Mean, M = 2.14; standard deviation, SD = 1.31) were reported marginally more serious than were problems found by HE (M = 2.28; SD = 1.05).
Client's Assessment
Analyzing the client's assessment of the severity of problems, a significant difference between techniques was found, F (1, 85) = 15.51, p < .001. The client assessed problems identified with MOT as more severe (M = 2.21; SD = 0.73) than problems found by HE (M = 2.42; SD = 0.87). As can be seen from Table III, 49% of the problems identified with HE were assessed cosmetic problems by the client; only 33% of the problems found with MOT were assessed cosmetic. The number of problems that the client did not perceive as usability problems was surprisingly small, between 1% and 3%.
The complexity of the problems identified was significantly different between techniques, F (1, 85) = 12.94, p < .001. The client assessed problems found with MOT as more complex to solve (M = 3.00, SD = 0.80) compared to those found by HE (M = 3.21, SD = 0.96). As shown in Table III , approximately 20% more problems considered "complex" were found with MOT compared to HE; around 60% more problems considered "simple" were found with HE compared to MOT.
Overlap between Evaluators and Techniques
One use of the consolidation of problems is to describe the overlap between participants using the same technique and the overlap between techniques, see Table IV. Between techniques, a significant difference was found in the number of problems identified by only one participant, F (1, 85) = 6.58, p < .05. On the average, participants using HE found 78% more one-participant problems compared to participants using MOT. Incidentally, the one-participant problems found by MOT and those found by HE have comparably low (2.72) average severity (MOT: SD = 0.80, HE: SD = 0.62). Participants using MOT found problems that were more generally agreed upon among the participants as usability problems. Using a measure from research on the evaluator effect [Hertzum and Jacobsen 2001] , the average overlap in problems found by two evaluators using MOT-the so-called any-two agreement measure-was 9.2%, while the any-two agreement for HE was 7.2%.
HE found 74% of the problems found by MOT; MOT found 61% of the problems found by HE. The large number of one-participant problems found by HE resulted in the total number of different problems found being larger for HE (249), compared to MOT (181). Thus in some sense, HE resulted in a broader class of problems. Table V shows the results of applying the two classification schemes to a sample of problems unique to either HE or MOT. We chose for the sample (a) all problems found by more than one evaluator and just one technique, and (b) a sample of 20 one-participant problems from each technique. Two observations may be made from the table. It seems that MOT helps evaluators find more problems of the translation type, that is problems about finding out how to do something with the interface, than HE (MOT: 54-55%, HE: 35-43%). Thus, evaluators using MOT would often report problems like (a) "Addresses cannot directly be associated with ones address book. The word 'address' in the e-mail menu should be exchanged with 'address-book' or the like" and (b) "The form with new e-mail address is difficult to understand. Hard to know what is meant by 'alias' and the explanation 'must be unique' is not of much help. It is not clear either what this additional information is to be used for."
Differences between Problems Found
The second observation of interest in Table V is that significantly more MOT problems are classified as persistent (30-38%) than HE problems (15-22%), χ 2 (1, N = 124) = 4.1, p < .05. Thus, MOT seems to uncover problems that are less likely to go away as users gain experience, including problems concerning missing features, inefficient ways of completing tasks, and low quality of the functionality. An example of a problem that was classified as being also significant for expert users is the following:
Interpretation of e-mail address is not clear. If you for example are not writing out the entire e-mail address, for example just writing "foo," and mailing it,
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Summary of Experiment #1
The experiment demonstrated that MOT was useful as an inspection technique for novice evaluators. We were surprised to see how MOT performed at the level of heuristic evaluation, or even better on important measures. The evaluators found an equal number of problems with the two techniques, but problems found with MOT are more serious, more complex to repair, and more likely to persist for expert users. However, understanding MOT as a technique for evaluating interfaces seemed difficult. Instead of trying to improve the description of MOT, we chose to study in more depth how people learn and make use of MOT in evaluation and redesign, leading to experiment #2.
EXPERIMENT #2
Experiment #2 compares how 20 participants evaluate and redesign web sites using MOT and cognitive walkthrough (CW). The aim of the experiment was to corroborate the results of experiment #1, this time comparing with the most widely used psychology-based inspection technique. In addition, we wanted to gain some insights into the evaluation process, in particular into the difficulties with understanding MOT that experiment #1 had shown. Consequently, participants were required to keep diaries.
Participants, Applications and Evaluation Techniques
Twenty participants, 3 women and 17 men, participated in the experiment as part of a computer science graduate course in experimental design. On the average, participants were 27 years old and had studied computer science for 5.9 years. Three quarters of the students had previously attended courses on human-computer interaction; half had designed user interfaces in their parttime jobs. Again, participants were unaware of the authors' involvement in MOT, except one who had an uncertain knowledge about this from a previous course.
Each of the techniques was used to evaluate and redesign an e-commerce web site. The site evaluated in the first week was http://www.gevalia.com; in the second week, http://www.jcrew.com. Both sites were included in a large professional study of e-commerce sites [Nielsen et al. 2001] , which offers insights into usability problems of e-commerce sites. Nielsen et al. [2001] also illustrate some of the differences between the two web sites.
As in experiment #1, MOT was described to participants by a version of Hornbaek and Frøkjaer [2002] that had the authors' names replaced by pseudonyms. As a description of cognitive walkthrough (CW) participants received Wharton et al. [1994] , widely recognized as the classic presentation of the cognitive walkthrough technique. Though the descriptions varied in length (CW: 36 pages, about 14.000 words; MOT: 23 pages, about 10.000 words) participants used indistinguishable amounts of time reading them, as indicated by their diaries (CW: M = 194 min, SD = 72; MOT: M = 233 min, SD = 143; t(19) = 1.267, p > .2). Note that the participants received no further instruction in the techniques than these documents.
Procedure for Participants' Inspection
The experiment varies inspection technique (MOT vs. CW) and web site within participants. Participants were randomly assigned to one of two orders in which they use the inspection techniques; the order of the web sites was fixed. Participants spend one week evaluating each web site. Throughout the evaluation and redesign activities participants kept a detailed diary. Each participant documented the evaluation of each week in a problem list with fields for characterizing the problems, for noting which metaphors/criteria had helped identify each problem, and for assigning a seriousness rating. The scale for seriousness ratings was the same as in experiment #1.
Every participant used one week to complete an evaluation and a redesign for each web site; week 1 and week 2 used similar procedures. During the first half of each week, the participants first received a description of the inspection technique to be used and the web site to evaluate. Next, they had three days to evaluate the web site. When evaluating, participants knew that they later on had to redesign. During the second half of each week, participants were asked to redesign the three most problematic parts of the web site with respect to usability.
After having completed both redesigns, participants wrote a comparison of the techniques used. They also described which inspection technique they preferred and why. To make comparisons between techniques easier, participants were suggested to use around two hours on the evaluation, disregarding any timing information mentioned in the description of the inspection technique.
Procedure for Redesign of Web Sites
The aim of this redesign activity was to uncover whether qualities of the redesigns varied between evaluation techniques. In addition, we wanted to investigate if participants change their perception of the usability problems when redesigning. We did not attempt to control how participants redesigned the web sites or what resources they used in their redesign activities.
Each redesign of a part of the web site was described as each participant found fit, but should include a list of the problems that the redesign sets out to solve, a rationale for the redesign, and a detailed description of the redesign.
Procedure for Diary Writing
The diaries used in the experiment contained a row for every half hour of the day (24 hours). The second field in each row allowed participants to enter a description of the activity they were performing. In addition, the diary had for every half-hour interval fields for entering specific insights or questions. Each time participants entered an insight or a question, they also categorized whether the insight or question related to the inspection technique, usability problems, design ideas, or something else. Problems found 17% 24% Fig. 1 . Relation between the problems found by participants and the reference collection of usability problems important for designers of e-commerce web sites [Nielsen et al. 2001] . Note that one problem found by a participant may match more than one problem in the reference collection. On average, MOT achieves a better coverage of the reference collection than CW.
Relation of Problems to a Reference Collection
To investigate the quality of the identified problems, we compared them to a reference collection of important usability problems with e-commerce web sites [Nielsen et al. 2001 ]. This collection is based on think-aloud experiments with a range of e-commerce sites, including the two tested in the present experiment. Each problem found by the participants was compared to the 207 problems in the reference collection to determine whether it matched or not.
RESULTS OF EXPERIMENT #2
Overall, we find a significant difference between techniques (Wilks's lambda = .633, p < .05). We therefore proceed to analyze each dependent measure in turn below.
Number and Nature of Problems Identified
Analysis of variance show that participants identify significantly more problems using MOT compared to CW, F (1, 19) = 8.68, p < 0.001. On average, participants identify 11.8 (SD = 7.52) with MOT and 9.0 (SD = 8.18) problems with CW, that is 31% more. In raw numbers, 13 participants find more problems with MOT, 3 identify the same number of problems, and 4 identify more with CW. We find no difference in the severity ratings assigned by participants to the usability problems, F (1, 19) = 3.35, p > .05. On the average participants using MOT assess the severity of the problems as 2.31 (SD = 0.72); using CW average severity is 2.25 (SD = 0.69). Figure 1 summarizes the relation between usability problems found by participants and the reference problems described in Nielsen et al. [2001] . The figure shows that both techniques succeed in finding problems that hit the reference collection (9% of the problems identified could not be mapped to the reference collection; however, the majority of those seemed relevant); and in combination the two techniques achieve 51% coverage of the collection.
Using MOT, participants identify usability problems covering a broader group of problems in the reference collection, F (1, 19) = 4.48, p < .05. Among all evaluators, MOT identifies 36 problems (17%) in the reference collection that CW did not find; CW finds only 21 problems (10%) in the reference collection that MOT did not find.
Subjective Preferences and Comments
In the final comparison of techniques, 15 participants preferred using metaphors of human thinking for the usability evaluation; four preferred CW, and one participant presented arguments for preferring both. This difference is significant, χ 2 (1, N = 19) = 6.37, p < .05. In explaining their preferences, seven participants argued that they found more and broader problems with MOT, for example "I prefer the first technique (metaphor-based evaluation) because it catches different kinds of problems." In addition, some participants found evaluation with MOT to be faster, and two participants commented that they got better ideas for how to redesign the site.
The four participants preferring CW explained that they found the technique more easy to follow when evaluating, "[it is] easier to overview, seems like a recipe that you just have to follow." Some participants who preferred MOT made similar comments:
If you don't know how to evaluate a web site it is good that the technique [CW] gives you a systematic procedure for doing so.
It should be noted that at least three participants argued that their preferences depended on what web site they were going to evaluate.
Analysis of Diaries
The analysis of diaries is based on an extraction from the diaries of 224 comments concerning the inspection techniques or redesigns. Here, we only report a few core findings about MOT and CW, the main results of the analysis of diaries are reported in Hornbaek and Frøkjaer [2004b] .
Insights and Problems Experienced-MOT.
Several participants make general, positive comments in their diaries about MOT, especially that the key questions and examples help their understanding and use of MOT. These participants write, for example, that "Examples and key questions are very helpful" and " [I] use the table with key questions during the evaluation." However, three participants are somewhat unsure about the metaphor concerning the jumping octopus. Two participants mention that when reading about the metaphors on the stream of thought and the dynamics of thinking, they find it hard to understand what is meant by grouping tasks.
For MOT, we find a higher number of diary entries during reading that are best summarized as reflections and associations. At least five participants had written one or more entries of this kind, for example: Support already existing habits and the development of new ones. Can this lead to some kind of conflict?
The diaries from at least six participants using MOT have comments on problems in understanding the technique that are hours or days later followed
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The explanation of the metaphors makes sense, more logical now. Good and stimulating points concerning habits, especially the unintended effects of habits.
Insights and Problems Experienced-CW.
Five participants comment in their diaries on various positive aspects of CW, including that it is "well explained and exemplified" and that it is "an exciting way of going through the users' tasks." Overall, the technique appears to be easy to read and make sense of.
However, participants also mention various general difficulties with CW, including that the description of CW is somewhat abstract. Participants were also unsure how to handle tasks for which several sequences of actions could lead to the solution of the task. Among several possible action sequences, four participants raise questions of doubt about how one sequence should be chosen for doing the walkthrough, wondering "[should] all possible sequences be listed?" and three participants find the notion of correct action, used in the criteria for evaluating, hard to understand.
Eight participants make various comments concerning the restricted scope of the technique. For example, four participants were concerned that none of the evaluation criteria help identify missing functions in the user interface. One participant writes:
Cognitive walkthrough is not covering the possibility that the correct action is not available. For example, that it is impossible to register an address when you are living in Denmark.
A related point is the criticism by some participants that CW does not help assess whether it makes sense to solve a task in a particular way.
Differences in Problems Found
Using the procedure from experiment #1, we classified a random sample of half of the problems identified (207 problems). An independent rater classified a random selection of 25% of those problems (52 problems). The interrater reliability at the top level of UAF was κ = .74. The interrater reliability for the classification of persistence was κ = .79. These kappas indicate good to excellent agreement [Fleiss 1981] .
Table VI summarizes the classification of usability problems. Two trends are clear. First, the UAF classification differs between techniques. In particular, MOT identifies more problems classified as concerning functionality and fewer problems classified as concerning translation than CW. Second, MOT identifies more problems classified as persistent for expert users (38%) than CW (13%), χ 2 (1, N = 207) = 16.48, p < .001. The focus of cognitive walkthrough on exploratory learning of an interface is perhaps the reason for the latter observation. 
Analysis of Redesign Proposals
To further analyze the differences between techniques, we assessed the redesign proposals that participants handed in. A total of 113 redesign proposals were analyzed: each subject handed in up to three redesign proposals for each of the two evaluation techniques. The assessment was based on four criteria: (a) what the redesign proposal aimed to correct, (b) why the redesign was important, (c) the details of the redesign proposal, and (d) an overall assessment of the proposal, emphasizing its importance for usability, clarity, and coherence. Each of these criteria was assessed by the first author of this paper on a scale from 1 (poor) to 5 (very good or outstanding); redesign proposals were assessed in a random order and blind to which technique/participant had produced them.
An analysis of the overall assessment showed no difference between techniques in the assessments, F(1,19) = 1.43, p > .25. Ten participants had their redesigns assessed higher with MOT, 8 participants had their redesigns assessed higher with CW, and 2 participants achieved similar assessments. We therefore discontinued the analysis of the redesign proposals and simply note that even though the analysis of proposals was conducted within subjects, large variations between redesign proposals still exist. In part, this might be a result of our choice not to control redesign procedure or resources. Consequently, any effect associated to evaluation techniques would be difficult to detect.
The diaries shed slightly more light on the participants' redesign activities. Counting the diary entries shows that participants used comparable amounts of time on creating the redesigns (CW: M = 6.6 hours, SD = 3.3; MOT: M = 6.2, SD = 3.1; t(19) = 0.46, p > .5). So the inability to find differences in the assessment of redesign results is not related to some technique-specific difference in how long participants used to redesign.
The comments in the diaries during redesign activities fall in two major groups. One of these concerns problems that participants change their mind about. One participant, for example, wrote that " [I] have come to the conclusion that the buying procedure is really not so complicated that it will give errors for the user." The same participant had on his problem list noted as a serious problem the cumbersome buying procedure. This change in opinion may systematically cause some problems to be ignored, problems that for example could be among the more complex type. Another group of comments suggests that at least five participants identify problems during redesign that they were previously unaware of Should they have chosen to redesign such problems, problems that formed the basis of the redesigns could have been of another nature from those found during evaluation. Such changes during the redesign work are possible reasons why the quantitative differences regarding usability problems do not show themselves in the analysis of the redesigns.
Summary of Experiment #2
The experiment showed that MOT performed significantly better on a number of important measures than cognitive walkthrough in evaluating two e-commerce web sites. The evaluators found more problems with MOT and these problems had a wider coverage of a reference collection describing important and typical problems with e-commerce web sites. As found in experiment #1, the evaluators had a harder time reading and understanding MOT compared to cognitive walkthrough. But detailed diaries covering both the initial reading and learning activities as well as the actual evaluations show how most difficulties are eventually resolved by the evaluators themselves. Despite these difficulties a clear majority of the evaluators ends up preferring MOT to cognitive walkthrough. Further, the experiment shed some light over differences in the kind of problems identified with the two techniques. Differences concerning especially the translation and the system functionality category were large, which indicate that MOT and cognitive walkthrough might be good supplementing techniques. Finally, MOT seems to find more problems likely to persist for expert users while cognitive walkthrough finds more novice user problems, a possible effect of cognitive walkthrough being a technique related to exploratory learning and problem solving. Having again found good performance relative to a frequently used inspection technique, we wanted to challenge MOT by comparing it to the "gold standard" of usability testing, think aloud testing, leading to experiment 3.
EXPERIMENT #3
Experiment #3 compares how participants evaluate two non-traditional user interfaces using think aloud user testing, cognitive walkthrough, and metaphors of human thinking. Participants used two of three evaluation techniques and evaluated both interfaces. The aim of the experiment was to investigate our conjecture that MOT would be effective for evaluating nontraditional user interfaces. In addition, we wanted to compare the performance of MOT to an empirical evaluation technique, in this case think aloud user testing.
Participants, Applications and Evaluation Techniques
As part of a course on systems design and human-computer interaction, 58 participants evaluated non-traditional user interfaces. The participants had a mean age of 24 years, and had studied computer science for, on the average, 2.8 years. Approximately one half of the participants had previously taken courses on user interfaces; one-quarter had used the think aloud technique, one-sixth had used metaphors of human thinking, and one tenth had used cognitive walkthrough. With respect to the interfaces being evaluated, approximately three-quarters of the students owned a mobile phone; among those three-quarters owned the particular brand being evaluated.
For the experiment, we chose two nontraditional interfaces. The natural language interface (NLI) gave access to information on holiday allowances through a spoken-language-only telephone dialog [Dybkjaer and Dybkjaer 2002] . The mobile phone interface (MP) comprised the phonebook application of the mobile phone Nokia 7210, see http://www.nokia.com/phones/7210.
The description of think aloud (TA) user testing given to participants was Molich [2003] . CW and MOT were described as in experiment #2. Participants received no additional instruction in the techniques.
Procedure
In the first week of the experiment, participants evaluated the natural language interface using one of the three evaluation techniques determined at random. In addition to the description of the evaluation technique, participants received scenarios describing imagined use of the interface and a description of the user group they should consider when evaluating. This evaluation resulted in an individual list of usability problems. That list used the same format as in experiments #1 and #2 and the same scale for rating seriousness (see Section 3.3). A total of 55 individual lists for the NLI interface were generated.
After having completed the individual lists, participants who had used the same technique were asked to work together in groups of two or three persons to produce a group list of problems. In producing this list, participants had to group similar problems. For each problem on the group list, participants were asked to give a title, a description of the problem, a list of individual problems that the group problem was based on, and an explanation of why those individual problems were merged to a group problem. Also, the group list specified problems that for some reason the group did not-when grouping problems-consider usability problems. A total of 20 group lists for the NLI interface was generated.
Week two of the study followed the procedure for week one, except that the mobile phone was evaluated and that participants used a new evaluation technique determined at random between the two techniques that any participant had not yet used. This resulted in 55 individual lists and 20 group lists being generated for the mobile phone.
One week after participants had finished the evaluation, the participants met to create two goal lists; one for the NLI interface and one for the MP interface. This list was made using a bottom-up procedure, in which a representative of each group placed one problem at a time. If the problem were similar to an already placed problem, as judged by the participants, they were merged. The procedure was based on that by Beyer and Holzblatt [1998] for creating affinity diagrams.
Finally, clients, that is, one person from each of the two organizations responsible for developing the interfaces being evaluated, judged the problems Notes: Seriousness (1 = critical, 2 = serious, 3 = cosmetic), severity (1 = very critical, 2 = serious, 3 = cosmetic), complexity (1 = very complex, 2 = complex, 3 = moderate complexity, 4 = simple) and clarity (1 = very clear, 2 = clear, 3 = unsure) are weighted by number of problems. Each cell contains data from between 17 and 20 participants.
found. Clients received a randomly ordered list of all problems from the individual lists concerning their interface, and the problems on group lists concerning their interface that were based on more than one individual problem. We asked the clients to judge severity and complexity of the problems using the rating procedure of experiment #1. In addition we asked the client to grade the clarity of the problem, that is whether the description of the problem was clear and understandable. We used a three-point scale to judge clarity: (1) very clear description which gives the reader a sure and non-ambiguous understanding of what the author of the problems intends to point out as a problem; (2) clear description, which gives the reader a sure or relatively sure understanding of what is intended; (3) unclear description, which leaves the reader with an unsure understanding of what is intended. Below, we analyze only the individual lists and the clients' grading of problems on these; the analysis of performance at the level of the group and goal lists will be reported elsewhere. As the experiment used an incomplete block design (meaning that participants did not use all three evaluation techniques, but rather only two of the techniques) we used intrablock analysis of the data to compare participants' performance [John 1971, 219 ff] . Data from the clients' judgment are not comparable between the two clients, so we analyzed each interface in turn with analyses of variance. As three participants failed to complete, both evaluations and finding at least one problem with each interface, we removed the data from those participants before analyzing the experiment. 
RESULTS OF EXPERIMENT #3
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Number of Problems and Participants' Seriousness Rating
We find significant differences between the numbers of problems identified. Linear contrasts show that MOT identified more problems than CW, F(1, 52) = 5.15, p < .05, and than TA, F(1, 52) = 7.72, p < .05. These effects, however, are small: 19 participants found the most problems with MOT; 15 found the most problems with TA; and 14 found the most problems with CW. Seven participants found the same number of problems with the techniques they used.
The average of the seriousness ratings assigned by participants to problems differs between techniques. For the NLI interface, participants perceived the problems they identify as more serious with MOT (M = 1.95, SD = 0.66) compared to the CW technique (M = 2.29, SD = 0.66), F (1, 52) = 5.12, p < .05. As an illustration, 11% of the problems found with CW were categorized by participants as very critical problems (grade 1); the corresponding percentage for MOT was 24%. For the MP interface, however, participants considered problems found with MOT (M = 2.30, SD = 0.69) less serious than problems found with TA (M = 2.06, SD = 0.71), F (1, 52) = 5.41, p < .05. Here the percentages of very critical problems were TA: 22% and MOT: 13%.
Clients' Grading
First, we consider the case of the NLI interface. We find no difference in average severity between techniques, F (2, 214) = 0.14, p > .05. However, a significant difference between techniques exists with respect to the proportion of participants' problems that the client did not consider to be usability problems, F (2, 52) = 3.34, p < .05. CW seems more likely than the other techniques to identify problems that the client did not consider a problem. Of the problems that were identified with CW and assessed on severity, 29% were not considered problems by the client (compare to MOT 18% and TA 14%).
The client's grading of the complexity differs between techniques, F (2, 239) = 3.92, p < .05. Linear contrasts show that the client assessed problems found with CW less complex (M = 1.34, SD = 0.62) than problems found with either TA (M = 1.12, SD = 0.26; F (1, 239) = 6.85, p < .05) or MOT (M = 1.09, SD = 0.20; F (1, 239) = 5.57, p < .05). Supporting this finding is the larger proportion of problems found by CW considered to be of moderately or simple complexity (grade 3 or 4; 10%), compared to the proportions for the other techniques (TA 3%; MOT 2%).
No differences in clarity between techniques could be found, F (2, 282) = 0.16, p > .5.
With the MP interface, there appear to be few differences between techniques in the client's grading. None of the dependent measures derived from the client's grading were significant, and we consequently discontinued our analysis of this portion of the data.
Participants' Preference and Comments
Thirty-six participants used TA (21 in combination with MOT and 15 in combination with CW). Eighteen participants preferred TA over MOT and 3 participants preferred MOT over TA; 9 participants preferred TA over CW and 6 participants preferred CW over TA. Among the 19 participants who used MOT and CW in combination, 11 preferred MOT and 6 preferred CW, supporting the finding of experiment #2. Two reasons for preferring TA stand out. At least six participants commented that the result of think aloud tests are easier to interpret. A similar number of participants remarked that they prefer TA because they may identify problems they could not have found on their own.
As in experiment #2, some participants remarked that MOT is challenging to understand. One participant, for example, commented that "Some of the metaphors were a bit too abstract and perhaps did not fit reality." CW, conversely, is seen as easy and intuitive to understand. However, MOT was seen by six participants as requiring less knowledge than CW about the system under evaluation. MOT was also considered to give the evaluator more freedom in identifying problems; CW, on the other hand, was seen by eight participants as finding only a limited kind of problems, for example "the technique [CW] has a very limited scope."
Note also the comments from a couple of participants that it was hard to adapt the evaluation techniques to a nontraditional user interfaces. Especially, TA was hard to use in the context of the natural language interface.
Difference in Problems between Techniques
From the participants' construction of a goal list using affinity diagramming, we can extract group problems that are unique to a particular evaluation technique. Figure 2 shows the distribution between the three techniques of problems from evaluators' individual lists, based on the overlap between group problems at the goal list. This figure shows two important results. First, TA identified relatively few problems that the participants judged as not identified by other techniques (from 5% to 7% of the total number of problems on the goal list). This number is surprisingly low, if one expected TA to help identify a distinct set of problems that were different from the problems that usability inspectors might find. In addition, some of these problems were not accepted by the clients as usability problems. Using TA, 14% of the problems found with the NLI and 3% found the MP interface were not considered problems by the clients.
Second, the overlap between techniques differs between the two interfaces evaluated. For the NLI interface, MOT and CW has a relatively small degree of overlap, while for the MP interface, it appears to be the overlap between MOT and TA that are low. We do not have any explanation for these differences. To investigate the differences in problems identified, we tried to characterize the kinds of problems typical of the three techniques. Using the procedure from experiment #1, we categorized problems in the User Action Framework; the interrater reliability of classifying 50% of the problems was κ = .72 for both the UAF and persistence classifications, showing good agreement. Table VIII shows that the distribution of problems across the top-level categories of the UAF is relatively similar. The main point of difference between techniques is that TA identified fewer problems (33 and 47%) in the translation category than MOT (38 and 62%) and CW (40 and 70%). One possible interpretation of this finding is that translation problems are easy to find with the analytical techniques; in our data a common kind of problem found with these techniques is of the form "It is not clear how" followed by some aspect of the interface where users have difficulty in identifying the user interface object related to the task they are trying to accomplish.
As in experiment #1, we also classified problems according to whether they persist as users gain experience with the system. Table VIII shows the classification, which differs significantly between evaluation techniques, χ 2 (1, N = 184) = 6.53, p < .05. Compared to CW, it seems that MOT identified more expert problems (MOT: 43 and 31%; CW: 20 and 21%) . This result supports the findings from experiment #2. Compared to TA, however, MOT identified a similar amount of expert problems (TA: 48 and 30%).
A particular point of this experiment was to compare MOT to an empirical technique, TA. One interesting observation is that with the analytical techniques CW and MOT, evaluators seemed to identify problems that they run into when using the system, what we call evaluator-as-user problems, rather than problems they found when using the evaluation techniques. Thus, the problem lists contain problems that are not found as a result of evaluating the interface, but rather as a result of using it. This observation complements those from experiment #2. Another difference seems to be that with TA more concrete formulations of the problems were given. Example problems are (1) "Gets a nonusable answer and quits. The user chooses a 'wrong' category. The system asks if the user have any more questions; the user says no; and the system says goodbye. The system should have asked if the user got the information needed." and "Doesn't understand word. The user has to say the word 'e-mail' several times (louder and louder) before it is correctly interpreted. [· · ·]". Sometimes problems found with MOT (and CW) can be somewhat abstract, for example "Quantity. Too many options in menus and submenus" or "The order of items in [the menu] Other Possibilities. It doesn't seem like there is any ordering in how different topics under Other Possibilities are presented". Note that these differences did not make the client rate the clarity of MOT (or CW) problems lower. Therefore, it seems that both abstract and concrete statements of problems have utility to the client.
Summary of Experiment #3
All three techniques showed to be applicable in this context of evaluating nontraditional interfaces, but none came out as the overall most effective. A clear majority of the evaluators prefer using think aloud testing to any of the two inspection techniques; MOT was preferred to cognitive walkthrough, a result coherent with experiment #2. More problems are identified with MOT than with think aloud testing and with cognitive walkthrough, but the size of these effects is small. Think aloud identifies relatively few problems that the participants judge as not identified by other techniques; but the overlap between techniques differs between the two interfaces, a result that we can not explain. In the UAF classification, the main point of difference found was that think aloud identifies fewer problems in the translation category than MOT and cognitive walkthrough.
DISCUSSION
The experiments generate optimism regarding the conjecture on the effectiveness of MOT presented in the Introduction; Table I summarizes the results across experiments. As for the more specific research questions, evaluators using MOT performed well in comparison with those using HE, by predicting problems that are more severe, more complex to repair, and more likely to persist. In comparison with CW, MOT supports evaluators in identifying more problems compared to CW, while constraining the scope of evaluation less than CW. The process of inspection with MOT studied in experiment #2 suggests that understanding MOT is challenging, even though participants often are able to revise their misunderstandings or dispel their doubts. The research questions on whether MOT is effective for evaluating nontraditional interaction styles has no clear-cut answer. All three techniques used in experiment #3 appeared to be hard for participants to use efficiently with the mobile phone and the natural language interface. In particular, users of CW and MOT remarked that the examples of how to apply the techniques given in the descriptions of the techniques may not be pertinent to the non-traditional applications. Finally, compared to TA, MOT performs comparably with respect to seriousness, perceived complexity, and persistence. Though MOT finds slightly more problems, TA is preferred by evaluators.
Relative Merits of the Techniques
A few comments pertaining to each of the techniques that were compared to MOT are relevant. The main difference between MOT and heuristic evaluation is that the latter strives for simplicity. From the inception of the technique, Nielsen and Molich have tried to simplify the formulation of the heuristics. From a certain point of view, we are doing the opposite in MOT by trying to capture human thinking by simplified but still rich and association-creating metaphors. In experiment #1 similar numbers of problems are found, but the difference in intent of the technique may be behind the quite different kinds of problems found, for example in terms of severity, complexity, and persistence. An experiment by Fu and Salvendy [2002] has suggested that "heuristic evaluation is more effective in predicting usability problems that more advanced users will experience" (p. 142). Conversely, "user testing is more effective in discovering usability problems that novice users encounter" (p. 141). However, our data indicate the opposite pattern: in experiment #1 MOT finds more usability problems that would persist with practice than did HE; in experiment #3, MOT and TA find similar numbers of persistent problems. More research is needed to interpret these seemingly dissimilar results.
Cognitive walkthrough provides detailed and according to some participants overly strict procedures for walking through tasks; in MOT, there are less such support. Cockton et al. [2003] suggested that methods like cognitive walkthrough, which they call procedural inspection techniques, are "better placed to consider interaction beyond brief encounters with individual system features" (p. 1121). We have no evidence that the problems predicted with the use of CW differ from those predicted by MOT in this way. Rather, our experiments suggest that the procedure of CW restricts the scope of the evaluation and that problems predicted with MOT are likely to be more persistent.
Regarding think aloud testing, experiment #3 suggests that problems identified with TA to a large extent overlap the problems identified with the other evaluation techniques. In addition, the problems unique to TA are not assessed as particularly serious by either client. Rather, substantial percentages are not considered usability problems at all. These findings are in contrast to common expectations in the literature that think aloud testing provides a "gold standard" and that TA usually perform very well compared to other evaluation techniques (e.g., Cockton et al. [2003] ). However, the findings are supported by the study by Hornbaek and Frøkjaer [2005] . They found that the utility of problems identified with TA and with MOT were not assessed differently by developers in terms of the problems' utility as input to the development process. One explanation is that differences between techniques stems from the experience of using TA. Preference data from experiment #3 appear to support this explanation. In that experiment, participants strongly preferred using TA over MOT. They also commented on the inspiration of seeing someone else interact with the system. Indeed, the experience of experiencing TA has long been claimed a hallmark of that method [Helms Jørgensen 1990] . An alternative explanation is that such differences stem from the description of the problems, perhaps because problems produced with the aid of TA are clearer and always cast in terms of the users' problems. In the study by Hornbaek and Frøkjaer [2005] , at least one developer suggested that exactly the concrete descriptions of user actions were valued; however in a follow-up analysis of the problems from that study, no impact of mentioning of concrete user difficulties in problem reports affected developers' ratings of the utility [Hornbaek and Frøkjaer 2006] . A final explanation might be that user testing finds more problems not classified as translation problems in the User Action Framework, covering the interaction circle more completely than MOT or HE.
Validity of the Experiments
In designing the experiments reported in this article, we have tried to meet the concerns of a number of authors in usability research about valid experimental comparisons of evaluation techniques. In particular, we have paid attention to the five validity issues listed in Gray and Salzman's review [1998] . Their issues concern statistical conclusion validity, internal validity, construct validity, external validity, and conclusion validity. Below we discuss each of these in relation to the experiments presented in this paper.
The main threat to statistical conclusion validity is random heterogeneity of participants. All three experiments have 17 or more evaluators per technique, which reduce the influence of participants' heterogeneity, and experiments #2 and #3 are within-subjects experiments, allowing subjects to serve as their own controls. Another issue is doing too many statistical tests, thereby inflating the overall likelihood of reaching significant results. Experiments #1 and #2 use one overall significance test for the main dependent measures, thereby protecting the experiment-wide probability of finding significant results where none exist; in Experiment #3, due to the complex nature of the experimental design, this was not possible. Finally, many of the significant tests identify effects that are only small in size. This is the case with respect to counts of problems in experiment #3, for example. Other effects, such as the difference in counts of problems in experiment #2 (with a size of eta 2 = .314), are medium according to Cohen [1992] . In practical reality-it could be argued-these small to medium effects do not matter much. It is true that many factors would probably impact evaluation more (evaluator training, evaluation in multidisciplinary teams, better techniques for prioritizing problems). However, we believe that these effects are substantial enough to warrant attention. As examples, MOT finds 30% more problems than CW (experiment #2) and would help a typical team of three evaluators find one or two serious/critical problems more than heuristic evaluation (experiment #1).
Internal validity concerns an experiment's ability to establish causal relationships between independent and dependent variables. We tried to avoid the difficulties listed by Gray and Salzman [1998] by using similar classification and reporting schemes for all evaluation techniques and by using random assignments of participants to evaluation techniques. We did not, however, enforce strict time limits on evaluation. In experiment #2 we gave participants an expected duration for the evaluation and in experiment #3 participants used comparable time on their evaluations. In experiment #1, however, participants used more time on heuristic evaluation compared to MOT (see Hornbaek and Frøkjaer [2004a] ). We cannot say how this may have affected the evaluation results, but it seems unlikely that longer evaluations would result in poorer evaluations.
Construct validity concerns whether the experimenters are "manipulating what they claim to be manipulating (the causal construct) and [· · ·] measuring what they claim to be measuring (the effect construct)" [Gray and Salzman 1998, p. 213] . Regarding the causal construct, defining the evaluation techniques used are crucial. We used authoritative descriptions of cognitive walkthrough and think aloud testing. However, experiment #2 did not support evaluators with task descriptions, as did the other two experiments. This might have affected cognitive walkthrough adversely, because task descriptions are particularly crucial for the performance with that technique (e.g., Sears and Hess [1998] ). Confounding of treatments is another causal construct concern (e.g., by subjects applying previously used evaluation techniques in addition to the one they are meant to use). By using random assignment and similar instructions for participants we have largely avoided this issue. The diaries from experiment #2, however, suggests that participants in the second week of that experiment cannot help also consider the evaluation technique used in the first week. While this effect should be symmetric across techniques, it suggests that the increased control over participant performance in a within-subjects design comes at a price.
Validity in relation to effect constructs is more difficult to assess. Some of the dependent measures of the experiments (ratings of severity and perceived solution-complexity) have lead to a greater reliance upon the judgments of the developers. We consider this a consequence of moving closer towards understanding how the results of usability evaluations are taken up in design, and, effectively, of downplaying the role of isolated use of for instance problem counts. However, these measures are affected by a developer effect [Law 2006 ], which we have not attempted to protect against in our experiments. Only a detailed content analysis can reveal if developers react to particular ways of describing problems. While we believe that severity and complexity are indicators of developers' appreciation of usability problems, it must be noted that these are opinions, not behavioral measures. Similarly, while the persistence classification has good inter-rater reliability, it only represents an expert assessment of likely persistence, not an actual behavioral measure. Understanding the validity of these measures in relation to actual behavior would be valuable. Finally, evaluators' preference and comments were widely treated in this article. Even though these measures are probably as biased as traditional subjective satisfaction measures from usability research, they appear useful as one indicator of how evaluators actually go about evaluating.
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• E. Frøkjaer and K. Hornbaek Another validity concern concerns the possibility of generalizing the findings across settings and persons. The experiments reported here utilize only novice evaluators, that is, computer science students. We consider this is an important target group for making the best of usability in industrial systems design and development, and a group that will give us much useful insight into differences and similarities between evaluation techniques. Yet, the move towards figuring out what is relevant evaluation results in design work necessarily suggests emphasizing expert evaluators in future studies.
The final validity concern from Gray and Salzman [1998]-conclusion validity-can only be ensured by careful writing; this we will not discuss.
Future Work
The experiments have identified several possible improvements to the current description of MOT. As mentioned above, illustrations of the technique should be more diverse with reference to different interaction styles and use contexts. With such illustrations, usability inspectors may be better supported in learning and applying the technique in new fields. Second, while all of the metaphors may certainly be extended, we feel in particular that aspects of metaphor 2-thinking as a stream of thought-could be formulated in a sixth metaphor. The aspects we are thinking of concern the observation that particular issues can be distinguished and retained in a person's stream of thought with a sense of sameness, as anchor points, which function as "the keel and backbone of human thinking" [James 1890, vol. I, p. 459] . Currently, we consider this aspect crucial to doing a solid evaluation with MOT. Such emphasis on anchor points in the stream of thought is related to Shneiderman's Object-Actions Interface model [see Shneiderman and Plaisant 2005, p. 95 ff] and to the goal of identifying objects central in the users' tasks in object-oriented modeling. Similarly, the tight correspondence between concepts in the user's understanding of the application domain and the concepts pertained in the user interface is the main target of another evaluation technique called Concept-based Analysis for Surface and Structural Misfits, CASSM [Connell et al. 2004] .
Another area calling for a more specific treatment in MOT is the role of "feelings" and "emotions" in human-computer interaction. Feelings and emotions are integrated in the James-Naur descriptions of human thinking, so we do not need a new theory to describe these aspects. As briefly mentioned in Section 2.3, any mental object embraces feelings, and feelings and emotions are highly important in shaping habits, stream of thought, acquaintance objects, and utterances of any individual.
None of the three experiments has in a deep manner investigated the impact of the metaphors on the inspection process, that is, whether MOT actually affects the inspection process in terms of stimulating thinking and breaking fixed conceptions, as argued earlier in this article. We are eager to investigate further the specific contribution of the metaphorical description form and its influence on evaluator's thinking.
Finally, the attempt to investigate whether redesigns reflect differences in evaluation techniques was unsuccessful. However, we think that looking at redesigns are a natural consequence of focusing on downstream utility [John and Marks 1997] , and we thus suggest that future work might attempt to control redesign procedure and redesign resources so as to come closer to any existing effects of evaluation techniques.
CONCLUSION
We have described the usability evaluation technique metaphors of human thinking (MOT). The goal of the technique is to provide effective usability inspection by focusing on users' thinking and thus being applicably across different devices and contexts of use. In a series of experiments, we have compared MOT to three common usability evaluation techniques: heuristic evaluation, cognitive walkthrough, and think aloud testing. The experiments show that MOT performs better on important measures than the inspection techniques cognitive walkthrough and heuristic evaluation. In two experiments MOT finds more problems, and the problems found with MOT are typically more complex and more likely to persist for expert users. MOT performs comparably to think aloud testing in terms of the number of problems found; however, think aloud testing appears to find usability problems of more diverse types. Evaluators prefer think aloud testing to the inspection techniques, but MOT was preferred over cognitive walkthrough and heuristic evaluation. Overall, our data suggest that evaluation by metaphors of human thinking is an effective evaluation technique.
