Abstract: This paper focuses on multi-attribute group decision-making (MAGDM) course in which attributes are evaluated in terms of interval-valued intuitionistic fuzzy (IVIF) information. More explicitly, this paper introduces new aggregation operators for IVIF information and further proposes a new IVIF MAGDM method. The power average (PA) operator and the Muirhead mean (MM) are two powerful and effective information aggregation technologies. The most attractive advantage of the PA operator is its power to combat the adverse effects of ultra-evaluation values on the information aggregation results. The prominent characteristic of the MM operator is that it is flexible to capture the interrelationship among any numbers of arguments, making it more powerful than Bonferroni mean (BM), Heronian mean (HM), and Maclaurin symmetric mean (MSM). To absorb the virtues of both PA and MM, it is necessary to combine them to aggregate IVIF information and propose IVIF power Muirhead mean (IVIFPMM) operator and the IVIF weighted power Muirhead mean (IVIFWPMM) operator. We investigate their properties to show the strongness and flexibility. Furthermore, a novel approach to MAGDM problems with IVIF decision-making information is introduced. Finally, a numerical example is provided to show the performance of the proposed method.
Introduction
There are quite a few decision-making (DM) activities in real life. For example, when buying a car, we usually have to comprehensively take into consideration the various indicators of the alternatives of potential candidates. When considering a good supplier globally, a company usually evaluates alternatives from multiple aspects. It is not difficult to find out that the essence of quite a few actual DM problems is multi-attribute decision-making or multi-attribute group decision-making (MAGDM) [1] [2] [3] [4] [5] . When using MAGDM theory framework to solve practical DM problems, we always need to consider four basic elements, all possible alternatives, multiple attributes, evaluation information, and best choice determining methods, among which the latter two are the most important and complicated. In other words, there are two fundamental issues in MAGDM, (1) how decision makers express their preference information in a proper way; (2) how the best candidate is determined. Thanks to Prof. Zadeh [6] who provided an efficient methodology, called fuzzy set theory (FST), to describe fuzzy information. Hence, FST-based MAGDM has sooner become a new hot research topic [7] [8] [9] [10] and attracted attention from scholars and scientists all around the world. Although FST has achieved
Preliminaries

The Power Average and Muirhead Mean Operators
Considering that the unduly high and unduly low assessments provided by decision makers may have bad effects on the final results, Yager [35] introduced the PA operator in which the weight vector depends on the input data. Definition 1. [35] Let a i (i = 1, 2, . . . , n) be a collection of positive real numbers, then the power average (PA) operator is defined as PA(a 1 , a 2 , . . . , a n ) =
where T(a i ) = The MM was introduced by Muirhead [30] for crisp numbers. Its flexibility is reflected in its ability to capture the interrelationship among arbitrary numbers of input variables.
Definition 2.
[30] Let a j (j = 1, 2, . . . , n) be a set of real numbers and S = (s 1 , s 2 , . . . , s n ) be a collection of parameters, where s j (j = 1, 2, . . . , n) is a non-negative real number. If MM S (a 1 , a 2 , . . . , a n ) = 1
then MM S is the Muirhead mean (MM) operator, where ζ(j)(j = 1, 2, . . . , n) denotes any permutation of (1, 2, . . . , n) and T n represents all possible permutations of (1, 2, . . . , n).
Interval-Valued Intuitionistic Fuzzy Sets
Definition 3.
[21] Let X be a universe of discourse, an interval-valued intuitionistic fuzzy set (IVIFS). A over X is defined as
where µ A (x) To compare two IVIFNs, Hung and Wu [36] gave the definitions of the score function and the accuracy function of IVIFNs. 
Based on the score function and the accuracy function, Hung and Wu [36] introduced the comparison rule for two IVIFNs.
) be any two IVIFNs, S(α 1 ) and S(α 2 ) be the scores of α 1 and α 2 , respectively; H(α 1 ) and H(α 2 ) be the accuracy of α 1 and α 2 , respectively. Then, the comparison law of two IVIFNs can be defined as
1.
If
Xu [37] gave the definition of Hamming distance between any two IVIFNs.
) be any two IVIFNs, then the Hamming distance between α 1 and α 2 is defined as
Power Muirhead Mean Operators for Interval-Valued Intuitionistic Fuzzy Sets
In this section, we combine PA with MM within an IVIF environment and propose some interval-valued intuitionistic fuzzy power Muirhead mean operators.
The Interval-Valued Intuitionistic Fuzzy Power Muirhead Mean (IVIFPMM) Operator
Definition 8. Let α j (i = 1, 2, . . . , n) be a collection of IVIFNs and S = (s 1 , s 2 , . . . , s n ) be a collection of parameters, where s j (j = 1, 2, . . . , n) is a non-negative real number. Then, the interval-valued intuitionistic fuzzy power Muirhead mean (IVIFPMM) operator is given as
where
and
where ζ(j)(j = 1, 2, . . . , n) denotes any permutation of (1, 2, . . . , n), T n represents all possible permutations of (1, 2, . . . , n), and n is the balancing coefficient. d α i , α j represents the Hamming distance between α i and α j , and Sup α i , α j is the support for α i from α j , satisfying the following conditions:
To simplify Equation (7), let
then, Equation (7) can be written as
For convenience, we call = ( 1 , 2 , . . . , n ) T the power weight vector, satisfying ∑ n j=1 j = 1 and j ∈ [0, 1](j = 1, 2, . . . , n).
According to the operational rules of IVIFNs given in Definition 4, the following theorem can be obtained.
Theorem 1.
Let α j (j = 1, 2, . . . , n) be a collection of IVIFNs and S = (s 1 , s 2 , . . . , s n ) be a collection of parameters, where s j (j = 1, 2, . . . , n) is a non-negative real number. The aggregated value by the IVIFPMM operator is also an IVIFN and
Proof. According to Definition 4 and Equation (11), we can obtain
, and
Further,
Thus, . We utilize the IVIFPMM operator to aggregate them.
Step 1. Calculate the support degrees. We can obtain
Step 2. Calculate the power weight vector. We have 
Similarly, we can get b = 0.3957, c = 0.3828, and d = 0.4989. Thus, we have
Moreover, the IVIFPMM operator has the following properties.
. . , n) holds for j = 1, 2, . . . , n. Therefore,
Proof. From Definition 4, we can obtain
Similarly, we can also prove IV IFPMM S (α 1 , α 2 , . . . , α n ) ≤ y. Thus, the proof of Theorem 3 is completed.
The most important feature of IVIFPMM operator is that it not only reduces or eliminates the negative effects of decision makers' unreasonable evaluations on final decision results but also reflects the interrelationship among any aggregated IVIFNs. In addition, we can obtain some special operators of IVIFPMM with respect to the change of the parameters. In the following, we discuss some special cases of the IVIFPMM operator. Case 1. If S = (1, 0, . . . , 0), then the IVIFPMM operator reduces to the IVIFPA [29] operator. That is,
In this case, if Sup α i , α j = t for all i = j, then n j = 1, then the IVIFPMM operator reduces to the interval-valued intuitionistic fuzzy average (IVIFA) operator [22] , that is,
Case 2. If S = (1, 1, 0, 0, . . . , 0), then the IVIFPMM operator reduces to the IVIFPBM operator proposed by Liu and Li [26] , that is,
In this case, if Sup α i , α j = t for all i = j, then n j = 1, then the IVIFPMM operator reduces to the IVIFBM operator [23] (when s = t = 1), that is,
, 0, 0, . . . , 0), then the IVIFPMM operator reduces to the IVIFPMSM operator proposed by Liu et al. [28] , that is,
In this case, if Sup α i , α j = t for all i = j, then n j = 1, then the IVIFPMM operator reduces to the IVIFMSM operator [25] , that is,
Case 4. If S = (1, 1, . . . , 1) or S = (1/n, 1/n, . . . , 1/n), then the IVIFPMM operator reduces to the following:
In this case, if Sup α i , α j = t for all i = j, then n j = 1, then the IVIFPMM operator reduces to the interval-valued intuitionistic fuzzy geometric (IVIFG) operator [22] , that is,
The Interval-Valued Intuitionistic Fuzzy Weighted Power Muirhead Mean (IVIFWPMM) Operator
Definition 9. Let α j (j = 1, 2, . . . , n) be a collection of IVIFNs and S = (s 1 , s 2 , . . . , s n ) be a collection of parameters, where s j (j = 1, 2, . . . , n) is a non-negative real number. Let w = (w 1 , w 2 , . . . , w n )
T be the weight vector of α j (j = 1, 2, . . . , n), satisfying the condition that ∑ n j=1 w j = 1 and 0 ≤ w j ≤ 1(j = 1, 2, . . . , n). Then, the interval-valued intuitionistic fuzzy weighted power Muirhead mean (IVIFWPMM) operator is defined as,
where ζ(j)(j = 1, 2, . . . , n) denotes any permutation of (1, 2, . . . , n), T n represents all possible permutations of (1, 2, . . . , n), and n is the balancing coefficient. d α i , α j represents the distance between α i and α j , and Sup α i , α j is the support for α i from α j , satisfying the following conditions in Definition 8.
For convenience, let
then, we call δ = (δ 1 , δ 2 , . . . , δ n ) T the power weight vector, satisfying ∑ n j=1 δ j = 1 and δ j ∈ [0, 1](j = 1, 2, . . . , n). Hence, Equation (23) can be simplified as,
Based on the operations shown in Definition 4, the following theorem can be derived.
Theorem 4.
Let α j (j = 1, 2, . . . , n) be a collection of IVIFNs and S = (s 1 , s 2 , . . . , s n ) be a collection of parameters, where s j (j = 1, 2, . . . , n) is a non-negative real number, then the aggregated value by the IVIFWPMM operator is also an IVIFN and
The proof of Theorem 4 is similar to the poof of that of Theorem 1.
A Method to MAGDM in the Interval-Valued Intuitionistic Fuzzy Context
In the present section, we propose a novel approach to MAGDM based on proposed operators. A typical MAGDM problem in IVIF context can be described as follows. Let X = {x 1 , x 2 , . . . , x m } be m alternatives, G = {G 1 , G 2 , . . . , G n } be n attributes, w = (w 1 , w 2 , . . . , w n )
T be the weight vector,
. . , D t } be a set of decision makers with the weight vector being γ = (γ 1 , γ 2 , . . . , γ t )
T the weight vector, satisfying γ k , k = 1, 2, . . . , t and ∑ t k=1 γ k = 1. For a decision maker D k , he/she is required to express his/her preference information by
for an alternative x i with respect to attribute G j . In the following steps, we propose a novel method to MAGDM in which attribute values take the form of IVIFNs based on the proposed operators.
Step 1. Standardize the decision matrices according to the following equation,
where G j is positive type
where G j is negative type ,
Step 2. Calculate the supports Sup α k ij , α d ij according to the following equation,
where d α k ij , α d ij is the Hamming distance between α k ij and α k ij .
Step 3. Calculate T α k ij by
Step 4. Compute the power weights δ k ij associated with the IVIFN α k ij by
where k = 1, 2, . . . , t, i = 1, 2..., m, j = 1, 2, . . . , n, δ k ij > 0 and ∑ t k=1 δ k ij = 1.
Step 5. Utilized the interval-valued intuitionistic fuzzy power weighted average (IVIFPWA) operator proposed by He et al. [29] to aggregate individual decision matrix, that is,
Thus, a collective decision matrix can be obtained.
Step 6. Calculate the supports Sup α il , α i f by
where i = 1, 2, . . . , n; l, f = 1, 2, . . . , n; l = f and d α il , α i f is the Hamming distance between α il and a i f .
Step 7. Compute T α ij by
where i = 1, 2, . . . , m; l, f = 1, 2, . . . , n.
Step 8. Calculate the power weight η ij associated with the IVIFN α ij according to the following formula,
where i = 1, 2, . . . , m; j = 12, . . . , n.
Step 9. For alternative x i (i = 1, 2, . . . , n), utilize the IVIFWPMM operator
to aggregate attributes, and an overall evaluation value can be obtained.
Step 10. Rank the overall evaluation values α i (i = 1, 2..., n) according to Definition 3.
Step 11. Rank alternatives according to the rank of the overall values, and choose the best alternative.
Case Analysis
In Section 3, we proposed the IVIFWPMM operator, which is a powerful and useful information aggregation tool for interval-valued intuitionistic fuzzy information. Additionally, Section 4 introduced a new approach for interval-valued intuitionistic fuzzy MAGDM. To validate the newly developed MAGDM method, this section applies it to a real decision-making problem. Talent strategy is a major, macroscopic, and overall conception and arrangement for the cultivation. In June 2010, the Central Committee of the Communist Party of China and the State Council issued the "National Medium and Long Term Talent Development Plan (2010-2020)" and issued a notice requesting all localities and departments to conscientiously implement the reality. In order to train more talents for the country and society, domestic universities generally increase the proportion of admissions. So, the number of college students is increasing. Considering that the size of the existing library is no longer sufficient for all teachers and students, a university is preparing to build a new library. After the initial bidding, the university decides to take the seat of the new library from the four listed builders (x i , i = 1, 2, 3, 4) . In order to choose the most suitable builder, the four alternatives are evaluated from four perspectives. They are, G 1 : social influence, G 2 : quality, 
The Decision-Making Process
In this subsection, we use the method introduced in Section 4 to determine the optimal alternative. The decision-making steps are presented as follows.
Step 1. As all attributes are benefit type, the original decision matrices do not need to be normalized.
Step 2. Calculate the Sup α k ij , α d ij according to Equation (30 Step 3. Calculate T α k ij according to Equation (31) . For convenience, we use the symbol T k to represent the values T α k ij (i, j = 1, 2, 3, 4; k = 1, 2, 3) 
Step 4. For a decision maker D k , calculate his/her power weight associated with the IVIFN α k ij on the basis of his/her weight γ k , according to Equation (32) . For convenience, we use the symbol δ k to represent the values δ k ij (i, j = 1, 2, 3, 4; k = 1, 2, 3). Therefore, we can obtain the following 
Step 5. Utilize the IVIF weighted PA (IVIFWPA) operator to aggregate individual decision matrices into a collective one, as shown in Table 4 . The calculation process of the IVIFPWA operator can be found as Equation (33) . Step 6. Calculate the support between α il and α i f , that is, Sup α il , α i f , according to Equation (34) .
For convenience, we use the symbol S l f to represent the value Sup α il , α i f (i, l, f = 1, 2, 3, 4; l = f ). Hence, we can obtain the following results: Step 7. Calculate the support T α ij according to Equation (35) . Similarly, we use the symbol T ij to denote the value T α ij for simplicity, and we can obtain the following matrix: 
Step 8. Calculate the power weight η ij associated with the IVIFN α ij according to Equation ( Step 9. For alternative x i (i = 1, 2, 3, 4), utilize the IVIFWPMM operator to calculate the overall evaluation α i (i = 1, 2, 3, 4) . Without the loss of generality, let S = (1, 1, 1, 1) , and the overall evaluation values are shown as follows: Step 10. Calculate the score values S(α i )(i = 1, 2, 3, 4) of the overall evaluation values, and we can get S(α 1 ) = 0.8680S(α 2 ) = 0.8682S(α 3 ) = 0.8563S(α 4 ) = 0.8575.
Step 11. According to the score values S(α i )(i = 1, 2, 3, 4), the ranking orders of the alternatives can be determined, that is, A 2 A 1 A 4 A 3 .Therefore, A 2 is the best alternative.
Sensitivity Analysis
As we know, the vector of parameter S has a significant role in the decision results. In the following section, we investigate the influence of the parameters on the score function and the final decision results. As shown above, the IVIFWPMM operators are used to calculate the comprehensive evaluation values in step 9. Therefore, we assign different vectors of parameters in the IVIFWPMM operator and present the scores and ranking orders in Table 5 . Table 5 . Scores and ranking orders with different S in the IVIFWPMM operator.
S
Score Function S(α i )(i=1,2,3,4) Ranking Orders
From Table 5 , we can find out that with different S in the IVIFWPMM, the scores of comprehensive evaluation values and ranking orders are also different. In addition, when the interrelationship among more numbers of attributes is taken into consideration, the scores of comprehensive evaluation values increase. Therefore, the parameter vector S can be viewed as decision makers' attitude to pessimism and optimism. Decision makers can choose proper S according to reality and actual needs.
Comparison Analysis
In subsection 5.1, we utilized the proposed method to solve the above example successfully, which has proven the availability of the newly developed method. In addition, we also analyzed the impacts of the parameters on the decision results in subsection 5.2. The sensitivity analysis illustrates the high flexibility of the proposed method. To further demonstrate its great superiorities, the present subsection compares the proposed method with some existing MAGDM methods. More specifically, we compare the proposed method with that proposed by Xu [22] based on the IVIF weighted average (IVIFWA) operator, that introduced by He et al. [29] based on the IVIFPWA operator, that presented by Xu and Chen [23] on the basis of the IVIF weighted BM (IVIFWBM) operator, that developed by Yu and Wu [24] based on the generalized IVIF weighted HM (GIVIFWHM) operator, that put forward by Sun and Xia [25] based on the IVIF weighted MSM (IVIFWMSM) operator, that proposed by Liu and Li [26] based on the IVIF weighted power BM (IVIFWPBM) operator, that introduced by Liu [27] based on the IVIF weighted power HM (IVIFWPHM) operator, and that developed by Liu et al. [28] based on the IVIF weighted MSM (IVIFWPMSM) operator. We use the above methods to solve the following example and compare their ranking orders. The example is revised from reference [25] . Table 6 .
In the following, we utilize the above-mentioned methods to solve the example and present their results in Table 7 . 
Method given by He et al. [29] (λ = 1)
Method presented by Xu and Chen [23] (s = t = 1)
Method put forward by Yu and Wu [24] (p = q =1)
Method proposed by Sun and Xia [25] (k = 2)
Method developed by Liu and Li [26] (s = t = 1)
Method raised by Liu [27] (s = t =1)
Method proposed by Liu et al. [28] (k = 2)
The proposed method based on the IVIFWPMM operator S = (0.5,0.5,0.5,0.5)
From Table 7 , we find that the decision result derived by the proposed method and those obtained by others are the same, which proves the effectiveness and validity of the proposed method. However, the shortcomings and irrationalities of existing decision-making methods are obvious. Xu's [22] method is based on the IVIFWA operator, which does not consider the interrelationship among attributes. Additionally, Xu's [22] method does not consider to wipe off the bad influence of decision-makers' unreasonable evaluation values on the final decision results. In other words, if decision makers make unreasonable evaluations, the decision-making results are also unreasonable via Xu's [22] method. Compared with Xu's [22] method, our method is more flexible and robust. The advantages of the proposed approach are reflected in its ability to capture the interrelationship among attributes, and its efficiency in eliminating the bad effects of decision makers' unreasonable assessments on the results. Analogously, He et al.'s [29] method considers the power weighting vectors but fail to reflect the interrelationship among attributes. Thus, our method is more powerful than He et al.'s [29] method. Similarly, Xu and Chen's [23] , Yu and Wu's [24] , and Sun and Xia's [25] methods are based on BM, HM, and MSM, respectively. Thus, all of them have the capacity of reflecting the interrelationship among attributes. Nevertheless, they neglect the power weighting vectors. Our method takes not only the interrelationship among attributes but also the power weighting vectors into consideration.
Thus, the newly introduced method has advantages over the methods proposed by Xu and Chen's [23] , Yu and Wu's [24] , and Sun and Xia's [25] . The methods developed by Liu and Li [26] , Liu [27] , and Liu et al. [28] are on the basis of the IVIFWPBM, IVIFWPHM, and IVIFWPMSM operators, respectively. Thus, all of the three methods not only focus on the power weighting vectors but also capture the interrelationship among attributes. More specifically, Liu and Li's [26] and Liu's [27] methods consider the interrelationship between any two attributes, and Liu et al.'s method [28] can capture the interrelationship among multiple attributes. Therefore, Liu et al.'s method [28] is better and more flexible than Liu and Li's [26] and Liu's [27] methods to some extent. However, all of them fail to consider the interrelationship among any attributes, which is precisely the most prominent advantage of the newly proposed method. In addition, as mentioned in Section 3, Liu and Li's [26] and Liu et al.'s [28] methods are special cases of the proposed method, which demonstrates the flexibility and generality of the proposed method. Hence, our method is of higher flexibility, powerfulness, and generality over existing interval-valued intuitionistic fuzzy MAGDM methods [22] [23] [24] [25] [26] [27] [28] [29] . To sum up, the reasons why decision-makers should use the proposed MAGDM method are as follows. Firstly, decision-makers may provide extreme evaluation values due to the high complexity of real-life MAGDM problems. Our proposed method can reduce the bad influence of unreasonable evolution information, making the decision results more reliable. Secondly, there is usually an interrelationship among attributes, and our method can effectively deal with such kind of interrelationship. Additionally, our method is very flexible as there is a parameter vector in the proposed IVIFWPMM operator. Therefore, decision-makers should choose the proposed method to determine the best alternatives in real MAGDM procedure.
Conclusion Remarks
The PA and MM operators have good performance in the process of information aggregation. PA makes the aggregation results more reasonable as it can eliminate the bad influence of unduly high or low aggregated arguments. MM is a powerful information technique, which reflects the interrelationship among any numbers of input variables. IVIFSs are a good tool to describe decision makers' preferential information in MAGDM. In order to fully exploit the advantages of PA, MM, and IVIFSs, this paper developed the IVIFPMM and IVIFWPMM operators. Further, a new MAGDM method with interval-valued intuitionistic fuzzy information was introduced. A builder selection problem was presented to demonstrate validity. Through comparison analysis, the superiorities and advantages can be found. To sum up, the contributions of this paper are two-fold. Firstly, we developed some new aggregation operators for IVIFSs. These newly proposed operators exhibit higher flexibility and powerfulness over most existing interval-valued intuitionistic fuzzy aggregation operators. Secondly, a new interval-valued intuitionistic fuzzy MAGDM method was proposed. In further works, we shall investigate more aggregation operators for IVIFSs.
