In contrast to the heuristics proposed in the literature to dale, our algorithm exhibits a number of provable properties that are crucial for (i) and (ii). We consider both link and node failures at the physical layer.
I. INTRODUCTION
Generally, there are two approaches for providing survivability of IP-over-WDM networks: protection and restoration 121. Protection uses pre-computed backup paths applied in the case of a failure. Restoration finds dynamically a new path, once a failure has occurred. Protection is less resource efficient (the resources are committed without prior knowledge of the next failure) but fast, whereas restoration is more resource efficient and slower. Protection and restoration mechanisms can be provided at different layers. IP layer (or logical layer) survivability mechanisms can handle failures that occur at both layers, contrary to WDM layer (or physical layer) mechanisms that are transparent to the IP topology. It is not obvious which combination (mechanismllayer) is the best; each has pros and cons [31. IP restoration, however, deployed in some real networks. was shown to be an effective and cost-efticient approach (see e.g.. Sprint network [4]). In this paper we will consider exclusively the IP restoration approach. Each logical (IP) link is mapped on the physical (WDM) topology as a lighrpath. Usually a fiber is used by more than one lightpath (in Sprint the maximum number is 25 [5]). Therefore a single physical link failure usually brings down a number of IP links. With the IP restoration mechanism, these IP link failures are detected by IP routers, and alternative routes in the IP topology are found. In order to enable this, the IP topology should remain connected after a failure of a physical link: this in turn may be guaranteed by an appropriate mapping of IP links on the physical topology. We call such a mapping a link-survivable mapping.
Physical link failure is a common type of failure, but not the only one. We can also encounter a physical nude failure (e.g., a failure of an optical switch); it is equivalent to the failure of every fiber beginning in the failing node, making the problem more difficult. If, after any single physical node failure, the logical topology (excluding the failing node) remains connected, then the mapping is declared io be node-survivable.
In this paper we consider both link-and node-survivability.
Firstly, we are interested in the existence of a (link-or node-) survivable mapping for a given pair of logical and physical topologies. There is some work on the topic in the literature, but it assumes ring rapdogies at the physical [61, [71 or the logical [ll, C81 layer. We study the existence of a linklnodesurvivable mapping for general mesh topologies at both layers, which is foreseen to be the main future topology. To date, the only general method verifying the existence of a survivable mapping was an exhaustive search (or equivalent) run for the endim topology. Due to NP-completeness of the survivable mapping problem [I], the exhaustive approach is not realizable in practice far the topologies larger than a few nodes. To bypass this difficulty, we introduce a new type of mapping, which preserves the survivability of some subgraphs ('pieces') of the logical topology; we call it a piecewise surviwble mapping. The formal analysis of the piecewise survivable mapping shows that a survivable mapping of the logical topology on the physical topology exists if and only if there exists a survivable mapping for a conrracted logical topology, that is, a logical topology where a specified subset of edges is contracted (contraction of an edge amounts to removing it and merging its end-nodes). This new result substantially simplifies the verification of the existence of a survivable mapping, making it, for the first time, often possible for moderate and large topologies.
A second application of a piecewise survivable mapping is tracing the vulnerable areas in the network and pointing where new link(s) should be added to enable a survivable mapping. To the best of our knowledge, this is also a novel functionality. Thirdly, the formal analysis reveals an easy way to incrementally expand the survivable pieces in a piecewise survivable mapping. This leads us to SMART -an efficient and scalable algorithm that searches for a survivable mapping. SMART is different from the algorithms solving this problem proposed in the literature. These algorithms can be divided into two groups: (i) greedy search based on Integer Linear Programming (ILP), and (ii) heuristics. The ILP solutions can be found for example in [I] , [9] . However. this approach leads lo an unacceplably high complexity, even for networks of small size (few tens of nodes). The second approach uses various heuristics, such as Tabu Search [9] , [loll [lll. Simulated Annealing [31 and others [ 2 ] . If a heuristic fails, nothing can be claimed about the existence of a survivable mapping. We introduced the SMART algorithm in [12] as such a heuristic, without any formal analysis. Simulations in [I23 showed h a t SMART is efficient and scales very well. The concepi of piecewise survivability introduced in the present paper makes the formal analysis of SMART possible. It revealed that the SMART algorithm aciually opens a third group [iii) in the family of algorithms that search for a survivable mapping. One of our key results is that, contrary to the heuristics (ii), SMART never misses a solution if there is one. This is because, even if SMART does not fully converge, the mapping it returns is piecewise survivable. This mapping is defined for a subset of logical links, and leaves the remaining logical links unmapped.
We prove that if a survivable solution exists, the remaining unmapped logical links can be still mapped in a way ensuring the survivability of the resulting full mapping.
In contrast to physical link failures, physical node failures were rarely addressed before. The solutions proposed in the literature (e.g., [13]) are protectionhestoration mechanisms at the WDM layer, but not at the IP layer. To the best of our knowledge, this work is the first one to formally address node failures by an IP restoration approach. Many of the approaches mentioned above take as a parameter the number of wavelentgths in each fiber, i.e., take fiber capacities into account. Clearly, this better reflects real-life situations. The approach in this paper, like the approaches in (I], [lo] , releases the capacity constraints, by assuming infinite capacities on each physical link. Hence our approach deals only with topological constraints, not with capacity limitations. This has pros and cons. On one hand, this makes the 'negative results' more general; if we prove that a survivable mapping does not exist for a particular pair of physical and logical topologies with infinite physical capacities, then this proof holds for any combination of finite capacities. On the other hand, the 'positive result' (i.e., a survivable mapping) found for infinite capacities is not necessarily applicable to a scenario with given finite capacities.
The organization of this paper is the following. Section I1 introduces notations and formalizes the problem. Section IT1 gives two fundamental theorems. For better readability, their proofs are moved to the Appendix. Section IV introduces the SMART algorithm and describes its implementation. Section V discusses a number of possible applications of SMART.
Section VI presents the simulation results. Section VI1 concludes the paper.
A. Generalities
We use the forma1 notation of graph theory, mainly based on [14] . However, we also introduce the stack of our definitions E,wrnple 1: Fig. 1 illustrates the definitions given above. In Fig. l 
For convenience of notation, we will write (2) and (3) as MA^ = M,41 U M.4,.
C. Confraction and Origin
In the paper we will often use the graph operator of contraction, which is illustrated in Fig. 2 By extension, we also allow contracting a set of edges A c E , resulting in a contracted graph GC = G l A, obtained by successively contracting the graph G on every edge of A . It is easy to show that the order in which the edges of A are taken to conuaction, does not affect the final result. According to this definition, the result of the Origilz(.) function is the mmimal subgraph transformed in its argument. For example, one could say that in Fig. 2 by contraction. The maximal subgraph in this case is ({y, z } , g ) = Origin(uC).
D. Survivabilifv and piecewise srtnJivability
Let 1 1 .~~~ be a mapping of the logical topology G L on the physical topology G4, Assume that a physical link e4 fails. Each logical link in G L using e@ in irs mapping (lightpath) will than be cut. This may cause a disconnection of GL. If, after any single physical link failure, the graph G L remains con-
We extend this property to a family of graphs constructed from the logical topology, and to the other type of failures, in the following definition:
Definition 5 (Link-and node-survivabzliry): 
The graph (4) is GFUb minus one vertex, if its origin is the single vertex v*. If U * is a part of a larger subgraph of GL, which was contracted into a single node in G:Lb, then the graph (4) is qEb. 
We have shown in Example 3, that each of these two graphs forms a link-and node-survivable pair with MA.
T W O FUNDAMENTAL PROPERTIES OF PIECEWISE SURVIVABLE MAPPINGS
In this section we prove two useful properties of a piecewise is also linkfnode-survivable.
The following example illustrates this theorem. The following example illustrates this theorem. Esnmple 7: For the pair of logical and physical topologies presented in Fig. 1 , the node-survivable mapping does not exist. To prove it, take the mapping M A , as in Fig. la The pseudo-code of SMART is:
Step 1 Step 2 Start from the full logical topology GC = GL, is linkhode-survivable. IF no such pair is found,
Step 3 Update the mapping by merging A~A and M B , i.e., M A := A~A U Mg;
Step 4 Contract GG on B, i.e., GG := G C I B ;
Step 5 IF GC is a single node, T I E N RETURN MA, END.
Step 6 GOT0 Step 2
(The choice of "link" or "node" in Step 2 results in obtaining a (piecewise) link-or node-survivable mapping, respectively.)
The (v") , M,4] is linkhode-survivable. (ii) There is only one vertex in GC (i.e., G" = {U"}), and therefore Origin(&') = GL. Combining ri) and (ii), we have that GC may converge to a single node topology with self-loops, which are the set of remaining unmapped logical links @\A. However. this does not affect the result, as the links of EL\A may be mapped in any way (e.g. shortest path) to obtain a linkhode-survivable mapping h l E~.
In the bnplcmenfuhw of the SMART algorithm we take the graph C&, in Step 2 in the form of a cycle. Therefore we will systematically contract cycles (or 'rings') found in the contracted logical topology, which explains the name of the algorithm ("Survivable Mapping Algorithm by Ring Trimming"). qfb in the form of a cycle requires the mapping M B ( Step 2 ) to be edge-disjoint (Otherwise, if the same physical link e" is used by two or more logical links in G,zh, a failure of e4 will bring these links down, disconnecting the cycle q$.)
Since finding it is equivalent to the NP-complete edgedisjoint paths problem [151, we applied a simple heuristic, as follows.
Let each physical edge have a weight (these weights will be used onIy by this heuristic), which is initially set to one. At each iteration, map the logical links from G:h with the shortest path. If no physical link is used more than once, the disjoint solution is found. Otherwise, the weight of each physical link used more than once is increased, and a new iteration starts.
After several unsuccessful iterations the heuristic fails. The implementation of a n.ode-sumvivable version of SMART is based on a node-disjoint mapping of a cycle, instead of an edge-disjoint mapping.
v. SMART APPLICATIONS
[GL, M.41 is linkhode-survivable.
We can apply the SMART algorithm in a number of ways. The general scheme can be found in Fig. 3 Origzn.(w' ). Now connect U and with an additional logical/physical link [remember that we assume identical vertices at both layers). If this link already exists, repeat the procedure. The simulation results in Section VI-D discuss the efficiency of this approach.
C. A fast heuristic
The application of SMART as a heuristic was studied in [12] . With SMART a linkhode-survivable mapping is found orders of magnitude more rapidly and usually more often than with other heuristics proposed in the literature to date. In the simulations we use various topologies. A relatively small physical topology is NSFNET (14 vertices, 21 edges) presented in Fig. 4a . To imitate larger, real-life physical topologies we also generate square lattices in which a fraction f of edges is deleted, as shown in Fig. 4b ; we call them flattices. The parameter f is often fixed to f = 0.3, which resulted in an f-lattice with an average vertex degree slightly smaller than that of NSFNET. Since the IP graph is less regular (for instance, there is no reason why it should be planar), the logical topologies are 2-node-connected random graphs of various average vertex degree. (Clearly, 2-node-connectivity of both physical and logical topologies is a necessary condition for the existence of a node-survivable mapping.) vertex degree { k L ) = 4. For each number of nodes N . we generate a number of physicalflogical topology pairs. and keep the first 1000 for which SMART does not converge. In Fig. 5a The curves are separated by an 'unknown area' set in gray.
VI. SIMULATION RESULTS

A. Physical
The results in Fig. 5 were generated for link-survivability, however, in the case of the node-survivability we obtained very similar results.
C. Siirvivabiliry of random graphs on various physical mpologies
It is interesting to see what fraction of randomly chosen topologies canlcannot be mapped in a link-and nodesurvivable way. To the best of our knowledge, it is the first time these results can be obtained in a reasonable time for moderate and large topologies.
For a particular pair of physical and logical topologies, we first apply the SMART algorithm. If SMART does not converge, we try ES-rem and SepPath to verify the existence of a survivable solution. Their run-times are restricted to the 'one minute bound', as explained in Section VI-B. In Fig, 6a we present the of the mapping of random graph logical topologies on NSFNET. We vary the average
B. ES-rem and SepPatli eflciency. and 'unknown area'
In Section V-A we defined two methods of verification of the existence of a Survivable mapping, E h e m and SePPahIn this section we examine the benefits of these approaches. _ _ The physical topologY is an f-lattice with the parameter f = 0.3. The logical topology is a random graph with average 3we implemented the SMART algorithm in C++ and ran it on a Pentium 4 machine. 
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vertex degree (kL) of the logical graph; for each (kL) we generate 1000 lopologies. As expected, link-survivability i s far easier to obtain than node-survivability. Note also that the results strongly depend on (AL).
In order to examine a larger spectrum of physical topologies and topology sizes, in Fig. 6b .c we map a random graph logical topology on the f-lattice physical topology. This time we fix the average vertex degree of the logical topology ( k L ) = 4 and we vary the parameter f of the physical topology (Fig. 6b) or the number of nodes N (Fig. 6c) . We generated 1000 topologies for each parameter. Fig. 6b shows that the fraction of topologies mappable in a survivable way decreases with growing f. This was expected, since il is more difficult to map the logical topology on a sparser physical graph. In Fig. 6c , the 'unknown area' quickly widens for N > 80 because of the 'one minute bound'.
The dashed curves in Fig. 6aib ,c show the fraction of topologies mapped in a link-survivable (triangles) or node-survivable (circles) way by SMART alone, without being followed by any exhaustive search approach. The distances between these curves and the mapping-impossible areas are relatively small, which confirms the high efficiency of SMART as a heuristic.
D. Introducrion of an additional link
Another property of the SMART algorithm is the ability to trace and repair the vulnerable areas of the network. In parricular, in Section V-B we described a way to introduce an additional logical or physical link to enable a survivable mapping. In this section we verify the efficiency of that approach.
We map random graph logical topologies on f-lattices and vary N . For each N , we generate 1000 pairs of physical and logical topologies, such that for each pair separately, a linksurvivable mapping does not exist. For each topology pair, we add one logical or physical Iink with the help of SMART, as described in Section V-B. Next, the existence of a linksurvivable mapping is verified again, for this extended pair of topologies. For comparison purposes we also simulate a completely random placement of an additional link. The results are shown in Fig. 6d . For better readability, we do not include the 'unknown area', which lie above each curve. The application of SMART enables a very efficient placement of an additional logical link, which helps in 70% to 95% of cases (depending on N ) . In contrast, the completely random placement helps far less, and only for small topologies -for larger N its efficiency becomes insignificant. This is because only new logical links connecting diflerent nodes in GLLA (i.e., different link-survivable pieces in G L ) may help; the larger the topology. the lower the probability of achieving it with a completely random placement. The efficiency of the placement of a new physical link has a more random nature.
Again, he SMART approach helps, however, its impact is not as significant nor dependent on N , as in the case of logical links. This is because the inuoduction of a new physical link within the same link-survivable piece may also help.
The results concerning the node-sirmivaabili@ are very similar to those presented in Fig. 6d . of provable properties that are crucial for the applications we consider in the paper. Therefore the combination of the SMART algorithm and the formal analysis of the survivability problem gives us a powerful tool to designing, diagnosing and upgrading the topologies in IP over WDM networks. We have tested these applications in simulations, for a large spectrum of physical and logical topologies.
In our future work we will address the capacity-constrained version of the problem. We also plan to consider the case of multiple failures.
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IX. APPENDIX
In this section we prove Theorems 1. 2 and 3. For this purpose we use the following definition of link-and nodesurvivability, equivalent to Definition 5.
Definition 7 (Link-and node-survivability): 
,v
Proof of Theorem 1: (Please refer to Fig. 7.) A. Link-srrn~ivab~tiiy case:
First note that since GC = GL 1 A, no logical edge from the set A can be found in G", which implies that A n B = 0.
Therefore h e operation M A U A~B is always well defined. as in (2) 
e4 $! n/r*,B(pCLtCh(~UC)).
e ' $ hIAUi3bZ:i~).
(10)
Combining (5), (8) and (9) (12) well.
Combining (i) and (ii), we h z e proven that for every E Definition 6, the pair [GL, GA] is piecewise link-survivable.
In the proof above, replace "link-" with "node-". Relations (111, (12) and (13) yield that e@ # A~~G ( P ;~, ,~) .
