By exploiting mini-batch stochastic gradient optimisation, variational inference has had great success in scaling up approximate Bayesian inference to big data. To date, however, this strategy has only been applicable to models of independent data. Here we extend mini-batch variational methods to state space models of time series data. To do so we introduce a novel generative model as our variational approximation, a local inverse autoregressive flow. This allows a subsequence to be sampled without sampling the entire distribution. Hence we can perform training iterations using short portions of the time series at low computational cost. We illustrate our method on AR(1), Lotka-Volterra and FitzHugh-Nagumo models, achieving accurate parameter estimation in a short time.
Introduction
State space models (SSMs) provide a flexible and interpretable framework for modelling sequential data. SSMs assume a latent Markov chain x with states x 1 , x 2 , . . . , x T , and model the data as noisy observations of some or all of these states. SSMs are popular models in areas including engineering (1), economics (2) , epidemiology (3) and neuroscience (4) . More generally, many Gaussian process models can be represented in a state space form (5, 6) .
Standard inference methods for the parameters, θ, of a SSM require evaluating or estimating the likelihood (or log-likelihood) under various choices of θ e.g. using a Kalman or particle filter (7) . Each such evaluation has O(T ) cost at best, and even larger costs may be required to control the variance of likelihood estimates. Applying these methods to a long time series can therefore be impractically expensive.
In contrast, for models of independent data, it is pos-sible to estimate the log-likelihood using a short minibatch, at an O(1) cost only. This allows scalable inference methods based on stochastic gradient optimisation e.g. maximum likelihood or variational inference. The latter introduces a family of approximate densities for θ (and any latent variables) indexed by φ. We select φ to minimise the Kullback-Leibler divergence between the approximate density and the posterior.
We propose a mini-batch variational inference method for SSMs, for the case of continuous states i.e. x i ∈ R d . This introduces a family of variational approximations q(θ, x; φ) based on normalising flows (8) such that:
1. It is possible to sample a subsequence (x i ) a≤i≤b without sampling the entire x chain. 2. The log density of mini-batch samples can be evaluated, and used to estimate the log density of the entire chain. 3. The variational approximation has a fixed number of parameters, which does not grow with T .
To make these properties possible, we impose a restriction that x i and x j are independent for |i − j| sufficiently large. Hence our approach assumes no longrange dependence in the posterior for x.
Despite this restriction, we show that our approach works well in several examples. These include various challenging observation regimes: sparse observation times, partial observation of the components of x i and low observation variance. Our flexible variational family produces good posterior estimates in these examples: at best our variational output is indistinguishable from the true posterior. Additionally, we demonstrate that we can scale up to a challenging example with T = 1, 000, 000 states in 180 minutes. Code for these examples can be found at https://github.com/Tom-Ryder/VIforSSMs.
Related work Bayesian inference for SSMs commonly uses sampling-based methods such as Kalman and particle filters, and Markov chain Monte Carlo (MCMC) (7, 9, 10) . As discussed above, these methods typically become expensive for long time series.
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Even the fastest approximate sampling schemes require one O(T ) pass through the data, and can often fail by collapsing to a degenerate distribution (11) . Also, sampling approaches can be inefficient in challenging observation regimes, such as those listed above.
Several variational inference methods for SSMs using stochastic optimisation have previously been proposed, with different variational families for x, including: a multivariate normal distribution with tridiagonal covariance structure (12) , an autoregressive distribution (13) (for a particular class of models), a particle filter (14) . However, all of these methods have an O(T ) cost for each iteration of training and/or require storing O(T ) parameters.
Parallel Wavenet (15) uses a normalising flow based generative model for sequence data similar to ours. This incorporates long range dependence through dilated convolutions, while we use only short range dependence to allow mini-batch inference.
The local normalising flow we use is very similar to a masked convolutional generative flow (MACOW) (16) , which was published while we were preparing our paper. The novelty of our approach is that we apply this flow to fast variational inference for time series, while (16) focus on modelling and sampling image data.
Overview The remainder of our paper is as follows. Section 2 describes state space models. Section 3 reviews inverse autoregressive flows and presents our local version. Section 4 sets out our variational inference method, and Section 5 some of the implementation details. Section 6 presents our experiments, and Section 7 gives conclusions and opportunities for future work.
2 State space models
Notation
Throughout we use x i to denote an individual state, x to denote the whole sequence of states and x a:b to denote a subsequence (x i ) a≤i≤b . We use similar notation for sequences represented by other letters. More generally we use a:b to represent the sequence (a, a + 1, . . . , b).
Definition
A SSM is based on a latent Markov chain x = x 1:T . We focus on the case of continuous states x i ∈ R d . The states evolve through a transition density p(x i |x i−1 , θ), where θ denotes a vector of parameters. We assume the initial state is x 0 (θ), a deterministic function of θ.
Observations y i are available for i ∈ S ⊆ 0:T according to an observation likelihood p(y i |x i , θ).
In the Bayesian framework, after specifying prior density p(θ), interest lies in the posterior density p(θ, x|y), which is proportional to
Discretised stochastic differential equations
One application of SSMs, which we use in our examples, is as discrete approximations to stochastic differential equations (SDEs), as follows:
where i ∼ N (0, I d ) are independent random vectors.
Here α is a d-dimensional drift vector, β is a d × d positive-definite diffusion matrix and √ β denotes its Cholesky factor. The state x i approximates the state of the SDE process at time i∆t. Taking the limit ∆t → 0 in an appropriate way recovers the exact SDE (5, 17) .
Local inverse autoregressive flows
In this section we present a flexible generative distribution capable of approximating x|θ, y. In Section 4 we describe its use in variational inference for SSMs. Our approach builds on normalising flows (8) and inverse autoregressive flows (IAFs) (18) in particular.
Inverse autoregressive flows
A normalising flow represents a random object x as g m •. . . g 2 •g 1 (z): a composition of learnable bijections of a base random object z. Here we suppose x = x 1:T and x i ∈ R. (Later we consider vector x i s.) We take z = z 1:T as independent N (0, 1) variables.
By the standard change of variable result, the log density of x is
where ϕ is the N (0, 1) log density function and J j is the Jacobian matrix of transformation g j given input
The bijections in a IAF are mainly affine layers, which transform input z in to output z out by
with σ i > 0. This transformation scales and shifts each z in i . The shift and scale shift values, µ i and σ i , are typically neural network outputs. An efficient approach is to use a single neural network to output all the µ i , σ i values for a particular affine layer. This network uses masked dense layers so that (µ i , σ i ) depends only on z in 1:i−1 as required (18) (19) (20) . In the resulting IAF each affine layer is based on a different neural network of this form. We'll refer to this as a masked IAF.
The shift and scale functions for z out i in (4) have an autoregressive property: they depend on z in only through z in j with j < i. Hence the Jacobian matrix of the transformation is diagonal with non-zero entries σ 1:T .
The log density of an IAF made of m affine layers is
where σ j i is the shift value for the ith input to the jth affine layer.
Typically a IAF alternates affine layers with permutation layers, using order reversing or random permutations. Such layers have Jacobians with absolute determinant 1. Therefore the log density calculation is unchanged (interpreting j in (5) to index the jth affine layer not the jth layer of any type).
We may wish to restrict the output of a IAF. To do so a final bijection can be added. For example to ensure all x i s are positive, an elementwise softplus transformation can be applied. This requires adding an extra term to log q(x). See Appendix D for details.
IAFs are flexible and, for small T , allow fast sampling and fast calculation of a sample's log density. However they are expensive for large T as large neural networks are needed to map between length T sequences.
Local inverse autoregressive flows
We propose reducing the number of weights that IAFs require by using a convolutional neural network (CNN) to calculate the µ i and σ i values in an affine layer. We call this a local IAF. Here we explain the main idea by presenting a version for scalar z i . In Section 3.3 we extend this to the case where z i is a vector.
To define a local IAF we describe how a single affine layer produces its shift and scale values. The affine layer uses a CNN with input z in , a vector of length T . Let h k represent the kth hidden layer of the CNN, a matrix of dimension (T, n k ) where n k is a tuning choice. The first layer applies a convolution with receptive field length . This is an off-centre convolution so that row i of h 1 is a transformation of z in i− :i−1 . We use zero-padding by taking z in i = 0 for i < 0. The following hidden layers are length-1 convolutions, so row i of h k+1 is a transformation of row i of h k . The output, h n , is a matrix of dimension (T, 2) whose ith row contains µ i and σ i . The final layer applies a softplus activation to produce the σ i values, ensuring they are positive. An identity activation is used to produce the µ i values. The µ i and σ i values are used in (4) to produce the output of the affine layer.
A local IAF composes several affine layers of the form just described. Some properties of the distribution for the output sequence x are:
where m is the number of affine layers.
Stationary local dependence: the distributions of
x i:j and x i+a:j+a are the same for most choices of a. (There are some differences for subsequences near to the start of x due to zero-padding.)
We can relax stationary local dependence by injecting side information to the CNN i.e giving extra inputs to the first CNN layer. These can include local information -i.e. inputting feature vectors s i specific to i -and global information -i.e. inputting the same parameter values θ for every i. See Section 4.4 for details of the side information we use in practice.
To improve the flexibility of the IAF model, affine layers can be alternated with order-reversing permutations. (Random permutations would not be suitable, as they would disrupt our ability to sample subsequences quickly, as described in Section 3.4.) Throughout the paper we consider local IAFs without order reversing permutation layers, as we found these models already sufficiently flexible for our examples 1 .
Multivariate case
Here we generalise a local IAF to the case where x i ∈ R d . We now take z to be a sequence z 1 , z 2 , . . . , z T of independent random N (0, I d ) vectors.
A local IAF affine layer now makes the transformation
Here the vector z in i is scaled (elementwise multiplication by vector σ i ) and shifted (addition of vector µ i ).
In the scalar case above it was important to allow complex dependencies between z out i values. Now we must also allow dependencies within each z out i vector. To do so we adapt the coupling layers approach of (21) .
We use an extra k subscript to denote the kth component of a vector e.g. z in ik . We select some a ≈ d/2. For k ≤ a, we take µ ik = 0 and σ ik = 1, so that z out ik = z in ik . For k > a, we compute µ ik and σ ik using a CNN, modifying the scalar case as follows. Now row i of h 1 is a transformation of z in i− :i−1 (the vectors preceding z in i ), and also z in ik for k ≤ a (the part of z in i not being modified). The output h n is now a tensor of dimension (T, d − a, 2) containing µ ik and σ ik values for k > a.
This affine layer does not transform the first a components of z in i . To allow different components to be transformed in each layer, we permute components between affine layers. For example for d = 2 this permutation layer transforms z in to z out by z out
where ϕ is the N (0, I d ) log density function and σ j ik is the kth entry of the shift vector for position i output by the jth affine layer. Decomposing log q(x) into λ i contributions will be useful in Section 4.
Sampling
Sampling from a local IAF is straightforward. First sample the base random object z. This is a sequence of length T (of scalars or vectors -the sampling process is similar in either case). Now apply the IAF's layers to this in turn. To apply an affine layer, pass the input (and any side information) through the layer's CNN to calculate shift and scale values, then apply the affine transformation. The final output is the sampled sequence x. The cost of sampling in this way is O(T ).
In the next section, we will often wish to sample a short subsequence x u:v . It is possible to do this at O(1) cost with respect to T . Algorithm 2 in Appendix B gives the details. In brief, the key insight is that x u:v only depends on z through z u−m :v . Therefore we sample z u−m :v and apply the layers to this subsequence. The output will contain the correct values of x u:v .
Variational inference for SSMs
This section describes how we use local IAFs to perform variational inference efficiently for SSMs.
Variational inference background
Here we briefly describe standard details of variational inference. See (22) and references below for more.
We wish to infer the joint posterior density p(θ, x|y). We introduce a family of approximations indexed by φ, q(θ, x; φ). Optimisation is used to find φ minimising the Kullback-Leibler divergence KL[q(θ, x; φ)||p(θ, x|y)]. This is equivalent to maximising the ELBO (evidence lower bound) (23) ,
Here r is a log density ratio. The optimal q(θ, x; φ) is an approximation to the posterior distribution. It is typically overconcentrated, unless the approximating family is expressive enough to allow particularly close matches to the posterior.
Optimisation for VI can be performed efficiently using the reparameterisation trick (24) (25) (26) . That is, letting (θ, x) be the output of an invertible deterministic function g( , φ) for some random variable with a fixed distribution. Then the ELBO gradient is
An unbiased Monte Carlo gradient estimate is
where (θ (j) , x (j) ) = g( (j) , φ) and (1) , . . . , (n) are independent samples. This gradient estimate can be used in stochastic gradient optimisation algorithms.
ELBO derivation
Our variational family for the SSM posterior (1) is
where φ = (φ θ , φ x ). We use a masked IAF for q(θ; φ θ ) and a local IAF for q(x|θ; φ x ). The latter is a distribution for x conditional on θ, so we inject θ as side information. See Section 4.4 for more details.
This section derives a mini-batch optimisation algorithm to train φ based on sampling short x subsequences, so that the cost of one training iteration is O(1) rather than O(T ). The algorithm is applicable for scalar or multivariate x i . In this presentation we assume that S = 0:T i.e. there are observations for all i values. To relax this assumption simply remove any terms involving y i for i ∈ S.
For our variational family (12), the ELBO is (8) with
Substituting (1) and (7) into (13) gives
Now introduce batches B 1 , B 2 , . . . , B b : length M sequences 2 of consecutive integers partitioning 1:T . Draw κ is uniformly from 1:b. Then an unbiased estimate of r is
Hence an unbiased estimate of the ELBO gradient is
where, in the notation of Section 4.1, (θ (j) , x (j) ) = g( (j) , φ) and (1) , . . . , (n) are independent samples. We take to be the base random objects used for the normalising flows in (12) , and g to be the transformation mapping them to (θ, x). Note that line 7 involves sampling x u−1 , the state immediately before the current batch of interest. This is needed for the p(x i |x i−1 , θ) term in (15) when i = u.
Optimisation algorithm

Side information
We inject side information into the first layer of the CNN for each affine transformation. We include the parameters θ as global side information. Also we provide local side information, encoding information in y local to i which is useful for inferring the state x i .
In more detail, first we define s i to be a vector of data features relevant to x i . We pick these so that s i exists for all i even if (1) no y i observations exist for x i or (2) i is outside the range 0:T . The data features we use in our examples are listed in the next section.
The side information corresponding to the ith position in the sequence processed by the CNN is θ and the vector s i− :i+ . The tuning parameter is a receptive field length (like earlier). This receptive field extends in both directions from the sequence position i, so it can take account of both recent and upcoming observations. The side information is encoded using a feed-forward network, and this vector is then used as part of the input to the first layer of the CNN. Sample a batch κ uniformly from 1:b. Let u and v denote the endpoints of B κ .
4:
Calculate ∇L(φ) from (16), generating the terms in the sum as follows.
5:
for 1 ≤ j ≤ n do 6:
Sample θ (j) ∼ q(θ; φ θ ).
7:
Sample x 
8:
Calculate ∇r κ (θ (j) , x (j) , y, φ) using automatic differentiation of (15).
9:
end for 10:
Update φ θ , φ x using stochastic gradient optimisation. 11: end loop
Implementation details
Optimisation We use the AdaMax optimiser (27) , due to its robustness to occasional large gradient estimates. These sometimes occurred in our training procedure when different batches of the time series had significantly different properties. See Appendix C for its tuning choices. To stabilise optimisation, we also follow (28) and clip gradients using the global L 1 norm.
Variational approximation for θ For q(θ; φ θ ) we use a masked IAF as described in Section 3.1. In all of our examples, this alternates between 5 affine layers and random permutations. Each affine transformation is based on a masked feed-forward network of 3 layers with 10 hidden units.
Pre-training
We found that pre-training our variational approximation to sensible initial values reduced the training time. We do so by running a small number of SGD iterations optimising some pretraining objective function. One objective we generally used is to maximise E θ∼q [p(θ)], the expected prior density. Another is to minimise E θ,x∼q [||x −ŷ|| 2 ] i.e. the expected L 2 norm between the latent time series x and a particular value for it,ŷ. When fully observed data is available we use this asŷ. Alternatively we sometimes basê y on interpolation of some sort. Both approaches attempt to initialise x close to the observations. Another possibility is to simply minimise ||x|| 2 , to encourage x to take small values in settings where these are reasonably sensible initial values. See Appendix C for details ofŷ choices we use in our examples. Also, Appendix D discusses another type of pre-training we found helpful for the Lotka-Volterra example in particular. 
Local side information
Choice of
Throughout we use = 10. We found that this relatively short receptive field length for local side information was sufficient to give good results for our examples.
Experiments
Here we present results of our method applied to several examples. All results were obtained using an NVIDIA Titan XP and an 8 core CPU. Full details of tuning choices used in these experiments are listed in Appendix C.
AR(1) Model
We begin by considering the AR(1) model
with ∼ N (0, 1) and x 0 = 10. We assume observations y i ∼ N (x i , 1) for i ∈ 0:T , and independent N (0, 10 2 ) priors on θ 1 , θ 2 , log θ 3 .
Using this application, we investigate how our method scales with longer data sequences, and how it is affected by the receptive field length . To judge the accuracy of our variational results we compare it to nearexact posterior inference using an MCMC method for this model described in Appendix A.
Effect of observation sequence length
We simulated a synthetic dataset for each of four T values: 5000, 10000, 50000, 100000 under true parameter values θ = (5.0, 0.5, 3.0). We then inferred θ under the priors specified above, fixing the hyperparameters so that the cost per iteration for each setting is constant. In all cases, variational inference approximates the posterior well. Furthermore, the number of training iterations required remains similar as T increases.
As a further check on the quality of the posterior approximation, Figure 1b shows a good match between marginal posteriors for MCMC and variational output for the case T = 5000. Here, as for other T values, the 10,000th iteration is achieved after ∼ 3 minutes of computation. In comparison, the cost per iteration of MCMC is roughly proportional to T .
Effect of receptive field length We now consider the T = 5000 dataset from the previous example, and investigate the effect of receptive field length . Figure  2 displays the MMD against both iteration and wallclock time for ∈ {5, 10, 50, 100, 200}. In all cases the variational output converges to a good approximation of the posterior. Convergence takes a similar number of iterations for all choices of , but wall-clock time per iteration increases with .
Lotka-Volterra
Next we test our method on short time series with complex dynamics. We use a version of the Lotka-Volterra model, which describes simple predator-prey population dynamics under three events: prey reproduction, predation (in which prey are consumed and predators have the resources to reproduce) and predator death.
A SDE Lotka-Volterra model (for derivation see e.g. (30) ) is defined by drift and diffusion functions
where x = (u, v) represents population sizes of prey and predators. The parameters θ = (θ 1 , θ 2 , θ 3 ) control the rates of the three events described above.
We consider a discretised version of this SDE, as described in Section 2.3, with ∆t = 0.1 and u 0 = v 0 = 100. We simulated synthetic realisations under parameters θ = (0.5, 0.0025.0.3) of x i for i ∈ 1:500. We used these to construct two datasets, with observations at (a) i = 0, 10, 20, . . . , 500 (b) i = 0, 100, 200, . . . , 500. We assume noisy observations y i ∼ N (x i , I 2 ) and independent N (0, 10 2 ) priors for log θ 1 , log θ 2 , log θ 3 .
Unlike our other examples, there is a restriction here that u i and v i are positive. We enforced this by using a final softplus transformation in our flow for x. Another unusual feature of this example is that we found multiple posterior modes, and needed to pretrain carefully to control which mode we converged to. See Appendix D for more details of both these issues.
For observation setting (a), we compared our results to near-exact posterior samples from the MCMC algorithm of (31, 32) . This uses a Metropolis-within-Gibbs scheme with carefully chosen proposal constructs. Designing suitable proposals can be challenging, particularly in sparse observation regimes (33) . Consequently we were unable to use MCMC in setting (b). Figure 3 (left plot) displays the visual similarity between marginal densities estimates from variational and MCMC output in setting (a). The VI output is taken from the 30,000th iteration, after ≈ 10 minutes of computation. Figure 3 (right plots) shows variational output for θ and x in setting (b) after ≈ 20 minutes of computation. These results are consistent with the ground truth parameter values and x path. VI using an autoregressive distribution for x has also performed well in a similar scenario (13), but required more training time (roughly 2 hours).
FitzHugh-Nagumo
Here we test our method on a long time series with an unobserved component. We use the FitzHugh-Nagumo model, which models spike-generation dynamics in squid giant axons. A SDE version based on (34, 35) is defined by drift and diffusion functions
where x = (v, w) represents the current membrane potential and latent recovery variables.
We consider a discretised version of this SDE, as described in Section 2.3, with ∆t = 0.1 and v 0 = 2, w 0 = 3. We simulated synthetic data under parameter values θ = (2.0, 1.0, 1.5, 0.5, 0.3) up to T = 1, 000, 000, recording observations at every i to mimic a high frequency observation scenario. We assume independent observations y i ∼ N (v i , 0.1 2 ) and independent N (0, 10 2 ) priors for log θ 1 , θ 2 , θ 3 , log θ 4 , log θ 5 .
For this longer time series, we found it necessary to modify our training procedure to avoid large gradient estimates. To do so we slowly exposed the model to more of the data over time. We began training using only the first 100,000 data points, and added an extra 100,000 data points every 1000 iterations. 
Conclusion
We have presented a variational inference method for state space models based on local inverse autoregressive flows. These are designed to model complex dependence in the conditional posterior p(x|θ, y) and be scalable to long time series. In particular, they allow a mini-batch inference method so that each training iteration has O(1) cost. We demonstrate that our method works well on three applications, with challenges including: an unobserved state component, sparse observation times, and a large number of observations.
Future work could investigate changing several aspects of the flow: alternating our affine transformations with order reversing permutations; using recently proposed variations such as (36) ; allowing some long-range dependence using a multi-scale architecture.
B Mini-batch sampling
Algorithm 2 describes how to sample a subsequence x a:b from q(x|θ; φ x ) without needing to sample the entire x sequence.
Let z 0 be the base random sequence and z j be the sequence after j affine layers. We assume no layers permuting the sequence order (but do allow layers permuting the components within each vector in the sequence). Suppose there are m affine layers, so the output is x = z m .
Algorithm 2 presents the multivariate case where x i , z j i , µ j i , σ j i are all vectors in R d . This includes d = 1 as a special case. We denote the kth entry of σ j i as σ i ik . Recall that ϕ is the N (0, I d ) log density function.
Algorithm 2 Sampling a subsequence from a local IAF
These are sampled from independent N (0, I d ) distributions except when i ∈ 1:T . In the latter case z 0 i is a vector of zeros.
Apply the CNN with input z j−1 a−cj−1:b .
4:
Extract µ j i and σ j i output for a − c j ≤ i ≤ b.
5:
Calculate z j a−cj :b using affine transformation (6).
6:
Permute components in z j if necessary. 7: end for 8: Return sampled subsequence x a:b = z m a:b , and log density contributions λ a:b , where
Each iteration of the algorithm (except the last) must sample z j i vectors over an interval of i which is wider than simply a:b. The number of extra z j i s required at the lower end of this interval is
In other words, at each iteration the required interval shrinks by , the length of the receptive field for z.
C Experimental Details
This appendix lists tuning choices for our examples.
In all of our examples we set both n (number of samples used in ELBO gradient estimate) and M (batch length) equal to 50, and use m = 3 affine layers in our flow for x.
Each affine layer has a CNN with 4 layers of onedimensional convolutional networks. Each intermediate layer has 50 filters, uses ELU activation and batch normalisation (except the output layer). Before being injected to the first CNN layer, side information vectors (see Section 4.4) are processed through a feed-forward network to produce an encoded vector of length 50. We use a vanilla feed-forward network of 50 hidden units by 3 layers, with ELU activation.
We use the AdaMax optimiser with tuning parameters β 1 = 0.95 (non-default choice) and β 2 = 0.999 (default choice). See the tables below for learning rates used.
Choices specific to each experiment are listed below.
AR(1)
Learning 
D Lotka-Volterra details
Here we discuss some methodology specific to the Lotka-Volterra example in more detail.
D.1 Restricting x to positive values
For our Lotka-Volterra model, x i = (u i , v i ) represents two population sizes. Negative values don't have a natural interpretation, and also cause numerical errors in the model i.e. the matrix β in (19) may no longer be positive definite so that a Cholesky factor, required in (2), is not available.
Therefore we wish to restrict the support of q(x|θ; φ x ) to positive values. To do so we add a final elementwise softplus bijection to our local IAF. Letx be the output before this final bijection. The log density (7) gains an extra term to become
where γ is the derivative of the softplus function (i.e. the logistic function). The ELBO calculations remain unchanged except for taking
We implement our method as before with this modification to λ i .
D.2 Multiple modes and pre-training
Observation setting (b) of our Lotka-Volterra example has multiple posterior modes. Without careful initialisation of q(x|θ), the variational approach typically finds a mode with high frequency oscillations in x. An example is displayed in Figure 5 . The corresponding estimated maximum a-posteriori parameter values arê θ = (4.428, 0.029, 2.957). Here, for ease of presentation, we present results for u only. The horizontal axis shows t = 0.1i.
Ideally we would aim to find the most likely modes and evaluate their posterior probabilities, but this is infeasible for our method. (It could be feasible to design a reversible jump MCMC (38) algorithm to do this, but we are unaware of such a method for this application.) Instead we attempt to constrain our analysis to find the mode we expect to be most plausible -that giving a single oscillation between each pair of data points. It is difficult to encode this belief in our prior distribution, so instead we use pretraining so that VI concentrates on this mode. This is comparable to the common MCMC tuning strategy of choosing a plausible initial value.
We use 500 pretraining iterations maximising the likelihood of p(x|θ * ), where θ * = 0.1θ. The basis for this choice is that periodic Lotka-Volterra dynamics roughly correspond to cycles in (u, v) space. Multiplying θ, the rate constants of the dynamics, by ξ should give similar dynamics but increase the frequency by a factor of ξ. Based on Figure 5 we wish to reduce the frequency by a factor of 10, so we choose ξ = 0.1. Using this pre-training approach, we obtain the results shown in the main paper (Figure 3 ), corresponding to a more plausible mode.
