The study of conserved gene clusters is important for understanding the forces behind genome organization and evolution, as well as the function of individual genes or gene groups. In this paper, we present a new model and algorithm for identifying conserved gene clusters from pairwise genome comparison. This generalizes a recent model called "gene teams". A gene team is a set of genes that appear homologously in two or more species, possibly in a different order yet with the distance of adjacent genes in the team for each chromosome always no more than a certain threshold. We remove the constraint in the original model that each gene must have a unique occurrence in each chromosome, and thus allow the analysis on complex prokaryotic or eukaryotic genomes with extensive paralogs. Our algorithm analyzes a pair of chromosomes in O(mn) time and uses O(m + n) space, where m and n are the number of genes in the respective chromosomes. We demonstrate the utility of our methods by studying two bacterial genomes, E. coli K-12 and B. subtilis. Many of the teams identified by our algorithm correlate with documented E. coli operons, while several others match predicted operons, previously suggested by computational techniques. Our implementation and data are publicly available at
Introduction
A fundamental question in genomics involves the relationship between a gene's position in a chromosome and its function. The current evidence suggests that genes are not randomly distributed in the chromosomes and that genes which are physically close to each other, even if not adjacent, tend to represent groups of genes with a functional relationship. In prokaryotic genomes, functionally-related genes are often organized into "operons," clusters of genes that are regulated as one transcriptional unit. If a set of genes remain as relative neighbors in multiple species, it may be that evolutionary constraints maintain this arrangement and thus these genes are more likely to represent a functionally-significant group. Such a gene group is often termed a conserved gene cluster in the literature. In this paper, we consider two distinct issues in comparative genomics. Our primary result is the development of an algorithm for identifying conserved gene clusters. A secondary issue is the subsequent evaluation of the significance of identified clusters.
In a recent series of papers, Béal et al. (Béal et al., 2004; Bergeron et al., 2002 ) introduce a concept denoted as a gene team. A gene team is a set of genes that appear homologously in two or more species, possibly in a different order yet with the distance between adjacent genes in the team for each chromosome always no more than a certain threshold. They provide an O(n log 2 n)-time, O(n)-space algorithm which identifies the gene teams common to a pair of chromosomes comprised of n common genes. However, their model includes a restriction that each gene has at most one occurrence in each chromosome. This severely limits the impact of the model, as many genomes contain a large number of multi-gene families known as homologs, which descended from a common ancestor via a combination of duplication and speciation events. This is especially so in higher organisms. In this paper, we extend the notion of "gene teams" to allow more general consideration of such homologs. We refer to these generalizations as "homology teams," for reasons explained in Section 3. We provide a divide-and-conquer algorithm to find such homology teams for pairwise chromosome comparison. The algorithm has O(mn) running time and O(m + n) space requirement, where m and n are the number of genes in the two chromosome for which there exists at least one homologous gene in the opposite chromosome.
When a gene cluster has been identified, a subsequent issue is to evaluate its possible biological significance. It has been shown that gene clusters whose order are conserved have a strong tendency to encode proteins that have physical interaction (Dandekar et al., 1998) . Recent studies also indicate that in some eukaryotic genomes, neighboring genes tend to have similar expression patterns (Spellman and Rubin, 2002) . The functional coupling of genes in conserved clusters has been demonstrated computationally in studies involving multiple prokaryotic genomes (Fujibuchi et al., 2000; Overbeek et al., 1999) . However, the evaluation of a cluster's significance must likely be based upon greater knowledge than solely the combinatorial structure of the two compared genomes. A gene cluster may be conserved simply because the two genomes being compared have not sufficiently diverged from their common ancestor. A non-functional association might presumably be broken only after continued shuffling of the genomes. Conversely, it may be that a set of genes were not located close to each other in an ancestor genome, yet come together during evolution due to coincidence. In this case, an identified gene cluster should not truly be qualified as conserved.
Though the problem of evaluating biological significance of clusters is beyond our primary scope, we wish to demonstrate the practical use of our algorithmic techniques in identifying potential conserved gene clusters. We describe preliminary experiments based upon the comparison of two bacterial genomes, E. coli K-12 and B. subtilis. Because this pair is well studied, we can compare our identified teams to known or predicted operons as benchmarks. Furthermore, these two genomes are sufficiently divergent to assume that genes would no longer be in proximity to each other, if not for the forces of selection. This criteria has been used in a previous study by Fujibuchi et al. (Fujibuchi et al., 2000) , who used phylogenetic distance of 20%, measured by the percent difference in small rRNA sequences, as a cutoff value for any significant conserved clusters. In Appendix A we develop a statistical test to assess the possibility that an identified gene cluster is due to chance.
The remainder of the paper is structured as follows. We discuss several closely related research efforts in Section 2. Our own concept of a homology team is formalized in Section 3. We present the algorithm for identifying homology teams of two chromosomes in Section 4, together with an analysis of running time and space usage. In Section 5, we demonstrate the practical use of this algorithm by performing analysis on genomic data, successfully reconstructing known and predicted operons from pairwise genome comparison.
Related Work
Various computational methods have been proposed to identify conserved gene clusters by comparison of multiple genomes, both experimentally and formally. Models of a conserved gene cluster vary across several axes: whether the genes in a cluster are required to be immediate neighbors on a chromosome; whether gene order is allowed to vary among chromosomes; whether paralogs are allowed on a single chromosome, and thus a many-to-many homologous relationship among chromosomes; whether comparison is pairwise between two genomes, or generally between three or more genomes.
If disallowing paralogs and requiring immediate neighboring relationships, each chromosome can be modelled as a permutation over the set of genes. The problem of locating gene clusters is then related to a previously studied combinatorial problem, that of finding common intervals in two or more permutations. Uno and Yagiura present an O(n + K)-time, O(n)-space algorithm to find all K common intervals between two permutations of n items, where K ≤ n 2 (Uno and Tagiura, 2000) . Heber and Stoye generalize this algorithm to an O(cn + K)-time, O(cn)-space algorithm to find all K common intervals between c ≥ 2 permutations (Heber and Stoye, 2001) . Recently, Didier extends this approach to include paralogs by considering a more general sequence definition than a strict permutation, providing an O(n 2 log n)-time and linear-space algorithm to enumerate all such intervals (Didier, 2003) . Schmidt and Stoye show how to solve this problem in O(n 2 )-time and linear-space (Schmidt and Stoye, 2004) . Our algorithm achieves these results as a simple special case where no gap is allowed within a homology team.
A drawback of each of the above approaches is that a single misplaced gene disqualifies the commonality between two otherwise similar intervals. To remedy this drawback, gene clusters can be defined so long as the gaps between adjacent genes in the cluster are less than a given threshold. This is the approach taken by Overbeek et al. (Overbeek et al., 1999) , by Béal et al. (Béal et al., 2004) , as well as by us. We note that the work of Overbeek et al. considers only pairwise comparison of chromosomes, as does ours. Béal et al. do observe that their algorithm can be generalized to find common teams among a set of c chromosomes, resulting in an O(cn log 2 n)-time, O(cn)-space algorithm. However, the insistence on one-to-one homologous relationships severely limits the utility of that generalization. For pairwise comparison, a common technique to ensure one-to-one homologous relationships on experimental data is to rely on the bidirectional best hit method, as in (Luc et al., 2003; Overbeek et al., 1999) . The generalization of this criteria to three or more chromosomes likely precludes the inclusion of many likely homologs.
Model and Definitions
We begin with a brief review of terminology associated with phylogenetic homology. Homologs are genes that have descended, usually with divergence, from a common ancestral gene. The homology relationship is symmetric and transitive and thus a gene and all its homologs form (disjoint) equivalence classes we will term homology families. Often, a homology between a pair of genes is further categorized based upon the type of event which caused the earliest divergence. Fitch introduces the terms ortholog and paralog in this regard (Fitch, 1970) . A pair of homologs whose original divergence followed a speciation are termed orthologs; a pair of homologs whose original divergence followed a gene duplication are termed paralogs. Based upon these definitions, a pair of orthologs must always lie in distinct genomes. Paralogs are often viewed as duplicated genes which lie within a single genome, though it is possible for a gene to have a paralog in another genome, e.g., if a speciation occurs following an earlier gene duplication (Fitch, 2000) . Without gene duplications, the homologous relationship between a pair of genomes would be one-to-one; yet because of gene duplications there commonly exist many-to-one or many-to-many homologous relationships between a pair of genomes. For the remainder of our paper, we assume many-tomany homologous relationships may exist. We then have no further need to distinguish between orthologous and paralogous relationships.
We note that the (phylogenetic) homology relationship is defined entirely by common ancestry, a property which is unlikely to be verifiable, rather inferred based upon evidence. We therefore distinguish between this (phylogenetic) homology and other notions such as structural homology or functional homology which strive to classify groups of genes based on some form of similarity (Fitch, 2000) . Classification by various similarity measures often suffer from a lack of symmetry, transitivity or completeness in identifying homology. Tatusov et al. introduce the widely-used notion of a Cluster of Orthologous Groups (COG) (Tatusov et al., 1997; Tatusov et al., 2001) . Each COG consists of a group of genes which are presumed to be homologous based upon sequence similarity across multiple genomes. In essence, a COG is an experimental approximation to a homology family. In the experiments described in Section 5, we rely on data from the COG database (National Center for Biotechnology Information, 2004) in this regard. Yet, the algorithm described in Section 4 is independent of the method used to infer homology.
Definition 1 A chromosome is a pair C = (Σ, X) where Σ is a set of homology families and where X is an ordered sequence of genes. Each gene of X is denoted as a pair (p, f ) with p ∈ R representing the physical position of the gene in the chromosome and f ∈ Σ the homology family to which the gene belongs. We will refer to Σ as the alphabet for C Definition 2 Given a chromosome containing two genes g i = (p i , f i ) and g j = (p j , f j ), the distance between g i and g j is defined as
The sequence of genes is ordered such that the position values are monotonically increasing. However, the positions need not be consecutive nor integral. In practice, this value represents a physical measure of the gene position, such as base pair distance. Since we are interested in performing comparative genomics on a pair of chromosomes, genes which do not have homologs in the opposite chromosome should be omitted in the representation, thereby reducing the computational costs for our algorithm.
Example 3 We consider a chromosome C over alphabet Σ = {a, b, c, d, e}, with genes (1, c), (4, e), (5, d), (6, a), (8, b), (10, e), (11, d) . Throughout this paper, examples with integral positions are illustrated using a textual representation, in this case C = <c**eda*b*ed>. We use asterisks to represent gaps between genes of the relevant genes. In a pairwise chromosome comparison, such gaps may represent genes which do not have homologs in the second chromosome.
Definition 4 Given chromosome C = (Σ, X) and any X ⊆ X, we use the notation Σ(X ) ⊆ Σ to denote the subset of families occurring in X .
Definition 5 Given chromosome C = (Σ, X), we denote as a subsequence any pair (Σ(X ), X ) where X ⊆ X.
For example, X = {(4, e), (6, a), (10, e), (11, d)}, forms a subsequence of chromosome C given in Example 3.
Definition 6 Given chromosome C = (Σ, X) and subsequence C = (Σ , X ), we say that C is a subchromosome if it is also the case that X is a contiguous subset of X.
For example, X = {(5, d), (6, a), (8, b), (10, e)}, when paired with Σ(X ) = {a, b, d, e}, forms a subchromosome of chromosome C given in Example 3.
Homology Teams
In this section, we introduce a series of definitions to capture the notion of neighboring genes and conserved gene clusters. Two genes g i and g j are considered neighboring whenever ∆(g i , g j ) ≤ δ for a chosen parameter δ > 0. Most of our definitions are generalizations of those originally made by Béal et al. in an earlier model which assumed a one-to-one homologous relationship, (Béal et al., 2004) . In generalizing these concepts, we now carefully distinguish between a collection of genes as opposed to a collection of families. A deeper comparison between our model and this earlier model is discussed in Section 3.2.
Definition 7 Given chromosome C = (Σ, X), a subsequence C is termed a δ-subsequence of C if every pair of adjacent genes of C are separated by distance of at most δ. We further say that C is a δ-run if it is a maximal δ-subsequence with respect to inclusion.
Definition 8 Given chromosome C = (Σ, X), we say that Σ ⊆ Σ is a δ-chain of C if there exists some δ-subsequence C of C such that Σ = Σ(C ). We say that C is a witness to such a δ-chain. Definition 10 Let Σ be the set of common homology families for two chromosomes C and D. A subset Σ ⊆ Σ is a δ-set of C and D if Σ is a δ-chain of both C and D. We say that a pair (C , D ) witnesses the δ-set if C (resp. D ) is a witness to the δ-chain of C (resp. D).
Definition 11 For two chromosomes C and D, a δ-set Σ is a δ-team if it has a witness pair (C , D ) such that no other δ-set Σ * ⊃ Σ has a witness of the form (C * , D * ) with C * ⊇ C and D * ⊇ D .
Example 12 Consider chromosomes C = <c**eda*b*ed> and D = <ab*ba**c*dee*a>. With δ = 2, the non-trivial δ-sets of C and D are {a, b}, {a, e}, {d, e} and {a, d, e}. Notice that {a, d} is not a δ-set, even though {a, d, e} is. The non-trivial δ-teams of C and D are: {a, b}, {d, e} and {a, d, e}. Notice that {d, e} qualifies as a δ-team due to witness C = {(10, e), (11, d)} and D = {(10, d), (11, e), (12, e)}. A δ-team is then a maximal δ-set with respect to subset inclusion of a witness. As it is a set of homology families, we informally call this a homology team. We note that the genes in the witnesses of a δ-team may occur in different orders in the underlying chromosomes.
Comparison to a Previous Model
Our model is a direct generalization of a previous model for gene teams which assumes a one-to-one homologous relationship (Béal et al., 2004) . Our definitions of δ-chain, δ-set and δ-team reduce precisely to those original definitions when applied to a pair of chromosomes with a one-to-one homologous relationship. Unfortunately, many convenient properties in the restricted setting do not apply in general. Most significantly, the following properties are proven in the restricted setting (Béal et al., 2004) . If Σ 1 and Σ 2 are δ-chains of C and Σ 1 ∩ Σ 2 = ∅, then Σ 1 ∪ Σ 2 is also a δ-chain. A similar statement follows for δ-sets, and thus it is shown that the collection of δ-teams forms a disjoint partition of the underlying genes. These properties no longer hold in the general setting. If we consider chromosome D from Example 12, we see that both {a, b} and {a, e} are δ-chains with δ = 2, yet {a, b, e} is not such a chain. We see that a is in δ-team {a, b} as well as {a, d, e}. In general, these vastly different structural properties complicate the algorithmic search for δ-teams.
Algorithmic Approach
We consider two chromosomes C and D represented as sequences over a common alphabet Σ, as in Definition 1. We let m and n denote the number of genes in C and D, respectively, excluding genes which are not represented in the common alphabet. In this section, we present a divide-and-conquer algorithm which discovers each δ-team for a given δ in O(mn) time and O(m + n) space.
Our presentation is as follows. We begin in Section 4.1, with a comparison to the previous algorithm which applies only for one-to-one homologous relationships (Béal et al., 2004) . Section 4.2 contains an overview of our algorithm followed by a detailed presentation. A proof of correctness is given in Section 4.3, followed by an analysis of the time and space usage in Section 4.4. There are several possible forms of desired output which are discussed in Section 4.5 and an extension to circular chromosomes is given in Section 4.6.
Comparison to A Previous Algorithm
Assuming one-to-one homologous relationships, gene teams between two chromosomes can be identified by an O((m + n) log 2 (m + n))-time algorithm (Béal et al., 2004) . Both that algorithm and ours rely on a divide-and-conquer approach which begins by breaking one of the chromosomes into subchromosomes separated by a gap greater than δ between the position of relevant genes. The algorithm of Béal et al. further relies on the fact that each gene in the first chromosome has at most one homolog in the second chromosome. Thus, the second chromosome is partitioned into two disjoint subsequences (though not necessarily subchromosomes) in step with the division of the first chromosome. Thereafter, they recurse on independent subproblems. When a gene may have multiple homologs, the situation is quite different as noted in Section 3.2. The homology teams do not necessarily form a partition of the homology families, so we cannot assume a linear bound on the cumulative cardinality of all such teams. Algorithmically, our approach differs from that of (Béal et al., 2004) at the division into subproblems. Though we will divide the first chromosome at gaps of greater than δ, we are unable to divide the second chromosome in step with the first; genes from the second chromosome may have homologs on several pieces of the first chromosome.
Algorithm Presentation
Our algorithm for identifying common teams between chromosomes C and D begins with the toplevel routine, FindTeams(C, D), detailed in Figure 1 at the end of this section. Our approach is to split chromosome C into its δ-runs, based upon gaps of size greater than δ between genes of common families. Then, a recursive subproblem can be defined for each such δ-run, when paired with the subsequence of the entire other chromosome formed by taking all genes with homologs in the δ-run. The recursion is formulated by the FindTeamsRecurse(A, B) routine, detailed in Figure 2 , to identify common teams between (sub)chromosomes A and B. We also define two additional utility functions. Figure 3 describes the MarkCommonAlphabet(A, B), used to compute the common alphabet of (sub)chromosomes A and B. Figure 4 describes the FindFirstRun(A, timestamp) routine, used to identify the first δ-run of a (sub)chromosome. A straightforward implementation of this recursion leads to an O(mn) time bound. However much care is needed to achieve this bound with overall linear space usage. In the remainder of this section, we discuss the more subtle algorithmic issues.
The recursive formulation has a depth bounded by O(m + n). If we then wish to maintain overall space usage of O(m + n) we must take great care in succinctly representing the subproblems. Specifically, we use only constant space to represent the parameters and local variables of the recursion. We note the distinction made in Definition 5 between a subsequence and a subchromosome. Conceptually, each subproblem is defined based upon a pair of subsequences of the original chromosomes, since genes which are not common to the two subsequences would have been omitted at a higher level of the recursion. Representing each of those subsequences directly would require space proportional to the cardinality of such subsequences, at each recursive level. Instead, we represent the subproblem by the pair of subchromosomes which contain the subsequences. Each subchromosome can be represented in constant space, as a triple (chrom,left,right), where chrom is a reference to the original chromosome and left and right are references to the leftmost and rightmost genes of the chromosome, respectively.
Another subtlety arises due to the need to discern the underlying subsequences within the represented subchromosomes. This seems to require a representation of the locally common alphabet at each recursive step, whether recomputed or sent as a parameter. Again, we must be careful to achieve overall linear space usage. Our solution is to implicitly represent all locally common alphabets of the active recursion simultaneously, through the use of the following global structures. There exists an integer globaltime, and two integer arrays Stamp[ ] and TempMark[ ], with entries for each member of Σ. Since the local alphabet at one level of recursion is a subset of the local alphabet at the parent level, the timestamps for common alphabet symbols can be incremented to mark the local alphabet, while not violating the parent's ability to discern its own alphabet.
Finally, we note one additional subtlety in our approach. It is important in the analysis that we break a subchromosome into all appropriate δ-runs at a given level of our recursion. The algorithm of Béal et al. breaks off only the first run of a chromosome at a given recursive level; the remainder is left within a single subproblem, though likely to be broken at deeper levels of recursion. Our time analysis could not be applied if we tried a similar approach here due to our higher overhead cost at each level in recomputing the effective local alphabet. By instead insisting that a subproblem be broken into all of its δ-runs, we are assured that the following recursive level can only result in further subproblems by a split of the opposite chromosome. That is, when invoking FindTeamsRecurse(A, B), we rely on the invariant that B is known to contain a single δ-run with respect to the common alphabet of A and B. Therefore, if A is found to containse a single δ-run then a team has been identified. Otherwise, A is fully decomposed into its δ-runs and another level of the recursion is started for each segment of A, serving as the second parameter, and B serving as the first parameter. Note that because the common alphabet at the new recursive level may be a strict subset of that at the parent level, B may no longer be a single δ-run. This leads us to the alternating, double recurrence, analyzed in Section 4.4.
Algorithm Correctness
We begin with several lemmas involving the use of the global arrays in representing common alphabets during the recursion. 
Figure 1: The FindTeams procedure. Lemma 16 Whether invoked from FindTeams(X, Y ) or FindTeamsRecurse(X, Y ), it must be that upon onset of FindFirstRun,
Proof: After the first call to MarkCommonAlphabet, the condition is true due to Lemmas 13 and 14 with the observation that globaltime increases. It remains true throughout the "repeat" loop due to Lemma 15.
Lemma 17 For a call to FindFirstRun(A, timestamp), let A be the returned subchromosome. Define A * to be the subsequence of A containing those genes for which
Proof: We refer to the description of FindFirstRun from Figure 4 . If A * = ∅, the claim is trivial. Otherwise, we designate the first δ-run of A * as genes g 1 , g 2 , . . . , g k for some k, noting that ∆(g i , g i+1 ) ≤ δ for all 1 ≤ i < k. Let f i denote the family for each gene
We show by induction that for each 1 ≤ i ≤ k, endRun is at some point equal to g i . endRun is initially set to g 1 . If we assume endRun = g i at some point for each 1 ≤ i < k, we show that it is so for g i+1 . Since ∆(g i , g i+1 ) ≤ δ, the while loop will advance until nextGene is equal to g i+1 . Then, since Stamp[f i+1 ] ≥ timestamp, endRun will be set to g i+1 .
(A ∩ A * ) ⊆ (first δ-run of A * ): By the previous paragraph, there is a point at which endRun is equal to g k . We claim that endRun cannot be updated after that point. The only way in which endRun is updated would be if there exists some g with ∆(g k , g ) ≤ δ and with Stamp[f ] ≥ timestamp. Yet if such a g existed, then g k could not end a δ-run of A * . By Definition, if A is not itself a δ-run of A, it must be a subset of some δ-run A i of A. Thus Σ is a δ-set of A i and B, as witnessed by pair (A , B ). It must be that Σ is a δ-team of A i and B. Assume for contradiction there exists some Σ * ⊃ Σ with witness pair A * and B * such that A ⊆ A * ⊆ A i and B ⊆ B * . Such a Σ * must be a δ-set of A and B, yet this contradicts the original assumption that Σ is a δ-team of A and B.
Rightside ⊆ Leftside: Assume Σ is a δ-team of A i and B, and witnessed by A and B . This same witness pair demonstrates that Σ is a δ-set of A and B. It must be that Σ is a δ-team of A and B. Assume for contradiction that there exists some Σ * ⊃ Σ with witness pair A * and B * such that A ⊆ A * ⊆ A and B ⊆ B * . Since there is a gap of greater than δ between genes from separate δ-runs, it must be that such A * ⊆ A i and thus Σ * a δ-set of A i and B. This contradicts the original assumption that Σ is a δ-team of A i and B. 
Analysis of Time and Space Usage
In this section, we let A and B denote subchromosomes of the original chromosomes C and D (though not necessarily respectively), and a and b the respective number of genes in A and B.
We begin by examining the running time of a call to FindTeamsRecurse(A, B). We let Σ denote Σ(A) ∩ Σ(B). We let k denote the number of δ-runs of A over Σ , and a 1 , . . . , a k the cardinalities of those δ-runs. It is easily seen that the running time for this procedure satisfies the following recurrence, for some constant c > 0.
The overhead cost of c(a + b) is due to the call made to MarkCommonAlphabet(A, B) and the cumulative time spent on the k calls to FindFirstRun. When k ≥ 2, the summation is due to the recursion.
Lemma 22 T (a, b) = O(ab)
Proof: We prove a more specific claim, that there exists a constant c > 0 such that T (a, b) ≤ c ab − 2ca − 3cb. We prove this by induction on (a + b).
As a base case, when a = b = 1, k must be 1 and thus the running time is bounded by a constant. By choosing c to be sufficiently large, the claim can be made true. In general, we consider larger values of (a + b). For a given invocation of the procedure, we consider two possible cases, depending on whether k = 1. When k = 1, then the recurrence dictates that T (a, b) ≤ c(a + b). By choosing c ≥ 8c, we see that
When k > 1, we apply induction, to see that
The third inequality holds since (c b − 3c) > 0 and i a i ≤ a. The final inequality holds as k ≥ 2.
Theorem 23 FindTeams(C, D) runs in O(mn) time.
Proof: The call to FindTeams(C, D) results in a call to FindTeamsRecurse(D, C i ) for each of k δ-runs of C, with m i the size of C i . Therefore, by Lemma 22, the overall time is
Theorem 24 FindTeams(C, D) uses O(m + n) space.
Proof: Global arrays Stamp[ ] and TempMark[ ] use space proportional to Σ = O(m + n).
The only additional space we must account for is that required for the recursion. The parameters and local variables within a single level of the recursion requires constant space. Since at least one gene is removed at each recursive level, then can be at most O(m + n) active calls at any one time.
Variants on Algorithm Output
Theorem 21 guarantees that for each δ-team, the procedure ReportTeam(A, B) will be called, where A and B are subchromosomes whose common alphabet defines the δ-team.
As of yet, we have not explicitly declared such a routine. Our running time analysis of Section 4.4 holds true so long as the time spent within a call to ReportTeam(A, B) is O(a + b). By using a technique similar to MarkCommonAlphabet, the δ-team as well as its witness, can be output within O(a + b) time. In Section 4.1, we noted that homology teams do not necessarily form a partition, and thus that the cumulative cardinality may be super-linear. If the output is to be considered as part of the memory usage, then an O(m + n) space bound no longer applies. In fact, the number of teams is not necessarily bounded by O(m + n).
One remedy is to flush the output to disk as it is generated, in which case it need not be considered as part of the memory usage. If a strict linear space bound is desired, an alternative is to output information for the most "meaningful" δ-teams. For example, for each family f , we could track the maximal-cardinality δ-team which includes c. To keep the linear bound on the space usage, a candidate δ-team can be stored via the two triples which define the containing subchromosomes; the resulting δ-teams could then be reconstructed at the conclusion.
Circular Chromosomes
We note briefly that our algorithm easily extends to the case of circular chromosomes with appropriate modification to our representation of a subchromosome and the procedure FindFirstRun. If a gap of greater than δ is found, a circular chromosome can be viewed linearly.
Experiments
As a proof of concept of our model and algorithm, we have performed experiments demonstrating the use of our techniques in identifying conserved gene clusters. We describe the experiments in this section, exploring several practical issues in the application of our techniques, such as the initial classification of genes into homology families, the effect of the parameter δ on the results, and the statistical significance of the results. Yet, we feel that our experiments provide results of biological significance on their own accord.
Specifically, we perform analysis on two prokaryotic genomes: E. coli K12 and B. subtilis. Because these genomes are well-studied, many of the genes and their presumed homologs have been previously identified and annotated. Furthermore, over 50% of the genes in each genome are identified from homology families common to both genomes, with more than two-thirds of those displaying one-to-many or many-to-many homologous relationships. Thus, these are genomes that could not be effectively analyzed by the previous gene team model, which was restricted to one-to-one orthologous relationships. This highlights the importance of considering more general orthologous relationships when identifying conserved gene clusters.
The assessment of our identified teams is based upon a comparison with known E. coli operons. While operons and conserved gene clusters are two different concepts, they are closely-related in prokaryotic genomes. First, one of the known evolutionary forces behind the conserved gene clusters is the need of coordinated transcription, which is essentially how operon is defined. Therefore, a conserved gene cluster is likely to suggest an operon in the context of a single genome. Second, if an operon is conserved during evolution because of the functional constraint, it will become a conserved gene cluster in the context of pairwise genome comparison. Therefore, the known operons serve as reference data in our experiment, as we would expect to find them correlated with our identified homology teams (and indeed, do).
Experiment Methodology
The first step in the analysis process is the identification of homologous relationships among the genes. This is known to be a difficult problem. The difficulty lies in the fact that the sequence similarities of genes do not correspond exactly with their evolutionary relationship (Fitch, 2000) . For the ease of experimentation, we took advantage of existing data from NCBI's Cluster of Orthologous Groups (COG) database (National Center for Biotechnology Information, 2004 ). The genes in the downloaded files are already annotated with a COG number, which is uniquely assigned to each of 4873 COGs currently compiled at NCBI. All genes with the same COG number will be considered as homologs, and thus each COG serves as our operational definition of a homology family. This method of classifying homologs is different from the one used in previous papers (Luc et al., 2003; Overbeek et al., 1999) , namely the bidirectional best hit method which guarantees one-to-one homologous relationships, though at the possible expense of ignoring some true homologs.
For E. coli K12 and B. subtilis, a significant percentage of genes are from COGs common to these two genomes. The precise statistics are given in Table 1 . Furthermore, the distribution of COGs based on the arity of the homologous relationship is shown in Table 2 , demonstrating the predominance of one-to-many or many-to-many relationships.
With the data drawn from the NCBI database, we can apply the algorithm given in Section 4. Rather than analyze each reported team,, we restricted the results only to the maximal-cardinality team containing each individual COG (see Section 4.5). The remaining decision in the algorithm application is the choice of parameter, δ, which controls the size of the allowable gap between genes witnessing a team. As δ grows, the reported teams will have larger cardinality and would eventually include many false positives, in terms of predicted conserved clusters. On the other hand, if δ is too small, we may miss many potential conserved clusters. Figure 5 shows the number of such teams identified as δ ranges from 1000bp to 3000bp. Roughly speaking, this base pair distance translates to a separation of one or two genes between neighboring genes in a witness. There is no clear approach to picking the "ideal" value of δ for a given analysis. In this experiment, we instead chose a few of the independently known operons conserved in both species to serve as "benchmarks" in calibrating our choice of δ. Specifically, we examined one ribosomal protein cluster, ATP synthase operon, tryptophan biosynthesis operon and ABC ribose transport operon. We chose δ = 1900bp, as this was roughly the minimum value at which those benchmark operons were reconstructed. For this value, we detected 150 corresponding COG teams; the distribution of these teams, based on cardinality, is shown in Figure 6 . Though we only used four of the known operons as benchmarks in calibrating δ, the reported 150 teams seems reasonable in the following context. In a study of B. subtilis by Okuda (Okuda et al., 2002) , 467 operons are predicted by cotranscription study, 201 of which are multi-transcribed. The number of multi-gene operons that are common to both species should not be too much smaller than this, as many operons have functions that are important to organisms and therefore conserved.
Analysis of Identified Clusters
In this section, we examine many of the 150 homology teams which were identified by our algorithm during the pairwise comparison of E. coli and B. subtilis, comparing them manually to known E. coli operons. For this comparison we consider the annotations of the COGs, as taken from the NCBI database (National Center for Biotechnology Information, 2004) , as well as the witnessing E. coli gene name. We then compare those names to the annotated operons taken from the RegulonDB database (Salgado et al., 2004) .
Of the 150 identified teams, we selected only a subset for this manual analysis. First we excluded ribosomal clusters because they are widespread in the genome and less interesting. There are more than 50 ribosomal protein operons in E. coli, and indeed many teams we identified belong to this category. The largest team, with 22 genes, is a union of two ribosomal protein operons of E. coli.
Second, we did not analyze the teams of size two, as these may not be statistically significant and are less interesting from a biological perspective because of the small cardinality.
The remaining 43 teams are manually analyzed in this way. We further apply a test of statistical significance to each team, in the style of Durand and Sankoff (Durand and Sankoff, 2003) ; details are described in Appendix A. Our results for the ten most significant teams are shown in Tables 3-5 . In some cases, a team may match several operons. In this case, all of them will be given in the tables, but the functional annotation refers only to the major operon. The data for all 43 teams can be accessed at http://euler.slu.edu/~goldwasser/homologyteams/data.
We can generally classify the identified teams into four categories, based upon their correlation with operons: those that match exactly with some documented operons; those that match most or part of some documented operons or contain additional genes; those that match some predicted operons; and those that do not match any operons. From all 43 teams we analyzed, there are 10, 20, 11 and 2 teams in each category, respectively. The examples of the first category include operons of ATP synthase, Menaquinone (vitamin K2) biosynthesis and Histidine biosynthesis. These are clearly the most desired type of clusters. The second category is somewhat mixed. In some cases, there is only slight exception, e.g., one team matches all of flagellar biosynthesis operon, fliFGHIJK, but has one additional gene fliE, which is functionally related but not shown by experiments to be co-expressed with other fli-genes. In other cases, there is a larger difference. For example, cytochrome o ubiquinol oxidase subunit operon is composed of cyoABCDE, but we only observe a team consisted of cyoBCD. We think there are a few explanations for this. First of all, the gene-to-COG assignment in the NCBI database is imperfect, with presumed homologs sometimes assigned Predicted: murE-murF-mraY-murD-ftsW-murG-murC-ddlB 9.6e − 08 Table 4 to different COGs. For example, while E. coli trpD is associated with COG0512, B. subtilis trpD is associated with COG0547. This prevents us from fully reconstructing this operon. The second reason might be that our chosen value of δ was too small. The third reason is simply that some operons are not fully conserved in both species, which is what we indeed expect. There is another interesting possibility, that is, there are some unknown or unsuspected operon structures. While the authors cannot claim in which cases this is true, we suggest only one example here. One team is composed of fepGDC, fepB and ybdA. While fepGDC is a known operon of ferric enterobactin transport system, ybdA is a "putative transport" gene according to NCBI annotation. Therefore, it seems conceivable that fepGDC and ybdA are indeed localized together during evolution due to functional constraint. Whether the fepGDC operon should include ybdA is not known to us, but it may be interesting to investigate. We find those teams that match predicted operons very interesting. One example of this is a team matching the predicted operon hisP-hisM-hisQ-hisJ. The genes of this predicted operon, according to their COG annotation, are involved in one process, ABC-type amino acid transport, therefore, seems to be a legitimate candidate of a genuine operon. Since the computational prediction from RegulonDB is based on the information on single genome, our result, from the evolutionary point of view, clearly strengthens the hypothesis.
It is not clear whether there is any function implication for the two teams which do not match any known or predicted operon. For this and other uncertain situations, such as the fepGDC operon discussed earlier, further information might be gained with comparison to more genomes. If a gene cluster is confirmed in more species, it is likely to be a genuine conserved gene cluster that carries functional meaning. In general, while the agreement of conserved gene clusters with operons can validate a computational approach, we believe that it is the discrepancy of these two sets of data that has biological significance, and can serve as a source of new hypothesis on genes and their relations.
Finally, we note that the ordering of the genes witnessing some teams is not necessarily conserved in the two species, for example with the ABC ribose transport operon. There are also occasions where insertions or deletions occur in only one or two of the genomes, for example the tryptophan biosynthesis operon.
Conclusion
The identification of conserved gene clusters is important to many biological problems, such as the study of transcriptional regulation, genome evolution, etc. We developed a general mathematical model and algorithm for the problem of pairwise conserved gene cluster identification. We used these techniques to perform analysis on two bacterial genomes, E. coli K-12 and B. subtilis, and correctly reconstructed many known or predicted operons.
We would like to point out several avenues for further research. Our algorithm was presented for pairwise genome comparison. The algorithm of Béal et al., with one-to-one homologous relationships, was efficiently generalizable for the simultaneous comparison of more than two chromosomes. Our algorithm does not appear to have such an efficient generalization. The straightforward generalization of our algorithm has time complexity O(n 1 n 2 . . . n k ), where n j is the number of genes of the j th genome.
Secondly, there would be great use for a statistical test to distinguish between coincidental homology teams and those with true biological relevance. Such a test was recently developed by Durand and Sankoff (Durand and Sankoff, 2003) , however using a differing combinatorial model for conserved gene clusters. In Appendix A, we discuss a preliminary model we have developed in the context of homology teams, however more work needs to be done.
Thirdly, for teams that are identified but not known to be a transcription unit, we ask if the transcriptions are indeed coregulated. This can be tested experimentally or computationally by studying the gene expression profiles. In case the hypothesis of coregulation is disproved, one natural question is then what causes the conservation of gene clustering in multiple species.
Finally, the systematic recognition of conserved gene clusters can be used to study the largescale genome reorganization during evolution. The number and distribution of clusters with respect to size or other criteria can be very helpful information to address this question. Sankoff, 2003) . We assume a pessimistic scenario in our analysis to avoid overestimation of the significance of clusters. Specifically, we examine a region of one genome and select a k-gene cluster from this region (called reference region in (Durand and Sankoff, 2003) ). We consider the probability that this set of genes will also occur as a cluster in the second genome, if the order of the second genome is uniformly random. Suppose we have k given genes in a genome of size n, and the genes of this genome are given but their order is random. The k genes are considered to witness a team if the distance of any neighboring two genes of this set is less than a given threshold. In our following analysis, the distance is measured by the number of genes inserted between these two (as opposed to the number of base pairs). Let this distance threshold be d. Hence d = 1 means a single insertion is allowed.
To begin, we consider a special case where there is only one-to-one homologous relationship, as was the case in the original gene team model. We consider the probability that a set of k distinct given genes form a team, with d insertions allowed between any two adjacent genes of this set, in the genome of n distinct genes. There are clearly n! ways of permuting the genome. To count the number of ways of creating a genome with the specified k genes as a cluster, we divide this into three steps. First, we generate a k-cluster. There are k! ways of permuting the k genes. In addition, we need to consider the different ways of adding spaces to the cluster because insertion is allowed. Let the number of spaces within this cluster be i, then 0 ≤ i ≤ (k − 1)d, and the number of ways of generating a k-cluster with i spaces be s(k, d, i). The problem of finding s(k, d, i) is equivalent to the following well-known problem in combinatorics: find the number of integer solutions of the equation:
This problem can be solved by finding the coefficient of x i of the polynomial (1 + x + x 2 + x 3 . . . + x d ) k−1 . The details can be found in standard combinatorics texts, for instance, see (Tucker, 2002) . Since there is no simple closed formula for s(k, d, i), we will assume this function has already been solved. Second, we place this cluster as a whole to the n slots in the genome. The size of the cluster is k + i, hence there are equivalently n − (k + i) + 1 slots in the genome to place this cluster. Last, we place all the rest of genes on the rest of slots. There are (n − k)! ways to do so. In summary, the probability of forming a k-cluster in a genome of size n is:
Next, we consider the general homologous relationship, as is the case in our generalized geneteam model. Suppose there are also m families in the genome, which we will denote as M = {f 1 , f 2 , . . . , f m }. Each gene must belong to one family. Let φ j be the number of member genes that the family f j has. We also assume that the k given genes belong to distinct families to simplify the mathematical analysis. This is justified in most cases since the paralogous genes seldom neighbor with each another. The cluster is now defined differently. If the underlying families of the given k genes form a cluster in the genome, then we will consider these k genes as a cluster. Let the index of the family that the j-th gene belongs to be i j . The only difference between the current problem and the previous one is that we allow more ways of generating a cluster. In other words, for the j-th gene, we have now φ i j possible selections from the family f i j , instead of one. Once we have selected k genes from k families, the previous procedure can be applied without change to the remaining steps. Since there are φ i 1 · φ i 2 . . . φ i k ways of selecting k genes, the new probability is now:
We try to give an approximation of this probability in practice. Generally, the cluster size would be less than 10, and we also suppose that a reasonably small δ is chosen, say 1 to 3. The number of genes in a genome, n, tends to be one to several thousand, which is much larger than k, d and i, with 0 ≤ i ≤ (k − 1)d. Therefore the number of ways of placing a k-cluster with i spaces in n slots is roughly independent of i. The total number of ways of adding spaces to k genes is (d + 1) k−1 since there are (d + 1) choices of adding spaces between any two adjacent genes (0-space, 1-space, up to d-space). So the numerator of P (n, k, d) in Equation 1 is approximately (n − k + 1) · (d + 1) k−1 . Then we have:
For E. coli genome, n ≈ 2000 (note that we only consider the genes that have orthologs in both genomes). Our choice of δ = 1900bp in Section 5, is roughly equivalent to d = 1. Since the majority of COGs have one to three paralogs in E. coli, we can estimate the product term in Equation 2 as 2 k . Then by Equation 2, we have: k = 2, Q(2) ≈ 8 · 10 −3 ; k = 3, Q(3) ≈ 4.8 · 10 −5 ; k = 4, Q(4) ≈ 3.8 · 10 −7 . It can been seen that the identified teams of size greater or equal to 3 should be statistically significant. However, the probability given by Equation 2 depends on the content of a specific cluster. Since the number of genes of families can vary greatly, the actual probabilities can differ significantly from these estimates. In our analysis, we use the estimate of P (n, k, d) for all clusters, but calculate the probability for each individual cluster.
