Blumenthal (1976) considered the problem of sequential estimation of the largest of k normal means when a bound is set on the acceptable mean square error. He showed that his procedure results in only a small savings in sample size when compared to a conservative fixed sample procedure for the case of known variance. Carroll (1978) criticized this procedure because it does not give the user the flexibility of sampling selectively from the k populations.
~1. Introduction Blumenthal (1976) considered the problem of sequential estimation of the largest of k normal means when a bound is set on the acceptable mean square error. He showed that his procedure results in only a small savings in sample size when compared to a conservative fixed sample procedure for the case of known variance. Carroll (1978) criticized this procedure because it does not give the user the flexibility of sampling selectively from the k populations. Carroll (1978) defined a procedure which early in the experiment eliminates from further consideration those populations which are obviously not associated with the largest mean and hence provide little relevant information; his theoretical large-sample calculations indicate possible large savings in sample size with no corresponding increase in mean square error. In this paper we contrast the small sample behavior of the two approaches by means of a MonteCarlo simulation study; both known and unknown variance are considered.
Known Variance
We are dealing with independent identically distributed observations The goal is to estimate the larger mean v*=max(Vl'v 2 ) with a prespecified bound on the mean square error (MSE) r. The asymptotic theorems in Blumenthal (1976) and Carroll (1977) take place
the mean square error for estimating V by the larger sample mean based on n observations can be written
In order to control the MSE at a prespecified level r when 0 is known, Blumenthal (1976) Swanepoel and Geertsema (1976) and can be described fully as follows.
Step #1.
2
We take 0 = 1 throughout.
Choose a small value a, which is the probability of falsely eliminating the population associated with the larger mean. Letting ¢(¢) be the
Step #2. Define a stopping rule
Step #3 In order to investigate the small sample performance of N(a), we conducted a Monte-Carlo experiment with 500 iterations and various choices of a,r and~.
In Tables 1-4 we record the following information.
(1) Average value of N(a).
(2) N(a)r (3) Bias (4) Mean square error divided by r. This should be no more than 1 if we are to meet our goal of controlling MSE by the bound r.
The conclusion one can make from the information in Tables 1-4 is obvious; using elmination results in smaller (sometimes much smaller) sample sizes with no real increase in bias or mean square error.
Unknown Variance
For the case that the variance is unknown, the stopping time N B changes only in that 0 2 is now estimated by
The stopping time N E is again suggested by Swanepoel and Geertsema (1976) .
For a given a, we are going to take nO > 5. Define
where F 4 (f 4 ) is the distribution (density) function of a t distribution with four degrees of freedom. Define
The results of a Monte-Carlo experiment for this stopping time are given in Tables 5-8.
The conclusion is the same as the case of variance known. Using elimination decreases sample size without materially changing bias or mean square error.
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• Table 8 Mean square error divided hy r when the variance is unknown. Blumenthal (1976) considered the problem of sequential estimation of the largest of k normal means when a bound is set on the acceptable mean square error. He showed that his procedure results in only a small savings in sample size when compared to a conservative fixed sample procedure for the case of known varinncc. Carroll (1978) criticized this procedure because it does not give the user the flexibility of sampling selectively from the k populations. Carroll (1978) 20. hence provide little relevant information; his theoretical large-sample calculations indicate possible large savings in sample size with no corresponding increase in mean square error. In this paper we contrast the small sample behavior of the two approaches by means of a Monte-Carlo simulation study; both known and unknown variance are considered.
I •

