Abstract. We study the stability and oscillation of traveling fronts in a three-component, advection-reaction biodegradation model. The three components are pollutant, nutrient, and bacteria concentrations. Under an explicit condition on the biomass growth and decay coefficients, we derive reduced, two-component, semilinear hyperbolic models through a relaxation procedure, during which biomass is slaved to pollutant and nutrient concentration variables. The reduced twocomponent models resemble the Broadwell model of the discrete velocity gas. The traveling fronts of the reduced system are explicit and are expressed in terms of hyperbolic tangent function in the nutrient-deficient regime. We perform energy estimates to prove the asymptotic stability of these fronts under explicit conditions on the coefficients in the system. In the small damping limit, we carry out Wentzel-Kramers-Brillouin (WKB) analysis on front perturbations and show that fronts are always stable in the two-component models. We extend the WKB analysis to derive amplitude equations for front perturbations in the original three-component model. Because of the bacteria kinetics, we find two asymptotic regimes where perturbation amplitudes grow or oscillate in time. We perform numerical simulations to illustrate the predictions of the WKB theory.
Introduction.
Bioremediation is a promising biological method for restoring groundwater and soil contaminated with organic pollutants because of the advantages of low cost and in situ flexibility. A remedial procedure typically involves the injection of a limiting nutrient (O 2 , or electron acceptor) into aquifers with pollutants serving as the substrate (electron donor), in order to generate a biologically active zone (BAZ), where significant amounts of the indigenous bacteria grow to consume the pollutants.
Bioremediation was first systematically studied in theory and field applications in [1] , [2] , then modeled numerically in [14] , [13] , [6] , [8] among others. See [17] for the discussions of bioremediation from the technological and practical viewpoints. The above works showed that bioremediation is a complicated physical-chemical-biological process involving groundwater flow (advection/diffusion), microbial growth (nonlinear reaction), and heterogeneity (spatial variability). To extract key features of dynamics, coherent structures are particularly helpful. More recently, the role of traveling fronts in understanding the pollutant removal rates have been observed and analyzed in [19] , [16] . See also [7] , [23] for studies of traveling fronts in spatially random porous media; [20] , [22] for variable speed spherical fronts in two and three space dimensions.
One of the basic mathematical models characterizing the essentials of a biodegradation process was proposed and studied in Odencrantz, Valocchi, and Rittmann [18] , and in Oya and Valocchi [19] : The product form of nonlinearity in (1.1)-(1.3) is the commonly used Monod kinetic. In [19] there is a constant q m , the maximum substrate utilization rate, multiplying the Monod nonlinear terms. This constant is normalized to one in (1.1)- (1.3) .
We analyze the situation in which the nutrient is injected from the left end of a uniform tube where initial biomass and pollutants reside. The entering nutrient advects at a higher velocity v than that of the pollutant, R −1 f v. Hence, mixing occurs between these two over a certain spatial domain and causes the bacteria to grow. The growth of bacteria consumes both the nutrient and pollutants, and eventually the three components move together to the right. Mathematically, it is convenient to formulate the problem on the whole line, and the above process can then be described by the motion of traveling fronts. We are thus led to consider the initial value problem for (1. Murray and Xin [16] 
We see that S is strictly monotone increasing and A is strictly monotone decreasing in ξ. Moreover, the estimates (1.5)-(1.6) are independent of D. It is shown in [16] that the viscous (D > 0) traveling waves converge to a limiting inviscid smooth traveling wave as D → 0, satisfying the same bounds (1.5)-(1.7). As we discuss in detail in a later section, these inviscid traveling waves can be obtained much more easily by a phase plane analysis and they are unique up to a constant translation in ξ. The positive D does not change the traveling front speeds (1.6). A small positive D only slightly enlarges the width of fronts and has little effect on the dynamics because the system is predominantly advection-reaction. The same observation goes for the small amount of numerical diffusion in our simulations. Hence in the rest of this paper, we shall consider only the D = 0 limit of the system (1.1)-(1.3).
The existence of constant speed fronts does not mean, however, that they are dynamically attracting. In general, front solutions can move at constant speeds or time-dependent speeds (oscillatory), depending on the parameter regimes (see [19] ). It is this interesting dynamical issue that we address in this paper. The inviscid regime D = 0 is the convenient one for carrying out the analysis, in terms of either simple forms of traveling fronts or the front stability and oscillation.
We develop two key elements of the approach. The first is the observation that the A and S equations can be expressed as a conservative form in the new variables u = γR f S − A, w = γS − A. One sees at once that there is a conserved quantity of the system, namely, the integral u = γR f S − A. As a direct consequence, the speed of the traveling front is explicitly given by a Rankine-Hugoniot relation (see (1.6) of this paper) [11] . The second element is to derive simplified two-component and scalar models in the relaxation (large space and time) limit of the original system in conservative form. The two-component models have more explicit front solutions and help us gain understanding. In the nutrient-deficient (ND) regime (K A and K S are much larger than S + , A − ) of the two-equation model, we make use of the conserved quantity u to write the two equations of (A, S) into a single damped-driven wave equation with two distinct characteristic speeds, as long as the initial perturbation has zero spatial integral. It is this further reduction and the resulting wave equation that allows us to perform energy estimates and Wentzel-Kramers-Brillouin (WKB) analysis on front perturbations. The WKB analysis then extends to the original system to reveal front oscillations that are due to biomass kinetics. The analytical findings so obtained agree qualitatively with our direct finite-difference numerical simulations.
Even the reduced two-component system has rich dynamical properties. In the ND regime or when K A and K S are not small, we observe traveling-front stability. In the extreme ND regime (K A and K S tend to zero), we recover the two-equation model studied in [19] , where explicit oscillatory fronts are constructed. It is unknown whether these oscillatory fronts persist or eventually damped for any positive K A and K S , which requires a more refined analysis to address.
The rest of the paper is organized as follows. In section 2 we derive two-component models in the relaxation limit. There are two interesting regimes, the ND regime, where fronts are stable, and the nutrient-sufficient regime, where fronts are oscillatory. In section 3 we discuss explicit constant-speed traveling fronts in the ND regime of the two-component model, as well as those in closed form in the more general twocomponent model (where K A and K S stay away from zero). We also illustrate the traveling front of the original three-component model (with D = 0) as a saddle-node connection on the phase plane. In section 4 we carry out the asymptotic stability analysis on the traveling fronts in the ND, two-component model. In section 5 we perform WKB analysis in the small damping limit (or
1). In the two-component model, we derive amplitude equations for small front perturbations and find that front damping always exists. There is more damping to the faster (slower) moving perturbation to the right (left) of the front than to the left (right). In the ND regime of the original three-component model, we identify the source of front instability by deriving amplitude equations which show that perturbations can grow and oscillate in time in two regimes of parameters. One regime is oscillatory and occurs when both the retardation factor R f is large and
). The other regime shows front growth for transient time and occurs when Y, K A = K S are large and R f is close to one. In section 6 we show numerical results of second-and higher-order finite difference methods on the twoand three-component models. The analytical predictions in sections 4 and 5 agree qualitatively with the numerics. Comparison of the two-equation models with the full three-equation model show that the two-equation models approximate well in terms of the front speed and profiles if the relaxation condition (2.17) holds. Section 7 is the appendix for energy estimates, and section 8 contains a summary of results in the paper.
Derivation of two-component models.
2.1. Conservative form of the system. Hereafter, we consider the inviscid (D = 0) three-component biodegradation system:
The change of variables,
The integral u is conserved as (2.6) shows. System (2.6)-(2.8) is reminiscent of the Broadwell model
For discrete velocity gas motion, where v > 0 is given, see [3] . A well-known property [4] , [24] of (2.10)-(2.12) is that in the large space and time limit, the solutions converge to those of the reduced system (2.10)-(2.11) with the variable z given by (ρ, m) setting the right side of (2.12) to zero. The limit is also known as the fluid dynamic limit or relaxation [5] , [9] , similar to the derivation of Euler or Navier-Stokes equations from the Boltzmann equation in kinetic theory. 
Relaxation and two
The right side of (2.15) relaxes to its equilibrium state, or (2.16) to the leading order, provided the partial derivative of the left side to M is negative (stability requirement for relaxation [5] ). This is the case if
Similarly, the right side of (2.14) also relaxes to its equilibrium state, or
which has two solutions, either w = u or w = R −1 f u. By relaxation stability, the partial derivative (2.20) where the Heaviside function H(u) = 1, if u > 0; otherwise, H(u) = 0. The final relaxed equation is
with two other components given by (2.20) and (2.18) . The rigorous justification of this limiting process is discussed in [15] , where strong convergence of solutions as → 0 in space and time L 1 corresponds to the stable front regime. Equation (2.21) is a scalar conservation law with piecewise linear and convex flux function.
We now propose a two-component model taking into account the M relaxation (2.18) but keeping the (u, w) or (A, S) equations the same. Though simpler than the original system, this model preserves more structures than a scalar equation in that traveling waves are still smooth functions and not shock waves. Moreover, the twocomponent model and the original system share the same relaxation limit. A special two-component model is studied in [19] for oscillatory fronts.
We proceed with the derivation by updating the reaction term in (2.1)-(2.2) with (2.18):
The reduced system becomes
We undo the scaling in (2.23)-(2.24) to recover the two-equation system:
with R given by (2.22). We call (2.25)-(2.26) the general two-component model.
A solution of the two-component model is expected to be only close to that of the original system when time is large. For early and intermediate times, they are in general different unless the decay and yield coefficients (b, Y ) are large while satisfying (2.17).
Nutrient-deficient model. There are two distinguished limits in the general two-component model. The first limit occurs when (K
, the ND regime; the second limit occurs when (
, the nutrientsufficient regime.
In the first limit, we can further simplify (2.23)-(2.24):
which will be called the ND model.
In the second limit, R tends to
which has been integrated explicitly in [19] to find oscillatory traveling-front solutions of the form (S, A) = (S, A)(x − ct, t), periodic in t. The period of front temporal oscillation T is
Using both rigorous and formal analysis, we show that in the ND model the constant-speed traveling fronts (available in closed form) are dynamically stable. The formal asymptotic analysis also extends to the original three-component model to provide information on front oscillations.
Inviscid traveling fronts.

Explicit fronts in two-component models. Explicit traveling-front solutions of the form (u
The formulas are
whereγ = M b˜ . Such solutions are unique up to a constant translation in ξ. In the original variables (S, A) we have, in view of (2.5) and (3.3), the explicit expression of traveling fronts of system (2.27)-(2.28):
where c 0 is given in (3.3). To derive the formulas (3.3)-(3.5), we substitute the form of traveling fronts in (2.6)-(2.7) to get
Integrating (3.8) in ξ and applying the boundary conditions at infinity yield (3.3) and (3.4). Plugging (3.4) into (3.9), we get
Using (3.3), the above equality becomes
under the boundary conditions w(−∞) = a 1 , w(+∞) = a 2 , has a unique solution:
up to a constant translation in ξ. The formula (3.5) follows. We see from (3.4) and (3.5) that the wave profiles are strictly increasing in ξ:
In view of (2.4), (2.5), and (3.4), we have from (3.11)
The general two-component model system (2.25)-(2.26), (2.22) also has the traveling fronts in closed form. In fact, it is easy to verify that (3.3)-(3.4) remains the same and that (3.10) is replaced by
where G(w 0 ) = F (A(w 0 ), S(w 0 )), where A = A(w 0 ) and S(w 0 ) are A and S expressed as functions of w 0 using (2.5) and (3.4) , and where
Equation (3.13) can be integrated, and w 0 expressed in terms of the inverse of logarithmic functions. Details are carried out in Xin and Zhang [23] , where random porosity effects on front structures are analyzed for the two-component models. 
where G(A, S) is given by (2.9). As for the two-component model, we use the conservation form to reduce the first two equations to
and we rewrite (3.17) in terms of w 0 (by (2.5) and (3.4)) as 
Stability of traveling fronts.
We analyze the stability of the explicit fronts in the two-component ND model. As in the Broadwell model, the analysis is done by using the energy method [10] based on the monotonicity property (3.11)-(3.12) and the conservative form of the (2.6). Our stability result is as follows.
Then there exists a positive number δ depending only on (u 0 , w 0 ) and the coefficients of the system such that if To show stability, let us go to the moving-frame coordinate ξ = x − c 0 t t = t, and write (2.6)-(2.7) as
, and (4.4) reads
which gives upon integrating in ξ
Substituting (4.6) into (4.5) yields
where Γ is quadratic. Let us write (4.7) as
Equation (4.8) is a damped semilinear wave equation; in the appendix we show the decay of solutions using the energy method to complete the proof.
WKB analysis of front perturbations.
The stability theorem of section 4 seems to be restrictive. Here we perform formal WKB analysis to show that fronts are stable in the small damping regime for the two-component, ND model even without condition (4.1). Similar analysis extends to the original three-component system, predicting qualitatively the occurrence of front oscillations that are due to the biomass kinetics (namely M obeys a time-dependent ODE (1.3) and is not given by equilibrium 2.18). These formal results agree with our numerical experiments reported in section 6. 
Since we will be concerned with small perturbations, let us omit the nonlinear terms on the right side and consider the linear equation
The first three terms of (5.2) form a wave operator and the last two terms give rise to damping. Let us consider the small damping limit,γ 1, and the WKB ansatz of the solution as discussed by Whitham [21] :
where X =γξ, τ =γt are slow space-time scales. Note that for smallγ, the unperturbed fronts (A 0 , S 0 ) = (A 0 , S 0 )(X). The first and second derivatives of Φ are
We can write (5.2) as
Plugging (5.4) into (5.5) and collecting O(1) terms, we have the eikonal equation
which factors to give
showing that the phase Θ = (c 0 − v)
f v − c 0 for right (faster than front speed c 0 ) and left (slower than front speed c 0 ) moving perturbations. At order O(γ), we get the transport equation
that of a X is equal to
f ); and that of a reduces to
Therefore, (5.7) reduces to
The damping coefficient is γR f (R f − 1)S 0 (X). Since S 0 (X) is a monotone increasing function from zero at X = −∞ to S + at X = +∞, we see that for faster (> c 0 ) moving perturbation, there is more damping to the right of the front (at X = 0) than to the left.
In case Θ = (c 0 − R −1 f v) −1 X, the three consecutive coefficients in the transport equation are
, and
The transport equation eventually becomes
Since A 0 decreases from A − at ξ = −∞ to zero at ξ = +∞, we see that for more slowly (< c 0 ) moving perturbation, there is more damping to the left of the front (at X = 0) than to the right.
In any event, the front perturbations always get damped in the ND model. The larger the R f and γ, the more damping. The same analysis also shows that front damping is always present in the general two-component model for any positive and finite K A and K S . 
Oscillations in the three
, (5.14)
Linearizing about the traveling front (S 0 , A 0 , M 0 ) and denoting the perturbation by (S, A, m) , we have the system
where the operator L is
For small , (S 0 , A 0 , M 0 ) depends on ξ slowly and can be thought of as mainly depending on the slow variable ξ. For the coming WKB analysis, we assume that M 0 is a bounded function uniform in .
Let us consider WKB ansatz of the form
where X = ξ, τ = t, and (A 0 , S 0 , M 0 ) depend slowly on ξ (through X).
At leading order O(1), the eikonal equation on Θ is still (5.6). The m equation reads
which simplifies to
At O( ), we get the transport equation
Notice that the terms in the first bracket of (5.24) 
(5.27) Equation (5.27) can be written as
We see that to have front oscillation or instability, we must have G d ≤ 0; then O s gives the oscillation frequency. In the case of (5.28), the advection velocity c 0 − v should also be near zero to have steady oscillation in the moving frame. This is the case if R f is close to one, implying that K A , K S 1 to keep small. Even if K A and K S are large, they balance in each of the three terms of G d in (5.29) . Near the frontal region, we assume that A 0 , S 0 are of the same O(1). We further calculate
. We see that to avoid damping, we must havẽ
giving rise to growth or growth-induced oscillation. The oscillation frequency is now expressed as
which is fairly small except when M 0 happens to be large.
This regime is observed numerically to support biomass growth during an initial transient period (see section 6). 
and where
For the advection velocity vR
f − c 0 to be near zero, R f 1 is necessary. In the meantime, to make sure that each of the three terms in G d of (5.37) is bounded as R f → ∞, we need to impose
Now, for 1, we must also have 2α − 2 < 0. It follows that α ∈ [ 1 2 , 1). We still use the notationsb,k, y to calculate
giving the oscillation period
It is interesting that (5.43) is similar to (2.31), except that the exact value of β is not determined from our analysis.
The above regime is observed numerically to support temporal front oscillations for extended times (see section 6). 6. Numerical results.
Nutrient-deficient model. We simulate the ND, two-equation model
on the interval [−20, 20] . We use the standard second-order upwind scheme to discretize the advection terms and the Roe's Superbee limiter to compute sharp fronts also. See Leveque [12, Chapter 16] for details of this method. The reaction terms are treated explicitly.
In Figure 2 (top left) we show the initial data, the frontlike profiles of A and S with spatial perturbations which are localized oscillatory perturbations on the interval [−15, −5] with amplitude 0.1. The parameters are R f = 2, γ = 0.2, the spatial grid size = 0.05, and the time step = 0.025.
In Figure 2 (top right) we see that after a short evolution, at t = 0.5, the perturbation to the right (left) of the A (S) front quickly decays away. Here the A front is the fast front and the S front is the slow front. This is just as the WKB theory predicted.
In Figure 2 (bottom left) the remaining perturbation still exists at t = 5, although weakened; however, at t = 15 (bottom right), the perturbation gets sucked completely into the fronts.
For this calculation we verified that reducing space and time steps by a factor of two does not change the results significantly. In our calculations we used the fourth-order-centered finite difference method for the spatial derivatives and a variable order, variable time step Adams-BashforthMoulton method in time. The time step and method order for the time integration method was varied to ensure that the time integration errors were below 10 −6 . The number of spatial grid points was varied between 600 and 1000 to confirm that the solutions had converged to within an absolute error tolerance of 0.001. A small amount of artificial dissipation was included in the simulations by setting D = 0.1 × ∆x.
In the first regime we study, 
and M (x, 0) defined from the equilibrium by (2.18) when the solvability condition (2.17) is satisfied and M (x, 0) = M b otherwise.
In Figure 3 the solutions of the BM, EM, and ND are plotted at three time slices (t = 0, 400, 800) with waves moving to the right. Although the speeds are approximately equal (Figure 4) , the profile of the solution of the ND model is much steeper than those of the other solutions. Note how the equilibrium M in Figure  3 (b) closely tracks the M from the full three-equation model in Figure 3(a) . Equally important is that the broad S and A profiles of the EM are much closer to those of the BM than the corresponding M profiles.
The solution of the ND in Figure 3 (c) quickly converges to the traveling wave (3.4)-(3.5), c ND = 0.15556, confirming its strong stability. The profiles are significantly different from the broader traveling-wave profiles of the two-component EM with the traveling wave velocity c EM = 0.15525 (Figure 3(b) ) or the BM, with traveling wave velocity c BM = 0.15525 (Figure 3(a) ). The difference in profiles is not unexpected, since both K A and K S are small (away from ND regime). Even though ND solutions are much steeper, they move at the same speed.
The velocity plots (Figure 4) show the relative rates of convergence to the traveling wave. The BM solution converges more slowly and oscillates about the travelingwave velocity before settling down. The parameters above are near the limit of the solvability condition (2.17) with
where we expect the two models to be close. If b is made slightly smaller, the oscillations persist in the solution of the threeequation model and the solution becomes periodic. In this regime, the two-equilibriumcomponent model is no longer appropriate; however, the ND can still keep track of the mean value of the front velocity of the full three-equation model (in calculations not shown here).
When we reduce b to b = 0.02, the solution of the BM quickly converges to the periodic limit cycle shown in Figure 5 . The biomass profile is right after the A profile at t = 300, lags behind at t = 320, catches up, and overtakes the front, only to lag behind again at t = 380. Figure 6 (a) shows front locations in the reference frame of the ND traveling wave velocity, c ND = 0.15556. The acceptor front A (solid line) oscillates less than the substrate S (dashed line), and both are ahead of the peak of the biomass M (dashed-dot line). These conditions are also evident in Figure 6 In Figure 7 the space-time density plot of the BAZ, characterized by the function (6.5) for the BM, shows how the reaction zone advances ahead of the fronts but cannot sustain itself. After the initial transient time, the reaction zone oscillates persistently.
Next, we keep b = 0.02 and study the parameter range R f = 1.5, 5, 8.5, 12 ( Figure  8 ). The maximum value of M increases from a steady value when R f = 1.5 to higher and higher oscillatory values as R f increases. Notice how the frequency is only weakly dependent on R f in the time domain (Figure 8(a) ), but because the fronts slow down at higher R f , the increased frequency is dramatically evident in the spatial domain (Figure 8(b) ). The period increases approximately linearly with R f . This scaling is close to that of the exact solution in [19] , or β = 1 in (5.43). The phenomenon that the larger the R f the larger the oscillation period can be attributed to the fact that the A and S fronts have vastly disparate advection velocities and require a longer time to come together again.
In the second regime we study, Y is large, R f is close to one, and K A = K S are larger than O(A − ) = O(S + ) = 1. These conditions are consistent with the WKB analysis (5.28)-(5.35). We observe transient growth in biomass M and eventual saturation. We use the second-order upwind scheme for the A and S equations and the second-order Runge-Kutta scheme for the M equation. At each time step we find A and S first, then treat them as coefficients when updating the M . The method is explicit.
In Figures 9 and 10 Y = 100, K A = K S = 10, b = 0.5, γ = 3, and R f = 1.1; and the initial data for M is M b = 0.4. We illustrate in these two figures that the biomass growth is a transient phenomenon and it is saturated eventually. Figure 9 shows the profiles of the three components at t = 20 and t = 100. The biomass grows from M b = 0.4 and attains the maximum near the place where the A and S overlap. If we view the solutions at t = 20 as a perturbation of that at t = 100, Figure 9 illustrates that the biomass profile can grow in a transient time period under perturbation. We see in Figure 10 that the biomass spatial maximum peaks then asymptotes to a constant. 
Appendix.
Proof of Theorem 4.1. Multiplying (4.8) by Φ t and integrating over (x, t) to find is a shorthand for R 1 below: 
Multiplying Φ to (4.8), and integrating over (x, t), we get Setting λ =γµ, we see thatγ scales out of (7.12) and (7.17), and we need only to satisfy Using (7.15) and (7.16), we write (7.18) and (7.6) as 
