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INVESTIGATION OF SHOCK-INDUCED
COMBUSTION PAST BLUNT PROJECTILES
J. K. Ahuja 1 and S. N. Tiwari 2
SUMMARY
A numerical study is conducted to simulate shock-induced combustion in premixed
hydrogen-air mixtures at various free-stream conditions and parameters. Two-dimensional
axisymmetric, reacting viscous flow over blunt projectiles is computed to study shock-
induced combustion at Mach 5.11 and Mach 6.46 in hydrogen-air mixture. A seven-
species, seven reactions finite rate hydrogen-air chemical reaction mechanism is used
combined with a finite-difference, shock-fitting method to solve the complete set of
Navier-Stokes and species conservation equations. In this approach, the bow shock
represents a boundary of the computational domain and is treated as a discontinuity across
which Rankine-Hugoniot conditions are applied. All interior details of the flow such as
compression waves, reaction front, and the wall boundary layer are captured automatically
in the solution. Since shock-fitting approach reduces the amount of artificial dissipation,
all the intricate details of the flow are captured much more clearly than has been possible
with the shock-capturing approach. This has allowed an improved understanding of the
physics of shock-induced combustion over blunt projectiles and the numerical results can
now be explained more readily with one-dimensional wave-interaction model than before.
For Mach 5.11 the flow field is found to be unsteady with regular periodic oscillations
of the reaction front. There is a progression of higher frequency and lower amplitude
oscillations as the Mach number is increased with a steady flow observed at some point
I Graduate Re,catch Assislanl, Department of Mechanical Engineering. Old Dominion University, Nor[olk. Virginia.
: I-mincnl Professor, Deparlmcnl of Mechanical Enginccrialg. Old Domini(_n Universily, Norl_flk. Virginia 23529.
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above the C-J velocity. Numerical results show good qualitative agreement with the
ballistic range shadowgraphs. In addition, the frequency of oscillations, determined by
using the Fourier power spectrum is found to be in good agreement with the experiment.
Various parameters for the triggering of the instabilities have been identified. Projec-
tile diameter is one of the parameter and an unstable reaction front can be made stable by
choosing an appropriate small diameter projectile. The other parameter is the heat release
rate which, in turn, depends upon the free-stream pressure. A number of simulations of
shock-induced combustion past blunt projectiles in regular and large-disturbance regimes
are also made at a Mach number of approximately 5 and pressures in the range of 0.1 to
0.5 atm. For a free-stream pressure of 0.1 atm, the reaction front is steady; at a pressure
of 0.25 atm, the reaction front develops regular, periodic oscillations. As the pressure
is increased to 0.5 atm, the oscillations become highly pronounced and irregular. Com-
bustion with periodic oscillations has been classified as a regular regime and combustion
with large, irregular oscillations has been classified as alarge-disturbance regime. These
calculations are in agreement with the experimental observations from ballistic-range
tests. The transition from steady reaction front to regular, periodic oscillations, and then
to large-disturbance regime is explained by a one-dimensional wave-interaction model.
V
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Chapter 1
INTRODUCTION
1.1 Importance of Overall Research
The national commitment to the National Aerospace Plane (NASP) program and
other hypersonic vehicles such as Trans-Atmospheric Vehicle (TAV) and Aero-assisted
Orbital Transfer Vehicle (AOTV) have generated renewed interest in hypersonic flows.
Since these vehicles will rely on air-breathing propulsion, hypersonic propulsion is one
of the key areas being actively researched. For a successful design of the propulsion
system to be used for NASP, it is essential to have a clear understanding of the physics
of mixing and combustion at supersonic speeds in order to develop efficient engines.
The phenomenon of shock-induced combustion/detonation around bodies travelling at
hypersonic speeds into combustible mixtures is of great theoretical interest because of
the need to understand the basic mechanism of combustion instability. These chemical
instabilities are triggered and sustained via a close coupling between the gas dynamics
and chemical kinetics and are characterized by a periodic density variation behind the
shock. It also has a practical application in the development of hypersonic airbreathing
engines in which supersonic flow is maintained throughout the engine to avoid the losses
associated with slowing down the fluid. In supersonic combustion ramjet (SCRAM JET)
engines, strong shocks will most likely occur in local regions of the flow. The presence
of combustible mixture and shocks create conditions where detonation waves can be
formed. Thus, it is essential to study the instabilities associated with such conditions to
have a properly designed engine. The term detonation is applied to the process where a
shockand reactionfront follow eachothervery closelyand arepressurecoupled,while
shock-inducedcombustionimplies that theshockwaveandreactionfront aredecoupled,
i.e. the reactionfront doesnot influencethe shockdirectly. In this sense,detonationis
a limiting caseof the shock-inducedcombustionfor the typesof flow field considered
in the presentinvestigations.
Becauseof the limited experimentaldataavailablein this field, computationalfluid
dynamics(CFD)provesto beaviable tool to betterunderstandthephysicsof supersonic
combustionand high-speedflows. The presentresearchwill be a good validation tool
for the numericalcodesfor high-speedchemicallyreactingflows.
1.2 Applications and Motivation
Conventional ramjets are shown in Figs. la and lb. Figure la shows a supersonic
ramjet with subsonic combustion. In this conventional ramjet engine, free-stream air
at high supersonic speeds is compressed to a subsonic Mach number at the entrance
to the combustor. There are three principal components of the ramjet: (i) the diffuser,
through which air is admitted to the engine and in which the velocity is reduced and ram
pressure developed; (ii) the fuel injection system, with which fuel is introduced, vaporized
and distributed; and (iii) the combustor, which includes a flameholder, the combustion
zone where heat is released, and a nozzle through which the burned gases are ejected
rearward at high velocity. Fuel is injected into the combustor, and burning takes place
in a subsonic stream. It is advantageous over the standard gas turbines in the Mach
number range of 2 to 5, but is disadvantageous at hypersonic speeds. Figure lb shows a
hypersonic ramjet with subsonic combustion. In this ramjet free-stream air at hypersonic
speeds is compressed to a subsonic speed. Slowing from hypersonic to subsonic speeds
will result in large pressure losses and will cause very high temperature of air entering
the combustor inlet (much higher than the adiabatic fuel/air flame temperature), resulting
Figure 1 Schematics of some ramjet configurations: (a) Supersonic ramjet with
subsonic combustion; (b) hypersonic ramjet with subsonic combustion;
(c) hypersonic ramjet with supersonic combustion (Scramjet);
(d) oblique wave detonation engine where the fuel burns by the
oblique shocks; and (e) ram accelerator or ramjet in a tube concept.
in decomposition of the fuel rather than burning. Therefore, the engine will be a drag
device rather than a thrust device.
For an efficient propulsion system at hypersonic speeds, the combustion must take
place at supersonic speeds, for which two modes of propulsion are being proposed;
namely, the Scramjet (supersonic combustion ramje0 and Shrarajet (shock-induced com-
bustion ramjet). The Scramjet ([1]-[2]) is an integrated airframe-propulsion concept for
a hypersonic airplane. A schematic of scramjet is shown in Fig. lc. The entire under
surface of the vehicle is part of the scramjet engine. Initial compression of the air takes
place through the bow shock from the nose of the aircraft. Further compression takes
place inside a series of modules near the rear of the aircraft, thus increasing its pressure
and temperature. In the combustor, fuel (usually hydrogen) is injected into the hot air
by a series of parallel and perpendicular injectors where mixing and combustion takes
place at supersonic speeds. The expansion of burned gases is partially realized through
nozzles in the engine modules but mainly over the bottom rear surface of the aircraft. At
high Mach numbers, the fuel and air do not have enough time for mixing and, therefore,
the combustion efficiency decreases. Thus, in order to get the desired mixing, the length
of the combustor has to be long. Since the highest pressure and temperature in the en-
gine occur in the combustor, it has to be very strong; combined with the long length, it
increases the weight and the drag of the vehicle.
In order to reduce the size of the combustor, shock-induced combustion (Shram-
jet [3]) has been proposed, where, a shock is employed to increase the temperature of
premixed fuel and air to a point where chemical reaction will start. Figure ld shows
the schematic of Shramjet engine. In Shramjet, fuel is injected well upstream of the
combustor where temperatures are relatively low and this improves the fuel air mixing.
Apparent advantages of the Shramjet over the Scramjet engine includes very short-length
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combustorsand simple enginegeometries.The Shramjet'sability to operateat lower
combustorinlet pressureswill allow the vehicleto operateat a lower dynamicpressure
which lessensthe heatingloadson theairframe.Shramjetis expectedto performbetter
than scramjetin the Mach 12 to 15 range. In anotherconceptwhich is called the ram
acceleratoror ramjet-in-tube[4], a shapedprojectile is fired into a tube filled with a
premixedgaseousfuel/oxidizer mixture. Figure le showssucha concept.There is no
propellanton boardthe projectile. Ignition of the fuel/oxidizer mixture is achievedby
meansof a seriesof shock waves that increase its temperature until the ignition tempera-
ture is reached. The resulting energy release develops high pressure behind the projectile
and this accelerates the projectile to high velocities. The ram accelerator concept has
the potential for a number of applications, such as hypervelocity impact studies and as
a mass launcher system.
1.3. Literature Survey
In the 1950s the major research effort was directed toward understanding the initia-
tion, structure, and instability mechanism of the detonation wave. However, most of the
studies were concerned with the propagation of Chapman-Jouget type detonation in tubes
filled with combustible mixtures. The main characteristics of these flows is the presence
of two distinct fronts; the bow shock and the reaction front. These two fronts are sep-
arated from each other by a distance equal to the induction length. Another interesting
feature of these flows is the oscillatory behavior of the flow field; the entire flow field
pulsates in a periodic manner with a characteristic frequency.
The Chapman-Jouget (C J) velocity of a mixture (velocity with which a normal det-
onation propagates in the mixture) is an important parameter and is a characteristic of
the mixture. If the projectile is travelling at a velocity lower than the CJ velocity, the
flow field is observed to be highly unsteady and the free-stream velocity is referred to as
underdriven,while if theprojectilevelocityis higherthantheCJvelocity of themixture,
the flow field appearssteadyandthe free-streamvelocity is referredto asoverdriven.
In the past, many researchershaveconductedballistic rangeexperimentsto study
supersoniccombustion/detonation.In theseexperiments,projectileswere fired in dif-
ferent fuel-air mixtures,anddetonationstructuresaroundthe projectileswere recorded.
Zeldivich and Shlyapintokh[5] suggestedin 1960thatcombustioncan bestabilizedby
the shockwave producedby bodiesmoving at supersonicspeedsin combustiblemix-
tures. This techniquewaswidely usedto studycombustionin ballistic rangefacilities by
firing projectilesat supersonicspeedsinto quiescentcombustiblegasmixtures. In these
experiments,projectileswerefired in differentpremixedfuel air mixturesanddetonation
structuresaroundthe projectileswere recorded.If the projectileis flying abovethe C-J
velocity of the gasmixture, the detonationor reactionfront structureshowsa coupled
shock-deflagrationsystemnearthestagnationline of thebody.Thesetwo fronts separate
from eachother asone movesaway from the stagnationline. The separationbetween
the two fronts occursas soon as the velocity componentnormal to the bow shock is
equalto thedetonationvelocity. Theseparationbetweenthebow shockandthe reaction
front is called the induction zone.
In 1961Rueggand Dorsey[6] investigatedthe problemand effectsof stabilizing
combustionon 20 mm diametersphericalprojectilesflying through a quiescentcom-
bustiblemixture. Combustionproduceddetectableeffectson the shapeandpositionsof
shockwave at Machnumbersbetween4 and6.5 andabovea pressureof one-tenthat-
mosphere.Ignition delaywasobservedbehindthebow shock,thuscausinga separation
betweenthe bow shockand the reactionfront. Strongcombustiondriven oscillations
were alsoobservedwith frequenciesup to one-tenthmegacyclesper second.
Behranet al. [7] conductedsimilar ballistic experimentsby firing 9 mm plastic
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spheres into hydrogen-air and hydrogen-oxygen mixtures at 1500-3000 m s -1. They
also observed that at velocities higher than C-J velocities a steady combustion front is
established, while at lower velocities unstable forms of oscillations appear. The period
of oscillations was found to be equal to the induction time for self-ignition.
Toong and his associates [8-10] conducted a series of experiments using conical and
spherical projectiles to study the initiation and decay of chemical instabilities. Projectiles
were fired into lean acetylene-oxygen and stoichiometric hydrogen-air mixtures. They
proposed the wave interaction model to explain the instabilities in the structure of the
detonation wave. Their model explains how compression waves can be formed when a
new reaction front develops in the induction zone between the normal segment of the
bow shock and the original reaction front. These compression waves lead to a cyclic
process which is compatible with most of the observed features of the flow. However, the
strength of the compression waves remained unresolved in their wave-interaction model,
which is an important factor in determining if such a model is physically possible. Alpert
and Toong [9] included the effect of the strength of the compression waves and proposed
a modified form of the wave-interaction model.
Alpert and Toong [9] investigated detonation-wave structures by firing a spherical
projectile with a diameter of 12.7 mm at 200 torr initial pressure in a hydrogen-oxygen
mixture. They proposed that the periodic density variations appear in two main types
(or regimes) of flow. In the regular regime, the widespread density variations are highly
regular. The second regime, which is the large-disturbance regime, is characterized both
by density variations that are less regular but far more pronounced than those of the first
regime and by distortions of the bow shock. The regular regime has high frequency, low
amplitude periodic oscillations, while the large-disturbance regime is characterized by
low frequency, high amplitude oscillations. Alpert and Toong concentrated most of their
attention on the large-disturbanceregimeand proposeda modified form of the wave-
interactionmodel to explain the large-disturbance-regimecase.
In 1972Lehr [ 11]conductedadetailedexperimentalstudyto extendthedatabasefor
a wide rangeof projectileshapesandcombustiblemixtures.Theprojectileshapestested
included not only spheresbut cones,bi-cones,and fiat-noseprojectiles. The mixtures
includedhydrogen-air,hydrogen-oxygen,methane-air,andmethane-oxygen.The results
werein generalagrementwith thepreviousstudies.The shadowgraphsalsorevealedfor
the first time somethreedimensionalstructureof the flow.
Oppenheimet al. [12] publishedanexcellentreview of detonationresearch.They
concentratedon thedevelopmentof the detonationwave, its stability, and its structure.
Theyemphasizedthat a changeto any of the parameters,suchasthecompositionof the
mixture, its initial pressure,or thediameterof thetube,causesavariationin theamplitude
of the oscillationsof the detonationwave. This variationprogressivelyincreasesasthe
limits of thedetonationareapproachedin thecomposition,initial pressure,or diameter.
Consequently,the wave canpossiblybecomequite unstable.
Severalresearchers[13-18] haverecentlyattemptedto numericallysimulateLehr's
ballistic rangeexperiments[11], but havemetwith limited success.Youngsteret al. [13]
and Lee et al. [14] simulated Lehr's experimental data for Mach 4.18, 5.11, and 6.46.
They used Euler equations coupled with species equations to capture the shock and the
reaction front. The reaction model used was hydrogen-air mixture of six species and an
inert gas such as Argon or Nitrogen and eight reactions. The flow field was found to be
steady in contrast to the experimental evidence that the flow field is, indeed, unsteady.
For the test conditions of stoichiometric hydrogen-air mixture, the detonation wave speed
of the mixture is Mach 5.11. Experimentally, it has been demonstrated in Lehr's work
that Mach 5.11 and 4.18 show structural instabilities of the detonation wave which
disappearif the flight Mach numberis increasedbeyondMach 5.11. Further,the flow
field wasnotwell resolved.Theyused32x 32and57x 41sizegrids,respectively,in their
blunt bodycalculations.Thesegridswerenotsufficientto resolvetheflow field correctly.
Wilson et al. [15] conductedadetailednumericalinvestigationof theshock-induced
combustionphenomena.They usedEuler equationsand a 13-speciesand33-reactions
chemistrymodel. They showedthevalidity of the reactionmodelsandthe importance
of grid resolutionneededto properlymodel the flow physics.They did highly resolved
calculationsfor Lehr's Mach5.11andMach6.46caseswith adaptivegrid. Thecalcula-
tions werenot time accurate,so thatthe unsteadybehaviorwasnot captured.However,
for caseslower thanMach5.11, theycould successfullycapturetheinstabilities.
Sussmanet al. [16]-[17] also studiedthe instabilities in the reactionfront for a
Mach numberof 4.79. They also usedEuler equationsand a 13-speciesand 33-reac-
tions chemistrymodel. They have proposeda new formulationbasedon logarithmic
transformation.It greatlyreducesthenumberof grid pointsneededto properly resolve
the reactionfront. They successfullysimulatedthe unsteadycase. However, the fre-
quencywas slightly underpredicted.
MatsuoandFujiwara[18]-[19] havestudiedtheinstabilitiesof shock-inducedcom-
bustionaroundanaxisymmetricblunt body. TheyusedEulerequationsand a simplified
two-stepchemistrymodel. They investigatedthe growth of periodic instabilities by a
seriesof simulationswith varioustip radii and showedthat theseperiodic instabilities
are relatedto shock-standoffdistanceandinductionlength. Theyproposeda new model
basedon McVey and Toong's model [8]. The instabilities in the reactionfront were
explainedby their model.
The key parametersfor the triggeringof instabilitieshasbeenidentified by vari-
ous parametricstudies[20]-[22]. Matsuo and Fujiwara [20] and Ahuja and Tiwari [21]
showed that an underdriven case, which shows instabilities in the reaction front, can be
made stable by having an appropriately small size projectile and an overdriven case can
be made unstable by having a large size projectile. Kumar and Singh [22] concluded that
the key parameters for triggering these instabilities were projectile velocity, activation
temperature, projectile nose radius, reaction rate constant, and heat release.
Tivanov and Rom [23] conducted an analytical study based on an energy equa-
tion and a chemical rate equation for the flow of a detonable gas mixture over a blunt
body. They evaluated the conditions for the stability of the detonation process and the
appearance of the oscillations. The frequency of oscillations matched very well with the
experimental data.
Matsuo et al. [24] simulated the regular and large disturbance regime cases of
Ruegg and Dorsey [6] using two-step chemistry model. With a series of simulations
the large disturbance regime was explained with a new one-dimensional wave-interaction
model. Their results revealed that the intensity of heat release was a key parameter in
determining the regime of the unsteady flow. Flow features of the unsteady combustion
with low-frequency and high-amplitude oscillation, known as large-disturbance regimes,
are reproduced when the concentration of the heat release is very high. For moderately
high heat release, a high-frequency, low-amplitude periodic unsteadiness that belongs to
regular regimes was observed.
Ahuja et al. [25]-[29] used the Navier-Stokes equations with a nine-species and
eighteen-reactions and seven-species and seven-reaction H2-air reaction model to simu-
late Lehr's Mach 5.11 and 6.46 cases. They used both shock-capturing and shock-fitting
method to resolve the flow field for the above two cases. Shock-fitting method gave
much better results with all the intricate flow features very well resolved. The Mach 5.11
case was found to be unsteady while the Mach 6.46 case was macroscopically stable.
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The frequencyof oscillationswas found to be in goodagreementwith the experimen-
tal frequency. Ahuja et al. [30] also simulatedRueggand Dorsey's [6] regularand
large-disturbancecasesandtied their numericalresultswith MatsuoandFujiwara's [24]
one-dimensionalwave-interactionmodel to explainthe large-disturbanceregime.
All the investigationsconsideredso far dealt with ballistic rangeexperimentsand
their simulations.Theprimaryfocuswasonblunt bodies,i.e.,detacheddetonationwaves.
Attention will now bedivertedto attacheddetonationwaves,i.e., flow fields involving
sharpnosedbodies. The experimentalevidenceof attacheddetonationwavesis very
sketchy,andeven theexperimentsthemselvesarecontroversial.
Grosset al. [31] conductedaseriesof experimentsinvolving shock-inducedcombus-
tion/detonationin a H2-airmixture. The experimentswereconductedin a Mach 3-plus
flow of H2-air mixture at total temperatureof 833 K. They claimed to haveobtaineda
steady,planerandreproducibleattacheddetonationwave. Prattet al. [32] re-examined
their resultsandconcludedthat whathadbeeninterpretedasanattachedobliquedetona-
tion wavewas in fact a non-reactingstrongobliqueshockformeddueto shock-induced
combustiondownstreamof thetestsection,off camera,which increasedthebackpressure
and, thus, supportedthe strongshockwave.
Adelmanet al. [33] designeda proof-ofprincipleexperimento beconductedat the
NASA AmesResearchCenter.But, they incorrectly identifiedthe C-J turning angleas
the maximumstabilizationangleof the obliquedetonationwave.
In the last few years,a largenumberof numericalcomputationsinvolving attached
detonationwavehaveappearedin the literature.Fortet al. [34] studiedtheshockinduced
combustionof premixedH2-airovera rampusingtheRPLUS code.The chemistrywas
modelledby an 18-stepmodel. The simulationswerecarriedout for variouswedgean-
glesfor bothviscousandinviscid flows, andit wasconcludedthat anystudyof attached
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oblique detonation wave that ignores viscous effects is incomplete, if not in error. Their
results also showed an ignition hysteresis phenomena.
Singh et al. [35] conducted a numerical study to address the structural stability of
an oblique detonation wave. They used Navier-Stokes equations coupled with a seven-
species and seven-reaction H2-air model. The viscous effects were included to account
for the elliptic influence of the viscosity in the near lip region. All the calculations were
time accurate. They concluded that an oblique detonation wave is a stable phenomenon
as long as a sufficient amount of overdrive is present.
Li et al. [36] studied combustion mechanisms applicable to ram accelerators using
numerical simulations. Their study showed that it is possible to generate steady deto-
nation waves over wedge surfaces under appropriate flow and mixture conditions. They
used the Flux-Corrected Transport (FCT) algorithm to solve mass, momentum, energy
and species density equations. The chemical reactions were simulated by using a two
step reaction model. In addition, all diffusive transport processes were neglected.
The instability in the structure of the reaction front originates in the induction zone
which separates the bow shock and the exothermic reaction front in the nose region of
the flow field and then spreads outwards. In order to capture the physical instabilities,
the calculations must be carried out for long times to ensure that all relevant time scales
are being captured. Since all numerical schemes have some numerical diffusion, which
is dependent on the grid resolution, a coarse grid may damp these oscillations. Further,
the numerical damping added to the scheme in the vicinity of the reaction front may
damp or alter the instability modes. The objective of this study is to investigate, in
detail, the shock-induced combustion phenomena for the premixed stoichiometric H2-air
mixture flow at hypersonic speeds. The analysis is carded out using the axisymmetric ver-
sion of the SPARK2D code [37], which incorporates a 7-species, 7-reactions combustion
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model for hydrogen-air mixture. The code also incorporates a 9-species and 18-reactions
hydrogen-air model. The code has both shock-capturing and shock-fitting capabilities.
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Chapter 2
PHYSICAL PROBLEMS AND CONCEPTS
In this chapter we shall be explaining some of the shadowgraphs of Lehr [11] and
Ruegg and Dorsey [6]. Later in the chapter some of the concepts of shock-induced
combustion shall be discussed followed by various models to explain some of the
phenomenon in shock-induced combustion.
To help explain the experimental shadowgraphs, a schematic of shock-induced
combustion is shown in Fig. 2.1. The figure depicts a supersonic, one-dimensional
flow of combustible gas which encounters a stationary normal shock. The temperature
upstream of the shock is too low for combustion but the temperature behind the shock
is high enough to induce combustion. As the gas passes through the shock, the rise in
temperature initiates the chemical reactions which leads to burning. Because it takes
time for the gas to reach the ignition temperature, the gas during that time shall travel
downstream before ignition can occur if the fluid motion is relatively fast. This cause a
separation between the bow shock and the energy release front. This separation between
the bow shock and the energy release front is referred to as the induction zone. The
induction zone is characterized by an almost constant values for the fluid quantities
such as temperature, density, and pressure after the shock. The length of the ignition
zone is determined by the ignition time at the post-shock conditions and the fluid speed
downstream of the shock. The pressure across the energy release front is nearly constant,
the temperature rises, and the density drops. After the energy release front, pressure rises,
while temperature and density relatively remains constant. What we observed in a tube
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Figure 2.1 Schematic of shock-induced combustion.
filled with combustible gas mixture can also take place in external flows where a blunt
projectile is fired in a combustible gas mixture.
2.1 Experimental Work of H. F. Lehr
In 1972 Lehr [11] conducted a detailed experimental study for a wide range of
projectile shapes and combustible mixtures. The experimental shadowgraphs of Lehr
were chosen to support the numerical simulations presented in this work. This is because
the quality of the shadowgraph available is excellent and therefore numerical results can
be more clearly tied to the experimental results. In Lehr's work spherical nosed projectiles
of 15 mm diameter were fired in stoichiometric hydrogen-air mixtures for a range of Mach
numbers so that both steady and unsteady flow phenomenon are represented. In unsteady
cases only regular regimes are included in his work. Table 2.1 at the end of the chapter
describes the various free-stream conditions used in Lehr's work and the corresponding
frequencies of oscillations. In the current numerical simulations we have chosen two
cases from the spectrum of cases of Lehr's work. These are Mach 5.11 and 6.46 cases.
Reason we choose Mach 5.11, because it is the most controvercial case. ExperimentaUy
it has been observed that Mach 5.11 shows instabilities in the reaction front whereas
numerically no researcher has ever been able to show these instabilities. Though for
lower than Mach 5.11, earliar researchers have successfully simulated the instabilities.
Mach 6.46 is the superdetonative case where the instabilities disapperas.
Ballistic range shadowgraph pictures for Mach 5.11 and Mach 6.46 from Lehr's
experiments are shown in Figs. 2.2 and 2.3, respectively. In both cases, a free-stream
temperature of 292 K and a pressure of 42663.2 N/m 2 (320 mm of Hg) is used along
with a stoichiometric mixture of hydrogen-air. The projectile diameter was 15 ram. At
these conditions the C-J Mach number of the mixture is 5.11.
Figure 2.2 shows two discontinuities separated from each other. The outer front
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Figure 2.2 Shadowgraph of a spherical nose projectile moving at Mach 5.11 into a premixed stoichiometric
hydrogen-air mixture (Courtesy of Dr. H. F. Lehr).
Figure 2.3 Shadowgraphof a spherical noseprojectile moving at Mach 6.46 into a premixed stoichiometric
hydrogen-air mixture (Courtesy of Dr. H. F. Lehr).
is the bow shock and the inner front is the reaction front produced by ignition of the
heated H2-air mixture. The separation between the shock front and the reaction front is
called an induction zone. The separation between the two is minimum near the stagnation
point and increases as the shock curves around the body, due to increase in induction
distance (decrease in post shock temperature) away from the stagnation zone. In general,
the ignition time is inversely related to the temperature because the chemical reactions
proceed faster (and the separation becomes smaller) with increasing temperature. A close
examination of the shadowgraphs reveals that as the flow crosses the bow shock, the color
changes from light to dark, indicating an increase in density. But, as the flow crosses
the reaction front, the color changes from dark to light, indicating a decrease in density
across the reaction front. This is due to a large release of energy across the reaction front,
causing an increase in the temperature; since the pressure remains relatively constant, the
density must decrease. Another interesting feature is the presence of corrugation in the
reaction front. These corrugations are caused by the pulsation of the reaction front. The
frequency of this pulsation was determined to be 1.96 MHz [ 11, 38].
Figure 2.3 is for the Mach 6.46 case, and it is seen that the reaction front is coupled
with the shock near the stagnation line and up to about 60-65 degree body angle from
the stagnation line. This is because of a very high post-shock temperature at Mach 6.46
that causes the induction zone to become so narrow that it appears that the two fronts are
merged with each other. Decoupling begins further downstream from the stagnation line
when the post-shock temperature starts decreasing and, therefore, the induction distance
increases. Further, both the bow shock and the reaction fronts are smooth without any
visible instabilities. Thus for an overdriven case of Mach 6.46, the instabilities have
disappeared. References [11, 38] show other underdriven cases where it has been shown
that the instabilities in the reaction front become more pronounced as we reduce the
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projectile velocity lower than the C-J velocity of the mixture. In all these cases the
projectile diameter was fixed as 15 mm.
2.2 Experimental Work of Ruegg and Dorsey
Depending upon the magnitude of various parameters, the detonation wave can be
stable or unstable. Further, the instabilities in the detonation-wave structure can be highly
periodic; these instabilities are termed as "regular regime". The instabilities can also be
highly pronounced and irregular with large-amplitude oscillations and a distorted bow
shock. These oscillations have been classified in the literature as the "large-disturbance
regime". Ruegg and Dorsey [6] fired a projectile with a diameter of 20 mm in a
stoichiometric hydrogen-air mixture at various free-stream pressures and Mach numbers.
Tests were made at pressures from 0.0:26 to 1 arm (absolute) and at Mach numbers up to
6.5. The effects of combustion on the wave shape and position were detected at pressures
of 0.1 atm and higher and for a range of Mach numbers from 4 to 6.5. Results between
pressures of 0.5 and 1 arm were qualitatively similar. When the Mach number was kept
approximately constant in the range of 4.8 to 5 and only the free-stream pressure was
changed from 0.1 to 0.25 arm, the reaction front changed from a stable to a periodic
unstable front. For the same Mach-number range, the reaction front instabilities became
highly pronounced (with large amplitudes) and irregular when the pressure was increased
to 0.5 atm. The bow shock was completely distorted by the reaction front, and the period
of oscillation became much higher than the regular periodic case.
In the present study, some of the cases of Ruegg and Dorsey's [6] experimental
work have been simulated numerically to demonstrate the transition from steady regime
to regular unsteady regime to large-disturbance unsteady regime as the free-stream
pressure is changed from 0.1 to 0.:25 to 0.5 arm (the free-stream Mach number is kept
approximately constant around 5). Table 2.2 at the end of this chapter describes the
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Figure 2.4 Ruegg and Dorsey's ballistic experiments shadowgraphs (a) M=5.4; p=0.5 atm; Air (b) M=4.3;
p--0.5 atm, (c) M--4.8; p=0.5 atm (d) M=5.5; p=0.5 atm (e) M--6.3; p=0.5 atm and (f) M=5.0; p=0.1 atm.
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Figure 2.5 Ruegg and Dorsey's ballistic experiments shadowgraphs for p=0.25 atm
(a) M=4.4; .3H2 + .7N2 (b) M=4.5 (c) M=4.9 (d) M=5.1 (e) M=5.9 and (f) M=6.5.
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Figure 2.6 Enlarged experimental shadowgraph for M=5.0; p=0.1 atm.
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Figure 2.7 Enlarged experimental shadowgraph for M--4.9; p--0.25 aim.
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Figure 2.8 Enlarged experimental shadowgraph for M=4.8; p=0.5 atm.
various free-stream conditions used in Ruegg and Dorsey's work. Figures 2.4 and 2.5
show schlieren shadowgraphs of a series of experiments done by Ruegg and Dorsey
[6] under various free-stream Mach-number and pressure conditions. Figure 2.4a is the
schlieren shadowgraph of the missile in air; Fig. 2.5a is the shadowgraph for the same
missile fired in a mixture of nitrogen and hydrogen. These results are presented here
for comparison with those in the combustible gas. Figures 2.4 and 2.5 show additional
results for the stoichiometric mixture of H2 and air. At M = 4.3 and p = 0.5 atm, Fig.
2.4b shows a discrete region of reaction front that surrounds the sphere. A smooth bow
shock is also visible. As the Mach number is increased, the reaction front and shock
front merge to give smooth and continuous discontinuities at M -- 6.3, as shown in Fig.
2.4e. However, at a pressure of 0.5 atm and M = 4.8 as shown in Fig. 2.4c and at M =
5.5 as shown in Fig. 2.4d, the bow shock and the reaction fronts are completely distorted.
The oscillations in the reaction front become pronounced due to high heat-release rates.
Figure 2.4f shows the results for M = 5.0 and p = 0.1 atm. At this low pressure, the
bow shock and the reaction front are both smooth and are separated from each other by
a large induction region.
When p = 0.25 atm (Figs. 2.5b-2.5f), a dark combustion wave is clearly visible.
For M = 4.5 and p = 0.25 atm, Fig. 2.5b clearly shows the smooth bow shock and
the reaction front separated near the stagnation region; this separation increases as we
move away from the stagnation region. The key point to" emphasize here is that both the
bow shock and the reaction front are smooth, with no visible oscillations. An increase
in Mach number to 4.9, as shown in Fig. 2.5c, triggers periodic instabilities. The bow
shock is nearly smooth; however, the reaction front appears highly periodic. A further
increase in Mach number from M = 4.9 (Fig. 2.5c) to M = 5.1 (Fig. 2.5d) to M = 6.5
(Fig. 2.5f), causes these instabilities to disappear. Consequently, a smooth reaction front
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evolves,which mergeswith the bow shock.The separationbetweenthe bow shockand
the reactionfront (i.e., the inductionzone)decreasescontinuouslyin Figs. 2.5d through
2.5f as the Mach number increases. This decreaseresults from the high post-sbock
temperature,which causesthe two fronts to nearlymerge.
In the presentstudy, we simulatethreecases. The first casecorrespondsto Fig.
2.4f at Mach numberof 5 and pressureof 0.1 atm. This caseis steady; the reaction
andshockfronts aresmooth.The secondcasecorrespondsto Fig. 2.4c at M = 4.8 and
p = 0.5 atm. This caseis a large-disturbanceregimecase; it showsa distortedbow
shockand large-amplitudenonperiodicoscillationsof the reactionfront. The last case
is shownin Fig. 2.5c; here,p = 0.25atm and M = 4.9. In this case,the bow shockis
separatedfrom the reactionfront by an inductionzone.The bow shockis quite smooth,
but the reactionfront showsperiodic oscillations. This caseis a regular-regimecase.
Figures2.4f, 2.5c,and2.4careenlargedfor clarity in Figs. 2.6,2.7 and2.8respectively.
Wave-detachment distances for the shock wave and the combustion wave are compared
with experimental and analytical results. The results are interpreted with the concepts
developed by Oppenheim et al. [12] and the model developed by Matsuo et al. [24].
Simulations are carried out with the shock-fitting technique.
2.3 MeVey and Toong's One-Dimensional Wave-Interaction Model
In order to explain the instabilities in the reaction front both in Lehr's Mach 5.11
case and Ruegg and Dorsey's regular regime case, McVey and Toong proposed a one-
dimensional wave interaction model. An x-t diagram of the complete cycle of events for
the postulated instability model is shown in Fig. 2.9. The figure contains the features along
the stagnation streamline in time. The steps referred to in the following are designated in
the figure. The cycle of events starts at a time when the contact discontinuity approaches
the original reaction front. At Step 2 the hot gases behind the contact discontinuity begins
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Figure 2.9 McVey and Toong's one-dimensional wave-interaction model.
to react, generating compression waves which propagates upstream and downstream. At a
somewhat later time (Step 3), the contact discontinuity reaches the position of the original
reaction front, extinguishing the reaction at this point and generating rarefaction waves.
The reaction front begins to recede because of the increasing induction time of the colder
fluid within the entropy zone. At a later time (Step 4), the compression wave generated
earlier at the new reaction front interacts with the bow shock, thus strengthening it,
reflecting a weak rarefaction, and producing another contact discontinuity. The incident
rarefaction generated by the extinguishing of the original reaction front penetrates the
bow shock, thus weakening it, and generating a zone of decreasing entropy. The cycle
of events is completed as the contact discontinuity followed by the zone of decreasing
entropy approaches the receded reaction front (Step 1).
McVey and Toong described how the compression waves and contact discontinuities
present in the interaction model can explain the various features observed in experimental
shadowgraphs.
The interaction model of the Alpert and toong added more complexity to the
model of McVey and Toong by accounting for the strength of the compression waves
created by the exothermic reactions in the new energy-release front. Accounting for such
effects was deemed necessary to investigate the large-disturbance regime because it had
been observed that the oscillations in this regime were more likely to occur when the
DamkShlar parameter (the ratio of chemical energy released to the sensible energy present
before reaction) was large. The Alpert and Toong mechanism theorizes that four periods
of a type similar to the model by McVey and Toong occur within each large-disturbance
period. Each of the McVey and Toong type of interactions are slightly different and occur
in such a way that one of them is re-enforced and effects the flow much more than the
others. This could cause the irregular behavior observed in the large-disturbance case.
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Becauseof the complexityof the Alpert andToongmechanismwe shall notdiscussthis
methodhere. Insteadwe shall beusinganothersimplemodeldevelopedby Matsuoand
Fujiwara [24] to explain the large-disturbanceregimecase.
2.4 Matsuo and Fujiwara's One-Dimensional Wave-Interaction Model
The wave interaction in the regular regime case of Lehr or Ruegg and Dorsey showed
a completely different structure from that of the large-disturbance regime of Ruegg and
Dorsey. The regular corrugated structure of regular regime disappears in the large-
disturbance regime case and is replaced by a non-periodic oscillations of large amplitude.
The oscillations become much more pronounced with low frequency and high amplitude.
Further the period of oscillations for large-disturbance regime is 4-5 times that of the
regular regime case. The mechanism of the large disturbance regime is also dominated
by the wave interactions but the role of wave and interactions change from those of the
regular regime.
The most important point of the mechanism of the regular regime is different
induction time before and behind the contact discontinuity. On the other hand, the
large-disturbance regime shows a new feature of periodicity. The extremely strong
exothermicity occurs on the reaction front, and causes the strong reaction shock toward
the bow shock and the body surface. The reaction shock is so strong that the gas behind
the reaction shock is compressed very much, and the exothermic reaction follows and
accelerates the reaction front. The phenomenon is considered to be onset of" explosion
within an explosion", producing two strong shock waves in opposite directions. The
forward shock is referred to as "superdetonation" and moves into unburned gas. In the
opposite direction a shock moves into the burned gas and is known as "retonation".
The mechanism is usually observed as a typical example of deflagration-to-detonation
transition (DDT).
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Figure 2.10 Matsuo and Fujiwara's one-dimensional wave-interaction model.
The detonation wave in the unburned gas behind the bow shock overtakes and
penetrates the bow shock, then the reflected shock and the contact discontinuity are
generated. The intersection point of the bow shock, the detonation wave and the reflected
shock is called the triple point which is usually observed in the detonation wave structure.
After the penetration, the detonation wave cannot develop the self sustained detonation
in front of the projectile body. Eventually the bow shock wave accelerated by the
penetration of the detonation wave with respect to the projectile body is decelerated,
and the transition from detonation to shock-deflagration system, which is the ordinary
shock-induced combustion appears.
Figure 2.10 is the model proposed by Matsuo and Fujiwara to explain the large-
disturbance regime. The steps to be referred in the following are indicated by the
bracketed numbers in the left hand margins of Fig. 2.10. The beginning of the cycle
is shown at Step 1, when "explosion within an explosion" occurs on the reaction front,
and then the reaction shocks propagate upstream and downstream. The forward shock
referred to as "superdetonation" moves into the unburned gas, and the backward shock
referred to "retonation" moves into the burned gas. The superdetonation speed is much
faster than the retonation speed due to acceleration by the following reaction front. At
Step 2, the detonation wave overtakes and penetrates the bow shock. Then the bow
shock and the detonation wave creates a triple point and generates a reflected shock and
a contact discontinuity. The bow shock is accelerated by the penetration, and the gas
behind the bow shock is much compressed. At Step 3, the bow shock is decelerated and
the bow shock and the reaction front becomes separated. At Step 4, the retonation wave
and the reflected shock reach the body surface and the reflected compression waves go to
the bow shock. The reflected compression wave interacts with the bow shock at Step 5,
and the contact discontinuity is created. The temperature behind the contact discontinuity
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is higher than that before it, so that the induction time becomes shorter. At Step 6, the
contact discontinuity reaches the original reaction front, and the "explosion within an
explosion" occurs on it and the cycle of events is completed.
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Table 2.1 H.F. Lehr's Experimental Ballistic-Range Data
Projectile diameter = 15 mm
Free-stream pressure = 0.42 arm. (320 mm of Hg)
Free-stream temperature = 292°K
Combustible gas: stoichiometric hydrogen-air mixture
2H2 + 02 + 3.76N2 ---, 2H20 + 3.76N2
Mach No.
6.46
5.11
i
5.04
4.79
4.18
Free-stream velocity,
u (rn/sec)
2605
2058
2029
1931
1685
Free-strea.m velocity (u)(s_c)Detonation velocity (D)
1.27
1.00
i
0.99
0.94
0.82
Frequency
f(MHz)
1.96
1.04
0.72
0.15
Table 2.2 Free-Stream Conditions for Ruegg and Dorsey's Data
Projectile diameter = 20 mm
Combustible gas: stoichiometric hydrogen-air mixture
2H2 + O2 + 3.76N2 _ 2H20 + 3.76N2
Mach No.
5.0
4.9
4.8
0.25
0.5
Too, ° K
300
300
300
Case
Steady Regime
Regular Unsteady Regime
Large-Disturbance Unsteady
Regime
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Chapter 3
GOVERNING EQUATIONS AND METHOD OF SOLUTION
In this chapter we shall be describing the basic governing equations used to numerical
simulate the physical problem for the chemically reacting flows. Also detailed chemistry
and thermodynamics models used shall be discussed. Finally, to include the effects of
diffusion of momentum, energy and mass, kinetic theory based diffusion transport models
are incorporated into the program. Details of the models shall be discussed.
3.1. Basic Governing Equations
The physical model for analyzing the flow field is described by the Navier-Stokes and
species continuity equations. For two-dimensional planar or axisymmetric flows, these
equations are expressed in physical coordinates as
OU OF 0G
c3t + _ + 0---y = H (3.1)
where vectors U, F, G, and H are written as
p
pu
pv
U = pE
F
pu
pu 2 -- crx
puv - rxy
(pE - o_)u - T_yV + q_
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apv
puv - rxy
fly 2 -- o'y
(pE - ay)v - rxyU + qy
pf,(_ + _,)
For axisymmetric flow,
H= 1m
Y
pv
(pvu + r_)
pv 2 q- ryy - too
(pE + p + ryy)V + rxyu + q_
COl
and for planar flow
0"
0
0
H= 1- 0
Y o3_
The other terms that appear in the vectors F, G, and H are defined as
Ou
ax = -p + 2#-if- + AV.u
Ox
(3.2)
Ov
ay = -p + 2#-__. + AV.u
uy
(3.3)
(oi o;)rxy = p + (3.4)
2 (20v v Ov'_
] (3.5)
36
2 ( v Ov Ou) (3.6)
kO T N_
q_ = - -_x + p E hifidi
i=1
(3.7)
kO T N,
qv = - "_y + P Z hifi_i
i----1
(3.8)
p = pRuT E Mi
i=1
(3.9)
N_ _ u2 + V2
E = Z hifi - p + --
i=1 p 2
(3.10)
In Eq. (3.1), only (Ns-1) species equations must be considered in the formulation
because the mass fraction of the species is prescribed by satisfying the constraint equation
Na
i=1
= 1 (3.11)
The binary diffusion equation for the diffusion velocity of the i th species
5i = 6ii + @j (3.12)
is
VXi=E(_(@-di)+(fi-Xi) (3.13)
j=l lJij /
Note that this equation must be applied only to (Ns-l) species. The diffusion velocity
N,
for the remaining species is prescribed by satisfying the constraint equation_'_ fidi = O,
i=1
which ensures consistency. In Eq. (3.13), we assume that the body-force vector per unit
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mass is negligible. In addition, thermal diffusion is assumed considered to be negligible
in comparison with the binary diffusion coefficient.
3.2. Thermodynamic Model
In order to calculate the thermodynamic quantifies, the specific heat for each species
is first calculated by a fourth-order polynomial in temperature:
Cp.____,= Ai + BiT + CiT 2 + DiT 3 + EiT 4 (3.14)
Ri
The coefficients Ai, Bi, Ci, Di, and Ei for each species are found by a curve fit of the
data tabulated in Ref. 39. Once we know the specific heat of each species, the enthalpy
of each species can then be found from
T
h, : + / Cp, dT (3.15)
Lg
T R
and then the total internal energy can be calculated from Eq. (3.10). In order to determine
the equilibrium constant (which we shall be needing in the next section) for each chemical
reaction being considered, we need the information about the Gibbs energy of each
species. For a constant pressure process, Cp/R from the above Eq. (3.14) is first integrated
over temperature to define the entropy of the species, and the resulting expression
is integrated again over temperature to obtain the following fifth-order polynomial in
temperature for the Gibbs energy of each species:
g-(=AiT(1-1nT)-(@)T2-(_)T3-(-_2)T4-(_o)TS+Fi-GiTRi (i=1,. .... Ns)
(3.16)
Coefficients Fi and Gi are defined in Ref. 39. The Gibbs energy of reaction can then
be calculated as the difference between the Gibbs energy of product species and reactant
species.
N_ N.
AGR_ Z " -- r == uJigi Z uJ igi (j 1, .... N,.) (3.17)
i=l i=1
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The equilibrium constant for each reaction is then found from
(1 _t,,_j :--AGRj)Xeq, = \_uT] exp\ _ (j = 1, .... Nr)
where
(3.18)
Ns Ns
Anj = Z vJ:i - Z v_ i (j = 1, ...Nr) (3.19)
i=1 i=1
and is the change in the number of moles when going from reactants to products.
3.3 Chemistry Model
In the current simulations, a finite-rate chemical reaction of gaseous hydrogen fuel
and air has been used. That reaction is modeled by two different ways. The reactions are
first modeled by 9-species, 18-reaction. Next the reactions are modeled by 7-species
and 7-reactions. Both the models are shortened versions of the Jachimowski's original
13-species and 33 reactions hydrogen-air model. In the nine species model eight of the
chemical species (H2, 02, H20, OH, H, O, HO2, H202) are active, and the ninth (N2)
is assumed inert.
Chemical-reaction-rate expressions are usually determined by summing the contri-
butions from each relevant reaction path to obtain the total rate of change of each species.
Each path is governed by a law-of-mass-action expression in which the rate constants
can be determined from a temperature-dependent Arrhenius expression. The forward rate
for each reaction j is determined from the modified Arrhenius law
xfj = AjTa'exP(R-----_)-ej (j = 1, .... N_) (3.20)
The appropriate constants A j, a j, and ej for the Hz-air reaction system can be found in
Table 4.1. Knowing the forward rate, and using the equilibrium constant determined in
the previous section, the backward rate can be defined by
abj = --x/' (j = 1, .... N_) (3.21)
I%qj
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Oncewe havedeterminedtheforward andreversereactionrates,the productionratesof
theeight species(for 9-speciesandeighteenreactionmodel)or 6 species(for 7-species
and7-reactionmodel)canbe foundfrom thelaw of massaction.For thegeneralNr-step
chemical reaction
N, N,
Z u]iSi _ E uJISi (j = 1, ...Nr)
i=1 i=1
(3.22)
the law of mass action states that the rate of change of concentration of species i by
reaction j is given by
( fi fiCi : (u}"- uji ) xf, _, -xb, (3.23)
m=l m=l /
All third-body efficiencies are assumed to be equal to 1.0. The net rate of change in
concentration of species i by reaction j is then found by summing the contributions from
each reaction,
Nr
Ci : E (Ci)j (3.24)
j=l
Finally, in the vector It, in Eq. (3.1) the term _i represents the net rate of production
of species i in all chemical reactions and is given by
_3i = CiMi (3.25)
3.4 Diffusion Models
Models for the coefficients governing the diffusion of momentum, energy, and mass
are now determined. The individual species viscosities are computed from Sutherland's
law,
# ( T)3/2To +S
=
(3.26)
40
where #o and To are reference values and S is the Sutherland constant. All three values
are tabulated for the species in Refs. 40 and 41. Once the viscosity of each species has
been determined, the mixture viscosity is determined by Wilke's law (Ref. 42)
Ns
#i
#m = _£ N,
i=1 1 -q- _ E Xj¢ij
3=1
(3.27)
where
{1 + [ (u_ ) ( p_ ) ] a /2 ( _f_i) U4 ) 2
6# =
_U_t(_¢'_2) [1 + (M,)] 1/z
The species thermal conductivities are also computed from Sutherland's law
(3.28)
_o = T+S I
(3.29)
!
but with different values of the reference values ko and T o, and the Sutherland's constant
!
S. These values are also taken from Refs. 40 and 41. The mixture thermal conductivity
is computed by using conductivity values for the individual species and Wassiljewa's
formula (Ref. 43),
Ns
km= E ki
N_
(3.30)
where ¢}j = 1.065¢ 0 and ¢ij is taken from Eq. 3.28.
For dilute gases, Chapman and Cowling used kinetic theory to drive the following
expression for the binary diffusion coefficient D,j between species i and j (Ref. 40):
DO=
0.001858T3/2 [_] 1/2
Here, the diffusion collision integral _D is approximated by
flD = T*-°'145 -}- (T* + 0.5) -2
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where
T* --
Values of the effective temperature T_ and effective collision diameter _r are taken to be
averages of the separate molecular properties of each species, giving (Ref. 40)
1
and
T,,,= (r,,%) '/2
Once the binary diffusion coefficients for all species combinations are known, the
diffusion velocities of each species can be computed from Eq. (3.13). The diffusion
velocity of each species is the species velocity due to all diffusion processes algebraically
added to the convection velocity. When computing the diffusion velocities, it is assumed
as suggested in Ref. 44, that the thermal diffusion coefficient DT is negligible compared
with the binary diffusion coefficient. The solution of Eq. (3.13) requires solving a
simultaneous equation system, with the number of equations equivalent to the number of
species present for each component of diffusion velocity.
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Chapter 4
THE COMBUSTION PROCESS OF HYDROGEN-AIR SYSTEM
The combustion process involves the oxidation of constituents in the fuel that are
capable of being oxidized, and can therefore be represented by a chemical equation.
During a combustion process the mass of each element remains the same. Thus, writing
chemical equation and solving problems involving quantifies of the various constituents
basically involves the conservation of mass of each element. A brief review of this
subject, particularly as it applies to the combustion of hydrogen-Mr system is presented
in this chapter.
4.1 Hydrogen-Air Reaction Mechanism
In hydrogen-air combustion, hydrogen is oxidized by oxygen and chemical energy
is released and water is formed as product of the reaction. It should be pointed out
that in the combustion process there are many intermediates products formed during the
chemical reaction. An elementary chemical reaction is one that takes place in a single
step. For example, a dissociation reaction such as
O2+M ---, 20+M (4.1)
is an elementary reaction because it literally takes place by a collision of an 02 molecule
with another collision parmer, yielding directly two oxygen atoms. On the other hand,
the reaction
2H2 + 02 --_ 2H20 (4.2)
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is not an elementaryreaction. Two hydrogenmoleculesdon't come togetherwith one
oxygenmoleculeto directly yield two watermolecules.InsteadEq. (4.2) is a statement
of an overall reactionthat actuallytakesplacethrougha seriesof elementarysteps.
H2 _ 2H (4.3a)
02 _ 20 (4.3b)
H+O2 -_ OH+O (4.3c)
O+H2_ OH+H (4.3d)
OH+H2_ H20+H (4.3e)
Equations (4.3 a-e) constitutes the reaction mechanism for the overall reaction given by
Eq. (4.2). Each of Eqs. (4.3a-e) is an elementary reaction.
The assumption that air is 21.0 per cent oxygen and 79.0 percent nitrogen by volume
leads to the conclusions that for each mole of oxygen, 79.0/21.0 = 3.76 moles of nitrogen
are involved. Therefore, when the oxygen for the combustion of hydrogen is supplied
as air, the overall reaction can be written as
2H2 + 02 + 3.76N2 ---* 2H20 + 3.76N2 (4.4)
The minimum amount of air that supplies sufficient oxygen for the complete combustion
of all the hydrogen, is called the "theoretical air" or "stoichiometric air" and the
combustion mixture is called "stoichiometric hydrogen-air mixture". The nitrogen acts
as an inert gas or a diluent.
There is a broad category of reaction mechanisms that involves homolysis of covalent
bonds with the production of intermediates posessing unpaired electron called radicals
(or free radicals).
A:B _ A. + B.
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Almost all smallradicalsareshort-lived,highly reactivespecies.When theycollide
with othermolecullesthey tendto react in a way thatleadsto pairing of their unpaired
electrons. Oneway they can do this is by extractingan atomfrom anothermolecule.
For examplein the reactionN2 + O _ NO + N, thenitrogenradicalextractsanoxygen
atom from oxygen molecule and gives anotherradical of oxygen. This behavior is
charecteristicof radicalreactionandconsistsof threebasicsteps.The first stepis called
the chain-initiating step. In this step radicals are created. The second step is called
chain-propagating step. In chain-propagating step one radical generates another. The
third step is the chain-terminating step. This last step occurs less frequently but occurs
often enough to use up one or both of the reactive intermediates. These intermediate
process can have time scales similar to the fluid time scales, therefore, fluid dynamic
simulations requiring finite rate chemistry must account for this. Further it is important
that all pertinent reactions that may affect the rate process must be included. Values
of the rate constants for high-temperature hydrogen-air mixture are readily available in
the literature. But there is always some uncertainty in the published rate constants;
they are difficult to measure experimentally, and very difficult to calculate accurately.
Thus the ideal way to create a reaction mechanism is to assemble the important species
in the hydrogen-air reaction. The most important species in the hydrogen-air reaction
mechanism are the eight species ( N2, 02, H2, OH, HO2, H20, O, H). These species
form the core of hydrogen air combustion mechanism.
4.2 Hydrogen-Air Reaction Model
The hydrogen-air combustion mechanism used in this work is based on the Jachi-
mowski hydrogen-air model [45], which use 13-species and 33-reactions and is given in
Table 4.1. The values of reaction-rate constant, temperature coefficient in reaction rate
expression and activation energy for the various reactions are also tabulated. The current
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numerical work usesa modified form of this model by using only the most important
species. We have usedboth 9-species18-reactionsand 7-species7-reactionsmodels,
bothof whicharetabulatedin Tables4.3and4.4 respectively.Thereis nosignificantdif-
ferencein theresultsby thesetwo models.Thusit savesconsiderablyin computational
time by using the shortenedmodel.
4.3 Third Body Reactions
When simple radicals recombine to form a product the energy liberated in the process
is sufficiently great to cause the product to decompose into the original radicals.
A +B _ C +D + energy
This energy must be removed by a third body M in order to stop recombination. If
the molecule formed (like C and D above) in a recombination process has a large number
of internal (generally vibrational) degrees of freedom, it can redistribute the energy of
formation among these degrees and a third body is not necessary.
In the above Table 4.3 for 18 reactions model, reactions (6), (7), (8) and (18) needs
a third body. In some cases the recombination process can be stabilized by the formed
molecules radiately dissipating some energy or colliding with a surface and dissipating
energy in this manner.
Now let us consider the third body reaction
K/,
A+B+Mi _ Cq-Mi (4.4)
Kb i
where M, can be any species present in the fluid. Here Mi plays the role of a catalyst
and as a result the forward and backward reaction rates will depend on which species
is involved as the third body.
Rate of formation of species C is
ace
- Kf, CACBCM, (4.5)
at
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Rateof consumptionof speciesC is
OCc
-- Kb, CcCM,Ot (4.6)
Therefore, net rate of formation of species C is
acc
ot - K I, CA CBCM, -- gb, CcCM, (4.7)
At equilibrium we have
aCc
- o (4.8)
at
and Eq. (4.7) becomes
KI,(CA)e(CBL(CM,L = Kb,(Cc),(CM,)o
or
K_- K._,_ (CoL
Kb, (CA)e(CB)e
where subscript e stands for equilibrium and Ke is the equilibrium constant.
this is independent of the catalyst species Mi. We can rewrite Eq. (4.7) as
aCc [CACB _--_Cc]"_ - Kf, CM, _ 1
Note that
(4.9)
Now since Mi could be any species, so Eq. (4.9) actually represents N reactions (one for
each of the N species present in the fluid). Total production of species C is the sum of
the production of C from all of the reactions.
Therefore,
_ =Zat i=1 KfiCMi CACB-- _eCC
aCtc--[i=_1 (I(,,CMi)] (CACB--_'-_eCC) (4.10)
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4.4 Third Body Eflldendes
We can relate the reaction rate co-efficients, Kf, corresponding to the various species
acting as third bodies to the reaction rate of one of the species acting as a third body.
For example, if we choose nitrogen as the third body we can write
KI,
where qi is the third body efficiency of the ith species. In the above equation i could be
any species and in the denominator instead of nitrogen it could be any particular species
as reference.
Therefore, we can write Eq. (4.10) as
0Co ( 1 )(i___ 1 )0-'_= (I(.f)N _ CACB---K-_eCC rliCM, (4.11)
Table 4.2 shows some third body efficiencies for several reactions where H2 and H20
are the third bodies, i.e., the collision partner denoted by M in some of the chemical
equations.
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J
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
Table 4.1 Jachimowski's Hydrogen-Air Model
Reaction
H2 + 02 = OH + OH
OH+H2=H20+H
H + 02 = OH +O
O+Hz=OH+H
OH + OH = H20 + O
H +OH=H20+M
H+O=OH+M
H+H=H2+M
H + 02 = HO2 + M
HO2 +H =H2 +O2
HO2 +H=OH+OH
HO2 + O = OH + 02
HO2 +OH=H20+02
HO2 + HO2 = H202 + 02
H + H202 = H2 + HO2
O + H202 = OH +HO2
OH + H202 = H20 + HO2
M + H202 = 2OH + M
O +O = 02 +M
N+N--N2+M
N + 02 = NO + O
N+NO=N2 +O
N + OH = NO + H
H + NO = HNO + M
H + HNO = NO + H2
O + HNO = NO + OH
OH + HNO = NO + H20
HO2 + HNO = NO + H202
HO2 + NO = NO2 + OH
H+NO2 =NO+OH
O + NO2 = NO + 02
M +NO2 =NO+O
Aj
1.7E13
2.2E13
2.20E14
1.80El0
6.3E12
2.20E22
6.00E16
6.40E17
1.70E15
1.30E13
1.40E14
1.50E13
8.00E12
2.00E12
1.40E12
1.40E13
6.10E12
1.20E17
6.00E13
2.80E17
6.40E9
1.60E13
6.30E11
5.40E15
4.80E12
5.00E 11
3.60E13
2.00E12
3.43E12
3.50E14
1.00El3
1.16E16
.
0.
0.
1.
0.
-2.
-0.6
-1.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
0.
-0.75
1.0
0.
0.5
0.
0.
0.5
0.
0.
0.
0.
0.
0.
_.i ej
48000.
5150.
16800.
8900.
1090.
O.
O.
O.
-1000.
O.
1080.
950.
O.
O.
3600.
6400.
1430.
45500.
-1000.
0.
6300.
0.
0.
-600.
0.
0.
0.
0.
-260.
1500.
600.
66000.
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Table 4.2 Third Body Eflidencies
Reaction
H + OH + M = H20 + M
H+OM=OH+M
H+H+M=H2+M
H + 02 + M = HO2 + M
M + H202 = 2OH + M
Third Body Eflidendes 1
H2 1.0 H20 6.0
H2 1.0 H20 5.0
H2 1.0 H20 6.0
H2 2.0 H20 16.0
H 2 1.0 H20 15.0
Table 4.3 9--Species and 18-Reactions Hydrogen-Air Model
Species are H2, 02, H20, OH, H, O, HO2, H202 and N2.
J
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
Reaction
H2 + 02 -- OH + OH
OH + H 2 =H20 + H
H + 02 = OH +O
O + H2 = OH + H
OH + OH = H20 + O
H + OH = H20 + M
H + H= H2+ M
H + 02 = HO2 + M
HO2 +H = H2 + 02
HO2 + H = OH + OH
HO2 + O = OH + 02
HOE + H2 = H2 02 + H
HO2 +OH=H20+02
HOE + HO2 = H202 + 02
H + H202 = H20+ HO
O + H202 = OH +HO2
OH + H202 = H20 + HO2
M + H202 = 2OH + M
1 All other third bodies have efficiency of 1.0
5O
Table 4.4 7-Species and 7-Reactions Hydrogen-Air Model
The species are N2, 02, H2, OH, H20, O, and H.
j Reaction
1
2
3
4
5
6
7
02 + H2 _ OH + OH
02 + H _ OH + O
H2 + OH _ H20 + H
H2 + O _ OH +H
OH+OH _- H20+O
OH+H+M_H20+M
H +H +M _,-_-H2 + M
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Chapter 5
METHOD OF SOLUTION USING SHOCK CAPTURING
This chapter deals with the solution procedure using shock capturing method. In this
work we used both shock capturing method as well as shock fitting method. Shock-fitting
will be discussed in the next chapter. In both the methods the standard MacCormick's
central difference algorithm was used.
5.1 Shock Capturing Method
In shock capturing the outer boundary of the coordinate system is outside the bow
shock wave. Here, the shock comes naturally out of the finite-difference calculations,
showing up as a rapid change of flow properties across several grid points. It is not
treated explicitly as a discontinuity, and the oblique shock relations are not used. Once
the thermodynamic properties, diffusion coefficients and chemical production rates have
been defined, the governing equations can be solved numerically. The finite difference
solution procedure is discussed in the next section.
5.2 Finite-Difference Solution Method
To solve the governing equations 3.1 with the finite-difference scheme, the equations
must first be transformed from the physical domain (x,y) in which they are written to
an appropriate computational domain (_,_7). The grid is kept uniform in both x and y
directions.
To transform the governing equations from the physical to the computational domain,
fluxes F and G are first written in functional form and differentiated with respect to the
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computationalcoordinates.Therefore,givenF = F(x,y) and G = G(x,y), and we have
F_ = Fxx¢+Fyy¢ (5.1)
F, = Fxx,+Fuy, (5.2)
Then, substituting Fy from Eq. (5.2) into Eq. (5.1) and simplifying gives
Fx = F_ y, - F_ y_
J
(5.3)
where
J = X_ Y,7 -- Y_X,7 (5.4)
is the Jacobian of the transformation.
Proceeding in the same manner for G gives
G, 7z_ - G_ x,
Gy= j (5.5)
Finally, substituting Eqs. (5.3) and (5.5) into Eq. (3.1) gives the governing equations in
o9 05.
the computational domain
(5.6)
where,
= JU, fi = JH
= y,F - x,G
= x_G- y_F
(5.7)
(5.8)
Here (x_,x,,,y¢, Y,7) are the transformations metrics that form the inverse Jacobian metrics,
and J is the Jacobian of the transformation. The metrics can be computed numerically
once the physical coordinate grid has been prescribed.
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5.3 MaeCormack's Implidt (Pa_rtial) Method
The MacCormack's [48] finite-difference method is a predictor-corrector scheme of
the Lax Wendroff type. The scheme is second-order accurate in time and space, which
results in a spatially and temporally discrete simultaneous system of equations at each grid
points. To solve the governing chemically reacting flows equations, the spatial derivatives
must first be discretized, and then an approximate temporal discretization must be chosen
to advance the equation ahead in time. The temporal scheme must be chosen carefully
because the system of partial differential equations describing chemically reacting flows
can be stiff because of the highly disparate time scales that exist among the equations.
The governing equations can be stiff because of the kinetic source terms contained
in the vector H and because of the diffusive terms in the vectors F and G. Only the
kinetic terms introduce stiffness in this work; spatial stiffness is controlled by the choice
of the grid. To deal with the stiff system, the kinetic term is computed implicitly. Since
it is only partial implicit so only the U vector and source term vector H are advanced in
time level n+l. Thus in temporally discrete form we have
n
Therefore,
At
tJ,,, \ at ] \ ] ,,J
(5.9)
(5.10)
Equation (5.10) above is non-linear and so a linearization procedure must be followed.
A linearization procedure based on Taylor series expansion is used. Thus It is linearized
by expanding it in a Taylor series in time. All flux vectors are expressed in terms of the
flux vector U. Thus H is linearized by Taylor series as
H_+'=H_o+ @HAt
, --_ + 0(At) 2 (5.11)
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In order to rewrite aH
-bY in terms of the gradients of the flux vector U we know that
H = f(U,_t,_z,_tt)
The chain rule of differentiation yields the following relation
Ot -- c915 Ot + (9_t Ot + c9_--_0--[ + (9_ (gt
For many applications the grid is independent of time.
reduces to
(5.12)
Therefore the above equation
aft afiaO
- (5.13)
Ot 01_I Ot
Therefore, substituting this in Eq. (5.11) gives
^ ofio0
Hi_ ' = fi_,j + _ _ At + 0(At) 2 (5.14)
ou is approximated by a first order forward difference expression asThe partial derivative
o0 0-+,- 0- /_0
Ot - At + 0(At) - At + 0(At) (5.15)
Substituting the preceding Eq. (5.15) in Eq. (5.14) gives
H,"J' = H.". OH
,o + _--_AU + 0(At) 2 (5.16)
Terms like _1_ are called Jacobian metrics. In Eq. (5.15) above, the term AO-+I =
U"÷' - LI n is the change in flow properties per time step. The finite difference equations
shall be formulated in terms of AU which is referred to as the delta formulation.
Next the linearized Eq. (5.16) is substituted in Eq. (5.10) to yield
u,,; ,,; k ),,; (5.17)
(5.18)
R7+ \ o_j ,,J ,,J
This gives
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Also i,j + _"a-_')i,j
= K" equals the Jacobian metric of H with respect to U.
_n,j = _j equals the steady state residuals. Therefore Eq.
(5.18) reduces to
AUn+ 1
At
+ R" - KnAIJ n+' = 0
A0 n+' + AtE" - K"AtA0 "+1 = 0
A_,'+,[I_ ArK °] = -AtI{ ° (5.19)
where I is the identity metrix. Once the temporal discretization has been used to
construct Eq. (5.19), the resulting equations are spatially differenced by using unsplit
MacCormack's scheme. The modified MacCormack's technique becomes
5.3.1. Predictor Step
The predictor step is given by
[I-/,tUb, j]/,tJ,,_. ' = -AtR_,j (5.20)
U .n .where, R g. represents a forward spatial difference of R. Also AUn,+' = Un,+' _ ',,! J
where n + 1 is the temporary advanced level of time. For the second step (corrector) a
backward differencing for spatial is used for R.
5.3.2. Corrector Step
The corrector step is given by
[I- AtK_] AU_, +1 = -AtRin, +' (5.21)
where this time a backward spatial differencing for R is used. Became,
U"+I _ U n = AU n+l
Therefore,
- :
2 2
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This gives,
or,
Hence, we get
!AUI'I-[-1 = !/_U_-_'T
2 2
AU"+ 1 = AUn+ 1
u?+l__un1[ 1',3 4- _ AU_'I"_ - AU n+l (5.22)
This completes the corrector step. Therefore solving for AU. ".+1
,,3 we get
Uin+, _un. 1 AVp,+--- ? + AU.n+ 1 ]
- '"+2
fromEq.(5.20) fromEq.(5.21). I
Equations (5.20) and (5.21) are used to advance solution from time n to time n+l and this
process is continued until a desired integration time has been reached. The magnitude
of the time step in Eqs. (5.20) and (5.21) is chosen based on the physical time scales
present at any given time in the solution. The fluid-dynamic time step At I can be shown
to be limited by the Courant or viscous stability limit of the governing equations. The
chemical relaxation time for a species i is given by
pf,
t c _
Changes in this relaxation time are then given by
Atc- A(Pfi)
Ji
since _3i remains nearly constant over a time step. For accuracy, it is required that the
chemical time step be chosen such that no change in mass fraction greater than 0.01
occurs over that time step. The computational time step At is then chosen to be the
minimum over all grid points of the fluid and chemical time steps.
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5.4 Boundary and Initial Conditions
The governing Eqs. (3.1) require boundary conditions along all the three boundaries.
For the problem to be considered the inflow boundary is always supersonic, so the
velocity, static temperature and pressure, and species are specified and fixed there. At
the supersonic outflow boundary, all flow quantities are extrapolated from interior grid
points. Although full Navier-Stokes (N-S) equations are used, the slip conditions are used
to numericaUy simulate the inviscid flow. A flow tangency or slip boundary condition
is implied on solid wall. The wall temperature and pressure are extrapolated from
interior grid points. Initial conditions are obtained by specifying free-stream conditions
throughout the flow field.
5.5 Artitidal Viscosity
The Lax-Wendroff type schemes are inherently unstable and, hence, higher-order
numerical dissipation terms are often necessary to get a stable solution. For a non-reacting
flow field, an artificial viscosity based on temperature and/or pressure is traditionally
used, but in chemically reacting flows, in addition to temperature and pressure gradients,
one can also have very strong species concentration gradients. To suppress the numerical
oscillations in the induction zone where the gradients in the concentration of reactants
and products are very strong, additional artificial viscosity based on water mass fraction
is used similar to the one used by Singh et al. [35]
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Chapter 6
METHOD OF SOLUTION USING SHOCK-FITTING TECHNIQUE
The bow shock generated by an object in a supersonic/hypersonic flow field may be
selected as the outer boundary of the domain and determined as a part of the overall
solution. This procedure is known as the shock-fitting method. In problems like
shock-induced combustion where physical instabilities are present, the shock capturing
methods will smear some of the instabilities. Thus shock-capturing methods, when used
in complicated problems of practical interest, would not reproduce many intricate flow
features. On the other hand, in the shock-fitting approach, one knows the precise location
of the discontinuity which acts as one of the boundaries of the flow field, across which
Rankine-Hugoniot conditions are applied. This approach avoids taking differences across
the shock and the smearing of the shock that occurs in the shock-capturing method.
There are some obvious advantages of shock fitting over shock capturing. Shock fitting
requires far less grid points compared to shock capturing. In shock capturing the bow
shock becomes a smeared shock surface and, requires more grid points for the extension
of the grid in the free-stream region. This adds to the savings in computational time
in shock fitting as compared to shock capturing. Since very small dissipation is needed
in shock fitting, the intricate details of the flow can be reproduced, as the dissipation
does not smear the important flow features. This chapter deals in details the solution
procedure used with shock-fitting method.
6.1 Time-Dependent Navier-Stokes Equations in Strong Conservation Law Form
Navier Stokes equations in vector form given by Eq. (3.1) and repeated here for
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convenienceis
Ut + F_ + Gu = H (6.1)
The goveming equations of motion are transformed from physical space (x,y) to the
computational space (_, 77) by the following relations:
r = t (6.2)
= ((t,z,y) (6.3)
rl = rl(t,z,y) (6.4)
Applying the chain rule of partial differential equation gives the following expressions
for the cartessian derivatives.
Therefore Eq. (6.1) reduces to
0 0 0 0
- + _t'-_'7 + r/t-z-- (6.5)Ot Or o4 orl
0 0 0
0 0 0
(6.6)
(6.7)
UT + _tU_ + ,/tU,7+ _F_ + r/_F,7+ _,G_ + rh,G,I= H (6.8)
6.2 Computation of Metrics _t, r/t, _, r/z, _u, r/u
From Eqs. (6.5)-(6.7) it is obvious that the value of the metrics _t,rlt,_x, rlz,(y, rly
must be provided in some fashion. In most cases the analytical determination of the
metrics is not possible and must be computed numerically. Since the step sizes in
the computational domain are equally spaced ze, z,_ etc can be computed by various
finite difference approximation. Thus, if the metrics appearing in Eqs. (6.3)-(6.5) can
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be expressedin terms of thesederivatives, the numerical computationof metrics is
completed.To obtainsuchrelation,thefollowing differential expressionis considered
Ot Ot Ot.
dt - 0r 4-0--_d_+0--_ drl
But according to Eq. (6.2)
Ot
Or
and
Therefore,
cgt cgt
O_ Or_
dt = dr (6.9)
dx = x_.dr + xcd_ + x,ldq (6.10)
dy = yrdr + y_d_ + yrldy (6.11)
Writing Eqs. (6.9)-(6.11) in matrix form we have
dt
dx
dy
IlOX_xr x_ d_
Yr Y_ Yn drl
Reversing the role of independent variables, we can write
(6.12)
dr = dt (6.13)
d_ = _tdt + _xdx + _udy (6.14)
dq = rltdt + rlxdx + rlydy (6.15)
Therefore,
dr
d_
drl
1lo 1= _t _x _y dx
rh rlx rl_ dy
(6.16)
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ComparingEqs. (6.12) and (6.16) we have
[1001[100]
rh fix rlyJ Yr Y_ Yn
IX]
det Idenominator I
where
Let
IX] =
x_
Xr
Yr
Xr
.Yr
•x, 1 0
Yo r .
x_
Y_ [Yr Y_
1
J=
det Idenominatorl
Therefore,
_x = JY,I
-1
0 0
x_ xrl,
1 0
Xr Xr/,
1 0
.X v X_.
_y = -Jx,1
(t = -J(xryo - xOyr)
T/_ = -Jy_
In the evaluation of Eq. (6.8) many terms which adds to zero analytically but numerically
are not zero (known as GCL terms) have been neglected. Now we evaluate those terms
and add it to the source term H. We can write
OU OU OU
OU
- o-v÷{t-_,l,--(_,),}+{E,_ ,1.--(,,).I
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Also,
F_ = _F_ + q_F_
= (F(x)_ - F(_x)_ + (Fq_). - F(qx).
similarly,
Gy = (G(u)f + G(r/u). -G [((u)_ + (r/y).]
Substituting the values of Ut, F_, and Gy in Eq. (6.1) gives
0U
0--'_ + [U_t + F_:: + Gfu]_ + [Ur/t + Fr/_ + Gr/y].
GCL TERMS (6.17)
Dividing Eq. (6.17) through the Jacobian of the transformation and substituting the values
of _, _u, (t, _, r/u, and r/t and rearranging terms we have
,- F .
+ /[{-z_-y . + xoy_}U + yoF- xuG] +
r /f
^ ]){x_y_ + x_y_}U - y_F + x_G _
I:I
r
GCL TERMS
r
---_J-1U -]- [U{-xry.-1-x.yv},-{- U{xry,- x, yr}.]-1- [F(y.),- F(Y,)r/- G(x.)i + G(x_).i
(6.18)
Therefore, the final form of the goveming equation in the computational domain with
time-dependent terms is given by
oO GF 04
--ff + _- + -fir = I_
In Eq. (6.18), the terms that add to zero analytically but numerically are not zero are
referred to as geometric conservation law (GCL) correction terms.
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6.3 Shock Conditions
The flow conditions along the leftmost boundary are those conditions which exist
immediately downstream of the bow shock as determined by Rankine-Hugoniot relations.
Therefore, this boundary is allowed to move with the bow shock as the later moves
towards the steady state position. Figure 6.1 shows the coordinate transformation used
in shock fitting procedure in which the following notations are employed.
Let 0 equals the angle the radius makes with the horizontal (i.e. body angle).
o_ equals the angle the radius makes with respect to body (i.e. tangent to the shock
makes w.r.t, tangent to the body).
Taking projections of unit vectors _ , /o on _ and g' we have,
g = z0cosa + Zr sina
r_ = Zr COSa -- Z0 sina
Let A0 is the small increment in the body angle.
- _ - Z x _tana
-- rsAO -- rs dO = rs
1
COS ¢3_ --
L_.
sina = r_
W/1 + (_%_-) 2
Let _ represent the vector component of the fluid velocity normal to and measured
with respect to the moving shock.
Therefore, one may express the following:
I-' -"Now _r " n -_- ir Inlcosc_
Let
(6.19)
(6.20)
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Figure 6.1 Notation and coordinate system used in shock-fitting.
52.0_ 1
Therefore, sins = --_ and cosa =
.-, 1
ir ._= m/3
and
z0.ff = - _0 nlcos(90-_)=-sino_- /3
Equation (6.19) reduces to
(6.21)
Vlg= _ ,_-U_.ff g (6.22)
Let rs, equals the radial shock velocity.
Therefore, magnitude of the shock velocity in the direction normal to the body (i.e.
along the radius) is given by
Hence, Eq. (6.22) reduces to
Ors Us
- =U_/3
rst -- 0t coscz
r,,:V1 l+\r,/ ] +v°°-u°°(r_°_\r,/ (6.23)
The derivative r_ that appears in Eq. (6.23) is evaluated by using the second-order
central difference formula
?/, -- n
(rs%+l'rs°°-l') (2<j<nny-1)
rs°o) 2A0
At the beginning of the predictor step, the shock wave radial distance is computed from
the Euler predictor equation
. Ors
rso+zx, ) = rso ) + At---_-
or,
rn+l n r n= r s + At s, (6.24)
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Therefore,
= [1/1cosal?'r + [- Vlsin@'0
= YlZr -_ tQZO
where, vl equals the component of fluid velocity V1 normal to the body (i.e. along
direction), and ul equals the component of the fluid velocity V1 tangential to the body
(i.e. along _'0) direction. Therefore,
(r.o 
Ul = rs t -- vc_ -_- lz_ rs°
and
vl = Vl cosc_ = [rs _ v_ + u_(rso'_] 1
rs / j ,/1 + (_2
V \r,]
Let uls equal the velocity component tangent to the shock (i.e in 8" direction) and v,_
equals the velocity component normal to the shock (i.e. in r7 direction).
Then by applying the shock jump conditions we have
plVln _ _2V2_
Because tangential velocity is preserved, therefore
'/'_23 : '/-_18
Let 1_ equals the resultant velocity after the shock with respect to shock coordinates.
Therefore, I72 = v2nff + u_sg'
The component of V2 along/o (i.e tangent to the body) is given by
u_: _ .;o: v_. ;o+ _s_.;o: -v_osin_+_2,¢o_ (6.25)
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Similarly, the componentof _ along_'r(i.e normal to the body) is given by
v2 = 172-_ = (v_,ff + u_ss-')./_ = v2,,cosa + u_ssina (6.26)
Hence,
[ " :e "]UlS = VocZr -4- ttco -- Us "
= v_7r. _ + uoo-(o._- _,.
= voo sin a + uoo cos a
U2s
(Because ffs" s" = 0;
Therefore,
From Eq. (6.25) we have,
ir'S'= sina; zO's" = cosa )
UI3 _ U2S
v t'_h + u_
oo\ _, ] (6.27)
Pl
tt 2 = --_VanSln_ -+- UlsCOS&
P2
voo r st
pl sin a _" U_
P2 fl fl +"7 v_k rs /
Rearranging terms we have,
Tangential component of the fluid velocity after the shock with respect to body is given
by
( Pl) [rs'-v°°+Ucx_(_-_I(_'ZO'_ (6.28)
Similarly, normal component of fluid velocity after the shock with respect to body co-
ordinates is given by
v_ = v_. cos a + u_, sin a
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Substituting values and rearranging terms, we have
Pressure behind the shock is obtained from the MacCormick's scheme at the predictor
level. Once the pressure is known behind the shock, the normal component of the flow
velocity ahead of the shock (measured w.r.t, shock) can be related to the pressure behind
the shock by manipulating the oblique shock relations, which are
ply1 = p2v2 (6.30)
p, + p,v_ = p2 + p2v_ (6.31)
u_ = u2 (6.32)
hi+ V? = h2+ V¢
_ -7-
where V1 and V2 are resultant velocities.
From Eq. (6.31) we have
(6.33)
p,v 2 - P2V2 = P2- P,
From Eq. (6.30) we have
Therefore,
[ P2V2 ]P2-Pl =PLY211 1 p,v?J[
Pl '02
P2 vl
7+1p2 +1]
(6.34)
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Multiplying numerator and denominator by _ we have,
Pl P2 +Vl --" m
Pl
Similarly,
Therefore,
_22-- P2--Pl(P _2)P2-- l
hi + = h2 + y
c,(T2- T1)=I (V?- V])
Velocity triangles upstream and downstream of the shock gives
(6.35)
(6.36)
2v? - v] = (v_+ _,_)- (,g+u_)= ,,_- ,_ (6.37)
Equation of state gives,
a 2
h = cpT - "7 RT = - - "7 -P (6.38)
'7-1 7-1 "7-1p
Substituting Eqs. (6.37) and (6.38) into Eq. (6.35) we have,
_7 (P_2 pl) 1(v12_v2)= l[p_ _pl][p__l P-'_2]- I(p2-pl)(p2-pl)7 1 Pl = -2 2 -- Pl 2 PlP2
After rearranging we have,
27[PlP2 -- P2Pll = (7- 1)(p2 --Pl)(P2 -- Pl) (6.39)
P2{('7 - 1)p2 - ('7 + 1)pl} = Pl{('7 -- 1)pl - ('7 + 1)p2}
.7___e.z _ 1
P2 3,-1,01
Pl _/ __e.Z
7-1 Pa
Equation (6.39) can also be written as
P2{--27pl --('7- 1)(p2 -- Pl)} = Pl {('7 -- 1)(p2 -- Pl)- 27p2}
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P2
m
Pl
(7 + 1)p2 + (7- 1)pl
('7 + 1)pl + ('7- 1)p2
-tf!az+ 1 _+_-_P2 7-1 p_ 7+1
p_ .7__. + _ 1 + 7--ira.
7--1 Pl 3'+1 Pl
(6.40)
Equations (6.24), (6.28), (6.29), (6.35) and (6.40) when written in the notations of the
advanced time level in terms of the preceding time level can be written as
n Trtr = r s + At s, (6.41)
u.--g-i"
nn2_J = UOO --
I()-,Wlnz,j.+l _-- "7 P_ ++___2 .-_,, "7- 1PooLpoo
n+l
Pnnz,j
P_
rn+l _
t'.n_,j /
.+,V nnz, j = Voo q- 1 mn+l
Pnnz,j
m
pn+l
. ...__ + _--1
poo 7+1
.+1
1+ _-1_
7+1 Po.
/r'_ \
Vo_+,,oo[2:_|
I r"+I /\ 'u) /
[ -1 + /-(-+_)/\"o) /
r--77\
.(.+a)/
"'0) /
(6.42)
(6.43)
(6.44)
rZZi. / ?w \ l/2:a.|/
L s,(.,) V_ q- Uoo
m
/ r "+1 / ]
\ '(,) / J
Note i is normal to the body and varies from i = 1 at the surface to i = nnx at the shock.
Also j is along to the body and varies from j = 1 at the stagnation line to j = nny at
the outflow boundary.
6.4 Solution Procedure
Solution procedures are followed in four steps as described below.
STEP 1 : Initial Solution
The initial conditions for this calculation are obtained by using an approximate
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curve fit for the location and shape of the bow shock. Newtonian pressure distribution
is used at the body. The approximate curve fit of Billig [46] is used to find rs and rse
along the shock. To find the initial conditions immediately behind the shock, the radial
shock velocity re, is set equal to zero, and Eqs. (6.19) and (6.42)-(6.45) are used. The
initial flow conditions on the wall are obtained by using the known wall temperature in
conjunction with the pressure from the Newtonian pressure distribution. The initial flow
conditions at the interior grid points are obtained by assuming a linear variation between
the flow conditions immediately behind the bow shock and the wall conditions.
STEP 2 : Predictor Step
At the beginning of the predictor step, the shock-wave radial distance is computed
from Eq. (6.41). The pressure immediately behind the shock (p'ffT-f _ is computed with
\ nnx,.7]
the MacCormack scheme
.-77" At
(6.46)
(G.".x,j- G.%_,,,) - AtH."..,j
Ax
After the pressure behind the bow shock is obtained, V. "+1. and n+lnnx,3 Pnnx,j Can be computed
from normal shock relations given by Eqs. (6.42) and (6.43). Similarly, the components
of the fluid velocity behind the bow shock can be found from the oblique-shock relations
n+l
given by Eqs. (6.44) and (6.45). The remaining unknown Tnn,, j is calculated with the
equation of state. This completes the predictor step.
STEP 3 : Corrector Step
The corrector step is similar to the predictor step, except that the shock-wave radial
distance is evaluated with the modified Euler corrector, which is
At (r n r.+--r__n+l n d- Jt-cso) = rsO) y st(j) st(j)/ (6.47)
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and Eq.
backwarddifferencefor OG/Oy is replaced by a forward difference given by
(6.46) is replaced by the MacCormack corrector scheme, in which the usual
un+l__l n n+1 At n+l _ Fnnx,j_t
nnx,3 2 U nnx'j + U nnx,j _ F nnx'j
(6.48)
- 7 n+1 n+l
This completes the corrector step.
STEP 4 : Boundary Conditions
When the "shock-fitting" method is employed, the flow conditions at the outer compu-
tational boundary are those conditions which exist immediately downstream of the bow
shock as determined by the Rankine-Hugoniot relations. Consequently, it is necessary to
include logic which will permit this boundary to move with the bow shock as the latter
moves toward its "steady-state" position. After the calculation of the boundary condition
at i = nnx (i.e., after the shock) has been performed by the shock-fitting method, the
predictor or the corrector steps are initiated at the interior grid points. All other boundary
conditions are calculated after the predictor or corrector step has been completed at all
interior grid points.
The flow conditions along the supersonic outflow boundary (i.e., at j = nny) are
determined by using a second-order extrapolation of the interior grid-point data.
Along the body surface, no-slip, zero-pressure-gradient, adiabatic, and noncatalytic
wall boundary conditions were used.
6.5 Artificial Viscosity
It is well known that central finite-difference schemes for non-linear convection
problems require the addition of artificial dissipation for stability and uniqueness. For
problems with boundaries, the boundary conditions for the dissipative operators are not
always obvious. In general case when no information about the field outside the boundary
is available the dissipative operators used must be supplied with suitable boundary
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Figure 6.2 Notation used for artificial viscosity.
conditions. Such boundary conditions can be implemented either by extrapolating the field
from interior grid points to the exterior grid points needed by the dissipative operators or
by modifying the operators at the boundary so that no exterior grid points are addressed.
For each extrapolation rule there is a corresponding boundary-modified operator and it is
merely a matter of taste which representation is preferred. What is important is that the
overall dissipative operator should be well behaved in the sense that it provides as much
damping as possible without introducing unacceptable errors.
In most applications where artificial dissipation is used, the dissipative operators are
based on either 2nd-differences or 4th-differences in the various coordinate directions.
They are of either constant coefficients or variable coefficients type. Since in shock-fitting
we need very little artificial dissipation, generally fourth order damping is sufficient.
Fourth-order explicit dissipation term of the following form is used in this work
-_ [(Ax?I--_-7'(U_)° + (_y)'o-_y,(u° ')]
= -- U n 6U_,j - 4U_. 1 -4- un,e[( ,+2,j-4u_+,,j+ _ ,_ ,_2,j)]
-,, [(u_,j+2- 4u_,j+l+6u_,i- 4u_,j_l+u,"j_2)]
The negative sign is required in front of the fourth-derivatives in order to produce positive
damping. The smoothening coefficient ee should be less than _6 for stability. The fourth
derivative terms are evaluated using the finite-difference approximations shown on the
right hand side of the above equation. The dissipative operators used are of the type
DUi,j = DiUi,j + DjUi,j
where Di and Dj are the corresponding 1-D operators in i and j respectively. Referring to
Fig. 6.2 for various notations we can write the following fourth order difference equation
in the interior domain for the radial direction (i direction).
DiUi,j : -£e(Ui-2,j - 4Ui-I,j + 6Ui,j - 4Ui+I,j + Ui+2,j)
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This we do from i = 3 to i = nnx-2. The points remained to be solved in the i direction
are at i= 1, 2 andi= nnx-1, nnx. Hence,
DiUI,j = -¢_ [U3,/- 2U2,1 + UI,j]
DiU2,j -- -¢e [U4o - 4U3,j + 5U2,j - 2UI,j]
DiUnn.-l,j = -e_ [-2U.,_,/+ 5Unnx-l,j - 4U,,n.-2,j + U,,,,x-3,j]
DiUnnx,j = -¢_ [U..x,j - 2Unnx-l,j + Unnz-2,j]
Again in the j direction we have the following fourth-order differencing used in the
interior domain.
DjUi,j = -_e(Ui,j-2 - 4Ui,j_I + 6Ui,j - 4Ui,j+I + Ui,j+2)
This we do from j = 3 to j = nny-2 and i = 1, nnx It needs to find out Ui,j at j = 1,
2 and j = nny-1, nny Therefore,
Finally,
DjUi,1 = -% [Ui,3 - 2Ui,2 + Ui,1]
DjUi,2 = -ee[Ui,4 - 4Ui,3 + 5Ui,2 -- 2Ui,1]
OjUi,n,,u-1 = -¢. [-2Ui,,,,w + 5Ui,.,w_ I - 4Ui,nnv-2 + Ui,,,.u-a]
DjUi,nnv = -e.[Ui,.,, v - 2Ui,n.v-1 + Ui,nny-2]
Ui,j = Ui,j - c,[DiUi,j + DjUi,j]
6.5 Validation of Code
Before running the code with full chemistry and reactions, it was validated with two
other existing sources. First it was validated with viscous shock layer code by Kumar and
Graves [49] which also uses shock fitting method. Secondly, Bellig's [46] correlations
76
for sphere were used to find the shock profile and the shock stand-off distance was
compared with the results of the current code. The free stream conditions used for this
validation were
M_ = 5.11
poo = 42732 N/m 2
T_ = 292k
7= 1.4
The computational mesh consisted of 101 equally spaced points in the radial i direction
and 91 points in the tangential (j) direction. Figure 6.3 shows a plot of radial shock
velocity (rst) as a function of time step number n. These velocities should approach zero
as the steady-state solution is approached. The solution moves rapidly toward a steady
state initially with large time-dependent oscillations appearing. In the final part of the
solution, the convergence is very slow and has a monotonic behavior. As the computations
proceeds the residuals or L_ norm of the flow field based on density variation drops
by 6 orders of magnitude and then stays constant. This is shown in Fig. 6.4. At this
point the flow field has attained a pseudo-steady state, i.e. the flow field keeps oscillating
about a mean. Figure 6.5 shows a plot of the pressure distribution around the wall of
the blunt projectile non-dimensionalized with respect to the stagnation line pressure. The
solid curve is the current numerical result. The circles are the fairing of VSL code due
to Kumar and Graves [49]. Both the results are in excellent agreement. A comparison
of the numerically predicted shock shape with the empirical result of Billig is shown in
Fig. 6.6. The circular symbol represent the emperical results, while the numerical result
is shown as a solid curve. Again the two results match perfectly well. Figure 6.7 shows
the line plot for pressure along various j = constant lines and Figure 6.8 shows the line
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plot for the density alongvariousj = constant lines. The circles are the result with
the present calculations and the triangles are the results with VSL code. The results are
in good agreement with each other. Figures 6.9-6.11 show the pressure, density and
temperature contours respectively with the present calculations on the upper half of the
plot whereas the lower half is plotted with VSL code by Kumar and Graves [49]. Both
the shock profile as well as the shock stand-off distance matches well with the VSL code.
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Chapter 7
RESULTS AND DISCUSSION USING SHOCK-CAPTURING METHOD
In this chapter we shall be discussing the numerical simulations results for Lehr's
Mach 5.11 and 6.46 cases using shock-capturing method. Numerical simulations have
been carded out for a 15 mm diameter spherical projectile and the following free-stream
conditions:
Moo = 5.11 and 6.46
po_ = 42663.2 N/m E (320 mm of Hg)
Too = 292 K, Mcj = 5.11
The premixed fuel oxidizer mixture is taken as 2H2 + 02 + 3.76N2. For the
spherically blunt projectile, a fluid particle approaching the body first encounters the bow
shock thus raising its temperature, pressure and density while lowering the velocity. This
fluid particle then travels a distance equal to the induction length at elevated temperature
before it encounters the reaction front. Once the ignition starts, chemical energy is
released and another discontinuity known as reaction front is formed. In the induction
zone, the temperature and the pressure remain relatively constant at the post shock
conditions, while the concentrations of radicals build up very rapidly. In the stagnation
zone, due to large residence time, it attains equilibrium while away from it, flow is in
non-equilibrium.
7.1 Mach 5.11 Case
The assumption of flow-field symmetry about the stagnation line is invoked and,
therefore, only one half of the flow field is calculated. Calculations have been carded
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Figure 7.2 Contour plot of pressure for Mach 5.11 with shock-capturing.
out for a grid with 197 points in the circumferential direction and 152 points in the
normal direction. Figure 7.1 shows the typical grid which contains 197 x 152 grid points
(197 normal to the body and 152 along the body). For clarity, every fourth grid point is
shown in the figure. This grid was chosen based on the earlier work by Ahuja et al. [25],
where the flow field was shown to be adequately resolved with this grid. For the present
case of stoichiometric hydrogen-air mixture, the Chapman-Jouget velocity is the same as
the velocity of the projectile for the Mach 5.11 case. Unsteady flow phenomenon can
occur if the free-stream velocity of the projectile is around the C-J detonation velocity
of the mixture. The residuals dropped by three orders in 12,000 iterations and then
remained constant.
Figure 7.2 shows the pressure contours. It shows the bow shock (similar to non-
reacting flows) and the expansion waves as the flow expands over the body. The peak
pressure occurs near the stagnation region where the shock is nearly normal and decreases
away from it as the flow expands. The contours show some oscillations, which are caused
by the fluctuating shock and reaction front and will be discussed later. The reaction front
is not visible in this figure since the pressure stays constant across the reaction front. The
shock standoff distance compares well with the Lehr's shadowgraph (Fig. 2.2).
The density contours (Fig. 7.3) show a very complex flow field with the presence of
two discontinuities. The outer discontinuity is the bow shock and the inner discontinuity is
the reacticn front. These two fronts can be seen separated from each other by the induction
distance. The separation (i.e., the induction distance) is minimum near the stagnation line
and increased away from it. This is because near the stagnation line, bow shock is almost
normal and, hence, the post shock temperature is maximum; thus, induction distance
is minimum. Away from the stagnation line, the shock strength decreases, thereby
decreasing the post-shock temperature and, hence, increasing the induction distance.
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About one noseradiusdownstream,the induction lengthbecomesinfinite, i.e., infinite
streamwiseseparationbetweenshockandthereactionfront. Therefore,it is not possible
to form anobliquedetonationwaveunderthesecircumstances.Also, the oscillationsin
the reactionfront can beseenclearly. As the computationsproceeds,the Lot norm of
the flow field based on density variation drops by two orders of magnitude and then stays
constant. At this point the flow field has attained a psuedo-steady state, i.e., the flow
field keeps oscillating about a mean. As noticed earlier, the density increases just after
the shock (peak value) and then decreases as the flow passes through the reaction front.
Figure 7.4 shows the temperature contours and the corresponding enlarged view.
The bow shock and the reaction front can be seen clearly. Following a stream line into
the stagnation zone, it is seen that temperature jumps across the shock and then stays
constant in the induction zone. Past the induction zone, due to exothermic nature of H2-
air reaction mechanisms, the temperature increases almost instantaneously reaching about
11 times the free-stream value. The pulsation in the flow field can be vividly seen here.
Figures 7.5 shows the water mass fraction contours. The reaction front can be seen
in this figure. To better show the instabilities, an enlarged view is also shown. At the
end of the combustion zone, the temperature is high enough to start the combustion. As
the reaction proceeds, the water mass fraction increases rapidly. The oscillations similar
to temperature and density profiles can be seen here. The instability is characterized
by an almost regular periodic wave motion having a constant frequency and amplitude.
Similar instability has been observed experimentally in Lehr's work. The contour plots
shown here show the spatial variation of instability at one point in time. It also shows
that instabilities are not restricted to the reaction front only but are convected toward the
body, thus affecting the entire flow field. Figure 7.6a shows the line plot for pressure
along various j = constant grid lines. As the flow crosses the shock, it encounters the
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pressurejump. Thepressuredecreaseslightly afterthe shock.TheVonNeumannspike,
which is characteristicof reactingflows, is also visible. The postshockoscillationsin
pressurealongstagnationline hasalsobeenobservedin Ref. [14]. Figure 7.6b shows
the temperaturealongvariousj = constant grid lines. The post shock stagnation point
temperature is 3150°K, which compares well with Ref. [15]. As the gas encounters
the bow shock, the temperature increases abruptly. Immediately after the shock, the
temperature stays constant for a short distance and then begins to increase due to
exothermic reactions. The induction zone decreases with increasing temperature, as
chemical energy release will be faster for higher temperatures.
To help understand the temporal nature of these instabilities, attention is now
focussed on the time history of physical variables along the stagnation line only. The
presentation of results in this form also allows comparison of the numerical results with
the wave-interaction model originally proposed by McVey et al. [8] and further modified
by Matsuo et al. [18]. This is a one-dimensional model which is used to explain the
instability mechanism. The model successfully explains the main features of the flow
field as identified in the numerical simulations as well as in schlieren pictures. The
essential features of this model are shown in Fig. 7.7, which also shows the x-t plot
for the computed water mass fraction along with an overlay of pressure. Also, one
can see the unsteadiness in the reaction front. This unsteadiness originates from the
induction zone near the stagnation line and then travels downstream. First, the contact
discontinuity approaches the original reaction front. The hot gases behind the contact
discontinuity begin to react. The resulting pulse of the energy release front generates two
compression or pressure waves, one of which propagates upstream towards the bow shock
and another downstream towards the body. The compression wave which propagates
upstream interacts with the bow shock and produces a contact discontinuity behind the
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bow shock. The bow shock is stronger after the interaction and, therefore, the gas is
hotter on the upstream side of the contact discontinuity. The hot gases behind the contact
discontinuity reduce the induction time and create a new reaction front thus generating
another set of compression waves. The contact discontinuity then reaches the position
of the original reaction front, extinguishing the reaction at this point because no more
unreacted gas exists there. This reduces the rate of energy release thereby generating
rarefaction waves. The reaction front begins to recede because of the increased induction
time of the colder fluid. The other compression wave, travelling towards the body, gets
reflected from the body to the bow shock, and interacts with it at about the same time that
the most recently created compression wave arrives at the bow shock. The compression
wave and the reflected compression wave from the body interact with the bow shock,
thus providing a possible mechanism for the creation of another contact discontinuity
i.e. secondary contact discontinuity. The gases being hotter on the upstream side of the
contact discontinuity, start burning, again generating compression waves and the cycle is
repeated. Matsuo et al. [18] also emphasized the importance of considering the reflection
of the compression wave from the body in their calculations. The compression waves
reflecting from the blunt body may not necessarily be in phase with the compression
waves created by the new energy release front. Thus, once these reflected waves interact,
they cause the flow to be not exactly periodic; however, the pulsating energy release
front could still be nearly periodic. In some instances the original compression wave
and the reflected compression wave may not hit the bow shock at the same time, thereby
distorting some of the structure of the bow shock as clearly seen in Fig. 7.7.
If one observes these oscillations very closely, it is seen that in each cycle the water
mass production rate, which is also a measure of energy release, at first increases and
then eventually decreases to zero. This is the point of extinguishment of the reaction
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front. The reaction almost comes to a standstill at this point. Since the new reaction
front generated has high energy release (and, hence, high water mass production rate), it
sends new sets of compression waves, which propagate both upstream and downstream,
and the above cycle is repeated.
To further investigate the unsteady nature of the flow field, a Fourier analysis of
the flow field was conducted. For this, data at various sample stations along the j =
61 grid line were stored for 30,000 iterations to get good temporal resolutions. The
grid used was 101×78, and all calculations were time accurate. Figure 7.8 shows the
amplitude versus frequency plot obtained by using a Fourier transform. The flow field
spectrum is well resolved, and it clearly shows the fundamental frequency of 1.2 e+6
Hz and a peak amplitude of 0.004. It also shows subharmonics and high-frequency
numerical noise. Experimental fundamental frequency, as given in Ref. [11], is 1.96e+6
Hz. The discrepancies between the experimental and the numerical value could be due to
improper grid resolution. The calculations were repeated for a finer grid (131 x 101). The
grid aspect ratio was kept the same in both the cases. Figure 7.9 shows the frequency
spectrum for the flow field with finer grid. The sample stations have the same physical
locations as in the previous case. The dominant frequency is 2.0e+6 Hz, and the amplitude
is 0.004. This frequency is in close agreement with the experimental value of 1.96e+6
Hz. The above calculations were repeated once again for another finer grid of 197 x 152.
The grid aspect ratio was kept the same and the sample stations have the same physical
locations as in the previous cases. Figure 7.10 shows the frequency spectrum for this grid.
The dominant frequency now is 2.1e+6 Hz., and the amplitude is 0.004. Thus, refining
the grid has not changed the frequency and therefore, the oscillations in the reaction front
are physical. The frequency prediction is very sensitive to not only the grid but also the
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Figure 7.3 Contour plot of density for Mach 5.11 with shock-capturing.
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chemical kinetics model. The frequency of oscillations depends very strongly on the
ignition delay, which in turn depends on the rate constants. Wilson [15] in his investi-
gation showed that, by changing the reaction rate constants for reaction (2) [Table 4.3]
from Jachimowski [45] model to those recommended by Warnatz [47], the frequency of
oscillations changed from 530 KHz to 820 KHz (55% change). This is because Jachi-
mowski's model gives shorter ignition delay at higher temperature than Warnatz's model.
Therefore, slight difference between the experimental and computed frequency can be at-
tributed to the uncertainty in the reaction rate constants, among other factors such as grid
resolution and the numerical damping.
7.2 Math 6.46 Case
The results for the Mach 6.46 case will now be presented. For the present stoichio-
metric hydrogen-air mixture, the C-J velocity is Mach 5.11. Thus for the Mach 6.46
which is a superdetonative case, the projectile speed is significantly above the detona-
tion velocity of the mixture. The numerical simulations is carried out for the following
free-stream conditions:
Moo = 6.46
P_ = 42732N/m _
Too = 292K
Figure 7.11 shows the contour plot of temperature for the Mach 6.45 case. The bow
shock and the reaction front can be clearly seen in the figure. They are coupled with each
other near the stagnation line and up to about 60 degrees from the nose at which point
they start decoupling from each other by the induction distance. This occurs because
bow shock is almost normal near the stagnation line and the post-shock temperature is
maximum. For Mach 5.45, a very small induction distance occurs as a result of the post
shock temperature remaining significantly high up to some distance near the stagnation
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zone. Away from the stagnationline, the inductiondistanceis increasedas a result of
decreasingshockstrengthandpost-shocktemperature.A comparisonwith Fig. 2.3shows
that all the flow featuresare very well captured.The temperaturefurther increasesas
the reactionproceedsdueto theexothermicnatureof thereaction.Thepeaktemperature
occursat the stagnationpoint. Figure7.12 showsthe contourplot for densityat Mach
6.46. The bow shockhasa very crisp and smoothprofile. The reactionfront, which
is smoothup to about60-65 degreefrom the noseregion, is wrinkled with very small
amplitudewavesdownstream.The maximumdensity is seento be just after the bow
shock,andminimum densityis after the reactionfront. Figure7.13showsthepressure
contours,the bow shock,andthe expansionwavesas the flow expandsover the body.
Peakpressureoccursnearthe stagnationregionwherethe shockis nearlynormal, and
peakpressuredecreasesaway from the stagnationregionas the flow expands. Figure
7.14ashowsthe line plot for pressurealongvariousj = constant grid lines. The flow
encounters the pressure jump as it crosses the shock. The pressure decreases slightly
after the shock. The post-shock oscillation in pressure along the stagnation line is also
observed. Figure 7.14b shows the temperature along various j = constant grid lines. The
post-shock stagnation point temperature is 3550°K. The temperature increases abruptly,
as the gas encounters the bow shock. Immediately after the shock, the temperature stays
constant for a short distance and then begins to increase due to exothermic reactions. The
induction zone decreases with increasing temperature, as chemical energy release will be
faster for higher temperatures. The contour plots for water mass fraction is shown in
Fig. 7.15a. The temperature is high enough to start the combustion, at the end of the
induction zone. The water mass fraction increases rapidly as the reaction proceeds. An
enlarged view of the oscillations is presented in Fig. 7.15b and it shows the macroscopic
behavior. The reaction front shows a smooth profile near the stagnation region, but
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a corrugated pattern with extremely small amplitudes is observed 60-70 degrees away
from the nose region.
A Fourier analysis of the flow field was conducted to further investigate the macro-
scopic steady nature of the flow field. Data at various sample stations along the stagnation
line were stored for 40,000 iterations to get good temporal resolutions. The grid used
was 197× 152, and all calculations were time accurate. Figure 7.16 shows the amplitude
versus frequency plot obtained by using Fourier transform. The flow-field spectrum is
well resolved, and it clearly shows the fundamental frequency of 2.67e+6 Hz and a peak
amplitude of 0.001. Harmonics and very high-frequency numerical noise are also shown.
Experimental fundamental frequency for Mach 6.46 is not available.
7.3 Effect of Nose Radius on Stability of Reaction Front
The key parameters for the onset of periodic unsteadiness have been identified as (1)
induction time, (2) reaction rate constant, (3) activation energy, (4) heat release rate and
(5) projectile nose radius. In this study we shall be discussing the effect of nose radius
on the stability of the reaction front while keeping the first four parameters constant by
choosing a particular reaction model and by fixing the free-stream Mach number.
7.3.1 Math 5.11 and Projectile Diameter of 2.5 mm
The diameter of the projectile was reduced to 2.5 mm while keeping the same
free-stream Mach number of 5.11. Other free-stream conditions were also kept the
same. Figure 7.17 shows the density contours and corresponding enlarged view. It
clearly shows a very smooth bow shock and reaction front. Thus, reducing the projectile
diameter caused the instabilities to disappear. Figure 7.18a shows the x-t plot of water
mass fraction along stagnation line for the Mach 5.11 for a 15 mm projectile diameter.
Figure 7.18b shows the x-t plot of water mass fraction along stagnation line for Mach
5.11, but with a projectile diameter of 2.5 mm. In the former case the reaction front
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clearlyshowsperiodicoscillations,whereasthelater caseshowsa smoothreactionfront.
The instabilities for Mach numberslower than the C-J Mach numberare due to the
ignition delay. What causestheseinstabilities to disappearfor the sameMachnumber
of 5.11 but lower projectile diametercan be explainednow. Becausethe projectile
speedis samein both thecasesso thephysicalinductionlengtharealsothe same.The
differenceis relativescaleof the inductionlengthandtheshockstand-offdistance.In the
later caseof small projectilediameterthe physicallengthscaleis small, reactionperiod
is relatively largeand temperatureincreaserathergraduallywithin that small physical
scale. Therefore,compressionwavesare createdgraduallyratherabruptly. Thus the
unsteadinessdisappearsfor the small diameterprojectile.
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Figure 7.13 Contour plot of pressure for Mach 6.46.
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Chapter 8
RESULTS AND DISCUSSION USING SHOCK-FITTING METHOD
In this chapter we shall be discussing the numerical simulations of Lehr's Mach 5.11
and Mach 6.46 cases using shock-fitting technique. A comparison of shock capturing
method and shock-fitting method will clearly show the advantages of shock-fitting over
shock capturing. Later we shall simulate Ruegg and Dorsey's experimental work using
the same technique with emphasis to the large-disturbance regime.
The numerical simulations were conducted to simulate Lehr's [11, 38] experimental
results. The physical and free-stream conditions used in the simulation were:
Moo = 5.11 and 6.46
P_ = 42732N/m 2
Too = 292K
8.1 Mach 5.11 Case
For Mach 5.11 case, calculations were carded out on a grid of 101xl01. Figure
8.1 shows the pressure contour plots for the Mach 5.11 case and Fig. 8.2 shows the
corresponding enlarged view. The complicated wave pattern seen in Fig. 8.2 can be
viewed as made up of two types of compression waves. One type of compression wave
originates from the reaction front while the other has been reflected from the projectile
body. The reflected compression wave interacts with the original compression wave and,
at the point of interaction, two new waves are generated. This reflection produces the
observed cell structure. The compression wave which moves towards the bow shock,
overtakes it and causes the bow shock to move forward. Thus the kinks appearing
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on the bow shock are due to some of its structure being distorted by the compression
waves. Figure 8.2 also reveals that these pulsations in reaction front are strong near
the nose region and dissipate near the shoulder regions of the projectile. This fact is
further supported by Fig. 8.3, which shows the numerical value of pressure contours
along the complete body. From the pressure values given, it is shown that the pulsation
of compression waves that originate near the stagnation line are the strongest, and as one
moves towards the shoulder region of the projectile, the pressure is reduced to almost
atmospheric pressure.
Figure 8.4 shows the pressure distribution along the stagnation line. The pressure
increases from free-stream pressure to 1.332 e+06 N/m 2 as the flow passes the normal
shock along the stagnation line. The flow then encounters the pressure wave (see Fig.
8.2) which further raises the pressure to 1.375 e+06 N/m 2. The pressure then drops to
1.342 e+06 N/m 2 as it passes through the expansion wave. This pattern repeats itself as
the flow encounters a series of compression and expansion waves.
To help understand the temporal nature of these instabilities, attention is now focused
on the time history of physical variables along the stagnation line. Figure 8.5 shows the
time history plot of water mass-fraction along the stagnation streamline. It shows two
discontinuities. The outer discontinuity is the bow shock, which shows little kinks in the
structure, and the inner discontinuity is the reaction front. The highly periodic oscillations
in the reaction front that originate near the stagnation line and then spread downstream
are clearly evident. The bow shock is at 0.009224 meter and the projectile surface is
at 0.0075 meter (projectile surface is not shown in the figure) from the center of the
blunt body. As seen from the figure, the frequency of oscillation (which is inverse of
the time period) can be calculated directly from the plot. This frequency is 2.0 MHz,
whereas the experimental frequency from Lehr's ballistic data for Mach 5.11 is 1.98
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MHz. Also, the amplitude of the oscillations of reaction front is 8.0 e-05 meters. Figure
8.6 shows the water mass fraction contours. The reaction front can be seen in this figure.
The instability is characterized by a regular periodic wave motion having a constant
frequency and amplitude. The reaction is complete near the body where the maximum
water mass production can be seen.
Density contours are shown in Fig. 8.7. It clearly shows the presence of two
discontinuities. The outer discontinuity is the bow shock and the inner discontinuity
is the reaction front. These two fronts can be seen separated from each other. Moving
downstream the induction length increases because of lowering of post-shock temperature.
The oscillations in the reaction front can be seen clearly. It is also seen that the density
increases just after the shock and then decreases as the flow passes through the reaction
front, in agreement with the experimental shadowgraph.
Figure 8.8 shows the temperature distribution along the stagnation streamline.
Following a streamline into the stagnation zone, it is seen that the temperature jumps
across the shock and then stays constant in the induction zone. Past the induction zone,
due to the exothermic nature of the H2-air reaction mechanism, the temperature increases
rapidly reaching almost 11 times (3150 K) the free-stream value. To further compare the
experimental data with the numerical data, Fig. 8.9a shows the computed shadowgraph of
the Mach 5.11 case for the complete projectile and Fig. 8.9b is the corresponding enlarged
view. It is seen that the bow shock and the reaction front are separated from each other
near the stagnation line, and this separation keeps increasing downstream of the stagnation
line. This is what was observed experimentally also. Also, the bow shock is quite smooth
with very little waviness but the reaction front clearly shows a periodic behavior.
By means of time history plots, a comparison of the numerical results with the wave-
interaction model originally proposed by McVey and Toong [8] and further modified by
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MatsuoandFujiwara[18], canbemade.In orderto understandhowthewaveinteraction
model fitswith thenumericalresults,weshallhaveto considerFigs.(8.10-8.12)together.
Figure 8.10 shows the time history plot for the pressurealong the stagnation
streamline.Figure 8.11showsthe time historyplot for temperaturealongthe stagnation
streamline.By comparingthe actualmodelshownin Fig. 8.12bwith the x-t diagrams
of pressureand densityshownin Figs. 8.12aand 8.12b,it is demonstratedbelow that
the model proposedby McVey and Toong fits very well with the presentnumerical
calculations.
As shown in Fig. 8.12b, a contact discontinuity first approachesthe original
reaction front. The gasesare hot on the upstreamside of the contact discontinuity
andcomparativelycold on the lower side,asclearly seenin Fig. 8.11. Thesehot gases
behindthecontactdiscontinuitybeginto react,generatingcompressionor pressurewaves
that propagatebothupstreamanddownstream,as seenin Fig. 8.10. The compression
wave which propagatesupstreamintersectswith the bow shockandproducesa contact
discontinuitybehindthe bow shock (Figs. 8.12cand 8.11). The bow shockis stronger
after the interactionand, therefore,thegasis hotteron the upstreamsideof thecontact
discontinuity. The hot gasesbehindthe contactdiscontinuityreducethe induction time
andcreatea new reactionfront, thusgeneratinganothersetof compressionwaves.At a
somewhatlatertime, thecontactdiscontinuityreachesthepositionof theoriginal reaction
front, extinguishingthe reactionat this point becauseno moreunreactedmixture exists
there. The rate of energy releaseis effectively reduced,which generatesrarefaction
wavesasshownin Fig. 8.10. The reactionfront beginsto recedebecauseof increasing
induction time of the colder fluid. The compressionwave traveling towardsthe blunt
body getsreflectedfrom thebody, travelsbackto thebow shock,andinteractswith it at
aboutthe sametime that themostrecentlycreatedcompressionwavearrivesat the bow
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Figure 8.1 Pressure contours for Mach 5.11 over the complete blunt projectile.
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Figure 8.2 Enlarged view of pressure contours for Mach 5.11.
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Figure 8.3 Pressure contours for Mach 5.11 showing numerical pressure distribution.
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Figure 8.4 Pressure distribution along stagnation streamline for Mach 5.11.
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Figure 8.5 Time history plot of water mass
fraction along stagnation streamline for Mach 5.11.
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Figure 8.6 Enlarged view of water mass fraction contours for Mach 5.11.
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Figure 8.8 Temperature distribution along stagnation streamline for Mach 5.11.
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Figure 8.9 Computed shadowgraphs for Mach 5.11 (a) Complete projectile and (b) Enlarged view.
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Figure 8.10 Time history plot for pressure along stagnation streamline for Mach 5.11.
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Figure 8.12 Side-by-side comparison of time history plots for Mach 5.11 and the wave interaction model: (a) Pressure
contours from simulation, (b) McVey and Toong wave interaction model, and (c) Density contours from simulation.
shock. The compression wave and the reflected compression wave from the body interact
with the bow shock, thus providing a possible mechanism for the creation of another
contact discontinuity, i.e., secondary contact discontinuity. The gases, being hotter on
the upstream side of the contact discontinuity, start burning again generating compression
waves; the cycle is then repeated as shown in Figs. 8.10.
8.2 Mach 6.46 Case
The results for the Mach 6.46 case are now presented. Due to close coupling of bow-
shock and reaction front (i.e., small induction distance) at high Mach numbers, a finer
grid was needed to resolve the flow field. Therefore, for Mach 6.46, a grid of 201x 151
was used with 201 points in the circumferential direction and 151 points in the normal
directions. This is a superdetonative case, i.e., the projectile velocity is higher than the
C-J velocity of the mixture. Figure 8.13 shows the pressure contours as well as the wave
pattern similar to Mach 5.11. When compared with Fig. 8.2, it is clear that the frequency
of the compression waves moving towards the body and moving towards the bow shock
is much higher. The bow shock and the reaction front are almost coupled with each other.
Figure 8.14 shows the density contours. For this case, a very small induction distance
occurs as a result of very high post-shock temperature. The features of the bow shock and
reaction fronts appear to be the same like the simulations with shock-capturing. Figure
8.15 shows the pressure distribution along the stagnation streamline. There is a jump in
pressure after the bow shock and then the pressure drops when the pressure wave meets a
rarefaction wave. It increases again when it encounters another compression wave. After
the energy release front, there is another jump in pressure. This pressure wave oscillates
between a high value (when it encounters a compression wave) to a low value (when it
encounter a rarefaction wave). Also, when compared with Fig. 8.4 for Mach 5.11, we
see that there are more numerous oscillations in pressure for the Mach 6.46 case because
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Figure 8.15 Pressure distribution along stagnation streamline for Mach 6.46.
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Figure 8.16 Temperature distribution along stagnation streamline for Mach 6.46.
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Figure 8.17 Computed shadowgraphs for Mach 6.46: (a) Experimental scale, (b) Enlarged scale, and (c) Highly enlarged view.
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Figure 8.18 Time history plot of water mass
fraction along stagnation streamline for Mach 6.46.
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Figure 8.19 Comparison of shock-capturing vs shock-fitting: Time history plots of pressure for Mach 5.11
along stagnation streamline (a) with shock-capturing method and (b) with shock-fitting method.
of higher frequency compression waves generated. Figure 8.16 shows the temperature
distribution along the stagnation streamline. The stagnation point temperature is 3550 K.
The temperature increases abruptly as the gas encounters the bow shock. Immediately
after the shock, the temperature stays constant for a short distance and then begins to
increase due to exothermic reaction. Figure 8.17 shows the computed shadowgraph for
density. Figure 8.17b and 8.17c shows the corresponding enlarged view. The bow shock
and the reaction front remain coupled with each other up to about 60-65 degrees from
the stagnation streamline, as observed experimentally, and then start decoupling. Also,
the reaction front shows slight oscillations of very low amplitude. Figure 8.18 shows the
time history plot for water mass fraction. The bow shock is at 0.00884 meters from the
center of the blunt body. The distance between the bow shock and the reaction front is
very small. Also, as is clear from the figure, the amplitude of oscillations of the reaction
front is 2.5 e-05 meters which is quite small as compared with the Mach 5.11 case. The
frequency of oscillations can be computed directly from this figure and it is found to be
2.85 MHz, which is comparable with the earlier work [26]. Thus, Mach 6.46 case is a
very high frequency but very low amplitude phenomena.
8.3 Comparison of Shock Capturing vs Shock-Fitting
As mentioned earlier that shock-fitting requires very small dissipation which does
not smear the important flow features and therefore the intricate details of the flow field
can be reproduced. This is clearly shown in Fig. 8.19 which is the x-t plot for water
mass fraction contours. Figure 8.19a shows the x-t plot for water mass fraction for Mach
5.11 using shock capturing method whereas Fig. 819b shows the same using shock-fitting
method. It is clear from Fig. 8.19b that almost all the intricate details of the flow field has
been simulated very clearly whereas in Fig. 8.19a all the flow features are smeared. The
cellular structure of the detonation wave phenomenon is clearly evident in Fig. 819b. It
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must beemphasizedthat thenumberof grid pointsusedin shockcapturingwerealmost
threetimesmorethan that in shock-fitting,yet the resolutionof the flow field wasmuch
better in shock-fittingmethod.
8.4 Rueggand Dorsey's Simulation
In the presentstudy Ruegg and Dorsey's [6] three casesof ballistic data were
simulatedwith the free-streamconditions given in Table 2.2. The grid used in the
calculationswaswith 101grid pointsin the x direction and 91 points in the y direction.
This grid was selected based on our previous work [25], in which an extensive grid-
refinement study was done to determine the grid most suited to this type of study and
to give a grid-independent solution.
Figure 8.20a shows the contour plot for pressure for the steady case. The detailed
mechanism of detonation-wave development depends primarily on the action of pressure
waves that are generated in the course of combustion. This point has been given special
attention by earlier researchers [12]. Under the current free-stream conditions, nearly
no pressure waves are generated between the bow shock and the blunt body because of
the weak reaction wave. As we move to Fig. 8.20b, which corresponds to the regular-
regime free-stream conditions with p = 0.25 atm, we can see the pressure waves that are
generated by the combustion between the bow shock and the body. Figure 8.20c shows
the pressure contours for the large-disturbance-regime case, where p = 0.5 atm. The
compression waves for this case are much more intense and the bow shock is distorted
significantly. Inspection of Figs. 8.20a-c shows that the combustion moves the shock
wave away from the body; this effect increases as the pressure increases.
Figures 8.21a-c show the density contours for the three cases. The flow has an
outer bow shock, followed by an induction zone and a reaction front. The induction zone
(i.e., the separation between the bow shock and the reaction front) is maximum for the
141
steady-regimecasewhenp = 0.1 atm. Both the bow shockandthe reactionfronts are
very smoothin structure.If thepressurerisesto 0.25atm,thenperiodicinstabilitiesarise
nearthe stagnationline andspreaddownstream,as shownin Fig. 8.21b. Furthermore,
the induction zoneis considerablyshorterthan thepreviouscase.A jump occursin the
densityafter the bow shock,followed by adrop in densityafter thereactionfront dueto
the increasein temperature.Figure8.21cshowsthe densitycontourswhenthe pressure
is increasedfurther to 0.5 atm.The inductionzoneis furtherdecreasedasthecombustion
becomesmore intensewhich causesthe bow shockto distort.
Figures8.22a-cshowthecomputedshadowgraphsfor thethreecases.In Fig. 8.22a
both the bow shockand the reactionfront areseparatedconsiderably,and both fronts
aresmooth. The combustionfront is quite weak,ashasbeenobservedexperimentally.
Figure 8.22bclearly showsthe regularpatternof the instabilitiesof the reactionfront.
Theinstabilitiesarealmostperiodicin nature.Thecomputedshadowgraphfor the large-
disturbance-regimecaseisshownin Fig. 8.22c.Thedistortedbow shockandanirregular,
unsteadyreactionfront areclearlyevident.A side-by-sidecomparisonof Figs. 8.22band
8.22cclearly showsthat almostfour to five periodsof oscillationof the regularregime
areequivalentto one periodof oscillationfor the large-disturbanceregime. This result
was reportedin RueggandDorsey's work also [6]. Thus, the large-disturbanceregime
consistsof long periodoscillationsascomparedwith the regularregime.
Figures8.23a-cshow a schematicof an obliquedetonationwave-engineand three
possibletime historyplotsof pressuredependinguponthevariousfreestreamconditions.
Sincethis phenomenonhasbeenobservedin detonationsin tubesaswell as in external
flows, therefore,consideringthatthesamefreestreamconditionscanalsobeencountered
in the combustorsof an oblique detonationwave engine,and, therefore,similar flow
featurescanbeexpectedin thecombustorsof anobliquedetonationwaveengine.Figure
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8.23a shows the x-t plot for pressure when the free stream pressure is 0.1 atm. It shows a
very smooth bow shock and reaction front. Figure 8.23b shows the x-t plot for pressure
when the free stream pressure is 0.25 atm. Now the same smooth reaction front has
turned into a highly periodic reaction front. Compression waves generated between the
reaction front and the blunt projectile starts interacting with each other and this interaction
of the compression waves sustains the instability. Moving to Fig. 8.23c where the free
stream pressure is now 0.5 atm, we notice that the regular periodicity of the reaction
front disappears and its place is taken over by bumps in the reaction front and the bow
shock. Both the reaction front and the bow shock are highly distorted. This is the large-
disturbance regime.
Figure 8.24a-c show the time history plots for the three cases for water mass fraction
along the stagnation streamline. Figure 8.24a shows a smooth and steady bow shock and
reaction front. The maximum water production after the reaction front shows that the
reaction is nearly completed after the reaction front. As the pressure is increased to
0.25 atm and Mach number is increased to 4.9, a highly periodic unsteady reaction
front develops (Fig. 8.24b). The induction zone has reduced considerably. Although the
reaction front is unsteady, the bow shock is quite smooth. This effect has been observed
experimentally also. Figure 8.24c shows the large-disturbance-regime case, in which
the combustion becomes so intense that the bow shock is completely distorted. Highly
pronounced combustion surges cause a completely different profile of the reaction front
than for the regular regime. The induction zone is much shorter than for the previous
two cases.
In order to validate the present numerical results, we compare the wave-detachment
distance (both for the shock wave and the combustion wave) for the three cases with the
experimental results of Ruegg and Dorsey. Figure 8.25 shows the plot of wave detachment
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versusMachnumberfor p = 0.1 and0.5 atm. For both cases, the numerical shock stand-
off distance and the reaction-front stand-off distance closely match the experimental
data. Figure 8.26 shows the same plot for p = 0.25 atm. In this case, the numerical
reaction front closely matches the experimental value, but the shock stand-off distance is
underpredicted by about 8-9 percent. This discrepancy has not been resolved at present.
Figure 8.27a shows the time history plot for pressure, and Fig. 8.27c shows the time
history plot for density for the regular-regime case (i.e, when p = 0.25 atm). This pattern
of instabilities (which has also been observed in Lehr's work [11] has been explained in
the past by many researchers with McVey and Toong's one-dimensional wave-interaction
model. A brief description of this model and a discussion of regular-regime results in
regard to the model has already been explained in the earlier sections. It need only to
be emphasized here that the results presented in Fig. 8.27a-c are very similar to Lehr's
Mach 5.11 case.
Now we concentrate our attention on the large-disturbance regime (i.e the free-
stream pressure is increased to 0.5 atm). Figure 8.28a shows the time history plot along
the stagnation streamline for pressure. Figure 8.28b shows the one-dimensional wave-
interaction model due to Matsuo et al. [24], and Fig. 8.28c shows the time history plot
for density. To understand the instabilities for the large-disturbance regime, we must
consider Figs. 8.28a-c together. The concepts developed in Ref. [12] and used in the
model by Matsuo et al. [24] are shown in these figures. As shown in Fig. 8.28b, the
cycle begins when an "explosion within an explosion" occurs on the reaction front; then,
the reaction shocks propagate upstream and downstream. The forward shock which has
been referred to as "superdetonation", moves into the unburned gases. The backward
shock, referred to as "retonation", moves into the burned gases. At a later time, the
detonation wave overtakes and penetrates the bow shock. Then, the bow shock and
144
the detonationwave createa triple point and generatea reflectedshockand a contact
discontinuity. The bow shock is acceleratedby this penetration,and the gasbehind
the bow shock is further compressed.At a later time, the bow shock is decelerated,
and the bow shockand reactionfront becomeseparated.The retonationwave and the
reflectedshockreachthe body surface,and the reflectedcompressionwave goesto the
bow shock. The reflectedcompressionwaveinteractswith the bow shock,and another
contactdiscontinuityis generated.Finally, thecontactdiscontinuityreachesthe original
reactionfront, theexplosionwithin anexplosionoccurson reactionfront, andthe cycle
of events is repeated.
By comparingthe model (Fig. 8.28b) with thenumerical results(Figs. 8.28aand
8.28c),weseethatthemodeldevelopedby Matsuoetal. [24] agreeswell with thecurrent
numericalresults. As the pressure is increased to 0.5 atm, the strong exothermicity on
the reaction front generates strong reaction shocks, which move toward the bow shock
and the body. The exothermic reaction accelerates the reaction shock. As mentioned
earlier, this phenomenon is called the explosion within an explosion and has also been
observed in detonations in tubes [12]. Both Figs. 8.28a and 8.28c clearly show this
phenomenon. At this point explosion, two strong shocks are produced one that moves
into the unburned medium, which we refer to as "superdetonation," and the other that
moves into the burned gases and is known as "retonation." Both superdetonation and
retonation are seen in the numerical results of Fig. 8.28a and Fig. 8.28c.
So that we could better examine the series of wave interactions and the many point
explosions and penetrations, the large-disturbance case was run longer. Figures 8.29a
and 8.29b show the time history plots for pressure and density for an extended period
of time. Two penetrations are evident (i.e, transitions from deflagration to detonation
and vice versa).
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Figures 8.30a and 8.30b show enlargedviews of the history plots for pressure
and density.As shown in Fig. 8.31a,the superdetonationcausesthe reactionfront to
accelerate,which in turn causesthe bulging, or penetration,of the bow shock. This
case is a typical exampleof deflagration-to-detonation(DDT) transition and also has
beenobservedin detonationsin tubes.Becauseof the acceleratingreactionfront andthe
eventualmergingof the bow shockwith the reactionfront, a self-sustaineddetonation
wave exists in front of theprojectilebody. The point of intersectionof the bow shock
andreactionfront is termedas"triple point". A reflectedshockis necessaryto satisfythe
continuity of the pressureandflow directionacrossthepoint of intersectionof the bow
shockandreactionfront. This reflectedshockis clearlyshownin thenumericalresults.
Thus, the triple point is the point at which the bow shock, the reactionfront and the
reflectedshockmeet. Of the threephenomena,thereflectedshockis the weakest.Next,
thebow shockwavebeginsto decelerate.Thus,themergedbow shockandreactionfront
begin to separate,asshownin Fig. 8.30b. This separationstageis the transitionfrom
detonationto deflagration;thus,it is known asthe ordinaryshock-inducedcombustion.
The reflectedshock(afterreflectingfrom thebody) reachesthebow shockandgenerates
a contactdiscontinuity(asshownin Fig. 8.30b),andthe entireprocessis repeated.
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Figure 8.20 Pressure contours for (a) Stable case, (b) Unstable regular regime, and (c) Unstable large-disturbance regime.
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Figure 8.2] Density contours for (a) Stable case, (b) Unstable regular regime, and (c) Unstable large-disturbance regime.
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Figure 8.22 Computed shadowgraphs for (a) Stable case, (b) Unstable regular regime, and (c) Unstable
large-disturbance regime.
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Figure 8.23 Time history plots of pressure along stagnation line for (a) Stable case, (b) Unstable regular
regime, and (c) Unstable large-disturbance regime.
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Figure 8.24 Time history plots of water mass fraction along stagnation line for (a) Stable case, (b) Unstable regular
regime, and (c) Unstable large-disturbance regime.
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Figure 8.25 Comparison of wave detachment distance from experiments of Ruegg and Dorsey, and
the current numerical work for pressure of 0.I atm and 0.5 atm.
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Figure 8.26 Comparison of wave detachment distance from experiments of Ruegg and Dorsey, and the
current numerical work for pressure of 0.25 atm.
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Chapter 9
CONCLUSIONS
A numerical study is presented to demonstrate the capabilities of modem CFD tech-
niques for complex reacting flow-field predictions. Unsteady and steady ballistic-range
experiments are successfully simulated. The calculations have been carried out for Mach
5.11 and 6.46. The Mach 5.11 case was found to be unsteady with periodic oscillations.
The frequency of oscillations was calculated and was found to be in good agreement
with the experimentally observed frequency. The Mach 6.46 case was found to be
macroscopically stable, thus supporting the existing view that it is possible to stabilize
the shock-induced combustion phenomena with sufficient level of overdrive. All the ex-
perimentaUy observed flow features are captured, and the frequency of the combustion
instabilities is found to be in good agreement with the experimentally observed frequency.
Study also included simulations of three cases of Ruegg and Dorsey's ballistic-range
experiments. Results show that an increase in the free-stream pressure can drive a sta-
ble reaction front to a regular, periodic unstable regime and again to a large-disturbance
regime, as observed experimentally. The flow features of the regular regime have been
successfully described with the one-dimensional wave-interaction model of McVey and
Toong. The flow features of the large-disturbance regime have been described by the
one-dimensional model of Matsuo et al. The shock stand-off and combustion stand-off
distances agree well with the experimental results of Ruegg and Dorsey.
The current study used both shock-capturing and shock-fitting techniques to simu-
late the shock-induced combustion past blunt projectiles. In such problems which involve
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instabilities, the shock-fitting technique gives much better resolution of the flow features
than the shock-capturing technique. The observed flow features have been successfully
correlated with the one-dimensional wave-interaction models, and the frequency of oscil-
lations has been matched with the experimental data as well as with earlier investigations.
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APPENDIX A
SOLUTION OF GOVERNING EQUATIONS ALONG STAGNATION
LINE FOR AXISYMMETRIC FLOWS USING L'HOPITAL'S RULE
L'hopital rule says that if the function fix) and ¢(x) vanish at the point x = a, that
is f(a) - ¢(a) - 0, then if the ratio has a limit as x --. a there also exists a limit
lima,S- _ and lim/T_ = lim_L_} . Since for axisymmmetric problems we have a
coordinate singularity at the symmetry axis, y - O, in the source term, therefore, to
remove the singularity we use L'Hopital's rule and make the following replacements in
the equations:
y- _1_y 1
-- Vy
V x "_y
Y
Uyy
1 u_y
= 2# (,yvyy + vy -2y v_ ) = pvy_
and
kOT_ kT___ k'_T_ty _kT w
y coy y
With these changes the governing equations at the axis of symmetry reduces to:
164
n .__
F _._
g __
u=I ]
pu2 +p+ Txx
flu v+'ryx
(pE + p + rxx)u + r_,v+qx
pvuA-ryx
pv2 +p + ryu
(pE + p + Tuu)v + ruxu+q_
pvy
puv_- _[v.y + %_]
2pvv_ - I_vy_
pEvy + pry - 2_u[2v_ - vy - vvu.] -I_[vzyu+uuuy] + kTyy
(See Below)
[ 2 f Ov v Ou}]
_..___z_v [-5"i,2Y Y -_y y
[2 Ov _2 _ -y= --_# 2v Oy y
2 [2roy v2 you]
Also the following terms to be replaced with their final values given on the R.H.S.
2/Ou Ov y)
2 (2o_ o_ o_)
=--_\ oz Oy]
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Hence,
and
2 ( Ov v Ou )ryy = --_ 2 0y y x
2['20v Ov Ou )
= --5"\ oy oy
"r,,y= -5-;
2 Ov
2(Or Ov Ou)=-3# 20y y "_x
2 [Ov Ou)
Though the goveming equations changes at the axis of symmetry as shown above,
but we would still like to use the same set of governing equations everywhere (including
at the axis of symmetry) with only a slight modifications at the axis of symmetry to
take care of the above changes. The only term needs to be taken care of at the axis of
v
symmetry is the term y
As y _ 0 and v _ 0 at the axis of symmetry we get _ = o = indeterminate.
Therefore, using L'Hopital's rule we have
_V
v _ Ov
y- _ -Oy
V(2) -- V(1) V(2) -- 0 V(2)
y(2) -- y(1) y(2) -- 0 y(2)
(Values inside the brackets denote grid points along the body)
Hence,
v v(2)
y y(2)
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This is because both the normal velocity and value of y is zero at the stagnation line.
Therefore, at the axis of symmetry simply replace _ terms by _ terms. Also if absolutey(2)
values of y(i,1) is > 10 -10 (machine zero) then use the general expression for g i.e., at
the stagnation line it will be
y(1)"
But if the absolute value of y(i,1) is < 10 -l° which means zero, then L'Hopital's
rule is used for _ i.e., _ = v_ttt i.e., the value at the second grid point is used at they y(2)
stagnation line.
167
APPENDIX B
CALCULATION OF THE CHEMICAL JACOBIAN MATRIX
We shall be discussing the calculations of the chemical jacobian matric for the species
02, H20, H2, OH
Applying the law of mass action to the global model 2H2 + 02 _ 2H20 we have
Species •
Co2 = --kACH2Co2 + kb_C_H (B1)
C,,o= 2[kf, - (B2)
°
du, = Co, - [CFI_O (B3)
COH = -(2Co, + CH, O) (B4)
U ____
P
pu
pv
pE
pfl
pf2
pf3
.pf4
0
0
0
0
&l
&2
&3
fv4
U_ l
U2
U3
U4
U5
U6
U_l
.Ua l
"HI 2
H2
H3
H4
H5
H6
HTl
.H8 J
H __
1 ---* H2
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2---*02
3_OH
4 H20
Derivation of ¢bl terms in terms of U Variables
3H_H1,H2 ....... Hs_
Note: This is required before we carry out differentiation i.e. ou(ul,u2 ........ us)"
NOW,
kg
_I = _H_ -- m 3 _ sec
kg - moles Kg
• --- MH2
= CH2 m_ "- Sec Kg - moles
C'H2MI-I2 m 3Kg
= -- Sec
K_-moles and MH_ is in Kg-mole(If CH, is in m3_sec_
[gram- moles] [2.016] [ gram ]
dq = ¢bI-I, = CH, L cm3 - sec J Lgr&m - mole
2.016 x 103CI-I2
t_r _m
(if Cg2 is in _ra_m-moleS.cmz-sec and MH_ is in gram-moles"
Since, Ci -" Concentration of species i = i_rarn-m°lecm3
Therefore,
pi cm_
gl:&m
Mi gram-mole
gram - mole
cm 3
Ci = Mi Mi
pfi _ gram - mole
Mi cm3
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if density is given in _ and molecular weight in
Therefore, graa'n-mo_
Hence,
gram -mole _ lo.LP.P_ra,m
-- 10-3 Pi gram -mole
Mi cm3
_em_m,
= lO-3P-___figram - mole
M, cm3
From Eq. (B1) we have
Cu2 10-3
-- 2.01----_pfr_
10-3
Co2= -7___pfo_
10-3
CO H = 17.-ff_Pf0i. I
10-3
CI-I20 = _._._p18.016 fH20
Therefore,
10-3 (_,_2
= -k.r_ 32 Pfo_2.--._pf_,+ % \17.oo8} P_f_
Therefore,
_'o_ -- Co_ × Mo_ × 103
10-3
-- --2.-_kf, 2 32 × 10-3
-- P f1-I2fo_ + _,.2¢2 .
(17.008)2 _" .jOngba
• 10-3
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_,_"- "_'_ (17 008 _2 _,b_v5 U6 " ]
Ur
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_,o_---2.ol--_k_,u u_+ _k_ u_
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