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Co-Chairs: Anthony W. England and Kamal Sarabandi
Snow cover plays a vital role in providing the water supplies for domestic, indus-
trial, and agricultural purposes. Snow cover also is important to the global climate.
Therefore, understanding of the global snow cover dynamics is required for both the
planet's climate study and water resource management. Conventionally, dierential
scatter darkening technique is used to detect the snow thickness. This technique is
region specic and depends on the statistics of snow grain sizes. Ice formation pro-
cess and ice thickness monitoring are important parameters in analyzing the overall
pressure exerted to the o-shore structures such as wind farms. Lake ice thickness
measurement is also required for the safety purposes for ice shing or skating. The
traditional method for measuring the lake ice thickness is by a cumbersome drilling
process through the ice, which is labor intensive and potentially dangerous. For future
in-situ or remote planetary applications, the detection and analysis of ice sheets on or
xvi
near the surface is one of the primary objectives of many planetary exploration mis-
sions. These applications demonstrate the requirement for an accurate remote sensing
instrument, which can estimate the ice thickness without disturbing or breaking the
ice.
In this work, a novel microwave remote sensing technique to accurately estimate
the thickness of any layered low-absorbing media including snow pack and fresh water
ice using wideband autocorrelation radiometer (WiBAR) is presented. This technique
relies on nding the autocorrelation response of the upwelling brightness temperature.
The autocorrelation response provides enough information to estimate the microwave
travel time delay of the doubly reected thermal emission between the top and bottom
interfaces. With knowledge of dielectric properties of fresh water ice or snow and
also microwave transit time delay, the thickness of the snow or ice layer can be
obtained. Several post processing techniques are developed to capture the periodicity
of the ripples in the power spectral density domain. These techniques are capable
of detecting very weak ripples deeply buried under noise. A compressive sensing
based algorithm is also developed for detecting the thickness of ice/snow layers. The
compressive sensing algorithm allows for retrieving the desired parameters with less
data and increases the response time of the system. The proposed approach is capable
of predicting the layer thickness with using only 1=10 that of the Nyquist rate. We
have successfully designed, implemented, and tested a handheld ground base ice/snow
thickness sensor under several scenarios including snow on top of undulated and
vegetation covered terrain, ice over the lake water, air gap above a water surface and
below a dielectric sheet, snow cover under the forest canopy. The proposed technology
xvii
is robust in the presence of radio frequency interference (RFI).
This research opens up the possibility of the ice sheet measurements using a stand
o handheld device or in a large scale using an airborne or spaceborne platform. It
is demonstrated that a WiBAR operating over the frequency band of 1   3GHz or




The physics behind the emission and brightness temperature of a gray/black body
is studied in Section 1.1. The importance of snowpacks and fresh water ice are
explained in Sections 1.2 and 1.3, respectively. The role of passive microwave remote
sensing in environmental studies is discussed in Section 1.4. Finally, the structure of
the thesis is elaborated in Section 1.5.
1.1 Brightness temperature and black body radiation
The brightness temperature is originated due to the oscillatory motions of atomic-
scale charges, which are the result of the material's temperature. The temperature
causes a vibration in the lattice structure of the material. The vibration forces the
electrons to accelerate and decelerate, which leads to emission/radiation of electro-
magnetic waves. These waves can be detected accurately using sensitive radiometers.
The nature of radiation/emission is similar to the radiation of numerous randomly dis-
tributed innitesimal dipole antennas radiating electromagnetic waves independently.
Hence, any material with temperature above 0[K] emits.
The thermodynamic equilibrium states that the emission is equal to the absorp-
tion. A blackbody is dened as a material that absorbs incident waves at all frequen-
1
cies without reection. The thermal emission of a blackbody can be formulated as
given by 1.1 also known as Planck's formula (60).









where c is the speed of light in free space (c = 3  108 [m/s]), h is the Planck's
constant and is equal to 6:62 10 34[J:s], k is the Boltzmann's constant and is equal
to 1:38010 23[ J
K
], f is the frequency of interest in hertz, and T is the temperature of
blackbody in kelvin. Most materials emit less than the emission predicted by Planck's
formula, (1.1). These materials are referred as graybody radiators. The ratio of the
graybody radiation to the blackbody radiation is called emissivity. This ratio is less
than or equal to 1. The emissivity of a blackbody radiator is equal to 1. In the
microwave remote sensing frequency range of interest, the Planck's formula can be
simplied as I(f; T ) = 2kTf
2
c2
(43; 35). This simplication is known as Rayleigh-Jeans
law (78; 80).
1.1.1 Analysis of brightness temperature
To study the brightness temperature, the dependence of the emission to the statis-
tics of dipoles including their orientations, locations, and frequencies is analyzed in
this subsection. As it is pointed out, the brightness temperature is similar to the
collective radiation of numerous innitesimal dipole radiators in the material under
study. The theoretical analysis of the brightness temperature has been fully explored
in the literature by utilizing the statistical Maxwell's equations and the Fluctuation-
Dissipation Theorem (FDT) (65; 66). The statistical Maxwell's equation analyze the
radiation of randomly oriented dipoles in the material. The FDT is a common tool in
analyzing the response of non-equilibrium thermodynamic systems used in statistical
physics. This tool is capable of predicting the response of the system to an applied
perturbation as a function of uctuations in a system at thermal equilibrium. Using
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these two theorems, the statistical response of the dipole radiator's currents can be
formulated as given by (1.2) (4) for an isotropic and homogeneous dielectric medium.
< j1(r; f)j2(r
0; f 0) >= 2fI(f; T )000(f)(1   2)(r   r0)(f   f 0); (1.2)
where < ::: > is the statistical ensemble average of the innitesimal dipole currents.
I(f; T ) is dened as in (1.1) and 0 = 8:85  10 12[F=m] is the permittivity of free
space. 00 is the imaginary part of r, where r is the relative dielectric constant of the
material. The permittivity of the material can be formulated as  = 0r = 0(
0+j00).
The 00 is a function of frequency. (x) is the Dirac-delta function, which is equal to
zero everywhere except at x = 0 with an integral of one over the entire real line. r
indicates the position of the dipole current and  refers to the orientation of each
innitesimal dipole.
Equation (1.2) states that the currents of the virtual dipole radiators are fully
independent from each other in all positions, frequencies, orientations, and angles.
Therefore; there is absolutely no dependence between the orientation, location and
frequency of the dipole radiators in thermal equilibrium. Statistically speaking, the
correlation length of the emitted electromagnetic wave is zero.
The analysis of brightness temperature emission is equivalent to detecting the col-
lective radiation of numerous independent, uncorrelated innitesimal dipole radiators
oriented uniformly and independently. The amplitude distribution of the collective
radiation of this equivalent system is Gaussian, based on the central limit theorem.
Central limit theorem in classical probability states that the probability distribution
of the arithmetic mean (collective radiation of the dipoles) of a large number of well
dened independent random variables (based on (1.2)) is Gaussian (58).
To this point, we showed that the brightness temperature of half-space isotropic
and homogeneous dielectric has a Gaussian distribution and fully independent with
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correlation length of zero in frequency, location, and orientation. Hence, specically
the thermal emission of water and terrain (soil) have Gaussian distribution.
The thickness detection of low absorbing media are of interest in several applica-
tions including the snowpacks and fresh water lake ice. Snowpack is the accumulation
of snow found mainly in mountainous and higher latitude regions. The importance
of monitoring the snowpack thickness is due to its vital signicance in water resource
management, ood and avalanche prediction as well as ecosystem and climate stud-
ies (56; 67; 82; 45; 26). Climate change causes the non-stationary annual statistics
in the snowpacks' characteristics that should be monitored in a nearly daily time
intervals (50; 68; 3; 1; 2; 74; 81).
1.2 Snowpack
Snowpacks play a vital role in providing the water supplies for domestic, agricul-
tural, and industrial purposes. Snow melt provides the main water source for arid
mountainous regions. Seasonal snowpacks are also natural resource for hydropower
generation (42).It can negatively aect railroad and naval transportations and com-
munications.
Snow packs also cause ooding and avalanche. One of the main reasons of
avalanche formation is due to very fast melting rate of sow packs in sloped moun-
tainous regions. The high temperature gradient generates depth hoar that accounts
for avalanche formation. Another cause of avalanche is the movement of snow layers
within the snow pack over a weak snow layer due to an external trigger.
The gradual temperature rise of our planet causes the melting of the glaciers,
especially in the Greenland, the reduction of the snow packs in mountains, and ris-
ing of the sea water level. The column of water released after complete melting of
the snowpack is known as Snow Water Equivalent (SWE) and can be calculated as
SWE = d(s=w), where s and w are the density of the snow and water, respec-
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tively. d is the depth of the snowpack.
The thickness of snow layer over the terrain after each snow storm is used as an
indicator to scale the severity of the snow storm in northeast snowfall impact scale.
The scale includes ve categories of snow storms. Snow on the ground increases the
albedo and also provides an insulation layer over the terrain. This thermal insula-
tion layer separates the very cold temperature on the surface of the snow from the
terrain under the snow layer. Therefore, the underlying soil stays relatively warm
and unfrozen. This phenomenon protects many types of vegetations from very low
air temperature. Some small animals survive underneath snowpacks. Snow is also
habitat for some snow worms and algae (5).
The rapid melting process due to the global warming changes the annual statis-
tics of the snow packs including extent, timing, and snow water equivalent (SWE) of
seasonal snow packs. This leads to non-stationary annual statistics that should be
monitored in nearly daily intervals. Conventionally, the snow pack thickness has been
monitored using radiometers by applying dierential scatter darkening technique. A
radiometer is a passive instrument that can detect the brightness temperature em-
anating from the targets in the form of power in a specic frequency band. Due to
the refreezing process of the snow grains in days and nights, the eective grain size is
changing, which leads to the volumetric scattering of the snow grains at very high fre-
quencies. Passive remote sensing of the snow at two dierent frequencies with scatter
darkening more pronounced at higher frequency can capture the volumetric scatter-
ing of the snow pack. Using empirical formulation, the SWE and snowpack thickness
can be estimated. The complexity of the terrain beneath the snow complicates the
tuning algorithm that can capture the nonlinearity in subpixel heterogeneities of the
terrain. Accurate estimation of the SWE is also required for thickness estimation.
The empirical formulae are region specic. Hence, a general technique, which can
work globally is an open research problem and is highly desired.
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1.3 Fresh water ice
In this section, the hydrology of fresh water ice as well as the impact of ice sheet
on the oshore structures specically oshore wind farms are explained.
1.3.1 Lake ice hydrology
Fresh water ice aects human life both positively and negatively. The inuences
of lake ice on human activities are in industrial production, building, transport of
goods, and winter sports. It can also endanger human life.
Less than 3% of all waters on the earth is fresh water including ice caps, glaciers,
ground waters, soil, lakes, rivers, and the atmosphere (5). Among fresh water lakes,
the Great Lakes, also known as inland seas, have more than 21% of all fresh water
on earth including lakes and rivers. The Lake Superior is the largest freshwater lake
on the globe.
The formation process of the fresh water ice starts by cooling the air over the
lake. The lake temperature changes locally on the surface of the lake, which is in
direct contact with the cold air. Water density is a function of temperature and
the maximum water density occurs at 4C. As the air temperature cools down, the
surface water temperature goes down toward 4C. The density of this layer of water
is larger than the rest of the lake water; therefore, it sinks to the bottom of the lake.
This process continues till all of the lake water is at 4C. Further cooling in the air
temperature reduces the surface water temperature to 0C. Then, the initial ice layer
formation starts on the surface of the lake. The ice layer then thickened and the
water level goes down. When the temperature rises, the ice cover break up begins
and nally the ice is disappeared. The existence of warm water at the bottom of the
lake provides an ecosystem for the sh to live.
The hydrology science is interested in characterizing the ice, annual variation of
the ice, ice forecast including ice formation, jamming, and breakup. The impact of
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the fresh water lake can be listed as follows. The ice cover over the lakes reduces the
amount of water evaporation in winter, which reduces the risk of lowering the lake
water level. The ice formation over the lake reduces the heavy lake-eect snowfalls.
The lake-eect snowfalls happen due to the contact of the cold air with the warm
unfrozen lake surface at early winter. The moving cold air evaporates the lake water,
which leads to high concentration of water vapor moving toward the shore lines. It
results in heavy snowfalls on the lands around the lake. Ice cover over the lake reduces
the chance of the lake-eect snowfalls. Lake ice formation also limits the existence of
waves at the shore, which erodes the shoreline (5).
The ice formation on the Great Lakes starts at the shoreline and extends toward
the center of the lake. The melting/breaking of the ice also starts at the center of
the lake toward the shoreline. At the end of the winter the small oes of ice known
as pancake ice are formed around the shoreline.
The ice cover moves with the water level up and down in a daily cycle. This
movement causes stress and strain on ice layer, which leads to crack formation on the
ice. The isolated ice sheets move with the wind and this moving ice oes to the shore
can cause damage to the oshore structures and the shoreline.
The major ice type on the lakes with small ow velocity are black ice and snow ice
(white ice). The black ice is the ice formed from below without any trapped bubbles
in the ice and is fully transparent. On the other hand, the snow fall over the ice
layer can cause further thickening of the ice layer. The water-soaked snow freezes and
becomes the white ice.
1.3.2 Ice impact on o-shore structures
Fossil fuels cause massive generation of CO2, which leads to global warming (32).
The possible solution is in using renewable energy sources. These substitutes are wind
energy, solar energy, wave, bio fuels, and other sources. In the state of Michigan,
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where this study has been developed, the possible choices are wind (more than 70%)
and solar energy (more than 25%). The Union of Concerned Scientists (UCS) suggests
a portfolio standard, in which the national policy to increase the United States use of
renewable energy should be reached to 20% by the year 2020. The state of Michigan
has the technical potential to generate at least 71% of its current electricity needs
from wind renewable energy. The contribution of the wind to the total potential of
other renewable energy sources in the state of Michigan is 89%. High wind regions
in the state of Michigan are mainly concentrated in o-shore regions in the Great
lakes as shown in Fig. 1.1. Building o-shore wind farms are challenging due to the
severe ice formation in the winters over the Great Lakes. The exerted force from the
ice is in the form of the vertical force during the ice formation and melting down,
vertical force due to the daily water movement cycle, and the horizontal force due to
the movement of ice oes to the structure. Currently, most of the oshore structures
are designed conservatively, which causes increase in weight and project cost. An
accurate technique to investigate the exerted force to the structure as a function of
lake ice thickness enables us to estimate the exerted forces accurately and can avoid
making the structure unnecessarily strong.
Ice characterization is required for inland waterway navigation. Non-destructive
lake ice thickness sensing is benecial for winter sports including ice shing, ice skat-
ing, ice hockey, and snow mobile transportation over the lake ice.
It is also benecial for planetary studies. For future in-situ or remote planetary
applications, analysis of the ice sheets formed over the planetary surface is informative
for space scientists.
These issues demonstrate the advantage of a remote accurate measurement setup,
which can estimate the thickness without disturbing or breaking the ice.
Ice coverage over the Great lakes is shown in Fig. 1.2.
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Figure 1.1: The wind map of the United States. The concentration of wind on Michi-
gan state is mainly over the Great Lakes. Courtesy of NREL.
Figure 1.2: The ice coverage over the Great Lakes for the last 40 years. Courtesy of
NOAA GLERL.
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1.4 Passive and active microwave remote sensing of environ-
ment
Passive and active remote sensing are commonly used to monitor the environment.
In active remote sensing the radar back scatter or the scattering matrix of the scene
is of interest. However, in passive remote sensing the brightness temperature of the
scene is monitored. Active remote sensing systems (radars) are based on monitoring
the reectivity of the scene of interest to the transmitted short pulses. The scene
of interest is within the beam width of the antennae. The radars are divided into
monostatic and bistatic systems. In monostatic radars, the transmitter and receiver
are at the same location and the backscattering of the scene is of interest. However,
in bistatic radars, the transmitter and the receiver are at dierent locations and
the scattering matrix and radar cross sections of the scene are of interest. Radar
altimeters are active microwave sensing system, which are capable of detecting the
return of a short pulse transmitted normally to the scene of interest. This technique
only capable of detecting at surfaces in normal direction and is used to characterize
the snowpacks.
Passive remote sensing systems (radiometers) are more common than the active
counterparts in analyzing the statistics and characteristics of snow and ice layers.
There is no transmitter inside the radiometer. In order to detect the brightness tem-
perature of the scene under test, a highly sensitive receiver with complicated gain
and temperature control procedures is required to precisely detect the brightness
temperature. Dierential scatter darkening has been the most common technique
to measure the snow water equivalence (SWE) and also the thicknesses of snow-
packs (20; 21; 14; 34; 25; 62; 86; 61; 16; 27; 33; 18; 71; 41). This phenomenon is
due to the volumetric scattering of the snow grains at very high frequencies. This
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Figure 1.3: The ow of the work presented in this thesis. The color code shows the
type of each work with its details.
darkening stronger at the higher frequency. Using this approach an empirical formu-
lation is usually derived to estimate the snowpack thickness. However, the empirical
formula is specic to the region (61; 16; 30; 29; 49; 15). The formula, which has been
used in Finland for example does not work for Alaska and vice versa. Hence, a unique
general method independent of location is highly desired. In the following chapters,
we discuss our novel technique that is capable of detecting snow/ice layers globally.
Dierential scatter darkening technique is not capable of detecting sub-pixel variabil-
ity. Subpixel variability is required for characterizing the snow thickness variation
inside one footprint. The snow thickness variation is in the form of a constant slope
and roughness.
1.5 Structure of thesis
The thesis follows the design, development, modeling, analysis, implementation of
three generations of wideband autocorrelation radiometers (WiBARs) specied for ice
and snow thickness measurements. A owchart that illustrates the ow of materials
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in this dissertation is shown in Fig. 1.3.
The rest of this thesis is organized as follows. The concept of WiBAR as well as
the physics behind the operation of the WiBAR are discussed in Chapter II. The
rest of Chapter II explores the software and microwave hardware models. Time
and frequency domain circuits and systems are fully discussed and the measurement
results are analyzed. The forward model is also addressed in this chapter.
The design procedure and implementation of the rst generation of WiBAR is
fully explained in Chapter III. The implemented three generations of WiBAR are
illustrated and explained in this chapter. The statistical analysis of WiBAR as well
as the impact of radio frequency interference (RFI) are also within this chapter. The
implementation of a fully autonomous WiBAR, which has been installed over the
Lake Superior in the Keweenaw Waterway near Houghton, Michigan during Winter
2014 is discussed and the ice activity is investigated in the rest of Chapter III.
In Chapter IV, the post processing procedure to detect the layer thickness is
explained using the techniques commonly used in time-series analysis. These methods
are capable of detecting very weak sinusoidal signals buried deeply in the noise. This
technique is based on designing a matched lter to remove the system response on the
measured data. The calibrated signal is then analyzed using Yule-Walker equation,
which is one of the parametric methods in spectral analysis in time-series analysis.
This technique is capable of reducing unwanted noise. For very weak signal detection,
a procedure based on chaotic oscillators is introduced and used. An entropy based
technique is also explained in this chapter, which is capable of detecting RFIs. At the
end of this chapter, the utilization of compressive sensing is used for faster operation
of this system.
The utilization of signal path in nding the noise gure of the wideband systems
is explained in Chapter V. Finally, Chapter VI concludes the thesis and the future
work is also explained in this chapter.
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CHAPTER II
Wideband Autocorrelation Radiometer (WiBAR):
Proof of Concept
2.1 Introduction
When ground/lake is covered by snow/ice, the received brightness temperature
is a combination of the thermal emission of the underlying ground/lake water, the
reection of the downwelling sky brightness temperature, and the self emission of the
snowpack/lake ice (when the layer is dry). The major contribution of the detected
brightness temperature is due to the thermal emission of the underlying medium,
illustrated in Fig. 2.1(a) and (b). This term is composed mainly of two parts. One
is due to the direct transmission of the brightness temperature and the other is the
result of the doubly reected emitted wave inside the dry snow/ice layer due to re-
ection at the top and bottom interfaces. The doubly reected wave has a transit
time delay compared to the direct path wave and this delay is directly proportional to
the thickness of the layer. The direct and the doubly reected background brightness
temperatures are shown by arrows in Fig. 2.1 (a) and (b). The doubly reected path
experiences more attenuation due to more absorption and scattering in the snow-
pack/ice layer as well as refraction at the top and bottom interfaces. The attenuation







Figure 2.1: Test scenarios consist of (a) an ice layer on top of fresh water (Lake ice
scenario) (b) snow layer on top of ground (snow scenario). The direct
path of the brightness temperature of the underlying layer (TA) as well
as the doubly reected brightness temperature path are shown by solid
arrows.
we can ignore their presence in natural scenarios including lake ice and snowpack. In
this chapter, the theoretical study of the physics of operation of our presented system
is investigated. First, the concept of wideband radiometry is explained both in the
time and frequency domain. Then, the derivation of microwave transit time delay is
explained for several dierent layered materials including:
 Lossless, homogeneous, and isotropic medium with constant refractive index
(fresh water ice)
 Lossy and isotropic medium with constant refractive index and extinction co-
ecient (fresh water ice with air bubbles trapped inside)
 layered media with refractive index as a function of vertical height (snowpack).
The dependence of the microwave transit time delay to snow water equivalent
(SWE) is also discussed in this chapter. The analysis of the ripples in the power
spectrum is also included in this chapter. The forward model for emissivity of sin-
gle layer and bilayer structure is elaborated. At the second part of this chapter, a
14
low-order and high-order microwave circuit model for the physics of operation are in-
troduced and implemented in hardware. The measurement results both for the time
and frequency domain implementations are analyzed and compared. The dependence
of the microwave transit time delay to the length of the layers and to the spectrum
analyzer characteristics including resolution and video bandwidth is also investigated.
At the end of this chapter, a theoretical procedure to nd a closed form for the sensi-
tivity of the radiometer is introduced. Using the closed form formulation, an optimum
setup is presented to enhance both the measurement time and sensitivity.
2.2 Physics of operation
In this section, the physics behind the operation of our radiometer is elaborated.
In Subsection 2.2.1, the operation and implementation of the system both in the time
and frequency domains are explained. In Subsection 2.2.2, the dependency of the
microwave transit time delay as a function of the thickness of the slab as well as the
snow water equivalent (SWE) is discussed.
2.2.1 Time and frequency domain analysis
As discussed in Chapter I, the emission is the collective radiation of innitesimal
dipoles oriented randomly. If we keep track of the radiation of any of these dipoles,
the wave travels a direct path and a doubly reected path. The wave in both paths are
originated from one specic dipole and hence is fully correlated. If the autocorrelation
response of the brightness temperature is analyzed, the microwave transit time delay
can be retrieved. This delay time shows as a peak in the autocorrelation response.
The autocorrelation response of a zero mean random process with innite bandwidth,
also known as white noise, is a Dirac delta function. Limiting the bandwidth of the
system causes the autocorrelation response drops smoothly from zero-lag peak with
the 3dB bandwidth proportional to 1=B, where B is the bandwidth of the radiometer.
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The rate of drop of the autocorrelation response is a function of the bandwidth of the
system. Therefore, a wide bandwidth is required for detecting the delay peak. In time
domain implementation, the autocorrelation of the measured signal is of interest. In
case of innite bandwidth, if we assume that the time delay is equal to  , we can nd
the autocorrelation of the w(t) + w(t   ) + w(t   2) + :::, where w(t) is a white
Gaussian noise. The autocorrelation is equal to 1i=0(i).
The frequency domain implementation is also possible. In this implementation, we
utilize the Wiener-Khinchin theorem. This theorem states that the autocorrelation
response of a stationary process is equal to the inverse Fourier transform of the power
spectrum of that process. We have shown before that the emission has Gaussian
distribution and is a stationary process. Therefore, this theorem can be applied to
the brightness temperature. In the frequency domain implementation we expect to
see periodic patterns, we call them ripples. The inverse Fourier transform of those
generates peaks, which corresponds to the microwave transit time delay of the doubly
reected path compared to the direct path.
In one-dimensional layered media including snow and ice layers, the autocorrela-
tion response of the received signal has several maxima due to the time dierence in
arrival of internal reection at the top and bottom interfaces.
2.2.2 Microwave transit time delay
By calculating the exact time delay between the brightness temperature and its
doubly reected signal, we can nd the ice/snow thickness from the microwave transit
time delay. The time delay is composed of two terms. One is the summation of a
double bouncing inside the ice slab, which should be subtracted from the time delay
between direct path to the radiometer in the air. The overall time dierence () is
given by (2.1).
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where n is the refractive index of the ice/snow, 1 is the incidence angle, and 2
is the angle within the slab. r is the extra distance traveled in the doubly reected
path inside the slab up and down. f is the extra path traveled in the forward path
compared to the doubly reected path in the air. This distance can be deduced by
drawing a perpendicular line from the point that the doubly reected wave leaves the
top interface to the direct path in air. c is the speed of light in free space and d is
the thickness of ice/snow. The ice thickness can be estimated if this time delay can
be measured accurately. This technique has the potential to nd the thickness of any
low-absorbing layered medium.
In the case of homogeneous and isotropic layer, (2.1) is simplied to the following
equation:  = 2d
c
p
n2   sin21. This approximation is valid for layer of fresh water
ice formed over the lake. However, inside the snowpacks, the refractive index is a
function of vertical position in the snowpack and is not constant. On the contrary to
the fresh water ice, snow has a low thermal conductivity; therefore, the temperature
distribution inside the snowpack is not constant either.
A photo of a layer of snow is shown in Fig. 2.2. The distribution of ice density
inside the snow layer is shown in the gure.










Figure 2.2: The distribution of ice density inside a thick layer of 65cm of snow mea-





























n2   sin21dz; (2.2)
where we use the Snell's law (sin1 = nsin2) in this derivation.
Another important characteristics of snowpacks is the Snow Water Equivalent
(SWE), which is dened as the equivalent depth of water when all the snow melts. In
order to further proceed, we use the refractive index mixing formula (n = v1n1+v2n2)
for the refractive index of the snow. In this formula, v1 and v2 are the volume fraction
of ice and air, respectively. The summation of v1 + v2 is equal to 1. n1 and n2 refers
to the refractive index of ice and air, respectively. The refractive index of air is equal
to 1 and the refractive index of ice is equal to
p
3:15.
SWE can be calculated by balancing the mass of water and ice inside the snowpack
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where w is the density of liquid water and is equal to 1[
g
cc
]. i is the density of fresh
water ice and is equal to 0:916[ g
cc
]. Combining (2.3) by (2.2), the time delay can be







































(d+ 0:846 SWE); (2.4)
where
R
dz = d and we use the low order Taylor expansion terms formulated as follows
p
1  x2  1   x2
2
. Equation 2.4 shows that the delay is approximately is equal to
the thickness of the snowpack with a small error, which is a function of SWE. We are
analyzing the dry snow with small water content, which guarantees that the SWE is
much smaller than the thickness of the layer and can be ignored. The dependence to
the angle of incidence is small and of second order (O(sin21)). In the case that the













For simplicity, we consider a homogeneous and isotropic layer with normal inci-
dence. In this case, the microwave transit time delay is equal to  = 2nd
c
. The round
trip distance of the doubly reected path is given by (2.6).
c
n
 = 2d = pp; (2.6)
where p is the on-negative integer and p is a wavelength in the slab corresponding
to maximum constructive interference between the direct ray and the delayed ray.
The frequency that corresponds to p is fp = c=np. In the frequency domain, the
separation between adjacent peaks in the brightness temperature, the periodicity of
the ripples, is given by 2.7.




























f is the same regardless of whether it is measured between maxima (points of
maximum constructive interference) or between minima (points of maximum destruc-






The power per resolution bandwidth received at the back end of a radiometer is
given by 2.8.
P (!) = kTSY SBRG(!) (2.8)
where k is Boltzmann's constant, TSY S is the system temperature, measured in Kelvin,
BR is the resolution bandwidth, and G(!) is the radiometer gain as a function of
angular frequency, !. The system temperature itself is the summation of the receiver
temperature, TREC , and the antenna temperature, TA, both referenced to the antenna
aperture (TSY S(!) = TREC(!) + TA(!)). An explicit dependence on frequency is
included in this expression. When looking to the sky, TA(!) = Tsky(!). The sky
temperature is rather low and is not a very strong function of frequency from 1 to 10
GHz. When we are looking at an object, the antenna temperature is the brightness
emitted by the object lling the main beam, given by equation 2.9.
TA(!) = e(!)Tobject (2.9)
where e(!) is an emissivity, and Tobject is the physical temperature of the object,
which is independent of frequency. Since we are operating in the lower microwave
frequencies (somewhere between 1 and 15 GHz), we can consider the atmosphere
lossless when looking downwards on the object.
For our measurements, we have, in addition to the sky, two common objects: the
slab (ice over water, or dry snow pack over ground), and microwave absorber. For the
absorber, the object temperature is substantial (ie. Tobject = Tabs >> Tsky) and the
emissivity is assumed to be near unity, or at least without much frequency dependence
(ie. eabs(!) = 1). The slab target has a well dened physical temperature for ice over
water, namely Tobject = Tslab = 273K, while it is at most near freezing for snow over
ground.
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The emissivity of the layered media can be found by rst nding the reectivity
of the layered media and then calculating the emissivity by e = 1  , where   is the
reectivity of the layered media and is equal to jR1j2. R1 is given by equation 2.10.
In the following, the emissivity of a single layer and bilayer media is analyzed.
Generally for a multi layer structure the reectivity can be calculated using a
transfer matrix method by an iterative recursive algorithm (57). The reectivity can





; i =M;M   1; :::; 1;
(2.10)
where ri is the reection coecient at each interface calculated by Fresnel equation.
The interfaces are enumerated from top to bottom in this order (1; 2; :::;M +1). The
reection can be calculated by rst using RM+1 = rM+1 and then recursively solving
equation 2.10.
For a slab M = 1 and for a bilayer media M = 2. Therefore, the emissivity of a
single layer can be calculated as given by equation 2.11 (78; 11).
e(!) =
(1  jr1j2)(1  jr2j2)
1 + jr1j2jr2j2 + 2jr1jjr2jcos(!) : (2.11)
For a lossy media ri should be replaced by ri=L, where L is the extinction of the
slab.
For a bilayer structure, using the same procedure, the emissivity can be given by
equation 2.12.
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rr = 1 + jr1j2jr2j2 + jr1j2jr3j2 + jr2j2jr3j2
rs = 2jr2jjr3j(1 + jr1j2)cos(!2) + 2jr1jjr2j(1 + jr3j2)cos(!1)
eb =
(1  jr1j2)(1  jr2j2)(1  jr3j2)
rr + rs + 2jr1jjr3jcos(!(1 + 2)) + 2jr1jjr3jjR2j2cos(!(1   2)) ; (2.12)
where 1 and 2 are the microwave transit time delay in each layer separately. eb is the
emissivity of the bilayer structure. In the autocorrelation response, we expect to see
peaks corresponds to each layer thickness as well as the dierence and summation of
the layers thicknesses. For structures with more than two layers, the transfer matrix
method can be used to nd the emissivity.
From these two equations 2.11 and 2.12, we found that the term of interest is in
the denominator of the emissivity, therefore, 1=e(!) is of interest. We will show later
that this inversion helps us to minimize the impact of radio frequency interference
(RFI) in our system response. RFIs are due to the signals transmitted around us
such as cell phone signals, WiFi signal, bluetooth signals, Zigbee standard signals, ...
. This inversion reduce the impact of these signals in the autocorrelation response of
our system.
The simulation result for autocorrelation response of a two layer media with time
delay of 5ns and 8ns using the emissivity and inverse of emissivity are shown in
Fig 2.3. The bilayer media composed of snow over lake ice. The scenario of snow
over ice is compared to only ice. The inverse of emissivity is used and the result is
shown in Fig. 2.4. The delay peak for the ice only layer is 1:85dB higher than that of
snow over ice layer. This reduction is due to the close refractive index of snow and
air. The snow layer works as a matching layer between ice and air and the delay peak
goes down.
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Figure 2.3: The autocorrelation response of a bilayer medium with time delays of 5ns
and 8ns using the emissivity (dashed blue line) and inverse of emissivity
(solid red line).
Figure 2.4: The autocorrelation response of a bilayer medium composed of snow over
ice (dashed red line) compared with that of ice layer only (solid blue line)



















Figure 2.5: The block diagram of the low-order model in the frequency domain.
2.3 Modeling of the wideband autocorrelation radiometry
technique
Wideband autocorrelation radiometer (WiBAR) operates based on analyzing the
temporal autocorrelation of the received brightness temperature. The wide-bandwidth
of WiBAR provides higher dynamic range and reduces the required integration time
to extract the information. WiBAR can be realized in the time-domain (22; 23) or fre-
quency domain. We explored both implementation methods in the Subsections 2.3.2
and 2.3.1. Then, WiBAR optimal design procedure and comprehensive sensitivity
analysis are investigated.
2.3.1 Proof of concept- frequency domain hardware simulations
The second implementation of WiBAR is by designing the radiometer in the spec-
tral domain and use Wiener-Khinchin theorem to estimate the autocorrelation pattern
of the incident brightness temperature. This theorem states that the autocorrelation
pattern is the inverse Fourier transform of the power spectral density. Compared to
the time domain WiBAR, the second approach can be easily implemented directly
in hardware. The second advantage of the power spectral implementation is in the
calibration procedure, which is straightforward and is capable of almost removing the
WiBAR signature in the post processing module.
In order to examine the possibility of frequency domain implementation, we have
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Delay = 2 coaxial units, 9dB attenuator
Recovered peak, double coaxial delay
Delay = 1 coaxial unit, 9dB attenuator
Recovered peak, single coaxial delay

































Figure 2.6: The autocorrelation response of the detected waveforms for one (blue
dashed line) and two unit delays (red solid line). The doubly reected
path is attenuated 9dB more than the direct path.
designed two microwave circuits that mimic the physics of the layered media. The rst
model only captures the rst peak and we call it low-order model. The second model
considers multiple reection inside the layer and we call it high-order model. The
low-order model is shown in Fig. 2.5. The inherent thermal noise of a matched load is
amplied using a series of cascaded noisy ampliers. The amplied noise then splits
into two branches corresponding to direct path and the doubly reected path. 1:5dB
attenuators (attenuator 1a and 2a in Fig. 2.5) are used to model the attenuation
in each path of the brightness temperature. The time delay is also modeled by
tuning the extra length of the coaxial cable in the delayed path. The identical noise
waveforms are then merged into one signal and fed to a spectrum analyzer. Detecting
the relative time delay of the longer path is equivalent to detecting the thickness of
the simulated layered medium. Since the longer path experiences more attenuation,
the attenuation in the longer path (attenuator 2b in Fig. 2.5) is larger than the one
in the shorter path (attenuator 1b in Fig. 2.5) by 9dB. The dierence between the
amplitude of the zero-lag peak and the doubly reected path peak is 9dB. A reference
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data required for calibration was obtained by disconnecting the coaxial units from
the front end attenuators, providing innite attenuation and no delay for the doubly
reected path. As a result of large attenuation, the open ends of both the splitter
and combiner appear to be matched, preventing degradation of voltage standing wave
ratio (VSWR) in the shorter path. Each coaxial unit delay is expected to give about
1:5ns of unit delay. The results of autocorrelation, which is equal to inverse Fourier
transform of the power spectral data is shown in Fig. 2.6 for a single unit delay and
two unit delays. Fig. 2.6 shows the successful reconstruction of the time delays (the
hollow diamond and circle), which are equal to 1:5ns and 3ns, as expected. The cables
have Teon with dielectric constant of about 2:2 as internal dielectric, therefore, the
delay for a foot long cable is equal to delay = 30:4810
 2p2:2
3:0108 = 1:507ns. Therefore,
each nanosecond delay corresponds to about 20cm of cable length.
For better understanding of the frequency domain implementation, we investigate
the dependence of autocorrelation response to the parameters of the model. The
noise oor and hence sensitivity of the measurement depends on the ratio of the res-
olution bandwidth to the video bandwidth and also the number of averaging applied
to the captured data. The resolution and video bandwidths are Spectrum analyzer
characteristics that dened later in this section at Subsection 2.4.0.2. The autocor-
relation response of a 3ns delay line is shown both for a single measurement and for
the average of 100 measurements. The variance of the noise should go down by 1=N ,
where N is the number of traces used for averaging. However, averaging and video
bandwidth are both low frequency operators. Therefore, by interchanging the role of
time and frequency, the low time (small delay times) components of autocorrelation
response should pass without change. However the high time components (larger de-
lay times) should pass with attenuation. Therefore, variation in the small delay time
components in the autocorrelation response is unchanged with or without averag-
ing. However, the variation in the high delay time components is much smaller after
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Figure 2.7: The autocorrelation response of the low order microwave circuit model for
single measurement (solid black line). The expected value of the autocor-
relation response (dashed red line) and the summation of the expected
value and the standard deviation of the autocorrelation response (dotted
blue line) are also included.
applying the averaging operator. The autocorrelation response for a 3ns delay line
with and without averaging are shown in Figs. 2.7 and 2.8. The expected value and
the summation of the expected value and standard deviation are also highlighted for
better understanding of the autocorrelation response. Both of the gures are shown
in Fig. 2.9 for comparison.
The power spectrum is shown in Fig. 2.10 for both a single measurement and
average of 100 measurements. The noise is smaller in the averaged curve.
The power spectrum and autocorrelation response for a 6ns delay line is shown in
Figs. 2.11 and 2.12, respectively.
The amplitude of the delay peak goes down by adding more and more attenuation.
The autocorrelation response and a function of time delay is shown in Fig. 2.13 for
three scenarios. No attenuator added, 1dB attenuators are added on both branches,
and 1dB and 6dB attenuators added.
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Figure 2.8: The autocorrelation response of the low order microwave circuit model for
the average of 100 measurements (solid black line). the expected value of
the autocorrelation response (dashed red line) and the summation of the
expected value and the standard deviation of the autocorrelation response
(dotted blue line) are also included.
Figure 2.9: The autocorrelation response of the low order microwave circuit model
for the average of 100 measurements (solid red line) and the single mea-
surement (dashed blue line) for 3ns delay line.
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Figure 2.10: The power spectrum of the low order microwave circuit model for the
average of 100 measurements (solid red line) and single measurement
(dashed blue line) for 3ns delay line.
Figure 2.11: The power spectrum of the low order microwave circuit model for the
average of 100 measurements (solid red line) and single measurement
(dashed blue line) for 6ns delay line.
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Figure 2.12: The autocorrelation response of the low order microwave circuit model
for single measurement (solid black line). the expected value of the
autocorrelation response (dashed red line) and the summation of the ex-
pected value and the standard deviation of the autocorrelation response
(dotted blue line) are also included. 6ns delay line is used.
Figure 2.13: The autocorrelation response of the low order microwave circuit model
for single measurement with no attenuator added (solid black line), two
1dB attenuators added (dashed blue line), and 1dB and 6dB attenuators
added. 6ns delay line is used.
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The block diagram of the high-order model is shown in Fig. 2.14(a). The loop,
which is formed by two 180 degree hybrid couplers, plays the role of multiple inter-
layer reections. In this schematic, the upper hybrid coupler models the water-ice
or snow-terrain interface. The lower hybrid coupler models the ice-air or snow-air
interface. The amplied input noise source represent the emission of the underlying
medium that can be water or terrain. The rotation of the signal inside the loop is
similar to multiple internal reection inside the layered media. The time delay is
due to the microwave transit time inside the transmission lines forming the loop.
The reected wave is 180 degree out of phase with the transmitted signal, this phase
shift implemented by applying the input signal to the delta port of the 180 degree
hybrid coupler. The input signal splits into two signals with 180 phase dierence.
The in-phased components of the upper hybrid coupler enters the delta port of the
lower hybrid coupler. The signal then splits into two paths. The in-phase component
representing transmission in air toward the radiometer enters the spectrum analyzer.
The 180 out of phase signal rotate in the loop. This signal represents the internal
reection at the ice-air or snow-air interface, which remains inside the layer.
This high order model has been implemented and tested in the lab and also in open
air. In the open air scenario, the termination on the right side of the bottom coupler
is replaced by an antenna detecting the cold sky. In the open-air test we have removed
the amplier chain to mimic the actual scenario. The autocorrelation response of the
calibrated measurement for the case of no attenuator measured in the lab is shown
in Fig. 2.14 (b). The multiple peaks are due to the higher order reection inside the
layered medium. The total cable length of 4ft = 1:22m is chosen in this case. The
electric length of the adapters as well as the couplers should also be considered in the
calculation of total electric length. The autocorrelation response shows the overall
length of 4:25ft = 1:3m, which is very close to the expected value considering the
electric path inside the hybrid couplers and adapters. The calibration procedure is by
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measuring the test scenario, in which the left branch of the loop has been disconnected
and the cables terminated appropriately. The calibration measurement only considers
the direct path signal.
We have implemented this technique for several dierent-length delay lines and
the peak temporal location is changing by varying the length of the loop. The
power spectrum and the autocorrelation response of these delay lines are as shown in
Figs 2.15, 2.16, 2.17, 2.18, 2.19, 2.20, 2.21, 2.22, 2.23, and 2.25.
The impact of system bandwidth on the autocorrelation response is also investi-
gated. In the rst measurement, we use the whole bandwidth of 7  10GHz, however
in the second measurement, we just use half of the bandwidth 7   8:5GHz. The
frequency resolution of the half bandwidth measurement is better than the full band-
width resolution. The resolution in the frequency domain translates to the higher
autocorrelation time delay coecients. The sensitivity of the system is also a func-
tion of bandwidth and is 3dB better for the full bandwidth measurement as shown
in Fig. 2.41.
The loop structure extended by adding extra 180 degree hybrid couplers to model
wave propagation in multilayer media. Each extra hybrid coupler add one more loop
and equivalently add one more layer to the model. The power spectrum of a bilayer
structure is shown in Fig. 2.26. The ripples are modulated due to the presence of two
set of frequencies. The autocorrelation response of the bilayer structure compared
to a single layer is shown in Fig. 2.27. The autocorrelation response of a three layer
media as a function of microwave delay time is shown in Fig. 2.28. The one layer
structure consist of 6ns delay line. The delay line consists of the total length of the
cable in a loop. The bilayer structure has another loop with 18ns total length. The
peak at 12ns is the combination of 2  6 and 18   6. The three layer structure is




























Figure 2.14: (a) The schematic of high-order microwave circuit model of the WiBAR.
(b) The autocorrelation response of the high-order microwave circuit
model demonstrating the delayed peaks measured in the lab.
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Figure 2.15: The power spectrum of the high order microwave circuit model (solid
blue line) and calibration signal (dashed red line) for 6ns delay line
measured outside.
Figure 2.16: The autocorrelation response of the high order microwave circuit model
for 6ns delay line measured outside.
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Figure 2.17: The power spectrum of the high order microwave circuit model (solid
blue line) and calibration signal (dashed red line) for 8:5ns delay line
measured outside.
Figure 2.18: The autocorrelation response of the high order microwave circuit model
for 8:5ns delay line measured outside.
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Figure 2.19: The power spectrum of the high order microwave circuit model (solid
blue line) and calibration signal (dashed red line) for 10ns delay line
measured outside.
Figure 2.20: The autocorrelation response of the high order microwave circuit model
for 10ns delay line measured outside.
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Figure 2.21: The power spectrum of the high order microwave circuit model (solid
blue line) and calibration signal (dashed red line) for 12ns delay line
measured outside.
Figure 2.22: The autocorrelation response of the high order microwave circuit model
for 12ns delay line measured outside.
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Figure 2.23: The power spectrum of the high order microwave circuit model (solid
blue line) and calibration signal (dashed red line) for 18ns delay line
measured outside.
Figure 2.24: The autocorrelation response of the high order microwave circuit model
for 18ns delay line measured outside.
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Figure 2.25: The autocorrelation response of the high order microwave circuit model
for 6ns delay line measured outside for full bandwidth, 7 10GHz, (solid
black line) and half bandwidth, 7  8:5GHz, (dashed blue line).
Figure 2.26: The power spectrum of the high order microwave circuit model for a
bilayer structure (solid blue line) and calibration signal (dashed red line)
for 6ns and 18ns delay line measured outside.
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Figure 2.27: The autocorrelation response of the high order microwave circuit model
for single layer (dashed blue line) and bilayer (black solid line) structure
for 6ns and 18ns delay line measured outside.
Figure 2.28: The autocorrelation response of the high order microwave circuit model
for two (black solid line) and three layer (dashed red line) media with
6ns, 18ns, and 18ns delay line measured outside.
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Figure 2.29: The software simulated recovery process of the autocorrelation radiome-
ter in time-domain for a 75cm thick ice using a long integration time
and a sharp bandpass lter (BPF). The block diagram of the process is
shown in the inset.
2.3.2 Proof of concept- time domain software/hardware simulation
The time domain realization of WiBAR is by processing the autocorrelation pat-
tern of the received signal, called time-domain setup. The block diagram of the signal
path in time-domain simulation is shown in the inset of Fig. 2.29. The blackbody
radiation of the background medium (water or soil) is modeled by a Gaussian noise
generator due to central limit theorem. The signal then passes through a band pass
lter (BPF). The ltered noise travels through two dierent paths to mimic the di-
rect path and doubly reected path. The autocorrelation of the combined signal is
then applied to an averaging stage to diminish its noise level. A test scenario of a
75cm ice sheet over water is considered and the simulated waveform of the emitted
signal is fed through the block diagram shown in the inset of Fig. 2.29. The band-
pass lter is given a response similar to the lter used in the second implementation















Figure 2.30: The schematic of the modeled microwave circuit for both time and fre-
quency domain measurements.
doubly reected wave are chosen as the worst case scenario to be 1s and  25dB,
respectively. The hardware implementation of this technique requires a digital signal
processing (DSP) board with a very high speed analog to digital converter (ADC). In
our desired frequency range of operation, nding a super fast ADC is power hungry,
readily available, but expensive.
We have also implemented this idea in the time domain in hardware. The schemat-
ics of the microwave circuit model is shown in Fig. 2.30. The amplied input noise
is generated by terminating a chain of ampliers with a matching load terminator.
The thermal noise of the load, which is proportional to the ambient temperature,
is amplied by a chain of ampliers. In order to operate at the linear gain opera-
tional regime and for stability an attenuator is also added in the path in between
the ampliers. The generated noise then enter the 180 degree hybrid coupler loop
structure. This structure has been explained thoroughly in the previous subsection.
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The output signal is then amplied and properly ltered in the frequency range of
4   6:5GHz. The signal then down convert to 0   2:5GHz frequency band using a
mixer and a frequency synthesizer tuned at 4GHz. The signal then enters a digitized
oscilloscope. The digitized O'scope has a bandwidth of 1:5GHz. In order to use all
the possible data by this o'scope, we set the sampling frequency to 4GHz. Based on
Nyquist theorem, the sampling rate should be at least twice the maximum frequency
in the system. The process of data acquiry is automated using MATLAB. We cap-
ture 1000 sets of 200ns long data points. The data should not be averaged, because
the data is formed as a summation of a noise signal and all delayed versions of it
(< F (x) + F (x  ) +    >= 0).
Oscilloscope captures only the real part of the signal. In order to recover the
imaginary (phase) part of the data from the real part, we use the Hilbert transform.





where H(f)(x) is the Hilbert transform of f(x). The result of this transform is
an analytic signal. An analytic signal has no negative frequency components. The
Hilbert transform generates a complex data with the same real part as the original
signal. The imaginary part has 90 phase shift compared to the real part.
The autocorrelation of the Hilbert transform of the signal is calculated for each
set of data separately. The autocorrelation of the measured data is calculated by
averaging out all the autocorrelation responses. The sensitivity of this technique is
as calculated in (22) and is equal to 1=
p
BT , where B is the bandwidth of the system
and T is the integration time. The result of this measurement is shown in Fig. 2.31.
The zero lag peak is the dominant peak. The rst delayed peak is the desired peak.
The peak at 18ns is due to mismatch between the cable and the oscilloscope. The
returned signal oscillates between the digitized oscilloscope and the microwave circuit.
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Figure 2.31: The autocorrelation response of the microwave circuit model in time
domain for 9ns total delay line.
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Figure 2.32: The autocorrelation response of the microwave circuit model in time
domain for 9ns total delay line without attenuator (black solid line) and
with 1dB (dashed red line) and 2dB (dotted blue line) attenuator.
In order to reduce this peak, an attenuator is added to the digitized oscilloscope port.
The signal passes through the attenuator twice and is attenuated. The result of this
modication is shown in Fig. 2.32. The peak goes down as expected. The detected
signal has zero mean. In case the mean value is nonzero, the post processing stage
makes the mean value zero by reducing the mean value from the detected signal. This
step can also be implemented in the hardware by adding a dc block stage.
A bilayer media can be modeled by adding another loop to the microwave circuit
model as shown in Fig. 2.33. This idea can be repeated to model the wave propagation
inside any low loss multilayer media. The comparison between the autocorrelation
response of the measured signals for one layer and bilayer structures is shown in
Fig. 2.34. The circuit consists of a 3ns delay loop and a 9ns delay loop. The delayed


















Figure 2.33: The microwave circuit schematics that models the signal propagation
inside a bilayer media.
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Figure 2.34: The autocorrelation response of the microwave circuit model for mono-
layer (black solid line) and bilayer (dashed blue line) using the time
domain implementation.
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Figure 2.35: The power spectrum of the microwave circuit model of one layer medium.
The ripples are easily detectable in the power spectrum.
of the zero lag peak. The peak at 6ns corresponds to the second order peak at
3ns and also the dierence between the 9ns and 3ns peaks. The peak at 12ns is
because of constructive interference in both layers adding up to 9 + 3 = 12ns. For
comparing the time and frequency domain implementation, we have replaced the
digitized oscilloscope with a spectrum analyzer. The same loop structures as used in
the time domain measurement are monitored and analyzed. The power spectrum for
a single loop microwave circuit is shown in Fig. 2.35. The ripples verify the correct
measurement. The autocorrelation response as a function of time delay for a one loop
microwave circuit with a 2dB attenuator both in the time and frequency domains is
shown in Fig. 2.36. The sensitivity of the time domain is less than the frequency
domain. We try to make the sensitivity of both implementation as close as possible.
However, due to the limitation at the maximum resolution bandwidth, the sensitivity
of two systems are dierent. The autocorrelation response as a function of time delay
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Figure 2.36: The autocorrelation response of the microwave circuit model with a sin-
gle loop as a function of time delay for both the time domain measure-
ment (black solid line) and frequency domain measurement (dashed blue
line).
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Figure 2.37: The autocorrelation response of the microwave circuit model for mono-
layer (black solid line) and bilayer (dashed blue line) using the frequency
domain implementation.
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for both monolayer and bilayer media are shown in Fig. 2.37. The same conclusion
as the time domain data can be inferred from the gure. The peak at 3ns is also
detectable in this implementation. The sidelobes are much smaller than the time
domain counterpart. Therefore, the minimum detectable thickness is smaller.
2.4 Sensitivity Analysis
2.4.0.1 Radiometer
The system input noise temperature (TSY S) is the summation of the noise tem-
perature of the receiver plus the contribution of the antenna. TSY S can be formulated
as in (2.14).
TSY S = TA + (1  )Tp + FT0; (2.14)
where TA is the scene temperature.  is the eciency of the antenna. Tp is the
antenna physical temperature, and F is the overall receiver noise factor. The third
term in the right hand side of (2.14) is also known as Trec. The sensitivity can be
formulated as T
TSY S
, where T is the minimum detectable temperature using WiBAR.
2.4.0.2 Spectrum Analyzer
Spectrum analyzer is an instrument that is capable of measuring the power spec-
tral density as a function of frequency. The received signal passes through an internal
tunable super-heterodyne receiver, in which the intermediate frequency (IF) lter is
swept through the overall bandwidth. This lter is also known as resolution band-
width lter. The ltered signal then enters a square-law detector. The detected
power is averaged out to diminish the noise level using a low pass lter also known as
video bandwidth lter. The ratio of the resolution bandwidth to the video bandwidth
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determines the noise oor in the measurement (10).
A spectrum analyzer operates as the processing unit in our implemented WiBAR.
Using the Wiener Khinchin theorem, the inverse Fourier transform of the power spec-
tral density (Spectrum analyzer display) is equal to the autocorrelation response ap-
plied to the received data. By applying an external inverse Fourier transform to the
spectrum analyzer data, the autocorrelation pattern can be estimated. The ripples
in the frequency spectrum are transformed to the peaks in autocorrelation domain.
In a spectrum analyzer, there are several parameters that should be tuned prior
to operation for maximum achievable sensitivity, resolution, and data collection time.
These parameters are listed as frequency span (Fs), sweep time (Ts), resolution band-
width (Br), and video bandwidth (Bv).
We start by choosing resolution bandwidth. Two signals that are separated by
f [Hz] and the amplitude dierence of A[dB] can be distinguished on spectrum
analyzer if the resolution bandwidth is chosen as in (2.15).




10(3 + A)  57 : (2.15)
BrndB is the resolution bandwidth measured at ndB bandwidth. The default value
for Br is measured at 3dB bandwidth. Equation (2.15) is obtained by the resolution
bandwidth lter characteristics, which is a bandpass lter. In case that the spectrum
analyzer is using digital lters, the number 10 in the denominator should be changed
to 4. Using this formula and the periodicity of the ripples, we can nd an optimum
value for the resolution bandwidth. In case of thin ice, the resolution bandwidth
can be set to 3MHz easily. In case of very thick ice without thickness variation
and trapped air bubbles (the ideal case), the resolution bandpass lter will provide
a margin of 4dB for the adjacent ripples to be detected using the same resolution
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bandwidth of 3MHz. In case of a very thick layer, we should use a smaller resolution
bandwidth such as 1MHz for capturing the ripples.
In spectrum analyzer, the sweep time (Ts) can be calculated using the resolution
bandwidth (Br), video bandwidth (Bv), and frequency span (Fs) as given by (2.16).
The sweep time is a time required for a full sweep of the frequency span and can be





Equation (2.16) is valid when Bv < Br, which is the case in our measurements. The
constant number in front of the fraction in (2.16) depends on the type of spectrum
analyzer and is around 2:5 for dierent types of spectrum analyzer. In our setup, we
have chosen Bv = 300Hz, Br = 3MHz, Fs = 3GHz. The required sweep time was
almost 9s, which is in agreement with this formula. We do have some exibility in
reducing the frequency span but in order to get higher accuracy in the autocorrelation
peak and its spread, we aim for maximum available span. The maximum span is equal
to 3GHz in our measurement setup. The smallest suggested frequency span should
cover at least 2 periods of the ripples. In case of very thin ice, this interval should be
larger due to the relatively longer period of the ripples. The number of periods in the
overall bandwidth (m) directly maps to the number of the frequency bin (m+ 1), in
which the autocorrelation peak occurs. Due to strong self correlation, this minimum
number should be at least two or more.





B 0 ; (2.17)













































Figure 2.38: Variation of the NET as a function of video bandwidth for several
values of resolution bandwidths.
B should be substituted by resolution bandwidth and  by the time that the spec-
















where P is the noise power and can be substituted by kTSY SB. Equation (2.18) is the
well known equation for the noise-equivalent uncertainty in brightness temperature,
aka NET of a radiometer. Equation (2.18) can be used to set the video bandwidth
based on the required sensitivity. It also suggests that by reducing video bandwidth
and increasing resolution bandwidth, the maximum sensitivity can be achieved.
Equation (2.15) can easily be satised even with the maximum value of resolu-
tion bandwidth, which is 3MHz. The NET can be plotted as a function of video
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bandwidth for a range of possible resolution bandwidths as shown in Fig. 2.38. The
possible resolution bandwidths for a commercial o-the-shelf (COTS) spectrum ana-
lyzer can be formulated as a10bHz, where a 2 f1; 3g and b 2 f0; 1; 2; 3; 4; 5; 6g. The
minimum required sensitivity can be calculated by considering the reection of the
brightness temperature at the top and bottom of the layer, the volumetric scattering
inside the layer, and the surface scattering due to the roughness of the top and bottom
interfaces. The volumetric scattering ranges from 2 to 8 dB=m depends on the vol-
ume fraction of air bubbles captured in the lake ice layer (Vickers ; 39). The surface
scattering from the top and bottom of the lake ice is within 2dB (31). NET of less
than  20dB is desirable, which can be achieved by setting the resolution bandwidth
to 3MHz and the video bandwidth to 300Hz. In the case of an airborne/spaceborne
setup, the overall time of data collection is limited. Therefore, the design should aim
for high sensitivity considering minimum achievable sweep time.
The optimum value for the video bandwidth and resolution bandwidth have been
calculated using an optimization procedure. The constraint is sensitivity of less than
 20dB and the goal function is the sweep time. The optimum values for Fs = 3GHz
are listed in Table 2.1. The best choice is for Br = 3MHz and Bv = 300Hz.
Table 2.1: Minimum sweep time for optimum video and resolution band widths
parameter Optimum values
Video bandwidth [Hz] 300 100 100 30
Resolution bandwidth [MHz] 3 3 1 3
Sweep time [s] 8.96 26.9 80.7 89.6
Sensitivity [dB] -22.15 -24.54 -22.15 -27.15
2.5 Theoretical investigation of the autocorrelation response
We previously calculate the emission of a half-space dielectric medium beneath a
dielectric slab as given by equation 2.11. The probability distribution of the brightness
temperature is Gaussian. The detected power by the radiometer (PREC) should have
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the closed form given by equation 2.19.
PREC =
(1  jr1j2)(1  jr2j2)PG(!)
1 + jr1j2jr2j2 + 2jr1jjr2jcos(!) ; (2.19)
where P is the average background emission power, G(!) is the gain of the WiBAR
as a function of angular frequency. In the rst part of our analysis, where the grazing
angle is unique, without loss of generality, we assume a at top shape for the WiBAR
gain. By assuming the real and imaginary part of V (x), emission voltage detected
by antenna in radiometer, has Gaussian distributions, the power will be in the form
of Chi-squared distribution. The ratio of the optimum resolution bandwidth to video
bandwidth of spectrum analyzer (3MHz=300 = 10; 000) is the number of repetition
in detecting power spectrum. Using this number of repetition and averaging, the Chi-
squared distribution (also known as Erlang distribution) approaches to a Gaussian
distribution (using central limit theorem) with dierent mean value and variation.
The mean value of the averaged result can be calculated as given by equation 2.20.
Xi v Exponentialdistribution()
ki=1Xi v Erlang(k; k); (2.20)
where  is the number of square Gaussian distributions involved in the power and in
our case is equal to 2. k = RBW=V BW ,where RBW is the resolution bandwidth
and V BW is the video bandwidth. The mean value and variance of the Erlang
distribution of Erlang(k; ) is equal to k= and k=2, respectively.
In our case, the mean value and variance of Erlang(k; k) are equal to  = k=k =
1= and 2 = k=(k)2 = 1=(k2), respectively. In spectrum analyzer, resolution
bandwidth is a tunable bandpass lter swept over the bandwidth of the radiometer.
Therefore, the distribution of the received stationary process in each resolution band-
width is uncorrelated and independent from other received process at other resolution
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bandwidth. We can assume that the probability distribution of the received random
process in each resolution bandwidth is Pj. Therefore, the joint pdf (probability den-
sity function) is a Gaussian distribution (using central limit theorem) indicated by
P (P1; P2; :::; PN), where N = (fmax   fmin)=RBW . fmin and fmax are the minimum
and maximum detectable frequencies by WiBAR. We also can further simplify the
joint pdf by considering the independence of the processes and the simplied formu-
lation is P (P1; P2; :::; PN) = P1 P2 ::: PN . The mean values and variances of all
of them are the same and ripples, is are given by equation 2.21.
p(x) = Erlang(k; k) =
(k)kxk 1e kx
































where  (x) is the Gamma function and for integer x is equal to (x  1)!.
In the following subsections, our goal is to nd the expected value and variance
of the autocorrelation function.
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2.5.1 Expected value calculation
Expected value of the autocorrelation response (E(R(; P ))) can be formulated
as given by equation 2.22 using Weiner-Khinchin theorem.















1 + jr1j2jr2j2 + 2jr1jjr2jcos(!)
1CA Ij;(2.22)
where CP = (1   jr1j2)(1  jr2j2)PG(!) and Ij =
R
PjP (Pj)dPj = E. The problem
is reduced to nd a closed form for the  term. The integrand is independent of j
and only the limits of the integral are depending on j. Therefore, we can combine all
the terms and calculate a single integral given by equation 2.23.
E(R(; P )) = E
fmaxZ
fmin
cos(2f 0) + isin(2f 0)
1 + jr1j2jr2j2 + 2jr1jjr2jcos(2f)df (2.23)
, where we dene a = 2 0; b = 2 , and  = jr1jjr2j. P (Pj) = 1p2e
(Pj )2
22 is the
probability density function (pdf) of the averaged power.
The integral (I) has been solved in closed form in two dierent approaches. In the
rst approach, by considering the typical values for the reection for ice and snow
layers, the denominator is very close to one and can be approximated by its Taylor
expansion around one. Based on reection coecients values the rst order term is
only used for snow layers and the rst and second order terms are used for the ice
layers. The integral can be solved as given by equation 2.24. The integral limits are
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(1 + 2)2(a2   b2) 
 (ibsin(af)sin(bf) + iacos(af)cos(bf)  acos(bf)sin(af) + bcos(af)sin(bf)) +
+ 42
2b2sin(af)  a2cos2(bf)sin(af) + 2abcos(af)cos(bf)sin(bf)
a(4b2   a2)(1 + 2)3 +
+ 42
ia2cos(af)cos2(bf)  2ib2cos(af) + 2iabcos(bf)cos(af)sin(af)
a(4b2   a2)(1 + 2)3 ; (2.24)
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From the solution of these integrals, it is obvious that the maxima of the expected
value of autocorrelation response are at the specic values of b = a and b = a=2,
representing the  0 =  and  0 = 2 . In these specic values, the denominator goes
to zero, represents a peak in the autocorrelation response. We have assumed a at
top shape for the gain of the radiometer, therefore, the expected value has a Sinc
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function with the peak to peak distance equal to 1=B. a Sinc function is dened as
sinc(x) = sin(x)=x.
A slightly better analysis, assume a Gaussian shape for the passband of the res-
olution bandwidth lter inside the spectrum analyzer with 2 = RBW and fc0 =
fmin + (j + 1=2)RBW . The formulation can be simplied as given by equation 2.26.









(L [fmin + (j   1)RBW ]  L [fmin + jRBW ])
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1 + 2



































where (:) is the complex error function.
For the purpose of completion, the same technique has been applied to the low-
order microwave model. We assume that the input voltage has Gaussian distribution.




(P (t)L1L2 + P (t  )L10L20); (2.27)
where G is the gain of the amplier chain, L1 and L2 are the attenuation caused by
the attenuators and the cable loss and  is the time delay because of the extra length
in one of the branches compared to the other one. P (t) is the input power of the
noise source.
The expected value of the autocorrelation response is given by equation 2.28.
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2ifc(  0)sin(B( 0   ))
2(    0) )
; (2.28)
In the low order model, only the rst order delay is presented. The peaks are at zero
lag ( 0 = 0) and at  0 =  .
Using the Gaussian bandwidth for the resolution bandwidth lter in the spectrum








(Lmw[fmin + (j   1)RBW ]  Lmw[fmin + jRBW ])






G[ 2( 0   )]; (2.29)
2.5.2 Standard deviation calculation
The variance of R( 0) is formulates as V ar[R] = E[(R E[R])(R E[R])], where
 denotes the complex conjugation operator. For simplicity the variables are omitted






F (f)df , because
the frequency is a real variable and we also know that P is a real value parameter,
therefore, the complex conjugate operator can be removed from the expectation value
argument and we have E[R] = E[R]. The variance of the autocorrelation response
is given by equation 2.30.
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V ar[R] = E[RR]  E[R]E[R]  E[R]E[R] + E[R]E[R]











2if 0 0df 0]PdP; (2.30)
where P is P (P1;    ; PN) and dP = dP1    dPN . By partitioning the bandwidth
into several equi-distance intervals with the width equal to resolution bandwidth and






















k]P (P1)   P (PN)dP1   PN ; (2.31)
where lj = (fmin+jRBW ) (fmin+(j 1)RBW ). In order to simplify this equa-
tion, the following two integral solutions have been used as given by equation 2.32.
Z
x2iPi(xi)dxi = 





































0   ))e 2ifcj( 0 )sin(RBW ( 0   )). For Gaussian shaped resolu-








(L[fmin + (j   1)RBW ]   L[fmin + jRBW ]).






(Lmw[fmin + (j   1)RBW ]  Lmw[fmin + jRBW ]).
In the post processing of ice and snow layers, the inverse of the emission is used
for better eciency and resiliency to RFI. The expected value and standard deviation
can be formulated as given by equation 2.34.








where 1 = 1+ jr1j2jr2j2, 2 = 3 = 2jr1jjr2j, 1 =  0, 2 = + 0, and 3 =   0. The
higher order peaks are absent if we use the inverse of emissivity in the post processing
technique. Standard deviation can be calculated exactly in the same way as before
except for replacing the expected value with the equation 2.34.
The expected value of the autocorrelation response for 20 cm of lake ice over water
is shown in Fig. 2.39. The result of expected value of the autocorrelation response
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Figure 2.39: The expected value (dashed blue line) and the envelope of the expected
value (solid red line) of the autocorrelation response as a function of
time delay for 20cm of lake ice over water.
as a function of time delay for 40cm of snow over terrain is shown in Fig. 2.40.
The eect of the bandwidth on the expected value of the autocorrelation response
for 50cm of ice is shown in Fig. 2.41. The 3dB reduction in the level of signal is the
eect of decreasing the bandwidth to half of its value. Standard deviation is shown
in Fig. 2.42. The comparison between the model and the measurement is shown
in Fig. 2.43. The modied theoretical model accounts for the system noise gure,
limited frequency samples, and averaging.
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Figure 2.40: The expected value (dashed blue line) and the envelope of the expected
value (solid red line) of the autocorrelation response as a function of
time delay for 40cm of snow over terrain.
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Figure 2.41: The expected value of half bandwidth (dashed red line) and full band-
width (solid blue line) of the autocorrelation response as a function of
time delay for 50cm of ice over fresh water. The Gaussian shape resolu-
tion bandwidth is used.
67
Figure 2.42: The standard deviation of the autocorrelation response of a single mea-
surement (solid blue line) and average of 100 measurements (dashed red
line) as function of time delay for 20cm of ice over fresh water. The
Gaussian shape resolution bandwidth is used.
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Figure 2.43: The measurement of high order microwave model (black solid line) com-
pared with the envelope of the expected value of the theoretical model
with considering two peaks only.
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CHAPTER III
Design and Optimal Operation of WiBAR
3.1 Introduction
The thickness detection of low absorbing media are of interest in several applica-
tions including the snowpacks and fresh water lake ice. Snowpack is the accumulation
of snow found mainly in mountainous and higher latitude regions. The importance of
monitoring the snowpack thickness detection is due to its vital signicance in water
resource management, ood and avalanche prediction as well as ecosystem and cli-
mate studies (56; 67; 82; 45; 26). Climate change causes the non-stationary annual
statistics in the snowpacks' characteristics that should be monitored in a nearly daily
time intervals (50; 68; 3; 1; 2; 74; 81).
Traditionally, dierential scatter darkening has been the most common technique
to measure the snow water equivalence (SWE) and also the thicknesses of snow-
packs (20; 21; 14; 34; 25; 62; 86; 61; 16; 27; 33; 18; 71; 41). This phenomenon is
due to the volumetric scattering of the snow grains at very high frequencies. This
technique relies on observing the snowpack at two dierent frequencies with scatter
darkening stronger at the higher frequency. Using this approach an empirical formu-
lation is usually derived to estimate the snowpack thickness. However, the empirical
formula is specic to the region (61; 16; 30; 29; 49; 15). The formula, which has been


















Figure 3.1: Image of the actual implementation of WiBAR.
Hence, a unique general method independent of location is highly desired.
Lake ice thickness plays an important role in the total pressure exerted to the
o-shore structures (47) in winter. Estimating this pressure is a prominent factor in
the design process of o-shore structures such as wind farm sites in cold regions. Ice
thickness monitoring is also required in navigability of frozen inland waterways (48).
The traditional way to measure the lake ice thickness is by a cumbersome in-situ
drilling process through the ice, which is a dangerous, labor intensive task due to
the risk of lake ice breaking. Therefore, the requirement for an accurate remote
measurement setup, which can estimate the ice thickness without disturbing/breaking
the ice is desirable.
Traditionally, radiometers are the most common instrument to sense snowpacks (46;
12). A radiometer is a passive instrument that can detect the incident brightness tem-
perature to the aperture of the antenna. When ground/lake is covered by snow/ice,
the received brightness temperature is a combination of the thermal emission of the





















Figure 3.2: Block diagram of the wideband autocorrelation radiometer.
perature, and the self emission of the snowpack/lake ice. When the layer is dry,
the major contribution of the detected brightness temperature is due to the thermal
emission of the underlying medium, illustrated in Fig. 2.1(a) and (b). This term is
composed mainly of two parts. One is due to the direct transmission of the brightness
temperature and the other is the result of the doubly reected emitted wave inside
the dry snow/ice layer due to reection at the top and bottom interfaces. The doubly
reected wave has a transit time delay compared to the direct path wave and this
delay is directly proportional to the thickness of the layer. The direct and the doubly
reected background brightness temperatures are shown by arrows in Fig. 2.1 (a) and
(b). The doubly reected path experiences more attenuation due to more absorption
and scattering in the snowpack/ice layer as well as reection at the top and bottom
interfaces. The attenuation of the higher order bounced back path (quadruple re-
ected path) is high enough that we can ignore their presence in natural scenarios
including lake ice and snowpack.
A photo of our implemented wideband autocorrelation radiometer (WiBAR) is
shown in Fig. 3.1. We are utilizing our radiometer for three scenarios. In the rst
scenario, the thickness of air gap between a thin sheet with high dielectric constant
and water is detected to prove the operation of the instrument. The second scenario
pertains to lake ice thickness detection, in which there is a layer of ice above water as
shown in Fig. 2.1(a). The last scenario is related to snow layer thickness detection,
in which a layer of snow is naturally formed over ground as shown in Fig. 2.1(b).
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3.2 WideBand Autocorrelation Radiometer (WiBAR)
3.2.1 Radiometer design
We have designed, modelled, developed, and implemented three generations of
WiBAR. The frequency range of operation of the rst generation WiBAR is chosen
to be 7  10 GHz. This frequency range is chosen as the size of the antenna remains
small enough to implement a handheld system, while, the volumetric scattering inside
each layer remains small. This frequency range also has minimum number of radio fre-
quency interferences (RFI) (https://science.nrao.edu/facilities/vla/observing/RFI ).
The chosen frequency band is appropriate for lake ice detection or snow over at
terrain, however lower frequencies are desirable for the thickness detection of snow
layer over undulating terrain. The proposed radiometer is composed of two low noise
ampliers (LNAs), a band pass lter (BPF), and hand held spectrum analyzer (S/A).
The isolators and the attenuators are used for providing wideband matching among
adjacent stages. The wideband impedance matching is required to remove the inter-
nal oscillation in the structure due to the instability of the LNAs. In order to stabilize
the chain of high gain ampliers and make sure that they both operate on their linear
gain regime, we add an attenuator in between the ampliers. The block diagram of
the nal design of the direct detection radiometer as well as a photo of nal imple-
mentation are shown in Figs. 3.2 and 3.1, respectively. The overall noise gure of
WiBAR is calculated using Friis formula to be 2:46dB. The dominant contribution
to the noise gure is due to the rst LNA in the chain. The noise contribution of
other components is negligible. Specially, the noise contribution of the BPF is much
less than that of the attenuator and is neglected in the calculation of the noise gure.
This calculation is formulated as given by equation (5.20) of Chapter V, Section (5.4).
The second generation of WiBAR is designed for snow characterization. Snow
layers are mainly accumulated over rough surfaces or terrains. The frequency of
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operation of the second generation of WiBAR is chosen to be 1  3GHz. The larger
wavelength of the second generation WiBAR, compared to the rst generation, makes
it an improved sensor for snow characteristics. The block diagram and photo of the
second generation WiBAR are shown in Figs. 3.3 (b) and (e). We choose an antenna
with wide beamwidth as the rst stage of this sensor. The LNA is installed right after
antenna to minimize the noise gure of the whole system. A semi-rigid cable is used
as an inexible and sturdy support structure. A post amplier and lter are used for
operation of the WiBAR in the 1   3GHz frequency band. The radiometer runs on
two 9V batteries connected to 5V regulators. The radiometer output is connected
to a handheld Spectrum analyzer using a long coaxial cable to measure the power
spectrum of the incident brightness temperature. The radiometer is installed over
a light-weight PVC pipe structure with two degrees of freedom that provides easy
orientation required for measurements.
This system is capable of detecting the thickness of snow accurately. The wide
beamwidth and low directionality of the antenna provides detection of average snow
thickness in the footprint of the antenna in open air. Even in the presence of vege-
tation and forest canopy, this WiBAR is capable of detecting the thickness of snow.
This generation of WiBAR enables us to detect the snow thickness in the presence of
smooth rough interfaces, forest canopy, and radio frequency interference. The third
generation of WiBAR is designed to operate under harsh environmental condition, re-
motely and autonomously. We used the same structure as in the rst generation with
the frequency range. The block diagram of the third generation WiBAR is shown in
Fig. 3.3 (c). The WiBAR has been installed inside an enclosed box, aka Ice Sensing
Network (ISN) system. An image of the ISN system is shown in Fig. 3.3 (f). The ISN
is part of Ice Force Measuring System (IFMS), which is used to measure the force
exerted from ice to a metallic structure. The IFMS mechanical structure and analysis






Figure 3.3: Schematics of the (a) rst, (b) second, and (c) third generations of the
WiBAR. The photo of the (d) rst, (e) second, and (f) third generation.
Entry lighthouse in Keweenaw Bay, Lake Superior. The goal of this system, which
WiBAR is a part, is to measure the ice force exerted to a vertical structure (oshore
wind farm) as a function of ice thickness. The tracking of ice activity is also possible
using this system. The system conguration is shown in Fig. 3.4. The system in
the box consists of a router and ethernet switch, which handle the data transfer to
the internet. The controller is a BeagleBone, that can control all the devices in the
system. The power is provided by solar panels. The spectrum analyzer is connected
to the WiBAR to capture the data. All the actions and timing are controlled by
controller. The data is sent to internet using the cellular network.
In order to make the system weather-resistant, several thermal tests have been
performed on the dierent parts of the system separately. The thermal test setup
is shown in Fig. 3.5 (a) and (b). The changes in the WiBAR gain as a function of
frequency at 35C and  40C are shown in Fig. 3.6. The gain is higher at lower
temperature by about 1dB in average compared to higher temperature. This increase
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Figure 3.4: The WiBAR system integrated into a box.
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a) b)
Figure 3.5: (a) The thermal setup used to characterize the system response. (b) The
microwave circuit inside the thermal chamber.
in the gain is due to the increase in the gain of LNAs inide the WiBAR and also
increase in the gain of Spectrum Analyzer at low temperatures.
3.2.2 Calibration Procedure
Since in WiBAR the accurate absolute value of brightness temperature is not
required, the calibration procedure is dierent from other radiometers. In the cali-
bration procedure, three sets of measurements are obtained from cold sky, ambient
absorber, and the layered medium.
In each resolution bandwidth the detected power spectral data is equal to P (!) =
kT (!)BrGs(!), where k is the Boltzman's constant, T is the system temperature in
Kelvin, Br is the resolution bandwidth, and Gs is the radiometer gain. The system
temperature consists of the summation of the receiver temperature (TR) and the
antenna aperture temperature (TA). In the rst measurement, sky measurement,
TA(!) = Tsky(!), which is low and almost constant over our desired frequency band.
In our other measurements, the antenna aperture temperature is equal to TA(!) =
e(!)Tobject, where e(!) is the emissivity and Tobject is the physical temperature of the
object and can be assumed constant with respect to frequency. In our frequency range
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Figure 3.6: WiBAR response as a function of frequency at 35 and  40 degree Celsius.
The changes are shown by arrow as temperature decreases.
of interest the atmosphere can be considered lossless, when looking downward to the
object. The physical temperature of the hot absorber and the slab are signicantly
larger than the sky temperature. The emissivity of the hot absorber is almost unity.
The slab emissivity as a function of angular frequency is given by (3.1) (78).
eslab(!) =
(1  j1j2)(1  j2j2)
1 + j1j2j2j2 + 2j1jj2jcos(!) ; (3.1)
where  is the microwave transit time delay between the direct path and the doubly
reected path due to the internal reection inside the layer. 1 and 2 are the top and
bottom surface reection coecients, respectively. In this formulation, we assumed
that the slab is almost lossless (low-absorbing and low scattering); therefore both the
extinction of the slab and self-emission of the slab are both negligible.
In order to isolate eslab(!) from other frequency dependent parameters, we can
use the ratio of the power spectral density of the slab corrected by that of sky over
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Gslab(eslab(!)Tslab + TR;slab) Gsky(Tsky + TR;sky)
Gabs(eabsTabs + TR;abs) Gsky(Tsky + TR;sky)
=
eslab(!)TslabGslab + (TR;slabGslab   TR;skyGsky)  TskyGsky
eabsTabsGabs + (TR;absGabs   TR;skyGsky)  TskyGsky
 (eslab(!)Tslab   Tsky)Gslab(!)
(eabsTabs   Tsky)Gabs(!)
 eslab(!)Tslab   Tsky
eabsTabs   Tsky ; (3.2)
The subscripts abs, sky, and slab corresponds to instantaneous value of TR and G
at the time those targets were observed. The following simplications is considered,
TR;slabGslab = TR;skyGsky = TR;absGabs and also Gslab(!) = Gsky(!) = Gabs(!), because
the radiometer is stable over the duration of the measurements. Equation (3.2) can
be used in the calibration process to solve for the emissivity of the slab. Therefore,
the only frequency dependent term is eslab(!) and all the other terms are constant
with respect to the frequency.
3.2.3 Autocorrelation Response
Finding the amplitude of the autocorrelation response from a nite set of spectral
data is similar to spectral analysis of truncated time domain data. In our measure-
ments, the spectral data demonstrate a periodic patterns that we call ripples. The
spectral response of these ripples corresponds to a peak in the autocorrelation domain.
We have used the inverse fast Fourier transform to extract the temporal response of
the power spectral data. We found out that at least two ripples over the frequency
span are required for detection of the layer thickness. The minimum detectable thick-
ness is limited by the minimum ripples presented in the bandwidth of the WiBAR.
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The maximum thickness is limited by the resolution bandwidth and the number of
points in spectrum analyzer.
The minimum and maximum detectable thicknesses depend on the refractive index
of the medium (ice or snow) as well as the antenna's angle of incident. On the other
hand, the minimum or maximum delayed travel time () is primary a function of the
layer thickness and antenna angle of incident. The measured power spectral response
has ripples in the frequency domain with their amplitude directly proportional to
the amplitude of the autocorrelation peak. The limitation in maximum detectable
travel time is due to inability to separate the peaks in the power spectral domain,
limited by the resolution bandwidth and the number of frequency bins. The minimum
detectable travel time is constrained by the overall bandwidth. Our ndings suggest
that at least two full cycles of the ripples are required for correct reconstruction of the
travel time. From these information, the minimum and maximum travel times can
be bounded as given by (3.3). The choice of the resolution bandwidth is limited by
the maximum detectable thickness that we plan to detect with WiBAR. The choice
of the frequency span is limited by the minimum detectable thickness criteria.
m
(fmax   fmin) <  < minf
Np




where m and Np are the number of full period of ripples in the overall bandwidth
and the number of total frequency bins in spectrum analyzer. fmax=min is the max-
imum/minimum allowable frequency. In case, m = 2, fmin = 7GHz, and fmax =
10GHz, the minimum detectable thickness for snow and ice are approximately 8:33cm
and 5:6cm, respectively. The thickness resolution can be as good as 4:15cm and 2:8cm
for snow and ice layers, respectively.
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Reconstructed depth of 
15.6cm instead of 15cm
a)
b)
Figure 3.7: (a) The measurement setup for the thickness measurement of air gap over
water. (b) The autocorrelation response of the measurement as a function




In this section the measurements are collected by a handheld spectrum analyzer
(AgilentN9344C) with a maximum frequency of operation of 20GHz. The resolution
bandwidth is set to 3MHz, the frequency span is 3GHz covering the frequency range
of 7  10GHz. The video bandwidth is xed at 300Hz as suggested by the optimiza-
tion procedure explained in Subsection 2.4.0.2. The signal to noise ratio (SNR) is
 22:15dB. In order to verify the functionality of the WiBAR as well as the validity
of our thickness detection algorithm, we have performed several measurements on
dierent layered media including air gap between water and a thin high dielectric
constant sheet (FR4), fresh water ice, and snow layer over the terrain. In our anal-
ysis, we have assumed that the dielectric constant of ice at our frequency range of
interest is 3:15 (80). Based on the measurements that we performed and also theory,
the minimum detectable ice thickness should be 5cm. We gathered the horizontally
polarized (H-pol) far eld measurements of lake ice or snow covered terrains using
our implemented WiBAR at several locations in Michigan under varying conditions
and thickness values. Rather than use of model-based estimates of the snowpacks
average dielectric properties, we used the refractive index mixing formula and snow
density proles measured in snow pits. The reconstructed estimated snow thicknesses
are in good agreement with in-situ measurements. The far-eld measurement is the
basis for remote sensing of ice and snow. The accuracy of the test scenarios verify
the potential of the WiBAR for airborne/spaceborne remote sensing of snow and ice.
In the following Subsections 3.3.1,3.3.3, and 3.3.2, the fareld thickness measurement
of air gap, lake ice, and snow over asphalt are presented.
3.3.1 Far-eld measurement of air gap between fresh water and FR4 sheet
We claimed that our WiBAR is capable of detecting the thickness of any low-





Figure 3.8: (a) The measurement setup for the thickness measurement of snow over
terrain. (b) The autocorrelation response of the measurement as a func-
tion of snow layer thickness. The reconstructed thickness is shown by the
arrow in the inset.
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Figure 3.9: The autocorrelation response of the measurement as a function of the
snow layer thickness (solid red line) as well as the expected value of the
measurement (dashed black line) and the summation of standard devia-
tion and expected value of the autocorrelation response (dotted blue line)
using modied post processing technique. The rst generation WiBAR is
used.
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Figure 3.10: The setup used to measure the snow thickness using the second genera-
tion of WiBAR. 64cm of snow (ground-truth) is detected at University
of Michigan Biological Station (UMBS) at Pellston, MI.
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Figure 3.11: The autocorrelation response of the measurement as a function of the
snow layer thickness (solid red line) as well as the expected value of the
measurement in the absence of layer (dashed black line) and the sum-
mation of standard deviation and expected value of the autocorrelation
response (dotted blue line) using modied post processing technique.
The second generation WiBAR is used.
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in which an air gap is between the water inside a small pool and a high dielectric
constant thin sheet. We have chosen FR4 due to its high dielectric constant ( 4:3)
and stiness. Our calculations as well as simulation results show that the water
emission is reected back partially at the interface of the sheet. We have veried our
calculations by placing two antennas at the far eld of each other with and without
the sheet placed in the middle of them. The measurement setup consists of two
antennae a FR4 sheet in the middle and a network analyzer. The S12 (transmission)
of two cases including the measurement with and without the sheet are compared
and the reectivity of 0:11 is estimated. By placing the sheet over the pool the water
emission is partially reected back and forth inside the air gap layer. Using WiBAR,
we have been able to nd the thickness of the air gap for several scenarios by varying
the water level in the pool. One test scenario as well as the reconstructed results are
shown in Fig. 3.7 (a) and (b), respectively.
The measurement results, shown in Fig. 3.7 (b), are in good agreement with the
in situ measurement of the gap using a measure tape. The error in the measurement
is within 0:6cm. The eect of curvature in the FR4 (sag) is the widening of the peak.
3.3.2 Far-eld measurement of snow layer
The second set of measurements are performed for further verication of the ra-
diometer's operation. In the rst scenario, a naturally formed snow pack with the
depth of 21cm is considered over the asphalt. A representative measurement setup as
well as the autocorrelation response as a function of snow layer thickness are shown
in Fig. 3.8 (a) and (b), respectively.
The detected peak is located at 22:54cm. The dielectric constant of snow is
calculated using refractive index mixing formula for a proper portion for the ice and
air. The proper ratio is observed on site by measuring the density of the snow. The





Figure 3.12: (a) The measurement setup for the thickness measurement of lake ice
over water. (b) The autocorrelation response of the measurement as a
function of the ice layer thickness. The reconstructed thickness is shown
by the arrow in the inset.
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Figure 3.13: The autocorrelation response of the measurement as a function of the
ice layer thickness (solid red line) as well as the expected value of the
measurement (dashed black line) and the summation of standard devi-
ation and expected value of the autocorrelation response (dotted blue
line) using modied post processing technique.
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In the second snow thickness measurement, a naturally formed snow pack with
the thickness of 64cm over a smooth terrain is observed using the second generation
WiBAR. The measurement result and test setup are shown in Figs. 3.9 and 3.10,
respectively. The accuracy of this measurement compared to ground-truth measure-
ment is within 1cm. The third measurement is performed with 64cm of snow over
undulated terrain under the forest canopy. The measurement result is shown in
Fig. 3.11. The accuracy of this measurement is within 1:5cm.
3.3.3 Far-eld measurement of ice layer
The measurement of fresh-water ice thickness is performed on a Dexter,MI pond
with ice thickness around 11:7cm. The thickness has been measured in-situ using
a tape measure in a hole drilled through the ice by a hand drill. We should also
highlight that the in-situ measurements have accuracy within 1cm due to the ice layer
perturbation caused by the drilling. The measurement setup is shown is Fig. 3.12 (a)
and the autocorrelation response is shown in Fig. 3.12 (b). The accuracy of this
measurement is within 0:87cm. The ice thickness measurement using autocorrelation
radiometer is in good agreement with the in  situ measurement.
3.4 Ice activity at the Lake Superior
The third generation of WiBAR is installed over Lake Superior as shown in
Fig. 3.14. The ice activity is monitored and analyzed over the Winter 2014. The
result is shown in Fig. 3.15 and compared with the ice thickness estimated using
stereo imaging. The autocorrelation response of the WiBAR for February 8th and
19th are shown in Fig. 3.16.
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Figure 3.14: The installation of the system over Lake Superior. Photo is the courtesy
of kite Aerial Photography, with Nathan Invincible.
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Figure 3.15: The result of WiBAR analysis (blue circles) is compared with the stereo
imaging (red solid line). Courtesy of David Lyzenga.
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Figure 3.16: The autocorrelation response as a function of ice thickness for February
8th and 19th, 2014. The measurement is over the Lake Superior at the
south entry lighthouse Keweenaw bay near Houghton, MI.
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CHAPTER IV
Theoretical Investigation of WiBAR
4.1 Introduction
In this chapter, the post processing techniques to detect the microwave transit
time delay is presented. In the rst part of this section, the post processing tech-
niques to detect the periodicity of the strong and weak ripples are introduced. In
the second part of this section, theoretical analysis of the sloped top interface as well
as the impact of roughness on the coherent emissivity is explored. The impact of
the antenna beam width, marching out of the antenna foot print, and analysis of the
impact of radio frequency interference (RFI) are investigated. At the end of this sec-
tion, a compressive sensing based technique using approximate message passing and
orthogonal matching pursuit algorithms applied to a random demodulation structure
is explained.
4.2 Post processing
In this section, the post processing techniques are explained. We are interested
to detect a sine wave (ripples) buried in noise. It should be pointed out that in our
system the role of time and frequency are interchanged from their usual roles. We
are interested to nd a sine wave in the frequency domain. However, the common
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techniques rely on nding a sine wave in time domain. We refer to the autocorrelation
response as the estimated spectrum in this chapter. The common technique to recover
the sinusoidal wave is the spectrum estimation techniques used in time series analysis.
These techniques can be classied into parametric and non-parametric methods. The
parametric methods assume a known statistics for the process with a number of
parameters. The most common parametric methods are autoregressive (AR) and
moving average (MA). In these algorithms, the goal is to estimate the parameters.
However, in the non-parametric methods the covariance or the spectrum is estimated
without any assumption for the underlying process. Eigenanalysis procedures or
harmonic decomposition techniques are also of interest for certain applications. These
methods try to nd the best estimate for the spectrum using a basis vector formed
by the eigen values or the Fourier basis vectors. The Multiple Signal Classication
(MUSIC), Pisarenko harmonic decomposition, and eigen vector based techniques are
used in the literature.
The most common non-parametric algorithms are FFT (70), periodogram, win-
dowed periodogram, which are called based on the choice of the window as Bartlett,
Bartlett-Hanning, Welch, Multitaper, Blackman, Blackman-Harris, Bohman, Cheby-
shev, Rectangular (Flat top), Triangular, Gaussian, Hamming, Hann, Kaiser, Nuttall,
Parzen, Tukey. The windowed periodograms can be overlapping or non-overlapping.
In the overlapping windows, the adjacent windows overlap. The overlap reduces the
noise oor and the variance of the estimated spectrum.
By comparing the variance and bias of all the above mentioned spectrum estima-
tion techniques, the autoregressive technique based on Yule-Walker equation (73; 72)
has been chosen. The Yule-Walker equation is capable of reducing the noise and
variance by computing the expectation of the model parameters with the their lags,
which reduced the impact of ambient noise on the autocorrelation response. The
input data should be zero mean.
95
After calibrating the measured data by the load and sky data, the inverse of the
calibrated data is used as the input to our spectrum estimation technique. We apply
a high order autoregressive method based on Yule-Walker equation. The peaks of the
resulted estimated spectrum is then tested by weak signal detection techniques. In the
case of weak sinusoidal wave detection buried in strong noise, several algorithms have
been developed for applications such as seismic wave detection used for earthquake
analysis, or machinery fault detection in the early stage of the fault. These techniques
are mainly focuses on ecient noise reduction techniques. The noise reduction can
be performed by lteration and utilization of chaotic oscillators (84; 83; 85; 44).
Chaos is long-term non-predictive aperiodic behavior in certain nonlinear dynam-
ical systems. Due to the high sensitivity of the system to the initial state, any
perturbation of the system will grow exponentially in time resulting in the non-
predictive behavior of the system. These characteristics of the system response can
be utilized as a random sequence generator, which is widely used for security pur-
poses, such as cryptography, communication channel testing, and random bit gen-
eration (9; 53; 55; 7; 19; 6; 8). Chaos based systems can be categorized into two
dierent classes including discrete-time chaotic maps and continuous-time chaotic
oscillators (54; 52).
A chaotic oscillator is a dynamical system that generates a deterministic behavior,
which is a strong function of the initial values. Chaotic oscillating systems can be
dened by a set of nonlinear dierential equations. The source of nonlinearity can
be the non-linear resistors or elements in the autonomous chaotic oscillator. How-
ever, in non-autonomous systems, the source of non-linearity is the excitation signal
included in the system. Non-autonomous chaotic oscillators have dierent reactions
to input signal. Some systems strongly depend on the input signal for oscillation
so that the system parameters vanish abruptly or increase innitely when there is
no excitation. The next type of these systems merges to an oscillatory scheme by
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removing the excitation. The last type is a low power system, in which the chaotic
output signal can be generated even when we remove the input excitation. Chaotic
oscillators have a great potential to be utilized in the generation of random bits for
cryptographic systems, and chaos based communications. In addition, chaos-based
system analysis is a potential emulator for human organs in biomedical applications,
such as emulating the performance of the brain and heart. Discrete-time chaotic
maps are discrete in nature and have a great potential for digital applications, such
as random number generation. Chaotic oscillators are continuous-time chaotic sources
that can be utilized in continuous-time systems, such as chaos based communications
and the modeling of biological systems. Chaotic oscillators can be realized by the
introduction of a non-linear element in the conventional oscillator circuits. The non-
linearity could be realized by either non-linear elements or input excitation pulses.
Autonomous chaotic oscillators, such as Chuas circuits, are examples of chaotic os-
cillators with non-linear resistors. Autonomous chaotic oscillators can be excited by
any noise accumulated inside the circuit, such as the charge noise accumulated on a
capacitor or the environmental magnetic noise accumulated on an inductor. There-
fore, autonomous chaotic oscillators do not need any external excitation signals. On
the other hand, non-autonomous chaotic oscillators are driven by an input bipolar
pulse train as the source of non-linearity and excitation. Comparators are also used
as other sources of non-linearity. The chaotic behavior of the system is strongly de-
pendent on the input pulse train, hence, changing the duty cycle or the frequency
of the excitation pulse can lead to a dierent chaotic trajectory in the phase space.
Leveraging the xed level of the pulse train as the source of excitation in the circuit
results in xed equilibrium points in the trajectory diagram of the system.
Chaotic oscillators can be implemented by inserting a nonlinear element in the
conventional oscillators. Chaotic oscillators can produce an almost uniform response
in the neighborhood of the oscillators main frequency. This uniform frequency re-
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sponse can be used in the generation of nonpredictive signals close to the desired
frequency and can be utilized for the secure transmission and synchronization of the
data through chaotic signals. In chaos-based communication systems, chaotic os-
cillators can replace the conventional sinusoidal oscillators due to the simultaneous
achievement of good synchronization and security. In these systems, it is necessary
that the bandwidth of the chaotic carrier be larger than that of the transmitted
message for the proper operation of the system.
The Dung chaotic oscillator is the most common chaotic oscillator that can
be used for noise removal. The Dung oscillator can be formulated as given by
equation 4.1.
x+ a _x+ bx+ cx3 = dcos(!t); (4.1)
where a, b, c, and d are the coecients. t, x, and ! refer to time, position and
angular frequency, respectively. By a wise choice of the coecients, the dynamic
behavior of this oscillator is a function of the value of the coecient d. For very
small value of d, the dynamic system is on small-scale periodic state, however after
a threshold, the system is in the chaotic state and for larger values of d, the system
enters the large-scale periodic state. If we set the chaotic oscillator slightly below the
threshold between the chaotic state and the large-scale periodic scale and add the
signal of interest to the right side of the dierential equation given by equation 4.1,
the chaotic oscillator is capable of removing the noise. The signal of interest should
have the same frequency as !. One way to nd a signal of interest with unknown
frequency is by scanning the spectrum. The scanning can be ecient and quick, if
we only choose the peaks in spectrum estimation.
Lyapunov exponent is a measure that can predict the state of a chaotic system. In
general, a negative Lyapunov exponent refers to a stable system and in our dynamic
system means oscillatory response. However, the positive Lyapunov exponent refers
98
Figure 4.1: The inverse of power spectrum of the measured data at Keweenaw bay,
MI. The calibrated data (dashed blue line) and the low pass ltered data
(solid red line) are shown. The ripples are easily distinguishable in the
ltered data.
to unstable system. The unstability can be due to a chaotic state or due to a diverg-
ing system. In our system of equations, the positive Lyapunov exponent means that
the system is in the chaotic state. The Dung oscillator has been solved using 4th
order Runge-Kutta method. This method uses four coecient to estimate the deriva-
tive. The Lyapunov exponent is a function of !. Finding the threshold between the
oscillatory and chaotic state requires an accurate estimation of Lyapunov exponent,
which is time consuming.
As an example, we have applied this technique to a data set measured at the
Keweenaw bay of Lake Superior over winter 2014. The calibrated data is shown in
Fig. 4.1. The low pass lter applied to the data for reducing the noise.
The post processing algorithm is shown graphically in Fig. 4.2. In this algorithm,
the input data, which is the calibrated data, is fed to a matching lter. This matching
lter removes the system response in the calibrated data and ensure that the mean
value of the signal is zero. The moving average stage is responsible for this operation.
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Figure 4.2: The spectrum estimation algorithm used for estimating the autocorrela-
tion response.
The matching lter removes the zerolag peak, because there is no DC term in the
response. Based on the order of the matching lter, several low order terms (L terms)
vanishes. This operation limits the minimum detectable ice thickness to 20cm. In
order to compensate for that, we replace the low order terms by applying the IFFT
algorithm to the data. The order of our matching lter is 10, which removes the rst
4 data. The algorithm has been applied to a set of measured data and the results
compared with the simple IFFT applied to the data. The results are shown in Fig. 4.3.
The noise oor is much smaller in our post processing algorithm compared to IFFT.
The estimated spectrum using the Yule-Walker autoregressive technique is shown in
Fig. 4.4. The delay peak is higher than the summation of the expected value and
the standard deviation. The peak is tested by chaotic oscillator and the trajectory is
chaotic as shown in Fig. 4.5. We have tested other peaks using the chaotic oscillator
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Figure 4.3: The autocorrelation response of the measured snow thickness of 64cm
measured at University of Michigan Biological Station (UMBS), Pellston,
MI. The autocorrelation response using our algorithm (red solid line) is
compared with IFFT algorithm (dashed blue line).
Figure 4.4: The autocorrelation response of the measured ice thickness data measured
at Keweenaw bay, MI. The autocorrelation response (red solid line) as well
as the expected value of the autocorrelation response (dashed black line)
and the summation of the expected value and the standard deviation of
the autocorrelation data (dotted black line) as a function of ice thickness
are shown.
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Figure 4.5: The trajectory of the Dung oscillator for the chaotic state obtained at
the peak of the estimated spectrum.
and the trajectory is oscillatory as illustrated in Fig. 4.6.
4.3 Radio frequency interference (RFI)
Any transmitter antenna radiates at specic bandwidth. When the transmitter
antenna is in the footprint of the radiometer antenna and its frequency is within the
frequency bandwidth of the radiometer, its radiation is detected by the radiometer.
These manmade signals are referred as radio frequency interference (RFI). The remote
sensing community has demonstrated that microwave radiometry is subject to radio
frequency interference (RFI) (17; 51). RFI is additive and usually narrowband. In
our wideband implementation, narrowband RFI is presented in power spectral data
recording. However, applying the inverse Fourier transform in the post-processing
unit diminishes the impact of RFI. Narrowband RFI can be modeled as impulse
delta function in the power spectral domain. Applying the inverse Fourier transform
to the impulse delta function distributes equally the power of RFI among dierent
autocorrelation time components. Therefore, the eect of narrowband RFI is often
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Figure 4.6: The trajectory of the Dung oscillator for the oscillatory state obtained
at other peaks of the estimated spectrum.
negligible except for increasing the noise oor. We are able to successfully recover
the autocorrelation response in the presence of RFI. RFI signals can be both in
the continuous wave (CW) or discrete pulse train forms. For proper detection of
brightness temperature of the scene under test, these RFIs should be detected and
eliminated. There are several techniques to detect RFIs, including temporal, spectral,
spatial, Stokes, and statistical detections. Statistical techniques are of interest due to
the Gaussian nature of the detected brightness temperature. Here we use an entropy
based technique to detect the RFIs. Entropy is a measure of information in data. If
the data are deterministic, there is no information in the data and entropy is zero.
Gaussian noise has the maximum entropy among all signals. Finding the entropy
of the detected data assists us to nd deterministic signals including RFIs. The
entropy can be estimated using the distribution (histogram) of detected brightness
temperature. The unit of entropy (H =  P pilog(pi)) is nat, which is the natural
unit for information entropy. The entropy of some common noise distributions are
listed below: HGaussiannoise = ln(
p
2e), HUniformnoise = ln(b   a), HErlang = (1  
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k) (k) + ln( (k)=) + k,    , where a and b are the interval limits,  is the standard
deviation of Gaussian distribution, and  (x) = d
dx
Log( (x)) (38).





















where fv(v) is the distribution of the envelope of the voltage also known as Rice
distribution (64) and fw(w) is the distribution of the detected power in the presence
of a sinusoidal RFI with amplitude P . fv(v) = 0 if v < 0. Replacing this value in the
integral calculation of the expected value shows that there is a slight change in the
level of the expected value due to RFI.
Our post processing technique is based on the inverse of the detected signal,
therefore, the impact of RFI is insignicant and can be fully ignored. The articial
RFI is added to a snow thickness measurement signal at 2:4GHz and the amplitude
of the RFI is increased from zero to 15dB external RFI source and the WiBAR still
can detect the snow thickness of 64cm. The eect of measurement in the presence of
all RFIs at 1GHz, 2Ghz, and 2:4GHz frequencies is included in Fig. 4.8. These RFI
signals are due to GSM, cell phone, data on the cell phone, and bluetooth or Zigbee,
respectively.
4.4 Impact of surface roughness
The eect of roughness in our study is twofold. It will reduce the amplitude of the
delayed peak with respect to zerolag peak and it also changes the emissivity. In order
to formulate these eects, we derive the coherent reectivity and using the equation
e = 1  j j2, we can nd coherent emissivity.
104
Increasing RFI
Figure 4.7: The eect of a single tone RFI on the autocorrelation response of WiBAR.
















Figure 4.8: The eect of several RFIs on the autocorrelation response of WiBAR.
The power spectrum is shown in the inset.
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We calculate the coherent reectivity by dening the following parameters. R1 and
T1 are the reection coecient and transmission coecients of the top interface in the
absence of roughness from air into layer, R2 is the reection coecient of the bottom
interface in the absence of roughness from layer into underlying layer, r1 and r2 are
the reduction in the reection coecient predicted by physical optics approximation
for the top and bottom layers, respectively, when the wave is within the layer. t1 is
the change in the transmission coecient due to the roughness predicted by physical
optics approximation, when the wave is within the slab. x is the one way distance
traveled by the wave inside the layered material. The r01 and t
0
1 are the changes in the
reection of transmission coecients due to the surface roughness, when the wave is
outside the slab. The coherent reectivity by ray tracing is given by equation 4.3.


















where index 1 refers to air, index 2 refers to the layer sandwiched between the top
and bottom interfaces. For verication, if the interface is at, all the r1,r2, and t1 are




0, and R1 =  R01. Therefore; the well-known reection
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 + 2cos(!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The delayed peak will go down by a value of 10log10(r
0
1r2). The value of the r1, r
0
1,
r2, t1, and t
0
2 can be estimated by physical optics (Kirchho) approximation as given













where 1 and 2 are the rms height of the surfaces on the top and bottom, respectively.
ki is the wave vector in the region i. The Kirchoho condition is satised if kl > 6
and l2 > 2:76, where l is the correlation length of the surface and  = 2=k is the
wavelength of the propagating wave. The reduction in the peak is shown in Fig. 4.9.
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Figure 4.9: The reduction in the delay peak due to surface roughness.
4.5 Second order Eects
The antenna beamwidth aects the autocorrelation response by reducing the de-
layed peak slightly. The gain of the antenna is illustrated in Fig. 4.10. In order to
consider this eect, we should replace the gain (G) with the (G(f; )).
In this section the impact of the beamwidth on the autocorrelation response is
analyzed. We analyze the eect of beamwidth on the time domain autocorrelation
response for radiometers. Two scenarios of far- and near- eld are fully investigated
in this section. In the far-eld case, as shown in Fig. 4.11 (a and b), the beam angle
corresponds to 3dB bandwidth, is assumed to be , the antenna angle corresponds
to vertical line is assumed to be . By a simple graphical and trigonometry analysis,
the following formulations are valid, as given by (4.7).
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Figure 4.10: The gain pattern of the antenna as a function of angle.
sin(  =2) = nsin(1)












n2   sin2( + =2)
x3 = Htan(  =2) ; x4 = Htan( + =2)
b = Htan(=2) ; a = d
sin(=2)p
n2   sin2(=2)
Direct path diameterx = x4   x3   x1 + x2
Delayed path diameterx = x4   x3   3x1 + 3x2
Common diameterx = x2 + x4   x3   3x1
Direct path diametery = b+ 2a
Delayed path diametery = b+ 6a
(4.7)













































Figure 4.11: The eect of beamwidth on the WiBAR response. (a) Far-eld scenario
in x-z plane. (b) Far-eld scenario in y-z plane. The near eld scenario
is very similar to gure (b). The direct path and delayed path areas for
(c) far-eld and (d) near-eld measurements are shown.
for far-eld in the y-direction, with the only exception of replacing h instead of H.
In case of very far-eld, where we can assume parallel beams, x1 = x2 and  = 0.
The impact of non-parallel interfaces in the layered medium consists of ice/snow
on the autocorrelation response is the broadening of the peaks. In order to show
this phenomenon, a through analysis is investigated. The geometry of the problem
is shown in Fig. 5.1. The Greek letters show the angles. The incident angle of the
antenna is . The deviation from the parallel interface is parametrized by 1. The
1 and 2 are the angles of emission for one dipole of the underlying medium. We
are interested in the case, in which the waves can propagate in parallel toward the
antenna at the far eld. Therefore; 2 = 1  21. The angles should be smaller than













Figure 4.12: The non-parallel interfaces and the geometrical ray tracing of the emis-
sion waves.
the antenna is not zero. Therefore; 1 + 1 < c, where sin(c) = 1=n and n is the
refractive index of the layered medium. Based on the Snell's law there is only one
ray at each point that can reach to the antenna. Therefore, nsin(1 + 1) = sin().
The incident angle of the antenna is related to the other angles as  = 90  ( 1).
We analyze the problem by nding the coordinate of the points (P0; P1; P2; P3; P4; P5).
Porigin is assumed to be (0; 0). the coordination of P0 can be calculated simply as
( d
tan(1)
; 0). The coordinate of the points P1 and P2 can be calculated by nding the
intersection of two lines of y = cotg(i)(x   dcotg(1)) and y = tan(1)x, where









y2 = tan(1)x2 (4.8)
The coordination of P3 can be calculated as given by (4.9).
x3 = x2 + y2tan(1)
y3 = 0: (4.9)
the coordination of P4 is calculated using the same procedure used to calculate





y4 = tan(1)x4: (4.10)
The distance between the P5 and P1 is calculated using trigonometry as given by
(4.11).
jjP5   P2jj = sin()jjP4   P2jj; (4.11)
where jjp  qjj is the norm of the p  q is equal to the distance between the points p
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and q.
















The algorithm to nd the broadening of the autocorrelation peak is given as
follows. Using the incident angle of the antenna and the slope of the interface of
the layered medium, , then 1 and 2 can be calculated. Then, the coordination
of the points can be calculated and consequently the delay can be calculated. The
procedure is repeated for all the angles within the beam-width of the antenna. The
dierence between the maximum and minimum delay time show the broadening of
the autocorrelation peak.
4.6 Compressive sensing
The ever increasing amount of data transmitted by mobile devices has posed
signicant challenges to the specications of mobile transmitters and receivers. One
of the most important bottlenecks in such devices has become the analog to digital
converter (ADC). This is due to the fact that the performance of ADC has not scaled
with the advances in the signal reception and processing units. On the other hand,
most of the mobile signals are inherently sparse. Hence, such sparse signal is usually
compressed as soon as it is in the digital domain. In other words, many of the
acquired samples are redundant and hence will be discarded as soon as the signal is
in the digital domain. For example, images are sparse in wavelet domain, speech is
sparse in frequency domain, etc. One way to overcome the limitations of the current
signal reception technology is to utilize this inherent sparsity of the signals so as to
acquire signicantly smaller number of samples from a continuous-time signal in the
analog-to-digital conversion. Compressive sensing (CS) provides a novel theory of
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sampling (as opposed to the traditional Nyquist-rate sampling) that aims to remove
the inherent redundancy of the signal while acquiring samples. In other words, it tries
to acquire as many samples as required to represent the sparse signal as opposed to
sampling at the Nyquist rate and then discarding the redundant part. Compressive
sensing has recently attracted a great deal of interest because of the rising of low
complexity signal reconstruction algorithms that enable real-time signal acquisition.
One important advantage of the compressive sensing technique is that it can directly
extract information from the input desired signal and hence it is sometimes referred to
as analog-to-information conversion. In most analog and digital systems, we deal with
a huge set of redundant data that can be compressed with signal processing methods
without removing signicant information. Compressive sensing technique has already
been used in a lot of applications including: image processing, data processing, and
object classications.
In the analog design world, dierent implementations of the compressive sensing
algorithm has been introduced such as random demodulation (63), random sam-
pling (59), and random ltering, all of which are based on the same CS principle.
Among these systems, random demodulation technique has shown a great potential
for future communication systems. This conguration can be utilized in the trans-
mitter design such as sensor nodes in a wireless sensor network or it can be used
in the receiver architecture to reduce the complexity and power consumption of the
receiver. In the receiver design, which is the focus of this report, this conguration
can reduce the burden of the analog to digital converters (ADCs) as well as reducing
the overall power consumption of the system. Compressive sensing (CS) is a com-
pression technique that can be utilized for sparse signals recovery. A sparse signal
can be dened as any signal that can be expressed by a small number of components.
As an example a sinusoidal signal is sparse in frequency domain. The CS algorithm











Figure 4.13: System level conguration of (a) superheterodyne compressive sensing
receiver and (b) mathematic modeling of the compressive sensing based
receiver's topology.
as random measurement matrix. The number of measurements should be less than
the whole number of data points (Nyquist rate). Adding the measurement data can
generate a single output data for each measurement. By sending the single data for
each measurement, CS algorithm can recover the original data.
Our radiometer is mainly a superheterodyne conguration. It composed of a
pre amplication stage using a very low noise amplier followed by a gain stage,
down conversion mixer, intermediate frequency (IF) lter, and ADC. A superhetero-
dyne receiver can be interpreted as a random demodulation system by replacing the
multiplication by mixing, local oscillator with a random number generator, and the
summation operator by integrator/low pass lter. The overall system block diagram
for a superheterodyne receiver is shown in Fig. 4.13. The input RF signal incident
to the antenna is the input of the system. This signal is amplied using a narrow-
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band low noise amplier (LNA). The amplied signal is then inserted to the mixer
and is multiplied with a random number string. The mixed signal passes through a
low pass lter/integrator and the output data is digitally sampled with a low rate
ADC. The sampled data is processed in the processing unit. In our implementation,
we utilized a two dierent algorithms to recover the input signal. This stage can
also be implemented on a DSP board to make a real-time analysis and recovery of
the data. In random demodulation system design, the input signal is mixed with a
pseudo-random bipolar wave sequence using an analog multiplier to randomize the
signal in time domain. This is followed by a Gm-C based dierential integrator that
adds the random samples and produces the measurements. The reconstruction end
consists of a communication module, to receive the compressed signal, as well as a
digital signal processor (DSP) that runs the reconstruction algorithm and recovers
the original signal from the compressive measurements.
This algorithm/prototype has been implemented previously in [randemod] by the
author and was capable of testing the AIC performance for signals with bandwidth
up to 1MHz. Single tone signals are successfully reconstructed when sampled at a
Nyquist-rate/8 sampling rate while maintaining a 55:7 dB signal-to-noise ratio, which
represents a 9:3 bit resolution. Sampling at Nyquist-rate/8 represents about 87:5%
savings in bandwidth and memory. Using Nyquist-rate/12 sampling frequency while
achieving a 39:6 dB signal-to-noise ratio the savings in bandwidth and memory was
91:7%. The author showed that this implementation is capable of detecting single
tone sine waves and AM-modulated sine waves.
In our system, the autocorrelation response as well as the Fourier transform of
the received power spectrum are sparse. The sparsity of the Fourier transform of the
power spectrum is addressed here using random demodulation technique and in the
future work the sparsity in the autocorrelation domain is addressed using random
sampling technique.
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Mathematically, the reconstruction using compressive sensing is given by the so-




subject to Ax = b;
(4.13)
where k    kl1 denotes the l1 norm. The measurement matrix can be written as Ax,
where x is sparse. There are several algorithms to solve this equation. The most
common ones are orthogonal matching pursuit (OMP) and approximate message
passing (AMP). OMP relies on nding the best matching projections of the minimum
orthogonal multidimensional basis over a complete dictionary. This basis has the
minimum number of dimensions and the projection of data on this coordinate system
represent data almost completely. The algorithm relies on nding the basis vectors one
by one. The result of OMP applied to a snow thickness scenario is shown in Fig. 4.14.
AMP is an iterative technique that can nd the solution to the compressive sensing
optimization problem, eciently. The result of AMP applied to a snow thickness
scenario is shown in Fig. 4.15.
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Figure 4.14: Autocorrelation sparse signal recovery using orthogonal matching pur-
suit, which predicts 64cm of snow correctly.
118
Figure 4.15: Autocorrelation sparse signal recovery using approximate message pass-
ing, which predicts 64cm of snow correctly.
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CHAPTER V
Autocorrelation-Based Technique to Measure the
Noise Figure of Wideband Systems
5.1 Introduction
Empirical techniques to measure the noise gure (NF) of wideband systems are
challenging, specially at high frequencies. The common procedure to characterize
the noise gure of a two port device is by utilizing a high-gain, tunable, sensitive
double-conversion super-heterodyne receiver with tunable attenuators followed by a
square law power detector (13; 40). In this procedure a couple of calibrated noise
sources (28; 36; 37) can be used as input to the device under test (DUT). The
amplied noise enters the tunable receiver and the power can be detected by the power
detector. This procedure is capable of characterizing the gain and noise gure of the
DUT. The variable attenuators are used to make sure that the output power is within
the detection range of square-law detector. The noise sources can be two matched
loads at very dierent physical temperatures. The power of the noise generated by
matched load as a function of their temperatures can be formulated as kTB, where
k is the Boltzmann constant, B is the bandwidth, and T is the physical temperature
of the load. In this procedure the ratio of the detected power for the matched loads






















Figure 5.1: (a) Microwave circuit schematic for noise gure measurement. (b) The
circuit in (a) is inspired by the detection of emission from a layered media.
output noise power of the cold and hot loads, respectively. Commonly the hot and
cold loads are realized using calibrated active noise sources. These noise sources
generate noise in both ON and OFF states. They are characterized by a quantity
known as excess noise ratio (ENR) dened by ENR = (T1 T0)=T0, where T0 and T1
are the noise temperature for the OFF and ON conditions of the active noise source.
T0 is usually the ambient temperature. T1 is usually one to three orders of magnitudes
larger than T0, therefore, ENR is between 10 to 30dB.
Noise gure estimation of radiometers is required to nd the sensitivity and pre-
cision of the radiometers. The common procedure to nd the noise gure of the
radiometers is by linear extrapolation of cold sky and hot absorber (78). The hot
absorber temperature can be sensed accurately, however determining the cold sky
temperature can't be estimated precisely. The estimation of the sidelobe contribu-
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tions are also challenging. The detected sky temperature is a function of frequency
and the incidence angle of the radiometer looking at sky. Hence the estimated noise
gure depends on the cold sky temperature. In the microwave frequency range of
WiBAR, the cold sky temperature is within 3   10K. The inaccuracy in ding the
cold sky temperature directly inuences the estimated noise gure of the radiometers.
Estimation of the noise gure is by extrapolating the calibration line of the radiome-
ter and nding the negative temperature, at which the radiometer output appears to
detect zero power (69). The receiver temperature, TREC , corresponds to the absolute
value of that temperature. The noise gure depends on the receiver temperature as
given by NF = TREC
T0
+ 1, where T0 is the ambient temperature and NF is the noise
gure, respectively.
In this paper, a novel procedure to estimate the noise gure (NF) information
of wideband systems, such as ampliers, receivers, and radiometers is presented.
This procedure relies on the calculation of the autocorrelation response of the setup
illustrated in Fig. 5.1(a). This setup is inspired by the multiple reections inside
a layered medium (ice layer) as shown in Fig. 5.1(b)[2,3]. Analysis of the auto-
correlation response reveals information about the microwave transit time within the
ice layer and consequently the thickness of the ice layer. Fig. 5.1(a) is the microwave
circuit model for the scenario shown in Fig. 5.1(b). The actual experimental setup is
shown in Fig. 5.2.
This chapter is organized as follows. In Section 5.2, the motivation and the pro-
cedure to nd the noise gure is explained. In Section 5.3, a thorough theoretical
analysis of the setup is explained in details. The experimental results are demon-
strated in Section ??. Section 5.5 concludes the chapter.
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5.2 Analysis of the system response
This idea is based on our observation in the measurement of the brightness tem-
perature of the emitting background beneath a layered medium using passive remote
sensing. The multiple reections inside the layered medium causes the same emit-
ting wave to travel to the radiometer with dierent transit time delays, which are a
function of the thickness of the layered medium (23; 22). The detected power spec-
tral density shows periodic behavior called ripples. The periodicity of the ripples is
directly proportional to the thickness of the layer. Based on Wiener-Khinchin theo-
rem, the autocorrelation response can be extracted by calculating the inverse Fourier
transform of power spectral density. The autocorrelation response of the brightness
temperature demonstrates peaks. The zero-lag peak, rst, and second peaks are
stronger than the other peaks. The rst and second delay waves transit the same
path with similar reection coecient and absorption, which accounts for an equal
value of attenuation for both paths. Hence, if we measure the amplitude of the zero-
lag peak (A0), rst peak (A1), and second peak (A2) in dB and check the dierence
between A0   A1 and A1   A2 with an ideal noiseless radiometer, we expect to see
the same number. However, these values are dierent. The dierence is due to the
noise gure of the radiometer, which is only present in the zero-lag peak.
The detected voltage in the input of the radiometer can be formulated as given
by (5.1).
v(t) = vdir(t) + vdelay1(t) + vdelay2(t) + vnf (t); (5.1)
where vdir(t), vdelayi(t) with i = 1; 2 are the thermal emission of the underlying
medium or downwelling brightness temperature reaching to the wideband radiome-
ter directly and with delays, respectively. vdelay1(t), and vdelay2(t) corresponds to the
rst and second peaks, respectively. In these formulations only the rst and second
delayed waves are considered for simplicity. We also assume that the layered medium
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Figure 5.2: The actual implementation of the loop structure to measure the noise
gure of the WiBAR.
is lossless for simplicity. The delayed waves are related to the direct path wave by
vdelay1(t) = 12vdir(t  d) and vdelay2(t) = 2122vdir(t  2d), where i is the reection
coecients on the top (i = 1) and bottom (i = 2) interfaces of the layer, respectively.
d is the microwave transit time delay between the direct path and doubly reected
path waves. vnf (t) is the noise contribution of the receiver referred to the input of the
radiometer. The WiBAR detects the autocorrelation response of the power spectral
density, which corresponds to nding the autocorrelation as given by 5.2. In this
formulation, the input referred noise of the receiver is independent (uncorrelated) of
the brightness temperature of the background. Therefore, the average of the cross
terms are zero. The correlation length of each of the noise terms also is assumed to
approach to zero (66), which is much smaller value than d.
< v(t)v(t+ ) >=
< vnf (t)vnf (t+ ) > +f(v
sky
dir (t




0)) and g(vunderdir (t
00)) are only a function of the brightness temperature
of sky and the underlying medium, respectively. These terms are independent of
the input referred noise of the receiver. The term < (vnf (t)vnf (t + )) > has its
maximum at  = 0 and it decays very fast, which indicates that the receiver noise is
only presented at zero lag peak and it is absent in the rst and second peaks. The
other two terms are presented in the zero lag, rst and second peaks.
We have designed and implemented a microwave circuit, shown in Fig. 5.1(a), that
mimics the physics behind the scenario shown in Fig. 5.1 (b). This circuit consists of
two 180 degree hybrid couplers that divide the input signal into two output signals
with a phase dierence of 180 degree. Any of these couplers model one of the interfaces
and the 180 degree out of phase signals are similar to the transmitted and reected
signals from the interface. The spectrum analyzer is used as a spectral power density
sensor. The actual measurement setup is shown in Fig. 5.2. In order to calibrate the
measured data, the left branch of the loop in Fig. 5.1(a) is broken and terminated by
matched load terminations. The measured data is used for calibration of the main
data. Both the calibration and measured data are shown in Fig. 5.4(a). The inverse
Fourier transform of the calibrated data is shown in Fig. 5.4(b). The zero-lag peak
as well as rst, second, third, fourth and fth peaks are vivid in Fig. 5.4 (b).
As shown before, the noise gure of the radiometer is only presented in the zero-
lag peak. Therefore, analyzing the autocorrelation response of the received brightness
temperature provides enough information to estimate the noise gure of the wideband
system of interest for better performance and higher sensitivity.
5.3 Theoretical model for noise gure estimation
We have derived a closed-form formulation for the noise gure of a wideband
system using the setup shown in Fig.5.1 (a). The downwelling brightness temperature
of sky is assumed to be independent and uncorrelated from the brightness temperature
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of the background medium. Both of these signals are also independent of the system
noise.
The overall input voltage of the wideband system is equal to Vi = Vrw + Vrs + Vn,
where Vn is the wideband system noise referred to the input. The Vrs and Vrw are
the received voltage in the input of the wideband system corresponding to the sky
and matched load, respectively. The noise at the input of the wideband system can
be derived as given by (5.3).
Vrw = (Vw






Vrs = (Vs + Vs






where  is the overall attenuation of the input signal while passing through hybrid
coupler as well as the cable loss. It is assumed the same for both terminals of the
coupler due to the symmetry of the structure. Vs and Vw are the noise waves of the
sky and matching load used for termination, respectively. The envelope of the power
spectral density is given by equation (5.4).
Pi =< jVij2 >=< jVrwj2 > + < jVrsj2 > + < jVnj2 >= Pw + Ps + Pn; (5.4)
where Pk =< jVkj2 > for k = i; w; s; n. By inserting (5.3) into equation 5.4, the
envelope of the power spectral density can be given by (5.5).
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1 + 4 + 22cos(4f)
; (5.5)
where  is the time delay corresponds to the length of the cable and can be calculated
using l = 2f . The power spectral density at the output of the wideband system is
given by Po = jH(s)j2Pi, where Pi and Po are the power at the output and the input
of the wideband system. H(s) is the impulse response of the wideband system in the
Laplace domain. For simplicity, we assume that the gain of the system is at top
normalized to one and is within the bandwidth of the system. The autocorrelation
response can be calculated by applying an inverse Fourier transform on the power






















2[1 + 44 + 42cos(4f)]e i2ft
1 + 4 + 22cos(4f)
df: (5.6)
We assume white noise for all three components of the input voltage. The integral
should be evaluated at time stamps of 0,  , and 2 . The contribution of the wideband




where B = fh   fl and !c are the bandwidth and angular center frequency of the
wideband system. The sinc function is dened as Sinc(x) = sin(x)=x. Pn = kTrec,
where k is the Boltzmann constant and Trec is the temperature of the receiver. The










2u2 + (1 + 4)u+ 2
; (5.8)
where u = ei4f is a dummy variable. The denominator of the integrand can be








Based on the values of , which is conned between 0 and 1, 1 <  2 and  1=2 <
2 < 0. Therefore, both of them are negative, the 1 pole is outside the unit circle
and 2 pole is inside the unit circle. The integral is in the complex domain and using
the Cauchy integral theorem for analytical functions the integral can be calculated at




j1j   j2j ; (5.10)
where Pw = kTw and Tw is the ambient temperature. The system bandwidth
appears in (5.10) due to the number of the rotation on the contour. At t =  ,
the contour is shown in Fig. 5.3. The contribution of the matching load in the






















u+ jj ; (5.12)
where  can be the rst or the second pole. Using Cauchy theorem, the contour
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 = j1j4iB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2j 1=2e i=2 if  = j2j (5.13)
In order to nd the integral on the outer contour R, we should calculate the
integrals over all three contours r; r1; r2. The integral over the inner contour is zero
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where Ln is the natural logarithmic function. The integral over the outer contour
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The same procedure can be applied to the sky contribution in the autocorrelation
















where Ps = kTs, A1 = 2
2=(12), B1 = D1=(1   2), C1 = 22   A1   B1, and
D1 = 2
21(1  1=(12))+ 1+44+A1(1+ 2). Using the same procedure and the






















5.4 Noise gure estimation and verication
We have built a wideband radiometer at the frequency range of 7  10GHz and is
composed of two gain stages, low noise ampliers (LNAs), a band pass lter (BPF).
The isolators and the attenuators are used for providing wideband matching among
adjacent stages. The wideband impedance matching is required to remove the internal
oscillation in the structure due to the instability of the LNAs and increase the dynamic
range of the radiometer. In order to stabilize the chain of high gain ampliers and
make sure that they both operate on their linear gain regime, we add an attenuator
in between the ampliers.
The noise gure of the radiometer can be calculated theoretically using the Friis'
formula (24). Only the dominant terms should be considered in noise gure calcu-
lation. The dominant contribution to the noise gure is due to the rst LNA in
the chain. The noise contribution of other components is negligible. The overall
noise gure of our wideband radiometer is found to be 2:46dB in the frequency band
of interest (7   10GHz). As given by (5.20), only the dominant terms have been
considered in noise gure calculation.









GSemiRigid GIsolator GLNA1 GBPF ; (5.20)
where F is the noise gure of the overall radiometer. FSemiRigid is the noise gure
associated with the semi rigid cable connected right after the antenna. We have fully
characterized this semi-rigid cable using a network analyzer and its loss is equal to
0:05dB in the frequency range of interest (7   10GHz). Using T0 = Tp, where Tp is
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the physical temperature of the component and T0 is the ambient temperature, the
noise gure of this part is equal to its loss. The loss of the isolator and band-pass
lter are 0:4dB and 0:24dB, respectively. The noise gure of the LNAs are equal to
2dB. The gain of both the semi-rigid cable and isolator are equal to the inverse of
their loss. The gain of the LNA is 35dB.
The actual implementation of the loop structure to measure the noise gure is
shown in Fig. 5.2. In this setup, the loop formed by the hybrid coupler is attached to
an antenna looking at sky and also a matched load. The output is fed to a spectrum
analyzer. The detected power post processed by applying inverse Fourier transform
to estimate the autocorrelation response. The detected power of the matched load
and the calibration signal are shown in Fig. 5.4(a). The autocorrelation response
is illustrated in Fig. 5.4(b). The ripples in the power spectral domain are due to
the rotation of the generated noise by the matched load inside the loop structure.
In each rotation, part of the signal is amplied and detected by spectrum analyzer.
Therefore, the detected signal is highly correlated in time domain. The calibration
signal is detected when the left side of the loop is disconnected and terminated by
the matched loads. In the calibration procedure, only the direct path of the signal
is detected and the output power is uncorrelated in the time domain. The gain of
the DUT can be extracted using the calibration procedure. The width of the peaks
in the autocorrelation response in the time domain is inversely proportional to the
bandwidth of the radiometer. Hence, wideband radiometers generates narrow peaks
and vice versa. The estimated noise gure of the radiometer is shown in Fig. 5.5.
The estimation for the noise gure of the radiometer is 2:24dB using this tech-
nique, which is within 0:3dB of the calculated noise gure (NF) using Frii's formula.
The sensitivity of this method to the sky temperature is also negligible. The changes




In this paper, a novel technique to estimate the noise gure (NF) of the wideband
systems, such as ampliers, receivers, and radiometers is presented. This technique
relies on the calculation of the autocorrelation response of a loop setup. This setup
is inspired by the multiple reection back and forth inside a layered media. Based
on Wiener-Khinchin theorem, the autocorrelation response can be extracted by cal-
culating the inverse Fourier transform of the power spectral density. Analyzing the
autocorrelation response of the received brightness temperature provides adequate in-
formation to estimate the noise gure of the wideband system of interest. The error
in estimating the NF is less than 0:3dB. The sensitivity of this method to the sky
temperature is also negligible. This technique is capable of detecting the noise gure
within the system wide bandwidth with only one measurement.
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Figure 5.4: (a) The power spectral response of the loop structure to a WiBAR. The
calibration signal (red dashed line) and the WiBAR response (solid blue
line) are shown. The ripples are due to the signal circulating in the loop.
(b) The autocorrelation response of the calibrated signal. The peaks are
due to the signal delay inside the loop.

























Figure 5.5: The dierence between the zero lag peak and the rst peak compared to




Conclusions and Future Work
6.1 A brief overview
In this thesis, the remote sensing estimation of low-loss dielectric layer thickness
over a semi-innite lossy medium is considered. Our technique is capable of estimating
the thickness of snowpacks or fresh water ice layer over ground or lake. This problem
is thoroughly modeled, simulated, veried using the measured results obtained from
a novel wideband auto-correlation radiometer (WiBAR). By transforming the power
spectral data to the time domain, the thickness of the ice/snow layer is estimated.
The optimal design for the radiometer is presented. The radiometer has been tested
for several controlled experiments as well as natural scenarios including snow and
ice layers where the accuracy is found to be within 1:5cm for horizontally polarized
far-eld measurements compared to in-situ measurements. Three generations of the
radiometer have been designed, developed, and implemented for optimal operations
in detecting lake ice, snow, and autonomous lake ice measurements. Several post
processing techniques have been developed to accurately estimate the thickness of the
ice/snow layer. A novel technique based on compressive sensing has been developed
to decrease the detection time.
A novel technique to estimate the noise gure (NF) of the wideband systems,
such as ampliers, receivers, and radiometers is also presented in this thesis. This
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technique relies on the calculation of the autocorrelation response of a loop setup.
This setup is inspired by the multiple reection back and forth inside a layered media.
Based on Wiener-Khinchin theorem, the autocorrelation response can be extracted
by calculating the inverse Fourier transform of the power spectral density. Analyzing
the autocorrelation response of the received brightness temperature provides adequate
information to estimate the noise gure of the wideband system of interest. The error
in estimating the NF is less than 0:3dB. The sensitivity of this method to the sky
temperature is also negligible.
6.2 Contribution
Our contributions in this thesis are listed below:
 We demonstrate that the power spectral measurement is necessary and sucient
for autocorrelation calculation using Wiener-Khinchin theorem.
 We model and design three generations of wideband radiometers using hand-
held spectrum analyzers for maximum performance eciency. The microwave
circuit models for signal path are also developed using commercial o-the-shelf
components (COTS). The rst generation operates at 7   10GHz and is de-
signed for lake ice thickness detection. The second generation works at lower
frequency range of 1  3GHz and is designed for snow thickness detection. The
third generation is an autonomous radiometer that can operate on harsh remote
environment for lake ice detection.
 We analyze the sensitivity of WiBAR using the actual microwave circuit com-
ponents and spectrum analyzer characteristics.
 We perform on-site measurements of air gap, ice, and snow layer thicknesses
and verify our results against in-situ measurements.
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 We thoroughly modeled and analyzed the physics of operation theoretically and
statistically.
 The impact of radio frequency interference (RFI) on the autocorrelation re-
sponse of the WiBAR has been explored. The eect of surface roughness on the
emissivity and delay peak has bee investigated. A post processing technique to
detect weak signals has been presented.
 A noise gure measurement system has been presented that can accurately
estimate the noise gure of wideband radiometers and receivers.
 A compressive sensing based implementation of the WiBAR is introduced.
 An entropy based RFI detection technique is used to nd RFIs.
6.2.1 Future work
We have designed and investigated the WiBAR in this work. There are several
directions in this work that can be continued as the continuation of this work as listed
below.
6.2.1.1 Optimum system design
The WiBAR can be designed without the utilization of the spectrum analyzer.
The main use of the spectrum analyzer in our system is to monitor the power spectrum
in the frequency band of interest. One of the fault point of our autonomous system
design and the most expensive part of our system is the spectrum analyzer. By down
converting the frequency using mixer and designing a super-heterodyne receiver with
tunable bandwidth lter swept through the bandwidth, we can replace the spectrum
analyzer. This microwave circuit can be designed for optimum operation and higher
resolution than a COTS spectrum analyzer and is capable of operating eciently at
lower ambient temperatures compared to the COTS spectrum analyzer.
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6.2.1.2 Real-time WiBAR design
For airborne and spaceborne applications, a fast real-time implementation of the
system is of interest. One possible candidate for the high speed WiBAR is by imple-
menting it in the time-domain using a fast sampling system.
6.2.1.3 Compressive sensing implementation in the time domain
Compressive sensing is a recent development in mathematics and signal process-
ing with a possible solution to the ADC/DSP speed and accuracy bottlenecks for a
broad class of applications. The Shannon/Nyquist sampling represents a worst-case
scenario since it applies to arbitrary band-limited signals. In many applications sig-
nals have a sparse representation in some canonical system (Fourier, wavelets, etc.).
For instance, the FM and MSK/OOK modulation schemes make high power cordless
telephone (HPCT) signals sparse in the local-Fourier domain. Hence, sub-Nyquist
sampling is possible using a random sampling scheme. The second key observation is
that, to distill the small amount of information contained in a sparse signal, it is not
necessary to perform expensive, adaptive post-processing on nonsparse data such as
discrete-time samples or Fourier or wavelet coecients. Rather, the information can
be extracted directly from the analog RF signal if we alter our notion of sampling
to replace time samples by more general random linear functionals. CS algorithms
seek the sparsest signal that explains the measured information. These results have
created a new paradigm, analog-to-information conversion (AIC or A2I), as a re-
placement for conventional ADC in certain applications. We can use the concept of
compressive sensing, which can be applied to sparse signals to extract the information
of the signal. Most of digital devices such as digital cameras or digital transceivers
save/send a highly redundant data in digital domain; however the same signal has
very small information content. Therefore, by converting the analog input signal to
its information content, we are able to reduce the system complexity tremendously.
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These design techniques can be used instead of ADCs or as demodulators to extract
the information content of the received wireless signal.
The theory of random sampling suggests that we can build a random sampling
based analog to information converter (RS-AIC) that recovers signicant informa-
tion about the input wideband signals from just a few measurements (samples) and
with low computational complexity. Recovering signals with few samples achieves
sub-Nyquist average sampling frequency, however, the minimum time separation be-
tween successive samples still governed by Nyquist-rate. Therefore, redistributing the
samples in time enables us sub-Nyquist sampling clocks and to relax the design con-
straints of the low-rate ADC in the AIC design. The input analog signal is fed to the
input multiplexer that selects the signal values with non-uniform timing and pushes
them forward onto the analog queue, which stores the values via sample and hold
(S/H). Finally, these values are read with uniform timing from the selection DEMUX
and sampled with a sub-Nyquist rate ADC.
Another way to implement a fast, real time system for remote airborne and space-
borne WiBAR is to use very little samples far lower than the Nyquist rate (about
tenth of Nyquist rate) in the time domain. Compressive sensing implementation us-
ing random sampling technique is a great candidate for this purpose. This idea can
be implemented by wisely reconstructing an autocorrelation matrix consist of zeros
and ones multiplied by pair combination of sample points called AC . By multiplying
a random matrix to the inverse of AC we can reconstruct the sparse autocorrelation
matrix.
6.2.1.4 Analysing lossy layer emission
In the case of lossy layer, which occurs if we are analyzing wet snow, ice layer with
air bubbles, or the sea ice. In this case one possible approach is to use radiative trans-
fer method. The analysis will be similar to analysis of atmosphere, in which several
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horizontal layers with dierent refractive index and loss in each layer. This technique
can be used to include the interlayer emission in the autocorrelation response of the
system.
6.2.1.5 Vertical polarized implementation
Utilizing the vertical polarization together with high sensitivity ultrawide band
WiBAR enables us to detect the relatively wider delay peak. Using this system, the
Brewster angle can be detected, which can be used to nd the refractive index at the
top and bottom of the slab. The refractive index of the bottom of the snowpack is
highly of interest to study the avalanches. The depth hoar is the snow located at the
bottom of the snowpack formed due to large thermal gradients. Depth hoar is highly
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