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SAMET{YATTING
Computeralgebra programma's zijn in staat om symbolische viskunde te
bedrijven; ze kunnen niet alleen numerieke expressies uitrekenen zonder
afrondfouten, maa.r ook formules ma,nipuleren die nog geen numerieke waarden
hebben; elk algebraisch object kan exact in het geheugen vaÍr de computer
opgeslagen worden.
Computeralgebra wordt tot op dit moment wijwel niet gebruikt om
econometrische problemen op te lossen, hoewel het een bruikbaar instrument kan
zijn voor zowel de toegepaste als de theoretische econometrist. Een toegepaste
econometrist kan bijvoorbeeld een computeralgebra systeem (CAS) de afgeleide
laten berekenen van een bepaalde doelfunctie, en het resultaat automatisch en
foutloos laten programmeren. Een theoretische econometrist kan een CAS
gebruiken om ingewikkelde of omvangrijke manipulaties uit te voeren op
analytische expressies.
Dit proefschrift behandelt de toepassing van computeralgebra in de
econometrie en statistiek. Met andere woorden, er vordt bekeken of
computeralgebra een handig instrument is om een verscheidenheid van
econometrische of statistische problemen op te lossen. Er wordt nauwelijks
aandacht geschonken aa,n computer algebra systemen: alle programma's die
behandeld worden, zijn geschreven met behulp van de programmeertaal Pascal.
Een voordeel van het gebruik van Pascal is dat beter inzicht verkregen wordt
in de beperkingen van computeralgebra en dat er geen beperkingen zijn in de
manier van implementatie: elke manipulatie en elk algorithme ka,n worden
geprogrammeerd; in computeralgebra systemen kan een bepaald algorithme niet
aanwezig zijn, of een bepaalde bewerking ongedefinieerd zijn. Een voordeel van
het gebruik van een CAS is dat een gebruiker niet hoeft te weten hoe symbolen
worden opgeslagen in het geheugen van de computer en dat er
voorgeprograflrmeerde algorithmes aanwezig zijn.
Hoofdstuk 2 bespreekt hoe computeralgebra programma's geprogrammeerd kunnen
worden in een hogere prograÍnmeertaal, zoals Pascal. Hiertoe worden alle
ingredienten gegeven om een simpel computeralgebra systeem te bouwenl de
appendix bevat ook daadwerkelijk de broncode van zo'n CAS.
Hoofdstuk 3, 4 en 6 behandelen het identificatie-probleem van verschillende
modellen. In al deze hoofdstukken wordt er vanuit gegaan dat de waarnemingen
normaal, identiek en onafhankelijk verdeeld zijn. Het identificatie-probleem
komt dan overeen met de waag of de parameterwaa.rden uniek bepaald kunnen
worden uit de eerste- en tweede-orde momentvergelijkingen. Over het algemeen
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worden rangcondities gegeven voor de identificatie van de parameters van een
structureel model, waarbij niet wordt gezegd hoe de toegepaste econometrist de
betreffende rangconditie moet evalueren. In hoofdstuk 3 wordt een
computerprogramma (ERA) gepresenteerd dat de rang en nulruimte kan berekenen
voor een verscheidenheid van modellen.
Hsiao (1983) en Geraci (1976) hebben rangcondities gepresenteerd die het
identificatie-probleem van simultane vergelijkingen met meetfouten
karakteriseren. In hoofdstuk 3 wordt aangetoond dat evaluatie van deze
rangcondities tot de verkeerde conclusie omtrent de identificatie kan leiden.
Een alternatieve rangconditie wordt afgeleid en een computerprogramma (ERASIM)
wordt gepresenteerd dat de restricties waar de parameters aan onderhevig zijn,
gebruikt om de identificatie situatie van de individuele parameters te
karakteriseren.
In hoofdstuk 4 wordt de identificatie van gerestricteerde factor analyse
modellen beschouwd. Er wordt ook hier een algemene rangconditie afgeleid en
een computeralgebra progralnma gepresenteerd (ERAFAC) dat automatisch de
Jacobiaan kan construeren en evalueren om de identificatie van de individuele
parameters te karakteriseren.
Bekker en Dijkstra (1990) bespreken het exacte aantal restricties dat op de
gereduceerde vorm van een simultaan model met exclusie restricties rust. In
hoofdstuk 5 worden een algorithme, grotendeels door Bekker afgeleid, en een
computer programma (MINPARAM ) gepresenteerd die deze restricties
karakteriseren en een minimale parameterisatie van de gereduceerde vorm
Ieveren, d.w.z. een parameterisatie met zo min mogelijk parameters waarbij de
restricties op de gereduceerde vorm in beschouwing worden genomen.
Een minimale parameterisatie van een matrix zoals B-r I wordt ook in
hoofdstuk 6 gebruikt. Dit hoofdstuk behandelt het identificatie-probleem in
LISREL modellen (Jóreskog, 1984). Een aantal rangcondities worden afgeleid en
ook een aantal computeralgebra programma's worden gepresenteerd die deze
rangcondities kunnen construeren en evalueren. Het e€rste deel van dit
hoofdstuk behandelt het identificatieprobleem van specifieke submodeilen van
het algemene LISREL model, terwijl het laatste deel van dit hoofdstuk het
identificatie-problecm van LISREL modellen behandelt met algemene lineaire
restricties op de parametermatrices.
In hoofdstuk 7 wordt het theoretische probleem. van de verwachting van
functies van normaal verdeelde matrices besproken. Over dit onderwerp bestaat
ecn grote hoeveelheid recente literatuur, zie bijv. Neudecker en Wansbeek
(1987). Er wordt aangetoond dat de verwachting van deze functies algebraisch
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geëvalueerd kunnen worden door een methode die repeated, cond,itioni,ng wordt,
genoemd. Er wordt een computer prograrnma gepresenteerd dat een grote
verscheidenheid van dit soort problemen kan oplossen en tevens in staat is om
de zojuist berekende formule in Pascal source code om te zetten.
Hoofstuk 8 introduceert een soort kladblok dat in staat is om matrix
algebra uit te voeren, in de zin dat symbolen matrices voorstellen en de
matrices niet gevuld kunnen worden met specifieke elementen. Matrices kunnen
bepaalde karakteristieken hebben, zoals sSrmmetrie, of een matrix kan vervangen
worden door een matrix expressie. Dit kladblok - MATRAL - kan gebruikt worden
om een diversiteit van symbolische matrix-expressies te berekenen. Hier wordt
het toegepast om de variantie van kwadratische zuivere schatters van het
error-component model met incomplete panels (Wansbeek en Kapteyn, 1989) te
berekenen.
Dit onderzoek toont aan dat het gebruik van computeralgebra een handig
hulpmiddel is voor het oplossen van enkele econometrische problemen. Het nut
van computeralgebra blijft niet beperkt tot de problemen die hier behandeld
worden: in principe kunnen alle wiskundige manipulaties die met pen en papier
uitgevoerd worden ook m.b.v. computeralgebra gedaan worden. Computeralgebra op
zich, zelf is niet een econometrisch onderwerp; het behoort tot de informatica.
Voor econometristen moet het als een hulpmiddel gezien worden dat gebruikt kan
worden om analytische problemen op te lossen die ingewikkeld zijn, of
vervelend zijn om met pen en papier aan te pakken.
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