Bandwidth cost is a significant concern for online video service providers. Today's video streaming systems mostly use HTTP streaming, with users accessing video segments as HTTP requests. A frequently used strategy is to serve all user requests as fast as possible, as if the user is downloading a file. The downloading rate can often far exceed the playback rate, when the system is below the peak load. This is known as progressive downloading. Since users may quit before viewing the complete video, however, much of the downloaded video can be "wasted." By studying and exploiting the predictability of users' departure behavior, the authors developed a smart streaming strategy that can significantly improve overall streaming service quality under given server bandwidth. The improvement is achieved by avoiding the waste based on predicted user departure behavior. The proposed smart streaming technique is evaluated by modeling, analysis, and simulation, as well as experimentation using a prototype implementation.
then the strategy is called progressive downloading, since the service is very similar to file downloading. The user starts playback when a sufficient amount of video has been buffered to sustain continuous playback.
From a content provider's point of view, there are two major concerns: bandwidth cost and user experience (also referred to as Quality of Experience, or QoE). In today's network, a large video streaming service provider typically pays a large amount of money to Content Delivery Networks (CDNs) [3] for bandwidth. According to our interaction with content providers, the cost can be of the order of hundred million dollars per year.
The actual cost of the CDN service is largely determined by the peak bandwidth 3 the CDN servers use to reach the streaming users. This leads to a very intuitive strategy to let users pre-fetch video segments as fast as possible when the usage level is not at the peak, so that users' video players can rely on the pre-fetched video as much as possible during the peak load period. This is the basic idea of the progressive downloading strategy. But in practice, the effectiveness of this strategy is greatly reduced due to the well-known early departure behavior in online video services, namely, the users tend to browse through several videos before occasionally viewing a video to completion [4] .
The bandwidth usage at peak load is roughly determined by the (peak) number of users times the video encoding bitrate, if pre-fetching cannot reduce the streaming rate at peak load effectively. To control its cost of operation, the content provider will need to pick a video bitrate that it can afford. Thus, the objective of this work can be viewed as trying to use smart prefetching strategies to lower the effective streaming rate per user at the peak load, so that a higher resolution encoding can be afforded.
Dynamic Adaptive Streaming over HTTP (DASH) [5] - [7] 4 is a different approach to enhancing QoE under limited bandwidth. Instead of relying on pre-fetching when there is extra bandwidth, it encodes each video segment with multiple resolutions and allows users to opt for a higher-resolution segment when there is extra bandwidth. DASH is not only helpful in managing QoE at different server load levels; it also helps users to adapt to bandwidth variations due to changing network conditions. Currently, there is considerable interest in DASH in the video streaming industry. The smart streaming strategy studied in this paper is an orthogonal idea to bitrate adaptation (DASH), and it can potentially be integrated with DASH to create a more flexible solution. The focus of this paper is to study the smart streaming strategy as a stand-alone solution. A discussion of how it can operate in a compatible way with DASH, or be integrated with DASH, is included in Section IV.
The rest of the paper is organized as follows. The user early departure behavior and the potential bandwidth wastage under the progressive downloading strategy are first studied in Section II, based on the service log of our collaborator, a large online video service provider. Section III describes a high-level model as an abstract formulation of the problem, which helps to map out the whole space of smart streaming solutions depending on the early departure behavior. Based on the measured results and mathematical analysis, a heuristic solution suitable for practical implementation is then proposed in Section IV to improve the QoE and save bandwidth costs. Subsequently, simulation studies of several canonical solutions are compared and reported in Section V. The results show that smart streaming can significantly out-perform traditional progressive downloading and simple streaming strategies. Finally, the experience of experimentation with a prototype implementation of smart streaming is reported in Section VI. The experimental results validate the analytical and simulation results.
II. WASTAGE MEASUREMENT

A. Data Source
A previous measurement study [8] on YouTube reported significant bandwidth wastage during video streaming. This led us to study bandwidth wastage (i.e., downloaded content not viewed) based on actual user behavior logged by our collaborator Tencent Video, 5 one of the largest video streaming service providers in China. Their VoD service has more than 50 million daily active users, and more than 2 million users online during busy hours (at the time of measurement). Their video content includes movies, TV episodes and music/entertainment videos, as well as short clips of news and sports. The video streaming service is delivered over HTTP, and served by many servers in multiple CDN providers. With the help of our collaborator, we engineered the client side to report user behavior to a central cloud. When a user finishes or quits viewing a video, the client side makes a record of all the service and QoE relevant information, including how long the video is watched, how many freezes there are, and for each freeze the start and end time, plus seek and jump events as well. A total of over 550 million sessions were captured for our study. Based on this rich data source, we were able to analyze various user behaviors and system performance. In this section, we report the result of user early departure behavior and the observed bandwidth wastage.
B. Methodology
It is important to distinguish between two cases of early departure of viewing a video: (a) when it is due to QoE impairment and, (b) when it is due to the content itself. A previous study [9] reported that the percentage of time spent in buffering (freezes) has a large impact on the user engagement in VoD services. In other words, poor QoE will definitely lead to more early departures. With development of streaming technology, we believe 5 [Online]. Available: http://v.qq.com/ that user experience will become better and better. Content will be the major reason for early departure in the future, thus removing all the views that have imperfect QoE. Furthermore, we remove all records that have seek actions during the session, and all records where the viewing did not start from the beginning of the video. These removed cases only account for 19.5% of the raw dataset. The user behavior observed from the remaining dataset can be considered natural early departures.
We also observed that there is a significant dependence of early departure behavior on a video's length, and type (e.g., movies and TV programs vs. news and short video clips). Generally, for short videos, users are more likely to complete viewing of the whole video. In our study, we focus on the records of movies and long videos (with length min); these videos consume most of the bandwidth and are the major source of wastage. Table I shows the video length and the contribution to bandwidth wastage for different types of videos. The proportion of these five types of videos in our dataset is 6:9:1:2:4. The wastage is computed as the downloaded but not viewed video content. The result confirms that long videos caused the majority of wastage.
C. Early Departure Behavior
For a view , let be the length of the video viewed, and be the length of the video. We define viewing ratio as If the viewing ratio is 0, it means the user quits without viewing at all; alternatively a 100% viewing ratio indicates that a user quits after completion. In practice, if the viewing ratio is greater than a threshold, such as 95%, the user can be considered to have completed viewing the entire video, since the last few percent may correspond to some trailers. Overall, 56.5% of videos have an average viewing ratio of 50% or less. We can plot a histogram, with some granularity of viewing ratios, for all movie and long videos. For example, Fig. 1(a) is such a histogram plotted at granularity of one percent. After plotting this for different hours, days and weeks, we observe that the early departure behavior is quite consistent. The result always comes out more or less the same as shown in Fig. 1(a) .
Our measurements indicate that the departure rate variation over the span of the video is an important factor in designing video streaming strategies. We assume the whole view process is divided into discrete time slots. In any time slot , let be the probability that a user who has viewed time slots of the video will leave (i.e., she will continue with probability ). The Fig. 1(c) shows plotted against viewing ratio. Fig. 1(b) is simply the cumulative distribution for Fig. 1(a) . This will be used to generate random departure times in our simulation and experimentation in later sections. A random number between zero and one can easily be converted to the corresponding random departure time. Fig. 1(c) is the departure rate distribution, yet another representation of the same information. Let be the percentage of all users who depart in time slot , the quantity plotted in Fig. 1(a) , and let be the corresponding departure rate in time slot . The relationship between these two quantities are From the departure rate histogram, it is clear that users tend to depart at a higher rate at the beginning. Our guess is that movie viewers first go through a movie browsing and selection phase, marked by a high departure rate. Then they enter a viewing phase, during which departure can be caused by a variety of random reasons, and the departure rate remains quite flat, with a spike at the end representing those viewers completing the whole movie. In Fig. 1(c) , we observe that the viewing of videos can be separated into these two phases. Namely, the top departure rates contributing to 50% of the total departure rates belong to the browsing phase, whereas the rest belong to the viewing phase. This demarcation can be heuristically used to design our behavior based smart streaming strategy. The idea is, users in the browsing phase have a higher chance of early departure, so we just need to help them download fast enough for good QoE, but not for too much pre-fetched data. For users in the viewing phase, however, there is no clear indication to differentiate them from a departure rate point of view.
D. Wastage
We collected a week's worth of data from our collaborator's VoD system to examine the bandwidth wastage caused by users' early departure in online video service. The result is shown in Fig. 2 .
The three plots correspond to: (a) the number of arrivals per second (we use normalized values as asked by the service provider); (b) the wasted amount of data per second; and (c) the average downloading rate per second. We observed over 20% of the bandwidth was wasted on average based on the measurement. This result is consistent with previous study on YouTube traffic [8] . We examine this result because it is helpful for us to appreciate the magnitude of the downloaded content that is not viewed (wasted) due to early departure behavior and, hence, it provides opportunities for us to do some smart engineering. The three plots together also help illustrate the macroscopic picture of the VoD operation. The average downloading rate (around 2 Mb/s) is actually higher than a typical video bitrate, with HTTP requests made by the players at client side. The product of the arrival number and the downloading rate number gives roughly the rate of total server bandwidth consumed, over the week. The difference between downloaded and wasted is the amount of bandwidth used for playback.
III. SIMPLE MATHEMATICAL ANALYSIS
A. Assumptions and Notations
Before exploring the engineering details, let us consider the problem at an abstract level to understand the big picture. To simplify analysis, we discuss the resource allocation strategies as there is a central controller that provides us with an idea of what an optimal strategy can achieve. In practice, it is implemented and regulated at client side to request the server resource.
Let there be a single server, providing video-on-demand with a fixed uplink bandwidth. All videos have the same length and same playback rate. The video is divided into segments, each requiring a single time slot to play. In the unit of time slots, is the length of a video file. The video bitrate is 1; the server bandwidth is , in the unit of video bitrate.
User requests for a video arrive as a random process. For the sake of simplicity, we assume it is Poisson with rate . All requests for video start from the beginning of the file and proceed sequentially. Each user has a buffer capable of storing pre-fetched video data. Any surplus (when downloading rate exceeds playback rate) is buffered for subsequent use. During playback, whenever content is missing, it is skipped. 6 With this assumption, the number of users in the system at any time, though random, is determined by a simple stationary process, and will not keep increasing with load (arrival rate). Let be the random variable denoting the user population, and denote the expected value. The value of and is determined by not only the arrival rate but also the departure process, we call user behavior, described below.
B. User Behavior
There are three scenarios for user departures.
• No Early Departure: No user will abort video streaming until the whole video is played. This behavior implies that the viewer population is Poisson distributed with expected value . System load is . • Early Departure With Constant Rate: Each user has the same probability to abort her video streaming session, irrespective how much content has been played. Let be the fraction of video the user has already viewed. Then, denotes the probability for that user to abort. In this scenario, , a constant. This behavior implies that the viewing time is exponentially distributed with average . In this case, the viewers population follows a Poisson distribution, but the expected value is . System load is . • Early Departure With Varying Rate: Users abort their video streaming session with different probabilities. At any given time, the departure rate is given by , depending on the fraction of the video already played, the viewing ratio .
C. Server Strategies
Given a particular mix of user video sessions, the server has different options in allocating its bandwidth in serving the user requests. We use the term streaming to refer to HTTP streaming, which delivers the video content in the end-to-end throughput capacity. Any surplus will be stored in users' buffers for future playback. Although we use the term server strategy, it is understood that in actual implementations, it requires the user end to continue to request for content even when buffered content is already enough to sustain continuous playback, and it requires the users to have ample storage.
By smart streaming, we mean rate allocation strategies that progressively use server bandwidth and minimize wasted content simultaneously. The smart streaming strategy is not unique.
Among smart streaming strategies, some might be better at minimizing overall skip probability than others. Optimality depends further on modeling of an additional buffering scheme, which can help reduce the probability of skipping. The focus of this paper is on smart streaming; we will only briefly discuss optimality in our analysis in this section.
Before we discuss the analysis, we describe four strategies; together they help characterize the space of different solutions. Note, for each strategy we expect there is some initial buffering before video play starts, and the small buffer (built up by initial buffering) is used to absorb jitters. During initial buffering, video is downloaded as fast as possible.
• Simple Rate Control (SC): SC tries to maintain the playback rate and not go beyond it. We include it for the purpose of benchmarking. SC does not incur any waste even if the user departs early. • Best Effort Streaming (BE): BE corresponds to the strategy of progressive download, which is commonly implemented in HTTP-based streaming. The user end keeps requesting for video chunks. The server tries to respond with best effort, resulting in an equal rate when all other things are equal. • Equal Buffer Streaming (EB): BE does not take into account buffer status. Users with ample reserve are treated the same as those with little reserve. EB tries to equalize the reserve for all users. Given initial buffering, the additional reserve may not in itself improve a particular user's experience. But EB tends to minimize big losses that happen when a user with a big reserve departs early. • Equal Waste-Rate (EW): Waste-rate for a user is defined as the buffer length multiplied by the user's departure rate. EW is the strategy that works progressively and equalizes all users' waste rates at the same time. EW is a generalized form of EB. Any of these strategies can be considered smart for certain operating scenarios. We give some simple analysis below to fix ideas.
D. The Case of No Early Departure
Proposition 1: If there is no early departure, all strategies are a form of smart streaming.
Since there is no early departure, all content pre-fetched by users will be played eventually, so there is no waste, and waste cannot be further minimized.
E. Early Departure With Constant Rate
In practice, users do depart early. To analyze the situation, we consider a general discrete time model for users with early departures. Because of the stationary (Poisson) arrival process and the skip assumption when there is no content for playback (rather than freeze), the number of users in the system is a predetermined random process independent of the resource allocation strategy. At time slot , let the expected number of users in the system be denoted by , and let the expected total amount of content stored at all user buffers be denoted by . We can write down for time slot (under heavy load) as follows:
where is the amount of content downloaded by all users in a time slot; is the average skip probability, and is the amount played during time slot .
is the expected amount of content wasted at time slot due to user aborting (or any content arriving late, past the playback point, which is, therefore of no use). In steady state, and and become constants denoted by and , assuming relatively heavy load, that is . This means
This can be stated as the following lemma. Lemma 1: Given that early departures have a constant rate, the strategy that achieves lower wastage rate also achieves lower skipping rate .
The proof is evident from EQ. (1). As we noted earlier, waste can be due to early departures. The likelihood of skip in practice is hard to model exactly analytically. A reasonable approach is to assume that the skip probability at user is a function , depending on the buffered amount at that user. When a resource allocation policy results in buffering states ), then the average skip probability would be . Furthermore, from intuition the skip probability should monotonically decrease with increase in buffered content. Thus it is reasonable to assume that , i.e., the skip probability function is a convex function of . This implies: Lemma 2: Given early departure is with constant rate, EB minimizes skip probability.
Proof: Since all users have the same departure rate ,
. For any given users, we would like to determine the amount of stored content at all users , ( ) to minimize expected skip probability, given some constant wastage rate . This can be expressed in terms of the following optimization problem:
Since is a convex function, we should allocate equal buffer to all users to achieve the minimum skip probability. Proposition 2: Given early departure is with constant rate, EB is a Smart Streaming strategy.
Proof: First, EB is an HTTP streaming (progressive download) strategy. Secondly, if there is any strategy that can achieve smaller average skip probability, then from Lemma 2, . From Lemma 2, with given , we can get an even smaller by allocating buffer resource equally, which is contrary to the optimality of strategy . Thus, EB must be the smart streaming strategy which has minimum .
F. Early Departure With Varying Rates
In practice, users are likely to depart at varying rates. As will be shown in our measurement section, user departure rate depends on the amount of the video already viewed. The more a video has been viewed already, the lower the departure rate.
At a particular time slot, let denote the fraction of video already viewed by user , and denote the departure rate of user . The wastage rate is . Proposition 3: Given that early departure occurs with varying rate, EW is a Smart Streaming strategy, assuming all wastage is due to early departures, and the function is known.
Proof: From the definition of EW, it is evident that EW is a strategy minimizing the wastage.
For a user , the potential wasted content is , i.e., the waste rate for user . The wastage rate is . Given limited total bandwidth resource , smart strategy should minimize the expected wasted content, which is equivalent to equalize the wasted rate vector for all users. Otherwise, we can reduce the wastage rate by allocating more content to the user with less waste rate vector and less content to the user with larger waste rate vector. Thus, EW is a Smart Streaming strategy given varying departure rate.
If we let average skip probability to be a function depending on the amount of content buffered locally, then the strategy EW is no longer optimal. The following Proposition gives the optimality condition for the most general case:
Proposition 4: Given early departure is with varying rate, the condition for a strategy to achieve minimized wasted bandwidth and also minimized skip probability is at any fixed wastage rate in steady state. Proof: For any given users, and varying departure rates, the optimization problem in (2) can be rewritten as Since is a convex function, using Lagrange Multipliers to minimize skip probability, should satisfy:
. This means the users with larger departure rate should be allocated relatively smaller buffered content to minimize skip probability.
In practice, since we do not know or exactly, this analysis result could be a high-level guide for us to design a heuristic smart streaming strategy for online video delivery.
To summarize, we have introduced several intuitive resource allocation strategies, in particular EB and EW, besides the strategies used in practice SC and BE. We have shown that for constant early departure rate, EB is a smart streaming strategy that minimizes waste and skip probability. For variable departure rate, however, EW is only optimal under some idealized assumptions. For practical implementation, we can use the insights gained from the above analysis to build some heuristics.
IV. THE PROPOSED SMART STREAMING HEURISTIC
A. Streaming Strategies Used in Practice
We first briefly describe the strategies commonly adopted in practice. Most large-scale VoD streaming services today are HTTP-based. The video files are delivered in segments continuously, fetched from the client side with HTTP requests. This framework allows request redirection (the use of multiple CDN servers for service) and load-balancing. The major differences among the different HTTP streaming systems are the segment size, request rate control and the mechanism for adaptive bitrate switching.
According to [10] and [11] , YouTube delivers video content in two phases: an initial buffering phase followed by a steady state phase. During the initial buffering phase, the YouTube server serves the video as fast as possible, with the rate limited only by the end-to-end available bandwidth. After initial buffering, the session enters the steady state phase, where the average downloading rate is maintained at the video playback rate plus an increment. In the steady state phase, the video file is delivered in segments. The inter-segment gap is adjusted to control the average downloading rate. The segment size for YouTube is 64 KB, and the video resolution is chosen by the viewer, if multiple versions are available.
Also, we studied some popular online video services in China by measurement, including Tencent Video and Youku. In these VoD systems, long videos are divided into segments, and the segments are fetched by the client with pauses in between, as shown in Fig. 3 . Their segment size is much bigger than the segment size in YouTube's case. The videos in these services tend to be longer than those in YouTube. Again, the choice between different resolutions of the video is controlled by users.
The architecture and service strategy of Netflix was studied and reported in [3] . Netflix uses DASH for video streaming. Each video is divided into segments (of a few seconds each) and each segment is encoded at different resolutions. The client requests several video segments (the range can be adjusted) at a time via HTTP. The client side continuously measures the streaming bandwidth and applies a rate determination algorithm to determine the resolution of the segments in the next request.
B. Our Proposed Strategy
The main conclusions of the user behavior study in Section II are (1) early departure behavior is the norm, (2) the departure rate of viewers who have already viewed a fraction of the video depends on , which can be characterized by a function , and (3) this function is sufficiently similar for different videos.
The conclusion of our analysis in Section III, however, is that the optimal smart streaming strategy requires us to know both the departure rate function , and the skip probability function . Such an optimal streaming strategy would be complicated to implement. Besides, it would not be robust against variations and changes in these functions at different service providers.
Instead, we propose a heuristic solution based on the insights from our analysis. Based on the departure rate function in Fig. 1(c) . We can roughly divide the viewing of all long videos (including movies) into two phases: (a) a browsing phase with high departure rate, and (b) a viewing phase with roughly constant departure rate. Although the exact boundary of these two phases depends on the actual shape of the function , which can vary for different types of videos, this factor is not so critically important for the heuristic smart streaming strategy. Based on our observations in Fig. 1(c) , a suitable value for the boundary between the two phases is a viewing ratio of , with roughly 50% of the total departure occurring in the browsing phase, and the rest in the viewing phase.
From our analysis, the SC strategy is suitable during the browsing phase when departure rate is high; and the EB (equal buffer) strategy is best for the viewing phase when the departure rate is more or less constant. However, implementing EB requires the server to know the buffer state of all users, which is a challenge in practice. For our heuristic, therefore, we choose to use SC for the browsing phase, and BE (best effort) for the viewing phase. By using SC in the browsing phase, user QoE is basically met, yet wastage is minimized. Using BE for the remaining bandwidth to serve users in the viewing phase helps users in viewing phase to pre-fetch content in advance. This allows users in viewing phase to achieve better QoE during peak load hours, when there is not quite enough bandwidth for all users. We call our heuristic strategy Behavioral-Based Smart Streaming, or simply BB. For comparing different alternatives, we also introduce (which is SC plus a delta rate). For our implementation of , the value of delta is 5% of the video bitrate; in other words, the downloading rate is set to 1.05 times the video bitrate. When comparing different strategies, we compare bandwidth wastage and QoE performance that each strategy achieves under the same load conditions.
C. Coexistence and Integration With DASH
DASH is proposed to deal with the fluctuations in available network bandwidth. By preparing multiple versions for each segment with different resolution, it allows the streaming video bitrate to adapt to the available bandwidth. Smart streaming is an orthogonal strategy that tries to use pre-fetching during less busy times to reduce the load at peak hours. Can these schemes co-exist or even be integrated? We argue that the answer is yes, although the details require some additional work that we will pursue in our future studies. Let us outline how we believe these strategies can co-exist and even be integrated.
Although we have described smart streaming as a centralized resource allocation strategy at the server, it can be implemented in a distributed manner as well. Instead of the client making one request for all video segments and the server deciding how and when to send the segments, smart streaming can be implemented based on the existing HTTP streaming protocol -having the client side request for each segment. What is needed is for the client to specify either the current playing position or the buffered amount of video at the time each request is made. Based on this information, together with the knowledge of whether the requested segment belongs to the browsing or viewing phase, the server can implement BB. To be more accurate, it would also be helpful for the client side to include the round-trip time (RTT) in the request, so that the server can better take the delay into account.
Let us now turn to DASH. When it is implemented with HTTP streaming, each request must also include some additional information besides the segment number. In this case, it is the resolution (bitrate) the client desires, based on the available bandwidth seen by the client.
There are many ways to make the two strategies co-exist. In practice, it is most likely not possible for DASH to always use up all the bandwidth at the peak load, since the different resolution bitrates do not form a continuum of choices. In this case, smart streaming can be used to exploit the remaining bandwidth for pre-fetching. In this scenario, DASH will play the main role in how to use any extra bandwidth to improve QoE whereas smart streaming plays a complementary role. Alternatively, DASH and smart streaming may compete for the extra bandwidth and reach some equilibrium as to how much extra bandwidth is used by DASH versus smart streaming. In order to achieve the best results, these two strategies should be more closely integrated. This will need further analysis and experimentation, which is beyond the scope of this paper.
V. SIMULATIONS
Although the abstract analysis in Section III helps us to think conceptually about the problem, it is not adequate to convince the practical engineers of our ideas proposed in Section IV. We shall use both simulation in this section, and experimentation with the working prototype in Section VI, to evaluate our smart streaming design. In both cases, we evaluate and compare the streaming strategy designs we introduced in the setting of a VoD server serving a large number of users under heavy load.
A. Simulation Implementation
For the simulations, we try two different types of user request arrival processes: (1) Poisson arrivals and, (2) Trace-driven arrivals. The former gives us a repeatable benchmark, while the latter gives us a glimpse of a more realistic scenario. In both cases, how we set the load level will be discussed later, together with other detailed settings of the simulation. Since the bandwidth wastage is mainly caused by user's early departure behavior, we focus on the situation of early departure with varying rate as we obtained it from our measurement result. We use an extensive set of performance metrics to quantify QoE, based on different statistics related to freezes during playback.
We adopt the activity-oriented paradigm to design our discrete event simulation. Time is divided into time slots, and one time slot represents one second for convenience. In each time slot, our simulation program would go over all the processes sequentially to see if there are activities, as shown in Fig. 4 . For example, in the Poisson arrival case, a Poisson (random) number of user arrivals are generated in each time slot according to workload parameter. For the trace-driven simulation, users arrive according to the real trace data for each time slot. The curve in Fig. 5 shows the actual number of arrived users in 86,400 time slots of one single day (from one of multiple CDN providers). Given the number of users in the system, the server allocates bandwidth resource following one of the strategies we evaluate, and users get the corresponding amounts of data in that time slot. Users who are not in the freeze state will "consume" one time slot amount of the video, while the "frozen" users will check and update their freeze states according to their buffer status.
For the early departure behavior, we use the measured early departure behavior [as shown in Fig. 1(b) ] to generate a random departure time for each user. During this process, playback is simulated by steadily advancing the playback point (i.e., consuming the video), and checking if the (early) departure point is reached. If either the departure point is reached or the downloading is completed, the concerned user will depart in that time slot.
B. Performance Evaluation Metrics
There are no standard metrics for measuring QoE objectively, although there have been studies of various metrics that seem to affect user satisfaction, for example [9] . We decided to use the following five metrics, to give a fuller coverage. The first three metrics are proposed by our collaborator; they use these metrics as indicators for their system performance. The last two metrics are from [9] .
1) Percentage of users who experienced freeze(s) (Per-centUser): This is the proportion of users who experienced at least one freeze during viewing of the video. It indicates the impairment rate of overall QoE performance. 2) Average number of freezes per user (AvgNFreeze): This is defined as the total number of freezes divided by the total number of users (or sessions), whether they had freezes or not. Those users/sessions still in the system at the simulation end time are not included in the number of total sessions.
3) Average freeze duration (AvgTFreeze):
A freeze starts as soon as local buffer is empty, and ends when a minimum start-up amount (two seconds video data in our simulation) is filled. Average freeze time is defined as total freeze time over the total number of sessions. 4) Normalized freeze time (FreezeRatio): This is the fraction of the total session time (i.e., playing plus freeze time) spent in freezes. 5) Rate of freeze events (RateFreeze): FreezeRatio does not capture the frequency of freezes observed by a user, which can be even more annoying than a single freeze of the same amount of time. Thus, this metric is defined as the number of freeze events per minute. Besides the above metrics, we also include the wasted bandwidth to evaluate the resource usage. We decided not to use the other metrics in [9] such as rendering quality. Although video quality (resolution or bitrate) is also an important aspect for the QoE in VoD service, our focus in this paper is on the smoothness of playback (as the main QoE performance metric) under different strategies.
C. Simulation Settings
The key system parameters for all simulation runs are listed in Table II . We set the video length to be 3000 seconds, although it should be much longer in real cases (especially for long videos). This length is enough for the simulation to reach steady state (for the Poisson arrival case), yet not overly long for running the simulations. We also use the access link rate to set an upper limit to a single user's downloading rate, to make it more realistic. This means even when a progressive strategy is used, server bandwidth usage is bounded, as assumed in our analysis (EQ. (1)).
For the Poisson arrival simulation, we fix the server bandwidth as shown in Table II . The system's workload is deter- mined by the user arrival rate which we pick. Using the earlier notation, the offered load is given by (4) where is server bandwidth, is video length, and is user arrival rate. The value of defines the following load levels:
light load heavy load overload
Light load means we have an over-provisioned system, and we expect to have good QoE irrespective of which smart streaming strategy we use. If we go too far into the overload situation, again, smart streaming cannot help. We choose a user arrival rate so that we are in the heavy load case, to see how our strategies can improve system performance. For the no-early-departure case, the choice of arrival rate is easy; it comes straight from the above formula. For the case with early departure, we determine the arrival rate based on the expected viewing ratio, to ensure we are simulating the heavy load scenario. For the trace-driven simulation, the user arrival rate is given by the trace, and so we pick a target server bandwidth instead, to simulate heavy load. In practice, it is also possible that the server bandwidth's limit is not reached. In this case, the higher the peak load bandwidth usage the higher bandwidth cost the VoD operator has to bear. Therefore we also run an experiment with unlimited server bandwidth, and treat the peak server bandwidth usage as another performance metric for comparison. We will discuss this in more detail when we present the simulation results.
D. Poisson Arrival Simulation
We first look at Poisson arrival simulations in the case of early departure with varying rates. For each arrival, we randomly generate the time of departure, using the cumulative distribution function (CDF) of viewing ratio in Fig. 1(b) . Note, the departure time is not known by the server. In steady state under heavy load, the server's bandwidth is all consumed by the downloading users. The number of users in steady state is determined by the arrival rate and downloading rate. As expected, users always get better QoE under lighter load than under heavier overload. In fact, at , QoE is perfect. For the overload case , we see significant degradation in performance. We compare the different schemes under heavy load ( ). To make a fair comparison, we are careful to make sure that in all cases we enter the steady state for a similar amount of time. In simulations, users report their session QoE at the time of departure instead of when completing viewing the whole video. The results are tabulated in Table III.  TABLE IV  TRACE-DRIVEN SIMULATION WITHOUT THE TARGET BANDWIDTH SETTING For the SC (simple rate control) algorithm, the rate is controlled to be the same as the bitrate, and adds a small delta, as noted before, the 5% of video bitrate. The bandwidth allocated to each user by SC at a given moment can only be less than that under BE (best effort streaming), and it hardly builds up any reserve. As a result, almost twice the number of users experience freezes, and all the QoE metrics are worse compared to the case for BE.
The implementation of the BB (behavior-based smart streaming) algorithm is as described in Section IV-B: allocate the rate to be the same as the video bitrate to those users watching the first 15% of the video, and apply the rest of the bandwidth to the rest of the users based on best effort streaming strategy. This is assuming the browsing users (the former) are getting a lower rate than the viewing users (the latter); otherwise, rate will be allocated according to BE.
The results in Table III show that the new algorithm, BB, indeed brings quite a lot of improvement compared to the other algorithms, according to all metrics. This is what we expected. When users depart randomly during the viewing, BB algorithm improves the QoE over others essentially by sensing the buffer/ viewing states.
E. Trace-Driven Simulation
We collect the real trace of users' arrival from the VoD service provider, and implement the trace-driven simulation to examine the performance of the four rate allocation strategies. The VoD service provider purchases bandwidth from multiple CDN service providers. Our trace data is based on one of them, which can be taken as a representative sample. The trace of one typical day is shown in Fig. 5 .
For the case of early departure with varying rates, we implement the trace-driven simulation in two steps. First, we remove the target bandwidth setting to examine the peak bandwidth usage of all algorithms. In this case, all users obtain a perfect QoE performance, and the only thing we are comparing is the peak bandwidth usage for the different algorithms. This is shown in the Table IV. The peak bandwidth usages of SC and are only 78% and 80% of that used by BE respectively. The fact that the best effort (progressive download) strategies have high peak bandwidth cost is as expected. It is interesting to note that the BB algorithm saves around 10% of peak load bandwidth compared to other progressive download strategies. This is non-trial improvement in terms of both the QoE performance and bandwidth wastage. In industry, the saved percent of bandwidth can help reduce expenses significantly since the purchased bandwidth is always on a large order of magnitude.
Second, we compare the QoE performance of all algorithms by setting a target bandwidth (1.73 Tbps, 95% peak bandwidth of SC in the previous simulation without limitation). The implementation of the four strategies is the same as that described in the previous simulation, but involves both trace-driven arrivals Table V . Clearly, the BB strategy gets a significantly better QoE than the other strategies. The differences between SC, and BE become quite modest in the early departure case. It can be observed that BE does not perform as well as by limiting total bandwidth. The reason can be that too much bandwidth is wasted in BE. Our BB strategy is even better because it utilizes the bandwidth smartly and avoids wastage on those viewers who depart early. Note, it is not meaningful to compare the exact performance levels between the trace-driven and the Poisson cases, since they are not operating under exactly the same heavy load conditions. Also, we added another metric to this table: Wasted Bandwidth, the amount of video data downloaded but not viewed by users over the service duration. This let us further differentiate between SC, BE and BB. While BE and BB achieve improved QoE compared to SC, they also cost more in terms of wasted bandwidth. Our smart algorithm, BB, improves not only QoE but also wasted bandwidth. In fact, according to our analysis, the two metrics are linked for all smart streaming strategies. That is, BB is able to improve QoE because it reduces the wasted bandwidth.
We implemented an offline algorithm (OL) that assumes the server and flow control mechanism is aware of all (future) departure times for users. With this information, no content beyond what is needed until departure time is ever downloaded. The performance is included in the last column for comparison.
In addition, we observed the distribution of the QoE metric mainly around freezes. Since each user may suffer freezes during his/her viewing session, we defined the user's personal freeze ratio as the freeze time over the viewing session duration. We compared the CDF of users' freeze ratio in using the online service to review the system performance with different strategies as shown in Fig. 6 . The distribution indicates that the BB algorithm gets better QoE performance than other strategies.
So far, we assume the buffer space on client-side is unlimited. However, HTTP-based streaming services may use a time-limited client-side buffer for storing video segments. Especially on mobile devices such as smart phones and tablets, the buffer size is restricted due to limited memory capacity when streaming (ultra) high definition videos. Current industry solutions such as Apple HLS and Microsoft Smooth Streaming generally employ a limited buffer of about 30s. To validate the advantages of the BB strategy with limited buffer space, we compare the streaming performance of different strategies with limited buffer space.
To evaluate the BB strategy under limited buffer space, we conduct the trace-driven simulation again by using streaming buffers up to 30s to cache video content. The server capacity is set as the 95% of required peak bandwidth by using the SC strategy in its perfect QoE performance. Note, with limited buffer space, users stop downloading video content once their 30s streaming buffers are overflowed. The simulation results with different strategies are presented in Table VI . As we can observe, the BB strategy achieves better performance than SC, and BE strategies. The gap between BB and OL strategy is also quite small, indicating the superiority of the BB strategy.
F. Summary of Simulation Results
In this section, we have done extensive simulation studies of our proposed behavior based smart streaming algorithm, BB. The ultimate metrics of interests are QoE and peak bandwidth cost. We can conclude that QoE can be improved over simple rate control (SC or ), but at rather high peak bandwidth cost. This cost depends on the design of streaming strategy, the video bitrate chosen by the content provider, and to what extent the access bandwidth of users can limit the peak bandwidth usage. Smart streaming, such as BB, can reduce the peak bandwidth cost, but not attain as large a reduction as the simple rate control (SC or ) can achieve, unless we set a target peak bandwidth for the server, as part of the BB strategy. Once we set such a target rate, we expect BB to achieve improved QoE as well as keep peak bandwidth cost to a level comparable to SC (or ).
VI. EXPERIMENTS
In order to further validate our ideas, we implemented a prototype system and ran some experiments. We first describe how we implement the different algorithms in our prototype system, and then explain the experiments. We had two levels of experimentation. One was a small scale experiment involving a prototype server providing VoD service, and a number of browsers/ players running on multiple client machines, each accessing the server to play some video. This experiment served to validate that our prototype was working correctly in a real environment. The description of how we implemented the HTTP server and the small scope experiment based on HTML5 video is presented in the technical report [12] . In the second experiment, we replaced the real browsers/players with client emulators. The Python emulator allows each physical client machine to emulate dozens of clients making VoD requests, downloading the video and playing it. This enabled us to set up an experiment involving around one thousand emulated clients using the scarce resources we had access to. We describe the large scale experiment in the following subsection.
A. Large Scale Experiment With User Emulators
Our testbed for the prototype experiment consisted of 16 physical computers; one server, one scheduler, and 14 running the user emulators. It was a challenge to create the expected arrival pattern visiting the HTTP server in this large-scale experiment. First of all, the time interval of starting two independent user emulators could not be controlled precisely. It was difficult to regulate the 14 machines to generate a workload with Poisson arrival rate. Secondly, it was difficult to manage 14 machines without a central scheduler. Therefore, we introduced a scheduler to manage the generation of user emulators, and produce the Poisson number of users per second by each computer in turn according to the expected user arrival rate. Based on this setting, one computer was capable of creating user emulators each second, which met our target very satisfactorily for this experiment.
The emulated users downloaded the video from the server, and reported information back to the server periodically (every 30 seconds). The user emulator did not display the video on the screen. This saved computer resources and allowed thousands of users to be emulated based on the testbed composed of these 14 computers.
The user emulator is capable of sensing the states as shown in Fig. 7 when they occur with an internal monitoring function. After filling a minimum initial buffer, the user emulator turns into the "playing" state and will consume the video data while downloading it. If the buffered content becomes less than one second of video, the user emulator enters into the "freezing" state and makes a record of it. During the freeze, the emulator continues to download the video data but playback is paused. When the minimal buffer is filled again, the emulated user returns to the "playing" state and updates the freeze record. The number of freezes and the duration of freezes are accumulated in one view, and are reported to the server when the emulator departs. The state transitions are shown in Fig. 7 .
When we set up this large scale experiment, we were mindful of possible bottlenecks in the real implementation. For example, we put the entire video file in memory to minimize I/O operations since the server memory was sufficiently large. It was necessary to create almost 70 users for running concurrently in one machine during heavy load. To support its realization, we optimized our emulator code to run as a single process and reduced the resource usage as much as possible. With carefully tuning, we made sure that the CPU, memory and disk load did not affect the experiment -only the server bandwidth was a bottleneck.
For the case of early departure with varying rate, the user emulator generated the departure time according to the model studied in Fig. 1(b) . With early departures, the Poisson arrival rate in the experiment was set to reach the heavy load situation. To support the implementation, we chose a slightly smaller video bitrate (600Kbps) for this large scale experiment. We adopted the same QoE metrics introduced in Section V to evaluate the same set of algorithms.
The experimental results are shown in Table VII . We run each experiment three times and take the mean of them. Again, we find that the BB algorithm achieves better QoE performance than others in the case of early departure. The BB algorithm saves bandwidth and improves QoE, but slightly less than that of the simulation, in the experiment with early departure. The relative performance of these strategies is consistent with the simulation results. However, the overall experiment performance is poorer than that of the simulations. We recognize that some engineering factors and the design of initial buffer should be considered to optimize the performance in practice.
The biggest difference between the trace-driven simulation (Table V) and experiment (Table VII ) lies in the user behavior. For simulation, we generate trace-driven user arrival and departure events. In fact, during a whole day, only the time between 19:00 and 23:00 is usually the busy time, during which the server bandwidth allocation strategies affect performance significantly. However, averaged over the whole day, advantages achieved by better strategy are not very noticeable since during light load period, all strategies can achieve very good performance. For experimental purposes, Poisson process is used to generate user arrival events, because it is implementable to build up a prototype testbed with the setting of Poisson arrivals based on 16 physical machines. We study the heavy load scenario by setting the Poisson arrival rate. Under this scenario, smart streaming strategy outperforms the other strategies considerably. In addition, many engineering factors realized in the experiment also affect the result implicitly. That is why there are some differences between the simulation and the experiment results.
VII. RELATED WORK
There are quite a few interesting system level and network architectural level studies of VoD streaming services. An interesting work showed the correlation between user engagement and video quality [9] . They conclude that the time spent in buffering (that in this paper we call "freeze") has the largest impact on user engagement. The work [13] proposes to use a global view of client and network conditions to dynamically optimize video delivery to achieve better performance for Internet video services. These works help in the understanding of Internet-based VoD systems in general. Our work focuses on the early departure behavior (not affected by QoE), and the improvement of rate allocation strategy based on measurement, which is a specific problem not considered in the above works.
The early departure behavior has been considered in some previous works. For example, it was studied as a preview activity for users to shop for videos they like [14] , based on data collected on a campus network. Another work [8] reported statistics of video playback aborts -60% of videos watched for no more than 20% of their duration. The paper [15] measures the HTTP streaming traffic from an ISP perspective and finds that only half of the videos are fully downloaded. To a large extent, these previous reports are compatible with our measured results, which are based on data from a large, real-world VoD service provider. The more specific measurement results we got are crucial for implementing our ideas for improving VoD systems. In our previous study [4] , we also observed users' video browsing behavior in using VoD service.
Other works studied access patterns by users. For example, user arrival patterns are analyzed and modeled in [16] . Some works focus on the transition probability of different user behaviors. In [17] , the -means technique is used to retrieve and cluster user behaviors using a Markovian model based on a movie trailer database. Another work [18] probes the relationship between several types of user behavior and reveals that the behavior of one individual user in a video streaming session has strong correlation with the user's behaviors in previous streaming sessions. While these works tell us more about user behavior, their results are not particularly helpful in designing our rate allocation algorithms.
Many earlier works study video streaming over TCP. [19] proposed an analytic performance model to systematically investigate the performance of TCP for both live and stored-media streaming. Paper [20] evaluated and compared three different rate-control algorithms for TCP in terms of the (PSNR) quality of the delivered video and in terms of the timeliness of delivery, which is the first evaluation of TCP-based streaming in an Internet-like setting. More recently, there has been a large body of literature on adaptive bitrate video streaming, such as DASH. There are many papers discussing how to implement adaptive streaming over HTTP or TCP more effectively and efficiently [6] , [21] . Reference [6] provided some insight and background into the DASH specifications as available from 3GPP and in draft version also from MPEG. Papers [22] - [27] analyzed adaptive streaming through stochastic models. The study conducted in [28] measures two major commercial adaptive players and they identify major differences between them. As we explain in the introduction, our study intends to support DASH by involving the concern of bandwidth consumption.
YouTube is one of the largest video providers in the world, and has attracted some academic measurement studies. [11] investigated the application flow control technique utilized by YouTube. The researchers revealed and described the basic properties of YouTube application flow control, which is block sending. It also showed that block sending is widely used by YouTube servers. The authors also examined how the block sending algorithm interacts with the flow control provided by TCP. Paper [10] studied the network characteristics of the two most popular video streaming services, Netflix and YouTube. Paper [29] crawled the YouTube site for four months, collecting more than 3 million YouTube videos' data. It is reported that YouTube videos have noticeably different statistics compared to traditional streaming videos, ranging from length and access pattern to their growth trend and active life span.
VIII. CONCLUSION
In this paper, we formulate and study a practical problem for large VoD streaming service providers: how to smartly utilize bandwidth resource to improve streaming QoE and peak load bandwidth requirements. We show that these two goals are highly coupled, and if you can cut down the bandwidth waste you can use the saved bandwidth to improve QoE as well as save peak load bandwidth costs. The key is to understand user early departure behavior. In our study, we were able to collaborate with a large-scale VoD service provider and collected real world user behavior logs in their system. The measurement and subsequent modeling and analysis led us to propose an effective rate allocation strategy for the problem at hand. From both simulation and by experimenting with a prototype implementation, we demonstrate how our ideas can be implemented in practice and the advantage they can bring to VoD services.
For future work, we see many interesting directions. On the analytical side, we think it is possible to further refine the abstract model for analyzing smart streaming at an abstract level. This would extend our insights into the problem. We also want to study how to integrate smart streaming with DASH. On the experimental side, we want to extend our evaluation from single video to multiple videos, with different lengths and multiple resolutions. Finally, we will also work closely with the industry to get our ideas adopted in practice.
