Controlling retrieval through a user-adaptive representation of documents  by Bordogna, Gloria & Pasi, Gabriella
NORTH- H(K/AJ~ 
Controlling Retrieval 
Through a User-Adaptive 
Representation of 
Documents 
Gloria Bordogna and Gabriella Pasi 
lstituto di Tecnologie Informatiche Multimediali del CNR, 
Milano, Italy 
ABSTRACT 
Providing information retrieval systems with powerful query languages or sophisti- 
cated retrieval mechanisms i  not sufficient to achieve ffective results if the representa- 
tion of documents trongly simplifies their information content. In this paper, an 
approach to represent documents as structured entities is proposed; further, by consider- 
ing that the documents' information content can be interpreted ifferently according to 
the user's needs, a mechanism is introduced in an information retrieval system to 
dynamically control the retrieval performance according to the user's specifications. 
Finally, a comparative evaluation of the retrieval results produced by a system using this 
structured ocument representation and the same system with a common fuzzy repre- 
sentation is given. 
KEYWORDS:  information retrieval systems, content representation, index 
weights, relevance, fuzzy sets, OWA operators, retrieval effectiveness 
1. INTRODUCTION 
In textual information retrieval many research efforts have been con- 
cerned with the improvement of the user-system interaction, with the aim 
of increasing the effectiveness of information retrieval systems. To this 
end, both new retrieval models and extensions of existing models, in 
particular the Boolean one, have been provided, mainly with a twofold 
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aim: to make the query language more expressive and natural and to 
incorporate relevance feedback mechanisms to control the production of 
relevant retrieval results [1-3]. However, providing information retrieval 
systems with powerful query languages or sophisticated retrieval mecha- 
nisms is not sufficient o achieve effective results if the representation of
documents trongly simplifies their information content. In fact the re- 
trieval effectiveness is heavily affected by the model adopted for represent- 
ing documents, since the retrieval mechanism performs a comparison 
between the user query and the representation of documents. In a wider 
sense, the document representation supplies the retrieval mechanism with 
a set of parameters to control the retrieval performance. 
Much work has been done to improve the representation f documents; 
however, the resulting models do not provide for the possibility of an 
interaction with users at this level or for dynamic ontrol of the retrieval 
activity [4-6]. Experimental results have shown that systems with docu- 
ments represented by weighted terms produce better results than those 
based on more sophisticated text representations [7]. The weight associ- 
ated with a term in document representation expresses how significant he 
term is in describing the document content. The quality of the retrieval 
results strongly depends on the weighting function which is adopted to 
automatically compute the significance weights of terms. Generally, this 
weighting function is defined on the basis of term occurrences in the 
document and in the whole archive. 
However, this computation of term significance does not take into 
account that documents can be naturally structured in logical subparts, 
and that the occurrences of a term can assume a different role in the 
different subparts, according to their semantics. Moreover, weighting func- 
tions provide a static document representation, which is not subjected to a 
user interpretation. To take into account he content of a document with a 
deeper view of its structure, we have defined a new fuzzy representation f 
documents [8]. In this model, different degrees of significance are com- 
puted for a given term, one for each document subpart, based on the 
subparts' semantics. 
To obtain the overall significance degree of a term in a document, he 
subparts' significance degrees must be aggregated. In the definition of the 
aggregation function two levels of interaction between the system and the 
user have been introduced; this is done by specifying parameters to control 
the retrieval performance. At the first level the user can decide which 
subparts of the documents the system should take into account more 
heavily in evaluating the relevance of a document to a user query. At the 
second level, the user can decide which is the aggregation function to 
apply for producing the overall significance degree. This is done by the 
specification of a linguistic quantifier such as at least one, at least about k, 
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or all. By adopting this document representation which is dynamically 
interpretable by the user, the same query can select documents in different 
relevance orders, depending on both the subparts' preferences and the 
aggregation criterion specified by the user. 
In Sections 3 and 4 this representation f documents i defined, and its 
implementation to extend the functionalities of a fuzzy information re- 
trieval system is described; finally, in Section 6, it is evaluated in compari- 
son with the same system using a traditional fuzzy representation. The 
results show an improvement of the effectiveness of the system and 
suggest further evolution. 
2. THE INDEXING PROBLEM 
In an information retrieval system (IRS) the generation of the docu- 
ments' representation is a preliminary operation called indexing; the basic 
problem is to capture and synthesize the meaning of a document written in 
natural anguage. In defining an indexing procedure, one tries to obtain a 
tradeoff between performance and exhaustivity. 
Manual indexing procedures are generally carried out by a group of 
experts in the archive application field; the experts are requested to select 
some terms (single words or word phrases), called indexes, that they judge 
meaningful for synthesizing the information contained in each document. 
The manual procedure gives inefficient performance when applied to index 
a large amount of information. Moreover, this process is based on heuristic 
considerations producing a subjective representation [9,10]. 
Automatic indexing procedures have been advocated and designed in 
order to cope with the drawbacks of manual indexing. The most appealing 
approaches to defining document representations are based on the seman- 
tic analysis of the text [5]; in this context, some models represent he 
information in textual documents by means of first-order predicates [6]. 
Some authors integrate natural-language processing and text retrieval 
[11-13]. Others employ knowledge-based approaches [14-17]. 
However, semantic analysis is still far from being generally applicable. 
The major impediment to its application is the fact that the interpretation 
of the documents' meaning needs too large a number of decision rules 
even in narrow domains. The semantic analysis of texts yields acceptable 
performance only when it is applied to index documents about specific and 
narrow subject areas. In these cases, capturing the human expertise is an 
essential preliminary operation to build a well-defined, exhaustive knowl- 
edge base. 
More feasible approaches are those based on statistical analysis of the 
text. The first and, till now, most adopted automatic indexing procedure is 
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based on the assumption that the presence of a term in a document is an 
indication of the topics dealt with in the document. A common procedure 
based on this assumption is called full-text indexing [9]. Through this 
procedure, all terms (called index terms), or those appearing in a con- 
trolled dictionary, are automatically extracted from the documents; index 
terms are organized in a data structure, the so-called inverted file, in which 
they act as document entries in order to minimize the access time and ease 
the retrieval operations. Full-text indexing is often associated with low-level 
linguistic analysis, i.e., morphological nd lexical analysis. Morphological 
analysis is commonly applied to process individual words for the recogni- 
tion of prefixes, infixes, and suffixes. Lexical analysis is applied for the 
deletion of meaningless words, called stopwords (which are generally listed 
in a stoplist file), for the replacement or augmentation f terms through 
the use of thesauri, and for the deletion and correction of spelling errors. 
Reliable general-purpose parsing tools are available for the linguistic 
analysis of the English language. As an example we cite the Writer's 
Workbench available under the Unix operating system [18, 19]. In order to 
expand index terms, some authors have designed associative mechanisms 
based on statistical cooccurrences of terms in documents [20, 21]. 
The most adopted information retrieval model is the Boolean one, 
which is generally associated with full-text indexing. In this model a 
document is formally represented by the mathematical set of its index 
terms: 
R(d)  = {tit ~ T ,F (d , t )  -~ 0}, 
in which the membership function correlating terms and documents, 
F : D × T --* {0, 1}, is defined on the set of documents D and on the set of 
terms T. A value F(d,  t) = 1 [F(d, t) = 0] indicates the presence [absence] 
of the term t ~ T in the document d ~ D. 
Queries are defined as Boolean expressions on terms. The retrieval 
function then applies an exact matching; it selects the documents which 
are pointed to in the inverted file by the terms in the query, and evaluates 
the AND, OR, and NOT operators as the set operations of intersection, 
union, and complement respectively. As in the Boolean document repre- 
sentation there is no means to express the varying degree of concern of a 
term to a document, a partial matching mechanism cannot be applied in 
order to rank documents in decreasing order of their relevance to the 
query [9]. Such a ranking would be very useful, since what generally 
happens in real situations is that users can be satisfied to a different 
degree with each retrieved ocument. 
To improve the retrieval activity with a ranking ability, the Boolean 
representation has been extended within fuzzy set theory by allowing the 
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correlation function F to take on values in the unit interval: 
F :D × T-+ [0, 1]. 
Here a value 0 < F(d, t) < 1, called the index term weight, represents the 
degree of significance of t in d; this value can be specified between no 
significance, F(d, t) = 0, and full significance F(d, t) = 1. 
Consequently, in the fuzzy document representation, a document is 
represented as a fuzzy set of terms: 
R(d)  -= {(t, tzd(t))lt E T), 
in which tzd(t) = F(d, t). Through this extension the retrieval mechanism 
can compute the relevance of each document to the query expressed by a 
numerical score, called the retrieval status value (RSV), which denotes 
how well a document satisfies the query [22, 23]. 
The association of a varying degree of significance with index terms in 
documents has also been defined in other models of information retrieval, 
such as the vector-space model [7]. 
The definition of the criteria for an automatic omputation of F(d, t) is 
a crucial aspect; generally this value is defined on the basis of statistical 
measurements with the aim of balancing the values of recall and precision, 
which are parameters commonly used to measure the effectiveness of the 
retrieval activity. Recall is the ratio of the number of relevant documents 
retrieved to the total number of documents relevant; it is an indicator of 
the exhaustivity of the indexing. Precision is the ratio of the number of 
relevant documents retrieved to the total number of documents retrieved; 
it is thus an indicator of the specificity of the indexing. 
When the indexing vocabulary is narrow and specific (terms occur 
frequently in a few documents), retrieval precision is favored at the 
expense of recall; the reverse obtains when the indexing vocabulary is 
broad and nonspecific (terms occur frequently in almost all documents of 
the archive). 
On the basis of these considerations, the significance F(d, t) of a term in 
a document has been defined so as to increase with the frequency of the 
term t in the document d, and to decrease with increasing frequency of 
the term in all the documents of the archive [7, 24, 25]: 
F(d, t) = fiat 1DFt, (1) 
in which 
• tfd, is a normalized term frequency which can be defined as: tfd, = 
OCCdt//MAXOCCd, where OCCdt is the number of occurrences of t in d, 
and MAXOCC d is the number of occurrences of the most frequent erm 
in d; 
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• IDF/ is an inverse document frequency, which can be defined as 
IDF t = log(N/NDOCt), where N is the total number of documents in 
the archive and NDOCt is the number of documents indexed by t. 
It can be noticed that the function F defined in (1) does not take into 
account that a term within a document ext can play a different role 
according to the location of its occurrences. To define a significance 
degree which considers this dependency, we have proposed a new repre- 
sentation of documents which can be interpreted by users according to 
their information eeds [8]. 
3. A USER ADAPTIVE FUZZY REPRESENTATION OF 
STRUCTURED DOCUMENTS 
At the basis of the definition (1), there is the assumption that the 
information is homogeneously distributed in documents. This assumption 
does not hold for a variety of applications, such as the management of
bibliographic archives, medical reports, and proposals for scientific and 
technical projects, in which documents are naturally structured in logical 
subparts containing information semantically self-consistent and self-con- 
tained. Some models consider documents' ections to generate hyperlinks 
[26, 27]. For example, in an archive of proposals for scientific projects the 
documents are papers structured in subparts uch as title, project leader, 
funding organization, keywords, objectives, descriptions, etc. (see Figure 1); 
in these documents, a single occurrence of a term in the title suggests that 
the project is deeply concerned with the concept expressed by the term, 
] Project leader I 
I Funding Organization ] 
| 
I References I 
Figure 1. A sample document structured in logical subparts; the grey level of the 
filling pattern represents the different importance of the subparts to the user's 
needs. 
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while a single occurrence in the reference may suggest hat the project 
refers to other publications dealing with that concept. The information 
role of each term occurrence depends then on the semantics of the 
subparts where it is located. More specifically, the single occurrences of a 
term may contribute differently to the significance of the term in the whole 
document, depending on the semantics of the document subpart in which 
they are located. 
Besides this semantic dependency, the subparts of a document may have 
a different importance determined by users' needs. For example, when 
looking for project proposals which have been funded by a certain organi- 
zation, the most important subpart is the funding organization, while when 
looking for projects on a certain topic, the title, keywords, objectives, and 
description subparts are those preferred (see Figure 1). 
These considerations outline two distinct aspects which should be con- 
sidered in computing the significance of a term in a structured ocument: 
• The occurrences of a term in the different document's subparts have 
to be taken into account according to specific criteria. 
• The interest of the user may influence the computation of the func- 
tion F by either enhancing or reducing the contribution of the term's 
occurrences, depending on the subpart to which they belong. This 
suggests that the criteria for computing the significance degree F(d, t) 
depend on a user decision. For example, a user might specify the 
different importances of the subparts and even decide that a term 
must be present in all the subparts of the document or in at least a 
certain number of them in order to be considered fully significant. 
There are commercial systems that provide the ability to search for terms 
in specific document subparts. Common widespread systems with this 
ability are the DIALOG system for the management of bibliographic infor- 
mation, the MEDLARS system of the National Library of Medicine, and the 
LEXIS system for the management of legal information [9]. Nevertheless, 
they do not provide for the ability to rank the documents retrieved. 
The need of a user-adaptive representation of documents led us to 
define a compound fuzzy document representation in which documents are 
managed as structured entities, partitioned into classes. A class is a logical 
subpart identified by c i, where i ~ 1,..., n and n is the total number of 
classes of the documents. We assume here that an archive contains 
documents haring a common structure. In the new representation, each 
term-document pair is not associated with a single index term weight 
F(d, t), but with a set of values Fcs(d, t) . . . .  , Fcn(d, t), denoting the signifi- 
cance degree of term t in class c i of document d. The overall significance 
degree F(d, t) is computed uring the retrieval activity by combining the 
single-class significance degrees [the Fci(d, t)'s] through a decision function 
specified by the user. This function is identified by a fuzzy linguistic 
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quantifier such as all, at least about k, at least 1, and aggregates the class 
significance degrees enhanced or reduced according to their importances, 
also specified by the user. In the following section the formal definition of 
this document representation is given. 
4. THE COMPOUND FUZZY REPRESENTATION OF DOCUMENTS: 
THE MODEL 
The compound fuzzy document representation is formalized within the 
framework of fuzzy set theory, through the definition of a set of fuzzy 
relations F¢ [28, 29]: 
Fc:D × T ~ [0,1l, (2) 
one for each c ~ C, the set of the classes of documents in the archive. We 
consider here archives which contain documents haring the same struc- 
ture. Therefore a document d can be represented as a fuzzy binary 
relation R(d): 
R(d)  = {((t ,c) ,  txa(t,c))[(t,c) ~ T × C}, 
in which /xa(t, c) = Fc(d, t) expresses the significance of term t in class c 
of document d. Analogously, a class c can be represented as the fuzzy 
binary relation R(c): 
R(c) = {((t ,d) ,  gc(t ,d)>l(t ,d)  ~ T × D}, 
in which tXc(t, d) = Fc(d, t). 
The criteria for the definition of tx c are based on the semantics of class 
c. For example, for classes containing short texts organized in a well-de- 
fined structure, such as the project leader and the keywords in Figure 1, a 
single occurrence of a term makes it fully significant in that class: in this 
case, it can be assumed that /xc(t ,d)= 1 if t is present in c, and 
tXc(t, d) = 0 otherwise. On the other side, for classes containing unstruc- 
tured textual descriptions of variable length such as the objective and 
description classes in Figure 1, tXc(t, d) can be computed as a function of 
the normalized term frequency in the class. 
If we consider the information retrieval activity as a control mechanism 
performing a multicriteria decision-making activity, the individual/x~(t, d)'s 
may be viewed as degrees of satisfaction of the criteria to be aggregated 
according to a twofold specification of the user: 
• users can express preferences on classes by associating a numeric 
score ot i ~ [0, 1] to each class ci so that the most important classes 
have an importance weight close to 1, the least important ones a 
weight close to 0; 
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• users can specify through a linguistic quantifier how many classes of 
the documents must be taken into account; the quantifier can be all 
(the most restrictive one), at least one (the weakest one), or one 
associated with an intermediate aggregation criterion. 
Within fuzzy set theory there are two approaches to formalizing linguistic 
quantifiers: the first, due to Zadeh [30], defines linguistic quantifiers as 
fuzzy subsets, and the second, due to Yager [31], is based upon OWA 
operators. As Yager pointed out, the first formalization is suited to model 
a linguistic quantifier as a kind of imprecise probability, while the second 
one is much more logical, in the sense that a quantifier is seen as a kind of 
connective lying between the AND and the OR [32]. 
For our application, the second interpretation is more suited; thus, we 
have adopted OWA operators on criteria of different importances to 
model the quantifier-guided aggregation function [31]. We recall that the 
OWA operators are a family of operators with an interpretation lying 
between that of the AND and that of the OR. 
Assuming that the documents are structured in n classes, the criteria to 
be aggregated are the n class-significance d grees /~l(d, t ) , . . . ,  tzn(d, t), in 
which I~i(d, t) is the significance of t in class c, of document d. When 
setting a retrieval session, the user can specify an importance weight 
o/i ~ [0, 1] for each class ci, and a linguistic quantifier lq which will be used 
to aggregate the contributions of the classes. When processing a query, the 
first step accomplished by the system for evaluating the significance of a 
term t in a document d is the selection of the OWA operator associated 
with the linguistic quantifier lq, OWAlq. We recall that an OWA operator 
has an associated weighting vector W, with E~= lWj = 1, in which the 
wi ~ [0, 1] are the elements of the weighting vector and n is the number of 
the criteria to be aggregated. The operator OWA~q is characterized by an 
orness computed as 
1 n 
orness(W) ~ (n - j )wj.  (3) 
n - l  j= 1 
The orness, or ease of  satisfaction, of an OWA operator characterizes the 
operator's behavior by expressing its closeness to the OR operator: the 
weighting vector W* associated with the OR operator (identified by the at 
least one quantifier) is defined with w1 = 1; this operator performs as a 
MAX, and its orness is 1. The weighting vector W, associated with the AND 
operator (identified by the all quantifier) is defined with w n = 1; this 
operator performs as a MIN, and its orness is 0. 
The second step is the computation of the modified egrees a1 . . . . .  a n of 
class significances. This step is aimed at increasing the "contrast" between 
the contributions of important classes and those of less important classes. 
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These values are obtained by modifying the ft l (d , t) . . . . .  t.tn(d, t) as fol- 
lows: 
a i = {a  i V [1-orness(W)]}ft~ ',v °mess(W). 
The third step is the evaluation of the overall significance degree by 
applying the operator OWAlq, associated with the linguistic quantifier 
specified by the user: 
OWAlq : [0, 1] ~ - ,  [0, 1], 
n 
F(d ,  t )  = OWAlq(a l , . . . ,  a~) = ~ wibi, (4) 
i=1  
in which b i is the ith biggest element of all the a a . . . . .  a~. 
The at least k quantifier is usually defined by a weighting vector 
W~t ~east k in which w k = 1. This quantifier acts then as the specification of 
an exact threshold of value k on the number of the classes. As this 
definition is too crisp, we have provided another quantifier, called at 
least -- k, in which the k value is interpreted as a fuzzy threshold. When 
users specify at leas t - -k ,  they mean that a term has a full overall 
significance if it is present in k or more classes, but they want to get a 
certain significance degree ven if the term is present in k - 1, k - 2 . . . . .  1 
classes. The simplest function to model this situation is obtained by 
assuming that the overall satisfaction in getting i + 1 criteria satisfied with 
respect to i criteria increases linearly for i < k - 1. War least =-k is thus 
defined in which w i -- 1 /k  for i < k, and w i = 0 for i > k. 
When the user does not make any specification about the aggregation 
operator, the system should provide at least the same performance as it 
does with the traditional fuzzy representation of documents. For dealing 
with this case we have defined another quantifier, named at least a few: its 
desired behavior is that when a term is present in s or more classes of a 
document, the overall significance degree should be maximum (i.e. 1); the 
increase of satisfaction in having the term present in i + 1 classes over 
having it in i classes should become greater as i approaches the threshold 
s. The weighting vector W~t least a few is thus defined as 
i r 
W i : - -  ÷ - - ,  
n s 
in which r / s  is a constant depending solely on n; s is defined as the 
maximum integer for which E~=l j  _< n and r = 1 - E~j=aj/n Vi  _< s, 
wi=OVi>s .  
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5. AN INFORMATION RETRIEVAL SYSTEM BASED ON THE 
FUZZY REPRESENTATION OF STRUCTURED DOCUMENTS 
The compound fuzzy document representation has been implemented as 
a means to control the retrieval activity of the system DOMINO, and has 
been evaluated on an archive containing 2500 textual documents which 
describe research projects of the Consiglio Nazionale delle Ricerche 
(CNR). 
DOMINO is a prototypal information retrieval system developed in the c 
programming language at the CNR and running on a PC 386-486 under 
DOS and Windows. DOMINO was originally conceived and implemented as 
a pure Boolean system based on a full-text indexing with a stoplist for 
eliminating useless words, and a traditional inverted file data structure 
[33]. 
The first modification of the system was the implementation of the 
traditional fuzzy representation f documents by computing the index term 
weight F(d, t) through the definition (1). Further extensions have con- 
cerned the Boolean query language to allow users to specify the "impor- 
tance" that the search terms must have in the desired documents [34, 35]. 
Two query languages have been implemented, in which each query term 
can be associated with either a numeric weight or a linguistic descriptor of 
the desired importance of the term, respectively. The semantics of the 
numeric query term weight is that of an ideal index term weight, and is 
defined as the fuzzy restriction close to w; the linguistic descriptors are 
defined as values of the linguistic variable Importance. Examples of queries 
in the two languages are 
ql --- (tl,Wl) OR (tz,w 2) AND NOT (t3,w3) 
and 
q2 = ( tl , important) OR (t2, fairly important) AND (t3, not very important), 
respectively, in which tl, t2, t3, are search terms, Wl,W2, w 3 ~ [0, 1] are 
numeric weights, and important, fairly important, not very important are 
linguistic weights. 
The scheme of the retrieval activity in this prototypal version of DOMINO 
is rePresented in Figure 2. The input to the retrieval activity is a user's 
query, that is, either a Boolean expression on term-numeric-weight pairs 
or a Boolean expression on term-linguistic-weight pairs. 
The query is interpreted by the query interpreter module, which builds 
an evaluation binary tree: the leaves contain the terms with the compatibil- 
ity functions defining the semantics of either the numeric weights or the 
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indexing ~ document 
' ~epresentation 
query partial matching 
interpreter mechanism 
~ documents ' ~ retrieved ~ relevance 
in classes classificator 
Figure 2. Scheme of the DOMINO system based on the fuzzy representation of 
documents. 
linguistic descriptors; the intermediate nodes contain the Boolean oper- 
ators. This tree is supplied to the partial-matching mechanism, which 
evaluates it in postorder against he fuzzy document representation which 
has been created by the full-text indexing procedure during the generation 
phase. This bottom-up rocedure yields consistent results, since the re- 
trieval mechanism satisfies the separability property of the wish list [1, 34, 
36]. The retrieval status values produced by this phase can be used either 
to classify the documents into relevance classes or directly to rank the 
documents retrieved. 
With the implementation of the compound fuzzy document representa- 
tion described in the previous section the DOMINO system has been 
extended as shown in Figure 3. 
With this extension the documents are structured into classes. The type 
and the number of the classes depend on the semantics of the archive, and 
their definition is made by an expert before starting the archive generation 
phase. During this phase it is necessary to specify the criteria by which to 
compute the significance degrees of the terms in each class. Two kinds of 
classes have been identified: the structured classes, containing short texts, 
such as research code, title, research leader, etc., and the narrative classes, 
containing unstructured textual descriptions, uch as description and objec- 
tive. For the structured classes, the function /z C for computing the degree of 
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I ,o,,-tex  ~-~ document indexing ~ representation 
,5  
control mechanism se~ 
by the user's pecifications 
~ query H partial matching I 
interpreter mechanism 
retrieved r:ll::afiCeator 
in classes 
Figure 3. Scheme of the OOMINO system based on the compound fuzzy representa- 
tion of documents. 
class significance is defined as 
1 if t is present in the structured class c of d, (5) 
/z c (d , t ) - -  0 otherwise. 
For the narrative classes the function /z c is defined in terms of the 
normalized term frequency: 
1 if tfdc t idf t > 1, 
txc(d, t) = tfdc t idf t otherwise, (6) 
in which idf t is the inverse document frequency of the term t [see the 
definition (1)], and t fd.  is the normalized term frequency defined as 
OCC dc t 
t f  dct MAXOCCcd 
in which OCCdc t is the number of occurrences of term t in class c of 
document d and MAXOCCcd is a normalization parameter depending on the 
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class length so as not to underestimate he significance of short classes in 
comparison with long ones. For example, MAXOCCcd can be computed as 
the frequency of the term with the highest number of occurrences in the 
class. As that computation would be very time-consuming, we have decided 
to approximate it heuristically: during the archive generation phase, the 
expert indicates the estimated average length of each class as a percentage 
of the average length of documents (PERLc) .  Given the number of occur- 
rences of the most frequent term in each document d, MAXOCC d, the 
heuristic approximation of the number of occurrences of the most fre- 
quent term in class c of document d is 
MAXOCCcd = PERL  c MAXOCC d . 
Once the compound fuzzy document representation has been generated, 
the retrieval activity is fired by a query. In this case, the user may specify 
the importance weights associated with the classes of a document and may 
also choose a linguistic quantifier as the aggregation criterion for the 
degrees of class significance. This information is used by the retrieval 
mechanism to control the user's interpretation of documents' content. The 
control mechanism odule aggregates the modified degrees of class signif- 
icance by applying an OWA operator as described in the previous ection. 
The results of this module are the overall degrees of significance, 
F(d, t), which are passed to the partial matching mechanism for the 
computation of the retrieval status value. This last module and the query 
interpreter module are the same as in the previous version of the system. 
6. EVALUATION OF THE COMPOUND FUZZY REPRESENTATION 
OF DOCUMENTS 
Let us illustrate by an example the different rankings obtained for two 
documents by applying the traditional fuzzy document representation a d 
the compound fuzzy document representation. 
We have considered two documents containing the term "genoma" in 
the archive of CNR research projects. With traditional fuzzy document 
representation the degree of significance of "genoma" in representing the 
content of the documents, F(d, genoma), is computed by applying the 
definition (1); it depends on the number of occurrences of "genoma" in the 
document and in the whole archive, and not on its location in the various 
classes. 
Figure 4 shows the frequency of "genoma" in the classes of the two 
documents; as can be noticed, the term "genoma" has four occurrences in
each of the documents. Since the normalization factors are the same, by 
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deecri ption 
2 - -  
I - .1 ,  = I 
I Fldl,genoma) 0.8 [ 
v) I [] dR, F(d2,genoma)=0.8 I 
O o I 
C 
~- Title Keywords Objecti ve 01]1 I iIi 
0 ; I ; t ; • I : 
Occurrences of the term "genorna" in the classes 
Figure 4. Frequency of the term "genoma" in the classes of two documents. 
applying the function (1) the significance of "genoma" in both documents 
gets the same value, F(d 1, genoma) = F(d2, genoma) = 0.8. 
Figure 5 shows the significance degrees for each class in which the term 
"genoma" occurs. These degrees are obtained using the compound fuzzy 
representation; since the title and keywords classes are structured, 
Title Keywords description 
I 0,9 Object 0,8 ... 0,7 ~ 0,6 
0,6 
4~ O,4 
• dl ,  Fldl,genomal:,0.8 I "~0,3  
i 
0,2 t []d2, F(d2,genoma)-0.3 .~ 
m 
01 
0 ~ ~ 
significance degrees of the term "genorna" in the classes, Fcs 
Figure 5. Compound fuzzy document representation by applying the default aggre- 
gation at least a few. 
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1 [m dl, F(dl,genoma)=0.8 I 
0,90,70,8 I I:] d2, Fld2'genomal,,1 I Obj 
0,6 Title Keywords description 
'; 0,6 
0,3 
0,2 
0,t 
0 
modified degrees of significance of the term "genorna" in the 
classes 
Figure 6. Compound fuzzy document representation adapted to the user's specifi- 
cations. 
~t i t le (d ,  genoma) and l~keywords(d ,  genoma) are computed by applying the 
definition (5). Then I~objective(d, genoma) and [~description(d, genoma) are 
computed on the basis of the definition (6), having estimated that the 
objective class takes up on average 30% of the documents' length, while 
the description class takes up around 40%. 
When the user does not specify any criterion to aggregate the single-class 
degrees, the default quantifier at least a few is used; as the number of 
classes is 13, the weighting vector of the OWA operator is defined as 
Wat least a few = [0.13, 0.21,0.29, 0.37, 0, 0, 0, 0, 0, 0, 0, 0, 0]. 
Since no importance is specified to differentiate the contributions of the 
classes, all of them are assumed with the maximum importance weight 
(a i=  1Yill < i<13) .  
Notice that the document d 1, which contains "genoma" in the classes 
keywords and title, is now considered more significant han document d2, 
containing the term just in the classes objective and description. 
These results can be reversed, for example, when the user specifies that 
the presence of the term "genoma" in the objective class is fundamental. 
Figure 6 illustrates this situation: it shows the modified egrees of the class 
significances when the user sets Olobjecti~ e -~ 1, O£titl e = 0.5, Olkeyword s = 0.5, 
Old . . . .  iption = 0.5, and o~ i = 0 otherwise, and the aggregation criterion is at 
least 1. 
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A comparison of the effectiveness of DOMINO using the traditional fuzzy 
representation of documents and the compound fuzzy representation has 
been carried out on the archive of the CNR research projects. The recall 
and precision have been computed for a set of eleven sample queries 
consisting of a single pair (term, important). When using the compound 
fuzzy representation of documents, the user specifies for each query the 
importance weights of the classes (a i for i = 1,..., 13) and the quantifier 
to aggregate the contributions of the classes. 
A crucial aspect in the evaluation of the recall parameter is the 
estimation of the set of documents relevant o the user, Nrej, when the 
archive contains thousands. To ease this burdensome operation, a sample 
subset of the archive is generally selected [21]. Due to the reduced 
cardinality of the sample set, the feasibility and reliability of users' estima- 
tion of relevant documents increase. In our experiment, instead of using a 
subset of the archive randomly selected, we have identified a meaningful 
subset, consisting of all documents pertaining to the subject area of the 
test queries. This has been achieved by considering that each CNR 
research project is uniquely classified into one of the subject areas, 
through the value assumed by the class labeled RN (Research Number). 
For each test query, the following procedure has been adopted: first of 
all a sample collection of the archive is obtained by selecting the docu- 
ments in which the value of RN corresponds to the subject area of the 
query; then this sample collection is browsed by the user to determine all 
documents worth retrieving, i.e. the set Nre 1. In a second step the query is 
evaluated by the system, which classifies the documents retrieved into four 
classes: Very Relevant (I/R), Relevant (R), Fairly Relevant (FR), and Not 
very Relevant (NR). Finally, to compare the results produced by the system 
with the user classification of the document retrieved, the user is asked to 
specify his/her classifications in the relevance classes. 
Due to both the synthetic description of the projects (they have an 
average length of 40 lines) and the full-text indexing procedure, the 
precision is high, and the set of documents judged worth retrieving by the 
users, Nre l, is a subset of the documents retrieved by the system. In their 
classification process, the users have placed the documents they judged 
worth retrieving in the first three classes of relevance [Very Relevant (FR), 
Relevant ( R), and Fairly Relevant (FR)]. 
For each query, two matrices such as those depicted in Table 1 have 
been filled. They report the comparisons of the human and system classi- 
fications into relevance classes by applying the fuzzy representation [part 
(a)] and the compound representation f documents [part (b)]. In each row 
the user's classification of documents into relevance classes is specified; in 
each column the system's classification of documents into relevance classes 
is specified. The last row and the last column report the total number of 
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Table 1. Comparisons between the Retrieval Results of the User and 
the System for the Query q = (grafica; impor tant )  in at least I o f  
(title, Oltitl e = 1; object ive,  Olob ject iv  e = 0.5 ;  keywords,  Otkeyword  s = 0.6) 
(a) Human/system with fuzzy representation 
User System: VR R FR NR Tot. 
VR - -  - -  2 1 3 
R - -  1 - -  2 3 
FR - -  - -  2 2 4 
NR - -  - -  - -  2 2 
Tot. - -  1 4 7 12 
(b) Human/system with compound representation 
User System: VR R FR NR Tot. 
VR 3 - -  - -  - -  3 
R - -  - -  2 1 3 
FR - -  - -  4 - -  4 
NR - -  - -  2 - -  2 
Tot. 3 - -  8 1 12 
documents classified in the same class by the system and the user respec- 
tively. The values in boldface on the main diagonal correspond to the 
documents on which the human and system classifications agree. It can be 
noticed that for the case illustred in Table 1, the system with the com- 
pound representation (agreement degree of 58%; in fact there is agree- 
ment on 7 out of 12 documents) performs better than the system with the 
traditional fuzzy representation (agreement degree of 42%; in fact there is 
agreement on 5 out of 12 documents). 
Tables 2 and 3 summarize the retrieval results of DOMINO on applying 
the fuzzy representation of documents and the compound representation 
respectively. We have applied Salton's increasing-output methodology to 
show the distribution of the documents judged worth retrieving by the 
user, Nrel, in the various relevance classes by applying the definitions of 
recall and precision in Table 4. Each column in Tables 2 and 3 lists the 
recall and precision values for documents classified by the system in 
different groups of relevance classes, except the second column, which 
reports only the precision values for all the documents retrieved (Nretr = 
I /R U R U FR  U NR) .  The  third column refers to the documents classified 
by the system in one of the most relevant classes, i.e., in one of the classes 
Very Re levant  (VR) ,  Re levant  (R) ,  Fair ly Re levant  (FR) .  The fourth column 
refers to the documents classified as Very Re levant  (I/R) or Relevant  (R) .  
The fifth column refers to the documents classified by the system as Very 
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Table 4. Definitions of Recall and Precision Adopted in Applying the 
Increasing-Output Methodology 
Recall = Nretr -  class (-'1 Nre I Precision = Nretr -  class ('1 Nre 1 
Nrel ' Nretr_class 
Nretr c~ass =number of documents retrieved in the specified class 
N~ I = total number of documents relevant to the user query 
Relevant (VR). It can be observed that while the values of the precision 
remain unchanged in the two versions of the system, the values of the 
recall obtained by using the compound representation are higher than 
those obtained by using the traditional fuzzy representation. The last 
column reports the degrees of agreement between the system and the 
human classifications; also for this parameter the system with the com- 
pound representation classifies documents more closely to the human 
classification than does the same system with the traditional fuzzy repre- 
sentation. 
7. CONCLUSIONS 
In this paper, a fuzzy representation of structured ocuments has been 
defined which provides the retrieval mechanism with some parameters for 
expressing the user's information needs. Its evaluation has also been 
presented. It has been shown that a system using the compound represen- 
tation of documents is more effective than the same system with the 
traditional fuzzy representation. In particular, the possibility of specifying 
different importance weights of the classes has been considered a very 
useful feature by the users, affecting the retrieval positively. However, on 
slightly changing the importance weights of the classes, the system may 
produce undesired ifferent rankings of documents. Moreover, the user 
finds it difficult to choose the right importance weight in the set [0, 1], since 
he is forced to quantify a qualitative concept. This suggests that the 
control mechanism is too sensitive to the user specifications. It would be 
easier to specify an importance degree in linguistic form, such as high, 
medium, low, so as to ease the interaction as well as to reduce the 
granularity of the variable importance. This would eliminate the possibility 
of similar specified importance values producing different results. 
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