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Surface reconstruction and energy gap of superconducting V3Si(001)
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A yet unknown surface reconstruction of V3Si(001), which is most likely induced by carbon, is used
to investigate the quasi-particle energy gap at the atomic scale by a cryogenic scanning tunneling
microscope. The width of the gap was virtually not altered at and close to carbon impurities, nor
did it change at different sites of the reconstructed surface lattice. A remarkable modification of the
spectroscopic signature of the gap was induced, however, upon moving the tip of the microscope
into controlled contact with the superconductor. Spectroscopy of the resulting normal-metal –
superconductor junction indicated the presence of Andreev reflections.
PACS numbers: 68.35.bd, 68.37.Ef, 74.70.Ad, 74.45.+c
I. INTRODUCTION
Superconductivity is one of the most vividly investi-
gated research fields in solid state physics. In particular,
spectroscopy of the energy gap of the quasi-particle den-
sity of states (DOS) has attracted considerable interest.
Modifications of the energy gap by local impurities or by
passing high currents through superconducting junctions
have been recently studied.1,2,3,4,5,6,7,8,9,10,11,12,13,14,15
Effects of impurities on the energy gap1,2,3,4,5,6,7,8,9,10
provided valuable information about the interplay be-
tween superconductivity and magnetism or about the
Cooper-pairing mechanism in unconventional supercon-
ductors, while high currents through superconducting
contacts were used to unravel the number and transmis-
sion probability of transport channels via the occurrence
of Andreev reflections.11,12,13,14,15 Until now such experi-
ments have been restricted to conventional elemental su-
perconductors with critical temperatures Tc < 10K or to
unconventional cuprate-based superconductors.16
In this article we present results of a com-
bined scanning tunneling microscopy (STM) and spec-
troscopy (STS) study of the superconducting compound
V3Si(001), which exhibits a yet unknown surface recon-
struction. Auger electron spectroscopy (AES) reveals
that this reconstruction is most likely induced by the
presence of carbon. This surface is an ideal system to
study possible local variations of the quasi-particle en-
ergy gap since it provides, owing to the reconstruction,
carbon impurities and a spatially inhomogeneous geom-
etry. Apart from these favorable properties, STM inves-
tigations of this surface are extremely scarce. Except
for two investigations of the magnetic flux lines 17 and
Josephson tunneling 18 on unreconstructed V3Si(001) us-
ing STM and STS, to our knowledge no additional STM
and STS data are available for this surface. By combining
a structural analysis using STM and an investigation of
electronic properties with STS we found that the width
of the energy gap is virtually independent of the position
on the surface, while the symmetry of the gap is affected.
We further investigated the current dependence on the
tip-surface distance, from which we extracted the local
apparent barrier height and the transition from tunneling
to contact. At contact, spectra of the quasi-particle en-
ergy gap exhibited pronounced modifications compared
to spectra acquired in the tunneling regime. These mod-
ifications are discussed in terms of Andreev reflections.
We used V3Si, which belongs to the class of A3B bi-
nary intermetallic compounds or, shortly, A15 materi-
als. V3Si exhibits the β-tungsten structure
19 and is a
type-II superconductor with a critical temperature Tc of
17K.20,21 It has interesting electronic properties22,23,24
such as a strong temperature dependence of the mag-
netic and electronic susceptibility and a large specific
heat. Furthermore, V3Si undergoes a structural cubic-to-
tetragonal phase transition at a temperature of 21.3K,
which exhibits characteristics of a thermo-elastic marten-
sitic phase transition.25 The concomitant change of lat-
tice parameters is below the detection limit of STM. 26
We further notice that the occurrence of structural do-
main walls, which is attended by the martensitic transi-
tion is not related with the observed surface reconstruc-
tion, since the reconstruction is present already at room
temperature.
The (001) surface of V3Si has attracted particular at-
tention because of the hexagonal-to-square transforma-
tion of its vortex lattice structure17,27,28,29,30 and the
occurrence of surface reconstructions.31,32 The energy
gap has been determined by a variety of spatially av-
eraging techniques33,34,35,36,37,38,39,40,41 yielding two dis-
tinct values of the zero-temperature energy gap ∆0 ei-
ther in the range from 1.32 kB Tc to 2.7 kB Tc or in the
range from 0.5 kB Tc to 0.95 kB Tc. The existence of these
two distinct values of ∆0 has so far been explained by
BCS theory in terms of overlapping bands.33,42,43 The
first range of energy gaps is in good agreement with
the value predicted by single-band s-wave BCS theory
(∆0 = 1.76 kB Tc).
44
II. EXPERIMENT
Measurements were performed with scanning tunnel-
ing microscopes operated in ultrahigh vacuum with a
2base pressure of 10−9Pa and optimized for low tempera-
tures of (7.5± 0.3)K and for room temperature. Chemi-
cally etched tungsten tips were further prepared in vacuo
by annealing and argon ion bombardment, while gold
tips were cut at ambient conditions and used for the
experiment without further treatment. The V3Si(001)
surface of a polished single crystal was prepared by ar-
gon ion bombardment with ion energies between 0.5 and
2 keV and subsequent annealing at temperatures between
1100 and 1200K. Temperature readings from the py-
rometer used in the experiments have an uncertainty
margin of ≈ ± 50K. All STM images were acquired
in the constant-current mode with the voltage applied
to the sample. STS measurements were performed in
the constant-height mode. Spectra of the differential
conductance (dI/dV ) were acquired by superimposing
a sinusoidal voltage signal (root-mean-square amplitude
1mV, frequency 7.6 kHz) onto the tunneling voltage and
by measuring the current response with a lock-in ampli-
fier. For AES a cylindrical mirror analyser was used.
III. RESULTS AND DISCUSSION
A. Characterization of reconstructed V3Si(001)
Depending on the preparation parameters, (2 × 1)
reconstructed or (1 × 1) unreconstructed surfaces of
V3Si(001) have been reported previously by Zajac et
al.
31 They found by low-energy electron diffraction and
AES that annealing of V3Si(001) at temperatures ex-
ceeding 1070K leads to a (2 × 1) reconstruction, while
the (1 × 1) substrate surface is obtained for annealing
temperatures lower than 1020K. Figure 1(a) shows a
room-temperature STM image of a V3Si(001) surface ob-
tained using the preparation procedure introduced in the
experimental section. The reconstruction observed here
does not match the previously observed (2× 1) or (1× 1)
meshes.
Terraces which exhibit parallel lines are observed. The
corrugation of these lines is (0.06± 0.02) nm and almost
independent of the voltages applied in the experiments
(|V | ≤ 1.5V). The distance between two adjacent lines
is (1.8± 0.1) nm, which is approximately four times the
lattice constant of V3Si, d =0.47nm. The lines on adja-
cent terraces are either parallel [not shown in Fig. 1(a)]
or orthogonal with respect to each other. The step height
between adjacent terraces with orthogonal orientation of
the lines is (0.23 ± 0.05) nm, which corresponds to half
a lattice constant of V3Si. Step heights between adja-
cent terraces with a parallel orientation of the lines are
(0.47± 0.05) nm, which is similar to the V3Si lattice con-
stant. Based on these observations we can tentatively
identify the origin of the lines. To this end we refer to the
inset of Fig. 1(a), which depicts a model of the V3Si lat-
tice structure. Small filled spheres represent silicon atoms
whereas large filled spheres represent vanadium atoms.
The lattice constant d is identical with the spacing of
FIG. 1: (Color online) (a) STM image of two adjacent ter-
races on V3Si(001) at room temperature (420mV, 2.4 nA,
50 nm× 40 nm). The parallel lines visible on the terraces are
due to a reconstruction of the surface, which is discussed in the
text. Inset: β-tungsten lattice structure (Small filled spheres:
silicon atoms, large filled spheres: vanadium atoms). The ar-
row indicates the [001] direction. (b) Auger spectrum of the
reconstructed V3Si(001) surface acquired with a kinetic en-
ergy of impinging electrons of 3 kV. Silicon (92 eV), carbon
(274 eV), and vanadium (439 eV, 475 eV, 512 eV) peaks are
identified according to Ref. 46.
the silicon sublattice. On an unreconstructed V3Si(001)
surface, vanadium atoms would form lines on the surface
of a single crystal. According to this structural model,
adjacent terraces with a step height of half a lattice con-
stant exhibit lines of vanadium atoms, which are oriented
perpendicular to each other. Analogously, terraces sepa-
rated by one lattice constant show vanadium atom lines
with the same orientation. This behavior matches our ex-
perimental observation and suggests that the lines origi-
nate from vanadium atoms. The mutual distance of the
vanadium lines of ≈ 4d, however, does not match the
separation expected for the clean crystal.
To obtain more information about the reconstructed
surface we used AES, which enables access to the chem-
ical composition of the surface within the 5 top-most
atomic layers depending on the material. 45 An Auger
3FIG. 2: (Color online) Atomically resolved STM image of
a V3Si(001) terrace at 7.3K (420mV, 1 nA, 18 nm× 15 nm).
Two characteristic lines, a dimer (D) and a zigzag (Z) line,
appear on the terraces. Inset: Pseudo-three-dimensional pre-
sentation of close-up view (4 nm× 4 nm) showing adjacent D
and Z lines. The distance indicated by the solid arrows is
(0.9± 0.1) nm≈ 2d where d denotes the lattice constant, while
the lines are separated by (1.8± 0.1) nm≈ 4d (dashed arrow).
spectrum of the reconstructed V3Si surface is shown in
Fig. 1(b). In addition to spectroscopic signatures origi-
nating from vanadium (439 eV, 475 eV, 512 eV) and sili-
con (92 eV), a contribution from carbon (274 eV) is ob-
served. Following the quantitative analysis of Auger
spectra exposed in Ref. 46, which takes into account the
energy-dependent transmission function of the electron
analyzer and the element-specific Auger sensitivity fac-
tors, the probed sample volume contains ≈ 8 % with re-
spect to the total amount of detected elements. Taking
into account the inelastic mean free path of carbon Auger
electrons, we estimated that substrate layers within three
to four lattice constants contribute significantly to the
signal, so that the amount of carbon of ≈ 8 % gives the
relative carbon concentration close to the surface. Af-
ter excluding several other carbon sources such as the
argon gas used for ion bombardment, the sample holder
and the experimental setup, we surmise that carbon seg-
regates from the bulk to the surface. Similar carbon-
induced reconstruction like the one reported here have
been reported for Si(001) and W(110). 47,48,49,50 In the
latter case, carbon atoms arrange in a zigzag pattern,
which is similar to our observations.
Figure 2 shows an STM image of a reconstructed sur-
face area at 7.3K in more detail. Two types of lines can
be observed. The first type of lines shows circular protru-
sions which are arranged in a zigzag (Z) pattern on both
sides of the line (dashed line). The same protrusions oc-
cur on opposite sites of the second type of lines and form
a dimer (D) arrangement. We ascribe these protrusions
to carbon atoms, which are arranged on opposite sites
of the vanadium lines. The dimer and zigzag lines do
not appear in an alternating pattern. We observed, how-
ever, that a carbon atom of a dimer line always faces
a carbon atom of an adjacent line along a perpendicu-
lar direction with respect to the vanadium lines. This
behavior may indicate an attractive interaction between
the atoms. Some impurities are observed, which appear
as bright protrusions. The inset of Fig. 2 shows a close-up
view of a dimer and a zigzag line. The distance between
two carbon atoms in a dimer line (solid arrows in the
inset of Fig. 2) is (0.9± 0.1) nm, which is approximately
two times the lattice constant of V3Si. The same dis-
tance is obtained for zigzag lines if the carbon atoms on
one side of a zigzag line are shifted by d along this line.
Thus, a zigzag line can be obtained by shifting the car-
bon atoms on one side of a dimer line by the lattice con-
stant. The fact that two carbon atoms have a distance
of roughly twice the lattice constant indicates that car-
bon atoms occupy every second lattice site of the silicon
sublattice. Taking into account the martensitic transi-
tion of V3Si, the question may arise whether structural
domain walls may be the origin of the reconstruction.
However, the same reconstruction was observed at room
temperature [Fig. 1(a)] and we conclude that the marten-
sitic transition is not related with the observed surface
reconstruction.
STM images of the same reconstructed surface area at
several different tunneling voltages are shown in Fig. 3.
Tip changes in between the acquisition of the different
images can be excluded since all images were taken suc-
cessively within 3min. Furthermore, sudden changes in
the tunneling current, which may indicate tip changes,
were not observed. The vanadium lines become pro-
nounced at small voltages (± 100mV), which is indi-
cated by dashed black lines, whereas they are hardly
observed at high positive and negative voltages. This
may indicate a one-dimensional state at low energies
around the Fermi energy, which is located on the lines.
Two findings lend support to this idea. First, a one-
dimensional state is in agreement with an electronic
model for the DOS of V3Si.
51,52,53 This model assigns
quasi-one-dimensional character to the vanadium d elec-
trons, which gives rise to sharp peaks in the DOS close to
the Fermi energy. First-principles calculations of the bulk
band structure54,55,56,57,58,59 also exhibit an extremely
narrow peak in the DOS right below the Fermi energy,
which is mainly due to vanadium d electrons. We note,
however, that the calculations consider the bulk elec-
tronic structure, which may be modified at the surface.
As a second indication favoring the presence of a one-
dimensional state we mention the observation and calcu-
lation of a quasi-one-dimensional state on Fe(100) with
segregated carbon.60,61 Similar to our observations car-
bon atoms form zigzag chains on Fe(100) and laterally
confine Fe s − d states, which gives rise to formation of
a Fe surface state band with one-dimensional character
near the Fermi level.
4FIG. 3: (Color online) STM images of a reconstructed surface
area (1 nA, 4 nm× 4 nm) taken at indicated voltages between
-1500mV and 1500mV at 7.3K. Two cross-sectional profiles
of a dimer line are shown (positions are indicated by a solid
and dotted line, respectively).
At small positive voltages (100mV) the dimers in
the dimer lines can clearly be distinguished as two
atoms whereas at high negative and positive voltages
(± 1500mV) only a smeared shape can be seen. Two
line scans on a dimer line are shown in Fig. 3, which
were taken at positions indicated by the solid and dotted
line, respectively. At 100mV (right line scan in Fig. 3),
the line and the two carbon atoms can be clearly distin-
guished (black arrows), while at 1500mV (left line scan
in Fig. 3), only a smeared shape can be seen. This loss
of resolution can be understood on general grounds. As-
suming a constant electronic structure of the STM tip,
the tunneling current is an integral over the sample local
density of states multiplied by a barrier transmission fac-
tor. The higher the tunneling voltage, the larger is the
number of states contributing to the tunneling current.
As a consequence, the localized one-dimensional state is
dominated by other states. Only imaging at low voltages
(here at ± 100mV) gives rise to the sharp and localized
lines along the dashed lines in Fig. 3. Further, some pro-
trusions between the lines are observed (with a mutual
distance of 2d), which become more pronounced at neg-
ative voltages. These protrusions are assigned to silicon
atoms.
According to these experimental findings concerning
the chemical composition (≈ 8 % carbon), the topo-
FIG. 4: (Color online) (a) Top-most surface layer of unre-
constructed V3Si(001) surface (small filled spheres: silicon
atoms, large filled spheres: vanadium atoms). (b) STM im-
age (100mV, 1 nA) illustrating the model. Filled spheres de-
note carbon and vanadium atoms. (c) Top and side view of
the top-most surface layer of the model of the reconstructed
surface areas showing a dimer line and a zigzag line. A and
B denote silicon atoms embedded in different environments
regarding the neighbor atoms.
graphic (mutual atom distances), and electronic proper-
ties (chains of vanadium atoms) of the investigated sur-
face as outlined above, a structural model for the re-
constructed surface areas is proposed in the following.
The top-most unreconstructed V3Si(001) surface layer is
shown in Fig. 4(a), where silicon and vanadium atoms
are indicated by small and large spheres, respectively.
Two neighboring vanadium lines of the top-most unre-
constructed surface layer are proposed to form double
rows [Fig. 4(c)]. Every other double row of vanadium
moves below the silicon sublattice into the second crys-
tal layer whereas the other vanadium double rows move
slightly above the silicon sublattice. The distance be-
tween the top double rows is 4d, matching the distance
extracted from STM images. Carbon atoms are attached
to the lines on top of some silicon atoms. Dimer lines as
well as zigzag lines are formed in this way. The distance
between two carbon atoms in a dimer line in this model
is 2d. This distance and also the corresponding distance
in the zigzag lines is in agreement with the measurements
(compare with the inset in Fig. 2). Figure 4(b) shows an
STM image of a reconstructed surface area where carbon
and vanadium atoms are depicted by spheres. Silicon
atoms denoted A and B in Fig. 4(c) are embedded in dif-
ferent environments regarding the neighbor atoms. They
are either neighbored by two carbon atoms and four un-
derlying silicon atoms (position A) or by just four silicon
atoms (position B). Only the latter silicon atoms can be
observed in the reconstructed surface areas as protrusions
between the lines [position B in Fig. 4(b)].
5B. Superconducting energy gap
V3Si is a conventional intermediate-coupling
superconductor.21,62 The DOS of the quasi-particles
for intermediate-coupling is described according to
Eliashberg.63 For simplicity, in this work we assume
the energy gap to be solely temperature-dependent,
∆ = ∆(T ), such that the quasi-particle DOS can be
written as the lifetime-broadened BCS expression for
the quasi-particle DOS, ρBCS, given by
64,65
ρBCS(E, T ) = ρN(E)Re
{
|E| − iΓ√
(E − iΓ)2 − |∆(T )|2
}
,
(1)
where ρN(E) is the DOS of normal conducting elec-
trons and Γ is a lifetime parameter. We consider a
broadening due to the temperature as well as a broad-
ening due to the lock-in amplifier by convoluting ρBCS
with the temperature-broadening function as well as
with the instrumental broadening function of the lock-
in amplifier.66,67 We assume the lifetime-broadening to
be of the order of 0.1meV 64 whereas the temperature-
broadening is around 2.2meV full width at half max-
imum (FWHM) at 7.3K.67 Therefore, for our fits the
lifetime parameter is set to a small value such that in-
creasing Γ by a factor 2 does not change our results.
Thus only the temperature T and the energy gap ∆ are
used as fit parameters. The dI/dV spectra close to the
Fermi energy are normalized to the differential conduc-
tance at −12mV (dI/dV N), which is well outside the
energy gap. The current at 12mV was set to values be-
tween 0.5 nA and 1nA. A typical fit to the data (dots)
is shown as a solid line in Fig. 5. Best fits are obtained
for temperatures between 7.2K and 7.8K, which are in
good agreement with the temperature of the experiment.
Our fits yield energy gaps ∆ = (2.1 ± 0.2)meV within
this temperature range. According to BCS theory, this
corresponds to a maximal energy gap at 0K of ∆0 =
(2.15± 0.20)meV = (1.47 ± 0.14) kB Tc with Tc =17K.
These results are in reasonable accordance with previ-
ous measurements.33,34,35,36,37,38,39,41 However, compar-
ing our results with most recent measurements 33,41 we
find slightly lower gap widths, which may be related
to structural changes at the surface due to the carbon-
induced reconstruction.
To probe a local effect on Tc we acquired dI/dV spec-
tra at different positions of the reconstructed surface,
which are defined in the inset of Fig. 6. Normalized spec-
tra of dI/dV were taken either on atoms of the dimer or
zigzag pattern (positions A and C) or between the lines
(positions B and D). Differences between dI/dV spec-
tra taken at positions A and C and taken at positions B
and D are hardly detectable, so that mainly two different
dI/dV curves can be observed, which are shown in Fig. 6.
Spectra of dI/dV taken at positions A and C (dots) are
symmetric with respect to zero voltage whereas those at
positions B and D (crosses) are asymmetric. For small
negative sample voltages, the differential conductance is
FIG. 5: (Color online) Fit of the BCS quasiparticle DOS
(solid line), broadened by the temperature and the modula-
tion voltage used for lock-in amplifier detection of the current
response, to normalized dI/dV spectrum (dots). The feed-
back loop was opened at 12mV and 0.5 nA.
higher at positions B and D than at positions A and C.
This behavior may be due to the DOS of normal con-
ducting electrons ρN, which is different for positions A
and C (on the lines) and positions B and D (between the
lines). Typically, ρN is treated as constant, which leads
to a symmetric ρBCS around the Fermi energy. Since
the atomic environment of atoms at different positions of
the reconstructed surface areas is different in the present
case, it is likely that ρN varies locally, too. If ρN has
asymmetric features within a small energy range around
the Fermi energy, the energy gap can be asymmetric. As
it can be seen from Eq. (1), the influence of ρN can be
cancelled by dividing by ρN. An angle-resolved photoe-
mission study of V3Si(001) performed at room temper-
ature revealed the existence of a remarkably sharp peak
close to the Fermi level and in the center of the sur-
face Brillouin zone.32 This contribution to the density of
states of normal conducting electrons may give rise to
the observed asymmetry of the measured energy gap in
spectra of dI/dV . In a first approximation, we divided
the asymmetric spectrum by a Lorentzian (maximum at
−5meV and FWHM of 29meV) in order to remove the
asymmetry. The result is depicted in Fig. 6 by the solid
curve. The asymmetric behavior is nearly compensated
and the solid curve fits well with the symmetric dI/dV
spectrum.
C. Contact spectroscopy
To perform contact spectroscopy the tip had to be
moved controllably into contact with the V3Si(001) sur-
face. For this purpose we proceeded as reported in
Ref. 68 and monitored the conductance (G = I/V , I:
current, V : voltage) over a range of tip displacements
comprising tunneling and contact regimes. Unlike on
noble metal surfaces68,69,70 the contact to V3Si(001) is
6FIG. 6: (Color online) Spectra of dI/dV at constant height
close to the Fermi energy at different positions on the recon-
structed surface areas (•: position A and C, +: position B
and D, positions are denoted in the inset). The feedback loop
was opened at 14mV and 0.9 nA. Solid line: Spectrum at
positions B and D after subtraction of a Lorentzian with a
maximum position at −5meV and FWHM of 29meV.
not always signaled by a jump of the conductance. We
also observed a continuous transition from the tunnel-
ing to the contact regime. Contact conductances are
defined according to the procedure exposed in Ref. 71.
Contact conductances defined in this way scatter be-
tween ≈ 1G0 and ≈ 3G0 where G0 = 2e
2/h denotes the
quantum of conductance (h: Planck’s constant). Once
the contact regime is reached the tip could be moved
further into the surface increasing the conductance to
up to ≈ 6G0 without destroying the sample surface
and tip integrity. From conductance curves acquired in
the tunneling regime we inferred the apparent barrier
height within a one-dimensional model of the tunneling
junction.72,73,74 The apparent barrier height (Φap) was
determined by using a tungsten tip and also by using a
gold tip. From our contact measurements we obtained
ΦWap =(4.60± 0.5)eV and Φ
Au
ap =(4.19± 0.2) eV. In the
simplest case, the work function of the sample (denoted
ΦV3Si) is given by ΦV3Si = 2Φap − Φ
W/Au. Taking into
account the work functions for polycrystalline specimen
of W, ΦW = 4.55 eV, and Au, ΦAu = 5.1 eV, from Ref. 75,
the work function of V3Si is Φ
V3Si = (3.96 ± 0.90) eV.
Our result is in agreement with previous measurements
of the work function of V3Si, which yield 4.4 eV for single-
crystalline V3Si(001)
32 and 4.6 eV for a polycrystalline
sample.76
For contact spectroscopy we proceeded as follows. We
first acquired a conductance-versus-displacement curve in
order to find the contact regime. We then set a junction
conductance corresponding to tip-surface contact and
performed spectroscopy of dI/dV as previously reported
in Refs. 69,77,78. Typical results for various junction con-
ductances are shown in Fig. 7. The dI/dV spectra are
normalized to the conductance value at -14mV and are
shifted vertically with respect to each other. The en-
FIG. 7: Spectra of differential conductance (dI/dV ) for differ-
ent junction conductances. The spectra are normalized to the
conductance value at -14mV (dI/dV N ) and are shifted ver-
tically by 0.2 arb. units with respect to each other. The feed-
back loop was opened at 14mV and 0.7µA, 3.5µA, 5.0µA,
and 6.5µA. Fits (solid lines), according to Ref. 85, and fit
parameters are shown.
ergy gap in the dI/dV spectra becomes less pronounced
at higher conductances of the junction, i. e., the indenta-
tion of the dI/dV curves between the condensation peaks
becomes shallower upon increasing the junction conduc-
tance. To model this behavior we first tried to fit the BCS
density of states with an increased effective temperature
to the data. Several contact experiments have been re-
ported where local heating of the contact junction due to
a high current density plays a significant role.79,80 How-
ever, increasing the effective temperature in the BCS den-
sity of states, Eq. (1), decreases the condensation peaks,
which is not observed in our data.
The apparent change of the superconducting en-
ergy gap with increasing junction conductance may
be explained by taking Andreev reflections into
account.81,82,83,84 To fit our data, we use a theoretical
approach to Andreev reflections at an interface between
a normal-metal and a superconductor reported by Blon-
der et al. 85 These authors introduced a δ-function poten-
tial barrier of strength Z to describe the normal-metal –
superconductor interface. For a large barrier strength
(Z = 3.0) calculated dI/dV spectra agree with dI/dV
data acquired in the tunneling regime (Fig. 5). We used
the energy gap, ∆, the temperature, T , and the dimen-
sionless barrier strength, Z, as fitting parameters. Fits
for the spectra at different conductances are shown in
Fig. 7 by solid lines. The quality of the fits is quite re-
markable indicating that Andreev reflections play a role
in our contact spectroscopy of the V3Si(001) energy gap.
IV. SUMMARY
STM of V3Si(001) reveals a surface reconstruction,
which is most likely induced by carbon. Based on atom-
7ically resolved STM images and on the chemical com-
position of the surface as monitored by AES we suggest
a structural model of this reconstruction. Spatially re-
solved spectroscopy revealed that the width of the en-
ergy gap does not depend on the surface site, while the
symmetry of the gap is affected depending on the local
environment. The spectroscopic signature of the energy
gap changes in the contact regime. These modifications
are compatible with Andreev reflections in the point con-
tact between a normal metal tip and a superconductor.
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