The covariance matrix is well-known for its following properties: affine equivariance, additivity, independence property and full affine equivariance. Generalizing the first one leads into the study of scatter functionals, commonly used as plug-in estimators to replace the covariance matrix in robust statistics.
#2 Cov is additive in the sense that Cov(x + y) = Cov(x) + Cov(y) for all pairs x, y ∈ D(R p ) such that x and y are independent.
#3 Cov has the independence property, i.e., {Cov(x)} jk = 0 for all x ∈ D(R p )
with independent jth and kth components.
As is common in mathematics, isolating the key characteristics of an object and studying their implications with no reference to the original object yields a rich theory also in the context of the previous three properties. If We will denote the class of all scatter functionals by S and as all our following work will happen in S, the location invariance in #1 guarantees that we may without loss of generality assume E(x) = 0. Furthermore, as the structural properties of S ∈ S and cS are the same for all scalars c > 0, we will "standardize" the members of S in order to obtain a single representative from each of the equivalence classes. Recall that if z ∈ D(R p ) has a spherical distribution [4] , that is, z ∼ Uz for all orthogonal matrices U ∈ R p×p , then all scatter functionals evaluated at z are proportional to the identity matrix. Thus any spherical distribution can be used as a reference in the standardization and we choose to use the most common one, the multivariate standard normal distribution, and restrict S to contain precisely those scatter functionals for which S(z) = I p for z ∼ N (0, I p ). As a consequence, if x ∼ N (0, Σ) for some Σ then S(x) = Σ for any S ∈ S.
The properties #2 and #3 are much less studied than the affine equivariance, and never in isolation of #1. [5] express their interest of finding out whether any other functional than Cov simultaneously satisfies #1 and #2, citing factor analysis and structural equation modelling as motivations: in any multivariate model with two independent sources of variation, Simple induction now reveals that any additive scatter functional satisfies
S(x i ) for any finite number n of independent random vec-
The property #3, and especially its certain variant, is more explored in the literature and we will return to them in the discussion section. Instead, we will discuss a stronger form of #1 which also holds for Cov.
#4 Cov is affine equivariant in the sense that Cov(Ax
We call the above property full affine equivariance and note that it relies on abuse of notation in the sense that it uses Cov both as a function on D(R p ) and as a function on D(R k ). Thus, to be completely rigorous, we provide a definition for full affine equivariant scatter functionals which takes into account the multiple dimensionalities.
is full affine equivariant if there exists a countable set of functionals
Implicit in Definition 3 is the assumption that the countable sequence of
. . is closed with respect to affine transformations in the
The inclusion of rank-deficient affine transformations has also caused us to broaden the definition of scatter functionals to be able to take values that are singular, hence the change of range from positive-definite to positive semidefinite matrices R p×p + in Definition 3.
In the light of Definition 3 it is obvious that the property #4 makes in some sense a much stronger statement about the parent scatter functional S ∈ S than #1, #2 and #3 in that it makes a connection between the instances of S in different dimensions. In fact, full affine equivariance turns out to be such a strong property that, under the same regularity conditions that we exercise with additivity, again Cov is the only scatter functional enjoying it.
Two regularity conditions
Before moving on to our main results we introduce and comment on the regularity conditions we will impose on all of our scatter functionals in the following. The first of these is continuity with respect to the convergence in distribution to the normal distribution.
Definition 4.
A scatter functional S ∈ S is normal continuous if for any sequence of zero-mean random variables
The normal continuity is a special instance of weak continuity and sufficient conditions for the latter in the case of M-functionals of scatter with known location are given in Section 6.1 of [3] . In particular, any M-functional of scatter with bounded and strictly increasing ψ-function is weakly continuous. Many popular robust scatter functionals such as the multivariate t-functionals of scatter [6] fall into this class.
Our second condition says that the value of a scatter functional must be uniquely defined by the marginal distribution of its argument and not be dependent on any external variables.
The assumption on self-containedness is needed to exclude scatter functionals such as S SIR (x) = E{E(x | y)E(x | y) ⊤ } where y is some suitable "response" variable. S SIR , which is used in sliced inverse regression [7] , is clearly full affine equivariant but has the same structure with respect to the argument x as the covariance matrix and is as such fundamentally equivalent to Cov.
The main results
We next state and prove our main results that under the regularity conditions of the previous section Cov is the only additive scatter functional and the only full affine equivariant scatter functional. Various lemmas that are needed for the proof of Proposition 2 below are collected in Appendix A. Proposition 1. Let S ∈ S be normal continuous, self-contained and additive.
Then S = Cov.
Proof. Let x ∈ D(R p ) be arbitrary with zero mean and covariance matrix
Cov(x) = Σ and let x 1 , . . . , x n be a random sample from the distribution of x.
Then by additivity and affine equivariance,
where the self-containedness of S is used to obtain the final equality. Now, by
and consequently, S(x) = Σ = Cov(x).
Proposition 2. Let S ∈ S be normal continuous, self-contained and full affine equivariant. Then S = Cov.
Proof. By the definition of full affine equivariant scatter functionals there exists a countable set of scatter functionals S 1 , S 2 . . . that satisfies the conditions of Definition 3. Letting now x = (x 1 , . . . , x p ) ∈ D(R p ) be arbitrary with zero mean and covariance matrix Cov(x) = Σ, by Lemma 1 the first diagonal element of S(x) is {S(x)} 11 = S 1 (x 1 ). Take now a random sample y = (y 1 , . . . , y n ) ⊤ from the distribution of x 1 . Then by full affine equivariance and Lemma 1,
where y ij = (y i , y j ) ⊤ . By Lemma 3 both S 1 and S 2 are self-contained (by Lemma 4 in the case p = 1) and thus S 1 (y i ) equals S 1 (x 1 ) for all i = 1, . . . , n and {S 2 (y ij )} 12 is equal to some c(x 1 ) ∈ R, independent of i, j, n.
Thus (1) gets the form,
Assume next that c(x 1 ) = 0 and take the limit with respect to n on both sides of (2). By Lemma 2, S 1 is normal continuous and consequently the left-hand side of (2) approaches Var(y 1 ) = Var(x 1 ) = (Σ) 11 , whereas the right-hand side approaches either ∞ or −∞, yielding a contradiction. Thus we must have c(x 1 ) = 0 and by the same limiting argument we obtain S 1 (x 1 ) = (Σ) 11 . As the choice of the element x 1 was arbitrary we have that the diagonal of S(x)
consists of the variances of the components of x. If p = 1 we are now done, so assume in the following that p > 1.
We next show that the (1, 2) off-diagonal element of S(x) is equal to (Σ) 12 , the covariance between x 1 and x 2 . For that, consider the random vector y = 
Second, by Lemma 1 and full affine equivariance we have
Using Lemmas 1, 3 and the equality of the diagonals of S(x) and Σ we obtain that the three unique elements of S 2 {(y 1 , y 2 ) ⊤ )} are equal to
{S(x)} 12 . Plugging these in to (4) and equating with (3) now yields the desired equality, {S(x)} 12 = (Σ) 12 . As the choice of the elements x 1 and x 2 was arbitrary, the analogous result holds for all off-diagonal elements of S(x), and consequently, S(x) = Σ = Cov(x).
Discussion
In this short note we proved that under natural regularity conditions covariance matrix is the only scatter functional satisfying #2 (additivity) or #4
(full affine equivariance). The main technique used in the proofs of Propositions 1 and 2 was quite elementary, requiring passing a limit to the argument of the scatter functional and invoking the central limit theorem to establish a connection to the normal distribution. The same approach, however, seems not to be sufficient to prove or disprove the conjecture of [5] that also #3 is a characterizing property of Cov.
A weaker version of #3, the joint independence property, has received more attention and is not unique to the covariance matrix. A scatter functional S ∈ S has the joint independence property if S(x) is diagonal whenever the components of x are independent. For example, S(x) = E{xx ⊤ Cov(x) −1 xx ⊤ } possesses the property and so does any symmetrized scatter functional,
where S ∈ S and x 1 , x 2 are independent copies of x, see [8, 9] where pairs of scatter functionals with the joint independence property are used to solve the independent component problem. An open question regarding the joint independence property, remarked also in [5] , is whether the set of all symmetrized scatter functionals is actually equal to the set of all scatter functionals with the joint independence property.
A further interesting question is whether our results generalize also in some form to shape functionals. A functional S :
++ is called a shape functional if it is affine equivariant up to proportionality:
Some inspection reveals that at least the limit trick used in this note can not be used in the context of shape functionals as the constant of proportionality c may also depend on the sample size n after having pulled out the factor 1/ √ n.
Appendix A. Auxiliary results
In the following four lemmas we assume that S ∈ S is a fixed, arbitrary full affine equivariant scatter functional and S is the countable set of functionals related to it described in Definition 3.
The first lemma says that any of the functionals S k , k ∈ N, can be built up from the "variances" and "covariances" found in S 1 and S 2 .
for all i = j = 1, . . . , k where
Proof. Let e ik ∈ R k refer to the ith standard basis vector of R k . The first claim follows then by observing that
and the second claim comes similarly from
where the second-to-last equalities use the full affine equivariance.
The next two lemmas state that if S is either normal continuous or selfcontained the respective property is carried over also to S 1 , . . . S p and the final one says that in the case of p = 1 we can also move one step to the opposite direction and the self-containedness of S implies the self-containedness of S 2 .
Lemma 2. Assume that S is normal continuous. Then each of the functionals
Proof. The case S p = S follows trivially so fix k < p and let x n ∈ D(R k ) be a sequence of random variables converging in distribution to N (0, Σ) for some
random vectors where x * k+1 , . . . , x * p are independent standard normal random variables independent of the sequence x n . Then the sequence x * n converges in distribution to N {0, diag(Σ, I p−k )} and by the normal continuity of S p = S we have that S p (x * n ) → diag(Σ, I p−k ). Letting E k contain the first k columns of the p × p identity matrix, we have by the continuous mapping theorem, and hence S k is normal continuous.
Lemma 3.
Assume that S is self-contained. Then each of the functionals S k , k ∈ N, k ≤ p, is also self-contained.
Proof. The case S p = S follows trivially so fix k < p and let x, y ∈ D(R k ) be identically distributed random vectors. As in the proof of Lemma 2 we fill up
x, y ∈ D(R p ) with independent standard normal random variables to obtain the identically distributed x * , y * . By the self-containedness of S p = S we have S p (x * ) = S p (y * ) and letting E k be as in the proof of Lemma 2, we obtain,
concluding the proof.
Lemma 4. Let p = 1 and assume that S is self-contained. Then S 2 is also self-contained.
Proof. Let x = (x 1 , x 2 ), y = (y 1 , y 2 ) ∈ D(R 2 ) be identically distributed random vectors. By Lemma 1 and the self-containedness of S 1 , the matching diagonal elements of S 2 (x) and S 2 (y) are equal and for our claim it is sufficient to show that {S 2 (x)} 12 = {S 2 (y)} 12 . Again by the self-containedness of S 1 , we have S 1 (x 1 + x 2 ) = S 1 (y 1 + y 2 ) and by full affine equivariance and Lemma 1 this is equivalent to S 1 (x 1 ) + 2{S 2 (x)} 12 + S 1 (x 2 ) = S 1 (y 1 ) + 2{S 2 (y)} 12 + S 1 (y 2 ).
Applying once more the self-containedness of S 1 now yields the desired result.
