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Introduction
High Performance Computing (HPC) has become the method of choice in those areas of science and technology that require the treatment of large amounts of data or the accomplishment of particularly demanding computational tasks. HPC systems can provide dedicated architecture and environment, large storage capabilities, high modularity and fast networks. These architectures are constantly evolving, both in performance (petaflops) and in power efficiency. [1] Their relevance affects several and constantly increasing fields, spanning chemistry, biology, physics, mathematics, engineering and design. [2, 3] Chemistry has been strongly influenced by this evolution that has made the theoretical description of large and complex chemical systems possible at a very high accuracy level, for the prediction of properties and behavior of a number of systems of chemical interest. [4] One of the areas that greatly benefits from the use of HPC architectures is materials science:
surfaces and interfacial phenomena, defective solids, biomaterials and nano-particulate systems, all require models that are hardly handled by desktop computing architectures due to the large system size. [5] CRYSTAL [6] [7] [8] is a periodic code that adopts a local basis set of Gaussian type orbitals. A massively parallel (MPP) version of CRYSTAL09 has been distributed for about two years. [6] Recent modifications reported in Ref. [9] showed good scalability up to thousands of processors. In the present work, important improvements in many different directions (parallelization, memory, scalability) are discussed, that have been introduced in the code with respect to the version used for Ref. [9] . The performance of the code is tested on different HPC architectures for a complex chemical system of pharmaceutical interest as a test case, the mesoporous silica MCM-41, [10] consisting of a large primitive cell (41x41x12 Å) with 579 atoms (H 102 O 335 Si 142 ) and no point symmetry ( Figure 2 ). The MCM-41 molecular sieve was proposed in 2001 as a drug delivery system [11] and since then mesoporous materials have been a subject of increasing attention. [12] MCM-41 is characterized by a long range order (with an ordered network of hexagonal pores), while it is amorphous at the short range. A realistic model for this material was proposed by some of us in a previous work [10] and it is the one employed in the present study. Unit cells of larger size have been obtained by generating MCM-41 supercells.
It is clear that also many other interesting systems are within the size of the prototype MCM-41 studied here. For instance, ZSM-5, a microporous aluminosilicate widely used as a heterogeneous catalyst for hydrocarbon isomerization reactions in petroleum industry has a unit cell containing 288 atoms, about a half of those present in MCM-41. This means that the quantum mechanical modeling of adsorption and reactions in this system is well within the capabilities of the present code without the need to resort to more approximate QM/MM techniques. [13] Applicability of MPPCRYSTAL to systems of chemical interest is not limited to crystalline systems. Due to the localized nature of the Gaussian basis functions, isolated molecules can be efficiently and rigorously treated, at variance with plane wave based codes. For example small proteins, like the vegetal protein crambin (46 aminoacids, 893 atoms) [14] are within the reach of the present code. The benefit of being able to optimize in a full quantum-mechanical way bio-macromolecules is very high, considering that almost only molecular mechanics or semiempirical approaches have been used so far for this type of problems. [15] In the next sections, after describing the structure of the CRYSTAL code and new updates, we will try to answer the following questions: a) Is it possible to perform total energy calculations for systems with a relatively large size (up to 5000-10000 atoms and 100000 atomic orbitals) with a HPC system in standard conditions (that is, by using the number of cores usually allocated to a "normal" user, whatever the total number of cores and memory available on the supercomputer)?
b) What is the scaling of the wall clock time with respect to the number of cores? c) How does memory allocation scale with the number of cores and size of the system? e) What is the performance of CRYSTAL for different HPC architectures?
f) How many cores should be used for a MPPCRYSTAL run?
Answers to the above questions are expected to provide end users with criteria for deciding the amount of resources to be allocated for a calculation. It is also expected that technical information about scalability of the code will facilitate tailoring of in-house computing facility based on commodity PC-based clusters as a function of the system size of interest for a given research group.
More generally, it is clear that the ideal situation, when very large systems are considered, is a very good scalability with respect to both the systems size and the number of cores. In the present paper it will be shown that CRYSTAL in its massive parallel version is very well behaving as far as scalability with the number of cores at fixed system size is concerned. As for scalability with the system size, internal tests showed that the code is linear scaling for systems up to 200 atoms in the unit cell, but scaling becomes quadratic for larger systems, as the cases considered in the present paper. The reasons behind are deeply bound to how the original structure of the code was designed about 40 years ago, in which the target system was very small (up to 10 atoms in the unit cell) and a lot of effort was spent to efficiently handle quantities related to translational invariance. Obviously, as the cell size increases like for the MCM-41 case, quantities related to neighbour cells are less relevant as most of the interactions are "within the origin cell". This implies a deep restructuring of the core routines of the code compared to how it is now. A brief description of the work that is currently in progress or planned in the near future to bypass this and other limitations is provided in the final Perspective Works section.
In spite of the above limitation, the present paper shows that systems as large as X14 can be run on three different MPP architectures, without memory overflows or any other technical problem, with CPU costs that remain reasonable when a thousand-processor machine is available.
Computational Details
The structure of the Crystal code CRYSTAL [6] [7] [8] permits the study of systems periodic in 1D (polymers), 2D (slabs) and 3D (crystals). As a limiting case, also 0D systems can be investigated. A Gaussian type basis set is used, and both density functional theory (DFT) and Hartree Fock (HF) approximations are available. Due to the use of a local basis set and suitable truncation of the exchange series, DFT calculations with hybrid functionals are very efficient. [16] Crystalline Orbitals ) ; ( k r Four-center bielectronic (as well as monoelectronic) integrals are evaluated analytically in a very efficient way, by taking advantage of recursion relations among Hermite polynomials, spherical harmonics and auxiliary functions at various levels. [17] Long range Coulomb interactions are evaluated through Ewald-type techniques and multipolar expansions. [18] [19] [20] [21] Roughly speaking, the main steps for obtaining the ground state electron density and energy are common to all codes using a local basis, [22] [23] [24] [25] and can be summarized as follows (a schematic view of the flux of the Self Consistent Field (SCF) algorithm is provided in Figure 1 ):
Given an initial (guess) density matrix represented in the atomic orbital (or "direct space") basis, Ha).
The "direct SCF" strategy is adopted here, so as to avoid storing integrals to disk.
Step 1 requires further specification. Due to the infinite nature of periodic systems, truncation criteria are adopted in order to limit the number of integrals to be evaluated. These criteria rely on the exponential decay of the Gaussian functions, and are essentially based on screening tests: when the overlap between Gaussian functions is smaller than a given threshold, the integral is disregarded. [6, 18] As an example, let us consider a typical Coulomb contribution to the Fock matrix: F in "direct space" is determined by T for a given fixed geometry and basis set.
For exact-exchange, a larger "cluster" must be considered, and the density matrix size depends on T5=2*T (default value of T5 is 12). For this reason the density matrix is much larger than the Fock matrix in HF or "hybrid" DFT calculations, as shown in Table 1, where we report the size of the main matrices for various supercells of our model system, which were obtained by expanding the cell along the c axis up to a factor of 14 (in the following these cells will be indicated as X1, X2…, X14). Considering one single unit, the 6-31G* Pople basis set [26] contains 7756 Atomic Orbitals. For a pure GGA DFT calculation A parallel algorithm has been implemented for each of the (1-6) steps, with the exception of step 5, which is not computationally demanding.
Parallelization Strategies Pcrystal
A parallel version of CRYSTAL (PCRYSTAL) based on a replicated data approach was released first in 1996: [8] all cores have access to a complete copy of all the required objects, but each core will be performing different calculations at any instant. The replication of data leads to a fairly straightforward parallelism. PCRYSTAL exploits the independence of the k points for the calculations in reciprocal space, i.e. the Fourier and similarity transforms ( However it is bound to the number of k points (that usually decreases as the system size increases) and the amount of memory available (as all the data are replicated, the largest system that can be addressed by PCRYSTAL is no larger than that addressable by serial CRYSTAL). These limitations result in PCRYSTAL typically only scaling to a few 10s of cores, with most calculations becoming impractical due to runtime before memory limits are reached.
MPPcrystal
To address the above described problems, a new massively parallel version of CRYSTAL (MPPCRYSTAL) has been developed in a previous work [6, 9] . The main change from the strategy described for the original parallel version PCRYSTAL was that all large objects were distributed. In particular, in reciprocal space, the size of 4) is equal to the square of the number of basis functions. MPPCRYSTAL was developed mainly to efficiently distribute the elements of these matrices among the processors and to improve load balancing when calculations with few k points are run on a large number of processors. Thus, all the large reciprocal space matrices were distributed and operated on in parallel. For this part the ScaLAPACK library was used, and, thus, a block cyclic distribution of the data is implemented. [27] In MPPCRYSTAL a hierarchical parallelism is used for the reciprocal space part of the calculation; first, the independence of the k points is exploited and then, for each k point, a number of cores perform the calculation in parallel by using the ScaLAPACK library.
The true novelty with respect to the MPPCRYSTAL features described in Ref. [9] is the treatment of the matrices defined in real space. In principle, the real space Another memory impact improvement of the present version is the distribution of the matrices associated with transformations between cartesian and symmetry allowed coordinates which are essential for geometry optimization. These matrices are now generated by the iterated classical Gram-Schmidt (GS) algorithm rather than a standard modified GS method as was used in the serial version of CRYSTAL. This is because of the markedly superior parallel scaling of the former method. [28] In this way, one of the memory bottlenecks of PCRYSTAL and of the previous MPP version (3N a x 3N a matrices, where N a is the number of atoms in the cell; for X14, nearly 10 GB) disappears.
A few residual serial parts in the code, which resulted to be negligible in profiling up to about 10000 basis functions, became top CPU time consuming for larger unit cells.
All these routines have been parallelized in the new version of the code.
As we will discuss in the Results section, the current major limitation of any quantum mechanical codes is the inefficient scaling provided by ScaLAPACK diagonalizer with the number of cores. This has been somewhat helped by the introduction of the faster divide and conquer routines (PDSYEVD [29] and PZHEEVD [30] ) in ScaLAPACK 1.7, but it is still an issue, and this is the ultimate limitation in the scaling of the time to solution of MPPCRYSTAL.
All these improvements in the new version remove both the major limitations noted above. As a consequence the new MPPCRYSTAL version can: i) scale to 1000s of cores (test cases up to 15,000 cores have been run, showing that the code remains robust also at this limit), and ii) address much larger problems than the previously described version of MPPCRYSTAL. [9] It is shown in the Results section that the present version of MPPCRYSTAL is able to perform SCF iterations at over 100000 basis functions.
Performance Analysis
All the calculations run in the present work shared the same fundamental computational parameters. All the runs consisted of an energy and gradient calculation performed within the density functional approximation (DFT). The Becke three-parameter hybrid exchange functional in combination with the gradient-corrected correlation functional of Lee, Yang, and Parr (B3LYP) [31] [32] [33] [34] has been adopted for most of the calculations. Use of B3LYP implies the calculation of HF exchange. For comparison, some calculations were run adopting the Perdew, Burke and Ernzerhof exchange-correlation functional (PBE), [35] a pure DFT functional. The Gauss-Legendre quadrature and Lebedev schemes are used to generate angular and radial points of the DFT grid, a pruned grid consisting of 75 radial points and 434 angular points, subdivided into five subintervals (LGRID). As anticipated, the values of the tolerances that control the Coulomb and exchange series in periodic systems were maintained to the default CRYSTAL values. The
Hamiltonian matrix was diagonalized only at the origin of the first Brillouin zone (Γ point). [36] This choice corresponds to a small error of 0.68 mHa (1.18 μHa per atom) in the total energy for X1 if compared with the values obtained considering more k points (Table   2 ), which becomes thoroughly negligible for X2 and larger unit cells. The SCF was run in DIRECT mode, so that monoelectronic and bielectronic integrals were evaluated at each cycle. The eigenvalue level-shifting technique was used to lock the system in a nonconducting state even if the solution during the SCF cycles would normally pass through a conducting state. [6, 37] The level shifter was set to 0.3 Ha. To help convergence of the SCF, the Fock/KS matrix at cycle i was mixed with 20% of the matrix at cycle i-1. All bielectronic Coulomb and exchange integrals were evaluated exactly (NOBIPOLA keyword), [6] since the bipolar expansion technique becomes less useful when running CRYSTAL in its massively parallel version and it is memory consuming in the present implementation. The DFT grid is distributed across the available processors (DISTGRID keyword). Matrix diagonalization is performed by the ScaLAPACK library using a divide and conquer algorithm [29] (using the DCDIAG keyword in MPPCRYSTAL), since we observed a significant speedup in this step with respect to the default diagonalization algorithm (a factor of 5 for X2).
In order to analyze performance and scaling of the CRYSTAL code, wall-clock time at the end of the calculation and the time required to perform some of the most important steps of the SCF were examined for an increasing number of processors (32, Table 1 ). Values at 32, 64 and 128 cores were extrapolated assuming a linear scaling behavior.
HPC Architectures
Most of the calculations were run on the IBM SP6 system at CINECA (Italy), a P6-575 Infiniband Cluster, consisting of 5376 IBM Power6 processors (4.7 GHz), distributed across 168 computing nodes, with a theoretical peak performance of 101 TFlop/s. Each node has 128 GB of RAM available for a total system memory of 21TB. The CINECA SP6
is provided with an Infiniband X4 DDR internal network and 1.2PB of disk space. [38] Unless otherwise stated it should be assumed that the results presented are for this architecture.
Tests on the IBM Blue Gene P (BG/P) architecture were run on the test machine available at CINECA. Each compute card (CN) features a PowerPC 450 quad core working at a frequency of 850 MHz with 4 GB of RAM and the network connections. A total of 32 CNs are plugged into a node card. Then, 32 node cards are assembled in one rack to give a total of 4096 cores. At CINECA only one rack is present for a peak performance of 14 TFlop/s.
In BG/P systems compute nodes are dedicated to running user application, and almost nothing else, so that an I/O node is necessary: there is one I/O node per pairs of node cards.
This implies that the minimum job allocation is 2 node cards (64 compute cards, 256 cores). [39] The results presented for the Cray system were run on the phase_2b component of the HECToR (UK) service. This is a Cray XE6 system and is contained in 20 cabinets and comprises a total of 464 compute blades. Each blade contains four compute nodes, each with two 12-core AMD Opteron 2.1GHz Magny Cours processors. This amounts to a total of 44,544 cores. Each 12-core socket is coupled with a Cray Gemini routing and communications chip. Each 12-core processor shares 16GB of memory, giving a system total of 59.4 TB. The theoretical peak performance of the phase_2b system is over 360
TFlop/s. [40] Results
Memory Requirements
A calculation for a system with a relatively large unit cell is only possible if the memory and time limitations of the computational system in use are met.
As regards memory requirements, the unit cell of MCM-41 (7756 AOs) How large can a unit cell be in CRYSTAL calculations? The ideal answer would be infinite, but for the moment being, on the tested HPC architectures, the code was shown to work properly on a system consisting of 14 MCM-41 units (X14), containing 108584 AOs.
In the latter case only few SCF cycles were run, since a complete energy calculation may become very time consuming when running on a small number of processors. However, as the runtime for one SCF step is almost constant throughout an SCF calculation it is straightforward to estimate the total SCF time.
Time vs. cores
The next question is to establish the number of cores to run such calculations most efficiently. This is a critical issue, since each combination of size, symmetry, level of theory corresponds to an efficient optimal balance of running time and parallelization efficiency. In general, running a calculation of a relatively small system on a high number of cores is a waste of computational power, since only a small SPEEDUP is obtained.
To investigate this point, first a B3LYP energy and gradient calculation for the unit cell of MCM-41 (X1) was run on an increasing number of cores on the CINECA SP6
system. This corresponds to one step of a structure optimization. Wall-clock time is reported in Figure 3 , deviates from ideal behaviour at very low number of cores: when more than 256 cores are used, only a small reduction of the time requested by this routine is found. The poor efficiency of diagonalization algorithms is a known issue in linear algebra [41] and can truly become the limiting factor for the overall efficiency of a computational chemistry code.
The subroutines employed in the integrals evaluation step scale with a very high efficiency. Indeed, the scaling of the bielectronic integrals computation is almost ideal, while the small deviation from linearity for the monoelectronic contributions can be explained by a different load balance among the processors. The linear scaling of integral evaluation routines is widely reported in the literature. [42] The computation of the XC DFT contributions scales decently. The energy gradient calculation scales in a similar way to that of the integrals.
The overall scaling of the code depends on the relative contributions of the various steps to the total running time (and contributions up to 1024 cores for the X4 supercell are reported in Figure 4 ). In turn, this is linked to the level of parallelization of each part of the code (Amdahl's law). [43] In essence, the remaining serial part, or poorly parallelized section of the code, will dominate the overall efficiency in the limit of very large number of cores.
Moreover, some apparently quick operations may become much more time consuming when the system size increases. For this reason, in the present version of the code the remaining time consuming preliminary steps in a CRYSTAL calculation for very large unit cells have been parallelized. Residual serial code in this part of the calculation accounts for poor scaling at NC>128. However, the associated overhead is negligible (<1%).
Computation of the bielectronic integrals is usually the most time consuming step. In our test case, their impact is slightly reduced by the amount of void in the MCM-41 model ( Figure 2 ).
Concerning the role of the Hamiltonian, a comparison was performed between the hybrid B3LYP and the generalized gradient-approximated PBE functionals. A PBE calculation for X1 is 2.5 times faster than the corresponding B3LYP run, because exchange series are to be evaluated only in the latter case (note that this ratio can be much larger, by up to, or more than one order of magnitude, when a PW basis set is used). [44] However, B3LYP guarantees a noticeable higher efficiency in scaling of the total time (Figure 3 ), because the best scaling part of CRYSTAL, the computation of two electron integrals, accounts for 35% of the total running time with 2048 cores in the case of B3LYP and only for 12% in the corresponding PBE calculation.
Portability
In this section we give a brief account of portability to different HPC architectures.
As part of this performance analysis, the present version of the CRYSTAL09 code was run on two further machines, in addition to the IBM SP6 installation: an IBM BG/P system and the Cray XE6 supercomputer (see Computational Details for their characteristics). An SCF plus gradient calculation for the X1 MCM-41 cell was run and the total time scaling efficiency was considered ( Figure 5 ). CRYSTAL09 runs properly on all the considered architectures and the computed total energy is completely machine independent (all significant digits are equal). Both BG/P and HECToR are HPC systems more focused on massive parallelization with respect to the SP6 architecture. BG/P, in particular, is strongly built on the idea of employing a very high number of cores of relatively low clock frequency. These differences are mirrored in the scaling efficiency, which is highest for BG/P, lowest for SP/6 with HECToR in between, when considering the same number of processors. Nevertheless, CRYSTAL09 scaling looks very similar for all the considered architectures.
Conclusions
The present paper reports on the parallel performance of the CRYSTAL ab initio periodic program when running on HPC architectures for the study of complex materials of great importance. It is also the most complete memory usage and performance analysis of the program to date. Results of the present work can help CRYSTAL users in preliminary analysis of feasibility of a calculation to assess the amount of computational resources to be allocated in order to run it most efficiently. The present version of the program represents a definite improvement with respect to the state of the art reported in Ref [9] as we removed the bottlenecks appearing when the program was run on more complex systems, such as the mesoporous silica model considered here. In order to obtain the results reported in this paper, the original code was modified following two main directions: a) reducing memory requirements, particularly considering the constraints of modern HPC architectures, and b)
speeding up new parts of the code through parallelization.
This new version of the code is capable of calculating the electronic energy of systems with up to 8000 atoms and more than 100000 Atomic Orbitals on a typical HPC architecture. Such improvements can strongly enlarge the range of complex materials to be investigated, so that calculations of increasingly larger systems become feasible on a larger number of cores. Parallelization of most of the code resulted in a good to almost perfect scaling. As expected, the optimal number of cores to be used for a CRYSTAL calculation is mainly related to the size of the crystal unit cell. The performance of CRYSTAL has been checked on three rather different HPC architectures, namely the IBM/SP6, the IBM Blue
Gene/P and a Cray XE6 machines, showing extremely similar scalability. It is also reassuring that the SCF DFT total energy is machine independent with respect to the HPC architecture.
We are aware that some of our previous considerations need to be verified for different materials and that, when dealing with more complex computations (like frequency calculations), new bottlenecks may arise. For this reason the development of the CRYSTAL code is constantly evolving and the results of further improvements in performance will be illustrated in the future.
Perspective Works
As stated in the Introduction, the current main limitation of the CRYSTAL code remains the quadratic scaling with the system size that emerges with cells containing more than 200 irreducible atoms. To solve this problem, major interventions on the code are needed, particularly revisiting the loop structure in the main routines. However, the real difficulty is disentangling the Fock diagonalization dependence on the system size, as the time for i) the limited amount of memory shared among one-chip GPU cores; ii) the great deal of work needed to refurbishing complex quantum mechanical codes to suite the specificity of GPU architecture. TeraChem [45] , a full quantum mechanical code a priori designed to run on GPUs, is the only exception. Despite its impressive performance, the introduction of the d type orbitals has been completed only very recently, showing the difficulty of this step.
Gaussian Inc., has announced a possible porting of Gaussian09 to CUDA as a joint project with NVIDIA and the Portland group. We are only aware of one attempt to port VASP on GPUs [46] while Quantum ESPRESSO [47] has released a beta version only of the PWscf module on GPUs. What emerges from the above discussion is that, despite the attractive perspective to run a quantum mechanical calculation on GPUs, a lot of work is needed to port actual codes to the new architectures. This is also the case of CRYSTAL whose complexity hampers its implementation on GPUs, at least in the near future.
Captions to the Tables   Table 1 . Size (GB) of the main CRYSTAL matrices as a function of the system size. 
