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a b s t r a c t
In this paper, we consider algebras over a field of characteristic p, which are generated by
adjacency algebras of Johnson schemes. If the algebra is semisimple, the structure is the
same as that of the well-known Bose-Mesner algebras. We determine the structure of the
algebra when it is not semisimple.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let G be an association scheme and K a field. We consider an algebra generated by adjacency matrices of G over K ,
the so-called adjacency algebra KG of G over K [1,5]. If K has characteristic 0, KG is semisimple. Many researchers have
studied this case and there are many results [1,3]. However, there are few for the case where K has positive characteristic.
We call such KG modular adjacency algebras. When KG is semisimple, we have the case of characteristic 0. The structure
is isomorphic to a direct sum of Ks; hence, we shall focus on the case where KG is not semisimple. Yoshikawa described
modular adjacency algebras of Hamming schemes as factor algebras of a polynomial ring by ideals [11]. These algebras
are local algebras; hence, there is only one block. Hanaki and Yoshikawa studied association schemes of class 2 [7]. If an
algebra is a factor algebra,weknowwhether or not thenumber of isomorphismclasses of finite dimensional indecomposable
modules of the algebra is finite. If it is finite, we say that the algebra is a finite-representation type. Actually, Hanaki and
Hieda considered representations of strongly p′-valenced Schurian schemes of order pq using Brauer tree algebras [6]. They
showed that the modular adjacency algebra of a Johnson scheme J(p, t) is a finite-representation type. In this paper, we
describe structures of modular adjacency algebras of Johnson schemes. These algebras are not always local algebras. We
knowwhen amodular adjacency algebras of Johnson scheme is a finite-representation type. This result helps us to construct
the modular representation theory of association schemes.
2. Preliminaries
Let M be a finite set with m elements. Consider a collection of subsets of M,

M
n

= {N ⊂ M | |N| = n}, for
0 < n ≤ m/2. We define the Johnson distance ρ(N1,N2) = n − |N1 ∩ N2|, for two subsets N1,N2 ∈

M
n

and relations
Ri = {(N1,N2) | ρ(N1,N2) = i}. It is known that X =

M
n

, {Ri}0≤i≤n

forms an association scheme [1]. X = J(m, n)
is called the Johnson scheme. Let {Di}i=0,...,n be adjacency matrices with respect to relations. Let vi denote the valency of
Di [1]. Let us denote the adjacency algebra of X over a field K by KX. We consider the character table P . Let (K , R, F) be a
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splitting p-modular system for the adjacency algebra, and (π) be themaximal ideal of R. We denote the image of the natural
epimorphism R → F by ∗. For details of a p-modular system, the reader is referred to [9]. Since
RX/πRX ∼= FX
and πRX ⊂ J(RX), idempotents of FX are liftable to idempotents of RX. In FX, 1 can be expressed as the sum of central
primitive idempotents:
1 = f0 + · · · + fs.
Accordingly, the central primitive idempotents decomposition of 1 in RX is
1 = e0 + · · · + es,
where e∗i = fi, (0 ≤ i ≤ s).
Letting bi denote eiRX and b∗i denote e
∗
i FX, then we obtain the indecomposable decomposition of RX into two-sided
ideals:
RX = b0 ⊕ · · · ⊕ bs.
The corresponding indecomposable decomposition of FX into two-sided ideals is
FX = b∗0 ⊕ · · · ⊕ b∗s .
We call bi (or b∗i ) a block of RX (or FX). Mapping each adjacency matrix Di to vi induces an algebra homomorphism from
FX to F . This representation is usually called the trivial representation of FX. We assume that χ0 is the trivial representation,
and χ0 belongs to b0. We call b0 the principal block of X. We use the following lemma often.
Lemma 1 (Lucas,[2]). Let p be a prime and put m = a0 + d1p + · · · + dkpk and n = b0 + b1p + · · · + bkpk, where
0 ≤ ai, bi < p(0 ≤ i ≤ k− 1). Thenm
n

≡
k∏
i=0

ai
bi

(mod p).
3. Epimorphism
Let Ci be a linear combination of adjacency matrices such that
Ci :=
n−
u=i
u
i

Dn−u, (i = 0, 1, . . . , n). (1)
Since the coefficient of Dn−i is 1,
n
i=0
FDi =
n
i=0
FCi. (2)
Then C0, . . . , Cn form another basis of the adjacency algebra of the Johnson scheme [3],
CrCs =
min(r,s)−
t=0

n− t
r − t

n− t
s− t

m− r − s
m− n− t

Ct . (3)
Theorem 2. For each positive integer n, ϕn : FJ(2n+k, n) −→ FJ(2(n−1)+k, n−1)(Cni → Cn−1i−1 ) is an algebra epimorphism.
Proof. Let Cni (or C
n−1
i ) be an F-basis of FJ(2n+ k, n) (or FJ(2(n− 1)+ k, n− 1)) as per the above definition (1), and we put
Cn−1−1 = 0. It is clear that the map ϕn is surjective by the correspondence ϕn(Cni ) = Cn−1i−1 .
ϕn(Cnr C
n
s ) = ϕn

min(r,s)−
t=0

n− t
r − t

n− t
s− t

2n+ k− r − s
2n+ k− n− t

Cnt

=
min(r,s)−
t=0

(n− 1)− (t − 1)
(r − 1)− (t − t)

(n− 1)− (t − 1)
(s− 1)− (t − 1)

2(n− 1)+ k− (r − 1)− (s− 1)
2(n− 1)+ k− (n− 1)− (t − 1)

ϕn(Cnt )
=
min(r,s)−
t=0

(n− 1)− (t − 1)
(r − 1)− (t − t)

(n− 1)− (t − 1)
(s− 1)− (t − 1)

2(n− 1)+ k− (r − 1)− (s− 1)
2(n− 1)+ k− (n− 1)− (t − 1)

Cn−1t−1
= Cn−1r−1 Cn−1s−1 = ϕn(Cnr )ϕn(Cns ).
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So ϕn is an algebra epimorphism. Since Kerϕn = (Cn0 ) = (⊕ni=0 Dni ) = (J∗),
FJ(2(n− 1)+ k, n− 1) ∼= FJ(2n+ k, n)/(J∗). 
A Johnson scheme J(m, n) is always described with the two parameters m and n. When we consider their modular
structures, we do not have to consider the case wherem is very large compared with n, by the next lemma.
Lemma 3. If pk > n, then
FJ(m+ pk, n) ∼= FJ(m, n).
The proof is omitted, because it is similar to the proof of Theorem 2. From the next lemma, we can determine whether
the dimension of the principal block of FJ(m, n) is 1, and if not, we can calculate its dimension. We discuss the method in
Section 5.
Lemma 4 ([7]). The dimension of the principal block b∗0 of FJ(2n+ k, n) is 1 if and only if p -

2n+k
n

.
4. Decompositions of modular adjacency algebras
If the prime p = 2, then FJ(2(2t − 1), 2t − 1) can be expressed as a tensor product of some FJ(2(2− 1), 2− 1).
Theorem 5 ([11]). Let F be a field whose characteristic is 2. Then
FJ(2(2t − 1), 2t − 1) ∼=
t
FJ(2(2− 1), 2− 1) ∼=
t
F [x]/(x2).
Weassume fromnowon that p is an odd prime as long as there is no claim to the contrary. Let B2n+li be the ith intersection
matrix of J(2n+ l, n):
{B2n+li }j,k := pki,j =
n−k
r=0

n− k
r

k
n− i− r

k
n− j− r

n+ l− k
i+ j+ r − n

,
(0 ≤ i, j, k ≤ n).
For any i, j, k ∈ {0, 1, 2, . . . , n}, since the equations
B2n+li · B2n+lj =
n−
k=0
pki,jB
2n+l
k
hold,
⊕ni=0 FB2n+li
becomes an F-algebra. Let us denote this algebra by FB2n+l.We call this an intersection algebra over F . Since themap between
adjacency matrices and intersection matrices Di → Bi is an algebra isomorphism,
FJ(2n+ l, n) ∼= FB2n+l.
We prove the next theorem by direct modulo calculation [8].
Theorem 6. For 0 ≤ c, z ≤ p− 1, 0 ≤ d, y ≤ pt−1 − 1,
(i) If y ≥ d or z = 0,
B2(p
t−1)+cpt−1+d
zpt−1+y ≡ B2(p−1)+cz ⊗ B2(p
t−1−1)+d
y .
(ii) If y < d and z ≠ 0,
B2(p
t−1)+cpt−1+d
zpt−1+y ≡ B2(p−1)+c+1z ⊗ B2(p
t−1−1)+d
y + (B2(p−1)+cz − B2(p−1)+c+1z )⊗
pt−1−1−
l=y
γlB
2(pt−1−1)+d
l ,
where γl(y ≤ l ≤ pt−1 − 1) are positive integers.
Using Theorem 6, we prove the next theorem.
Theorem 7. FJ(2(pt − 1) + cpt−1 + d, pt − 1)(0 ≤ c ≤ p − 1, 0 ≤ d ≤ pt−1 − 1) is a subalgebra of the sum of
FJ(2(p− 1)+ c, p− 1)⊗ FJ(2(pt−1 − 1)+ d, pt−1 − 1) and FJ(2(p− 1)+ c + 1, p− 1)⊗ FJ(2(pt−1 − 1)+ d, pt−1 − 1).
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5. Structure of FJ(2(pt − 1)+ l, pt − 1)
By Theorem 7 and induction on t, FJ(2(pt − 1)+ l, pt − 1)(0 ≤ l ≤ pt − 1) is a subalgebra of sums of tensor products of
FJ(2(p− 1)+ h, p− 1)(0 ≤ h ≤ p− 1). We consider structures of FJ(2(p− 1)+ h, p− 1). In this section, let p be an odd
prime.
Lemma 8 ([7]). Irreducible characters χi and χj of KX belong to the same block if and only if χi(Dr) ≡ χj(Dr)(mod (π)) for
all r = 0, . . . , d.
Lemma 9 ([7]). The dimension of B∗i is equal to the number of χj belonging to Bi.
Character values of Johnson schemes are rational integers. Irreducible characters of a Johnson scheme are determined simply
by reducing the character table of the Johnson scheme modulo p. Characters χi and χj are in the same block if and only if
all reduced entries in the row of the character table corresponding to χi are the same as the reduced entries in the row
corresponding to χj.
Lemma 10 ([10]). Let P2(p−1)+h,p−1 be the character table for J(2(p − 1) + h, p − 1)(0 ≤ h ≤ p − 1). A reduced ath row of
P2(p−1)+h,p−1 is equal to a reduced bth row of P2(p−1)+h,p−1 if and only if a+ b ≡ h− 1(mod p).
By this lemma, for an odd prime p, we let p equal 2m + 1 (where m is a positive integer). There are m pairs of equivalence
rows and there is one isolated row. This means that FJ(2(p− 1)+ h, p− 1) can be decomposed asm blocks of dimension 2
and one block of dimension 1. We describe FJ(2(p− 1)+ h, p− 1) via the following theorem.
Theorem 11. For an odd prime p (thus p = 2m+ 1), we have
FJ(2(p− 1)+ h, p− 1) ∼= m(F [x]/(x2))⊕ F .
Corollary 12 ([6]). For 0 < t ≤ p/2,
FJ(p, t) ∼= F [x]/(x2)⊕ F ⊕ · · · ⊕ F  
t
.
In particular, FJ(p, t) is a finite-representation type algebra [4].
Each entry of P2(p
t−1)+l,pt−1 is described as some multiplication of entries of character tables of Johnson schemes with
smaller parameters [10]. This means that each entry consists of a Cartesian product of entries of t row vectors. We can
express an ath row and a bth row of P2(p
t−1)+l,pt−1 as the following:
P2(p
t−1)+l,pt−1(a) ≡ P2(p−1)+f0,p−1(a0) · · · P2(p−1)+ft−1,p−1(at−1),
P2(p
t−1)+l,pt−1(b) ≡ P2(p−1)+g0,p−1(b0) · · · P2(p−1)+gt−1,p−1(bt−1)
where l = l0 + l1p+ · · · + lt−1pt−1, a = a0 + a1p+ · · · + at−1pt−1, b = b0 + b1p+ · · · + bt−1pt−1, f0 = g0 = l0.
fk, gk =

lk + 1(mod p) (a0 + · · · + ak−1pk−1, b0 + · · · + bk−1pk−1 < l0 + · · · + lk−1pk−1),
lk (a0 + · · · + ak−1pk−1, b0 + · · · + bk−1pk−1 ≥ l0 + · · · + lk−1pk−1),
(1 ≤ k ≤ t − 1).
Proposition 13 ([10]).
P2(p
t−1)+l,pt−1(a) ≡ P2(pt−1)+l,pt−1(b)(mod p)
if and only if
P2(p−1)+fk(ak) ≡ P2(p−1)+gk(bk)(mod p), (0 ≤ k ≤ t − 1).
Theorem 14 ([10]). For any l(≥0), the number of blocks of FJ(2(pt − 1) + l, pt − 1) and their dimensions are constant. They
depend only on t.
Proof. We let p = 2m+ 1. Let the p-adic expansion of a be a0 + a1p+ · · · + at−1pt−1, and the ath row be expressed as
P2(p
t−1)+l,pt−1(a) ≡ P2(p−1)+f0,p−1(a0) · · · P2(p−1)+ft−1,p−1(at−1)
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(0 ≤ fk ≤ p − 1, 0 ≤ k ≤ t − 1). We suppose that u is the number of factors of the right-hand side, which do not have
equivalence rows in each character table. By Lemma 10, the akth row of P2(p−1)+fk,p−1 does not have equivalence rows in
P2(p−1)+fk,p−1 if and only if there is no integer b(0 ≤ b ≤ p− 1) such that
ak + b ≡ fk − 1(mod p).
For the other t − u factors of the right-hand side, there is only one such integer. By Proposition 13, the number of ways to
choose such a is mt−u since there are m equivalence rows for each of the t − u factors, for a fixed u. Then, there are 2t−u
rows which are equivalent to the ath row, including the ath row. Since the number of such u is
 t
u

, there are
 t
u

mt−u sets,
which have 2t−u equivalence rows in P2(pt−1)+l,pt−1. In particular, the following equation holds:
t−
u=0
2t−u

t
u

mt−u = (2m+ 1)t = pt .
So the number of blocks and their dimensions are independent of l. 
In Theorem 6, if d = 0, then FJ(2(pt − 1)+ cpt−1, pt − 1) can be expressed as tensor products of FJ(2(p− 1)+ c, p− 1)
and some FJ(2(p− 1), p− 1).
Corollary 15. For 0 ≤ c ≤ p− 1,
FJ(2(pt − 1)+ cpt−1, pt − 1) ∼= FJ(2(p− 1)+ c, p− 1)
t−1
FJ(2(p− 1), p− 1)
∼=
t−1
i=0

t
i

mt−i
t−i
F [x]/(x2)

F .
If d ≠ 0, the next theorem holds by Theorem 7 and the preceding theorem.
Theorem 16. For FJ(2(pt − 1)+ cpt−1 + d, pt − 1), let block decompositions of the following two algebras be
FJ(2(p− 1)+ c, p− 1)⊗ FJ(2(pt−1 − 1)+ d, pt−1 − 1) ∼= V0 ⊕ · · · ⊕ Vs,
FJ(2(p− 1)+ c + 1, p− 1)⊗ FJ(2(pt−1 − 1)+ d, pt−1 − 1) ∼= W0 ⊕ · · · ⊕Ws.
Then, the block decomposition of FJ(2(pt − 1)+ cpt−1 + d, pt − 1) consists of some of V0, . . . , Vs,W0, . . . ,Ws.
Proof. Let X be FJ(2(pt − 1) + cpt−1 + d, pt − 1), A be FJ(2(p − 1) + c, p − 1) ⊗ FJ(2(pt−1 − 1) + d, pt−1 − 1) and
B be FJ(2(p − 1) + c + 1, p − 1) ⊗ FJ(2(pt−1 − 1) + d, pt−1 − 1). The block decomposition of X may be expressed as
U0 ⊕ . . .⊕ Us, where Ui = eiX and {ei}0≤i≤s are primitive idempotents of X . Let α be X ∩ A and β be X ∩ B. By Theorem 6,
α, β are not empty. α is an (α, α)-module; β is a (β, β)-module. Let αˆ be a minimum F-dimensional (X, X)-submodule
which contains α. αˆ is an (α, α)-module. Similarly, we define a (X, X)-submodule βˆ . Then, αˆ ∩ Ui is a (α, α)-module and
an (X, X)-submodule. Similarly, βˆ ∩ Ui is a (β, β)-module and an (X, X)-submodule. Since Ui = (αˆ ∩ Ui) + (βˆ ∩ Ui) and
α ∩ β = 1⊗ FJ(2(pt−1 − 1)+ d, pt−1 − 1),
(αˆ ∩ Ui) ∩ (βˆ ∩ Ui) = (αˆ ∩ βˆ) ∩ Ui = (α ∩ β) ∩ Ui = 0.
So Ui = (αˆ ∩ Ui)⊕ (βˆ ∩ Ui). Since Ui is an indecomposable (X, X)-module, αˆ ∩ Ui = Ui and βˆ ∩ Ui = 0 or βˆ ∩ Ui = Ui and
αˆ ∩ Ui = 0. If αˆ ∩ Ui = Ui and βˆ ∩ Ui = 0,
Ui = αˆ ∩ Ui = eiX = eiαˆ = eiα ⊂ eiA = Vi1 ⊕ · · · ⊕ Vir .
By Theorem 14, for any c and d, the number of blocks and their F-dimension are constants and they are the same as for A
and B. This means that
eiα = eiX = eiA = Ui = Vi. 
By induction on t , our assumption is
FJ(2(pt−1 − 1)+ d, pt−1 − 1) ∼=
t−2
i=0

t
i

mt−i
t−i
F [x]/(x2)

F .
Then, independently of c and d, by Theorem 16, FJ(2(pt − 1)+ cpt−1 + d, pt − 1) consists of some blocks of FJ(2(p− 1)+
c, p− 1)⊗ FJ(2(pt−1− 1)+ d, pt−1− 1) and FJ(2(p− 1)+ c + 1, p− 1)⊗ FJ(2(pt−1− 1)+ d, pt−1− 1). Since the number
of blocks and their dimensions are the same,
FJ(2(pt − 1)+ cpt−1 + d, pt − 1) ∼=
t−1
i=0

t
i

mt−i
t−i
F [x]/(x2)

F .
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By Lemma 4, for FJ(2n+ k, n), if p -

2n+k
n

, then Kerϕn is the principal block and it is isomorphic to F . Let FJ(2n+ k, n) be
decomposed as b∗0 ⊕ b∗1 ⊕ · · · ⊕ b∗s . Then
FJ(2(n− 1)+ k, n− 1) ∼= FJ(2n+ k, n)/Kerϕn ∼= b∗1 ⊕ · · · ⊕ b∗s .
On the other hand if p |

2n+k
n

, then Kerϕn = (J∗) is an ideal of a radical of b∗0 whose dimension is 1.
FJ(2(n− 1)+ k, n− 1) ∼= FJ(2n+ k, n)/Kerϕn ∼= B0/(J∗)⊕ B1 ⊕ · · · ⊕ Bs.
By results of [10], we can calculate the dimensions of principal blocks even if they are not 1.
Lemma 17. The dimension of the principal block of FJ(2n+ l, n) is the number of (x+pt−1−n)th rows of the reduced character
table of J(2(pt − 1)+ l, pt − 1) which are equivalent to the (pt − 1− n)th row (0 ≤ x ≤ n).
Example 5.1. We consider the structure of FJ(13, 6)where charF = 3.
(i) Consider the structure of FJ(2(pt − 1)+ cpt−1 + d, pt − 1):
FJ(2(32 − 1)+ 0 · 3+ 1, 32 − 1) ∼= F [x1, x2]/(x21, x22)⊕ F [x3]/(x23)⊕ F [x4]/(x24)⊕ F .
(ii) Consider the structures of FJ(2(pt − 1− k)+ cpt−1 + d, pt − 1− k), (k = 1, 2, . . .) by induction:
Since 3 -

17
8

, the dimension of the principal block of FJ(17, 8) is 1.
FJ(2(32 − 1− 1)+ 1, 32 − 1− 1) ∼= F [x1, x2]/(x21, x22)⊕ F [x3]/(x23)⊕ F [x4]/(x24).
Since 3 |

15
7

, the dimension of the principal block of FJ(15, 7) is not 1. By the reduced character table of J(17, 8),
dimF b∗0 = 4. So F [x1, x2]/(x21, x22) is the principal block of FJ(15, 7).
FJ(2(32 − 1− 2)+ 1, 32 − 1− 2) ∼= F [x1, x2]/(x21, x1x2, x22)⊕ F [x3]/(x23)⊕ F [x4]/(x24).
Remark 1. If p is the evenprime2, then Theorem14does not hold because FJ(2(p−1), p−1) is local and FJ(2(p−1)+1, p−1)
is semisimple. We need to consider the case of p = 2 using other methods.
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