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INTRODUCTION

GOALS/OBJECTIVE
The United States Air Force has embarked on a major effort to provide the warfighter with a simulation training environment called Distributed Mission Training (DMT). The DMT global network concept calls for interfacing geographically separated simulations (live, virtual, and/or constructive) into a realistic synthetic training environment to enable warfighters to "train the way they fight!" However, today's distributed simulation environments can only operate at a single system high security level since there are no security mechanisms to address the transfer of data between simulations executing at different security levels.
Trusted Computer Solutions was tasked to develop a Distributed Training Network Guard
(DTNG) to allow simulation systems operating at different security levels to interoperate within a common synthetic environment thereby enhancing the capability to support full mission training and rehearsal. More specifically, the objective was to develop and demonstrate a multi-level security (MLS) network guard that supports distributed simulation training systems interoperating at different security levels within a High Level Architecture (HLA) environment. The TBF is the physical real-time automated network guard component that supports twoway data transfer between simulation federations operating at different security levels. The SRRSIAT is a stand-alone interactive graphical user interface (GUI) application that provides the federation security classification/domain expert the capability to develop and review classification rules that govern the transfer of objects, attributes, interactions, parameters, and the execution of cross security level Run-Time Infrastructure (RTI) operations for cross federation object models (FOMs). The TBF is designed to be FOMindependent and operates using a subset of the confederation of FOMs that include the objects and interactions that can cross security levels. The FOM associated with any specific exercise forms the basis for all the objects and operations against which filtering and guising rules are applied. These rules can be simple "yes/no" rules or more sophisticated rules. For example, filtering rules may be to zero out, clear, or null the data values of attributes, subattributes, parameters and sub-parameters. Guising or sanitizing rules allow for changing attribute or parameter values within the constraints of the data type.
COMPONENTS
ARCHITECTURE
The TBF architecture is illustrated in Figure 1 . operations for all federates on the system-high networks. For the example of object publication, a USF will appear to publish all objects published by federates on all other federations other than the federation operating at its security label and will forward on all objects published by its federation (that have been released by the TBP).
There is no direct communication between the USF processes executing at different security labels. Communication between the USFs occurs through the TBP. The TBP is responsible for mapping and processing data from one federation to another federation. It performs any necessary modifications of the data in accordance with the security policy and guarantees the integrity of the data. It also includes all the processing necessary to manage asynchronous communication between the USFs.
In the TBF architecture, every federate, in all attached federations including the TBF itself, uses the confederation FOM. The TBP security filter only passes data between the USFs: (1) if there is a security policy for that object or interaction; and (2) if the data meets the security policy rules for that object or interaction.
This architecture represents the most efficient approach to implementing the TBF. It is not dependent on availability of RTI vendor source code and does not require any modification to the RTI specification. It also consolidates and protects the "trusted" software on the trusted operating system component. The USF encapsulates all the HLA functionality required to communicate with other federations, while the TBP encapsulates all of the security-relevant functions as well as all communication with the USFs.
The TBP controls the execution and communication between the USFs. There will be two or more USFs connected to a single TBP, one for each federation connected to the guard device.
However, standard security approval processes do not typically permit direct or indirect connection between Top Secret Sensitive Compartmented Information (SCI) and Unclassified systems. Therefore, connection of multiple single-level federation networks will likely be limited to single-step interconnections. For example, accreditation approval can reasonably be expected for connections between Top Secret-SCI to Secret-US and SecretReleasable Levels or between Secret-US and Secret-Releasable Levels to Unclassified.
On startup, the TBP reads a configuration file to determine at which security label each USF should be created, and how to start the USFs. The USFs will then perform normal startup activities for a federate and will initiate communication with the RTI for its federation.
The TBF uses the confederation FOM but will only operate on objects, attributes, interactions, and parameters for which there are security-filter rules.
Since the uniqueness of HLA handles is only maintained within a federation, the TBF must maintain unique identifiers across all USFs. Therefore, prior to processing any communication between federations, the FOM will be processed to provide the following information:
• A list of object classes, where each is mapped to a unique identifier
• A list of interaction classes, where each is mapped to a unique identifier
• A list of attributes, where each is mapped to a unique. These attributes would additionally have a data type and a data size associated with them. This information is obtained from the Object Model Template (OMT).
• A list of parameters, where each is mapped to a unique identifier. These parameters will additionally have a data type and a data size associated with them.
This information is obtained from the OMT.
• At the heart of the TBF is the security classification filtering process. For each source security label to each target security label, filtering rules are defined based on the rule set defined using the SRRSIAT.
The state cache holds both state information and the current value of all received entity attributes for all entities. Entity information includes the most current value of all attributes that have been received for all entities.
In addition to the original design documentation, Unified Modeling Language (UML) models were created to support the design effort. These models are difficult to reproduce on paper, but have been included on the CD for review. The files are SRRSIAT.mdl and TBF.mdl for the different respective projects. Finally, TCS employed a system of biweekly peer review for all design and coding. This was a semi-formal system, whereby the individual engineers would meet on a daily basis to discuss the existing design and development strategies. As classes and methods were developed, all members of the team were consulted for design issues before implementation.
Processes Followed
Every two weeks, the engineers on the project would review each other's code to gain fuller understanding of the project and to ensure that no errors were being introduced.
HLA SUPPORT
The High-Level Architecture (HLA) mandate establishes a common high-level simulation architecture to facilitate the interoperability of all types of models and simulations among themselves and C41 systems. The HLA is designed to promote standardization in the M&S community and to facilitate the reuse of M&S components.
The HLA is defined by three components: federation rules, the HLA Interface Specification, and the Object Model Template (OMT). The Run-Time Infrastructure (RTI) software implements the interface specification and represents one of the most tangible products of the HLA. It provides services in a manner that is comparable to the way a distributed operating system provides services to applications.
The DTNG has used implementations of the RTI from two major companies: DMSO and MaK Technologies. The TBF initially used the DMSO RTI but a decision was made by the Air Force in conjunction with TCS that it was not optimal for real-time applications.
Currently the DTNG uses and supports the MaK RTI up to version 1.3.6 and can also support all versions of the DMSO RTI with minor modifications. An effort to move to MaK RTI version 2.0 is currently in progress. 
PHASES/MILESTONES
The The DTNG Spiral 1 Test was conducted 6 -10 January 03 with the primary objective of the test being the performance measurements of the TBF, since a key performance parameter of the system is to provide a near real-time throughput of 12MS -16MS. The test was successfully conducted in that valuable performance data was collected while testing the system under different load levels and test conditions. In addition, system integration test, security testing, and audit feature capabilities were evaluated. Unfortunately, the allotted time devoted to the remaining test was insufficient due to the effort placed in conducting a sound performance measurement test. The SRRSIAT initial capabilities were also demonstrated although the system still required additional development and testing. The main issue resulting from the Spiral 1 Test was the TBF spike latency measurements discovered during the extensive performance measurements test. Also, security test were not sufficiently extensive to determine whether all basic security aspect were being executed properly. The SRRSIAT functional capabilities were demonstrated by developing the security rule set for Vignette 5. Once the rule set was developed, it was compiled and imported into the TBF and tested. This specific capability was part of the overall demonstration that was presented to DoD organizations and contractors.
Trusted Computer Solutions has wrapped up the DTNG version 0.9 Beta to be delivered to the US Air Force by the end of October 2003 and has already begun Phase 2 of the program.
BUGS/ENHANCEMENTS
The current bugs and requests for enhancements for the TBF all fall between Priority 3 and Priority 5. None are critical to the functionality of the TBF. They are as follows:
Priority 3 -Compartmenting Issue
With Trusted Solaris, a high side service that binds to all interfaces will receive low side data. This would mean that the high side USF receives federation traffic intended for the low side USF if they both use the same port number. The high side USF then sends this data through the TBF to the low side, which causes an infinite loop. It may be possible to create and use separate compartments to prevent this problem. It may also be possible to use the TCSecure:eFilter component to enforce this security.
These solutions need to be tested.
Priority 3 -Performance Issue (see Section 7.1.1)
The TBF seems to have a "spiking" problem in its performance. About 95% of the data passes well under the target range of 12-16ms but 5% of the data spikes as high as 100ms. The exact cause has not yet been determined. One possible fix might be converting all the Unix queues to customized Shared Memory Segments. This solution would be an enhancement to the TBF.
Priority 3 -No Rule Support Against RTI Operations
TBF needs to support rule specifications against RTI operations. For example, the Rule Library should be able to handle a rule such as "do not allow any discover object instances to go across."
Priority 4 -Rule Generator Needs To Generate attributes.txt Configuration File
The TBF needs an "attributes.txt" file, which is currently being generated by a Perl script. The SRRSIAT/Rule Generator needs to be able to generate this file upon creation of libraries. This file is used by the TBF to map class and attribute names to the internal numbers used by the TBF.
Priority 3 -Level Issue (FIXED)
Currently in the configuration file of the TBF, it is necessary to have the lines in the correct order otherwise it is misleading as to which is the high side and which is the low side. Someone not careful or not knowing about this constraint might get confused with how the TBF seems to be "reversed". This needs to be corrected to make the configuration file easier to work with.
Priority 4 -Simplify Installation Process
The TBF/Srrsiat needs a simplified installation process so that a network administrator can install both products easily. In addition, an icon is necessary to allow the TBF to be run by someone other than the root role, which is currently necessary to allow TCSecure:eFilter to operate.
Priority 3 -Variable Length Data
A more permanent way needs to be implemented for data coming in of variable length. Currently there is a work-around by "estimating" the max size of the data and just storing it in a character array and allocating enough memory for that character array.
Priority 5 -Hanging Child Processes
If for some reason the TBF exits abnormally, the USF processes will continue to run, and the TCSecure:eFilter will not close the necessary ports. If the user is unaware of this, the TBF will print out several error messages when it is next run. The TBF needs to check for the presence of the USF processes, and force them to shut down before the TBF starts up.
Priority 5 -Add Time Management Support (see Section 7.1.2)
Adding HLA Time Management Support can be done if necessary.
However, this will require significant effort and design.
Priority 5 -Transition to MAK 2.0
This is currently being dealt with.
Priority 5 -Ownership Management Support (see Section 7.1.3)
Adding HLA Ownership Management support to the TBF can be done if required by the customer. This is a significant effort and considered an enhancement to the TBF.
PERFORMANCE ISSUE
Performance testing conducted in the Air Force Research Laboratory in Mesa, Arizona during January of 2003 showed that the TBF (Trusted Bridge Federate) has a performance 'spiking' issue that needs to be addressed.
The target throughput requirement of the TBF is 12-16ms per message average. Several variations of tests were conducted including:
• Testing without the TBF to give us a baseline network latency
• A simple rule set that passes all the data
• And a complicated rule set. For our experiment we chose Vignette 1A.
Different loads were also tested from low (2 Viper simulators and no other entities) in a single direction to high (2 Viper simulators and 20 entities with 20 second updates) in both directions. All tests yielded similar results. The average throughput was considerably faster than expected (average 3.9 ms), but 5-6% of the data peaked, sometimes as much as 100ms.
It was theorized that this might be due to a lack of processors on the system. The TBF was tested on a 2 processor SunFire 880 when there were in fact 4 main processes running simultaneously (TBF, Low-Side USF, High-Side USF, and the Trusted Solaris 8 Operating System). Upon further testing with a 4 processor machine at Trusted Computer Solutions main headquarters in Herndon, VA, it was determined that increasing the number of processors reduced the number of spikes to nearly a third. Though it is impractical to guarantee a hundred percent of the data to pass within the 12-16ms threshold, further investigation may help in reducing the percentage of spikes significantly.
One possible issue may lie within the Unix system queues that are being used by the TBF.
These queues seem to be slow in regards to real-time applications. This may be because the queues are filling to maximum capacity and blocking, and thereby causing the system to spike. A quick fix to this problem may be adjusting the maximum size of the system queues enough so that they don't reach a maximum capacity in a realistic training exercise. This may temporarily fix the problem for a specific training exercise but it surely isn't a cure-all for the performance problem. A level of effort to investigate this is approximately 2 staff weeks.
Another area worth investigating is modifying the main processes to be "real-time". This might minimize the number of blocks and interruptions that take place during run-time and might minimize performance 'peaks'. Again, this may temporarily fix the problem for a specific training exercise but it surely isn't a cure-all. The level of effort to investigate this is approximately 1 staff month.
Finally, an area that may be worth a few months effort that may truly minimize the spiking issue (to as little as can be expected) is to replace the system queues altogether with a custom-written shared memory management interface. This will possibly rid the TBF of any delays that are currently being caused by pushing and popping messages off the system queues. Since the TBF is coded entirely in C++, only modifications in implementation will need to be revisited while the interface can remain the same. This is the advantage of having a product built in an object-oriented design fashion. Though this option will take longer than the others suggested, it is very possible that this is actually what needs to be done to minimize the performance spikes to an acceptable percentage. The level of effort to implement shared memory is approximately 3 staff months.
If the shared memory option is chosen and later it is decided to increase the number of processors from 2 to 4, no additional changes to the system will need to be made. Since memory is separate from the processors, it shouldn't have any effect at all. Shared memory will not cause any problems with Trusted Solaris or any of its security features. Shared memory is a multilevel resource, exactly like the Unix queues that are currently used. In fact, the queues are implemented using shared memory by Trusted Solaris. So there should be no problem with security or accreditation for using multilevel shared memory structures.
TIME MANAGEMENT SUPPORT
Time Management in HLA is a set of services, which coordinate the advancement of logical time, and its relationship to wall clock time during the federation execution. A main goal of time management is to support interoperability among simulations utilizing different internal time management mechanisms (message ordering, internal time flow, transportation services, etc).
The TBF does not currently support Time Management. This is largely due to the fact that the TBF was designed for real-time simulations. The TBF can be redesigned to support Time Management but the implications need to be stated and understood.
The architecture of the TBF at a high level will remain basically the same as the current design. Significant changes will need to be made to the message passing systems between the USFs and the TBF. This will add a level of synchronization to the TBF. Once Time Management is enabled, performance will be drastically impacted and the TBF will not run at real-time speeds. Time Management in HLA assumes no common, global clock. For this reason, the TBF will attempt to synchronize time between federations. This will require the TBF to join each federation as being time constrained and time regulating.
The TBF will need to be the last federate on each federation to advance time in order to maintain synchronization. This will cause the entire simulation to slow down even further.
Only after knowing the details of how Time Management is handled in an operational environment can it be concluded whether the lag time will be acceptable or not.
Adding the ability to support Time Management does not severely impact security, as the TBF, like all federates that are time constrained, will receive messages in the correct time order, which means that whatever it has received is close enough to "now" that it makes no difference to an accreditor. Some filtering would have to be done on the time-related data, but not a significant amount, since there is not much sensitive data there.
The level of effort to implement Time Management is approximately 8 staff months.
Considerable modifications need to be made to the TBF and the SRRSIAT.
OWNERSHIP MANAGEMENT SUPPORT
The TBF does not currently support Ownership Management of HLA objects. The TBF can be redesigned to support Ownership Management but the implications need to be stated and understood.
In order for the TBF to support Ownership Management, it would have to use the GRIM RPR 2.0 FOM or some variant of that process. There are two ways that the TBF can be modified to transfer ownership of objects. They are described below.
With the first method, TCS will only modify the TBF to handle Object Ownership HLA calls
and not worry about the filtering of the data that is passed during the ownership transfer. The GRIM RPR implementation of Ownership Transfer seems to require a DIS method for handling this data. In this method, TCS will not implement a DIS to HLA converter. The customer will have to do one of two things to filter the data properly during an ownership transfer:
1. The customer can implement his or her own DIS to HLA smart filter. It should be noted that this would be a significant effort.
2. A process change is required. Rather than data being sent across as part of the ownership transfer interaction, the relinquishing federate would publish the necessary data via the normal updateAttributeValues( ) HLA command. The TBF is already capable of handling this with ease. During the actual transfer of ownership, the "records" portion of the ownership transfer interaction will be dropped and the data will not be passed. This means that all federates in the exercise will have to implement the process described above for the filtering to work properly.
TCS will require about 5 staff months to implement the Ownership Transfer calls for either of the two options listed above. TCS could implement a DIS to HLA converter which would ease the filtering process but it would require a much more significant effort (about 24 staff months).
TRANSITION/FUTURE WORK
The DTNG project is now being transitioned to an operational environment at TACCSF's 
MLS lab in
SUMMARY
The concept of Distributed Mission Training (DMT) calls for interfacing geographically separated simulations into a realistic synthetic training environment. The Network Guard extends this concept to include "... at multiple security levels".
The DTNG Project has all in all progressed a lot further than initially anticipated. All the major milestones have been met and transition to Phase 2 (real operational environment and C&A) is currently underway.
