We present a new identity involving compositions (i.e. ordered partitions of natural numbers). The formula has its origin in complex dynamical systems and appears when counting, in the polynomial family {f c : z → z d + c}, periodic critical orbits with equivalent itineraries. We present two proofs of the identity; one following the original approach in dynamics and another coming from the classical theory of partitions.
Basics in Complex Dynamics
In this section we present a very rough sketch of the basic material in dynamics of polynomials in one complex variable. We consider exclusively binomials of the form f c (z) = z d + c and define the filled-in Julia set K c associated to f c as K c = {z ∈ C | {f •n c (z)} is bounded}. Since f c is a d to 1 branched cover of C and it has a single critical point, K c has d-fold rotational symmetry around 0. It is an uncountable, compact, perfect set (i.e. all points are points of accumulation), invariant under f c . Depending on whether 0 is in K c or not, the filled-in Julia set is simply connected or a Cantor set.
It is a simple exercise to show that there must be periodic points of all periods, regardless of the parameter c. Thus for instance, f c always has d fixed points counted with multiplicity. However, the pioneering work of Fatou and Julia in the early 1920's has as a consequence that there cannot exist more than one attracting periodic orbit 1 , since it must attract the unique critical point 0.
Definition: Our intention is to ennumerate parameters c such that f c has periodic critical orbit 0 → c → c d + c → . . . → 0. We will call such c a hyperbolic d-center.
From here on, we assume this property in all maps considered. Let us dwell briefly in a description of the structure of K c ; refer to figure 1. We note at once that in this case, K c is connected since the orbit of 0 is bounded. Besides the trivial case f 0 ≡ z d , which has fixed critical point, it follows from the Fatou-Julia theory that an attracting periodic orbit forces all fixed points to be repelling. Another classical result implies then that the fixed points are in ∂K c .
It is impossible to distinguish between different fixed points by purely algebraic methods. They have, however, dissimilar topological properties. There is one fixed point α that is separating; that is, K c \ α breaks into several components. One of these components contains 0 and the remaining fixed points, all of which are non-separating.
K c has a fractal structure. This is best illustrated in the fact that all n-fold preimages of α separate K c in as many components as α does; moreover, such preimages are dense in ∂K c . To describe the dynamics of a map f c , we introduce a decomposition of a neighborhood of K c in an infinite nested collection of pieces known as the Yoccoz puzzle.
Let ϕ : C\K −→ C\D be the Riemann map between the complements of K and the unit disc. The pull-backs of concentric circles and radial lines are called equipotential curves and exterior rays of K.
Let us fix the neighborhood U of K c bounded by the equipotential of radius 2 d (a somewhat arbitrary choice). Without loss of generality, we will assume that the collection R α of rays landing at α consists of q rays. f c acts on these rays by a cyclic permutation with rotation number ρ α = p q (p < q), where gcd(p, q) = 1; it will become relevant to note that all choices of p and q can be realized. The rays at α have rational angles that depend only on ρ α and d; they determine a partition of U \ R α in q connected components. We will call the closures Y
The action of f c on the critical piece, Y (0) 0 , will be easier to understand when we describe the dynamics on the puzzle of level 1.
We now define the puzzle pieces Y (n) i of level n as the closures of each connected
which contains the critical point. The resulting family Y c of puzzle pieces of all levels, has the following two properties:
• Any two puzzle pieces either are nested (with the piece of higher level contained in the piece of lower level), or have disjoint interiors.
• The image of any piece Y
The restricted map f : int Y
is a d to one branched covering or a conformal homeomorphism, depending on whether j = 0 or not.
Counting Hyperbolic Components
Theorem 1.1 is an immediate consequence of Proposition 3.2, which allows us to count hyperbolic d-centers by combinatorial type. First we determine the total number of d-centers whose period divides n.
Lemma 3.1 There are exactly d n−1 binomials f c of degree d with periodic critical orbit with period dividing n.
Proof (Gleason [DH] ): Since f c (0) = c, we are counting solutions of the equation
. Therefore, a root c of h n cannot be also root of h ′ n ; i.e. c is a simple root. Since deg h n = d n−1 , the result follows. The next step is to count the same objects by classifying the combinatorics of their critical orbits on the filled-in Julia set. To this effect, it is necessary to give a thorough description of the puzzle at level 1. We can simplify the arguments considerably by giving alternate names to the pieces of this level; see figure 1.
We start with the critical piece C = Y
(1) 0 . It has d-fold symmetry and its boundary contains all preimages of α, including α itself. Label such points α, α 1 , . . . , α d−1 in a clockwise manner around ∂C.
The pieces around α are C and A 1 , . . . , A q−1 . Labels are chosen so that
i.e. labels follow the order imposed by ρ α . Note that f c| C is a d to 1 map, while f c| A j is 1 to 1. The relevant point of this description lies in the fact that f c (A q−1 ) = Y
0 ; that is, the image of A q−1 covers not only C, but all the remaining pieces not yet described.
The picture is similar around the α k . There are q pieces: C, B k,1 , . . . , B k,q−1 with indices determined by ρ α ; but this time we have
Definition: To every hyperbolic d-center c with period dividing n, we can associate a full itinerary (ρ α ; (a 1 ) b 1 , . . . , (a r ) br ) as follows. Consider the ordered sequence 0, f c (0), . . . , f •n c (0) = 0 (possibly with repetitions) and extract the ordered subsequence z 0 = 0, . . . , z r of iterates that are contained in Y (0) 0 . Then a j is the number of iterates of f c required to go from z j−1 to z j . Of course, a 1 = q, but the remaining a j can range between 1 and q. Clearly, z j ∈ C exactly when a j = a 1 = q and in that case we let b j = 0. Otherwise, b j = k if and only if z j ∈ B k,i . Note that this implies, a j+1 = q − i.
Since a 1 = q and all returns to Y (0) 0 occur in q iterates or less, it is evident that a 1 + . . . + a r = n is an H-composition of n which we denote by P (c).
Proposition 3.2 Let P denote the composition a 1 +. . . +a r = n and w = ω(P ). Then the total number of hyperbolic d-centers c with period dividing n and P (c) = P is #{c a hyperbolic d-center | P (c) = P } = ϕ(a 1 ) · (d − 1) r−w · d w .
(1) except in the case of the composition 1+ 1+ . . . + 1 that is associated only to f 0 (z) = z d , since this is the unique binomial with 0 as a fixed point.
Proof of Theorem 1.1: Taking into account the special composition 1 + 1 + . . . + 1 the total count of hyperbolic d-centers gives 1 +
Since ω(1+1+. . .+1) = n−1, the sum in Theorem 1.1 becomes d n−1 +(d−1)d n−1 −1 = d n − 1 as claimed.
Proof of Proposition 3.2:
We relay on the fact that c is completely and uniquely determined by the combinatorial structure of the puzzle up to level n; see for instance [LS] . This structure in turn, depends on ρ α and the exact location within Y (0) 0 of all iterates that land in that piece.
The three factors on the right side of equation 1 are consequence of three independent properties of K c . To justify the last factor, we will assume inductively that the result is true for smaller n, so we ask the reader to verify the first few cases by hand.
When a 1 = q, we have ρ α = p q with (p, q) = 1. That is, there are ϕ(q) choices. In each case, the collection of rays landing at α is uniquely determined by ρ α . This, in turn, selects a unique region W ρα ⊂ C of all parameters c whose fixed points share the same rotation number. This yields the factor ϕ(a 1 ).
If we vary the parameter c slightly, the corresponding iterate of 0 moves holomorphically on the plane and it is possible to change its position arbitrarily within Y (0) 0 . Consider for instance, what happens when a j < a 1 . In that case, the corresponding iterate z j , falls in B b j ,q−a j+1 ; a piece around α b j . By varying the parameter c we can change our polynomial to one in which z j falls at any other B ξ,q−a j+1 . That is, for a given a j , there are d − 1 possible pieces to fall on. This gives the factor (d − 1) r−w .
The full itinerary falls short of being a complete invariant. The only ambiguity lies in the case that b j−1 = 0; that is, when a j = a 1 . This means that the critical orbit falls in C, which happens a total of w times. This case is more involved, as the desired factor d w can appear in two different ways, depending on the shape of the composition P ; namely, we must study apart the possibility that P decomposes in a chain of identical sub-compositions like (4 + 3 + 1) + (4 + 3 + 1) + (4 + 3 + 1).
Let us break the composition P (c) into subcompositions (a 1 + . . . + a s 1 −1 ) + (a s 1 + . . .+a s 2 −1 )+. . .+(a sw +. . .+a r ) ≡ e 0 +e 1 +. . .+e w , where the a s j are all parts equal to a 1 . Also, to avoid an abuse of notation, call E j the subcomposition a s j +. . .+a s j+1 −1 = e j .
Since z s 1 −1 = f •e 0 c (0) ∈ C, there is a piece Z 1 ⊂ C, constructed by pull back, that contains 0 and such that f •e 0 c (Z 1 ) = C. Suppose z s 1 −1 ∈ Z 1 . This means that z s 1 −1 follows the same itinerary as 0 until both points fall in C, after e 0 iterates. That is, E 1 ≡ E 0 . In this case, we can construct the piece Z 2 as the f •e 0 c pull back of Z 1 ; i.e. 0 ∈ Z 2 ⊂ Z 1 and f •e 0 c (Z 2 ) = Z 1 . We can continue this cascade of nested central pieces as long as z s j −1 ∈ Z j , which implies E j ≡ E j−1 . If this behavior repeats all the way to the end, that is, if all subcompositions E j are identical, we obtain what is called a renormalization of f c . We will postpone the analysis of this case to the end.
Assume for the moment that the cascade ends before the n th iterate. That is, for some m ≤ w we have E m different from E m−1 . In this case, z sm−1 falls outside of Z m . Let k be such that f
Since Z m is a d m to 1 cover of C, there are d m preimages of B k,j attached to Z m . The point z sm−1 can fall in any of these choices.
We can repeat the same construction, creating a new cascade of pieces Z ′ 1 , . . . at the end of which we consider d m ′ possible behaviors. In all, the sum of exponents m + m ′ + . . . is equal to w, the number of d to 1 pull backs considered. Therefore, in the non-renormalizable case, we must include a factor of d w to our count of possible behaviors.
It remains only to see what happens when E 0 ≡ E 1 ≡ . . . ≡ E w . In this case we call e the common value e 0 = e 1 = . . . = e w . First note that f •e c : Z w −→ Z w−1 is a d to 1 branched cover. We can think of this as a quadratic like map in the sense of [DH] . The relevant result is that f •e c is conjugate to a unique map f c ′ of degree d. Moreover, f c ′ has periodic critical orbit of period w. By induction, there are d w−1 maps of this kind. An extra factor of d, coming from the fact that f •e c is d to 1, attests that in the renormalizable case, the number of choices also increases by a factor of d w .
A Combinatorial Proof
We give now an alternative proof of Theorem 1.1 using the standard tools of the theory of compositions. First we establish three elementary lemmas that will be used. Let C(n, b, s) denote the number of compositions of n into b parts, each less or equal than s. after gathering the powers of r toghether. This simplifies to: ∞ m=1 ϕ(m)(d − 1)z m 1 − d · z m − (d − 1)z − (d − 1)z 2 − . . . − (d − 1)z m−1 or, factoring the denominator:
(1 − z m ) .
Finally, we can use lemma 4.1 to obtain:
.
