In this paper, we propose a minmax robust formulation for routing in healthcare wireless body area networks (WBAN). The proposed model minimizes the highest power consumption of each bio-sensor node placed in the body of a patient subject to flow rate and network topology constraints. We consider three topologies in the problem: a spanning tree, a star, and a ring topology as well. In particular, we use an equivalent polynomial formulation of the spanning tree polytope (Yannakakis, 1991) to avoid having an exponential number of cycle elimination constraints in the model. For the ring topology approach, we use constraints from the well known mixed integer linear programming (MILP) formulation of the traveling salesman problem (Pataki, 2003) . Thus, we compute optimal solutions and lower bounds directly using the MILP and linear programming (LP) relaxations. Finally, we propose a Kruskal-based (Cormen et al., 2001 ) variable neighborhood search metaheuristic to improve the solutions obtained with the star topology approach. Our preliminary numerical results indicate that the tree approach is more convenient as it allows saving significantly more power while the ring approach is the most expensive one. They also indicate that the difference between the optimal objective function values for the tree and star formulations is not very large and that VNS can improve significantly the solutions obtained with the star configuration, although, at a higher computational cost.
INTRODUCTION
Wireless sensor networks (WSN) have been considered by the research community as one of the most promising technologies within last decades. Mostly due to the innumerable applications that can be realized in order to enhance people's quality of life. Regarding healthcare systems, a major concern is to deal with the problem of preventive monitoring systems. Particularly, for elderly population whose growth has significantly increased around the globe in last decades (Kinsella and Phillips, 2005) . This technology would also provide high quality care services for young children in situations where both parents are absent or in cases where people living in rural areas can not reach hospitals and medical centers easily. Wireless body area networks (WBANs) are composed of tiny biological sensors (bio-sensors) which are placed in the body or in the clothes of a person in order to remotely monitor healthcare status conditions such as fever, blood pressure, body temperature, heart rate, and so on. In a WBAN, preserving the energy of the nodes is of great importance as their energy resources are limited. Additionally, an extremely low transmit power per node is required in order to minimize interference. A common approach to deal with these problems is by improving the performance of routing protocols. The authors in (Fang and Dutkiewicz, 2009) propose an efficient medium access control (MAC) protocol referred to as BodyMAC. This protocol uses flexible bandwidth allocation to improve node energy efficiency. In (Kwak et al., 2009 ) the authors compare and analyze different protocols from WBAN requirements whereas in (Huang et al., 2010 ) the authors propose a weighted random value protocol for multiuser WBANs (WRAP). Finally, in (Elias and Mehaoua, 2012 ) the authors consider explicit mathematical pro-125 gramming formulations in order to efficiently design optimal routing protocols in WBANs. WBAN is an emerging research field where new routing protocols are mandatorily required to efficiently manage power consumption in order to maximizing the lifetime of the network. Additionally, finding the "best" network topology configuration in a WBAN is a very important issue as it significantly affects the protocol design as well as the overall performance of the system. Finally, we mention that research on routing protocols for WBANs is still at its infancy. In this paper, we present a minmax robust formulation to optimally route sensed information by nodes in a WBAN. The model minimizes the worst power consumption of each bio-sensor subject to flow rate and network design topology constraints. We consider three topologies in the problem: a spanning tree one, a star one and a ring topology as well. In particular, we use an equivalent polynomial formulation of the spanning tree polytope due to (Yannakakis, 1991) in order to avoid an exponential number of cycle elimination constraints in the model. For the ring topology approach, we use constraints from the well known mixed integer linear programming (MILP) formulation of the traveling salesman problem (Pataki, 2003) . All the proposed models are formulated as MILP models and thus we compute optimal solutions and lower bounds directly using the MILP and linear programming (LP) relaxations, respectively. Finally, we propose a Kruskal-based variable neighborhood search (VNS for short) metaheuristic to improve the optimal solutions found with the star network configuration. We only consider a VNS procedure that works with the tree topology approach as it is the one that achieves significantly more power savings. The paper is organized as follows. Section 2 presents the minmax robust formulation with the generic topology constraint. In section 3, we present three MILP formulations for each different topology. Subsequently, in section 4 we present the Kruskal-based variable neighborhood search procedure. Then, in section 5 we present preliminary numerical results in order to compare the three MILP formulations together with their LP relaxations. Next, we compare the VNS procedure with the star and tree MILP models. Finally, section 6 concludes the paper.
PROBLEM FORMULATION
We model a fixed WBAN by the means of a graph G = (V = V n ∪ V s , E), where V n denotes a set of biosensor nodes that sense and collect the data to be transmitted while V s represents a sink node where all the data is finally received. The set E represents the set of edges in the graph G. For sake of simplicity, in the remainder of the paper we assume that the graph G is a complete graph. We consider the following generic model we denote hereafter by P 0 as min {x,y}
In P 0 , variable x i j = 1 if node i is connected to node j and x i j = 0 otherwise. Variable y i j , i, j ∈ V represents the amount of flow to be transmitted in edge (i, j) ∈ E. The input parameter p i j denotes the unitary power required by node i to transmit a unit of flow y i j . Hence, the objective function in (1) minimizes the worst power consumption of each bio-sensor node j ∈ V n overall edges (i, j) ∈ E. Constraint (2) implies that y i j should be equal to 0 if nodes i and j are not connected, i.e. when x i j = 0. Here, we assume that each edge (i, j) ∈ E has a maximum link capacity denoted by L. Constraint (3) are flow constraints forcing each node i ∈ V n to transmit the sensed and collected data through the network. For this purpose, we introduce data rate variables r i for each node i ∈ V n . In constraint (4), we further impose the condition that each variable r i must be bounded as 0 ≤ R min ≤ r i ≤ R max , i ∈ V n where R min and R max are minimum and maximum data rate parameters. In general, constraint (4) is justified by the fact that low power medium access control (MAC) and routing protocols allow varying the amount of data to be transmitted by a particular node depending on the quality of the channels (Reusens et al., 2009; Ullah et al., 2012) . Finally, constraint (5) represents a generic topology constraint we should impose with variables x i j as stated in section 3. In general, there exists several WBAN configurations such as star, tree, or mesh type networks (Ullah et al., 2012) . The most common topology approach is a star one where the nodes are connected to the sink node in star manner (Ullah et al., 2012) . However, the star configuration follows a single hop strategy which is not always the best choice. In (Reusens et al., 2009) , the authors discuss about energy efficient topology designs for WBANs. They consider a tree network topology and discuss on the energy savings when using single hop and multi hop strategies. They conclude that both single hop or multi hop strategies can achieve energy savings under different conditions (Reusens et al., 2009) . In this paper, we compare three topology approaches for WBANs, a tree one, a star one and a ring topology as well. For this purpose, we assume that all bio-sensors can communicate with each other, i.e. we assume that the WBAN can be represented by means of a complete graph. Notice that the parameter L in P 0 might lead to infeasible solutions when using a multi hop strategy in some cases. This can happen since the flow constraints (3) accumulate the amount of data to be transmitted from one node to another. Whereas in the single hop strategy this can rarely happen because the maximum capacity of L is always larger than R max .
MILP FORMULATIONS
In this section, we present MILP formulations for the spanning tree, star and ring network configurations. For this purpose, we replace constraint (5) in model P 0 by different set of constraints depending on the topology approach under consideration.
Spanning Tree Topology Approach
We propose the following spanning tree MILP formulation and denote this model hereafter by P 1 as follows min {x,y,r,λ,t} t
s.t.
∑ i, j∈V,i< j
In particular, we replace the topology constraint (5) in P 0 by the set of constraints (12)- (15) and (17) in P 1 . This set of constraints characterizes the set of all spanning trees in graph G (Yannakakis, 1991) . In P 1 , λ ki j , ∀k, i, j ∈ V are binary decision variables required to characterize the spanning tree polytope (Yannakakis, 1991) .
Star Topology Approach
Similarly, a star MILP formulation can be obtained by replacing the topology constraint (5) by the set of constraints (23)- (24) 
In P 2 , ϕ j , ∀ j ∈ V are binary decision variables required to characterize the feasible set of the star configuration. In particular, we require that the input parameter P = 1 in order to obtain a star network configuration centred at the sink node with all the edges flowing into it. Notice that the constraints (23)- (24) can be merged into a single constraint as x i j ≤ 1, ∀i ∈ V n , j ∈ V s . However, we write them as such in order to further consider the more general case when 1 < P ≤ |V | where |V | denotes the cardinality of V .
This means we relax the star topology condition and allow a fully connected scenario, although at the cost of flooding the network.
Ring Topology Approach
Finally, we obtain a ring topology MILP formulation by replacing the topology constraint (5) by the set of constraints (32)- (36) and (38). In particular, we use the set of constraints from the MILP formulation of the traveling salesman problem (Pataki, 2003) . Thus, we formulate P 3 as follows min {x,y,r,u,t}
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In P 3 , u i , ∀i ∈ V are integer decision variables required to characterize the feasible set of the traveling salesman problem (Pataki, 2003) . Hereafter, we denote by LP 1 , LP 2 and LP 3 the LP relaxations of P 1 , P 2 and P 3 , respectively. In the next section, we present a Kruskal-based VNS algorithm that allows improving the optimal solutions found with the star topology approach.
KRUSKAL-BASED VNS ALGORITHM
Metaheuristics are simple algorithmic procedures commonly used to find near optimal (or suboptimal) solutions for combinatorial optimization problems. From a practical point of view, they have proven to be highly effective when solving many of these hard problems (Glover and Kochenberger, 2003) . Especially when the dimensions of the problem increase rapidly which is often the case in real world applications and where no solver is available to solve these problems to optimality. The most frequently utilized metaheuristics approaches are: genetic algorithms, tabu search, ant colony system, particle swarm optimization, variable neighborhood search, simulated annealing, among others. For a detailed explanation on how these metaheuristics procedures work, we refer the reader to the book in (Glover and Kochenberger, 2003) . Basically, any metaheuristic approach would serve to compute feasible solutions for our tree MILP formulation. However, we choose VNS mainly due to its simplicity and low memory requirements. In particular, we adopt a reduced VNS strategy which drops the local search phase of the basic VNS algorithm as it is the most time consuming step (Hansen and Mladenovic, 2001) . In order to compute feasible solutions for P 1 using a VNS approach, we observe that for any fixed assignment of variable x =x in P 1 , the problem reduces to solve the following linear programming problem min {y,r,t}
(44) Hereafter, we denote by P r the LP problem (39)- (44). Notice that the number of feasible assignments for x in P 1 grows rapidly with the size of the instances. Also notice that not all of these trees are feasible for P r since the capacity of each edge (i, j) ∈ E is limited by L. We propose a Kruskal VNS approach to compute feasible solutions for P 1 by randomly generating these trees. VNS is a recently proposed metaheuristic approach (Hansen and Mladenovic, 2001 ) that uses the idea of neighborhood change during the descent toward local optima and to avoid the valleys that contain them. The VNS approach we propose is presented in Figure 1 .
It receives an instance of problem P 1 as input and provides a feasible solution for it. We denote by (x,ỹ,r,t) the final solution obtained with the algorithm wheret represents the objective function value of P r . The algorithm is simple and works as follows. In Step 0, we initialize all the required variables. Then, in Step 1 we obtain an initial feasible solution for the problem. For this purpose, we solve P 2 and obtain the star network configuration x =x. Then, we construct a cost vector c(i, j) for each edge (i, j) ∈ E in such a way that x =x can also be obtained with Kruskal algorithm (Cormen et al., 2001 ). Finding vector c(i, j) is required since we start our VNS from the optimal solution of P 2 . Next, we save the optimal objective function value of P 2 and the constructed vector c(i, j) as the bests found so far. We define the neighborhood structure Ng(c) as the set of neighbor vectors c ′ at a distance "h" from c where the distance "h" corresponds to the number of entries in vector c that are randomly swapped. There are |E|! number of vectors c ′ in Ng(c) including c. Here, we denote by |E| the cardinality of E. During the execution of the while loop in Step 2, the algorithm per-Input: A problem instance of P 1 Output: A feasible solution (x,ỹ,r,t) for P 1
Step 0:
Step 1: Solve P 2 ; Let (x,ȳ,r,t) be the optimal solution of P 2 . Construct a cost vector c = c(i, j), ∀(i, j) ∈ E such thatx can be obtained with Kruskal algorithm.
Step 2: while (Time ≤ maxTime) (G, c) ; Solve the linear problem P r . if(P r is feasible) Let (ȳ,r,t) be the optimal solution of P r with objective function valuet if(min >t) forms a variable neighborhood search by randomly swapping H ≤ θ values in vector c where θ represents a parameter for the maximum number of swapping movements. For each generated vector c ′ in Ng(c), we find a maximum spanning tree x =x for G using Kruskal algorithm. Then, for each found tree we solve P r . If P r is feasible we obtain a new solution (ȳ,r,t) with objective function valuet that we compare with the best found so far. If this new solution is better, we savet and the new vector c(i, j), (i, j) ∈ E. In case P r is infeasible, the solution is discarded and not considered as a valid solution. Initially, H ← 1 while it is increased in one unit when there is no improvement after new "η" solutions have been evaluated. On the other hand, if a new current solution is better than the best found so far, then H ← 1, the new solution is recorded and the process goes on. Note that if "η" solutions have been evaluated without improvement and if H = θ, then we also set H ← 1. This gives the possibility of searching in a loop manner from small to large zones of the feasible space. The whole process is repeated while the cpu time variable "Time" is less than or equal to the maximum available "maxTime".
NUMERICAL RESULTS
In this section, we present preliminary numerical results in order to compare the three MILP and LP formulations. Then, we compare the proposed VNS algorithm with the tree and star MILP formulations. Finally, we present numerical results for P 2 when incrementing the parameter P from 1 to |V |. The latter resembles the case where a flooding data transmission situation is possible.
In our numerical tests, we assume that we only have one node acting as a sink node which receives all sensed and collected data sent by the remaining nodes in the network. The input data is randomly generated as follows. The entries in matrix P i j are drawn from the interval (0, 2] (Elias and Mehaoua, 2012). The maximum capacity for each edge (i, j) ∈ E is set to L = 5Mbps and L = 10Mbps. The minimum acceptable data rate generated by each node i ∈ V n is R min = 128 kbps whereas the maximum data rate is set to R max = 512 kbps. The parameters θ and η in the VNS algorithm were calibrated to the values of θ = |V | 2 and η = 50, respectively. A Matlab program is implemented using CPLEX 12 to solve the MILP and LP models. The numerical experiments have been carried out on a Intel(R) 64bits core(TM) with 3.4 Ghz and 8 GoBytes of RAM. In Table 1 , column 1 shows the number of nodes considered for each instance. Then, columns 2-5, 6-9, and 10-13 present the optimal solutions, lower bounds, and cpu time in seconds for the MILP and LP models respectively. Finally, in columns 14-16 we present gaps we compute as P i −LP i P i * 100 for P i , i = 1, 2, 3, respectively. Without loss of generality, we set the maximum available cpu time for CPLEX to solve the MILP formulations to 1 hour. From Table 1 , we observe that the objective function values of the LP models are equal for all the instances. On the opposite, the objective function values of P 1 are lower than those obtained with P 2 and P 3 for the instances 1-28 when using L = 5Mbps and for the instances 1-22 when using L = 10Mbps, respectively. For the instances 28-60, these values are larger than P 2 and P 3 in most of the cases. This can be explained by the fact that P 1 has more variables and constraints than P 2 and P 3 . Consequently, it is harder to find feasible solutions with CPLEX in one hour of cpu time. This is also confirmed by the cpu times required by CPLEX to solve LP 1 which is not the case for LP 2 and LP 3 . In general, we observe that the star topology approach is more restrictive than the ring one. Similarly, the ring approach is more restrictive than the tree one. Indeed, the star topology approach represented by P 2 is not a combinatorial optimization problem when P = 1 as it has only one AComparativeStudyofNetwork-basedApproachesforRoutinginHealthcareWirelessBodyAreaNetworks Randomly generated instances using L = 5Mbps. possible trivial solution for variable x which is the star configuration. We also see that for instances with more than 40 nodes, the ring models P 3 and LP 3 are infeasible when using L = 5Mbps. This can be explained by the fact that the edge capacities in the network are limited by parameter L. This is not the case for the tree and star topology approaches which are always feasible. As an example of this, we consider again the star network configuration which is also a tree. We also see that the gaps are smaller for the tree topology approach for instances 1-28 and 1-22, and larger for instances 30-60 and 24-60 when using L = 5Mbps and L = 10Mbps, respectively. But, again this can be explained by CPLEX performance which deteriorates when solving large size instances of the problem. Finally, we see that the optimal solutions found with the star topology approach are considerably lower than those obtained with the ring approach which suggests that it is more convenient to simply use the star configuration when a tree solution is not available in a reasonable cpu time. Since the tree topology approach can provide better feasible solutions for the WBAN problem, in Tables 2 and 3 we compare the proposed VNS algorithm presented in Figure 1 with the optimal objective function values of P 1 . In particular, in Table 2 , we present numerical results for L = 5Mbps whereas in Table 3 , we set L = 10Mbps. Both tables present the same column information. Column 1 shows the number of nodes considered for each instance. In columns 2-3 and 4-5 we present the objective function values and cpu time in seconds for P 1 and P 2 , respectively. Here, we also set the maximum available cpu time for CPLEX to one hour and 300 seconds for the VNS approach. Then, in columns 6-7 we present the best solution found with VNS approach and its cpu time in seconds. Finally, in columns 8-9 we show gaps for the initial solution and best solution found with VNS. These gaps are computed as Gap Ini TV NS =
and Gap TV NS = P 1 −TV NS P 1 * 100 respectively. Here, IniSol denotes the initial solution found with P 2 as explained in the VNS algorithm presented in Figure 1 . Note that this gap coincides with the gap between P 2 and P 1 .
From Tables 2 and 3 , we mainly observe that VNS approach improves the optimal objective function values of P 2 for most of the instances. We also see that the solutions found with the star topology approach are not very far from the optimal solutions found with P 1 . This is the case for instances with up to 16 nodes where CPLEX can solve the problem to optimality in less than one hour. On the opposite, for instances with more than 28 nodes in Table 2 and with more than 22 nodes in Table 3 , the solutions obtained with P 1 in one hour are significantly deteriorated since solving these instances with CPLEX becomes rapidly prohibitive. Next, we observe that the cpu time required to solve P 2 is less than one second for all the instances in Tables 2 and 3, respectively. Finally, we see that the major improvements for the VNS approach occur when solving small and medium size instances with up to 40 nodes. The latter suggests that the star configuration is not a bad choice when the instances dimensions increase. We believe that VNS can not find significantly better solutions for large size instances of the problem because there are more infeasible solutions in the WBAN when the number of nodes increase. The infeasibility can be explained by the fact that having a larger number of nodes in the network implies sending a larger amount of data through the network, and then the edge capacities are rapidly saturated. Obviously, this can be fixed by incrementing the edge capacities in the network.
A Flooding Network Scenario
We also consider the case where all nodes can be directly connected to more than one node acting as a star node. For this purpose, we relax the condition imposed for the parameter P = 1 in P 2 and allow it to vary from P = 1 to P = |V |. Notice that when P = |V |, it means that all nodes in the network are fully connected. In this case, the optimal solutions of P 2 are equal to those obtained with LP 2 .
From a practical point of view, this situation would provide some insight about how many nodes acting as stars are required to obtain a minimum cost energy consumption in the network. In Figure 2 , we solve four instances of P 2 with different number of nodes while varying P . The horizontal axes show the parameter P while vertical axes show the optimal objective function values of P 2 and LP 2 , respectively. From this figure, we mainly observe that the optimal solutions of P 2 decrease rapidly when incrementing P which means that very low energy consumption levels can be obtained at the cost of low flooding levels as well.
CONCLUSIONS
In this paper, we proposed a minmax robust formulation for routing in healthcare wireless body area networks (WBAN). The model minimizes the worst case power consumption of each bio-sensor node placed in the body of a patient subject to flow rate and network topology constraints. So far we considered three topologies in the problem: a spanning tree, a star, and a ring topology as well. In particular, we used an equivalent polynomial formulation of the spanning tree polytope (Yannakakis, 1991) to avoid having an exponential number of cycle elimination constraints in the model. For the ring topology approach, we used constraints from the well known mixed integer linear programming (MILP) formulation of the traveling salesman problem (Pataki, 2003) . Thus, we computed optimal solutions and lower bounds directly using the MILP and LP relaxations. Finally, we proposed a Kruskal-based variable neighborhood search metaheuristic to improve the solutions obtained with the star topology approach. Our preliminary numerical results showed that the tree approach is the most convenient while the ring approach is the most expensive one. We also noticed that the difference between the objective function values of the tree and star configurations is not so large and that VNS improved the solutions obtained with the star configuration in most of the cases, although, at a higher computational cost. Finally, we observed that only a few nodes acting as star nodes are required to obtain low energy levels rapidly at the cost of low flooding levels as well.
