Abstract-Recently, a maximum likelihood (ML) detection rule for differential unitary space time modulation (DUSTM) under the existence of unknown carrier frequency offset (CFO) has been derived. However, the ML detection is based on the exhaustive search over all the unitary group codes. In this paper, we design an efficient detection algorithm for newly derived ML rule, by modifying the bound intersection detector (BID). Our proposed algorithm is seen as a generalization of the existing BID that is known to be an optimal detector for the conventional DUSTM. The simulation results show that the proposed algorithm can save a large portion of the computational complexity compared to the naive searching method.
I. INTRODUCTION
Most differential space time coding (DSTC) works [1] - [3] assume perfect synchronization while focussing on either the code design or the receiver design only. However, the performance of DSTC degrades greatly if the carrier frequency offset (CFO) is not compensated for at the receiver before symbol detection. Conventional ways using training to estimate CFO [4] , [5] should not be used since this method clearly contradicts the original motivation of using DSTC.
Recently, Liu [6] and Ma [7] proposed a new modulation scheme that can handle both unknown channel and CFO. This method is based on unitary matrix group [2] , [3] and uses time-domain double differential modulation, where the first differentiation is to remove the unknown channel and the second differentiation is to remove the unknown CFO. Throughout this paper, we will name the original differential scheme proposed in [2] , [3] as differential unitary space time modulation (DUSTM) while name the double differential scheme in [6] , [7] as double differential unitary space time modulation (DDUSTM).
Although DDUSTM successfully deals with CFO, it is still of interest to investigate whether the conventional DUSTM can handle the unknown CFO, itself. The affirmative answer was given in [8] recently, where it is shown that by sacrificing one degree of freedom in transmit antennas, the ML symbol detector can be derived for DUSTM even with the unknown CFO. The resulting algorithm is named, correspondingly, as modified DUSTM (MDUSTM).
The ML detection for MDUSTM requires search over the entire signal space whose complexity increases exponentially with the product of the transmission rate and the number of the transmit antennas. To avoid the naive exhaustive search, we generalize the BID [9] , [10] to optimally detect MDUSTM, resulting in the reduction of the detection complexity.
Notation: Vectors and matrices are represented in boldface small and capital letters; the transpose, Hermitian, and inverse of matrix A are denoted by A T , A H , and A −1 , respectively; tr(A) and A F are the trace and the Frobenius norm of A; diag{a} denotes a diagonal matrix with the diagonal element constructed from a; gcd(a, b) is the greatest common divisor of a and b; |x| is the absolute value of a scalar x; x denotes the closest integer to x to minus infinity, and the imaginary unit j = √ −1.
II. SYSTEM MODEL
Consider a MIMO system with N t transmit and N r receive antennas over a Rayleigh flat fading environment. Each time slot occupies an interval of T s seconds, and each block consists of N t time slots. The transmitted signals are modulated by choosing a unitary matrix from a finite group
NtR , and R denotes the data rate. As in [6] and [7] , we consider diagonal constellations based on the cyclic group whose unitary matrices V l are written as
where u i are integers and can be optimized according to the upper bound of the pairwise error probability (PEP) [2] . The transmitted symbol during the kth block is denoted by the The received signals from all N r antennas through time slot 1 + (k − 1)N t to kN t may be expressed in an N t × N r matrix form
where ρ is the received signal to noise ratio (SNR) and W[k] is the N t × N r noise matrix whose entries are complex Gaussian noise with unit variance and are independent across the receiver and time indices. The (i, j)th entry of H[k], denoted by h i,j [k] , is the channel gain from the ith transmit antenna to the jth receive antenna, which remains constant during one block interval. All path gains are assumed statistically independent
) with unit variances. Suppose the CFO is constant in one block but may vary from block to block due to the CFO drifting [7] . Let ε k denote the normalized CFO by the sampling period T s during the kth block. Then, the phase distortion on the i + (k − 1)N t time slot is
Therefore, the overall phase rotation before the i + (k − 1)N t time slot, denoted as ϑ i,k , is that accumulated from all the previous time slots:
The received signal block X[k] with the unknown CFO is then modeled as
where Γ(ε k ) is the diagonal matrix with the form
From [8] , the ML detection (MLD) of V[k] after receiving
Note that, the MLD (8) is not affected by the value of the CFO. The detection of V[k] by solving (8) requires an exhaustive search over the whole constellation V. The complexity of this naive algorithm increases exponentially with the increase of the transmission rate or the number of the transmit antennas, and prohibits the use of this algorithm in practice.
III. EFFICIENT DETECTION ALGORITHMS

A. Problem Formulation
In this section, we adapt the BID proposed in [9] for DUSTM to our proposed MLD (8) . Denote the (i, i)-th entry
where
Noted that each summand in (9) is non-negative. Therefore, a sphere decoding [12] like process can be considered to reduce the complexity of the detection, where, instead of searching all of the 0 ≤ l < L, we can find an initial radius C and search only the values of l subjected to λ(l) < C. The initial radius C is selected such that the probability P (λ(l 0 ) < C) is no less than .
B. Statistics of the Initial Radius
From (9), we have the following equation:
is directly obtained from the received signal, we could consider the statistics of the second term only. For the true solution
wherẽ
and is independent from both code group V and the CFO ε. Note that, the radius λ(l 0 ) corresponding to the true solution l 0 is related to SNR in the algorithm here. Similar to [12] , we first need to find the probability density function (PDF) function of λ(l 0 ). At the high SNR region, the second-order noise term can be ignored and then (11) becomes
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Conditioned on a specific realization of H, x is a Gaussian random variable and could be used to approximate tr( 
where I ν (·) is the νth order modified Bessel functions of the first kind. As well, ι = H 2 F is a chi-square random variable with degree 2N t N r whose PDF is
Therefore, p χ (χ) can be calculated as
(17) From [13, pp. 384, and pp.364 ], the above PDF could be written into a closed form as
where K ν (·) is the νth order modified Bessel functions of the second kind. One observation is that p χ (χ) is related to N t N r and SNR only. Then the cumulative distribution function (CDF) of χ, denoted as F χ (χ), can be expressed as
The CDF of both |tr(
and |x| 2 are shown in Fig. 1 for different pairs of (N t , N r ) at SNR= 0 dB. The statistics of |x| 2 fits that of |tr(
very well even at a low SNR. Finally, the CDF of the radius λ(l 0 ) is given by
Then, the initial radius C should be designed from 
C. The Algorithm
To find all the l's that satisfy λ(l) < C, we note that λ(l) in (9) consists of
non-negative terms. Thus, a necessary condition for λ(l) < C is that each term of (9) is less than C, or equivalently
where mod (x, L) reduces x to an integer between 0 and L. Let us define the candidate set
To find L i,j , we first show how, given a number n, to find an l such that mod(u i,j l, L) = n. In [9] , an efficient algorithm by using the well-known Extended Euclidean Algorithm [14] is given by considering the fact that u i,j and L are coprime. However, for MDUSTM, the optimal u i,j and L may not be coprime [8] .
Therefore, there exists such an l if and only if mod(n, ξ i,j ) = 0. If mod(n, ξ i,j ) = 0 holds, let n = n/ξ i,j . Since now u i,j is relatively prime to L , the gcd of u i,j and L is 1. The Extended Euclidean Algorithm computes the gcd of u i,j and L , as well as the numbers μ i,j and κ such that
where 1 is the gcd of u i,j and L . For the details of the Extended Euclidean Algorithm, see [14] . To find mod(u i,j l, L ) = n , we multiply both sides of (23) by n , to obtain
Let
, and mod(n, ξ i,j ) = 0}. Following the same arguments as in [9] , we find L i,j is given by
(27) where both the mod operation and addition are performed component-wise. The candidate set for all l's such that λ(l) < C is the intersection of all of the
As with the BID in [9] , we first choose l * from L. C is then replaced by the new cost λ(l * ), and l
updated by using the new bound C. In later iterations, (28) is replaced by
The process continues until L becomes the null set. The l with the minimum cost is then the optimal solution. This optimal detection algorithm is called the "modified BID." If u i,j is coprime to L or ξ i,j = 1, the modified BID reduces to the original BID [9] . Alternatively, (8) can also be suboptimally solved by using the lattice reduction algorithm proposed in [15] for the detection of DUSTM.
IV. MULTIPLE SYMBOL DETECTION AND THE EFFICIENT ALGORITHM
A. Multiple Symbol Detection
If CFO remains constant across more than two blocks or varies very slowly among several blocks, multiple symbol detection (MSD) can also be applied for DUSTM as in [9] , [11] . In MSD, the transmitted symbols in N consecutive intervals are estimated using N + 1 received blocks. Let us
H . By using the same approach as in [9] , [11] , the joint ML estimates ofV [k] and ε can be derived as in (30), where
−1 , and
is the channel covariance matrix. Since the phase (j−i)ε varies for different terms in (30), we only propose a suboptimal MSD as in (32). We denote (32) as MSD1 in the following. However, it is difficult to design efficient detection algorithms for (32) directly because the sum of absolute terms is difficult to handle in practice. As an approximation of (32), we propose a new estimation criterion as shown in (33) for designing efficient MSD algorithms. We denote (33) as MSD2.
B. Efficient Algorithm
For the MSD of the diagonal signals, the search space increases to L N , and the computation of the metric (33) is more complex than in the SSD case. For cyclic group code shown in (1), we need to estimatel
Denote the (p, p)th entry of
Define
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where 
V. SIMULATION RESULTS
In this section, the proposed modified BID algorithm is simulated. The average number of the flops is the figure of merit. The signal transmitted in the first block is chosen as S[0] = I Nt and channels are assumed constant during two consecutive blocks. Fig. 2 -Fig. 4 shows the complexity of the modified BID in flops for different rates R = 1 and R = 2, under three cases: 1) N t = 2 and N r = 2; 2) N t = 3 and N r = 4; 3) N t = 4 and N r = 3. The complexity exhibited includes only that from the detection process. We use the flops function in MATLAB for the modified BID (this function provides an estimate of the number of floating-point operations performed by a sequence of MATLAB statements), and the complexity of the ML algorithm is approximated by 2 NtR (8N t +3) in (9) . No parallelization is considered. The complexity of the modified BID is not reduced as quickly as that of the traditional BID [9] when SNR increases, because the radius C also increases when the SNR becomes higher. For R = 1, the modified BID can always save half the number of the flops compared with ML method. However, for R = 2, the amount of the complexity saving reduces when the N t is getting larger. Nonetheless, This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2008 proceedings.
for regular system parameters, the use of the modified BID is more computationally efficient than that of the conventional ML searching.
VI. CONCLUSIONS
In this paper, we design a computationally efficient detection algorithm for the ML rules in MDUSTM scheme. The method uses the sphere decoding thinking where only the symbol constellations in a restrained circle are considered and compared. We determine the statistics of the initial radius that could guarantee the true ML detection with probability . Finally, simulation results under different system parameters are conducted to show efficiency of the proposed algorithm.
