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Asian continent for the precipitation variability in the arid Tarim basin in North Western China. Hertig and Jacobeit (2010) 
27
Few studies utilized large-scale atmospheric pressure modes for seasonal climate predictions. However, e.g. Wu et al. 28 (2009) 
26
In the following section, we provide a detailed overview about the utilized data sets and the main model components, 
32
2 Methods and Data 33 34 2.1 Modelling Structure 35 36 The major objective of the presented model is to derive suitable predictor variables from global oceanic and atmospheric 37 fields and to develop robust statistical relationships which enable a seasonal precipitation forecast for user selectable 38 target regions. The underlying data sets as well as the major model components are summarized in Fig. 1 . In order to 39 analyze the precipitation variability in selected target areas the model is based on the CRU TS 2.0 precipitation data set, 40 which provides monthly precipitation estimates for the 20 th century on a global grid with a resolution of 0.5° lat./long.
to 1990, which were used for the regionalization of monthly mean precipitation amounts, and a compilation of station 1 records with longer time series available, which were used for the calculation of anomalies and were subsequently 2 spatially interpolated based on inverse distances. New et al. (1999) showed that this approach is suitable for the resolution 3 of 0.5° since it combines a climatic baseline, which is highly influenced by the underlying topography with simple 4 interpolated anomalies, which are mainly driven by large-scale weather conditions. Areal mean monthly precipitation 5 sums for the selected target region are extracted from the CRU data set. Due to a temporally varying number of stations 6 used for the interpolation of gridded precipitation estimates, the data may incorporate inhomogenities in some regions. 
14
Since monthly time series of precipitation are usually positively skewed, which might not compromise the assumptions 
10
In a subsequent step each of the correlation grids (which usually contain a large number of potentially predictive grid clustering algorithm minimizes the error sum of squares within the cluster groups and maximizes the error sum of squares 1 among them. This leads to definition of regions with similar temporal variability during the calibration period and thus 2 identifies important large-scale patterns of the considered predictor variable with high predictive potential for the seasonal 3 precipitation forecast.
4
As default, the number of clusters for every correlation grid is set to 12, which has been found to adequately identify 5 typical large scale oceanic and atmospheric features (see e.g. Fig. 2, B1 and B2 ). An excessive number of clusters might 6 result in a disjunction of predictor regions, which reduces the predictive skill. On the contrary an insufficient number of 7 clusters will lead to an aggregation of large regions which might still be characterized by a large inhomogeneity and thus 8 are not suitable for the derivation of potential predictor variables.
9
As shown in Fig. 2 , the El Nino core regions in January (orange, blue, yellow and black clusters in B1) are identified as 
16
The areal mean time series for every cluster are eventually used as potential predictors in the seasonal forecast model.
17
For all 7 gridded variables the cluster analysis with k=12 clusters is conducted resulting in an overall a number 84 potential 18 predictors for every month and lead time. Classification is conducted by means of an iterative procedure. In every processing step one predictor variable and one 38 split value are identified, which classify the learning sample into two sub groups, characterized by a maximal homogeneity frequently insufficient. Therefore, random forest applications consider an ensemble of various trees, which are based on 1 a subset of the complete data set respectively. By means of this bagging approach a large number of trees is constructed. 
5
The specific forecast models for every month and lead time are constructed based on random forests with 500 realizations.
6
Regression trees are recursively constructed until the final leaves include 3 observations or less. For the determination of 7 each splitting criterion, a randomly selected bagging-sample 2/3 of the entire learning sample is utilized. variable is characterized by a large non-predictable noise. Furthermore, the correlation of forecasted and observed modelling results should not be evaluated based on discrete monthly values due to the high frequency variability of 1 precipitation events. This is confirmed by the aggregation of observations and modelling results to three-month running 2 totals, which leads to a significant increase of correlation and a decrease of variance underestimation. 
12
With this in mind we define two forecast periods with a length of three-month respectively. For every particular month, 
In order to overcome the blackbox character of the statistical model, we conducted a sensitivity analysis for the selected 
31
However, due to the non-linear nature of the statistical model, the response fractions should not be perceived as 32 independent or additive and should rather be interpreted as a general sensitivity of the model.
33
As potentially important large scale climate indices we make use of the El Nino-3 index (ENSO) as well as the North 
38
The plotted predictor responses (Fig. 8) 
Summary and Outlook
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We presented a statistically based modelling framework, which automatically identifies suitable predictors from globally Kalnay, E., Kanamitsu, M., Kistler, R., Collins, W., Deaven, D., Gandin, L., Iredell, M., Saha, S., White, G., Woollen, J.,
39
Zhu, Y., Leetmaa, A., Reynolds, R., Chelliah, M., Ebisuzaki, W., Higgins, W., Janowiak, J., Mo, K. C., Ropelewski, C., 1 
