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Abstract
In this paper, we present some new estimates on
P
i ji j2, where i is an eigenvalue of a
matrix, which improve Schur’s inequality. By using these estimates, we provide a new crite-
rion for nonsingularity of matrices and a monotonic iterative method for matrix 1-balancing
problems. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let A D .aij / be an n  n complex matrix. We denote by A, kAk and tr A the
conjugate transpose, Euclidean norm and trace of A, respectively. By Ai .Ai / we
denote the ith row (column) of A:
A classical inequality for
P
i ji j2 given by Schur [1] is as follows:X
i
ji j2 6 kAk2: (1.1)
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Nowosad and Tovar [2] gave the following improvement to Schur’s inequality:
X
i
ji j2 6
X
i
0@X
j
jaij j2
1A1=20@X
j
jajij2
1A1=2 ; (1.2)
which can be rewritten byX
i
ji j2 6
X
i
kAik kAik; (1.3)
where i 2 .A/; the spectrum of A: For simplicity, (1.2) (or (1.3)) is called NT
inequality.
In this paper, we present a new improvement to Schur’s inequality. Some applica-
tions are discussed.
2. An improvement of Schur inequality
Let hni D f1; : : : ; ng;  and  be two subsets of hni and 0 D hnin. We denote
by AT j U the submatrix of A, whose rows are indexed by  and whose columns
by : For simplicity, we write A1 D AT j U; A2 D AT j 0U, A3 D AT0 j U and
A4 D AT0 j 0U: For an n  n complex matrix A D .aij / with A2 =D 0 and A3 =D 0,
we define the matrix A D .a0ij / as follows:
a0ij D
8>>>>>><>>>>>>:
aij ; i; j 2  or i; j 2 0; kA3k
kA2k
1=2
aij ; i 2  and j 2 0; kA2k
kA3k
1=2
aij ; i 2 0 and j 2 :
It is easy to see that there exists a permutation matrix P such that
PAP T D

A1 A2
A3 A4

(2.1)
and
PAP
T D
264 A1
 kA3k
kA2k
1=2
A2 kA2k
kA3k
1=2
A3 A4
375 : (2.2)
Without loss of generality we assume that A is given in the block form (2.1) with
A2 =D 0 and A3 =D 0 throughout this paper.
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Lemma 2.1. kAk2 D kAk2 − .kA2k − kA3k/2:
Proof. From (2.2) it is easy to see
kAk2 DkA1k2 C kA3kkA2kkA2k
2 C kA4k2 C kA2kkA3kkA3k
2
DkA1k2 C kA4k2 C 2kA2k kA3k: (2.3)
The lemma follows immediately by noting the fact that
kAk2 D kA1k2 C kA2k2 C kA3k2 C kA4k2: 
Theorem 2.1. Let A be an n  n complex matrix. Then
X
i
ji j2 6
X
i
0@X
j
ja0ij j2
1A1=20@X
j
ja0ji j2
1A1=2
DkAk2 − .kA2k − kA3k/2 − 12
X
i
.k.A/ik − k.A/ik/2: (2.4)
Proof. By (2.2) we have
A D
24 kA3kkA2k1=2I 0
0 I
3524A1 A2
A3 A4
3524 kA2kkA3k1=2I 0
0 I
35 ;
which implies that A is similar to A. Then .A/ D .A/: Applying the NT in-
equality (1.2) to A we have
X
i
ji j2 6
X
i
0@X
j
ja0ij j2
1A1=20@X
j
ja0ji j2
1A1=2
D
X
i
k.A/ik k.A/ik
DkAk2 − 12
X
i
.k.A/ik − k.A/ik/2:
Inequality (2.4) is obtained by Lemma 2.1. 
Remark. It is obvious that inequality (2.4) is exactly the same as the NT inequality
when kA2k D kA3k. Particularly, if A is normal, by the block form (2.1) we have
A1A1 C A3A3 D A1A1 C A2A2: Hence, tr.A3A3/ D tr.A2A2/; i.e., kA2k D kA3k.
Both (2.4) and the NT inequality provide the improvements of Schur’s inequality.
Some counterexamples between (2.4) and the NT inequality are as follows.
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Example 2.1. Let
A D
243 0 40 2 1
1 1 2
35
and  D f1g: Then
A D
243 0 20 2 1
2 1 2
35 :
The straightforward calculation by our formula (2.4) gives the estimatesX
i
ji j2 6 13 C 6
p
5  26:4
and by the NT inequality and Kress’ inequality (see [3]), we haveX
i
ji j2 6 5
p
10 C 5 C p126  32:0
and X
i
ji j2 6

tr.AA/2 − 12 tr.AA − AA/2
1=2  32:5;
respectively. The upper bound by Schur’s inequality is 36.
Example 2.2. Let
A D
240 1 04 0 4
0 1 0
35
and  D f1g: Then
A D
240 2 02 0 4
0 1 0
35 :
The upper bounds obtained by using (2.4), the NT inequality, Kress’ inequality and
Schur’s inequality are 18, 16, 11.4 and 34, respectively.
3. Applications
In this section, we present some applications of Theorem 2.1. First we give an
inequality for the rank of a matrix and a sufficient condition for the nonsingularity
of a matrix. A classical inequality for rank.A/ given by Ky, Fan and Hoffman (see
e.g. [4]) is as follows:
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rank.A/ >
X
i
jaii j
Ri.A/
; (3.1)
where Ri.A/ D PnjD1 jaij j: A new inequality is given in the following theorem.
Theorem 3.1. Let A be an n  n complex matrix. Then
rank.A/ > jtr Aj
2P
i k.A/ik k.A/ik
: (3.2)
Proof. By Schur theorem there exists a unitary matrix U such that UAU is an
upper triangular matrix, i.e.,
UAU D
2666666664
1 
.
.
.
p
0
.
.
.
0 0
3777777775
;
where i =D 0. Since
jtr Aj2 D
 X
i
ji j
!2
D
 
pX
iD1
ji j
!2
6 p
pX
iD1
ji j2 6 rank.A/
X
i
ji j2;
we obtain
rank.A/ > jtr Aj
2P
i ji j2
> jtr Aj
2P
i k.A/ik k.A/ik
:
The theorem is proved. 
Example 3.1. Let
A D
243 3 11 4 2
1 2 4
35
and  D f1g: Then kA2k D
p
10, kA3k D
p
2; tr A D 11 and
A D
26664
3 3

1
5
1=4 1
5
1=4
51=4 4 2
51=4 2 4
37775 :
By Theorem 3.1 we have
rank.A/ > 121=57:908  2:09:
If we apply inequality (3.1) to estimate the rank, we only have rank.A/ > 1.
142 T. Huang et al. / Linear Algebra and its Applications 319 (2000) 137–145
Corollary 3.1. Let A D .aij / be an n  n complex matrix. If
jtr Aj2 > .n − 1/
X
i
k.A/ik k.A/ik; (3.3)
where .A/i and .A/i denote the ith row and ith column of A; then A is
nonsingular.
Some other sufficient conditions for the nonsingularity of a matrix have been
studied by many authors (e.g., see the recent papers [5–7]).
Secondly, we consider a matrix 1-balancing problem. We say a matrix to be p-
balanced if the p-norm of the ith row vector equals to the p-norm of the ith column
vector. For a given irreducible nonnegative matrix A, the problem here is
to find Dx D diag.x1; x2; : : : ; xn/; xi > 0; such that
D−1x ADx is 1-balanced:
(3.4)
It has been noted that the above 1-balanced problem is related to the following min-
imization problem:
min
x>0
.x/ VD
nX
i;jD1
aij xj
.
xi: (3.5)
Its solution satisfies the following condition:
o
oxi
D
X
j =Di
aij
.
xj −
X
j =Di
xjaji
.
x2i : (3.6)
Dx is a solution of (3.4) if and only if x is a solution of (3.6). It is obvious that
the solution of (3.4) is not unique. If D is a solution of (3.4), then for any positive
constant , D is also a solution. For this reason, we consider a solution in the
simplexX D fx: kxk1 D 1; x > 0g. An iterative algorithm is given in the following.
Algorithm 3.1. Let A be not 1-balanced.
1. Give an initial positive vector x.0/ and let Dx.0/ D diag.x.0/1 ; x.0/2 ; : : : ; x.0/n / and
l D 0.
2. Let C0
x.l/;i
D Ci.Dx.l/AD−1x.l/ / − aii and R0x.l/;i D Ri.Dx.l/AD−1x.l// − aii : Calcu-
late
d
.l/
i D
R01=2
x.l/;i
− C01=2
x.l/;i
; i D 1; : : : ; n;
and
d
.l/
i0
D max
i

d
.l/
i
}
:
If d.l/i0 is less than a given tolerance  > 0, stop. Otherwise go to step 3.
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3. Let
.Dl/i;i D
8<:
1; i =D i0;
C0
x.l/;i0

R0
x.l/;i0
1=2
; i D i0
and calculate
x.lC1/ D lDlx.l/;
where l is chosen such that jx.lC1/j1 D 1.
4. Let l VD l C 1 and go to step 2.
The convergence analysis of algorithm can be studied by using our theorems in
Section 2. The following two lemmas are useful to prove the convergence.
Lemma 3.1. Let D be a diagonal matrix whose ith diagonal entry is .C0i=R0i /1=2
and other entries are unit. Then for any positive vector x we have .ex / D .x/ −
.R
0.1=2/
i − C0.1=2/i /2; where ex D Dx; C0i D Ci.DxAD−1x / − aii and R0i D Ri.DxA
D−1x / − aii :
Proof. Let B D .bij / be an n  n matrix given by bij D .aij xi=xj /1=2; 1 6 i; j 6
n: Then kBk2 D .x/: We take  D fig. By Lemma 2.1 we have kBk2 D kB2k −
.kB2k − kB3k/2. It is easy to verify that kB2k − kB3k D R0.1=2/i − C0.1=2/i and kBk2
D .Dx/. Thus, we obtain .Dx/ D .x/ − .R0.1=2/i − C0.1=2/i /2; which proves the
lemma. 
Lemma 3.2. Let A be irreducible nonnegative and X D fx: kxk1 D 1; x > 0g. The
solution of (3.4) in X is unique.
Proof. We only need to prove that for a 1-balanced matrix A D .aij /nn, if D−1x A
Dx is 1-balanced with x 2 X, then x D .1=n; 1=n; : : : ; 1=n/T. For simplicity, we
assume that x1 6 xi . Since both D−1x ADx and A are 1-balanced,X
j
x1a1j
.
xj D
X
i
xiai1
.
x1;
X
j
a1j D
X
i
ai1;
and thereforeX
j
a1j
.
xj D
X
i
xiai1
.
x21 :
Since x1 6 xi , the last two equalities imply thatX
j
a1j
.
xj D
X
j
a1j
.
x1:
For each i =D 1 whenever a1i =D 0 we have xi D x1. Now we consider the ith row
and ith column of both D−1x ADx and A: Repeating the above procedure, whenever
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aij =D 0 we have xj D xi: Since A is irreducible, we have x1 D    D xn. The proof
is complete. 
Theorem 3.2. Let A be an irreducible nonnegative matrix. Then Algorithm 3.1 con-
verges to a positive vector at which .x/ in (3.5) attains its minimum.
Proof. If A is 1-balanced, then x.0/ D 1
n
.1; 1; : : : ; 1/T is the solution. Otherwise, let
fx.l/g be a set of positive vectors given by Algorithm 3.1. Let
X D
(
x
 X
i
xi D 1I xi >  > 0
)
:
Since A is irreducible, when some xj ! 0, .x/ ! 1. Then there exists some  >
0 such that x.0/ 2 X and for x 2 fx j Pi xi D 1I 0 < xi 6 g,
.x/ > M > 
(
x.0/

;
where M is positive constant. By Lemma 3.1, .x.lC1// 6 .x.l// and therefore,
fx.l/g  X which is a compact set. By Lemma 3.2 fx.l/g ! Nx 2 X . D NxAD−1Nx is
1-balanced. The proof is complete. 
A numerical example is given below.
Example 3.2. Let
A D
244 4 42 4 0
2 0 2
35 :
Clearly, A is not 1-balanced. Let x.0/ D . 12 ; 1; 1/T: Then Dx.0/ D diag. 12 ; 1; 1/
and
Dx.0/AD
−1
x.0/
D
244 2 24 4 0
4 0 2
35 :
Following step 2 of Algorithm 3.1 we have i0 D 1 and D0 D diag.
p
2; 1; 1/. Then
x.1/ D diag.p2; 1; 1/x.0/ D . 12
p
2; 1; 1/T: Hence,
Dx.1/AD
−1
x.1/
D
264 4 2
p
2 2
p
2
2
p
2 4 0
2
p
2 0 2
375 :
We now have d.1/i D 0; i D 1; 2; 3: Hence, Dx.1/AD−1x.1/ is 1-balanced.
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