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Resume
Les appliations multimedia ont en general le hoix pour leurs ommuniations entre TCP , able mais
souvent trop lent, et UDP , rapide mais sans ontro^le sur la abilite. Robin Kravets a propose une
alternative basee sur une tolerane de perte ajustable. Nous proposons dans e papier des ameliorations
du prinipe, la speiation d'un protoole appele VRP , et une implementation au sein de l'environnement
de meta-omputing Globus. Notre but est une augmentation du debit sur les longues distanes qui ont
typiquement un taux de perte eleve.
Mots-les : protoole reseau, tolerane de perte, meta-omputing, reseau longue distane, TCP.
Motivations
L'emergene du meta-omputing relane l'intere^t pour les ommuniations longue distane sur Internet.
Dans l'environnement de meta-omputing Globus [4℄, les ommuniations sont assurees par le module
Nexus [3℄. Pour les ommuniations sur Internet, Nexus a essentiellement le hoix entre TCP et UDP ,
tous les deux bases sur IP . Le protoole TCP est able mais fait payer sa abilite au prix d'une ertaine
lenteur. Le protoole UDP propose un servie vraiment minimal, sans auun ontro^le sur la abilite. Les
appliations hoisissent en general TCP a ause des trop faibles servies oerts par UDP . Cependant il
existe des appliations qui preferent un ompromis entre la abilite et la vitesse. Le protoole RTP [8℄
realise un ompromis de e genre, mais est axe vers les transferts temps reel. Il se souie des ontraintes
de temps pluto^t que de la abilite.
L'objetif que nous visons est une amelioration des performanes sur des onnexions Internet grande
distane qui ont typiquement un taux de perte eleve quand le reseau est harge. La solution doit e^tre
adaptee au prinipe \best eort" qui regne enore en ma^tre sur Internet. La notion de servie garanti est
enore peu presente dans le monde Internet et demande de plus de lourdes modiations des infrastru-
tures existantes, routeurs en partiulier. Nous nous plaons dans le adre de systemes de meta-omputing
omme Globus qui mettent l'aent sur la portabilite et l'utilisation du materiel existant sans modia-
tion.
Dans e papier, nous proposons un protoole appele VRP , Variable Reliability Protool, implemente au-
dessus d'UDP , don portable sur toutes les mahines d'Internet. Il est implemente en espae utilisateur,
il n'est don pas neessaire de modier le systeme d'exploitation. Ce protoole est issu d'idees emises par
Robin Kravets et al. dans [6℄. Notre ontribution est une amelioration des prinipes, une speiation
omplete du protoole et une implementation au sein de l'environnement de meta-omputing Globus.
Nous aborderons le prinipe general de VRP dans une premiere partie. Nous examinerons ensuite les
prinipaux algorithmes mis en uvre. Nous exposerons et ommenterons enn les performanes obtenues.
1. Prinipe general de VRP
Tolerane de perte reglable
Une liaison able garantit l'arrivee des donnees, sans perte, sans dupliation, et dans l'ordre. Le pro-
toole TCP fournit e servie. Il parvient a e resultat en mettant en plae un meanisme de fene^tre
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glissante qui retransmet les paquets IP au as ou ils seraient perdus. Sur Internet, les pertes de paquets
IP sont de deux types. Quand les routeurs n'ont pas le temps de traiter un paquet, ils le suppriment.
Cela se traduit par des pertes isolees. Quand la mahine qui reoit est saturee, ou s'il y a une ongestion
dans un routeur, alors les pertes sont en rafales (burst ). Dans e as, de nombreux paquets suessifs
sont perdus. Dans le as d'un reseau tres harge qui perd beauoup de paquets IP , le meanisme de
retransmission systematique de TCP est tres penalisant. Une appliation qui transmet par exemple des
images prefere souvent ameliorer le debit (le nombre d'images par seondes), me^me si e but est atteint
au detriment de la qualite. Elle est pre^te a aepter des pertes, qui se traduiront selon le as par des
lignes ou des images manquantes. L'appliation doit ependant garder un moyen de ontro^le sur es pertes
pour qu'elles restent tolerables. Le protoole VRP met a la disposition de l'appliation les parametres
suivants :
{ le taux de perte maximal tolerable, exprime sous forme d'un pourentage.
{ la longueur maximale de perte onseutive, qui indique les plus grandes rafales autorisees. On
ontro^le ainsi la granularite des pertes. Si on reprend l'exemple d'une appliation qui transmet des
images, e parametre permet de ma^triser le nombre maximal de lignes manquantes onseutives
d'une image an d'eetuer une interpolation pour retrouver des donnees manquantes.
{ les donnees ritiques, qui sont des parties de messages qui ne peuvent e^tre perdues sous auun
pretexte. C'est le as des en-te^tes ou d'autres donnees de ontro^le, que l'on trouve au milieu de
donnees qui peuvent e^tre perdues. Peu importe e que sont les autres parametres, les donnees
marquees omme ritiques n'ont pas le droit d'e^tre perdues. Ce parametre n'etait pas present dans
[6℄ et a ete ajoute pour que le protoole soit utilisable.
VRP garantit que les parametres fournis par l'appliation sont respetes. On remarquera que e sont
des maxima, les pertes peuvent e^tre en pratique bien moindres que e qui est autorise. Il est interessant
de noter que si l'on rela^he tous les parametres (toutes pertes autorisees), on retrouve les speiations
du protoole UDP . Si au ontraire tout est marque omme ritique ou si l'on preise un taux de perte
maximal de 0%, on retrouve TCP .
Enapsulation
A la dierene de TCP , notre protoole n'est pas base sur un ux d'otets mais sur l'envoi de messages
| des unites logiques de niveau appliation | qui sont deoupes en paquets par le protoole. Tout le
ontro^le de la abilite est fait au niveau de es paquets. Cependant l'appliation n'ayant pas a savoir e
qui se passe au niveau du protoole | en partiulier, elle n'a pas a onna^tre la taille des paquets |, elle
fournit tous ses parametres independamment de l'implementation du protoole. Ainsi :
{ le taux de perte maximal tolerable est donne en pourentage, qui est traduit en nombre de paquets
par fene^tre ;
{ la taille maximale de perte onseutive est donnee en otets, VRP traduit en nombre de paquets
onseutifs ;
{ les donnees ritiques sont donnees en otets, VRP se harge de traduire en paquets ritiques.
Ces parametres sont veries sur des paquets omplets. VRP est don plus restritif que les parametres
donnes par l'utilisateur. Si par exemple une zone de donnees est marquee omme ritique au niveau
appliation, alors tous les paquets qui en ontiennent une partie sont ritiques. On est ainsi assure du
respet des parametres. De me^me, l'algorithme utilise assure que ontro^ler le taux maximal de perte sur
la largeur d'une fene^tre glissante implique que e taux est respete globalement sur le message omplet.
Feedbak
Lorsqu'il y a des pertes, l'appliation reeptrie est prevenue des zones de donnees perdues. Elle peut
don hoisir de s'adapter en onsequene et tenter une reuperation partielle, par exemple par interpola-
tion s'il s'agit d'images.
Elle peut egalement hoisir de ne pas pre^ter attention aux pertes, et faire omme si tout avait ete
reu. En eet, elle reoit des messages qui ont exatement la me^me taille que e qui a ete envoye, quelles
que soient les pertes. Les zones perdues sont simplement omblees ave des zeros. Le message est reu
virtuellement sans perte. On se ramene dans e as a une tolerane d'erreurs a la plae d'une tolerane
de perte. Les donnees qui arrivent sont a leur plae dans le message, l'ordre est onserve, il n'y a pas
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de dupliation. L'ordre de reeption des messages n'est pas onserve ; les messages peuvent se doubler.
On met en plae des meanismes qui ontro^lent qu'auun message n'est duplique. Auun message n'est
normalement perdu. Dans le as ou on n'arrive pas a joindre le reepteur, l'appliation emettrie est
prevenue que le message n'est pas arrive a destination. On fournit egalement les hires des pertes reelles
a l'appliation emettrie pour qu'elle puisse eventuellement s'adapter aux onditions de tra.
2. Algorithmes mis en uvre
2.1. Fene^tre glissante et tolerane de perte
Le protoole VRP se base sur un meanisme de fene^tre glissante a la maniere de TCP [1℄. L'emetteur
envoie les paquets dans l'ordre et attend les auses de reeption (notes ACK dans la suite). Ces aquitte-
ments sont umulatifs, 'est-a-dire qu'ils informent de la reeption d'un paquet et de tous les paquets qui
le preedent. Pour haque paquet transmis, l'emetteur delenhe un temporisateur. S'il arrive a expiration
avant la reeption de l'aquittement, on suppose que le paquet a ete perdu. Dans e as, on re-emet le
paquet orrespondant. Du point de vue de l'emetteur, la transmission est don perue omme able.
La tolerane de perte est geree du o^te du reepteur. Lorsqu'il detete un paquet manquant, le reepteur
examine l'historique des dernieres pertes. Il ontro^le si la perte est permise par les parametres fournis par
l'appliation. Si la perte est autorisee, il envoie un aquittement exatement omme si le paquet avait ete
reu.
2.2. NACK, SACK et antiipation
Le meanisme presente i-dessus est orret, mais peut e^tre optimise. Pour ameliorer la vitesse de
reation aux pertes, on ajoute un systeme d'aquittements negatifs (notes NACK) emis des que le
reepteur detete une perte.

A leur reeption, l'emetteur re-emet immediatement le paquet orrespondant.
Au vu du nombre de paquets retransmis inutilement, il a egalement semble neessaire d'ajouter des
aquittements individuels pour les paquets, en plus des aquittements umulatifs, semblables aux SACK
introduits dans TCP [7℄. Ces aquittements seletifs permettent d'aquitter tous les paquets reus qui
suivent un paquet perdu. L'utilisation onjointe des SACK et des NACK est don tout-a-fait naturelle.
Elle permet une reuperation de perte plus rapide et evite les transmissions inutiles.
Notre but est d'avoir le moins de ruptures possible dans le ux. Si un paquet est perdu alors qu'un
NACK est en ours (ie. un NACK a ete envoye, le paquet orrespondant n'a pas enore ete reu), il est
possible de ne pas rester bloque. Il suÆt d'antiiper e qui va se passer. Comme le montre la gure 1
(en haut), une approhe raisonnable est d'attendre que tout rentre dans l'ordre avant d'analyser la perte
suivante. Cependant, on peut imaginer un senario omme elui de la gure 1 (en bas) ou l'on a simplement
antiipe l'arrivee du paquet numero 4. Puisque la perte du paquet numero 4 n'a pas ete autorisee et qu'un
NACK a ete envoye, alors e paquet arrivera neessairement. Ce paquet etant virtuellement arrive, le
reepteur peut ontinuer a traiter la suite en onnaissane de ause, et autoriser la perte du paquet
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Fig. 1: Exemple d'etat valide du reepteur sans SACK ni meanisme d'antiipation (en haut), ave SACK
et antiipation (en bas). La longueur de perte maximale onseutive est xee a un paquet.
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numero 6. Il envoie don des aquittements seletifs SACK (notes
8
sur la gure) pour les paquets 5 a
8 et evite leur retransmission qui serait inutile.
2.3. Transmission d'un message
Dans un environnement de meta-omputing, la tolerane aux pannes est un aspet essentiel. C'est
pourquoi nous proposons que VRP soit un protoole non-onnete, 'est-a-dire sans etat.

A la dierene
de TCP , si par exemple le reepteur oupe la liaison puis la retablit, l'emetteur n'a pas besoin de
reinitialiser la liaison. Bien su^r, pendant la transmission d'un message, une onnexion existe. Il peut
me^me y avoir plusieurs onnexions simultanees si plusieurs messages sont transmis simultanement.
Le protoole propose dans [6℄ est onnete, simplement pour disposer d'un ordre sequentiel sur les
messages. Cette methode permet de gerer orretement la n des messages.
Nous adoptons une solution dierente, plus robuste. Quand il reoit un aquittement pour le dernier
paquet d'un message, l'emetteur est su^r que le message omplet a ete reu. Il detruit alors toutes les
strutures destinees a l'envoi du message. Le reepteur ne peut pas agir de maniere symetrique. Si
l'aquittement du dernier paquet se perd, l'emetteur ne serait jamais prevenu que le message a ete
reu. Le reepteur attend don que l'emetteur lui signale qu'il a bien reu le dernier aquittement pour
lui aussi detruire les strutures orrespondantes.
Cette notiation de sues de transmission, les ordres d'initialisation de message, les speiations des
parametres de tolerane de perte et les aquittements sont transmis dans des paquets de ontro^le. Ces
paquets de ontro^le ont une struture modulaire et exible a base de balises. Leur struture exate est
derite dans [2℄. Le reepteur aquitte les paquets de ontro^le qu'il reoit de l'emetteur, on est don su^r
qu'ils arrivent. Par ontre dans l'autre sens, es paquets ne generent pas d'aquittement (en partiulier,
on n'aquitte pas les ACK !) Pour gerer le as du dernier message, et pour ameliorer la tolerane aux
pannes, le reepteur mesure les periodes d'inativite, qui se traduisent par l'absene de reeption d'ACK
de numero de sequene superieur au dernier ACK reu. En as d'inativite trop longue, il onsidere que
la onnexion a ete rompue pour une raison quelonque | probleme materiel, rash, ongestion severe du
reseau, et. | et il notie l'appliation que le message n'a pas ete transmis ave sues. Un meanisme
symetrique est mis en plae du o^te du reepteur.
2.4. Reglages
Temporisation
Le hoix de la temporisation est determinant pour diminuer le temps de reation aux pertes.

Etant
donne que le temps qui s'eoule entre l'envoi d'un paquet et la reeption de l'aquittement orrespondant
est tres variable, il est neessaire d'utiliser un algorithme adaptatif. Pluto^t que de se laner dans le
developpement d'un nouvel algorithme, on se base sur la methode lassique de Jaobson [5℄ utilisee
dans TCP .
On approhe le temps d'aller-retour moyen a l'aide d'un ltre passe-bas du type RTT =  RTT +(1 
) M ou RTT est l'approximation du temps d'aller-retour, M est le temps d'aller-retour mesure, et 
est un parametre de lissage. On approhe l'eart moyen par D =  D+ (1 )  jRTT  M j. On hoisit
alors timeout = RTT+4D. Le fateur 4 peut sembler arbitraire : il a ete determine experimentalement
pour que seulement 1% des expirations de temporisateur orrespondent a des paquets qui ne sont pas
perdus. Comme le montre la gure 2, le timeout hoisi suit le temps d'aller-retour de tres pres. Il y a peu
d'expirations pour rien, mais on detete tres to^t les paquets perdus.
Taille de fene^tre
La taille de la fene^tre represente le nombre maximum de paquets non-aquittes a haque instant, et
inue sur les performanes du protoole. Il est essentiel d'avoir une fene^tre suÆsamment large sur des
reseaux de types WAN ou la latene est typiquement elevee. L'emetteur risque en eet de passer son temps
a attendre les aquittements. Si elle est trop grande, l'inonvenient majeur est le debordement des tampons
du reepteur qui entra^ne de nombreuses pertes en rafales. De plus, pour des raisons d'implementation,
e nombre doit e^tre une puissane exate de 2.
Des mesures sur dierentes liaisons, ave des mahines tres dierentes (PC, Sun UltraSpar, SGI Origin
2000), et ave des onditions de tra dierentes ont montre que e parametre n'avait pas une inuene
tres grande. La vitesse augmente progressivement ave un elargissement de la fene^tre ; a partir de 128
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Fig. 3: Le debit en fontion de la taille des paquets
paquets par fene^tre, on note une augmentation du taux de perte. Nous hoisissons une taille par defaut
de 64, et le protoole laisse tout de me^me la possibilite a l'utilisateur d'imposer une autre valeur s'il le
desire. Il n'a pas semble neessaire de mettre en plae une taille variable ave un algorithme adaptatif.
Taille des paquets
Trouver la bonne taille de paquet est diÆile. Il faut se poser la bonne question : qu'est-e que la bonne
taille de paquet ? Est-e elle qui obtient le debit le plus eleve ou elle qui minimise les pertes ? La gure
3 montre les resultats d'un benhmark realise sur LAN et sur WAN. Il est lair que sur le WAN, la bonne
taille est 2 ko. Sur d'autres exemples, le meilleur resultat est obtenu pour 1 ko. Au-dela de es valeurs,
les pertes augmentent enormement. Pour rester ompetitif sur LAN, nous hoisissons une taille de 2 ko
par defaut. L'utilisateur peut forer sa propre valeur pour une utilisation speique.
Pour une desription tehnique plus omplete du protooleVRP , ainsi qu'un aperu de l'implementation
qui en a ete faite dans Globus, on se pourra se referer a [2℄.
3. Performanes
Nous nous interessons prinipalement aux performanes sur les longues distanes. Les mesures de
performanes sont diÆiles a realiser ar les onditions sont extre^mement variables. Nous donnons des
hires qui representent des moyennes. La liaison Internet entre Chiago et Los Angeles nous sert de
referene, en utilisant l'implementation qui a ete faite dans Globus. Nous transmettons des messages de
100 ko, en autorisant une perte globale de 25% et des rafales de perte de 4 ko. En pratique, la perte
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mesuree est d'environ 10%. Nous atteignons un debit moyen de 1,2 Mbit/s ave TCP et environ 6 Mbit/s
ave VRP , soit un rapport de 5. Me^me dans le pire des as observes, VRP est enore 2 fois plus rapide
que TCP . Des tests realises sur une liaison transatlantique mettent en evidene un rapport d'aeleration
de 3 de VRP par rapport a TCP . Sur un reseau loal, omme prevu, VRP n'est pas plus rapide que
TCP . Il est me^me legerement plus lent, ave un debit inferieur de 5% a elui de TCP .
Nous expliquons la dierene de performane par une strategie ompletement dierente pour le ontro^le
de ux et le ontro^le de ongestion. Le ontro^le de ux de TCP est preis et omplexe. Il herhe a eviter a
tout prix tout debordement de tampon. Le ontro^le de ux de VRP est moins strit. Il exploite le fait qu'un
paquet perdu de temps a autre est aeptable. Le ontro^le de ongestion de TCP est pessimiste. Il ralentit
a la moindre alerte. Il n'y a pas de vrai ontro^le de ongestion dans VRP . En as de ongestion du reseau,
le taux de perte augmente et l'appliation est prevenue. Libre a elle de s'adapter. Me^me sans ontro^le
de ongestion, VRP n'aggrave pas les ongestions : s'il est neessaire d'eetuer des retransmissions de
paquets, plus les retransmissions sont nombreuses, plus le temporisateur augmente. VRP ralentit don
de lui-me^me.
4. Conlusion
Nous avons dans e papier propose des ameliorations pour le protoole VRP an de le rendre uti-
lisable en pratique. Nous avons de plus fourni des speiations a un niveau d'abstration assez haut,
de maniere a e que les appliations l'utilisent sans se souier de l'implementation. Nous avons derit
et justie les meanismes utilises pour l'implementer. VRP est maintenant plus tolerant aux pannes.
Pour l'implementation dans Globus, nous l'avons egalement rendu ompatible ave les environnements
multi-threads.
Les resultats sont enourageants et a la hauteur de nos esperanes. VRP a ete onu pour la trans-
mission de gros volumes de donnees sur de longues distanes. Quand on l'utilise dans es onditions,
les performanes sont exellentes. Les problemes de ongestion semblent e^tre le seul point deliat. Les
premiers tests n'indiquent pas de probleme partiulier. Nous n'avons ependant pas realise de test a tres
grande ehelle, ave de nombreuses onnexions simultanees. Il est possible de faire evoluer VRP vers un
protoole adaptatif qui resoudrait es diÆultes : l'appliation speie un intervalle pour le taux de perte
maximal tolerable, le protoole hoisit lui-me^me le meilleur point de fontionnement dans et intervalle
suivant les onditions de tra.
Le protoole VRP que nous avons presente est une alternative aux solutions basees sur la qualite de
servie. Il peut utiliser les infrastrutures existantes, 'est la son prinipal atout. Son implementation
dans Globus autorise maintenant la transmission de donnees multimedia de maniere satisfaisante dans le
adre du metaomputing.
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