The paper raises a question about the optimal critical nonlinearity for the Sobolev space in two dimensions, connected to loss of compactness, and discusses the pertinent concentration compactness framework. We study properties of the improved version of the TrudingerMoser inequality on the open unit disk B ⊂ R 2 , recently proved by G. Mancini and K. Sandeep [13] . Unlike the original Trudinger-Moser inequality, this inequality is invariant with respect to Möbius automorphisms of the unit disk, and as such is a closer analogy of the critical nonlinearity |u| 2 * in the higher dimension than the original Trudinger-Moser nonlinearity.
Introduction
In this paper we study an inequality that improves the classical (Pohozhaev)-Trudinger-Moser inequality ( [10] , [17] , [9] ) on a unit disk B in R 2 :
sup u∈H 1 0 (B), ∇u 2 ≤1 B e 4πu 2 dx < ∞.
(1.1)
The result below has been recently proved by Mancini and Sandeep [13] We give a different proof to this inequality, based on coverings defined by Möbius transformations, rather than on rearrangements on the hyperbolic space like in [13] , which provides insights for further results. An elementary corollary of this inequality is the Trudinger-Moser inequality in the exterior of the unit disk which immediately follows from (1.2) by the change of variable x → x/|x| 2 . 
, and it is unbounded on any bounded subset of H 1 (R N ) when p > 2 * . In the case N = 2, the functional R 2 e pu 2 dx on the set {u ∈ H 1 (R 2 ), u H 1 ≤ 1} is bounded if and only if p ≤ 4π (see [12] ). The analogy extends also to weak continuity properties. For obvious reason of translation invariance, there is no weak continuity if the domain of integration is the whole R N . If, however, 
This analogy, however, does not extend to the critical nonlinearities, p = 2 * resp. p = 4π. When N > 2, the functional Ω |u| 2 * dx is not weakly continuous at any point, but if N = 2, the functional Ω e 4πu 2 dx is sequentially weakly continuous at every point of {u ∈ H 1 0 (Ω), ∇u 2 ≤ 1} \ {0} (see [7] ).
Lack of compactness for the critical nonlinearity in the case N > 2 can be traced to the following symmetries of the space D 1,2 (R N ) (defined as the completion of C ∞ 0 with respect to the gradient norm ∇ · 2 ):
that is, to actions of translations and dilations. These operators are linear isometries on both
while the respective norms of u k coincide with that of u. A similar counterexample suitable for a bounded domain is given by y k = 0, s k → +∞ and u supported on a convex compact subset. Lack of compactness in the imbedding of
can be, in some sense attributed entirely to the group D N , namely, the compactness is restored if one "factors out" the action of the group (see e.g. Lemma 5.3, [16] ):
Weak continuity properties of the critical nonlinearity in the case N = 2 indicate that there is no known non-compact group, other than Euclidean shifts, that preserves both the Sobolev norm and the Trudinger-Moser nonlinearity R 2 e 4πu 2 dx. The matter is further complicated by the fact that in this case there is no dilation-invariant functional space D 1,2 : the completion of C ∞ 0 (R 2 ) with respect to the gradient norm lacks continuous imbedding even into the space of distributions. On the other hand, the problem in the space H 1 0 (B) (which we in what follows consider equipped with the equivalent Sobolev norm ∇u 2 ), admits two groups of linear unitary operators, defined below, that play a role similar, respectively, to actions of dilations and of translations.
The Trudinger-Moser functional B e 4πu 2 dx fails to be invariant with respect to either of these groups. This, however, happens to testify not for irrelevance of these groups but for an observation that the Trudinger-Moser functional is not the sharp critical nonlinearity and can be replaced by a stronger expression. It remains an open problem, however, to find a sharp critical nonlinearity that is invariant with respect to the product group. The details are as follows.
Dilation-invariant nonlinearity
In this paragraph we summarize results of [3] . Let H |x| 2 dx and the critical nonlinearity |u| 2 * dx. In the case N = 2, the critical exponent is formally 2 * = +∞ and the dilation-invariant L 2 * -norm is
(1.5)
The Trudinger-Moser nonlinearity is not, however, dilation-invariant. On the other hand it is continuous with respect to the norm (1.5), which means that the L ∞ -nonlinearity (1.5) gives a sharp, dilation-invariant improvement of the Trudinger-Moser nonlinearity, even if only for the subspace of radial functions.
Möbius transformations
We refer the reader to the Appendix for definitions and basic properties connected to Möbius transformations and the Poincaré disk. Adopting, for the sake of convenience, the complex numbers notation z = x 1 +ix 2 for points (x 1 , x 2 ) on the plane, we consider the following subset of automorphisms of the unit disk, known as Möbius transformations.
(1.6)
Since the maps (1.6) are conformal automorphisms of the unit disk, one has |∇u • η ζ | 2 = |∇u| 2 , which implies that the Möbius shifts 
In particular, once the inequality (1.2) is verified, the functional B e 4πu 2
(1−|x| 2 ) 2 dx possesses both critical growth and invariance with respect to Möbius shifts.
Main results
In addition to Theorem 1.1, which trivially follows from its hyperbolic space counterpart, Theorem 2.3 proved in Section 2, we study weak continuity properties of subcritical (but not weakly continuous) nonlinearities of the form B F (u) dx (1−|x| 2 ) 2 , and existence of maximizers for a related isoperimetric problem. We prove Theorem 1.3. Let F ∈ C(R) satisfy, with some C > 0, r > 2 and p < 4π,
This theorem is required for the following existence result.
with some C > 0, r > 2 and p < 4π. If, in addition, for every t ∈ (0, 1) and a, b ∈ R, 10) then the maximum in
is attained and for any minimizing sequence u k for (1.11) there exists a se-
to the point of maximum.
In Section 3 we prove Theorem 1.3, Theorem 1.4, and a statement on the general structure of bounded sequences in H 1 0 (B), Theorem 3.2, similar to Struwe's global compactness in [15] ) and to a related statement of P.-L. Lions in [8] (note also that Möbius shifts are also involved in existence proof for the Plateau problem, [14] ). In Section 4, the Appendix, we summarize relevant facts about the Poincaré disk.
Proof of the invariant Trudinger-Moser inequality
W ⋐ B We start with the following elementary lemma. and let
There exists a number q > 0 such that
Proof. Let T be an extension operator from H 1 (W ) into H > 0 and let
Let q be as in Lemma 2.1. Then there is a positive constant C = C(λ) such that for all u ∈ H 1 (W ) satisfying u W < 1, 6) and thus (q)
Adding the inequalities (2.7) over n ∈ N and taking into account the assumption u W < 1, we obtain (2.5).
Theorem 2.3. The following relation holds true: By Corollary 4.2 there is a countable set Z ⊂ B and the number M ∈ N be such that the sets η ζ (W ), ζ ∈ Z, cover B with multiplicity not exceeding M.
Let us fix a function u ∈Ḣ 1 (H 2 ) such that u Ḣ1 ≤ 1 and define
where q is as in Lemma 2.1. It is easy to see that Z u contains at most 40πM/q elements. Indeed, since the multiplicity of the covering of B by η ζ W , ζ ∈ Z, is not greater than M, taking into account that theḢ 1 (H 2 )-norm in the Poincaré disk model is realized by ∇u 2 , and applying the Hardy's inequality (4.1), we have
From Lemma 2.2, applied to
4π q u we have, for every ζ ∈ Z \ Z u ,
Adding the inequalities over ζ ∈ Z \ Z u we obtain, using again the Hardy's inequality,
(2.12) On the other hand, from the usual Trudinger-Moser inequality for u • η ζ , with any ζ ∈ Z u , we have
(2.13) Adding (at most 40πM/q + 1) inequalities (2.12) and (2.13), we obtain (2.8).
Proof of Theorem 1.2. Rewrite (2.8) in coordinate form for the Poincaré disk.
Remark 2.4. The constant 4π in (2.8) as well as in (1.2) cannot be replaced by any number p > 4π. Indeed, the integrals in both relations are bounded from below by B e pu 2 dx, from the Trudinger-Moser inequality, for which the parameter 4π is optimal.
Existence of minimizers
We begin with the proof of the first statement of Subsection 1.3.
Proof Theorem 1.3. Let us fix p < 4π. Let u k ∈ H 1 0 (B), ∇u k 2 = 1, and assume that u k • η ζ k ⇀ 0 for every sequence ζ k ∈ B. By (2.8), there is a constant C > 0 such that for all n = 0, 1, . . . ,
Then, for every m ∈ N and for all k ∈ N,
Furthermore, it is easy to see that there exists λ ∈ (p/4π, 1) such that
By Lemma 9.4 of [16] , for every n = 0, . . . , m − 1,
Combining (3.4) with (3.3), we obtain lim sup 5) and since ǫ is an arbitrary positive number, (1.9) follows. We will need the following version of Brezis-Lieb lemma in presence of a H 1 0 -bound on a sequence.
ps 2 with some C > 0 and p < 4π, and assume that
Proof. The notation of norm in this proof refers to the gradient norm ∇u 2 on B. Note that u k → u almost everywhere in B and that lim sup u k −u 2 = lim sup u k 2 − u 2 ≤ 1. Let M > 0 and define
Then G M is a bounded function and therefore, by Lebesgue convergence theorem,
Fix two numbers q, r such that p < q < r < 4π and note that
by (1.2), with analogous estimates when u k is replaced by u, resp. u − u k . In the latter case (1.2) is applied to u − u k if u k → u in norm, and to (u − u k )/ u − u k otherwise. From here and (3.7) we conclude that lim sup
Since the number M is arbitrary, (3.6) follows.
Proof of Theorem 1.4. For the length of this proof the notation of norm, unless otherwise specified, refers to the gradient norm ∇· 2 . Let u k ∈ H 1 0 (B) be such that u k → 1 and B F (u)dµ → M 1 . Consider the following family of problems that extends (1.11):
If u k is a maximizing sequence then so is u k • η ζ k for any sequence ζ k ∈ B. If u k •η ζ k ⇀ 0 for any sequence ζ k , then by Theorem 1.3 we have B F (u k )dµ → 0, a contradiction since sup F > 0 implies M 1 > 0. Thus we choose a sequence
By the standard scalar product calculations we have
while by Lemma 3.1,
Let t = u . Then from (3.11) follows
An elementary argument using the well-known property of the gradient norm,
shows that (3.12) contradicts (1.10) unless t = 1 or t = 0. The latter case has been, however, ruled out. Consequently, u = 1, B F (u)dµ = M, and
The theorem is proved. The notation D ⇀ 0 in the theorem below is a shorthand for the convergence in the sense of (1.8), which by Theorem 1.3 implies convergence in the sense of (1.9) and, in particular, convergence in L p (B, dµ) for any p ∈ [1, ∞). 
Proof. This theorem is an application of Theorem 3.1 in [16] to sequences iṅ H 1 (H 2 ) equipped with the Möbius shifts. Conditions of that theorem have been verified for the case of actions of isometries on cocompact (or gridperiodic) manifolds, which includes hyperbolic spaces, in Lemma 2.9, [4] . Relation (3.13) is based on Remark 9.1 (a) of [16] 
Appendix
We summarize here some known definitions and facts concerning the Poincaré disk model of hyperbolic space. For reference see [5] and [11] . Poincaré disk is a coordinate representation of the hyperbolic space H 2 , consisting of the unit disk B ⊂ R 2 equipped with the metric g i,j = 
The following lemma is well known (for example, it is a trivial modification of Lemma 2.3 from [4] ). We give the proof of it for the sake of completeness. There exist a number M ∈ N, and a countable set Z ⊂ B such that the sets {η ζ W } ζ∈Z , cover B with multiplicity not exceeding M and the sets {η ζ U} ζ∈Z are mutually disjoint.
Proof. We show first that if Z ⊂ B is a set such that the sets {η ζ U} ζ∈Z are mutually disjoint, and the sets {η ζ W } ζ∈Z cover B, then the latter collection has a uniformly finite multiplicity. Let V r (x) denote a geodesic ball of radius r > 0 centered at x ∈ B, and note that µ(V r (x)) is independent of x ∈ B. Let R > 0 and x 0 ∈ B be such that W ⊂ V R (x 0 ). If η ζ W intersects V r (x), then η ζ W ⊂ V r+2R (x); but since the sts η ζ U, ζ ∈ Z, are disjoint, and η ζ W ⊃ η ζ V ⊃ η ζ U, ζ ∈ Z, that can be true for at most
Therefore the number of ζ ∈ Z such that the set η ζ W contains the point x does not exceed
. Now let us construct the set Z. Since every Riemannian manifold is paracompact, and once we observe that η ζ ({0}) = −ζ, so that ζ∈B η ζ (0) = B, there exists a subset Z 0 ⊂ B, such that {η ζ V } ζ∈B is a locally finite cover of B. Indeed, we find first of all a locally finite refinement of the cover {η ζ V } ζ∈B , which via the refinement map determines a subcover, which also is locally finite due to the fact that all covering sets η ζ V have the same finite geodesic diameter.
By induction we define subsets Z k = A k ∪ B k ⊂ B such that the number of elements in A k equals k and
and η ζ 1 U ∩ η ζ 2 U = ∅ for any ζ 1 ∈ A k , ζ 2 ∈ Z k , ζ 1 = ζ 2 . Furthermore A k ⊂ A k+1 for all k, while B k ⊃ B k+1 with ∩ ∞ k=0 B k = ∅. Since the cover {η ζ U} ζ∈Z 0 was locally finite, the latter implies that any compact set K ⋐ B is contained in ζ∈A k η ζ V for sufficiently large k. Finally take Z := ∞ k=0 A k . Begin with A 0 := ∅, B 0 := Z 0 . Let {ζ j } j∈N be an enumeration of Z 0 . Assuming that A k , B k have already been constructed, let us construct A k+1 , B k+1 . Let j k = min{j : ζ j ∈ B k }. Set A k+1 := A k ∪ {ζ j k } and let B k+1 := {ζ ∈ B k ; η ζ U ∩ η ζ j k U = ∅}. Proof. Let ǫ > 0 and x ∈ W be such that the geodesic ball V 3ǫ (x) ⋐ W . The corollary is immediate from Lemma 4.1 with U = V ǫ (x) once we note that the set (4.2) is contained in V 3ǫ (x). Indeed, let y ∈ V . Then there exist ζ ∈ Z and z ∈ V ǫ (x) ∩ V ǫ (η ζ x) such that y ∈ η ζ V ǫ (x). Then, by the triangle inequality for the geodesic distance, d(x, y) ≤ d(x, z) + d(z, η ζ x) + d(η ζ x, y) < 3ǫ.
