Echelle spectrophotometry of the planetary nebula NGC 5307 is presented. The data consists of VLT UVES observations in the 3100 to 10360Å range. Electron temperatures and densities have been determined using different line intensity ratios. We determine the H, He, C, and O abundances based on recombination lines, these abundances are almost independent of the temperature structure of the nebula. We also determine the N, O, Ne, S, Cl, and Ar abundances based on collisionally excited lines, the ratios of these abundances relative to that of H depend strongly on the temperature structure of the nebula. 
study of the relative intensities of the O II recombination lines of multiplet 1 in this and other nebulae it is found that for electron densities smaller than about 5000 cm −3 collisional redistribution is not complete, this effect has to be taken into account to derive the O abundances for those cases in which not all the lines of the multiplet are observed. From the λ 4649 O II versus N e (Cl III) diagram we find a critical electron density of 1325 cm −3 for collisional redistribution of the O II lines of multiplet 1. Also based on this diagram we argue that the O II and the [O III] lines originate in the same regions. We also find that the radial velocities and the FWHM of the O II and [O III] lines in NGC 5307 are similar supporting the previous result. These two results imply that for NGC 5307 and probably for many other gaseous nebulae chemical inhomogeneities are not responsible for the large temperature fluctuations observed.
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Introduction
The main aim of this paper is to make a new determination of the chemical abundances of NGC 5307 including the following improvements over previous determinations: the consideration of the temperature structure that affects the helium and heavy elements abundance determinations, the derivation of the O and C abundances from recombination line intensities, the consideration of the collisional excitation of the triplet He I lines from the 2 3 S level by determining the electron density from many line intensity ratios, and the study of the 2 3 S level optical depth effects on the intensity of the triplet lines by observing a large number of singlet and triplet lines of He I. To determine the temperature structure it is also important to discuss if the O II and the [O III] lines originate in the same regions under the same physical conditions. To this effect we will study the relative line intensities of the O II multiplet 1 in this object and other gaseous nebulae, moreover for the same reason we will also consider the wavelengths and line widths of the O II and [O III] lines in NGC 5307.
In sections 2 and 3 the observations and the reduction procedure are described. In section 4 temperatures and densities are derived from five and four different intensity ratios respectively; also in this section, the mean square temperature fluctuation, t 2 , is determined from the O II/[O III] line intensity ratios. In section 5 ionic abundances are determined based on recombination lines that are almost independent of the temperature structure, and ionic abundances based on ratios of collisionally excited lines to recombination lines that do depend on the temperature structure of the nebula. In section 6 the total abundances are determined and compared with other determinations for the same object. In sections 7 and 8 we present the discussion and the conclusions.
Observations
The observations were obtained with the Ultraviolet Visual Echelle Spectrograph, UVES (D'Odorico et al. 2000) , at the VLT Kueyen Telescope in Chile. We observed simultaneously with the red and blue arms, each in two settings, covering the region from 3100Å to 10360 A (see Table 1 ). The wavelength regions 5783-5830ÅÅ and 8540-8650ÅÅ were not observed due to the separation between the two CCDs used in the red arm. There were also two small gaps that were not observed, 10084-10088ÅÅ and 10252-10259ÅÅ, because the two redmost orders did not entirely fit within the CCD. In addition to the long exposure spectra we took 60 second exposures for the four observed wavelength ranges to check for possible saturation effects.
The slit was oriented east-west and the atmospheric dispersion corrector (ADC) was used to keep the same observed region within the slit regardless of the air mass value. The slit width was set to 3.0" and the slit length was set to 10" in the blue arm and to 12" in the red arm; the slit width was chosen to maximize the S/N ratio of the emission lines and to maintain the required resolution to separate most of the weak lines needed for this project. The FWHM resolution for the NGC 5307 lines at a given wavelength is given by ∆λ ∼ λ/8800. The reductions were made for an area of 3" × 10" . The center of the slit was placed 5" south of the central star, a region of high emission measure. The dimensions of the object are 18.8" × 12.9" (e. g. Tylenda et al. 2003) . The average seeing during the observations amounted to 0.8".
The spectra were reduced using the IRAF 2 echelle reduction package, following the standard procedure of bias subtraction, aperture extraction, flatfielding, wavelength calibration and flux calibration. For flux calibration the standard star EG 247 was observed; the observing time amounted to 600 seconds in each of the four observed wavelength ranges.
Line Intensities, Reddening Correction and Radial Velocities
Line intensities were measured integrating all the flux in the line between two given limits and over a local continuum estimated by eye. In the few cases of line-blending, the line flux of each individual line was derived from a multiple Voigt profile fit procedure. All these measurements were carried out with the splot task of the IRAF package.
The reddening coefficient, C(Hβ) = 0.59 ±0.10 dex, was determined by fitting the observed I(Hβ)/I(H Balmer lines) ratios to the theoretical ones computed by Storey & Hummer (1995) for T e = 10,000 K and N e = 2000 cm −3 , (see below) and assuming the extinction law of Seaton (1979) . Table 2 presents the emission line intensities of NGC 5307. The first and second columns include the observed wavelength in the heliocentric framework, λ, and the adopted laboratory wavelength, λ 0 . The third and fourth columns include the ion and the multiplet number, or the Balmer, B, or Paschen, P, transitions for each line. The main sources used for the line identifications and laboratory wavelenghts were: Esteban et al. (1998); Hyung et al. (2000) ; Liu et al. (2001); Wiese et al. (1996) ; Péquignot & Baluteau (1988) , and references therein. The fifth and sixth columns include the observed flux relative to Hβ, F (λ), and the flux corrected for reddening relative to to Hβ, I(λ). To combine all the line intensities, from the four different instrumental settings, on the same scale, we multiplied the intensities in each setting by a correction factor obtained from the lines present in more than one setting; these corrections were all smaller than 2%. The seventh column includes the fractional error (1σ) in the line intensities; these errors were estimated from a signal-to-noise versus signal curve obtained from a fit to the dispersion in the observed to predicted line intensities for all the measured hydrogen lines.
A total of 184 distinct emission lines were measured; of them 137 are permitted, 46 are forbidden and 1 is semiforbidden (see Table 2 ). In this tally only the main component of the blended lines is included. Many lines redward of 7000Å inclunding several Paschen lines and λ 9531 [S III] were detected, but they were strongly affected by atmospheric features in absorption and emission rendering their intensities unreliable.
We derived the heliocentric radial velocity of NGC 5307 based on the 14 strongest H I and He I lines and amounts to +29.4 ± 0.1 km sec −1 . This value is smaller than that derived by Meatheringham, Wood, & Faulkner (1988) that amounts to +40 ± 4 km sec −1 , the difference probably is due to the different areas observed by the two groups.
The center of our observing slit was located at about half the distance between the central star and the outer edge of the main body of the nebula. Most of the emission lines show a single line profile because we are observing material moving from a tangential velocity up to an angle of 60 degrees relative to the plane of the sky. Acker (1976) and Meatheringham, Wood, & Faulkner (1988) respectively.
Physical Conditions

Temperatures and densities
The temperatures and densities presented in Table 3 were derived from the line intensities presented in Table 2 . Most of the determinations were carried out based on the IRAF subroutines. 
(see Liu et al. 2000) .
The contribution to the intensity of the λ 5755 [N II] line due to recombination was taken into account based on the following equation:
The Balmer continuum temperature was determined from the following equation:
(see Liu et al. 2001) where Bac/H11 is inÅ −1 , y + = He + /H + , and y ++ = He ++ /H + .
Temperature variations
To derive the ionic abundance ratios the average temperature, T 0 , and the mean square temperature fluctuation, t 2 , were used. These quantities are given by
and
respectively, where N e and N i are the electron and the ion densities of the observed emission line and V is the observed volume (Peimbert 1967) .
To determine T 0 and t 2 we need two different methods to derive T e : one that weighs preferentially the high temperature regions and one that weighs preferentially the low temperature regions. In this paper we have used the temperature derived from the ratio of the [O III] λλ 4363, 5007 lines, T (4363/5007) , that is given by
and the temperature derived from the ratio of the recombination lines of multiplet 1 of O II to the collisionally excited lines of [O III] that is given by
From these equations we obtain that for O ++ (R/C): t 2 = 0.056 ±0.005, and T 0 = 10100 K. Since about 90 % of the oxygen is twice ionized (see below) we will use this t 2 value as representative for the whole object. From T (Bac), T (O II), T (O III), and equations 6-9 by Peimbert et al. (2000) we obtain t 2 = 0.03 ± 0.05 this value is not accurate enough to be useful in the abundance determinations.
Ionic Chemical Abundances
Helium ionic abundances
To obtain He
+ /H + values we need a set of effective recombination coefficients for the He and H lines, the contribution due to collisional excitation to the helium line intensities, and an estimate of the optical depth effects for the helium lines. The recombination coefficients used were those by Storey & Hummer (1995) for H, and those by Smits (1996) and Benjamin, Skillman, & Smits (1999) for He. The collisional contribution was estimated from Sawey & Berrington (1993) and Kingdon & Ferland (1995) . The optical depth effects in the triplet lines were estimated from the computations by Benjamin, Skillman, & Smits (2002) . Table 2 , T e = 13500 K, and the recombination coefficients by Brocklehurst (1971) we obtain N(He ++ )/N(H + ) = 0.00726 ± 0.00018. The helium ionic abundances are presented in Table 5 .
C and O ionic abundances from recombination lines
The C ++ abundance was derived from the λ4267Å line of C II and the effective recombination coefficients computed by Davey, Storey, & Kisielius (2000) for Case A and T = 10000 K.
The O
++ abundance was derived from the lines of multiplet 1 of O II (see Figure 1 ) together with the effective recombination coefficient for the multiplet computed by Storey (1994) under the assumption of Case B for T e = 10000 K and N e = 2000 cm −3 .
Six of the eight lines of multiplet 1 were observed and are presented in Table 2 , the λλ 4674 and 4696Å lines were too weak to be observed, we computed their intensities as follows: a I(4674)=0.019 value was determined from I(4651) and the ratio of their Einstein A coefficients, since both lines originate from the same upper level; similarly a I(4696)=0.008 value was determined from I(4639) + I(4661) and the ratio of their A coefficients, since the 3 lines originate from the same upper level. The A values were taken from Wiese et al. (1996) . Additionally the λ4641.81Å line of O II is blended with the λ4641.85Å line of N III, based on the observed intensities and the A values of other lines of the same multiplets originating in the same upper energy levels we estimated that the intensities of these lines, in the units of Table 2 , amount to 0.148 and 0.053 respectively.
++ abundance is almost independent of the case assumed, the difference in the O ++ /H + value between Case A and Case B is smaller than 4%. Peimbert (2003) found that in 30 Doradus the O II lines of multiplet 1 are in Case B based on the observed intensities of multiplets 19, 2, and 28 of O II that are strongly case sensitive; Peimbert, Storey, & TorresPeimbert (1993) also found that the O II lines in the Orion nebula are in Case B. The line intensity ratios within multiplet 1 do not follow the predictions for collisional redistribution, this result will be discussed in section 7. Figure 1 provides an excellent visual reference to estimate the quality of the data, it includes 2 lines four orders of magnitude fainter than Hβ and also shows that lines separated by 2Å are completely resolved.
The C
+3 abundance was derived from: a) λ4647Å , one of the three lines of multiplet 1 of C III, b) the effective recombination coefficient used by Liu et al. (2000) for the whole multiplet, and c) the assumption that I(4647 + 4650 + 4651)/I(4647) = 1.8, the LTE ratio for multiplet 1 (Wiese et al. 1996) .
Most of the intensity of each of the O III and N III lines present in Table 2 is due to the well known Bowen resonance fluorescence mechanism (Bowen 1934 ) making these lines and are not suitable for accurate abundance determinations.
Ionic abundances from collisionally excited lines
The values presented in Table 6 for t 2 = 0.00 were derived with the IRAF task abund. For N II, O II, and S II we used T e = 11000 K and N e = 3500 cm −3 . For O III, Ne III, S III, Cl III, Cl IV, Ar III, and Ar IV we used T e = 11800 K and N e = 2500 cm −3 . For Ar V and K IV we used T e = 13500 K and N e = 2500 cm −3 .
To derive the abundances for t 2 = 0.056 we used the abundances for t 2 = 0.00 and the following equations for t 2 > 0.00 presented by Peimbert (1967) and Peimbert & Costero (1969) :
where α is the dependence on the temperature for a given recombination line, ∆E CEL is the energy difference between the ground and the excited level, and [N(CEL)/N(RL)] (4363/5007) is the abundance ratio based on the temperature obtained from I(4363)/I(5007), note that the temperature exponents presented by Peimbert & Costero (1969) for equation (8) are misprinted.
To derive abundances for other t 2 values it is possible to interpolate or to extrapolate from the values presented in Table 6 . Table 7 presents the total gaseous abundances of NGC 5307 for t 2 = 0 and t 2 = 0.056. To derive the total gaseous abundances the set of equations presented below was used, where the ionization correction factors, ICF 's, correct for the unseen ionization stages.
Total Abundances
The total He/H value is given by:
The C abundance is given by:
The ICF (C) was estimated from models computed with CLOUDY (Ferland 1996; Ferland et al. 1998 ) with similar O and He ionization structure and amounts to 1.05, a value very close to 1. Half of the correction is due to the expected C + contribution and half to the C +4 contribution.
The following equation has been used often to obtain the N/H abundance ratio (Peimbert & Costero 1969) : . Therefore we decided to use a different equation to obtain N/H given by:
where the first term on the right hand side was obtained from Kingsburgh & Barlow (1994) , b) the atomic parameters presented in the compilation by Mendoza (1983) for λλ 1660 + 1666 O III], and the atomic parameters in IRAF for the other lines, and c) a T e of 12500 K. The values derived from equation (15) are those presented in Table 7 .
We prefer equation (15) to equation (14) because about 97 -99% of the N an O atoms are expected to be doubly or triply ionized, while only about 1 -3 % of the N and O atoms are expected to be singly ionized.
It is also possible to determine N/H from:
we prefer equation (15) to equation (16) because there is a mismatch between the abundances derived from UV /V line intensity ratios and those derived from the UV /UV or V /V ratios. For example, from the UV data by Kingsburgh & Barlow (1994) and their I(Hβ) value we obtain N(O) U V /N(H) V = 12.65 × 10 −4 for t 2 = 0.00, while from their visual data we obtain N(O) V /N(H) V = 4.3 × 10 −4 , also for t 2 = 0.00, a difference of a factor of three. This difference could be due to errors in the C(Hβ) value, errors in the adopted temperature, and differences in the slit size and position between the UV and V observations. Alternatively we consider the [N(N)/N(O)] U V value to be more reliable than the N(N) U V /N(H) V value given by equation (16), because for the UV line ratios the dependence on C(Hβ) and T e is smaller and the slit size and position are the same. Similarly we consider [N(O)/N(H)] V to be more reliable than N(O) U V /N(H) V because the visual line ratios depend less on C(Hβ) and T e than the UV to V line ratios, and the slit size and position are the same for the visual line intensities.
To derive the same N/H value from equations (14) and (15) we need an ICF (N) twice as large as that provided by equation (14). A similar increase in the ICF (N) value was obtained for NGC 346, the brightest H II region in the SMC, by Relaño et al. (2002) based on CLOUDY ionization structure models.
The O abundance was obtained from (Kingsburgh & Barlow 1994) :
where ICF (O) takes into account the fraction of O +3 .
The Ne abundance was obtained from (Peimbert & Costero 1969) :
The S abundance was obtained from:
where ICF (S) was estimated from the models by Garnett (1989) and amounts to 6.3 ± 1.5.
The Cl abundance is given by:
where ICF (Cl) was estimated from models computed with CLOUDY (Ferland 1996; Ferland et al. 1998 ) with similar O and He ionization structure and amounts to 1.05, a value very close to 1. the correction is due Cl +4 , the amount of Cl + for this object is negligible.
Finally the Ar abundance is given by:
where (Liu et al. 2000) , takes into account the Ar + fraction. To explain this deviation, we propose that the electron density is smaller than that needed to produce an LTE collisional redistribution of the fine structure energy levels. To test our proposal we produced Figure 2 that is based on the best O II observations in the literature, those presented in Table 8 . We decided to plot I(4649) over the sum of the intensities of all the lines of the multiplet I(sum), versus the density derived from optical forbidden line ratios, mainly the [Cl III] lines that originate in the same regions where O is twice ionized.
From Figure 2 we find an excellent correlation between I(4649)/I(sum) and the forbidden line electron density, N e (FL). We propose to adjust the data with a curve given by .
It is beyond the scope of this paper to check this equation based on an atomic physics computation.
Equation 22 has the following applications: a) when N e (FL) is known it is possible to use this equation to obtain I(sum) from the observed I(4649) and from I(sum) to obtain the O ++ abundance since I(sum) is independent the density, from I(4649) alone it is not possible to determine an accurate O ++ abundance since this line is density dependent; b) from an observed I(4649)/I(Sum) it is possible to determine N e in the O ++ zone; c) if the forbidden line density of a nebula does not fall close to the value predicted with this equation it could mean that there are extreme inhomogeneities in density or chemical composition in this object, for example an object with high-density oxygen-rich knots embedded in a low density medium would fall to the left of the curve.
From Table 8 Peimbert, Storey, & Torres- Peimbert (1993) , by comparing the O II line intensities of multiplets 1, 2, and 10 for for the planetary nebula NGC 6572, have concluded that the O II lines are produced by recombination, and that the contribution of resonance fluorescence to the O II line intensities is not important. A similar conclusion was reached Grandi (1976) for the Orion nebula.
The heliocentric velocities and the FWHM of the O II and [O III] lines
The difference between the O(CEL) abundance and the O(RL) abundance indicates the presence of large temperature variations. There are two possible scenarios for these temperature variations: a) that the abundances are homogeneous along the line of sight and temperature fluctuations of ±23% are present, an explanation for these large temperature variations has to be sought (e.g. Torres- Peimbert & Peimbert 2003 , and references therein), or b) that the abundances are not homogeneous along the line of sight and that there are high density knots with excess heavy element abundances embedded in a medium with lower heavy element abundances and higher electron temperature (e.g. Jacoby & Ford 1983; Torres-Peimbert, Peimbert & Peña 1990; Guerrero & Manchado 1996; Péquignot et al. 2002; Wesson et al. 2003) .
The second possibility is based on the idea that the central stars, of at least some planetary nebulae, firstly eject an envelope at relatively low velocity with almost normal heavy element abundances, and later on eject knots or clumps of material at higher velocities with an excess of heavy element abundances. In Abell 58 Guerrero & Manchado (1996) studied a hydrogen deficient high velocity knot blueshifted relative to the main body of the nebula by 120 km s −1 . Table 7 presents a comparison between the abundance determinations of this paper and those by other authors. A discussion of the uncertainties in the determinations by other authors is beyond the scope of this paper, the errors of this work are presented in Tables  6 and 9 . The average N(He)/N(H) value derived by the other four groups amounts to -1.02 dex in excellent agreement with our value of -1.01 dex. The C abundance derived by us is based on the λ 4267 C II recombination line, while those derived by other authors are based on UV lines, we consider our determination to be more accurate because it is almost independent of the adopted temperature while the abundance derived from the UV collisionally excited lines depends strongly on the adopted electron temperature (although the C II recombination abundances are still regarded as controversial by other authors). The N/H value has been already amply discussed and most of the difference among the various groups depends on the use of V or UV lines to determine the N abundance. Most of the difference among the O and Ne abundances is due to the adopted t 2 value.
Comparison with other abundance determinations
To discuss the effect of stellar evolution on the observed abundances in NGC 5307 we present in Table 9 the Orion nebula and solar abundances as representative of the present day interstellar medium and of the interstellar medium at the time the Sun was formed. Table 9 presents the solar photospheric values for C, N, O, Ne, and Ar, and the solar abundances derived from meteoritic data for S, Cl, and Fe. For the solar initial helium abundance the Y 0 by Christensen-Dalsgaard (1998) was adopted, and not the photospheric one because, apparently, it has been affected by settling. Notice that the solar oxygen abundance used in this paper is the average value of the recent results by Allende-Prieto, Lambert, & Asplund (2001) and Holweger (2001) that indicate an O/H value of 8.71 dex, a value lower than that derived by Grevesse & Sauval (1998) . We are also using the C/H value by Allende-Prieto, Lambert, & Asplund (2002) , the N/H and Ne/H solar abundances were taken from Holweger (2001), while the S/H, Cl/H, and Ar/H come from Grevesse & Sauval (1998) , the first two from the meteoritic data, while the last one from the photospheric data.
The relative abundances of H, He, C, N, and O imply that NGC 5307 is a PN of Type II with a main sequence progenitor star in the 1.2 to 2.4 solar mass range (Peimbert 1978 (Peimbert , 1990 Kingsburgh & Barlow 1994) .
In Table 9 we present the abundances of NGC 5307, the Orion nebula (representative of the interstellar medium today), and the Sun (expected to be similar to the interstellar abundances when the parental star of NGC 5307 was formed). By comparing these abundances we reach the following conclusions: a) the He abundance has not been significantly enriched by stellar evolution, b) the C abundance has decreased by about a factor of three, and c) the N abundance has increased by about a factor of three. These three results taken together indicate that the nebular material has only gone through part of the CNO cycle, converting C into N, but without producing significant amounts of helium. Evolutionary models of intermediate mass stars predict the N increase and the C decrease in their outer layers while the O and He abundances are almost unaffected (e. g. Torres-Peimbert & Peimbert 1971) ; N increases at the expense of C because the C/N ratio in the interstellar medium and in the Sun is considerably larger than the equilibrium value produced by the CNO cycle (e. g. Pagel 1997 ).
Objects that show O-rich knots, like A30 and A58, show He/H excesses that are not present in NGC 5307 (Guerrero & Manchado 1996; Wesson et al. 2003) . Consequently the chemical composition of NGC 5307 is also against the presence of O-rich knots in this object
Conclusions
NGC 5307 is a typical Type II PN with t 2 = 0.056 ± 0.005. Its expansion velocity is low, about 15 km s −1 . Its chemical composition indicates that nuclear processing in the parental star of the ejected shell has not gone beyond the partial conversion of C into N. In particular it has a very similar He/H ratio to that present in the interstellar medium at the time its progenitor star formed 
a Corrected for recombination contribution to the λ 5755 auroral line, see text.
a Corrected for recombination contribution to the λλ 7319,7320,7331, and 7332 auroral lines, see text. b In addition to the line intensity errors it also includes the effects of the uncertainties in N e = 2500 ± 500, τ 3889 = 0.93 ± 0.57, and t 2 = 0.031 ± 0.014. e Mal'kov (1998).
-33 - e I(4651 + 4674)/I(Sum).
f High density limit, in this case the line intensities are proportional to the Einstein A coefficients. Esteban et al. (1998 Esteban et al. ( , 2002 , values for t 2 = 0.024. The O and C abundances have been increased by 0.08 and 0.10 dex respectively to take into account the fractions of these elements trapped in dust grains. (23) and Table 8 .
