Noise in neural networks: Thresholds, hysteresis, and neuromodulation of signal-to-noise (associative memory/feedback/locus coeruleus/norepinephrine)
ABSTRACT
We study a neural-network model including Gaussian noise, higher-order neuronal interactions, and neuromodulation. For a first-order network, there is a threshold in the noise level (phase transition) above which the network displays only disorganized behavior and critical slowing down near the noise threshold. The network can tolerate more noise if it has higher-order feedback interactions, which also lead to hysteresis and multistability in the network dynamics. The signal-to-noise ratio can be adjusted in a biological neural network by neuromodulators such as norepinephrine. Comparisons are made to experimental results and further investigations are suggested to test the effects of hysteresis and neuromodulation in pattern recognition and learning. We propose that norepinephrine may "quench" the neural patterns of activity to enhance the ability to learn details.
Brain function depends on both the properties of individual neurons and the neural network of which they are a part. Many abstract theoretical "neural network" models have been studied to understand how networks of interacting neurons give rise to emergent properties not displayed in single neurons (1) (2) (3) (4) (5) . A vast amount of experimental evidence has been gathered regarding the neurophysiological, biochemical, and anatomical properties of individual neurons (6, 7) . However, progress has been slow in incorporating these properties into abstract neural-network models (8) , and many open questions remain regarding the relationships between the properties of individual neurons and the emergent properties of networks of neurons.
The aim of the present investigation is to include three experimentally observed features of individual neurons into an abstract neural-network model and to investigate how these properties are reflected in the emergent behavior of the neural network: noise in a neuron, nonlinear (higher-order) interactions, and neuromodulation of signal-to-noise. We consider two issues regarding these additional features: (i) Do these modifications change the emergent behavior of the neural-network models? (ii) Are the changes relevant to experimental observations in biological networks? Affirmative answers are obtained to both questions.
We begin by adding noise to the formal McCulloch-Pitts (1) neuron and investigate how the behavior of a network of such neurons changes as a function of the noise level. We use a projection-operator technique to reduce the stochastic dynamics of the network to a one-dimensional deterministic equation for the expected behavior of the system near a stable pattern. This technique is restricted to networks trained on random binary patterns, but it is general in the sense that it can be used on asymmetric networks, feed-forward networks, and temporal-sequence networks (9) . The network with only first-order interactions displays a bifurcation in the network performance as the noise level is changed. We call this bifurcation a noise threshold. Second-order feedback interactions lead to hysteresis, multistability, a noise threshold at a higher noise level, and critical slowing down at the thresholds. The signal-to-noise ratio can be adjusted in a biological neural network by neuromodulators such as norepinephrine. We suggest experiments to test hysteresis and neuromodulation effects in biological networks and propose a mechanism of norepinephrine in learning.
Phase Transition in a First-Order Neural Net with Noise
The McCulloch-Pitts (1) formal neuron is a binary unit whose value depends on the linear sum of weighted inputs from the other neurons in the network. That is, at time t the ith neuron receives an aggregate input, hi, from all of the other neurons given by n hi(t) = Z I Tiju (, n j=l [1] where uj is the output of thejth neuron, Tij is the interaction strength between the ith and the jth neuron, Yi is a parameter representing the global strength of the synaptic connections, and n is the number of neurons in the network.
We assume that each neuron also receives noise input, (i, To analyze the behavior of this network, we project the current state of the neurons in the network, u(t), onto a particular pattern p. Let y(t) denote this projection, y(t) = (1/n)p-u(t), [3] so that y is a scalar that takes the value 1 when u = p, y 0 if u is some randomly chosen vector not correlated with p, and y = -1 if u = -p. Hence, y is a measure of the correlation between u and p. tTo whom reprint requests should be addressed.
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Using this definition for y, we can reduce the n equations of Eq. 2 to an equation for y y(t + 1) = (1/n)p-g[h(t) + C(t)]. [4] To proceed further, we must examine h. From Eq. 1 we know that h = y1T-u/n. To understand qualitatively how the behavior of this network is affected by noise, examine the behavior of the network in the vicinity of a fixed point pattern-i.e., g(Tp) = p.
As a concrete example, consider the autoassociative model of Hopfield (5) be written as L h = yipO(p/3-u/n) + y1/n X papa.U [6] Let y = (1/n)pp u, and write this last equation as h(t) = ylp1y(t) + ,u(t), [7] where It) is the crosstalk that comes from all of the other stored patterns, g (t) = P pau(t).
[8] n apt, Inserting Eq. 7 into Eq. 4, we obtain, for a Hopfield-type neural network with added noise, y(t + 1) = (1/n)p1-g[7y1p1y(t) + jz(t) + C(t)]. [9] This last equation is exact given the above definition of 1s.
We combine the crosstalk and noise into a single variable, (t) = C(t) + gz(t) and examine the expected behavior of y, [10] tic equation for the expected behavior of y(t + 1) as a function of y(t) (and, implicitly, the noise level): [12] where we have used p+ = 1 -p-. Since, by assumption, the patterns pa are randomly chosen, the distribution of 1L (crosstalk) is approximately Gaussian with standard deviation 0CTr =-'y1(L -1). Thus, we take iq to be a random Gaussian variable with zero mean ((7n) = 0) and variance o2 = OTnoise + (T2r (assuming independence between ; and 1L). Given this assumption, we find that the probability of getting an error on the ith neuron is given by [13] where r(y) is the signal-to-noise ratio, r(y) = yLy/a.
The reduced Eq. 12 is a deterministic equation for the expected behavior of the system. If we start the system off with correlation y(t) at time t and keep the noise level fixed at a, Eqs. 12 and 13 tell us whether the expected correlation at t + 1 increases or decreases as a function of the signal-tonoise ratio, r[y(t)]. The boundary between the region where the expected correlation, (y(t + 1)), increases and the region where it decreases is (y(t + 1)) = y(t)= yd-i.e., the fixed points of Eq. 12.
To examine these fixed points as a function of a, we look for the intersections of (y) versus 1 -2p-ir(y)]; the locus of intersections yields a plot of the fixed points ( Fig. 1 , curve a). In this figure, we see that there is a threshold in the noise level, 0bth = YliV7 above which the only fixed point is y. = 0 (no pattern recognition). For a noise level below this threshold value, the network can have a nonzero fixed point that corresponds to partial recall of the pattern pa. The change from the ability to recognize a pattern (y. + 0) to cessation of such ability (y. = 0) can be viewed as a secondorder phase transition in the signal-to-noise ratio, and it has been described (13) (14) (15) [11] where p (y) is the probability that g(y7pfpy + w) = +-P That is, p-is the probability that there will be an error in the ith output bit.
To analyze this last equation, it is convenient to assume that, on the average, each neuron contributes equally to the signal. This assumption is tantamount to assuming that the basins of attraction are approximately spherical in the n-dimensional space of patterns. This is not true in general, but it is a reasonable assumption as long as not too many patterns have been stored (12) . With this assumption, the probability of getting an error at any unit, p7, is independent of i; p-(y) = p-(y) for all i. Thus Neurobiology: Keeler et aL synaptic interactions displays a noise threshold for organized behavior-i.e., there exists a noise level above which pattern recognition does not occur. In this section, we show that higher-order feedback interactions lead to a threshold at a higher noise level and to hysteresis in the network dynamics.
Experimental evidence suggests that nonlinear multiplicative interactions can occur in networks of neurons (16) (17) (18) (19) because of the synaptic interactions of more than one neuron on a single neuron, or as nonlinear interactions in multilayer networks with "hidden units" (17) . We model these biological effects as higher-order terms in a neural network as follows: The aggregate input to the ith neuron takes the form ( again bistability and a noise threshold, but no hysteresis, as shown in Fig. 1 (curve c) . A diagram similar to Fig. 1 Higher-order terms lead to hysteresis similar to that displayed by the second-order terms, so it is sufficient to restrict our discussion to the second-order system.
We proceed in the same manner for this second-order system as for the first-order case, and we reduce this last set of equations to a one-dimensional equation for the dynamics near a stable pattern. For example, suppose the Tijk are constructed by an outer-product learning rule as discussed in refs. 9 and 19-that is, L TIIk=>EP. PJ Pk. [16] Our reduced equation becomes y(t + 1) = -pP g[y1pY1y(t) + y2p 3y2(t) + tg(t)], [17] n where 77(t) is the combination of the crosstalk arising from both the first-and the second-order interactions plus the external noise, 4(t). Again, we get the deterministic equation for the expected behavior (y(t + 1)) = 1 -2p-[y(t)], [19] where hi and qi are defined as before. We see that with 7q = 0, we can absorb the parameter X into the parameters Y1,2. However, for nonzero 7q, X changes the overall gain, but it does not change the signal-to-noise ratio; it amplifies the noise just as much as the signal, so X should be treated separately (this is the crucial difference between our treatment and that of ref. 15) .
Eq. 17 for y now becomes y(t + 1) = (1/n)pOg[y1ppy(t) + Y2p y2(t) + 77(t)] [20] with gi(x) = tanh(Xx). There exists a threshold value for X:
for nonzero fixed points, we must have Xyj > 1 (Y2 = 0); otherwise, the network dies down to u = (0, 0, 0, . . .) for all initial values of u. Assuming that X is large enough, we can proceed with the same analysis as before, but instead of using the discrete distribution of ± 1 for each neuron, the distribution is continuous with one hump centered near -1 and another hump centered near +1. Again there is a threshold signal-to-noise ratio for organized behavior, and the amount of noise that can be tolerated for a given y is less than in the discrete case. We may also consider the continuous-time continuousvalue equation (21) [ 18] where, as before, p-(y) is given by Eq. 13 and where the signal-to-noise ratio is now r(y) = (yIy + y2y2)/o,.
As before, we look for fixed points of Eq. 18 by considering the intersections of 1 -2p-(r) with y(r). For Y2 > -1, the system exhibits hysteresis, as shown in Fig. 1 (curve b) , which arises from the nonlinear behavior of y(r). Fig. 1 (curve b) also shows that, for a given y, this system displays a first-order phase transition at a higher noise threshold, 0T2th. That is, for a given initial correlation y, higher-order interactions lead to enhancement of the signal, so the system can tolerate a greater level of noise. The important parameter is the signal-to-noise ratio, so this enhancement of the signal can alternatively be viewed as noise suppression for a fixed signal, and higher-order interactions may thus be useful for building artificial neural circuits for noise reduction in signal processing.
We can also consider the case yi = 0 and Y2 + 0; there is 0ii(t) = -us(t) + g[hi(t) + qi(t)], [21] where 4 is a relaxation parameter, and g is continuous as before [i.e., g(x) = tanh(Xx)]. This equation reduces to 4O(t) = -y(t) + (1/n) P.g[Y1P"Y(t) + y2p 3y2(t) + 7(t)]. [22] To find the fixed points of this equation, we set y = 0, and the fixed points of Eqs. 21 and 22 are the same as those of Eqs. 19 and 20, respectively. Thus, these continuous dynamical systems display thresholds and hysteresis similar to that in the discrete systems.
Critical Slowing Down
Near the threshold values it takes an infinite amount of time for dynamical fluctuations near y. to decay. This phenomenon is called critical slowing down (14, 22, 23 ). In the case of discrete-time dynamics, we can subtract y(t) from both sides of Eq. 12 and write it as f[y(t)] (y(t + 1)) -y(t) = 1 -2pijy(t)] -y(t). [23] We expand this last equation around the fixed point, y., to get Ay(t) = f(yA ) + f'(yP)[y(t) -y.] + ..., [24] where Ay(t) (y(t + 1)) -y(t), f(y.) = 0 by definition of y., and f'(y.) = 1 df/dyly.. The system decays exponentially to y. if If'(y.)I < 1 and grows exponentially away from y. if If'(y.)l > 1. Exactly at the fixed point of the noise threshold, 01th = yv271, Jf'(Yx)1 = 1, and perturbations take an infinite time to settle down to yx. The same behavior occurs in the higher-order feedback case-i.e., the critical exponent vanishes at the noise threshold.
The effects of critical slowing down may lead to changes in the time that it takes to recognize a pattern. This recognition time, Trec, should be very long near the noise thresholds because of critical slowing down. Increasing the signal-tonoise ratio shifts the operating point away from the noise threshold, and Trec decreases.
Although it is not known how time is perceived, we speculate that a change in Trec may lead to a corresponding change in perceived time. Suppose that perceived time is measured by the time it takes to recognize successive patterns, that is, tperceived = texternal/Trec. As Trec decreases (due to the enhanced signal-to-noise ratio) perceived time gets longer, just as a movie taken with a speeded-up camera will appear to go in slow motion when the movie is replayed.
Norepinephrine (NE) as a Signal-to-Noise Modulator NE, secreted by the cells of the locus coeruleus (LC), has been shown to increase the signal-to-noise ratio in certain neurons (24, 25) . The LC is a small group of cells in the midbrain that sends its outputs globally, diffusively, and nonspecifically to many regions of the neocortex and the cerebellar cortex (24) . The output terminals of the LC axons bathe the surrounding neurons with NE, which acts to open potassium channels, and hence hyperpolarize the cell (26) . Thus, we might expect NE to be an overall inhibitor. However, it has been shown experimentally (24, 25) that NE preferentially inhibits spontaneous activity (noise) over stimulated activity (signal). The NE-induced signal-to-noise enhancement can be as much as a factor of 2 averaged over a group of cells (25) .
We model the effects of NE as a decrease in a-, the standard deviation of the overall noise. Of course, the important parameter is the signal-to-noise ratio, and this ratio can also be adjusted by increasing the relative strength of Tb-and T2jk (i.e., by increasing Yi and Y2, respectively). For ease of discussion, we keep Yi and V2 fixed in Fig. 1 and vary the noise level, oa.
Comparison with Experiments
Feedback from higher cortical areas to sensory afferents is an important feature in mammalian brains (6, 7). The above results suggest that these feedback connections might lead to hysteresis effects in pattern-recognition tasks. Hysteresis has been demonstrated in perceptual tasks such as depth perception of random-dot stereograms (27) and recognition of blurred images (28) . These findings are qualitatively consistent with our model but do not demonstrate explicitly the effects of noise and hysteresis.
To check for hysteresis, the effects of noise must be measured from both directions-i.e., increasing noise and decreasing noise. We suggest the following experiment to test the effects described in this paper. Suppose that we display a partially focused image on a computer screen. One can think of the focus level as corresponding to a correlation level y in our model. Noise (q) can be added by randomly changing pixels on the screen (i.e., by adding "snow") to the image. Checking recognition performance in the direction of decreasing noise can be done at various focus levels by gradually decreasing the level of added noise and testing whether the subject can recognize the image. Checking recognition in the direction of increasing noise can be done by starting with very low noise levels and randomly presenting the same or a new image at higher noise levels. Our model predicts that there are noise thresholds in both directions: the threshold for the direction of increasing noise is predicted to be at a higher noise level than for the direction of decreasing noise. However, due to statistical fluctuations in a finite size system and variability of the subjects, the thresholds are not expected to be as sharp as in Fig. 1 . Similar experiments can be done with auditory or other sensory systems.
We also suggest a hysteresis experiment with random-dot stereograms. In this experiment, at a given depth, noise could be added by randomly displacing each of the dots by a small amount from their standard position. This displacement will cause the planes to appear "fuzzy," and there will be a threshold in the mean displacement for the ability to perceive depth. Although stereopsis is a more complicated function than the pattern recognition tasks described above, the qualitative results of our analysis should hold. Thus, we predict that there will be hysteresis in stereo perception as the mean random displacement of the dots is varied.
Another experiment can test effects of critical slowing down: find the noise thresholds as described above, then test the recognition time for different initial y in the vicinity of the thresholds. Our model predicts that the recognition time diverges exponentially near the noise thresholds because of critical slowing down. We also predict that increased NE levels (by stimulation of the LC) shift the noise thresholds to higher values and decrease the recognition time in patternrecognition tasks. The effects of NE can also be measured at the single neuron level: Enhanced NE levels should decrease the transition time for a neuron to go from one firing rate to another in pattern recognition.
Speculation on the Role of NE and Noise in Learning
The above analysis focused on the dynamics of a network with fixed synaptic strengths (fixed Tb and T2k). Here we speculate on how NE might be involved in learning-i.e., in changing the synaptic strengths. Experimental evidence indicates that the LC and NE may be involved in learning (26, 29, 30) , but the interpretations of the experiments are controversial (26, 31) . We consider NE as a signal-to-noise modulator regulated by the LC, and we speculate that this view may help settle some of the controversy. In addition, we suggest experiments to test this role of NE in learning.
The noise level in our neural-network model is analogous to the temperature in a spin system (13) (14) (15) . By increasing the concentration of NE, the LC increases the signal-tonoise ratio, effectively decreasing the noise (i.e., decreasing the effective spin-glass temperature). Hence, the LC may be involved in a type of simulated annealing (32) . Temperature adjustment is an important aspect of certain neural-network learning algorithms such as the Boltzmann machine algorithm (33) , which learns to associate probabilities of inputoutput pattern relations in a neural network. The temperature adjustment is done gradually in the Boltzmann machine to avoid "quenching"-i.e., to avoid falling into a local minimum of the energy surface. (26) .
This interpretation of NE may be tested by measuring the ability to learn details in a pattern-recognition task with and without NE. Our interpretation suggests that increased levels of NE from the LC should increase the level of detail that can be learned but should not appreciably affect the performance on associations that require a small amount of detail. It is interesting to note that if Hebbian learning is used on the patterns, our model predicts greater recalled detail as an effect of enhanced signal-to-noise levels. This effect has been noted in recall of stressful events [i.e., in "flash-bulb memories" (35) ].
Discussion
The model presented here is still quite abstract; it examines only stationary fixed point behavior in a feedback network, whereas biological networks are time-dependent, dynamic, and oscillatory. The next challenge is to incorporate timedependent behavior into our analysis. One approach at doing this for temporal association networks has been discussed in ref. 9 ; these temporal networks can also have higher-order feedback interactions, and the results of this paper can be generalized to cyclic behavior in these temporal nets.
The results described here are collective effects emerging from a large number of interacting neurons, and pattern recognition plays a central role in the analysis. The results are derived in the limit of an infinite system, and correction terms may have to be included to account for finite-size effects (22) . Although most of the experimental predictions of this paper are qualitative, they represent a step in bridging the gap between these abstract models and biological networks.
