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ABSTRACT

U se o f N eu ra l N etw o rk s
to P red ict O C R A ccu racy

by
Ying Wang
Dr .Tom Nartker, Dr. Junichi kanai, Examination Committee Cochairs
Professor of Computer Science
University of Nevada, Las Vegas
Use of Neural Networks to Predict OCR Accuracy investigates issues in de
veloping an artificial neural network (ANN) based system for prediction of OCR
accuracy from the image of a page. This work extends the work of Blando and
Gonzalez in the following ways: enlarging tra in in g data, proposing new features,
comparing different ANN architectures, and introducing a cross-validation learn
ing algorithm.
The following experiments were performed: comparison of 14 dim en sion fea
ture metrics and 7 dimension feature metrics, comparison of an ANN trained
with and without cross-validation, comparison of different neural network archi
tectures, comparison of prediction capability of neural network and linear regres
sion, comparison of the prediction capabUily of neural network using 14 dimension
feature metrics and linear regression using reject markers. The results show that
neural network can outperform linear regression if properly trained, and th at the
new feature metrics provide improved predictive ability.
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CHAPTER 1
INTRODUCTION
1.1 The OCR Accuracy Prediction Problem
The task of an OCR (Optical Character Recognition) system is to convert a
digitized document into its intended text in a computer readable format. Many
factors cause errors during the conversion process. The following three factors
make the recognition of characters especially difficult[l]:
• Typographical problems: Unusual typefaces, small print, and mixed fonts
within a line often cause OCR errors.
• Linguistic problems: Many OCR systems often use lexicons and/or n-gram
statistics to solve the recognition ambiguity. Although this approach cor
rects simple errors, words that are not in the lexicon, such as names and
acronyms, are not corrected, and could be replaced by a sim ilar word in the
lexicon. Thus lexicon-dependent corrections can cause new errors.
• Image problems: Image defects, such as touching characters and broken
characters, directly affect the OCR performance. In [15], the text image
distortions that cause OCR errors were subjectively identified and classified.
Table 1.1 shows that combinations of broken and touching characters caused
approximately 80% of the errors in this study.
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Table 1.1: Distribution of Image Distortion Types

Problem Category
Broken Characters

#Errors %Errors
1,872

52.1

Touching Characters

734

20.4

Broken and T ouching

186

5.2

Others and Unknown

806

22.3

3,596

100.0

Grand total

OCR accuracy can be used to measure the quality of the converted text. There
are different ways to define OCR accuracy[23]. Whichever method is used, ac
curacy is computed by comparing the OCR generated text to the corresponding
correct text called the groundtruth file. The Information Science Research Insti
tute (ISRI) at the University of Nevada, Las Vegas (UNLV) has developed a set
of software tools to automate the measurement of character recognition accuracy
from the OCR generated text [16]. Character accuracy is defined in the ISRI tools
as
Charader Accuracy = - —

c

where c is the number of characters in the groundtruth file, i is the the number
of insertions needed to correct the OCR output to agree with groundtruth file,
d is the number of deletions needed, and s is the number of single character
substitutions needed. This definition has been used in the UNLV Annual OCR
Technology Assessment Tests [2, 8, 18].
The needs for algorithms to estimate the quality of page images was analyzed
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in Blando’s report [5]. An OCR accuaracy predicting algorithm can be applied
in the following situations:
• Control the image restoration processes for OCR: An algorithm to evalu
ate the quality of page image is the key component to automate an image
restoration process. Such an algorithm can be used to determine the degra
dation type, such as broken, touching , or noisy characters. This information
can be used to choose an appropriate enhancement process. Examples of
image enhancement methods were included in [6] and [14].
• Adaptive OCR algorithms: To select appropriate parameteres to run an
OCR engine for a given input page image, an algorithm for evaluating the
quality of the page image is needed.
• Reducing rekeying costs: The minimum acceptable OCR accuracy for large
scale OCR operations is in the range of 95% - 98% [3]. Correcting the errors
on a page with less than 95% accuracy is more costly than retyping the page.
In a large scale OCR environment, filtering out the poor quality pages would
present substantial cost savings. Poor image quality directly reduces OCR
accuracy, so the evaluation of image quality can be an effective indicator of
the expected OCR accuracy. Thus an algorithm to estimate page quality
can be applied as a page filter. The feasibility of this approach was presented
in [24].
The objective of this thesis is to investigate ways to improve the performance
of the neural network-based prediction technique proposed by Gonzalez[13]. The
following issues are examined:
• Features: Besides the existing seven features proposed by Gonzalez, four
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additional features describing image distortion, and three describing unusual
typefaces and underline respectively, were proposed. Also OCR device
based features, such as Reject Markers and Suspect Markers were examined.
• Training Data: Pages from the SampleS dataset and the newly created LSU
dataset were used. In this work, the SampleS dataset was binarized using
step-wise thresholding which is different from using a fixed threshhold value
as in the work of Gonzalez.
• Training Method: Cross-validation techniques were examined to solve the
overfitting problem in the neural network train in g stage.
• Artifical Neural Network (ANN) structure: Different ANN structures were
tested, and the best structure for each problem was chosen.
The reminder of this thesis consists of seven chapters. In Chapter 2, previous
work s analyzed. Two prediction techniques, feedforward backpropagation neural
networks and linear regression, are reviewed in Chapter 3. In Chapter 4, new
image features are introduced. In Chapter 5, data preparation and experimental
design are discussed. Experimental results are analyzed in Chapter 6. Finally,
results are summarized and some future work is suggested in Chapter 7.
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CHAPTER 2
PREVIOUS WORK
The field of predicting the quality of page images and OCR accuracy is in its
infancy. Few reports have been published in the technical literature in this area.
2.1 The work of Luis R. Blando
Blando suggested a feature set consisting of three image features and designed a
binary classifier to solve the page quality prediction problem[4].
His page quality prediction system labels the input image as either “Good”
or “Bad” , depending on the predicted OCR accuracy of the page. “Good” means
the page has an expected OCR accuracy of at least 90%, whereas “Bad” means
that the page has an expected OCR accuracy below 90%.
The three image features were derived from 8-neighbour white connnected
components (WCCs) and 8-neighbour black connected components (BCCs) in
the input image as follows:
• White Speckle Factor

W H te Speckle Factor =
This metric weights the total amount of white speckles, (which correspond
to collapsed inner loops of characters), present. We expect the image quality
5
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to go down as this ratio goes up. Likewise, a page with a low white speckle
factor would probably have its inner loops wide open; therefore, high OCR
accuracy is expected.
Broken Chars Zone Factor
A Broken Char Zone is a region on a plane that has the BCC width as
horizental axis, and BCC height as the vertical axis. Each BCC is mapped
onto this plane according to its width and height. Different characters
occupy different regions on this plane, as shown in Figure 2.1. BCCs corre
sponding to character fragments fall in the Broken Char Zone.

I'szooe

Dql’iZ ooe

Width

Figure 2.1: Broken Char Zone and Other Char Zones

Blando defined the shape of the Broken Chars Zone as shown in Figure 2.2.
To handle different font sizes, a Reference Point was used. The Reference
Point {R efX , R e fY ) is defined by the average of width and height of all
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15%

75%

R efX

Width

Figure 2.2: Broken Char Zone Coordinates Definition

BCCs in a zone.

R e fX =

^ a llB C C a i^ ^ ^ w id th )

*{B C C s)
^cUiBCCsjBCC height)
R e fY =
*{B C C s)

Blando used the covering degree of a Broken Char Zone instead of the den
sity of a Broken Char Zone, The Broken Char Zone is divided into square
cells, at a rate of one cell per pixel. The BCC boxes are assigned to these
cells according to their width and height. The Broken Char Zone Factor is
defined as:
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Broken Char Zone Factor =

ocm^ed)
a^icells)

• Size Information
Blando suggested two size metrics: one for BCCs, the other for WCCs.

MaxAvgBlackCC =
max{avg{BCCs height), avg{BCCs width))
M axAvgWhiteCC =
max{avg{WCCs height), avg(WCCs width))
The classifier Blando designed is based on a series of rules:
I f WhiteSpeckleFactor > 10%

Bad

(2.1)

If

Bad

(2.2)

BrokenZoneFactor > 70%

If

MaxAvgBlackCC > 40 pixels

Bad

(2.3)

If

M axAvgW hiteCC > 30 pixels

Bad

(2.4)

Blando evaluated the performance of his system using the following approach:
• Definition of OCR accuracy: The OCR accuracy corresponding to a page
is the median of OCR accuracies obtained by feeding this page to eight
different OCR devices.
• Definition of “Good” and “Bad” pages: Two accuracy threshold values, 90%
and 95%, were used. For either threshold T, the pages with OCR accuracy
greater than T were defined as “Good” pages, and all others were defined
as “Bad” pages.
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The test data consisted of439 pages from ISRI’s Sample 2 Document Database.
A confusion m atrix was employed as an evaluation criteria. An error results from
either classifying a “Good” page as “Bad” or classifying a “Bad” page as “Good”.
.
#(pa^es o f B
G A G -¥ B)
error rate =
i
O^ipages)
He observed th at his system was not reliable for predicting the OCR accuracy
of pages containing less than 100 BCCs and pages with tablœ . Thus, Pages with
tables and pages containing too few BCCs were excluded from this experiment.
Table 2.1 shows the performance Blando’s system achieved.
Table 2.1: Error Rate when Using Threshhold Values 95% and 98%
threshold

error-rate

95%

0.14

98%

0.21

2.2 The work of Juan M. Gonzalez
Gonzalez extended Blando’s work [13]. He introduced new image features, imple
mented a statistical classifier, and tested a neural network method.
Gonzalez used a zone-based approach in his work. All pages were segmented
into zones ahead of time, and text zones were identified. The quality of a page is
estimated by combining the quality of the zones in that page.
In Gonzalez’s features, a BCC is defined as an 8-neighbour black connected
component and a WCC is defined as a 4-neighbour white connected component.
He suggested several modifications to Blando’s image feature set and also
proposed several new image features.
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• Number of BCCs in a zone
This feature estimates the number of characters in a zone and is used in the
Broken Zone Factor feature.
• New Broken Zone Factor
This feature was an improved version of Blando’s definition. According to
Gonzalez’s observation, some character firagments fall outside the Broken
Chars Zone defined by Blando. He suggested a new definition for the Bro
ken Chars Zone to include more character firagments. The new shape is a
rectangle, as shown in Figure 2.3.

Refqeoce Pom t

Width

Figure 2.3: Broken Char Zone Defined by Gonzalez

• Vertical Brokenness factor
Characters with thin horizontal strokes and thick vertical strokes are often
broken into two parts, a left part and a right part. Some inner loops are
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destroyed, and fewer WCCs and more BCCs are generated. Thus, another
feature is defined as
Vertical Brokenness Factor =

i^(BCCs)

• White Speckle Factor
Gonzalez proposed an improved version of Blando’s W hite Speckle Factor.
He proposed Hâght{BCC m^oundii^above WCC) < 0-1

the Criteria to detect

White Speckle instead of the fixed W CC size < 3 * 3 to handle different
font sizes.
• Black Density Factor
Fat characters are prone to fill out the white loops completely. They present
a very high black pixel density within the box surrounding the character.
Gonzalez used 0.75 as the threshold to discern the BCCs with very high
black density. Documents with fat characters should have more BCCs with
high black density.
B U ^ D e n s ity F ^ =

> 0-75)

• Fatness Factor
This is another feature to describe fat strokes.
p
^

'£oUBCci''^^dian width(BCCs))
#(B C C s)

• Touchness Factor
Touching characters often contain more than two white holes. A BCC con
taining two or more WCCs is an indicator of touching characters. The
Touchness Factor is defined as
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Touchness Factor =

i^{BCCs with more than 2 W CCs in it)
*{BCCs)

Two classifiers were designed: one was based on the K-Nearest Neighbour
(KNN) Rule and the other on a Neural Network. Gonzalez used the neural net
work package in MATLAB to implement his classifier.
The performance of the systems were tested using 502 pages from ISRI DOE
Samples, excluding pages labelled “table” or containing too few BCCs.
The evaluation method was same as that used by Blando. Table 2.2 shows the
performance of the prediction system tuned for OCR-A, and a threshold value of
90% was used for assigning pages to either the “Good” or “Bad” category.
Table 2.2: Error Rate in Gonzalez’s Experiment.
classifier error
NN

3.0%

INNR

2.4%

2.3 The Work of Michael Cannon and Patrick Kelly
Michael Cannon and Patrick Kelly also conducted research in this field [17]. Their
data was prepared using the following procedure. Starting from a page of a book,
the first generation is the photocopy of the page in the book, and the second
generation is the photocopy of the first generation copy. The N th generation is
the photocopy of {n — l)th generation copy. The experimental data consisted of
18 pages: 9 generations for each of 2 original pages.
The three features used in their work are as follows:
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• Speckle
#(BC'Cs with size < 10 pixels)
=
m s e c ! ) -------------They observed that the number of very small black connected components
_

,

increases with photocopy generation due to the increasing incidence of
speckle.
• Touching

Characters

_ #(B C C s xirith size > 600 pixels)
*{BC C s)
They observed that black connected components greater than 600 pixels in
size occur as characters begin to touch.
• White Speckle Factor
This factor is same as W hite Speckle Factor in Blando’s work.
Cannon and Kelly used a linear regression technique to predict the error rate.
The procedures are listed below:
1. From the training set, a linear system of equations are formed:

Zj = a * W j + h * X j - \ - c * pj + d

where z, w, x, y represent error rate, speckle, TCF, and WSF, and j repre
sents the photocopy generation, 0 through 9. The coefficients a, 6, c, d are
obtained by minimizing the mean square error in predicting z.
2. Using the coefficients o, 6, c, d from step 1, the error rate can be predicted
using the following formula:
OCR error rate = a* Specie + b * T C F + c* W S F -f d
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They used a 2D graph to display the test result, with photocopy generation, as
X-axis and the predicated error rate as the Y-axis. Their train in g set consisted
of 9 pages (9 generations of a page from a book) and their test set consists of 9
pages (9 generations of a page from the same book the training set was choosen
from).
Figure 2.4 shows their experimental results.

30

I

2S
predicted

20

1
IS

10
5
0

2

4

6

8

Photocopy Generuioo

Figure 2.4: Predicated Error Rate of Cannon and Kelly System

2.4 Analysis of Previous Work
The papers reviewed in the previous sections are the only work published in this
field so far. Although progress was made, there are many problems to be solved.
The features proposed by Blando are necessary, but not sufficient to solve
the problem nicely. Many image distortions were not included. The rule-based
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classifier depends on many threshold values which need to be tuned to each com
bination of a training set and an OCR system. There is no systematic method to
determine these parameters.
Gonzalez’s work solved some of the problems by introducing more features
and by using a KNN classifier and neural network. However, the performance of
his system is not adequate for pratical use. More extensive research is needed.
The work of Cannon and Kelly is hard to compare with the previous two
papers, because:
• They use different data: Blando’s and Gonzalez’s result came from diverse
real world pages and the amount of the data is relatively leirge. Meanwhile,
the data used by Cannon and Kelly was highly correlated and small in size.
• Cannon and Kelly counted word error instead of character error.
• From Cannon and Kelly’s result graph, there is no data for error rate higher
than 30%. If the error rate is greater than 20%, the predicted error is
significantly larger.
From this analysis of previous work, the following issues were identified:
• This problem can be defined as either a classification problem or a function
approximation problem.
• As a function approximation problem, both linear and non-linear regression
can be appUed.
• More features are needed to describe document characteristics, and a new
function approximation method is needed which is complex enough to more
closely approximate the OCR error rate.
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• A dataset containing more bad quality images is needed.
This thesis attemps to produce an improved system for predicting OCR error
by exploring these issues.
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CHAPTER 3
NEURAL NETWORK AND LINEAR REGRESSION
3.1 Neural Network
An artificial neural network(ANN) is an abstract model of a neuron
nervous system. An ANN contains a collection of neuron units com
municating with each other via axon connections. Such a model bears
a strong resemblance to axons and dendrites in a nervous system. Due
to its self-organizing and adaptive nature, the model potentially offers
a new paradigm for constructing systems that could be more robust
and user-fidendly than traditional approaches [21].
The most salient features of ANNs are their massive processing units
and interconnections. A neural network is sometime refered to as a
connectist model. They are highly nonlinear dynamic systems. Al
though the structure and function of the units constituting the neural
network are simple and homogeneous, the collective behavior can be
very complex. ANNs seem to exhibit a collective behavior that is more
than the sum of the behavior of the individual units.
The aspects of ANN include activation function, net function, network struc
ture, and training rule.
17
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Figure 3.2: Activation Functions

3.1.1 Activation Function
The activation function f(u,) is usually a non-linear function. It takes the output
of net function as input. Figure 3.1 shows the structure of a neuron. Four most
common activation functions are shown in Figure 3.2.
3.1.2 Net Function
Assume a net function is represented as u{w,x), where w stands for the weight
matrix, and x for the input vector. The net function has two common forms. (See
Figure 3.3.)
• The Linear basis function(LBF): LBF is referred to as a first-order basis
function. It is defined as a linear combination of the inputs.
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Ui(w,x) = '^W ijXj
j= i

It is referred to as a first-order (linear) basis function.
• The Radial basis function(RBF): RBF is also referred to as a second-order
basis function. It is defined as the distance to a reference pattern.

x) =

E (sTj - Wij)^
J=l

f;Oj)
Linear Basis Functioa

Radial Basis Function

Figure 3.3: Equipotential Lines for Two lypes of Basis Functions

3.1.3 Structure of ANNs

The behavior of an ANN depends on neuron layers and weighted connection
layers. Neuron layers can be classified as the input layer, hidden layers, and the
output layer ( See Figure 3.4). The weighted connections can be classified as
feedforward connection, feedbadcward connection, lateral connection and timedelayed connection.
• Feedforward connection: Neurons in higher layer collect data from neurons
in lower layer via feedforward connection.
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Figure 3.4; A Basic Network Structure

• Feedbackward connection: Neurons in higher layer send data to neurons in
lower layer via feedbackward connection.
• Lateral connection; Neurons collect data from other neurons in same layer
via lateral connection.
• Time-delayed connection; Delay elements may be incoporated into the con
nections to yield temporal dynamic models.
The synaptic connections may be hilly or locally interconnected, as shown in
Figure 3.5.
The size of ANN is determined by both the number of layers and the number
of units in each layer.
• Number of layers; In a multilayer network, there are one or more hidden
layers between the input layer and output layer. The number of layers is
very often counted as the number of weighted arcs (instead of neuron layers).
• Number of hidden units; In a multilayer network, the number of hidden
units if the number of units in all hidden layers.
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Figure 3.5: Synaptic Connections

The size of an ANN is directly related to the power of the network. To achieve
the best generalization performance, the number of hidden layers and the number
of hidden units must be properly determined.
3.1.4 Training Rule
In an ANN, the knowledge is reprensented by the connection strengths between
nodes in the network. During the train in g process, the connection strengths are
modified continuously by m aking the behavior of the network simulate the envi
ronment more closely. The goal of ANN training is not to remember the training
set itself. The trained ANN should model the explicit rule which generates the
training data. There are three types of learning rule:
• Supervised learning: For each sample, both the input pattern and target
pattern have to be presented to the network. In each epoch, the distance
between the network output pattern and target pattern is computed. Con
nection strengths are modified according to this distance.
• Unsupervised learning: For each sample, only input pattern is presented to
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the network. Learning is performed in a self-organized manner.
• Reinforcement learning: For each sample, both input pattern and target pat
tern have to be presented to the network. The target pattern only indicate
whether the network output is acceptable or not. Reinforcement learning
falls into a catalogue which is between supervised and unsupervised learning.

Error-Correction Learning
Let

be the desired response for the nth pattern, kth output layer unit, and
be the eictual output of the network. The error signal is computed as the

difference of the desired response and actual output.

Based on the error signal, different energy functions can be constructed. During
each interation of error-correction training, the energy function is minimized. A
criteria commonly used is the mean square error criteria which is defined as the
mean value of the sum of the squared errors.
^

^

• E (4"')")
k

where E() is the statistical operator to compute the expectation value, and the
summation is over all the neurons in the output layer of the network. According to
the error-correction rule, the weights or the strength of the synaptic connections
Wkj is updated by
= 7 ?* e|r^ *
where 77 is a positive constant between 0 and 1. A greater 77 value means a faster
learning rate,

is the output of neuron j.
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Hebbian Learning Rule
The idea of the Hebbian learning rule is that the connection between units should
be increased if they are activated simultanously. The strength of the connections
between neuron i and j is updated by

where y* and yj are the network outputs of neuron i and j.
Competitive Learning
In this scheme, there are several neurons in the output layer. When a pattern
is presented at the input layer, each output neuron competes with the others to
produce the closest output signal to the target.
3.2 Multilayer Feedforward Backpropagation ANN
In this thesis, the ANN architecture is multilayer feedforward, in which sigmoid
function is used as activation fuction, and linear basis function is used as the net
function.
The multilayer feedforward backpropagation ANN uses the error-correction
learning rule. The commonly used energy function is the sum of the squared
error between the target output and actual network response.
M N

^ ^

m = l i= l

where M is the number of training patterns and N is the dimension of the output
space. The idea of backpropagation algorithm is to minimize the energy function
by computing the weights Wij and thresholds 0,-. First, the error signal S^{1) is
recursively backpropagated as follows:
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• Initial (output) layer: for recursion, the initial value is the error signal for
neurons in output layer.

* ■ '»

-

This formula is derived from the LSE energy function. For other energy
functions, the initial condition can be similarly derived.
• Recursive formula: the general recursive formula for the error signal 5^(1)
can be derived as follows:
r®

=

in the sequence of Z= L —1 ,..., 1.
wj+i
< r® = E c ( i + 1 ) «

+1)

J=i

Second, the synaptic weights between the Ith and {I + l)th layers can be
updated recursively in sequence of Z= L, L —I , ..., 1.
< + ' ® = < ( i ) + V * < r ® • / ' ( « f ® ) * 4 ""(i -

1

)

Figure 3.6 shows the recursive process diagram. Assume the output layer is
the top most layer. The error signal for the layer next to the output layer is
computed as a linear combination of of the error signal of the output layer. The
error signal is populated through all layers from the top down recursively.
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Figure 3.6: Schematic Diagram for the Back-Propagation Process

3.3 Cross-Validation
As we mentioned in the previous section, the goal of neural network training is
to make a good prediction for new inputs. In other words, the trained neural
network should be good at predicting both the training data and new inputs.
There is a tradeoff between the performance of predicting training data and new
inputs.
In a polynomial predicting model, the complexity of the model is determined
by the number of coefficient. Too few coefficients can not well fit the curves in
the training data. Too many coefficients will attempt to fit the curve of the noise.
Both of them give bad generalization performance. The same problem exists in the
neural network models. In a neural network model, the complexity of the model
is determined by the number of synaptic connections and the number of hidden
layers. The size of the neural network has to be optimized in each application.
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In practice, there are several ways to optimize the size of the network. One
way to implement this is to compare a range of models which consists of a difierent number of hidden units. A second principal approach is through the use of
regularization which involves the addition of a penalty term to the error function.
This penalty term can constrain the effective complexity of the model. Early
stopping is the other alternative. The most important technique for doing this is
cross validation.
3.3.1 Regularization
Figure 3.7 shows the mapping that an excess of free coefficients generates. Due

appro x im ation
ideal
d a ta w ith n o ise

Figure 3.7: Approximation Functions with Under Fitting and Over Fitting

to the over-fitting to noise on the training data, there is much curvature in the
mapping. The technique of regularization encourages smoother network mapping
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by adding a penalty O to the error function:
È = E + V *Q
Where E is the original error function, 0 is a stabilizer th at incorporates a prior
problem-specific requirements or constraints, and u is a constant that controls
the relative importants of E and fi, hence, controls the effective complexity of
the model. A small value for E indicates a good fit to the training data, while
a small value of Q indicates a smooth mapping. Thus, the resulting network is a
compromise between fitting the data and m inim izing Çî.
3.3.2 Early Stopping
Early stopping is another way to control the effective complexity of a network. In
this process, beside the training data, an independent d ata set, generally called a
validation set, is needed. The training of non-linear network model corresponds to
an iterative reduction of the error function defined with respect to a set of training
data. For many of the tra in in g algorith m s, the error is a monotonically decreasing
function of the number of iterations. However, this is not the case of the error
signal measured with respect to independent data. Error signed measured with
respect to the validation set often shows a decrease at first, then an increase due to
the network’s over-fit to the noise on the training data. The weights corresponding
to the point of smallest error with respect to the validation set is expected to give
good generalization performance.
3.3.3 Cross-Validation
The cross validation technique is derived from an approach which is called a
holdout method. In a holdout method, two data sets are prepared before training.
One is the training data set, and the other one is the validation set which is
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independent to the training set. Various networks are trained by m inim izing the
energy function using the training set. The performance of the networks are
evaluated by the error obtained by presenting the validation set to the networks.
The network with the smallest error signal with respect to the validation set is
selected.
In practice, the availability of labelled data may be severely limited. Setting
aside part of the data set for model comparision purposes is not affordable. In
this case, cross-validation should be adopted. The tra in in g set was divided into
s distinct equal segments. Then s networks are trained by setting aside one of
the s segments. The performance of each network is measured by the error signal
with respect to the hold out segment. The performemce of the network model is
evaluated by the averaged error over all s segments. Such a procedure allows us
to use a portion of the available data to train the network, while also m ak in g use
of all data points in evaluating the cross-validation error. The disadvantage of
such an approach is that it requires the training process to be repeated s times,
which leads to a requirement for a large amount of processing time.
3.4 Linear Regression
Regression involves at least two variables. Only one of them is a dependent
variable and all others are independent variables. There may be a cause-andeffect relationship between dependent variable and independent variables. But it
is not like the equation M = 3 x F which exactly represents the length in meter
as a function of length in feet. In regression, there is always difference between
the observed values and the computed values from regression equation. Thus, the
dependent variable can not be represented by an exact function of independent
variables [9].
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3.4.1 Simple Linear Regression
When there isonly oneindependent variable,

the linear regression is a simple

linear regression.Linear regression does not imply that thefunctionbetween
dependent variable and independent variable is linear that can be plotted as a
straight line on a plane. Linear means that the regression equation is linear in
the parameters. For examples, both the equations are linear regression
y = Po+Pix + e

(3.5)

V = 0 Q

(3.6)

P \ x +e

In the following discussion, equation (3.1) will be used as an example.
The free parameters that need to be decided are

and 0\. Among the various

methods for estimating these parameters, the method of least square error is the
most widely used one. The regression line generated by the least square error
method has the following features: the sum of the squared vertical deviations
from each point to the line is minimized, and the sum of the vertical deviations
is zero. For the ith observation in a sample of size n,
yt = A) + A *

+ e*

So that e,- = y,- —Po—Pi * Xi
It is

^ that is to be minimized, and
^ ^

^ (y« —A) —A *

The right-hand side of the equation would be differentiated first with respect to
Po, then with respect to A- The solution is the estimators Pq and P[.

Po = y - P [ * x
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where ÿ and x are the averages of the y and x values, repectively, for a sample of
size n.
After the regression equation has been determined, the following equation is
used to compare the similarity between y amd y'.

is the strength of the linear

relationship between y and y'.

Z (y-g)'
where

= A + A * a; is the predicted value.

The value of È? is between 0 and 1 by definition. It is the predicted variability
in y as a percentage of the total variability in y. Therefore,

is the “residual” variability expressed as a percentage of the total variability. If
all of the observed points fell on the regression line,

would equal I. Ideally we

would like to have an B? value very close to 1.
So, once A and A are determined, we can use A + A *

to predict y.
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CHAPTER 4
NEW FEATURES
In addition to the features used in the work of Gonzalez, we propose several new
features to improve the performance of a prediction system. These features are
described in the following sections.
4.1 Black Noise Density
This feature is designed to handle the small black noise, such as shown in Fig
ure 4.1 and 4.2. It is reasonable to assume that all OCR systems do noise filtering,
so 1 X 1 noise does not affect OCR performance. Thus, 1 x 1 black noise and
1 x 1 white noise were thrown away. The black connected components (BCCs)
left with size smaller than 3 x 3 are defined as noise. The number of noise BCCs
is normalized by the area of the text zone, and the Black Noise Density is defined
as:
Black Noise Density = * iB C C s with size < 3 , 3 )
area{Zone)
Any noise that is too big to be captured by Black Noise Density, such as
shown in Figure 4.2, will be captured by other features described in the following
sections.

31
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Figure 4.1: Example for Black Noise Density: LSU 0013
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Figure 4.2: Example for Black Noise Density: LSU 0170
4.2 Zone Fullness
Some characters can completely disappear in a binary image due to extremly low
or high threshhold (depending on the image photometric). This causes the area
occupied by the BCCs to be very small compared to the zone area, as shown in
Figure 4.3. A new feature called Zone Fullness is defined as:
ZoneFallness =

area{Zcne)
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Figure 4.3: Example for Zone Fullness: sampleS 0211-116
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4.3 Overlap Area Factor
If the surrounding boxes of two BCCs overlapped, it is likely that the images in
these boxes are not single clean character images. We observed that it is almost
impossible for OCR devices to recognize these overlapped BCCs. (See Figure 4.4.)
The Overlap Area Factor is defined as:
Overlap Area Factor = <trea(.Overlapped BC C s)
area{Zcne)

Figure 4.4: Example for Overlap Area Factor: LSU 0146
4.4 Excontained Area Factor
As shown in Figure 4.5, underlined characters could touch the underline. A
single large BCC will be generated for those characters and the underline in the
image. Small BCCs will be generated for those characters which do not touch
the underline. Small BCCs are the recognizable part of the single large BCC.
The single large BCC is called container BCC. The small BCC is called contained
BCC.
Vertical long noise is another cause of container BCC. Figure 4.6 shows such
a binary image. The Excontained Area Factor is defined as:
_
^
.
r, ^
area( container BCCs) —areaicontainedBCCs)
Excontained Area Factor = --------------------------area{Zone)
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Figure 4.6: Example for Vertical Long Noise: S3 6923-013
4.5 Overlap Number Factor
Beside the overlapped area factor, the overlapped BCC number is another contrib
utor to low OCR accuracy. As shown in Figure 4.7, a noisy im%e results in a large
num ber

of overlapped BCC. Based on our observation, in certain types of image

degradation, overlapped BCC number is not always proportional to overlapped
area. The Overlapped BCC Number defined as:
Overlap Number Factor =

Vltb resect, to

^{overlapped BCCs)
area{Zone)
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Figure 4.7: Example for Overlap Number Factor:LSU 0374
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4.6 WCC Ratio
This feature measures the number of white holes in the document. The WCC
ratio is defined as:
W C C ratio =

area{Zone)

4.7 BCC Ratio
The BCC Ratio measures the number of BCCs in the document. It is defined as:
B C C Ratio =

area{Zone)
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CHAPTER 5
EXPERIMENT DESIGN
5.1 Image Data Preparation
Experimental data for each page is prepared in a three step process. First, binary
image is generated. Second, the binary image is zoned; Finally, features for the
selected text zones are obtained. After the data is ready, it is divided into two
sets: the training set and the test set. The train in g set is further divided into two
parts: the actual training set and the validation set.
5.1.1 Binary Image Data Generation
In this experiment, two data sets were prepared.
• Randomly binarized SampleS.
• LSU data.

Original SampleS Binary Image Set
The Samples data set is a subset of the ISRI DOE database (noted as SampleS
database in the ISRI reports[8]). The pages in this database were randomly drawn
from a large set of scientific and technical documents. In the database, all pages
are stored in a gray scale format, with the m axim um gray value of 256. The
SampleS set contains 502 pages. In this experiment, 799 zones were chosen from
these 502 pages; these zones were also used in the work of Gonzalez.
36
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The original Sampled binary image set was biased. It was generated by a fixed
threshold value to simulate a real world data conversion process. Hence, OCR
systems were able to recognize most of the characters as shown in Table 5.1.
At first, this data was used to train a neural network. The training perfor
mance turned out to be unacceptable. Because there were many training samples
with accuracy above 90%, the trained ANN predicted the OCR accuracy of any
given page to be above 90%. This reflected that the neural network only captured
the characteristics of good quality images, and did not recognize the characteris
tics of bad quality images. To make the trained neural network capture a wide
range of OCR accuracy, the accuracy distribution of the train in g set needed to be
balanced. This problem was solved by applying a step-wise thresholding technique
when binarizing images.
Step-wise Thresholding
Instead of using a fixed threshold value to binarize all documents, as in Gonzalez’
experiment, a stepwise series of threshold values were used. Vinas had examined
the relationship between OCR error rate and threshold value [12]. Figure 5.1
shows the experimental results he obtained from the DOE database using OCRl
(Expervision RTK version 3.0).
He also performed this experiment using three other OCR systems. All graphs
have similiar shapes. Based on Vinas’ results, we decided to choose 10 values beTable 5.1: Accuracy Dis ribution for Nankai OCR and Orignal Sample3
accuracy(xlO%)

0-1

1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10

#page

0

1

0

0

2

1

1

5

23

769

percentage(%)

0

0

0

0

0

0

0

1

3

96

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

38

0

59

75

83 91 99

107

115

123

131

139

147 155

163 171 179 187

195

Threshhold Value

Figure 5.1: Threshold Value vs. OCR Error Rate for OCRl

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

39

Table 5.2: Accuracy Distribution for Nankai OCR and Stepwise Thresholded
Sample3
accuracy(xlO%)

0-1 1-2 2-3

3-4 4-5 5-6 6-7 7-8 8-9

9-10

#page

19

11

7

15

6

7

11

17

24

604

percentage(%)

3

2

1

2

1

1

2

3

4

76

Table 5.3: Accuracy Distribution for Nankai OCR and LSU data
accuracy(xlO%)

0-1

#page

11

11

9

14

10

10

26

49

49

95

percentage(%)

4

4

3

5

4

4

9

17

17
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1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10

tween 40 and 220 in increments of 20. Pages were assigned to these threshold
values randomly. The new binary image set has distribution, as shown in Tar
ble 5.2.
LSU Image Database
The LSU dataset was supplied by Louisana State University in binary image
format. These pages were selected from U.S. Department of Energy legacy doc
uments. Some document images are of good quality, but the quality of many
images is degraded by repeated photocopying, FAXing, carbon-copying, and ag
ing fibrous paper.
There are 144 pages in the LSU dataset. 284 zones from these pages were used
in this experiment. The accuracy distribution is shown in Table 5.3.
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Image Characteristics
The new SampleS presents the following characteristics:
• Many pages contain strong noise.
• A few pages contain broken characters. Some characters are completely
missing from the image. This is a characteristic of the new SampleS binary
image set, which is not present in the LSU set.
• A few pages contain underlines in the text. This characteristic is not present
in the LSU dataset.
• Despite the above facts, the percentage of good quality pages is still high.
Meanwhile, LSU images present the following characteristics:
• Noise is the significant characteristic of this dataset. More than half of
the pages in this dataset contain different degrees of noise. See Figure 5.2,
Figure 5.3, and Figure 5.4 for different degrees of noise.
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Figure 5.2: Document with Slight Noise: LSU p468
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Figure 5.3: Document with Mediate Noise: LSU p219

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

41

Figure 5.4: Document with Strong Noise: LSU pl73
• The characters in the LSU dataset are prone to be fat and touching.
• Font sizes between 8 point and 12 point present.
• Both single space and double space pages are present.
• Most of the pages are printed in lower case, but a few are printed only in
upper case.
• The OCR accuracy distribution is fairly even.
5.1.2 Zoning
The goal of zoning is to identify the regions of text on a page and to isolate them
from non-text regions. The zones are defined by a rectangle surrounding the
text region. All text regions should be zoned except the following objects: equa
tions, handwritten characters, stamps, logos, and figures. Text with a different
orientation from the main text flow, and a zone containing incomplete text-lines
corresponding to a part of the adjacent page should also be excluded. The zone
statistics for the two image sets are shown in Table 5.4.
5.1.3 Feature Extraction
Feature values and OCR accuracy information were obtained by the following
steps:
Step-1 For each text zone, the 14 features described in Chapter 4 were measured.
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Table 5.4: Zone Statistics of the SampleS and LSU sets
#Zones

#pages

Zoned by

Sample3

799

502

ISRI

LSU

144

284

LSU

Step-2 The following three OCR systems processed each text zone, and the cor
responding accuracy data were collected.
• Nankai Reader, Version 4.0
• Caere OCR, Version 138.1
• Xerox OCR Engine, Version 11.0
Step-3 Reject Markers and Suspect Markers generated by the three OCR sys
tems were also collected. A Reject Marker corresponds to a character that
the OCR system could not recognize. A Suspect Marker is attached to a
character that an OCR system recognized, but with low confidence. The
following report shows th at the OCR system generated 1940 characters in
cluding 61 Reject Markers and six characters with Suspect Markers.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

43
ÜNLV-ISRI OCR Accuracy Report Version 5.1

1940

Chatracters

1453

Errors

25.10%

61

Accuracy

Reject Characters

6

Suspect Markers

2

False Marks

3.45%
47.99%

Characters Marked
Accuracy After Correction

Step-4 For each combination of a text zone and an OCR device, a vector consist
ing of the 14 features and the OCR accuracy is generated. For each OCR
system, the vectors were sorted by the OCR accuracy values and split into
a training set and a test set. The ratio of the size of these two files is 2:1.
Step-5 If the cross-validation method is used, the training set was further split
into two sets: the real training set and the validation set. The ratio of real
training set size and cross validation set size is 9 : 1. Ten different pairs of
training set and validation set were generated from each training set.

5.2 Prediction Systems
ANNs have the ability to leam from samples and can be trained to approximate an
unknown function. Samples that properly describe the real objects can improve
the approximation. The performance of an ANN is also affected by its architecture
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and its learning algorithm. To examine the effects of these factors, the following
experiments were designed:
• Features: To compare the 14 features described in Chapter 4 with 7 features
described in Chapter 2, the linear correlation between predicted OCR ac
curacy and true OCR accuracy were measured. Besides the image features,
OCR output can serve as OCR accuracy predictor also. In this work, the
effect of Reject Markers and Suspect Markers was also examined.
• Neural Network Architectures: An experiment was designed to examine the
performance of ANNs with different achitectures. Both two hidden layers
and one hidden layer ANNs were examined. The number of units in each
layer is varied. Meanwhile, the performance of multiple regression was also
tested. Theoretically, multiple regression is equavalent to a neuron with a
linear activation function.
• Learning Algorithm: An experiment was designed to examine the effects of
cross-validation. The performance of ANNs using cross-validation set and
not using cross-validation set was compared.

5.3 Analytic Method
In this work, a linear correlation between estimated values and real values is
adopted to analyze the performance of a prediction system. An ideal system
should achieve a correlation coefficient of 1.0, a slop of 1.0, and a y-intercept of
0 .0 .
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CHAPTER 6
RESULT AND ANALYSIS
6.1 Features
6.1.1 7 dimension vs. 14 dimension Feature Vectors
The two data sets and the three OCR systems were used to compare the perfor
mance of the 7 dimension (7D) feature set and 14 dimension (14D) feature set.
For each combination of a training set and an OCR system, a multiple regressionbased prediction equation was generated using the STATISTICA program. The
correlation coefficients were calculated between real accuracy values and predicted
values for each combination.
As shown in Table 6.1, the 14D feature set universally outperformed the 7D
feature set. Note that the performance improvement for the LSU set was more
significant. In the LSU set, there are more poor quality images. This implies that
the 14D feature set captures more image degradation characteristics than the 7D
feature set.
6.1.2 Reject Marker
Because Reject Markers and Suspect Markers are used to predict accuracy in
practice, these two features were examined in this experiment. Table 6.2 shows
that the number of Reject Markers and the number of Suspect Markers in OCR
generated text are somewhat correlated in both data sets. Based on this result,
45
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Table 6.1: Two feature sets: Correlation Coefficients between Real Accuracy and
Predicted Accuracy.
LSU

Caere Nankai Xerox
7D

.63

.63

.28

14D

.76

.77

.69

gain

.13

.14

.41

Sam p les

Caere Nankai Xerox
7D

.72

.74

.69

14D

.81

.82

.79

gain

.09

.08

.10
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Table 6.2: Correlation Coefficients between Reject Marker and Suspect Marker.
LSU
Caere
.51

Sample3

Nankai Xerox
.79

.80

Caere Nankai Xerox
.75

.80

.52

Table 6.3: Predict Capability of RejSusp Markers
LSU
Caere
.82

Samples

Nankai Xerox
.65

.42

Caere Nankai Xerox
.66

.59

.65

we hypothesized that the Suspect Markers would not improve the performance
much. The regression equations used are as follows:
^R eject
+h
if^GeneratedC har
i^Suspect
if^Reject
y = a i*
+6
+
Û
2
*
#GeneratedChar
#GeneratedChar
y = a i*

Table 6.3 shows using Reject Markers and Suspect Marker can not improve
the prediction performance compared with 7D and 14D features. But there is a
possibility that the combination of image-based features and OCR-based features
can improve the prediction performance.
6.2 Different ANN Structure
All experiments in this section use the 14D feature set. The cross-validation
technique is applied in the ANN learning stage.
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Table 6.4: Predictive Ability of Different ANN Structures
LSU
Caere

Nankai

Xerox

15-7-lANN

.78

.79

.61

10-5-lANN

.81

.88

.66

7-7-lANN

.82

.73

.42

7-3-lANN

.81

.73

.33

4-2-lANN

.85

.75

.62

SampleS
Caere Nankai Xerox
15-7-lANN

.88

.88

.88

10-5-lANN

.88

.84

.86

7-7-lANN

.91

.89

.85

7-3-lANN

.92

.87

.84

4-2-lANN

.83

.90

.89

6.2.1 Two Hidden Layers Networks
In this section, all ANNs have two hidden layers, and a different number of neurons
in each layer was tested. For each experiment, different ANNs used the same
training set and test set. The correlation coefficient between the real accuracy
values and the predicted accuracy values are shown in Table 6.4.
Table 6.4 shows the system works better on the SampleS set than on the LSU
set. In general, the prediction for Caere and Nankai are better than for Xerox.
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Table 6.5: Best ANN Structures with Two Hidden Layers
LSU

samples

Caere Nankai

Xerox

Caere Nankai Xerox

4-2-1

10-5-1

7-3-1

10-5-1

4-2-1

4-2-1

In each experiment, some ANN structures outperformed others, but no structure
outperformed all others for all experimental data.
For the LSU set, this method works well with Caere and Nankai, but not
Xerox. As we discussed in Chapter 1, many of today’s OCR systems depend on a
lexicon, especially when a recognized character has a low confidence value. If an
OCR system uses lexicon to correct recognition errors, a method that relies on
features related to image detects could not predict accuracy well. This hypothesis
is supported by these tests. For the LSU set. Xerox achived an average Character
Accuracy of 80%. Caere and Nankai achived an average Character Accuracy of
70%.
For each dataset, some ANN structures outperform others significantly. This
indicates that it is necessary to test different ANN structures for each problem to
achive the best performance.
Table 6.5 shows the best ANN structure for each problem. Table 6.6 shows
the best performance each system can achive for each problem.
6.2.2 One Hidden Layer networks
To examine the performance of single hidden layer networks, different networks
were tested. Table 6.7 shows the experimental results.
Our experiment indicates that single hidden layer networks do not perform

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

50

Table 6.6: Predictive Ability of the Best ANN Structures with 2 Hidden Layers
LSU

samples

Caere Nankai Xerox
.85

.88

.66

Caere
.92

(a)

Nankai Xerox
.90

.89

(b)

Table 6.7: Predictive Ability of ANNs with One Hidden Layer.
LSU
Caere Nankai

Xerox

23-lANN

.77

.80

.70

16-IANN

.81

.81

.58

11-lANN

.74

.74

.64

7-lANN

.81

.82

.64
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as well as two hidden, layer networks. The performance of single layer networks,
however, is more insensitive to network structure. As with two hidden layer
networks, the predictive ability of the Xerox system was noticably less than that
of Caere and Nankai.
6.2.3 Multiple Regression
Theoretically, Multiple regression is equavalent to a single neuron with a linear
activation function. The multiple regression routine in the STATISTICA program
was used here to get the regression parameters. As with the ANN experiments,
the 14D feature set was used. Also the same training sets and test sets were used.
The regression equation is
14

y = '^ 0 i* X i + h

i=l
The correlation between the predicted accuracy values and the real accuracy
values is shown in Table 6.8. Also, the performance of multiple regression was
compared with the trained ANNs.
Table 6.8 shows that ANNs universally outperform the Multiple Regression
based systems. Because Multiple regression is equavalent to an ANN without
hidden layer, this result suggests that it is necessary to include hidden layers in
an ANN when handling the OCR accuracy predicting problem.
6.3 Cross Validation vs. No Cross Validation
The cross validation technique can solve the overfitting problem in ANN training
as described in Section 3.3. In this experiment, the training set is subdivided into
10 segments. By withholding one segment, an ANN is trained using the remaining
nine segments of the data. The performance of the ANN is evaluated by the
least square error (LSE) method using the hold out segment. The weights that
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Table 6.8: Predictive Ability Comparison.
LSU
Caere Nankai Xerox
Linear Regression

.76

.77

.69

ANN

.82

.88

.70

Gain

.06

.11

.01

Samples
Caere

Nankai Xerox

Linear Regression

.81

.82

.79

ANN

.92

.89

.88

Gain

.11

.07

.09
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Training L S E va valkfatlon LSE
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Figure 6.1: Cross-Validation: LSU, Caere, Hold out the 1st Segment.

minimize the LSE are used to build a trained ANN. This process is then repeated
such that each of the segments is withheld one at a time. The trained ANN with
the least cross validation LSE is expected to produce the best performance with
new inputs.
To examine the effects of the cross validation technique, six experiments, com
binations of three OCR systems and two sets of tr aining data, were performed
using ANNs with the following structure: 14 inputs, 15 units in the first hidden
layer, 7 units in the second hidden layer, and 1 output. Table 6.9 shows the LSE
in the 10,000 epoches learning procedure for all holdout segments, and the best
results are identified by bold character.
Figures 6.1, ..., 6.6 shows the LSEs during the train in g process. In each figure,
the LSE that decreases monotonically is obtained from the training set. On the
other hand, the LSE that jumps up and down is obtained from the cross validation
set. The figures show that the best training accuracy is obtained at the end of
training; however, the best cross validation accuracy is often obtained earlier.
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Table 6.9: LSEs with Respect To Holdout Segment

LSU
Holdout Segment

5

6

7

.009

.006 .009

.012

.010

.021

.014 .017

.010

.020

.013 .019

1

2

3

Caere

^005

.012

Nankm

.049

Xerox

.015

4

8

9

10

.021

.020 .013

.005

.028

.023

.021 .009

.014

.023

.011

.013 .027 .009

6

7

(a)
SampleS
Holdout Segment

1

2

3

4

5

.004 .002

.007 .001

9

10

.009 .003

.002

8

Caere

.007

.007 .009

Nankai

.009

.005

.003 .002

.002

.003

.004

.003 .004 .002

Xerox

.002

.002

.003 .001

.004 .003

.002

.003 .004 .002

(b)
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Figure 6.2: Cross-Validation: LSU, Nankai, Hold out the 9th Segment.

Training LSE vs validation LSE
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Figure 6.3: Cross-Validation: LSU, Xerox, Hold out the 10th Segment.
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Training L SE v s validation LSE
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Figure 6.4: Cross-Validation: SampleS, Caere, Hold out the 7thth Segment.
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Figure 6.5: Cross-Validation: SampleS, Nankai, Hold out the 4thth Segment.
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Training LSE va vaMaWon LSE
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Figure 6.6: Cross-Validation: SampleS, Xerox, Hold out the 4thth Segment.

Table 6.10: Correlation between Predicted Values and Real Values.
nocross-validation cross-validation
train
LSU

predict train

predict

Caere

.98

.77

.98

.78

Nankai

.99

.81

9S

.79

Xerox

.95

.S8

.92

.54

nocross-validation cross-validation
train
samples

predict train

predict

Caere

.99

.85

.99

.88

Nankai

.98

.91

.98

.88

Xerox

1.0

.89

.99

.88

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

58
As shown in Table 6.10, the training accuracy of ANNs trained using the
cross validation algorithm is slightly worse than that of ANNs trained using the
traditional method.

On the other hand, these two methods achieved similar

performance for processing for the test except for the LSU data set recognized by
Xerox. The combination of LSU data and Xerox benefits from the cross validation
technique.
In Figure 6.4, ..., 6.6, the error signal curve of the validation set always has
a very similar shape as the error signal curve of the training set. Their values
in each point are close also. Hence, there is no overfiting in the train in g for
data set SampleS. In sampleS, the images present similar features. The 14D
feature set captured most of the features. The accuracy value has the same
cause-and-efiect relationship with each feature over all images. In this case, noise
on experimental data only change the predicted result very sHghtly. On the other
hand, in Figure 6.1,.., 6.3, the error signal curve of the validation set always has a
different shape with the error signal curve of the train in g set. Their values are not
close after the training set produces a small error signal. The error signal for the
vahdation set did not drop as fast as that of the training set. In several training
processes, the error signal for the validation set increased when error signal for
training set droped. Hence, overfiting occurs very often in train in g using the LSU
set. In the LSU set, there are many pages which are poor quality, and they present
different image features. This gave the function which predicts accuracy from the
14D feature for the LSU data more curvature than that for SampleS. Noise on
the experimental data can change the predicted result dramatically. In this case,
the training has a high risk of overfitting. In this experiment test, it did happen
in the combination of Xerox and the LSU set. The prediction performance is
improved significantly. Overall, cross validation technique can make the system
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more robust.
6.4 Discussion
Table 6.1 and Table 6.3 show that the 14D feature set predicted OCR accuracy
better than the 7D feature set for all experimental data set except the combination
of the LSU set and Caere OCR system. Generally, the relationship between image
features and OCR accuracy is stable if the OCR system does not depend on a
lexicon. Meanwhile, the relationship between the number of Reject Markers and
OCR accuracy depends on the OCR device, and it is different from one OCR
system to another. Caere does a good job in generating Reject Markers for poor
images. The Reject Marker is a good indication only for Caere. To design a
robust predicting system which works well with all OCR systems, the 14D image
feature set is recommended.
So far, for a given problem, there are no results that can recommend a good
ANN structure. Several structures have to be tested, and the one with the best
performance is selected. In this thesis, the performance of the selected ANN with
two hidden layers appears to be better than the ANN with a single hidden layer.
The ANNs with a single hidden layer appear to be more stable.
Because an ANN is a very powerful system, overfitting happens easily and
often. A cross validation method is a pratical method to solve the overfitting
problem, provided enough data can be collected. Cross validation keeps the ANN
performance when overfitting is not present, and improves the ANN performance
when overfitting is present. Cross validation is highly recommended when an
ANN method is adopted.
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CHAPTER 7
CONCLUSION AND FUTURE WORK
Predicting OCR accuracy is a difficult problem, and the field is in still its in
fancy. This thesis has attempted to explore ways to improve the performance of
prediction systems.
The results show that adding the new image-based features to the old 7D
feature set proposed by Gonzalez significantly improves its performance. We
need to test whether or not other image-based features can improve performance
further.
OCR-based features were also used to build prediction systems. The per
formance of the systems that use a combination of reject markers and suspect
markers was competitive with that of the system using the 7D feature set. The
combination of image-based features and OCR-based features should be investi
gated.
The optimal ANN architecture for building a prediction system with the 14D
features was investigated. The results show that the best structure depends on a
given task, i.e. a combination of a training data and an OCR system. Thus, we
are not able to recommend any particular architecture. However, we observe that
ANNs with two hidden layers outperformed ANNs with a single hidden layer.
The cross validation training method was examined. This method was par
ticularly effective in training a prediction system for a combination of the LSU
60
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data set and the Xerox OCR system. We recommend use of this training method.
However, an optimal way to subdivide the data into a tr aining set and validation
set has not been determined.
The performance of ANN-based systems heavily depends on the amount of
training data. Although our training data sets were not small, 144 pages and 502
pages, we expect larger training data sets will further improve performance. We
propose that larger and more complete training data sets are needed.
In this thesis, we only examined the performance of ANNs that use the LinearBased Function. Some features appear to be a non-linear function of accuracy.
Thus, ANNs that use the Radial-Basis Function should be examined.
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