Abstract. We propose a local level set method for constructing the geometrical optics term in the paraxial formulation for the high frequency asymptotics of two-dimensional (2-D) acoustic wave equations. The geometrical optics term consists of two multivalued functions: a travel-time function satisfying the eikonal equation locally and an amplitude function solving a transport equation locally. The multivalued travel-times are obtained by solving a level set equation and a travel-time equation with a forcing term. The multivalued amplitudes are computed by a new Eulerian formula based on the gradients of travel-times and takeoff angles. As a byproduct the method is also able to capture the caustic locations. The proposed Eulerian method has complexity of O(N 2 LogN ), rather than O(N 4 ) as typically seen in the Lagrangian ray tracing method. Several examples including the well-known Marmousi synthetic model illustrate the accuracy and efficiency of the Eulerian method.
. Certainly it is possible to overcome this drawback by introducing complicated interpolation and bookkeeping data structures [46] . However, in the late 80's Vidale [45] , and van Trier and Symes [44] introduced direct discretizations of the eikonal equation based on finite difference schemes, which are Eulerian approaches and yield uniform resolutions of the solution in the computational domain. As pointed out in [44] , the obtained solution should be understood as the minimum phase or the first-arrival travel-time in the viscosity solution sense for Hamilton-Jacobi equations [26, 11] . Once the travel-time is obtained, the transport equation for amplitude might be integrated [49, 42, 35] . Since the viscosity solution usually develops kinks, the gradient of the phase function is discontinuous. Therefore, the resulting solution for the transport equation has to be understood in the measure sense [15] . The difference between the ray tracing solution and the finite difference solution of the eikonal equation is that one is multiple-valued and the other single-valued [3, 13] . Although the viscosity concept and related numerical methods provide a natural Eulerian framework for geometrical optics, the drawback is that it provides only first arrivals while some applications may require all arrival times. Moreover, White [47] proved that there is a high probability for so-called transmission caustics to occur in an inhomogeneous medium. Beyond transmission caustics, more than one ray passes over each point in space so that the phase is multivalued. Therefore, it is important to design Eulerian methods for multivalued solutions of the eikonal equation, in general, the Hamilton-Jacobi equation.
In the last decade or so, there have been a lot of efforts in this direction: geometrical domain decomposition type methods [2] , slowness matching method [40, 41] , dynamic surface extension method [37, 36] , segment projection method [14] , level set method [29, 33, 24, 10, 34] , and phase space method [17] . See [3, 13] for up-to-date reviews of the above methods and moment-based methods [12, 19, 23, 20] .
In this work we present a local level set method for paraxial geometrical optics. By paraxial we mean that the wave propagation has a spatial orientation so that one of the spatial directions may be viewed as an evolution direction. This criterion may be quantified by assuming a subhorizontal condition for the eikonal equation [41] . In [34] , we presented a global level set method for the paraxial eikonal equation in the two-dimensional (2-D) case, and the computed multivalued travel-time matched the ray tracing solution very well even in the difficult synthetic Marmousi model. Therefore we proceed along the same line and design a fast local level set method for both multivalued travel-times and amplitudes, thus constructing the geometrical optics term. This construction will be useful for modern high resolution seismic imaging [18, 21, 39, 7, 28] . Our formulation for computing multivalued amplitude is based upon a level set formulation and an extension of the Eulerian amplitude formulation used in [35] , which is different from the one used in [29] . As a byproduct, our formulation also yields the cuspoid caustic curves (A 3 type) [43] , which is related to the catastrophe theory; thus it suggests that the level set theory can be used to study the catastrophe development. See [4] for another Eulerian method for capturing caustics. The overall complexity of our level set method is O(N 2 LogN ) rather than O(N 4 ) as typically seen in the ray tracing formulation. The rest of the paper is organized as follows: section 2 presents very briefly the paraxial formulation of the eikonal equation and the level set formulation for wavefront locations, travel-times, amplitudes and caustics; section 3 gives implementation details of the current formulation using the local level set method; section 4 shows some numerical examples to illustrate the efficiency and accuracy of the Eulerian method; and section 5 indicates some possible future works. 
To emphasize the point source condition the eikonal equation is written as follows,
where x s is the given source point.
In some applications, for example, wave propagation in reflection seismics, the travel-times of interest are carried by the so-called subhorizontal rays [21, 39, 35] , where subhorizontal means oriented in the positive z-direction. By the method of characteristics for the eikonal equation (2) , the point source condition (3) and the subhorizontal condition, we use depth z as the running parameter so that we have a reduced system [34] 
where θ s varies from −θ max ≤ θ ≤ θ max < π 2 . In addition, the travel-time is computed by integrating
Level set equation for wavefronts. If we define
, gives the location of the reduced bicharacteristic strip (x(z), θ(z)) at z, then we may differentiate the zero level set equation with respect to z to obtain
which are given by the ray equations (4) (5) . In essence, we embed the ray tracing equations as the velocity field, u = (u, v), into the level set equation which governs the motion of the bicharacteristic strips in the phase space. The initial condition for the level set motion equation (10) is taken to be
which is obtained from initial conditions (6) and (7). This is a signed distance function, satisfying |∇ x,θ φ| = 1, to the initial phase space curve
in the reduced phase space
Using the same boundary condition as in [34] , we have
where n is the outward normal along the boundary of Ω p .
Travel-time.
To determine the travel-time of the ray from the above level set equation, we now derive a corresponding equation governing the evolution of traveltime. By the subhorizontal condition in the paraxial formulation and the ray equation (8) , let F u (x, θ; z) be the flow generated by the velocity field u in the phase space (x, θ) along the z-direction. Thus we can write
Therefore, having t = T (z, x, θ), we get the following advection equation:
The initial condition for T is specified according to the initial condition (9) :
which is consistent with the initial condition (12) .
Following the same argument as in [34] , we use the boundary condition
on x = x min and x = x max , and
on θ = −θ max and θ = θ max .
Amplitude.
The amplitude of a ray can be computed according to the formula given in [49, 35] :
whereT andψ are, respectively, the travel-time and the takeoff angle of a ray reaching (x, z) from (x s , z s ). Travel-times and takeoff angles are well defined on each solution branch in the physical space (x, z). To compute this quantity in the reduced phase space, we consider T as the extension ofT to the phase space; furthermore, we may also extendψ andÃ to ψ and A in the (z, x, θ) space, respectively. Since the takeoff angle is constant along a given ray in the phase space, we have
Moreover, we have
It follows that
Since φ(z, x, θ(x, z)) = 0 on the zero level set and equation (5), we have
Finally we have
To compute the amplitude, we need the derivatives of the level set function at different z's. However, as illustrated in [34] , reinitialization of the level set function is necessary and, unfortunately, this process would only keep the location of the zero level set unchanged. This means the derivatives of φ cannot be computed directly from the level set function by differentiating the function φ itself after the regularization procedure. Therefore, to compute the derivatives of the level set function on the zero level set, we need to advect those derivatives as well. We first let ξ = φ x and η = φ θ . Differentiating the advection equation for φ with respect to x and θ, respectively, we have
We might apply the same idea to the advection equation for takeoff angles as well so that the derivatives of takeoff angles could be determined. Once those ingredients are in place, the amplitude could be obtained. However, we will not use this approach because this is not efficient computationally and it is difficult to reconcile the accuracies of four different derivatives numerically.
Instead, defining (28) and differentiating it with respect to z, we have the advection equation
and the amplitude can then be computed by
Therefore, we can simply solve the advection equations for φ x , φ θ and Δ in order to get the amplitude. We need the advection equation for φ x because it is coupled with the one for φ θ .
In general, Δ is a bounded quantity and φ θ may approach zero. When φ θ goes to zero, A goes to ∞ and we are approaching caustics.
Next we have to initialize the quantities that we are going to advect. At z = 0, we can set φ x and φ θ equal to 1 and 0, respectively. However, ψ x is a singular function at the source and it is better to start computing ψ x and ψ θ at some z = dz > 0 close to zero. Assuming that the velocity c can be approximated by a constant near the source, we have
and Δ(dz, x, θ) ≡ −2, which is independent of the dz as long as the velocity can be well approximated by a constant near the source. This makes the computation of amplitude stable.
Caustics.
Mathematically, caustic surfaces are envelopes of the family of rays. In the geometrical optics, at a caustic the amplitude of the asymptotic expansion becomes infinite, so that the usual asymptotic expansion is no longer valid at caustics, and some special expansions have been introduced to construct wave fields near the caustics [27, 6] .
In the current level set formulation, the caustic curves correspond to
On the zero level set, when φ θ =0, there exists local unique projection onto the x-space; when φ θ =0, the corresponding singularities or catastrophes of the implicit function θ = θ(z, x) for fixed z's are identified as caustics [43] .
3. Implementation.
Local level set method.
The computational complexity of the algorithm in [34] can be improved dramatically by implementing a narrow banding [1] or PDEbased version [32] of local level set method. In this work we adopt a version similar to the one proposed in [32] .
Because we are interested only in the zero level set, all the updates can actually be done in a tube centered at φ = 0. The radius of this tube, γ, is picked to be 5Δx, due to the fact that five grid values are needed for the fifth order weighted essentially nonoscillatory (WENO) scheme when solving the advection equations. Therefore, by only considering the grid points within this tube, the complexity of the algorithm in [34] can be reduced by a factor of N from O(N 3 LogN ) to O(N 2 LogN ). Reinitialization and orthogonalization are the two core ingredients in the local level set method as proposed in [32] . Reinitialization restores the equally spaced property for the level sets. The usual way is to make φ a signed distance function without moving the zero level set of φ appreciably. To achieve this, one can solve the following equation to steady stateφ ∞ [38, 50, 9, 16, 32, 30] :
Here S(φ) could be the smoothed signum function [32] 
where Δx and Δθ are the mesh sizes along x-and θ-directions, respectively. However, we usually only need to evolve equation (33) for a few steps. How often we should invoke the reinitialization step is a subtle issue; see [32, 30] for some discussions. Because we are only interested in the value of T where φ = 0, we apply the following orthogonalization procedure [9, 16, 32, 30] :
which theoretically preserves the values of T where φ = 0, but changes them elsewhere such that the new T does not vary too much near the desired region. At the steady state, ∇φ · ∇T = 0.
Detecting caustics.
Because passing through a caustic implies overturning of the zero level set in the x-θ space, the number of θ's such that φ(z, x, θ(x)) = 0 will increase or decrease by two when x varies monotonically. Therefore, a simple way to detect caustics is first enumerating the number of roots θ k 's for every x i , then checking where those numbers have sudden jumps, and finally approximating locations of caustics by taking the midpoint of two adjacent x i 's which have different numbers of θ k . The resulting approximation of the caustics locations is of first-order accuracy.
Let x * c be the exact location of a caustic at some fixed z * . Assume that x c is the computed caustic location obtained from the level set formulation, i.e., solving
Let x c be the approximate caustic location computed using our midpoint approximation. We have at least x c = x * c + O(Δx 2 ) which is delivered by the second-order scheme used here. Because the distance between x c and x c is less than Δx/2, we have
In terms of multivalued travel-times, passing through a caustic implies that the number of travel-times increases or decreases by two as we will see in numerical examples.
Algorithm.
Hence we have the following local level set algorithm for computing the geometrical optics terms.
I. Initialization. 1. Given N x and N θ , determine 
Initialize φ, T, φ
by interpolation, and then compute A(z max ; x i , θ k ). To determine Δz in step II.1, we only need to scan through the grid points in the computational tube Γ in order to determine the maxima of velocity fields u and v, and this takes O(N LogN ) steps. In step II, the level set equation and the travel-time equation are decoupled and can be solved separately. The spacial derivatives are approximated by a fifth-order WENO-Godunov scheme [22] while a third-order total variation diminishing-RungeKutta (TVD-RK) method [31] is used for the time marching.
Unlike the global level set method, the reinitialization step in II.3 is used not only to regularize the level set function but also to ensure the location of the tube in step II.8 more accurate. This step is necessary here and the number of iterations is to be determined so that the information of the location of the zero level set is propagated by a distance larger than γ, the radius of the tube. Numerically, one or two steps per iteration in z would be enough to get a reasonably good solution. However, formally, let β be the CFL number used in the reinitialization and m min be the minimum number of iterations of reinitialization; then we have (1) . Overall the complexity of the reinitialization step for each Δz advancement would be equal to the number of grid points within the tube and is given by O(N LogN ) .
For the root-finding and the interpolation in step III, we can simply use any nonoscillatory interpolation scheme, for example, linear interpolation or ENO reconstruction.
The next issue is how to update the computational tube Γ. A simple way is to scan all grid points in the domain and to apply the same procedure as that in I.3. The complexity of the resulting method will be O(N 2 ). However, because the motion of the zero level set is purely advective, zeros will not be generated outside the tube. We can, therefore, update the tube by only scanning through the boundary of Γ, and this requires only O(N LogN ) operations. 4 ) as typically seen in the Lagrangian ray tracing method, this Eulerian method is highly efficient and attractive.
As a result, for each iteration in z-direction, the complexity is O(N LogN ). Because of the CFL condition, the number of iterations in z is of O(N ). Overall the complexity of this algorithm is only O(N 2 LogN ). Comparing to O(N

Numerical examples.
For the first three examples, we put a point source at the origin and velocity functions c(x, z) are all C ∞ . The fourth example, the synthetic Marmousi model, is a very challenging one where the velocity function is given only as a gridded function. Unless specified, the computational domain we use in the following examples is chosen to be
where θ max = 9π/20. Accordingly, the Marmousi velocity will be rescaled to the above computational domain. Tables 1 and 2 show the convergence results for this test case. Convergence history for travel-time solutions is shown in Table 1, while Table 2 contains that of the amplitudes. The results show second-order convergence for both travel-time solution and amplitude at x = 1.
In this simple case, we can also compute the solution where we assume the boundary x = x max is reflective. When the zero level set hits the boundary x = x max in the x − θ space, it will not leave the domain; instead, a new ray will be generated in the computational space at the same x = x max and with θ having opposite sign to the original ray. For the travel-time, we have to determine boundary conditions for the incident and the reflected rays separately. We can use the same boundary condition as in the nonreflective case for the incident ray. The reflective ray has the same travel-time as the incident ray at the boundary x = x max . Therefore, we have the following boundary condition on x = x max :
Similar boundary conditions can be used on the other side x = x min and will not be fully discussed here. For the other two boundaries θ = θ max and θ = −θ max , we can use the same boundary conditions as in the nonreflective case detailed in section 2. Figure 2 shows the solutions obtained at z = 1km using the proposed method with reflective boundary conditions imposed on both boundaries x = ±1; multiple reflections are captured clearly as shown in travel-times and amplitudes using 120 grid points in both x-and θ-directions.
Waveguide model. The velocity function is given by
The function is symmetric with respect to x = 0, and we also expect the same type of symmetry in both the travel-time and the amplitude. Figure 3 shows travel-times, amplitudes and some intermediate quantities at z =1.6km using 240-by-240 grid points, respectively. The solid lines in the traveltime and amplitude plots are obtained using a ray tracing method. The solutions are symmetric as expected. Δ in this velocity model should be equal to −2 everywhere. As we mentioned earlier, the velocity model is approximated by a constant near the source and this gives the initial condition Δ = −2 at z = dz. For this waveguide model, because u x = v θ = 0, the equation for Δ is purely advective; therefore the exact solution is Δ(z; x, θ) = −2, which is independent of z. The variations in the subplot of Δ in Figure 3 are due to numerical errors.
The singularities in the amplitudes, shown in the upper right subfigure in Figure  3 , come from the vanishing of φ θ on the zero level set of φ at around x = ±0.45km, shown in the lower right subfigure in Figure 3 .
The caustic curves detected by the local level set method are shown in Figure 4 : circles are computed locations of the caustics in the waveguide model, and the solid lines are the rays emanating from the source by a ray tracing method. The caustic locations are exactly those places where rays form an envelope as seen in the figure.
To demonstrate the improvement in the computational efficiency of the current formulation, we computed the solutions of this test case on a Pentium IV desktop with different sets of grid points and recorded the computational time. Table 3 overturning of the zero level set in the phase space, i.e., φ θ = 0, which is shown in the lower right subfigure in Figure 5 . Figure 6 shows locations of the caustics detected by the proposed method, and the results match those from the ray tracing method.
Synthetic Marmousi model.
This example is the Marmousi model from the 1996 INRIA Workshop on Multi-arrival Travel-times. The calibration data used here were computed by Dr. Klimes and can be found at http://www.caam.rice.edu/ ∼benamou/traveltimes.html. This is a synthetic model which will challenge the level set method used here.
The original Marmousi model is sampled on a 24m-by-24m grid, consisting of 384 samples in the x-direction and 122 samples in the z-direction; therefore the model dimension is 9.192km long in the x-direction and 2.904km deep in the z-direction. In the computational results presented here, we use a portion of Marmousi model, i.e., a window from 2.64km to 9.36km in the x-direction and from 0km to 2.904km in the z-direction. The source is located at x=6.0km and z=2.8km. The purpose is to compute (possibly multivalued) travel-times for those sampling points, i.e., the receivers from 160 to 340 on the surface z=0.0km. It should be emphasized that since we are using a local level set method, we can choose such a large window of the velocity model. In the example presented in [34] , we were able to deal with a much smaller portion of the velocity model because we used a global level set method.
As illustrated in [34] , to resolve a complicated wave front like the one generated by the Marmousi model, we have to use very fine computational meshes which need huge memory storage in the global level set setup. In the previous work [34] , we applied up to 400 grid points in the x-direction to resolve the solutions between receiver 200 to 300. With the local level set method developed here, we are able to tackle a much larger portion of the original velocity and produce higher resolution travel-times with reasonable memory and computational cost. Figure 7 shows the zero level set and its overlay on the travel-time field by using a refinement of the original model with a refinement ratio = 8, i.e., we are using 1440 grid points in the x-direction to resolve the arrivals between receiver 160 to 340. As we can see from the plot, the zero level set has lots of overturnings and tiny tips. Therefore, there are lots of caustics developed in the wave propagation. The resulting travel-times at the surface along with the ray tracing solutions are shown in Figure 8 ; the two solutions match with each other reasonably well. Near receiver 340 we have captured five branches of travel-times as shown in Figure 9 . 
Conclusion
. We have proposed a local level set method for paraxial geometrical optics, so that the multivalued travel-time and amplitude can be constructed with ease. The computational complexity of the algorithm is O(N 2 LogN ), therefore it is highly efficient. Although the subhorizontal condition is required for the approach to work, it is suitable for many applications, such as reflection seismics, underwater acoustics and optics. The future work includes grafting this approach to high resolution seismic inversion [39] and computing the high frequency wave field using a time domain approach proposed in [6] rather than the usual frequency domain approach in [27] .
