Abstract. The adjoint Fourier restriction inequality for the sphere
Results

Let S
2 denote the unit sphere in R 3 , equipped with surface measure σ. The adjoint Fourier restriction inequality states that there exists C < ∞ such that
for all f ∈ L 2 (S 2 ). With the Fourier transform defined to be g(ξ) = e −ix·ξ g(x) dx, denote by
the optimal constant in the inequality (1.1).
In an earlier paper [3] we have proved that there exists f ∈ L 2 which extremizes this inequality, and that any sequence of nonnegative functions {f ν } ⊂ L 2 (S 2 ) satisfying f ν 2 → 1 and f ν σ 4 → R is precompact in L 2 (S 2 ). In the present paper we prove that all extremizers are infinitely differentiable, and show that precompactness does continue to hold for complex-valued extremizing sequences, modulo the action of a natural noncompact symmetry group of the inequality.
(1.1) is equivalent, by Plancherel's theorem, to
, where R = (2π) 3/4 S and * denotes convolution of measures.
Definition 1.1. An extremizing sequence for the inequality (1.1) is a sequence {f ν } of functions in L 2 (S 2 ) satisfying f ν 2 ≤ 1 such that f ν σ L 4 (R 3 ) → R as ν → ∞.
An extremizer for the inequality (1.1) is a function f = 0 which satisfies f σ 4 = R f 2 . for some scalar λ ∈ R + . See for instance [5] , where a more general result of this type is proved. f is an extremum for Λ if and only if this holds with λ = S 4 .
Theorem 1.1. For any λ ∈ C, any solution f ∈ L 2 (S 2 ) of (1.5) is C ∞ .
Thus any real-valued critical point, and in particular any nonnegative extremizer, of Λ is C ∞ . It is possible to show by a straightforward iteration argument that there exists a Gevrey class which contains all critical points, but we have not been able to show that these are real analytic. Theorem 1.2. Every complex-valued extremizer for the inequality (1.1) is of the form
where ξ ∈ R 3 , c ∈ C, and F is a nonnegative extremizer.
Thus all complex-valued extremizers are C ∞ , as well.
Theorem 1.3.
If {f ν } is any complex-valued extremizing sequence, then there exists a sequence {ξ ν } ⊂ R 3 such that {e −ix·ξν f ν (x)} is precompact.
Smoothness of critical points
For α ∈ (0, 1) denote by Λ α the space of all Hölder continuous functions of order α on S 2 , with norm (2.1)
H s = H s (S 2 ) will denote the usual Sobolev space of functions having s ≥ 0 derivatives in L 2 . H 0 will be synonymous with L 2 .
Lemma 2.1. For any s ≥ 0 there exists a constant A s < ∞ such that for any functions h j ∈ H s (S 2 ),
Moreover, for s in any compact subinterval of [0, ∞), (2.2) holds with a constant A independent of s. A corresponding bound holds in the spaces Λ α for all 0 ≤ α < 1, with a constant independent of α.
The proofs of these routine inequalities are left to the reader.
The following is one of two main steps in the proof of Theorem 1.1.
Lemma 2.2. Let a : S 2 → C be any complex-valued function which is Hölder continuous of some positive order. Then for any solution f ∈ H 0 (S 2 ) of the equation
there exists s > 0 such that f ∈ H s (S 2 ). Let {f ν } be a family of solutions of (2.3) with coefficient functions a = a ν . If f ν L 2 = 1 for all ν, if the functions a ν have uniformly bounded Λ α norms for some α > 0, and if {f ν } is precompact in L 2 (S 2 ), then there exist B < ∞ and s > 0 such that f ν H s ≤ B uniformly for all ν.
Note that precompactness in H 0 is a hypothesis for the second part of the lemma, not a conclusion. In an earlier paper we have proved that nonnegative extremizing sequences for the functional f σ The functional f σ
L 2 is essentially scale-invariant at small scales. Therefore it is not true that for any f ∈ H 0 (S 2 ), (f σ * f σ * f σ) S 2 ∈ H s for some s > 0. Thus a straightforward bootstrapping argument cannot establish the smoothness of all solutions. But any particular solution is not scale-invariant, and therefore breaks the (approximate) scaling symmetry. Because any solution breaks the symmetry in its own way, the proof yields an exponent s which is not universal, but depends on the critical point itself.
Proof. Let f ∈ L 2 (S 2 ) satisfy the equation for some function a ∈ Λ α (S 2 ). For any ε ∈ (0, 1], f may be decomposed as f = ϕ ε + g ε where ϕ ε ∈ C ∞ , g ε L 2 < ε, and ϕ ε L 2 ≤ C f L 2 , where C < ∞ is independent of ε.
Reformulate the equation by substituting f = ϕ ε + g ε for all four occurrences of f . Express the result in the form
where
where C(ε) < ∞ but we have no useful upper bound. Secondly, since
A consequence is that if ε is first chosen to be sufficiently small, and if s(ε) > 0 is subsequently chosen to be sufficiently small as a function of ϕ ε H α , which in turn depends on ε, then
This is obtained by interpolating between the favorable H 0 bound, and the potentially unfavorable H α bound. Since ϕ ε H 0 is bounded above uniformly in ε, by choosing first ε small, then s(ε) sufficiently small we may ensure in the same way that
By (2.2) and the bounds L(ϕ ε , g ε ) H s(ε) < ε 7/8 and ϕ ε H s (ε) < ε −1/4 , if ε is sufficiently small then L ε maps B to itself, and is a strict contraction on B. Indeed, if N (ϕ ε , h) − N (ϕ ε ,h) is expanded in the natural way, then a typical term of the worst type which results is a · ϕ ε σ * hσ
Therefore for any sufficiently small ε > 0 there exists a solution
. Moreover, there exists only one solution satisfying this norm bound. The same reasoning applies, and therefore the same uniqueness holds, with H s(ε) replaced by H 0 . Since the H s(ε) norm majorizes the L 2 norm, if ε is sufficiently small then h ε is also the unique H 0 solution with small H 0 norm. We know that g ε is a solution with small H 0 norm, so g ε = h ε , and thus g ε ∈ H s(ε) . Specializing to any single such value of ε gives the first conclusion of the lemma.
This argument suffices to establish the uniform version stated above, as well. Since {f ν } is precompact, f ν may be decomposed as f ν = ϕ ν + g ν where ϕ ν , g ν depend also on ε and satisfy g ν L 2 < ε and ϕ C 1 ≤ C ε , where C ε < ∞ is independent of ν. The proof then proceeds as above, with all quantities uniform in ν.
The second main step in the proof of regularity is a routine bootstrapping procedure. We have found it to be convenient to carry this procedure out in the following function spaces
. The norm for this space is
where |Θ − I| denotes the distance from Θ to the identity matrix, with respect to any fixed metric on O(3). Of course, the mappings f → Θ(f ) map H s boundedly to H s , uniformly for all Θ ∈ O(3), for all s. Lemma 2.3. For any ε > 0 there exists δ > 0 such that f σ * gσ * hσ ∈ H δ whenever f, g ∈ H ε and h ∈ H 0 , with
Therefore for Θ ∈ O(3),
If f, g are Lipschitz functions on
, only y satisfying |y| ≤ 2 come into play. Thus this integral takes the form (2.18)
. It is routine to verify that such a linear transformation maps
From this and the above result for Lipschitz f, g it follows that for all f, g ∈ H ε and h ∈ L 2 , (Θ − I)(hσ * f σ * gσ) ∈ H δ for a smaller exponent δ = δ(ε) > 0. This concludes the proof for s ∈ (0, 1). For s = k + α with α ∈ (0, 1), we first differentiate F (Θ, x) k times with respect to Θ, then invoke the case α ∈ (0, 1) for each of the resulting terms.
Proof. Consider s = α ∈ (0, 1). The factor a(x) is harmless. We write f σ * f σ * f σ as shorthand for (f σ * f σ * f σ) Now for δ > 0 sufficiently small,
The same applies to the other two terms, so
By the classical characterization of Hölder spaces of orders in (0, 1) ∪ (1, 2) in terms of second differences, this implies that (f σ * f σ * f σ) ∈ H s+δ .
We finish by establishing another property of nonnegative extremizers.
Proof. There exists
, f is continuous, and f ≥ 0 everywhere, this forces there to exist a neighborhood of 0 in which f σ * f σ is uniformly bounded below by some strictly positive number. Therefore
Indeed, it was proved in [3] that any such extremizer is necessarily an even function. It was shown above that f ∈ C ∞ . Thus the hypotheses of Lemma 2.5 are satisfied.
Complex-valued extremizers
Proof of Theorem 1.2. Denote by B(0, 2) the ball centered at the origin of radius 2 in R 3 . Let 0 = f ∈ L 2 (S 2 ) be a complex extremizer and write
where ϕ is real-valued and measurable, and F = |f | is a nonnegative extremizer.
By Corollary 2.6, (F σ * F σ)(z) > 0 for almost every z ∈ B(0, 2), and of course ≡ 0 whenever |z| > 2. Therefore f is an extremizer if and only if
For any z ∈ R 3 satisfying 0 < |z| < 2, there exists a singular positive measure µ z on S 2 × S 2 , supported on {(x, y) :
for arbitrary h 1 , h 2 . Moreover, for almost every z, the relation |f σ * f σ(z)| = (F σ * F σ)(z) > 0 forces e iϕ(x) e iϕ(y) to depend only on z for µ z -almost every pair (x, y).
Therefore there exists a measurable real-valued function ψ, defined for almost every z ∈ B(0, 2), satisfying
that is,
for σ × σ almost every (x, y) ∈ S 2 × S 2 . We aim to prove that ψ has the form ψ(z) = ce iz·ξ for almost every z ∈ B(0, 2), for some c ∈ C satisfying |c| = 1 and some ξ ∈ R 3 . From (3.6) it follows directly that ϕ has the same form, almost everywhere on S 2 .
Definition 3.1.
Λ is a smooth manifold of dimension 9. λ denotes the natural "surface" measure on Λ induced from its inclusion into (R 3 ) 4 .
Suppose that there exists a neighborhood U ⊂ Λ of z such that
Then there exist ξ ∈ R 3 and a constant c ∈ C satisfying |c| = 1 and a neighborhood V ⊂ R 3 ofz 1 such that for Lebesgue almost every w ∈ V ,
This lemma will be proved below. If for everyw ∈ B(0, 2) there exist c, ξ such that e iψ(w) ≡ ce iw·ξ for almost every w in some neighborhood ofw, then c, ξ must clearly be independent ofw, so e iψ(w) ≡ ce iw·ξ for almost every w ∈ B(0, 2). Thus we aim to prove that ψ is additive in the sense that for everyz 1 ∈ B(0, 2) ⊂ R 3 , there exist z and a neighborhood U satisfying the hypothesis of Lemma 3.1.
We know that
Ω is a 16 − 6 = 10-dimensional real algebraic variety, with singularities. The two equations defining Ω ensure that π(Ω) ⊂ Λ. Ω is equipped with a natural "surface" measure ρ which is supported on the set of all smooth points of Ω, and is induced from σ × · · · × σ, via the inclusion of Ω into (S 2 ) 8 .
Lemma 3.2. Let z in Λ, and suppose that there exists ( x, y) ∈ Ω such that π( x, y) = z, (x j , y j ) ∈ G for all j ∈ {1, 2, 3, 4}, and (x 1 , x 2 ), (x 3 , x 4 ), (y 1 , y 2 ), (y 3 , y 4 ) all belong to G as well. Then
Proof. e iψ(z j ) = e i[φ(x j )+φ(y j )] for each j by definition of ψ since (x j , y j ) ∈ G. Therefore
Since (x 1 , x 2 ) ∈ G, (y 3 , y 4 ) ∈ G, and
. Thus the product equals 1.
Then ( x, ȳ) is a smooth point of Ω. If in addition
This lemma will be proved below. Let ( x, ȳ) satisfy the hypotheses of Lemma 3.3. Since π is a submersion at ( x, ȳ), there exist neighborhoods U ⊂ Ω of ( x, ȳ) and V ⊂ Λ of z = π( x, ȳ) such that π(U) ⊃ V , and moreover, (3.17) The measures (π * (ρ| U )) V and λ| V are mutually absolutely continuous.
Here µ| E denotes the restriction of a measure µ to a measurable set E, and π * (ρ| U )(E) = ρ(U ∩ π −1 (E)). Define Ω ♮ to be the set of all ( x, y) ∈ Ω which satisfy (3.16) and x i = ±x j = ±y k for all i, j, k ∈ {1, 2, 3, 4} with i = j, and for which each pair (x j , y j ) lies in G, and each of the pairs (x 1 , x 2 ), (x 3 , x 4 ), (y 1 , y 2 ), (y 3 , y 4 ) also lies in G. In a neighborhood of any point of Ω, any two of the eight two-dimensional variables x i , y j give 4 independent coordinates. It follows that ρ(Ω \ Ω ♮ ) = 0. By (3.17), since the image under π of a ρ-null set is a π * (ρ)-null set, the measures (π * (ρ| U ∩Ω ♮ )) V and λ| V are again mutually absolutely continuous.
By Lemma 3.2, this implies that for any (
In combination with the next lemma, this completes the proof of Theorem 1.2.
Lemma 3.4. For any (w 1 , w 2 ) ∈ B(0, 2) × B(0, 2) with 0 < |w 1 |, |w 2 | < 2 there exists ( x, y) ∈ Ω ♮ satisfying x j + y j = w j for both j = 1 and j = 2.
Proofs of auxiliary lemmas
Proof of Lemma 3.4. The set of all solutions (x 1 , y 1 ) ∈ (S 2 ) 2 of x 1 + y 1 = w 1 is a certain circle, and the condition 0 < |w 1 | < 2 ensures that x 1 = ±y 1 for all such points. There is a corresponding circle of points (x 2 , y 2 ) satisfying x 2 + y 2 = w 2 , and once (x 1 , y 1 ) has been specified, any generic pair of this type satisfies x 2 , y 2 = ±x 1 , y 1 . Once (x 1 , x 2 , y 1 , y 2 ) are specified, the pairs (y 3 , y 4 ) which satisfy y 3 + y 4 = x 1 + x 2 form another circle, and again, any generic point of this circle satisfies the constraints y 3 , y 4 / ∈ {±x 1 , ±x 2 , ±y 1 , ±y 2 }. Finally (x 3 , x 4 ) may also be chosen in the same way to satisfy x 3 , x 4 / ∈ {±x 1 , ±x 2 , ±y j }. equals a function of z + w alone for Lebesgue-almost every (z, w) ∈ U × V . Then there exist ξ ∈ R d and c ∈ C such that e iψ(z) ≡ ce iz·ξ for almost every z ∈ U. Given any two distributions in D ′ (U × V ) which depend respectively only on z, w in the natural sense, their product is well-defined as a distribution. Moreover
in the sense of distributions. The hypothesis that e iψ(z) e iψ(w) depends only on z + w means that the left-hand side vanishes identically, as a distribution. By pairing the right-hand side with test functions f (z)g(w) and fixing any g ∈ D(V ) such that g, e iψ = 0, we conclude that there exist c 1 , c 2 ∈ C with c 1 = 0 such that
. Therefore e iψ takes the required form.
Proof of Lemma 3.3. Formally, the tangent space to Ω at a point ( x, y) is the vector space of all ( u, v) ∈ (R 3 ) 8 which satisfy u j ⊥ x j and v j ⊥ y j for j ∈ {1, 2, 3, 4}, u 1 + u 2 = v 3 + v 4 , and v 1 + v 2 = u 3 + u 4 . This can be written as a system of 14 scalar equations for 24 variables. By the implicit function theorem, Ω is a smooth 10-dimensional manifold in a neighborhood of any point for which this associated vector space has the maximum possible dimension, 10.
Writing v 4 = u 1 + u 2 − v 3 and u 4 = v 1 + v 2 − u 3 , the relations v 4 ⊥ y 4 and u 4 ⊥ x 4 become inhomogeneous linear equations for u 3 , v 3 in terms of u 1 , u 2 , v 1 , v 2 . It suffices to show that for each (u 1 , u 2 , v 1 , v 2 ) satisfying u j ⊥ x j and v j ⊥ y j , the set of all solutions (u 3 , v 3 ) of the four equations u 3 ⊥ x 3 , u 4 ⊥ x 4 , v 3 ⊥ y 3 , and v 4 ⊥ y 4 is an affine two-dimensional space. Equivalently, we wish the mapping (u 3 , v 3 ) → (u 3 · x 3 , u 3 · x 4 , v 3 · y 3 , v 3 · y 4 ) to have a nullspace of dimension exactly two. The conditions x 3 = ±x 4 and y 3 = ±y 4 ensure this since x i , y j = 0.
Next, let ( x, y) ∈ Ω satisfy (3.16). We wish to show that π : Ω → Λ is a submersion at ( x, y). The range of Dπ on the associated tangent spaces is the set of all (
4 where ( u, v) varies over the space described above. The tangent space of Λ is the vector space of all w ∈ (R 3 ) 4 which satisfy w 1 +w 2 = w 3 +w 4 . We will show that for any w ∈ (R 3 ) 4 , there exists ( u, v) satisfying u j ⊥ x j and v j ⊥ y j for all j, u 1 + u 2 = v 3 + v 4 , and u j + v j = w j for all j. If w satisfies the tangency condition w 1 + w 2 = w 3 + w 4 is satisfied, then
Because x j = ±y j , each of the four equations u j + v j = w j , together with the constraints u j ⊥ x j and v j ⊥ y j , allows u j to vary freely over a certain translate of the one-dimensional space span(x j , y j ) ⊥ , and specifies v j uniquely as a function of u j . Each can alternatively be regarded as allowing v j to vary freely over a translate of span(x j , y j ) ⊥ , and specifying u j uniquely as a function of v j . Therefore we can solve for v 1 , v 2 , u 3 , u 4 in terms of ( w, u 1 , u 2 , v 3 , v 4 ), as u 1 , u 2 , v 3 , v 4 each vary freely over the appropriate one-dimensional affine subspace.
The only equation remaining to be satisfied is u 1 + u 2 − v 3 − v 4 = 0. As u 1 , u 2 , v 3 , v 4 vary freely over the allowed affine spaces, the function u 1 + u 2 − v 3 − v 4 takes on a constant value, plus any element of span(x 1 , y 1 )
⊥ . Since the sum of these four spaces is assumed to equal R 3 , this function
In particular, 0 belongs to its range; there does exist a solution of u 1 + u 2 − v 3 − v 4 = 0 satisfying the above constraints.
Thus there exists a solution of the given system of equations for ( u, v). Therefore π is indeed a submersion at ( x, y).
The following more quantitative result will be needed below in the analysis of complex-valued extremizing sequences. 
Then there exist a set E ⊂ B(0, 2) × B(0, 2) satisfying |E| < ε and a measurable function h :
Proof. Let η > 0. If δ is sufficiently small then there exists E 1 ⊂ B(0, 2) such that |E 1 | < η, and B(0, 2) \ E 1 is contained in a union of N(η) < ∞ disks V α such that for each α, V α × V α is a neighborhood in B(0, 2) 2 of a point (z, z) for which there exists ( x, y) ∈ Ω such that π( x, ȳ) = (z 1 ,z 2 ,z 3 ,z 4 ) satisfiesz 1 =z 2 = z. More precisely, V α is sufficiently small that π is a submersion of a neighborhood U α of ( x, ȳ) ∈ Ω onto a neighborhood of (z 1 ,z 2 ,z 3 ,z 4 ) in Λ. The mutual absolute continuity of (π * (ρ| Uα )) Vα and λ| Vα , together with the smallness of (S 2 × S 2 ) \ G, imply that for most z = (z 1 , z 2 , z 3 , z 4 ) in π(U α ), there exists ( x, y) ∈ U α satisfying π( x, y) = z, (x j , y j ) ∈ G for j ∈ {1, 2, 3, 4}, and (x 1 , x 2 ), (x 3 , x 4 ), (y 1 , y 2 ), (y 3 , y 4 ) all belong to G as well. Here "most" means that the set E α of all z ∈ π(U α ) which lack such a representation satisfies λ(E α ) < η/N(η), provided that δ is chosen to be a sufficiently small function of η.
Define S α to be the set of all z ∈ π(U α ) which admit such a representation. It follows from the proof of Lemma 3.2 that
Define T α to be the set of all (z 1 , z 2 , z
α for which there exist z 3 , z 4 such that both (z 1 , z 2 , z 3 , z 4 ) and (z
There exist a measurable function h α : V α × V α → C and a function θ(δ) which tends to zero as δ → 0, such that
α , except for a subset of V 2 α whose measure is ≤ θ(δ). The function θ may be taken to depend only on δ, not in any other way on ψ. Indeed, for w ∈ V α +V α , h(w) may be defined to be the average value of e i[ψ(z 1 )+ψ(z 2 )] , where this average is taken over {(z 1 , z 2 ) ∈ V 2 α : z 1 + z 2 = w} with respect to the natural Lebesgue measure on that set. As λ (Λ ∩ V 4 α ) \ T α → 0, the Lebesgue measure of the set of all (z 1 , z 2 ) ∈ V 2 α which fail to satisfy (4.6) tends to zero.
On approximate characters
We seek to analyze functions φ :
is well approximated by a function of x + x ′ ∈ R 3 alone, for almost every pair (x, x ′ ) ∈ S 2 . In this section we study a more basic question of the same type, in which the domain of the phase function φ is an open set in R 3 , rather than a null set such as S 2 . By an approximate character in R 3 , we mean a real-valued function ψ such that e i[ψ(x)+ψ(y)] is nearly equal to a function of x + y, for nearly all pairs (x, y) in an open set in R 3 × R 3 . In this section we characterize approximate characters. In the next section, the result will be applied to the analysis of functions φ which nearly satisfy the functional equation only on the null set S 2 × S 2 .
Proposition 5.1. Let D ⊂ R d be any bounded disk. For any ε > 0 there exists δ > 0 with the following property. Let ψ : D → R and h : D + D → C be measurable functions which satisfy
Then there exist ξ ∈ R d and c ∈ C satisfying |c| = 1 such that
By a change of variables x → a + rx we may assume that D is the unit disk centered at 0. We may assume without loss of generality that |h(x + y)| = 1 for all x + y ∈ D + D = 2D. Define h(x) = 0 for all |x| > 2.
For t ∈ R d let λ t denote Lebesgue measure on {(x, y) ∈ R d+d : x + y = t}. Define
Since |h| ≡ 1 on 2D and |f | ≡ 1, |g| ≤ 2 and thus, by (5.1),
Likewise define
is bounded below by a positive constant, independent of ψ. G, H vanish identically on the complement of 2D.
Therefore, since H 2 is uniformly positive and G 2 → 0 as δ → 0, whenever δ is sufficiently small then ( f ) 2 2
4 dη is bounded below by a constant which depends only on the dimension d. Since
we conclude that there exist c 0 , c 1 > 0 such that if δ ≤ c 1 then there exists ζ ∈ R d such that
By replacing ψ(x) by ψ(x) − x · ζ we may and will assume that ζ = 0, and thus that uniformly for all t ∈ 2D and ξ ∈ R d , where C < ∞ depends only on the radius of D. Therefore
Thus there is an upper bound
Thus for any R ≥ 1,
In order to prove Proposition 5.1, it suffices to prove the following: For any sequence of functions ψ ν satisfying the hypothesis with a sequence of constants δ ν which tend to zero as ν → ∞, there exist c ν , ξ ν such that e iψν (x) − c ν e iξν ·x L 2 (D) → 0 for some sequence of indices ν tending to ∞.
Let {ψ ν } be such a sequence. As shown above, by (5.17) there exists a sequence
iψ(x) for some measurable real-valued function ψ.
For any j ∈ {1, 2, · · · , d}, let L j denote the partial differential operator ∂ x j − ∂ y j , which acts on functions and distributions defined on open subsets of R d+d . For each index ν, write
Since this holds for each index j, f (x)f (y) must depend only on x + y, for almost every (x, y) ∈ D × D. This forces f (x) = e iψ(x) = ce ix·ξ for some ξ ∈ R d and some unimodular constant c ∈ C. Thus
Equivalently,
→ 0, as was to be proved.
Complex extremizing sequences
Let {f ν } be a sequence of complex-valued functions in L 2 (S 2 ) which satisfy f ν 2 → 1 and
Lemma 6.1. There exist measurable functions ψ ν : B(0, 2) → R and positive numbers η ν such that for each ν,
except for a set whose σ × σ measure is < η ν .
A proof will be indicated below. The proof of Theorem 1.3 is concluded by combining Lemma 6.1 with ingredients developed above. By Proposition 4.1, there exist measurable functions h ν : B(0, 4) → C, positive numbers ε ν , and measurable sets E ν ⊂ B(0, 2) 2 such that ε ν → 0 and |E ν | → 0 as ν → ∞, and for all (z, z 0,2) ) <ε ν , whereε ν → 0 as ν → ∞. Therefore by Lemma 6.1, there exists a sequence ε † ν tending to 0 such that
except for an exceptional set, depending on ν, whose σ × σ measure tends to zero as ν → ∞. By freezing a typical value of x ′ and multiplying through by e −iϕν (x ′ ) we obtain (6.4) e iϕν (x) −c ν e ix·ξν < ε † ν , for all x lying outside of an exceptional set whose σ-measure tends to zero. Herẽ
Proof of Lemma 6.1. Let {ρ ν } be a sequence of positive numbers which tends to zero as ν → ∞. Define
E z depends on ν, but this dependence is suppressed to simplify notation. The assertion of the lemma is that if ρ ν → 0 sufficiently slowly, then (σ × σ)(E ν ) → 0. We will prove this by contradiction. Thus we may assume that there exists ρ > 0 such that if E z , E ν are redefined to be
and
for some constant ρ ′ > 0. Indeed, by passing to a subsequence we may assume that F ν → F for some nonnegative extremizer F ∈ L 2 (S 2 ). By Lemma 2.5, F > 0 almost everywhere on S 2 . Therefore uniformly for all sets E ⊂ S 2 , for any ε > 0, E F dσ is bounded below by a strictly positive quantity θ(ε) whenever σ(E) ≥ ε. Since F ν → F in L 2 (σ) norm, it follows from Chebyshev's inequality that for any ε > 0 there exists N < ∞ such that for every ν ≥ N and every subset E ⊂ S 2 satisfying σ(E) ≥ ε,
θ(ε). In the same way it follows that for any ε > 0 there exist θ(ε) > 0 and N < ∞ such that whenever ν ≥ N and E ⊂ S 2 × S 2 satisfies (σ × σ)(E) ≥ ε, (6.10)
Therefore there exists η > 0 such that (6.11)
for all sufficiently large ν; by discarding finitely many indices we may assume that this holds for all ν.
Recall the general formula (6.12) (hσ * hσ)(z) = c 0 |z|
where c 0 is a positive constant whose precise value is of no importance here, and λ z is arc length measure on a certain (not necessarily great) circle in S 2 × S 2 , normalized to be a probability measure. The push-forward from S 2 × S 2 to R 3 of the measure F ν (x)F ν (x ′ )χ E ν (x, x ′ ) dσ(x) dσ(x ′ ) under the map (x, x ′ ) → x + x ′ is equal to (6.13) G ♭ ν (z) = c 0 |z|
Its L 1 norm equals the total variation measure of F ν (x)F ν (x ′ )χ E ν (x, x ′ ). Therefore
On the other hand, since
is bounded above, uniformly in ν. It follows from Chebyshev's inequality that there exists δ > 0 such that for every ν, G ν (z) ≥ δ for every point z belonging to a set S ν ⊂ B(0, 2), which satisfies |S ν | ≥ δ.
For any z ∈ R 3 satisfying 0 < |z| < 2, (f ν σ * f ν σ)(z) = c 0 |z|
e −iψν (z) (f ν σ * f ν σ)(z) is real and positive by definition of ψ ν , so (f ν σ * f ν σ)(z) = e −iψν (z) (f ν σ * f ν σ)(z) 
for a certain positive constant c, using the defining property (6.7) of ρ. Therefore (6.18) |(f ν σ * f ν σ)(z)| ≤ G ν (z) − cρ 2 G ♭ ν (z) for all z ∈ B(0, 2), and in particular, (6.19) |(f ν σ * f ν σ)(z)| ≤ G ν (z) − cρ 2 δ for all z ∈ S ν ⊂ B(0, 2), with |S ν | ≥ δ. Another elementary argument relying on Chebyshev's inequality and the uniform upper bound for G ν L 2 , together with the fact that 0 ≤ G ν (z) − cρ 2 δχ Sν , demonstrates that (6.20)
for some positive quantity γ which is independent of ν. Therefore
f σ * f σ L 2 − γ for all ν. This contradicts the assumption that {f ν } is an extremizing sequence, concluding the proof of the lemma.
