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Abstract
Planetary dynamos, resulting from fluid flow in electrically conductive parts of their inte-
rior, are thought to be highly time dependent. Currently, our understanding of temporal
variation of these fields is limited because we only have observations for one example, the
Earth. To overcome this, data acquired by 6 NASA space missions between 1973-2003
are used to investigate possible time variation (secular variation) of Jupiter’s magnetic
field.
Previous attempts to constrain jovimagnetic secular variation have been inconclusive
or ineffective for various reasons. We attempt to resolve these issues in a number of
ways. All data available within 12 Jovian radii are considered and modelling of the
external field takes place for each individual orbit. Whilst we find that non-uniqueness
limits resolution of Jupiter’s magnetodisk configuration, it does not prevent the resulting
field from being constrained: we find this field does not vary greatly with time and
conclude that solar activity is not a strong control on its generation. Of particular
significance is our regularised minimum norm approach to modelling the planetary field.
This approach allows construction of numerically stable models with small-scale (high
spherical harmonic degree) structure that directly fit the observations. Two models of
Jupiter’s magnetic field are presented: the first time-averaged over the whole dataset,
whilst the second allows for linear time variation of the field.
With the inclusion of secular variation, we find an improved fit with fewer additional
parameters, suggesting that changes to the field can be resolved. Our favoured solution
i
indicates a ∼0.012%yr−1 increase in Jupiter’s dipole magnetic moment over the investi-
gated time period; this value is roughly a factor of four less then that currently observed
at Earth. Relating field changes to internal dynamics, we use our models of secular
variation to infer the motion of material at the top of the dynamo source. Velocities
on the order of 200km yr−1 are found, approximately an order of magnitude faster then
at Earth, but with similarities in flow configuration. Further analysis shows that our
optimal solution may be too conservative and that we are able to approximate a polar
configuration previously only attained by models employing the additional constraint of
auroral footprint position. In doing so, the models favour reversed polar flux, which has
important dynamical implications for the interior.
The longitude of data used in these models are defined relative to the System III 1965.0
rotation period, itself defined by the magnetic field. Thus, some of the secular variation
could result from inaccuracies in the determination of this reference frame. We find that
such an effect cannot explain all the observed secular variation. The constraint of our
magnetic models on changes to planetary rotation rate, allows a bound to be placed on
angular momentum transfer between the atmosphere and deep interior, analogous with
variations in Earth’s observed length-of-day. This provides strong observational evidence
against models directly linking surface winds to deep Jovian convection.
ii
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CHAPTER 1
Introduction, background and motivation
Magnetism can be found in a variety of forms throughout the solar system. Whilst some
bodies display evidence of extinct fields with magnetism frozen into their rocks, other
bodies self-generate magnetic fields through magnetohydrodynamic processes. In many
cases, the magnetic fields present are hypothesised to have had a profound effect on the
development of planetary atmospheres and surfaces through interaction with the solar
wind. Further to this, the magnetic field of a planet can inform us of, otherwise hidden,
internal architecture and processes. Understanding planetary magnetic fields and mag-
netospheres is therefore vital to our greater understanding of planetary evolution.
In this thesis we model Jupiter’s magnetic field and, in particular, attempt to ascertain
whether it has changed with time (secular variation). Whilst this research may not be
the first to conduct such an investigation, it differs fundamentally from its predecessors in
three beneficial ways. These are: consideration of all available data between 1973-2003;
a more complete analysis of contamination from external fields; and implementation
of a regularised minimum norm approach. In addition, various enhancements to the
methodology and analysis seek to place constraints on Jupiter’s elusive internal structure
and dynamics.
1
1.1. The Sun, the solar wind and the heliosphere
To build a foundation for the following discussion, we devote this chapter to developing
a general examination of the scientific background, theory and motivation underpinning
the research. Section 1.1 begins with consideration of our local star, the Sun, followed in
Section 1.2 with a discussion of how the solar wind interacts differently with different solar
system bodies. At both Earth and Jupiter a strong interaction is encountered, owing to
the generation of a magnetohydrodynamic dynamo within the planetary interior; in Sec-
tion 1.3 we outline this phenomenon and the resulting magnetospheric structure. Clearly,
studies of Earth’s field provide the primary basis for our understanding of planetary mag-
netism. In Section 1.4 we present a review of how our understanding of geomagnetism has
developed, accompanied by an overview of the current field and associated spectrum of
temporal changes. To conclude, we outline the justification and motivation for studying
secular variation of Jupiter’s magnetic field, followed by an outline of the work conducted
and presented in this thesis.
1.1 The Sun, the solar wind and the heliosphere
Our local star, the Sun, has a diameter of '2.24x106km and accounts for almost 99.9% of
the mass in the solar system. Its presence has governed the formation and development
of Earth and other planets, for instance, through control of orbital trajectories and by
influencing atmospheric and surface processes. A wealth of information is provided by
examining the interaction of solar system bodies with the supersonic stream of charged
particles originating from the Sun. This is of particular importance to the study of
planetary magnetic fields.
The stream of particles emanating from the Sun is known as the solar wind and was
first postulated by Biermann and Schlu¨ter (1951), noting that the tails of comets always
align in an opposing direction to the position of the star. Formation of the wind is the
result of a pressure inequilibrium between the hot coronal plasma and local interstellar
medium, resulting in the constant outward flow of material into space. The flow com-
prises predominantly of protons and electrons, the density of which decreases with the
inverse square of distance. Upon reaching Earth’s magnetosphere, the average density of
protons is roughly 6-7 cm−3, with speeds averaging 375km s−1 (De Pater and Lissauer ,
2
Chapter 1. Introduction, background and motivation
2010).
As a plasma, the wind is highly electrically conductive and consequently carries the Sun’s
magnetic field, creating the interplanetary magnetic field (IMF). The solar magnetic field
is generated by magnetohydrodynamic processes (Section 1.3.2); turbulent convection
currents are set up in the interior as heat radiates outwards from thermonuclear reactions
in the Sun’s core. In addition to the primary, predominantly dipolar field, dark regions
on the solar surface known as sunspots are strong, localised magnetic anomalies occurring
in pairs of opposing polarity. The frequency with which sunspots are present varies over
a ∼11 year period, referred to as the solar cycle, as demonstrated in Figure 1.1. Over
this interval, the Sun’s dipolar field experiences a complete polarity reversal. This has
a great effect on both the emission of electromagnetic radiation and the solar wind flux.
As well an 11-year cyclicity, the rate and magnitude of plasma ejection from the Sun
changes on both shorter and longer time-scales. For example, coronal mass ejections
(CMEs) are large injections of particles into the solar wind, associated with the eruption
of features on the Sun’s surface. These often coincide with the presence of a solar flare,
a localised increase in the generation of electromagnetic radiation, dominantly in the UV
and X-ray wavelengths. Upon arrival at a planetary system, the interaction of the solar
wind and these associated phenomena have important consequences.
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Figure 1.1: Monthly average sunspot count 1970-2005, from International Sunspot Number.
Data compiled by Solar Influences Data Analysis Center, Begium. Missions from which data
are acquired for modelling in this thesis are also presented for reference.
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1.2 Interaction of the solar wind with planets
Over the years, the study of extra-terrestrial magnetic fields has been largely carried
out in one of two ways: remotely from Earth, via radio wave analysis, or in-situ, using
spacecraft fitted with magnetometers. Employing these tools has uncovered a diverse
range of magnetic environments in our solar system, whilst additionally shedding light on
the internal structure, evolution and atmospheric properties of the planets. In presenting
an overview of our current understanding of planetary magnetism, we first consider the
interaction of bodies with the solar wind.
The first case to consider is objects which lack an intrinsic magnetic field or atmosphere,
resulting in no electromagnetic interaction with the solar wind. As a consequence, the
plasma hits the body directly on its dayside, whilst a wake trails in the opposing nightside
direction. Examples of these bodies include asteroids and rocky planetary satellites;
Earth’s Moon currently falls into this category, possessing only localised patches of crustal
magnetism and no net global field.
In contrast, bodies which do not possess an internally generated magnetic field but do
possess an atmosphere create an induced magnetosphere. In these cases, charge exchange
between the solar wind and ionospheric plasma carves out a small cavity in the IMF
resulting in deflection of the solar wind. Venus displays this induced magnetospheric
behaviour, generating no dynamo but possessing a thick atmosphere. The resulting in-
teraction was measured by the Pioneer Venus Orbiter to have a maximum dipole magnetic
moment equivalent to 10−5 that of Earth. Mars similarly does not currently possess an
internally generated magnetic field but does possess localised crustal magnetism and a
thin atmosphere which creates a small magnetospheric effect. Induced magnetospheric
regions have also been found for Europa, Io and Callisto, Galilean moons within the
Jovian system; however, in these cases, as opposed to interaction with the solar wind, an
interaction with Jupiter’s magnetospheric plasma occurs (Khurana et al., 1997). This dis-
covery has provided a primary line of evidence for constraining the subsurface structure
of these moons (Section 2.4).
The third type of interaction observed between the solar wind and a planet is with the
presence of an internally generated magnetic field. In this case, the solar wind plasma is
4
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deflected fully around the body by an intrinsic magnetosphere. This type of interaction
may occur in one of two ways. Firstly, a strong remanent magnetisation may be present,
either as a bulk property or resulting from a differentiated, solid magnetised iron core.
Meteorites and asteroids, such as Gaspra, have been shown to display magnetisation of
this form; the speculated origin of this magnetism is thought to either be from impacts
or from being part of a larger, now fragmented body or as the result of cooling in a
stronger solar field. With the latter reasoning preferred for the majority of cases, and
their formation commonly hypothesised to coincide with genesis of the solar system,
studies of meteorite palaeointensity may provide insight into this early evolution.
The second way in which an object may create an intrinsic magnetic field and magne-
tosphere, strong enough to deflect the solar wind, is through the generation of a self-
sustaining dynamo via interior magnetohydrodynamic processes. It is this process that
gives rise to both the field of Earth and, the subject of this thesis, Jupiter. In the fol-
lowing section we explore in greater detail the formation of these fields and associated
magnetospheric configuration.
1.3 Dynamo driven planetary magnetic fields and magnetospheres
Magnetic fields driven by interior dynamo action are observed for the Sun (the he-
liosphere), Earth, Jupiter, Saturn, Uranus, Neptune, Mercury and the Jovian moon
Ganymede. In addition, crustal magnetism at Mars and the Moon is also indicative
of these bodies once possessing dynamo driven fields; debate continues to surround both
the detail of their extinction and the mechanism responsible their formation. As a con-
sequence, there are many examples around the solar system where magnetism is either
being actively created or has been created in the past; however, owing to the vastly
different conditions for generation, the resulting field and magnetospheric configuration
varies greatly.
1.3.1 Magnetospheres
First proposed by Chapman and Ferraro (1931) a magnetosphere can be thought of as a
cavity in space, encapsulating the region where the planetary plasma pressure is greater
5
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Figure 1.2: Basic magneto-
spheric configuration of Earth.
than that of the solar plasma. As a result, a stretched, bubble-like region forms and
provides a shielding effect, as the solar wind is deflected around the planet. This is
demonstrated for Earth in Figure 1.2.
We now understand this deflection process in more detail. Upon reaching the influence of
a planetary magnetosphere, the supersonic solar wind is slowed to create a bow shock. As
a consequence of this slowing, the plasma experiences strong compression and heating,
forming a turbulent region referred to as the magnetosheath; it is in this region that the
plasma is deflected around the outer boundary of the magnetosphere, referred to as the
magnetopause. The position of the magnetopause is controlled by the point of equilibrium
between solar wind pressure and planetary plasma pressure and can therefore be affected
by external factors, such as the strength and direction of the solar wind/IMF, and by
internal factors, such as planetary magnetic moment, rotation rate and magnetopheric
plasma sources and sinks. As a consequence of Ampere’s law, the magnetopause takes the
form of a thin current sheet, stretching out on the nightside to form the magnetotail.
Within planetary magnetospheres, a complex electromagnetic environment exists. Whilst
the majority of solar plasma is deflected, some penetrates the magnetopause. At Earth,
the two Van Allen radiation belts form as a consequence. In these regions, charged
particles move along field lines in a spiralling helical motion between the geomagnetic
poles, reflecting at mirror points and drifting perpendicular to field line direction. Ions
may also penetrate the planetary upper atmosphere, focusing at the magnetic poles and
exciting the electrons in atmospheric particles to form aurora.
6
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1.3.2 The magnetohydrodynamic dynamo
It has long been established that Earth’s magnetic field cannot be generated as the result
of a large, static magnetised source in the interior. Any field produced in this way would
decay with time, whilst sub-crustal temperatures greatly exceed the Curie point of iron
(that which it retains magnetisation); furthermore, changes which have been observed in
the main field would be hard to explain. Though many other mechanisms have been pro-
posed in the past, today it is accepted that Earth’s magnetic field is generated through a
phenomenon referred to as the geodynamo. The idea that a dynamo is generating Earth’s
magnetic field was first developed separately by Bullard and Elsasser (e.g. Bullard and
Gellman, 1954; Elsasser , 1946). To demonstrate the principle behind this mechanism,
Bullard (1955) built a self-sustaining disk dynamo. Owing to its simplicity, we similarly
begin by considering the disk dynamo as an analogue for Earth’s dynamo.
First, an electrically conductive disc is mounted centrally on an axle, as illustrated in
Figure 1.3. Next, a rigid wire is coiled around the axle and connected to both the outer
edge of the disk and the axle using sliding contacts. Should the axle be rotated and
should a magnetic field, B, be applied in parallel, a current is induced within the disk
(Ohm’s Law). This leads the electrons present in the disk to experience the Lorentz force:
the motion of a particle is deflected, proportional to the magnetic flux density and the
particle velocity, in the direction that lies normal to both these properties. For the disk
Figure 1.3: The disk dynamo.
Red lines represent the initial
magnetic field whilst those in or-
ange are representive of the field
induced by the current (blue).
B 
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dynamo here, the direction that lies normal to the angular velocity of the disk and the
external magnetic field is the outer edge of the disk. As a consequence, the current is
directed radially outward, through the wire and up the axle, back to the inner edge of the
disk. Simultaneously, as the current travels through the coiled wire segment, it generates
a reinforcing magnetic field in the direction of the external field initially applied. Should
the disk angular velocity be great enough and, at a later time, the transient field be
removed, the process becomes self-sustaining.
Whilst clearly not directly comparable, this theory for self-sustaining dynamo action
underpins our current understanding of both Earth and planetary field generation: the
disk is a conductive region of the interior, such as the outer core at Earth; rotation is
that of the planet about its axis; and the original transient magnetic field is thought to
be that of the Sun. Differences and complexities arise when consideration is given to a
number of factors. Firstly, the geomagnetic field is known to change with time and to
have reversed polarity in the past, maintaining a similar dipolar configuration for between
tens of thousands of years and tens of millions of years. Secondly, the dynamo is driven
within a fluid. As a consequence, differential rotation occurs and motion is affected by
the Coriolis force. Furthermore, coupling forces are present between Earth’s outer core
and the inner core/mantle, whilst buoyancy-driven thermal convection occurs as a result
of the temperature differential. This induces radial motion of the fluid, with a similar
process conceivably driven within other planetary interiors.
Owing to this complexity, and for mathematical convenience, we describe field originating
in the core through dynamo action as comprising of two components: poloidal field and
toroidal field. Toroidal field lines are created parallel to the surface of the core through the
movement of fluid about the rotation axis; at Earth, field generated in this way cannot be
measured due to the insulating effects of the mantle. In contrast, the poloidal field lines
are orientated poleward and created predominantly as a result of radially convective fluid
motion. It is the poloidal field which escapes the core and is detected at the planetary
surface.
Magnetohydrodynamic dynamo modelling in recent years has sought to improve our com-
prehension of how the interior planetary properties contribute to dynamo generation. In
doing so, the use of physically realistic parameters is impeded, owing to the great nu-
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merical complexity and consequently vast computational load required. Even so, by
employing simple scaling arguments, certain aspects of the modelling results are signif-
icant, such as the reproduction of field variation with time and the presence of polarity
reversals. Our discussion here does not delve deeply into the numerical modelling, but
a foundation for understanding dynamo action comes with inspection of the magnetic
induction equation,
∂B
∂t
=
1
µ0α
∇2B +∇× (v ×B) (1.1)
where t is time, B is the magnetic field, v is the fluid flow vector, α is the fluid conductiv-
ity and µ0 is the permeability of free space. This demonstrates the relationship between
temporal variation of the magnetic field and displacement of the field lines through the
fluid, via convection, ∇× (v×B), and diffusion, 1
µ0α
∇2B. The diffusion term determines
how quickly the field would decay if it was not self sustaining; higher conductivity results
in quicker diffusion of the field. Should the equation be dominated by this term, a plan-
etary field cannot be maintained. Convection in the fluid occurs as the result of a radial
thermal gradient. Should the convection term dominate, a planetary field ensues.
The convection term is dependant on the velocity of the fluid motion and the electrical
Lorentz field. With closer inspection of this term, we can conclude that radial magnetic
flux through Earth’s core-mantle boundary (CMB) should remain constant with time: the
frozen-flux theorem (Roberts and Scott , 1965). In connection with fluid motion, Magnetic
Bode’s Law directly relates increased planetary angular velocity with increased magnetic
moment; however, owing to the complexity of processes governing dynamo generation,
this relationship cannot comprehensively describe our observations of planetary fields
(Russell , 1978).
The magnetic Reynolds number, RM , may additionally be derived from the magnetic
induction equation, where
RM = µ0αvls (1.2)
and ls is a characteristic length scale, effectively defining the radial distance over which
the system is driven. The implication of this is that a dynamo may only initiate if
RM >> 1, attributable to the diffusion terms having a negligible effect, but coincidentally
dependant on ls; if the magnitude of ls is not great enough, then dynamo generation is
impeded.
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1.3.3 Variation around the solar system
A summary of the magnetic fields and magnetospheric characteristics for significant solar
system bodies that generate a dynamo driven magnetic field may be found in Table 1.1,
whilst a visual representation of field alignment may be found in Figure 1.4.
From the preceding discussion, it is clear that several fundamental components are needed
to generate a magnetohydrodynamic dynamo capable of maintaining a planetary field.
First, an electrically conductive fluid is required for currents to flow within. For the
rocky, terrestrial bodies, this requirement is satisfied by a fluid iron based region, such
as Earth’s outer core. For the gas giants, Jupiter and Saturn, the molecular hydrogen
observed at the planetary surface undergoes a phase change at sufficient temperatures and
pressures; the result is metallic hydrogen, whereby the protons and electrons dissociate,
forming a highly conductive fluid (Section 2.2.2). For the ice giants, Uranus and Neptune,
the conducting region is though to be comprised of pressure ionised water and ammonia
based liquids.
The second requirement for dynamo field maintenance is that the system must be spa-
tially large enough to ensure that RM >> 1. As seen in Table 1.1, Jupiter possesses
Mercury Earth Jupiter Saturn Uranus Neptune
Magnetic moment
relative to Earth
(|M |E)
4 x 10−4 1 20,000 600 50 25
Equatorial surface
field at equator (G)
0.0033 0.31 4.28 0.22 0.23 0.14
Dipole tilt from ro-
tation axis (◦)
<3 10.8 9.6 0.0 -59 -47
Dipole offset (RP) 0.20 0.08 0.12 0.04 0.3 0.55
Obliquity (◦) 0 23.5 3.1 26.7 97.9 29.6
Solar wind angle
range (◦)
90 67-114 87-93 64-117 8-172 60-120
Typical dayside
magnetopause
distance (RP)
1.5 10 42 19 25 24
Table 1.1: Magnetic field characteristics of significant solar system bodies. Adapted from
De Pater and Lissauer (2010). Parameters for Mercury have since been revised following the
MESSENGER mission; dipole offset and tilt taken from from Anderson et al. (2011).
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EARTH JUPITER SATURN URANUS NEPTUNE
Figure 1.4: Magnetospheric configuration of a selection of planets. Adapted from Bagenal
(1992).
by far the largest dynamo driven planetary magnetic field in the solar system (after the
Sun) and Mercury, by far the smallest. Initiation and preservation of electrical currents
is also required to drive the dynamo; this is connected to the rate of rotation, motion and
convection of the conducting fluid. Though our present understanding of magnetohydro-
dynamic processes has generally focused on describing Earth’s magnetic field, where the
dipole is slightly tilted from the rotation axis, this is not the case for all planets. As
shown in Figure 1.4, Uranus and Neptune are the extremal case, with large tilt, whilst
Saturn’s field is almost perfectly axisymmetric. Furthermore, solar system exploration
has shown that there is no necessity for the dynamo source to be planetocentric; the ice
giants and Mercury exhibit a significant offset.
Clearly the observation of a magnetic field provides insight into interior planetary pro-
cesses, as does, conversely, a lack of magnetic field. Whilst it seems probable that Venus
lacks a magnetic field due to its impeded rotation rate, the lack of a current field at
Mars may reflect past stagnation of its core. Similarly, if changes in a magnetic field are
observed, their rate and magnitude can constrain our understanding of interior dynam-
ics and convection. Explaining the similarities and differences between a planetary field
and that of Earth could be hugely beneficial to magnetohydrodynamic modelling of the
geodynamo.
1.4 The geomagnetic field
The following section provides a brief overview of our understanding and observation
of the geomagnetic field. We return to considering Earth’s field in later chapters when
making comparisons with Jupiter’s field.
11
1.4. The geomagnetic field
1.4.1 Early understanding
The presence of Earth’s magnetic field has been known for hundreds of years. It is
thought that the Chinese were the first to devise simple compasses, prior to 1000 A.D.,
identifying that suspended needles always align themselves in the same direction. In
12th century Europe, this alignment was favoured to be with Polaris, the north star. By
the 16th century, two major advancements in our early understanding of geomagnetism
had transpired: widespread use of navigational compasses began to assemble a global
map of declination, whilst Georg Hartmann first identified magnetic inclination in 1544.
The turning point however, was the publishing of “De Magnete” by William Gilbert in
1600.
Not only did this treatise bring together all previous knowledge of magnetism but also
included seventeen years of Gilbert’s own research. A major component of this work inves-
tigated how a sphere of lodestone (a naturally magnetised piece of the mineral magnetite)
affected small magnetised needles placed on it. The results showed needles standing on
end at two points on the sphere, the poles; equidistant between the poles, the needles
lay flat at the magnetic equator. Relating this behaviour to observations of inclination,
Gilbert suggested the lodestone to be an analogy for the Earth, the latter being similarly
magnetised as a whole. This work was monumental, not only for geomagnetism, but it
was only the second time that a unifying global property had been identified, after the
earlier realisation that Earth was a sphere.
1.4.2 Further observation and the present day field
Following Gilbert’s work, several other notable discoveries were made about the geomag-
netic field. Henry Gellibrand in 1634 was the first to identify changes to declination
occurring with time. This observation was made using just 3 measurements between
1580-1634, but led him to unequivocally confirm that field declination had decreased by
7 degrees over this period. Magnetic declination was also the focus of studies by Edmund
Halley, who collected data on board his research vessel to construct and publish maps of
the spatial variation of declination over the Atlantic in 1701; the following year, Halley
published the first worldwide map of declination variation.
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Another notable breakthrough was published by Alexander von Humboldt in 1803 who
showed that intensity of the geomagnetic field varies with latitude. Subsequently, the first
potential models of Earth’s field began being generated by Carl Frederich Gauss in 1838,
deriving a spherical harmonic representation; the mathematical techniques employed by
Gauss to represent a planetary magnetic field are still in use and will form the basis of
the models presented in this thesis.
Today, continuous observation of Earth’s field takes place, both with a network of ground-
based measurement stations and through the use of magnetometer carrying satellites; the
latter have greatly advanced geomagnetic field modelling by significantly improving the
global distribution of data collection. The models produced show that whilst a dipole
dominates, a significant proportion of Earth’s measurable surface field is comprised of
nondipolar components. Crustal anomalies can account for a small fraction of these,
but the majority of quadrapolar, octopolar and higher order field originates with the
geodynamo.
1.4.3 Temporal variation
Changes to the geomagnetic field occur on a vast range of time-scales. Amongst these
changes, those with the shortest period are associated with the magnetosphere; for exam-
ple, micropulsations on a scale <1nT are observed to take place over 1ms-3min (Merrill
et al., 1998). Local daily changes in the field, with a 24 hour period and ∼20nT ampli-
tude, are referred to as solar quiet (Sq) variation and are caused by ionospheric currents
associated with Earth’s orientation relative to the Sun and solar wind; the same prin-
ciple applies to fluctuations that occur on a yearly basis, coinciding with the seasons.
Magnetospheric storms, associated with solar features such as CMEs (Section 1.1), take
place over a period of days with the main phase occurring over ∼8 hours and causing
variations of upto ∼2000nT.
Longer period changes to Earth’s field also occur on a yearly to decadal basis, a phe-
nomenon referred to as secular variation (SV). This variation is linked to the modification
of flows which drive the geodynamo in the outer core. A clear example of SV can be
found through examining the compiled data collected in London from the 1600s onward:
13
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declination can be seen to have changed dramatically over this period, from a longitude
of ∼10◦E, to ∼25◦W in the early 1800s, to a 2012 value of ∼2◦W. Construction of global
field models created from data collected at different epochs additionally permits a greater
understanding of the changes. For instance, in recent years the geomagnetic north pole
has shifted at a rate of ∼18km north and 5km west yr−1, whilst a low intensity anomaly
under Brazil (the South Atlantic Anomaly) continues to emerge. Furthermore, the total
field intensity has experienced a decline of ∼0.06%yr−1; similar decay is capable of being
traced back until 1832 with historical data, and earlier still to 1590, using archeomag-
netic data (Suttie et al., 2011). Even with these changes, paleaomagnetic data suggests
the current dipole moment to be within 5% of its average magnitude over the past 7000
years, whilst the orientation is found to tend toward axial geocentricity when averaged
over time.
In addition to SV, even longer period changes to Earth’s field are known to have occurred
in the past. Geomagnetic field reversals are the extremal example of this, a process
by which Earth’s magnetic field gradually shifts configuration until there is a complete
change in polarity. Unequivocal evidence for reversals is provided by magnetic striping of
the sea floor. Further palaeomagnetic measurement of rocks formed during a periods of
reversal show complete changes in polarity occurring over irregular intervals of between
1000-10,000 years. This is in contrast to the regular 11 and 22 year solar cycle already
discussed.
1.5 Project motivation
Much is known about Earth’s magnetic field, both through direct observation, as outlined
in the previous section, and dynamo modelling, as outlined in Section 1.3.2. As SV of
the geomagnetic field is hypothesised to be directly related to changes in the fluid motion
of the outer core, modelling the rate and magnitude of these changes allows constraints
to be placed on internal Earth properties, such as electrical conductivity. There are
still many unanswered questions, however, and improving our knowledge of other similar
planetary magnetic fields and their SV would be advantageous for our understanding of
the mechanism driving Earth’s dynamo.
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The primary aim of this project is to resolve secular variation of Jupiter’s magnetic field.
The logic behind choosing Jupiter for a study of planetary SV is twofold. Firstly, both
Jupiter and Earth’s magnetic fields are similar, being intrinsically dynamo driven and
possessing similar dipole orientations relative to the respective planetary rotation axes
(Figure 1.5). Secondly, no other planet has enough data, procured with close enough
proximity and over a long enough time frame, for a study of secular variation to be carried
out. At Jupiter, data collection spans thirty years, from 1973-2003; if changes in the
planetary magnetic field occur analogous to SV at Earth, detection is favourable.
Whilst the similarities between the jovimagnetic and geomagnetic fields are clear, they
should not be overemphasised. Clearly the scale of Jupiter and its region of dynamo
generation is vastly greater the that of Earth. Similarly, the boundary conditions of this
region differ, being well defined for Earth but possibly a gradual transition at Jupiter (as
will be discussed in Chapter 2). Differences also exist between the source region fluids:
Earth’s outer core is made up of liquid iron and nickel, whilst Jupiter’s field is driven
by currents in metallic hydrogen. That said, a great debate still surrounds the exact
nature of Jupiter’s internal structure and dynamics. This provides further motivation for
studying the jovimagnetic field, as results could lend themselves to better constraint of
the planetary interior. Furthermore, a clearer understanding of Jupiter’s electromagnetic
environment is desirable for future missions to the Jovian system; with the Juno mission
currently en route and the JUICE mission in preparation, the results of this study will
provide both an updated understanding and testable hypotheses.
Figure 1.5: Key similar-
ities between Earth’s mag-
netic field generation and
orientation and that of
Jupiter (not to scale).
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We note that this is not the first study to attempt to constrain jovimagnetic secular
variation from the data; however, those carried out previously have been inconclusive
for a number of reasons. We seek to remedy these problems by taking an alternative
approach, employing regularised minimum norm modelling, more thoroughly considering
the presence and variation of the external magnetospheric field and using all available
data collected in proximity to the planet. In doing so we will not only provide the most
thorough analysis of jovimagnetic secular variation to date, but we aim produce the most
complete model of Jupiter’s magnetic field thus far.
1.6 Thesis outline
Having established the basis for investigating secular variation of Jupiter’s magnetic
field, Chapter 2 describes the Jovian system in more detail, for the reader that might
be unfamiliar with topics relevant to this study. We consider the planetary setting,
internal structure, dynamics, magnetospheric configuration and the moons. Chapter 3
focuses on the missions, spacecraft and instruments that obtained the measurements
employed in this analysis, alongside a discussion of the complete dataset. In Chapter 4,
we present an overview of the modelling theory, past studies and approach to modelling
Jupiter’s dynamo driven field. An integral part of this study is to adequately remove the
contribution of external fields to the data, prior to attempting constraint of the planetary
field; Chapter 5 is dedicated solely to the theory, modelling methodology, results and
analysis of this procedure.
After removing the external field from the orbits, two types of jovimagnetic field models
were constructed, some permitting changes with time and some simply averaged over
all data; comparing these solutions allows inferences to be made about the presence of
SV. In generating the models, a complete evaluation of the parameter space is needed to
ensure optimisation. In Chapter 6, we present this evaluation, followed by our favoured
solutions. We conclude that SV can be constrained from the data, but find a large offset
in the dipole longitude with time.
In Chapter 7 we consider whether our modelled SV might stem from a source other
than true changes to Jupiter’s magnetic field and interior. We find that a component of
16
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the variation may stem from a problem with the reference frame, but reassuringly, that
this cannot fully explain the changes we are modelling. Furthermore, to be consistent
with our modelled SV and observations of changes to zonal wind flow, we find that
the dynamics of Jupiter’s visible atmospheric layer must be limited to shallow depths -
changes to deeper penetrating winds would be capable of changing planetary rotation rate
through angular momentum exchange. Finally, the thesis concludes in Chapter 8 with
some additional analysis including attempts to better constrain the interior planetary
structure and predictions for the Juno mission.
17
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CHAPTER 2
The Jovian System
The following section will outline some of the important features of Jupiter and its elec-
tromagnetic environment which may be unfamiliar to the reader; we focus on the aspects
most important to this study.
The chapter begins with Section 2.1, an overview of Jupiter’s setting within the solar
system. Next, in Section 2.2, planetary structure, composition and internal dynamics are
discussed, beginning with an outline of the methods used in determining these features.
Each of the regions within the three-layer model of the Jovian interior are considered in
turn, with focus given to the metallic-hydrogen shell, the source of Jupiter’s magnetic
field. In Section 2.3, we present a review of the Jovian magnetosphere, including a
discussion of the plasma sources, structure and temporal variability. Finally in Section
2.4 there is a discussion of the rings and satellites of Jupiter.
19
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2.1 Planetary setting
Jupiter is the fifth planet from the sun, currently with an orbital period of ∼11.863 years
and an orbital inclination of 1.305 degrees with respect to the ecliptic (Seidelmann, 1992).
With an average radius of 69,911±6km (taken at 1 bar pressure), Jupiter is the largest
planet in the solar system; we define this average as 1R(J). The difference between
equatorial and polar radii (respectively 71,492±4km and 66,854±10km), results in an
oblateness greater than that of Earth (flattening of 0.06487).
Volumetrically, Jupiter is ∼1.43×1015km3, with a mass of ∼1.90×1027kg (Yoder , 1995).
The planetary rotation rate, has been constrained by radio waves to give the most recent
System III 1965.0 period of 9hr 55min 29.711±0.04sec, corresponding to 870.536◦ of
rotation in 24 hours; we consider length of day further in Section 7.1.3. For additional
planetary parameters we refer the reader to Appendix 9.1.
2.2 Structure, composition and internal dynamics
Like Saturn, Jupiter is referred to as a “gas giant”, composed predominantly of hydro-
gen and helium, reflecting the two most abundant elements in the universe. Planetary
composition was originally hypothesised and substantiated by Wildt (1932), through
identification of similarities between the light spectra of Jupiter, the Sun and other stars.
Today our understanding of the planetary interior has progressed through a combination
of several different lines of evidence:
Remote observations made both from Earth and by spacecraft around the planet (see
Chapter 3). These include properties such as mass, gravity field, magnetic field,
oblateness, luminosity and spectra;
In-situ measurements being those collected in Jupiter’s upper atmosphere by the
Galileo probe;
Experimental results such as the high pressure/temperature shock experiments con-
ducted on hydrogen; and
Theoretical results and modelling particularly for the hydrogen and helium Equa-
tions of State (EOS), based on thermodynamic and mechanical calculations and
20
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supported by cosmological observations.
Though these tools have greatly developed our understanding of the Jovian system, exact
planetary composition, properties and dynamics remain unknown and many are likely to
remain unknown indefinitely. Nevertheless, these factors have led to a generally accepted
3-layer planetary model comprising of a small central solid core, surrounded by a region
where pressures and temperatures are great enough to result in fluid, atomic metallic
hydrogen, followed by an outer envelope where hydrogen exists in molecular form. Whilst
the basic framework of this model is accepted, the precise details of the interior regions are
not generally agreed upon, with numerous outstanding questions relating, for example,
to temperature, pressure, composition and phase profiles. Figure 2.1 provides a basic
schematic overview of Jupiter’s structure and composition.
The following section describes our current understanding of planetary structure. With
so many unknowns associated with the Jovian interior, this continues to be an extremely
active area of research; consequently the discussion here is by no means a complete survey
of the literature, but merely serves to present some of the more important relevant findings
and theories, both from recent years and from past decades. The key area to this study is
where hydrogen exists in metallic form, the primary region for dynamo generation. As a
consequence, a more detailed discussion of this region is presented with a particular focus
on the insulator to metal transition (IMT); this discussion is continued in Section 6.2.3,
when we consider where to place the depth of the IMT transition during model inversion.
Consideration of the outer molecular envelope is also of importance, as are theoretical
models of the interior; Chapter 7 uses this information to present an argument for length
of day changes based upon angular momentum exchange. Our discussion starts with the
atmosphere and develops inward.
2.2.1 The atmosphere and outer molecular envelope
Prior to spacecraft visiting Jupiter, there were a limited number of observations that
could aid our understanding of planetary structure and composition. The earliest insight
into planetary dynamics came by the way of telescope observation during the 1600s,
which provided the first glimpses of Jupiter’s banded structure and the Great Red Spot
21
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HYPOTHESISED 
LAYER OF H-He 
IMMISCIBILITY: 
Helium in this layer 
thought to form dense 
droplets that rain down 
into interior, depleting 
molecular region and 
enriching metallic region. 
Argument reinforced by 
depletion of neon in the 
upper atmosphere. 
SURFACE CLOUD LAYER: 
Only region with established composition from Galileo probe; by volume, predominantly  molecular 
hydrogen (89.8±2.0%) and helium (10.2%±2.0%)  with minor methane (3000±1000 ppm), ammonia 
(260±40 ppm), hydrogen deuteride  (28±10 ppm), ethane (5.6±1.5 ppm) and water (4ppm, but 
varies with pressure). Cloud velocities up to ~150ms-1. Density and temperature at 1bar,  
0.16 kg m-3 and 165K respectively.  
INNER CORE: 
Probable 
presence of inner 
core, composed 
of rock and/or ice. 
Size hypothesised  
to be up to  7 
earth masses but 
recent studies 
have alluded to 
up to 18 earth 
masses (Section 
2.2.3)  
MOLECULAR HYDROGEN 
REGION: 
Relatively depleted in helium and 
a comparative electrical insulator 
METALLIC HYDROGEN : 
Pressures great enough to cause 
H to become a highly electrically-
conductive, metallic fluid. The 
primary source of dynamo 
generation. 
MOLECULAR H – METALLIC H PHASE TRANSITION :  
Generally thought to be continuous, resulting a region of 
partially conductive material between RIMT and Rα . May be 
contributing to magnetic field generation; conductive enough 
to have definite effect on measured field leaving dynamo. 
 
RIMT = Radial extent of fully metallic region    
 
Rα = Radial extent of partially conductive  
                   
 RIMTα = Distance between 
                     RIMT and Rα   
 
region  
Figure 2.1: Summary of generalised interior structure and compositional features.
(e.g. Hook , 1665). Subsequently, planetary composition was first considered experimen-
tally through studies of the Jovian infrared spectra carried out by Rutherford in the
1860s; however, it wasn’t until the work of Wildt (1932) that Jupiter’s primary con-
stituent of hydrogen was first established through comparison of light spectra emitted
from Jupiter’s surface with those of the Sun. Whilst helium had been hypothesised to
be a relatively abundant planetary component, confirmation of this was hindered as a
consequence of the great distances associated with remote observation. Nevertheless,
further spectrographic analysis was able to to identify the atmospheric presence of the
lesser constituents, ammonia and methane.
With the arrival of spacecraft to the planet, these observations and theories could be
confirmed. The Pioneer missions provided the first detailed images of cloud and vortex
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structure, showing that the banded colours of the atmosphere were closely correlated
with zonal winds of alternating direction. When images began to be relayed from the
Voyager missions, atmospheric dynamics could be constrained with greater accuracy;
the jet at 24◦N was demonstrated to be travelling at velocities of >165ms−1 whilst the
peripheral region of the anticyclonic Great Red Spot was observed to be moving at a rate
of ∼120ms−1 (Ingersoll et al., 2004).
Though the driving force behind the observed atmospheric dynamics is still debated, two
trains of thought exist. The first proposes that these winds are the result of geostrophic
turbulence within a thin, atmospheric layer that penetrates radially inwards to a discrete
depth. The second hypothesis is that the winds seen at Jupiter are the surface expression
of much deeper internal dynamics, connected to interior motion of material on tangential
cylinders, about the planet’s axis of rotation (Busse, 1976). In either case, though condi-
tions for differential rotation are favourable, rigid body rotation is commonly assumed by
interior models, as non-axisymmetric interior flow is thought to be negligible (Stevenson
and Salpeter , 1977), particularly in regions of high electrical conductivity (Hide and Stan-
nard , 1976). A more complete discussion of this theory and the zonal winds is presented
in Chapter 7.
Further to atmospheric dynamics being better constrained, Pioneer 10 also made the
identification of helium through the analysis of ultraviolet spectra. These spacecraft
spectral analysis studies have provided a grounding for our understanding of Jupiter’s
atmospheric composition over the years and consequently aided the construction of in-
terior models through approximate constraint of outer boundary conditions. A great
advancement in this area was made in 1996, with the first and (currently) only in situ
measurements of the Jovian upper atmosphere by the Galileo probe.
The Galileo probe descended to a depth of roughly 150km taking an array of measure-
ments over roughly an hour, after which the probe was lost to the extreme pressures
and temperatures encountered. Analysis of cloud composition was one of the primary
aims and a summary of the primary tropospheric constituents deduced from the probe
measurements is presented in Figure 2.1 (as quoted by Taylor et al. (2004)). These
findings have demonstrated that the elemental differences between Jupiter and the Sun
are small but significant, having implications both for our theory of the Jovian interior
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and solar system formation. For instance, the atmospheric helium mass fraction was
observed to be lower than that of the Sun, inferring possible interior helium enrichment.
Similarly, depletion in neon by an order of magnitude relative to solar abundances was
detected (Niemann et al., 1996); the implications for planetary structure in relation to
these findings is discussed in the next section.
Throughout descent measurements were additionally taken of the physical environment
encountered. The probe experienced pressures of upto ∼2.2MPa, whilst the wind velocity
was shown to increase with depth, from ∼90ms−1 at 0.04MPa to ∼180ms−1 at 0.5MPa.
Beyond this pressure, the velocity remained constant up until the probe was lost. Nev-
ertheless, the implication of velocity increasing with depth to the extent encountered
at 0.04MPa is indicative of internally driven, as opposed to solar driven, surface winds;
however, caution should be taken when interpreting the Galileo probe results. The lo-
cation of descent may not be globally representative, occurring in a Jovian ”hotspot”, a
relatively dry and cold, downwelling zone (Young , 2003).
Whilst there are many outstanding questions relating to the Jovian atmospheric envelope,
there are an even greater number related to our comprehension of what lies beneath.
2.2.2 The interior
Remote sensing from Earth, prior to spacecraft arriving at Jupiter, not only aided our
understanding of the planetary atmosphere and bulk constituents, but also provided
insight into processes taking place in the the planetary interior. An example of this is
the use of radio wave measurements in the 1950s to identify the vast size of the Jovian
magnetosphere, consequently interpreted as evidence for interior convection occurring
over most of the planetary volume. Furthermore, infrared measurements in the 1960s
alluded to the fact that Jupiter emits more heat than it receives from the sun, both
suggesting a large internal source of energy and that the interior must be fluid (Low ,
1966).
As with atmospheric properties, Pioneer resolved some of these observations, first showing
the planet’s nightside to be radiating almost twice the amount of heat than received
from the Sun. As mentioned in Section 2.2.1, based on knowledge of solar abundances
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and the return of data from Voyager, the outer layer molecular hydrogen envelope is
favoured to be depleted in helium, relative to the metallic interior, as the result of a
hydrogen/helium phase separation (Stevenson and Salpeter , 1977). The process of this
depletion would help to explain the observation that Jupiter emits such a large amount
of thermal energy: differentiation of helium from hydrogen (and thus a continual inward
transfer of helium) would result in the release of gravitational energy and, subsequently,
thermal energy.
Pioneer measurements additionally allowed Ingersoll (1976) to establish that there is
no appreciable temperature gradient between the equator and the poles. This finding
is contrary to that expected: the planetary orbital plane obliquity is only 3◦, meaning
that the equatorial regions receive a substantially greater amount of solar energy than
the poles, and hence should be warmer. Results showing almost equivalent polar and
equatorial temperatures suggest a mode of poleward heat transport, acting to equilibrate
Jupiter’s surface temperature. Deep interior convective processes are generally favoured
for this temperature mediation, as opposed to atmospheric processes.
Pioneer and Voyager magnetometer data also allowed models of Jupiter’s magnetic field
to be constructed. These models quickly established that the internally generated Jovian
field is relatively much larger than the Earth’s, whilst also being less dipolar than expected
and containing a greater percentage of higher spherical harmonic degree components.
This revelation was taken as an early indication that the Jovian dynamo must be located
closer to the planetary surface than the geodynamo. The fact alone that Jupiter generates
a magnetic field suggests interior convection and magnetohydrodynamic processes as
discussed in Section 1.3.2. In spite of these revelations, further constraint of the dynamo
generation region has proven difficult.
The metallic hydrogen dynamo
Whilst at Earth, liquid iron and nickel in the outer core is the source of the geodynamo,
at Jupiter highly electrically conductive, metallic hydrogen is responsible for generating
the planetary magnetic field. Wigner and Huntington (1935) were the first to suggest
that molecular hydrogen, H2, undergoes metallisation under extreme pressures. This
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transition results from the closing of the liquid’s band gap, a feature that dictates the
amount of energy required to release an electron from orbit around the atomic nucleus,
allowing it to move freely in the material and, thus, carry electric current. In liquid
hydrogen, the band gap at ambient conditions is ∼15eV; with increasing pressure and
density this bandgap is lowered to around 0.25eV, that required for metallization to occur
(Nellis et al., 1998).
Of particular importance to this study is the depth at which the insulating molecular
hydrogen to atomic metallic hydrogen transition occurs (radius, RIMT). This transfor-
mation is still not well understood. One question which has dominated for many years
is whether the IMT is an abrupt, first-order plasma phase transition (PPT) or if it is
continuous transition, occurring gradually over a boundary region. Important implica-
tions lie with the answer. The most important implication for this study is that a PPT
would limit the region of internal convection, creating and entropy barrier and placing
a constraint on dynamo generation (Stevenson and Salpeter , 1977). On the other hand,
a gradual IMT indicates a more complex scenario where conductivities outside the IMT
boundary could still be great enough to contribute to dynamo generation, but certainly
attenuate the field originating at RIMT; we define the outer limit of conductivity drop-off
as Rα (Figure 2.1).
Early estimates of RIMT tended towards a depth of 0.7RJ, whilst Rα was estimated
to extend out to >0.9RJ. For example, Hide and Malin (1979), compared planetary
magnetic field models constructed from Pioneer 10 and 11 data in an attempt to constrain
RIMT using Hide’s method, in a similar way that the CMB may be constrained for Earth.
Results for field models upto the quadrupole provided an average RIMT of 0.72RJ, whilst
those up to the octopole showed an average RIMT of 0.89RJ. Elphic and Russell (1978)
also aimed to determine RIMT using magnetic field models and Hide’s method. Using
octopole models, RIMT of between 0.522-0.692RJ were quoted (dependent on assumptions
made about the degree of flattening), much lower than those established elsewhere; as
noted by Benton (1979), it is likely that this disagreement is a reflection of the truncated
modelling approach taken, as opposed to being physically meaningful.
Theoretical modelling of the Jovian interior has likewise endeavoured to better constrain
RIMT. The models of Slattery (1977) favour RIMT to exist at depths of 0.76RJ whilst
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(Stevenson and Salpeter , 1977) prefer pressures of ∼200-400GPa (∼0.735-0.810RJ). Var-
ious theoretical and experimental advancements in the 1990s led to the construction of
new interior models, with Guillot (1999) favouring an IMT in the range of ∼100-300GPa,
corresponding to depth of between 0.865-0.769RJ; however, this study did not come any
closer to constraining the nature of the transition. More recently, the J11a model pro-
duced by Nettelmann et al. (2008) has placed RIMT at a higher pressure of 400GPa
(∼0.735RJ). Though the authors note their lack of confidence in this depth, they do
infer that RIMT must lie at pressures >300GPa, owing to the nature of hydrogen/helium
mixing and additionally state that their simulations show no evidence for a first-order
PPT. Further details of interior modelling are presented in Section 2.2.3.
In recent years, shock-compression experiments have significantly advanced our under-
standing of how hydrogen behaves at high pressures and temperatures, and consequently
aided our understanding of the Jovian IMT. The work of Nellis et al. (1995) was one
of the first to achieve metallisation via this technique, at temperatures and pressures
relevant to Jupiter’s interior. In this study, dissociation of liquid hydrogen was induced
using a light-gas gun to shock the material, with an impactor travelling at velocities
of upto 7kms−1. Corresponding pressures between 12GPa-82.8GPa were reached and,
through optical measurement, the respective temperatures were shown to range between
2820K-5210K. Results additionally found the hydrogen phase transition from molecular
to metallic to be gradual, with continuous dissociation to a monotonic element, provid-
ing evidence for a lack of distinct IMT at Jupiter and weakening the argument for a
first-order PPT.
Weir et al. (1996) expanded on the shock-compression analysis, by establishing electri-
cal conductivities of the high-temperature, high-pressure hydrogen. This was carried
out through the integration of conductivity measuring electrodes into the previously dis-
cussed experimental configuration of Nellis et al. (1995). Conductivity was observed
to increase by several orders of magnitude from 93GPa until around 140GPa, where it
reached 2000(Ωcm)−1. At this pressure the resistivity of the fluid hydrogen ceased de-
creasing, a feature indicative of metallisation; the corresponding temperature achieved
at this pressure was 3000K. Subsequently, the results were made relevant to the Jovian
interior by Nellis et al. (1996) and expanded upon by Nellis (2000). Figure 2.2 shows the
resulting electrical conductivity profile of hydrogen as a function of pressure, assuming
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that the state of hydrogen in Jupiter is on the isentrope (constant entropy), following
Nellis et al. (1995).
Taking these results into account, Nellis et al. (1996) conclude that the hydrogen in
Jupiter becomes metallic at RIMT=0.90RJ, higher than that commonly favoured. Further
to this, the authors hypothesise that above 0.90RJ, the semi-conducting nature of the
hydrogen may also contribute to magnetic field generation; a conductivity as low as
20(Ωcm)−1 is believed to be the source of magnetic field generation in Uranus and Neptune
(Nellis , 2000). Consequently, the authors suggest that field may be generated as close to
the surface as 0.95RJ, though, as discussed in Section 6.2.3, justification for the quoted
transition depths is questionable.
It seems unlikely that helium undergoes metallisation in the Jovian interior in a similar
fashion to hydrogen. Stevenson and Salpeter (1977) constructed early phase diagrams for
hydrogen and helium applicable to Jupiter and concluded that metallisation of helium
does not begin to occur until pressures of ∼7000GPa, much greater than that reached
within the planet. Conversely, Stixrude and Jeanloz (2008) carried out first-principle
molecular dynamic simulations and found that helium would reach its own insulator-
metal transition at 3000GPa and temperatures of 20,000K. Whilst, similar conditions
may be attained within Jupiter, they occur at depths well below that thought to have
an effect on magnetic field generation (around 0.2RJ). Helium in the Jovian interior may
therefore be considered as an electrically inert volumetric fraction. Due to the extreme
conductivity of metallic hydrogen, however, the effect of helium on the outer planetary
conductivity profile is envisaged to be negligible, as is the presence of any rock and/or0
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Figure 2.2: Electrical conductivity profile of hy-
drogen as a function of pressure, assuming that the
state of hydrogen in Jupiter is on the isentrope,
adapted from Nellis et al. (1995)(planetary surface
temperature and pressures of 165K and 100kPa re-
spectively). Metallisation occurs at 140GPa, whilst
hydrogen with a conductivity hypothesised to con-
tribute to dynamo generation (20(Ωcm)−1) corre-
sponds to ∼80Gpa.
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ice (Nellis et al., 1996).
Whilst experiments suggest that the IMT is continuous and that full metallisation is
reached (as there is no increase in conductivity beyond 140GPa), the behaviour of the
hydrogen at these pressures is still indicative of strong atomic pairing. Through in-
spection of the Jovian isentrope, Nellis (2000) favour that whilst at 140GPa (RIMT) the
hydrogen electrons have dissociated to the extent that the material can conduct electri-
cal current, dissociation starts at around 40GPa and is not fully reached until ∼300GPa.
This hypothesis is reinforced by the fact that the conductivity upon metallisation from
the shock-compression experiments on molecular hydrogen is significantly lower than
theoretical predictions for that of monotomic metallic (dissociated) hydrogen. For in-
stance, under the same density and temperature conditions of the metallisation conduc-
tivity found through experimentation, theoretical work by Stevenson and Salpeter (1977)
predicts conductivity to be in the range of 1-2×105(Ωcm)−1. These conflicting results
suggest that whilst shock compression experiments clearly provide some insight into the
behaviour of hydrogen at high pressures and temperatures, they cannot be taken as a
direct indicator of conditions within Jupiter.
Turning our attention to other features of the interior, the Galileo probe detected helium
and neon depletion in the upper atmosphere, inferring interior enrichment in these species.
Wilson and Militzer (2010a) created interior models following this discovery, favouring the
most likely cause of depletion to be the sequestration of neon into helium rich droplets
within a hydrogen/helium immiscibility layer at the base of the IMT. Lorenzen et al.
(2009) also favour the presence of this region. Demixing of helium from hydrogen would
occur if the Gibbs free energy of the system is minimised through separation into two
phases. By evaluating the Gibbs free energy for a range of temperatures and pressures,
their study concluded that an immiscible layer of hydrogen and helium would form within
Jupiter at pressures between 100-260GPa, corresponding to a depth of 0.86RJ-0.76RJ
respectively (radii quoted using the interior model of Nettelmann et al. (2008)).
Clearly, the depth and nature of the IMT and internal Jovian structure is still a matter
of debate. To better understand these features, the work undertaken in this thesis will
investigate the effect of assuming RIMT to occur at different depths whilst also regularising
with a range of planetary conductivity profiles to investigate its corresponding nature.
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Though interior dynamics have not been discussed in detail here, they will be considered
in Chapter 8 in connection with flow modelling.
2.2.3 The core and interior models
Initial models of Jupiter’s internal structure, prior to the return of spacecraft data,
favoured the presence of a small ice and rock core. In the 1980s, these models developed,
benefiting from gravitational harmonics inferred from the trajectories of the Voyager and
Pioneer spacecraft. For example, Hubbard and MacFarlane (1980) reached the conclusion
that Jupiter possesses a core of between 10-15 Earth masses. To this day, however, there
still does not exist enough data to constrain or confirm outright whether an inner core
is present. The existence or absence of a solid rock and/or ice core at Jupiter is one
of the primary differences between proposed models of internal planetary structure. For
that reason, the following section will consider both core presence and interior models
simultaneously. Focus will be given to a selection of the latter, as later chapters will use
these to aid analysis of field modelling results; the presence of an inner core has negligible
implications for magnetic field generation.
As noted, in recent years there has been a wave of new models for Jovian internal structure
based on advancements in solar system exploration and as a result of increased computing
power. Equations of state (EOS) are a fundamental component to models of the Jovian
interior, describing the state of matter found with varying thermodynamic properties
such as temperature, pressure, volume and internal atomic energy. Clearly at Jupiter,
the most important EOS to understand is that of hydrogen, however understanding and
integrating the EOS of helium, metals and ices into the modelling methodology is also
essential. Whilst numerous hydrogen EOS have been devised over the years there are only
a limited amount that are both broadly consistent with the results of shock-compression
experiments and applicable to the temperatures and pressures present within the gas
giant.
One of the more complete attempts to model the Jovian interior was carried out by
Guillot (1999), following the release of a new hydrogen-helium EOS (Saumon et al.,
1995). Adapting this EOS to account for the results of shock compression experiments,
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the models constructed by Guillot (1999) were delivered in two forms dependent on the
nature of the IMT: one for a discrete, first-order PPT and one assuming a continuous
transition. In addition, the models published by Guillot (1999) incorporated findings
about the upper Jovian atmosphere from the newly returned Galileo probe data.
As with previous interior modelling attempts, the study aimed to solve a set of equations
governing interior structure based on the temperature gradient, combining mixing length
theory (to establish the radiative/convective equilibrium) with assumptions made for the
planetary chemical composition. With the molecular and metallic regions assumed to
be individually homogeneous and isentropic, the type of the EOS used was observed to
place strong controls on both the size of the core and the heavy metal and helium frac-
tion. Subsequently, parameter changes were implemented until observational constraints
such as the planetary mass, angular velocity, rotation rate and surface temperature were
matched. Investigating the effect of various unknowns was also explored, such as differ-
ential or solid body rotation and the presence of a radiative zone, at temperatures and
pressures of 1450-1900K and 1.5-6kbar. Figure 2.3 shows the pressure, temperature and
density profiles for a selection of the Guillot et al. (2004) solutions whilst Table 2.1 lists
the conjugate properties used in their derivation.
The profiles of J11a from Nettelmann et al. (2008) are also shown in Figure 2.3. This
more recent example of Jovian interior modelling differs primarily through its use of a
hydrogen-helium EOS which additionally considers the presence of water. As mentioned
previously, the J11a model places the IMT at pressures of 400GPa, coinciding with a
depth of ∼0.735RJ; however, the authors note that the depth of this boundary is not
constrained with confidence. Further to this, the authors note that their simulations
show no indications of a first-order PPT being present within the Jovian interior.
Fairly good agreement between the modelled temperature, pressure and density exists at
the depths of the hypothesised RIMT boundary, independent of the type of IMT employed.
Clearly the biggest differences between the profiles occur at greater depths, related to the
presence and size of core modelled. Many favour the existence of a rock and ice inner core
at Jupiter, based upon theory of planetary formation, though core composition remains a
matter of debate. Furthermore, many models show that an inner core is not necessary to
satisfy the EOS, chemical and gravitational observations currently available. Commonly,
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Model Hydrogen Radiative Surface Core Mass Mass of heavy
EOS zone? Temperature (K) (M⊕) elements (M⊕)
A Continuous no 165 4.2 33.1
B Continuous no 170 0 35.3
C Continuous yes 165 1.5 30.1
D PPT no 170 10.0 17.5
E PPT no 165 4.3 19.4
F PPT yes 165 5.8 15.9
Table 2.1: Jovian interior properties output for a selection of Guillot (1999) models, following
Guillot et al. (2004). M⊕ is Earth mass.
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inner cores on the scale of 0-7 times the mass of Earth (M⊕) are preferred by interior
models, whilst cores >10M⊕ are generally needed by models of planetary formation and
Jovian disk accretion; solubility and entrainment of core material in the high temperature-
pressure hydrogen over time, provides a possible mechanism for resolving these issues
(Wilson and Militzer , 2010b).
2.3 Magnetosphere and electromagnetic environment
The basic configuration of Jupiter’s magnetosphere is similar to that of the Earth’s, as
illustrated in Figure 2.4. A bow shock and cushion region are created as the solar wind is
slowed upon reaching the magnetosphere, before meeting the outer magnetopause bound-
ary. Inside the magnetosphere numerous radiation belts exist close to the planet, whilst
the magnetotail stretches in the direction opposing the sun. Jupiter’s magnetosphere is
vast relative to the Earth’s, extending on average from ∼75RJ in the dayside direction
and up to 7000RJ in the nightside direction. This makes it the largest feature contained
within the solar system (Khurana et al., 2004).
Several factors contribute to the considerable size of the Jovian magnetosphere. Firstly,
Jupiter is much larger than the Earth and consequently has a larger capacity for possible
dynamo action. Though the link between planetary volume and magnetic field generation
may be tenuous, Jupiter’s resulting magnetic moment is much greater in magnitude
than any of the other local planets (Table 1.1). Secondly, solar wind plasma pressure is
radially dependent, weakening with 1/r2. This means that by the time the solar wind
reaches the orbit of Jupiter, it is less dense than when interacting with the geomagnetic
field. As a consequence, there is a relatively greater ballooning outward of the Jovian
magnetosphere.
The third factor contributing to the vast size is the additional presence of equatorial
magnetospheric currents, extending from '5RJ down into the magnetotail. These cur-
rents emerge in connection with Jupiter’s rapid planetary rotation rate, which accelerates
iogenic plasma into a corotating disk, the Io plasma torus. Owing to the highly charged
nature of the plasma, azimuthal and radial currents initiate and generate a magnetic
field external to Jupiter (the magnetodisk). Material from the torus is lost outward as a
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result of centrifugal instabilities forming an equatorial plasma sheet (current sheet); the
associated magnetodisk field acts to stretch the field lines originating at Jupiter, resulting
in magnetospheric inflation.
It is common practice to discuss the Jovian magnetosphere in terms of three regions:
the inner, middle and outer magnetosphere. Within the literature, definition of these
regions appears dependant on the context of their usage. Khurana et al. (2004) defines
the inner, middle and outer regions as <∼10RJ, ∼10-40RJ and >∼40RJ respectively,
whilst conversely Bolton et al. (2004) considers the boundaries to lie at <∼5RJ, ∼5-30RJ
and >∼20-30RJ. For the purpose of this study, the region of data collection within 12RJ,
will be considered the inner magnetosphere.
The following section explores features of the inner magnetospheric environment in de-
tail, beginning with a brief historical overview of Jovian magnetospheric observation and
understanding; a presentation of magnetic field model development follows in Chapter
4 after an outline of the theory essential for a comprehensive discussion. Details of
the plasma source and inner magnetospheric spatial configuration are presented next,
covering the Io torus, aurora and radiation belts. To complement the fairly qualitative
description presented here, a more complete synopsis of the magnetodisk field will be pre-
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Figure 2.4: Jupiter’s magnetospheric configuration, adapted from Khurana et al. (2004).
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sented alongside related models of its configuration in Chapter 5. This section concludes
with a discussion of our current understanding of the temporal variability of Jovian mag-
netospheric plasma, to justify modelling the external magnetic field for each individual
orbit of data.
2.3.1 Magnetospheric observation
Terrestrial radio telescopes first discovered that Jupiter emits polarized electromagnetic
signals, indicative of dynamo generation, in the 1950’s (Burke and Franklin, 1955). Peri-
odic variation of the decimetric radiation was soon attributed to a slightly tilted dipolar
planetary magnetic field interacting with magnetospheric plasma (Morris and Berge,
1962); this in turn permitted the first estimates of Jupiter’s maximum surface field mag-
nitude at 14G (Carr and Gulkis , 1969). Uncertainties related to the source of the plasma
were raised by Bigg (1964), demonstrating a clear correlation between the orbital period
of Io and periodicities in decametric radio signals.
The Io torus was first identified in the telescopic observations of Brown (1976), but with
the arrival of Pioneer 10 and 11 it became clear that the true extent and strength of
the plasma region had been grossly underestimated. in situ observations made by the
Pioneer spacecraft allowed the first models of the Jovian field and magnetosphere to be
constructed. Great distortion of the outer magnetosphere was detected, most prominent
in the tailside region, whilst particle observations demonstrated an approximate corota-
tion of the current sheet with the planet. This corotation was observed into the middle
magnetosphere but beyond this distance, into the outer magnetosphere, a distinct lag
was noted (Khurana et al., 2004).
Voyager 1 images reinforced earlier Earth-based infrared observations to confirm that Io
experiences extreme sulphur based volcanic activity (Smith et al., 1979). In addition,
Voyager measurements better constrained the nature of the Io torus (e.g. Bridge et al.
(1979)), allowing density, structure, composition and plasma temperatures to be deduced.
Evidence for the Jupiter-Io flux tube coupling and aurora was also relayed, whilst Voyager
1 later made observations of the magnetotail ∼7000RJ away near the orbit of Saturn,
demonstrating the vast extent of the magnetosphere.
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The Ulysses visit to Jupiter was significant for establishing the extreme variability in mag-
netospheric size and shape, passing through the bow-shock at ∼113RJ, a much greater
distance than that encountered by previous missions. Ulysses was also the first to sample
the dusk magnetosphere at high latitudes, enhancing our understanding of magneto-
spheric current systems and the properties of magnetotail sweep-back.
Owing to its extended residence time and extensive surveying of the Jovian magneto-
sphere, Galileo made many unexpected findings. Most notably, the moon Ganymede was
identified to be self-generating a magnetic field through dynamo action and the radiation
belts were investigated in greater detail. Further to recent spacecraft observation, our
understanding of Jovian electromagnetic processes has been improved with the observa-
tion and tracking of auroral emissions by both the Hubble Space Telescope and ground
based observatories.
2.3.2 Magnetospheric plasma sources
With the primary concern of this study to model Jupiter’s planetary magnetic field,
any contribution to the data from external field sources must be isolated and removed.
The nature of this external field is primarily governed by the presence and behaviour of
magnetospheric plasma and we focus on this in the following discussion; however, it is
important to note that throughout the Jovian magnetosphere, it is not the plasma wholly
that is responsible for carrying field generating current, but the flow of electrons. This
distinction arises as the lower mass of the electrons allows them to accelerate to greater
speeds than the more massive ions. As a consequence, the following discussion will give
priority to the nature and properties of magnetospheric electrons.
There are several sources of Jovian magnetospheric plasma, as outlined by Hill et al.
(1983). As with Earth, there is an influx of solar wind particles; at Jupiter these are
thought to penetrate the middle and outer magnetosphere, contributing plasma at a rate
of <∼100kg s−1. In addition, ionospheric hydrogen ions are believed to be lost from
Jupiter at a lower rate of ∼20kg s−1, with a comparable contribution estimated from
Callisto, Ganymede and Europa (Cooper et al., 2001). By far the largest source, at
∼1000kg s−1, is the volcanically active moon Io (Khurana et al., 2004).
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The process of particle loss from Io begins with volcanic-eruptions triggered by strong
tidal forces exerted on the moon by Jupiter, in relation to Io’s orbital eccentricity.
Erupted particles are dispersed to form a weak, predominantly SO2, atmosphere around
the moon and subsequently escape via either electric ionospheric interactions or through
collisional processes. The different mechanisms acting to siphon off material results in
a combination of neutral species, ionised S and O based particles and electrons escap-
ing the satellite (Thomas et al., 2004). After escape, the neutral material encircles Io
and disperses along its orbital trajectory as the neutral clouds, synchronously circling
Jupiter at speeds of ∼17km s−1. The shape of the clouds and dispersion of particles is
controlled and defined by the types of neutral species present and how easily they are
ionised through electron impact or by UV radiation. Species which are easy to dissociate
or ionise are found closer to Io, owing to their short-lived nature; those which require
more energy to charge are longer lived and may be found further from the moon.
Having been ionised, what was the neutral material takes the same course as the com-
ponent lost directly from Io as ions and electrons: ionospheric-magnetospheric coupling
causes the particles to accelerate to speeds that approximate planetary corotation. Cou-
pling occurs through the generation of currents in the Jovian ionosphere, created as the
relative rotation of the dipole field induces the Lorentz force. This results in the pole-
ward movement of negative electrons, whilst positive ions move preferentially toward the
equator. To compensate for this movement and charge imbalance, currents are set up
in the magnetosphere. These currents flow out of the ionosphere along field lines in the
equatorial plane to the iogenic plasma, subsequently travelling radially outward until
finally connecting back to the high latitude ionosphere along field lines from the outer
magnetosphere. Plasma corotation coincides, as charged material proximal to the planet
is coupled to the ionosphere and dynamo field via the Lorentz force.
At Io’s orbit, the corotating plasma travels at bulk speeds of ∼74km s−1. Owing to this
velocity being greater than the moons orbital speed, plasma streams past Io, creating a
strong electrodynamic interaction through particle collision, photoionization and absorp-
tion onto the moon’s wakeside. It is this momentum exchange and ensuing corotation lag
that drives both the radio emissions connected to Io’s orbital periodicity and the elec-
trodynamic coupling with Jupiter which forms the Io flux tube and related “footprint”
aurora (Figure 2.6). Moreover, the presence and speed of the ions results in Jupiter being
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completely encircled in a ring of charged particles, the Io plasma torus.
2.3.3 Inner magnetospheric configuration
The Io Torus
Jupiter’s inner magnetosphere is dominated by the Io plasma torus, a complex feature
extending from ∼5.2-10RJ. Radial differences within the torus are distinct, with two
discrete regions. The small, cold inner torus begins around ∼5-5.2RJ and contains mostly
electrons at temperatures of '1eV and S+ ions at the relatively low temperatures of
'2-10eV. The warm outer torus extending from ∼5.9-10RJ, is separated from the cold
torus by a '0.1RJ boundary known as the ribbon. Approximately 90% of the torus
plasma resides in the outer warm region, mostly as electrons or O+ and S++ ions with
temperatures of '100eV and '5eV respectively. Figure 2.5 shows the electron densities
in the Io torus, modelled from Voyager observations by Bagenal (1994). Densities of
∼1000cm−3 were observed by Voyager-1 to peak around 5.4RJ in the cold torus, whilst
electron densities in the warm torus peak at '2000cm−3 around the orbit of Io.
As previously discussed, the bulk plasma speeds approximate corotation with the planet
as a result of ionospheric coupling. Slow radial diffusion outward of the plasma, due
to centrifugal instabilities, requires velocities to increase in order to conserve angular
momentum; however, simultaneously the coupling weakens. As a consequence, within
5RJ rigid corotation is observed, but as radial distances increase, so does the plasma
lag; between 6-10RJ the plasma displays 1-10% difference in velocity from corotation
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Figure 2.5: Inner magnetospheric electron
densities in cm−3 and centrifugal coordi-
nates, modelled from Voyager observations
by Bagenal (1994). Image here from Bage-
nal et al. (1997), showing traverse by first
Galileo orbit.
38
Chapter 2. The Jovian System
(De Pater and Lissauer , 2010). It is noteworthy that corotation is not radially constant,
experiencing transient variations (Khurana et al., 2004), discussed further in Section 2.3.5.
In addition, Pontius Jr (1995) note that plasma measurements from the Voyager missions
suggest plasma slowing by upto ∼4kms−1 over roughly 2RJ around the position of Io,
corresponding to a upto ∼5% offset from rigid corotation; this is likely to be associated
with the local plasma production.
Further to the deviations discussed, a radically alternative suggestion for the motion of
plasma has now become an established theory. Observations in the early 1980s, including
those of narrow-band kilometric radio emissions, inferred large scale plasma movement
'3-5% slower than System III 1965.0, leading to the hypothesis that a dual-periodicity is
present within the Jovian magnetosphere. This idea was promoted heavily by Sandel and
Dessler (1988), who suggested that the two periods are “distinct, separate and persistent”
and that the latter should be coined System IV at '10.224 hours, contrasting with the
'9.925 hours of System III 1965.0. Russell and Dougherty (2010) recently hypothesised
that such a period may be connected to the Io ribbon and the movement of material in
orbital resonance at a similar position.
Returning to plasma configuration, the tilt of torus the does not lie about the planetary
axis of rotation and instead is primarily dependant on the stress balance between the
local inertial and Lorentz forces. Whilst the rapid planetary rotation acts to impart a
centrifugal force on the plasma particles, their charge makes them susceptible to deflection
by Jupiter’s internal dynamo magnetic field. As a consequence, the torus aligns between
the planetary magnetic equator and the centrifugal equator, where the planetary magnetic
field lines reach their greatest distance from Jupiter’s rotation axis. At the orbit of Io,
the centrifugal equator tilts by angle θCS at the longitude, φM , of the planetary dipole’s
greatest tilt, θM , where
tan θCS =
z
ρ
=
−4/3 tan θM cosφM
1∓
√
1 + 8/9 tan2 θM cos2 φM
(2.1)
A θM of '9.6◦ for Jupiter results in θCS ='6.4◦ (Hill et al., 1974).
Thermal forces also have an effect on torus plasma orientation. Hotter ions and elec-
trons tend to align closer to the magnetic equator whilst colder particles tend toward
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the centrifugal equator (Cummings et al., 1980). As a consequence, the tilt of the cold
inner torus lies at θCS, whilst outside this region, beyond ∼10-15RJ and into the middle-
magnetosphere, the plasma tilts at ∼ θM . Latitudinal dispersion is also affected by tem-
perature, with the outer torus extending over a much greater distance than the cold inner
torus. In addition, to a first approximation plasma density, N , decreases exponentially
from the torus equator, so
N(z) ≈ Noe−(z2/H2) (2.2)
where H is the scale height, ≈ √2kTi/(3min2), n is plasma orbital rotation rate, mi is
ion mass and Ti is ion temperature.
Further to variations in the torus with temperature, radius and latitude, the torus appears
anti-axisymmetric, varying its dimensional configuration with System III longitude and
time of day. Using Voyager 2 UV spectrometer measurements, Sandel and Broadfoot
(1982) noted that the dusk side ribbon emissions are brighter than those of the dawn
side. This may be explained as cross magnetotail currents bring dusk side flux tubes closer
to Jupiter; they are subsequently compressed by a stronger local magnetic field, resulting
in increased temperature, excitation and emission (Ip and Goertz , 1983). Dessler and
Sandel (1992) note that consequently the peak brightness of the ribbon has differing
average dawn and dusk side displacements of 5.97RJ and 5.59RJ respectively; however,
the question still remains of how this relates to other inner magnetospheric boundaries.
In addition, the authors establish the ribbon emission at dawn and dusk is also a function
of System III longitude in accordance with the corresponding internal field orientation
present.
Of primary importance to this study is the magnetic field created by azimuthal cur-
rents in the torus and the current sheet, as will be discussed in more detail in Chapter
5. Owing to the explicit relationship between the field and plasma configuration, it is
worth noting here some related field peculiarities identified by Pioneer 10 and Voyager
1. Firstly, weaker Br was observed on inbound, dayside torus passes than on outbound
nightside trajectories, leading Connerney (1981) to propose dayside magnetodisk thick-
ening (plasma thickening). The hypothesis of local time magnetodisk field asymmetry
has recently been revisited by Bunce and Cowley (2001), whose analysis suggests that
this dayside thickening effect may transpire within the inner magnetosphere, but not
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beyond ∼15RJ. Variations in magnetic field strength in the vicinity of some moons has
provided further insight into plasma configuration: a strong field strength reduction is
found behind Io, as the result of a plasma wake; Amalthea acts as a particle sink, deplet-
ing the local field; whilst Europa distorts field lines through an induced magnetosphere
(Section 2.4).
The rate of iogenic plasma contribution is on the scale of ∼1000kg s−1. Though this rate
is variable and has large uncertainties associated with it, the contribution of heavy ions
to the Jovian magnetosphere remains vast. Whilst plasma sinks are present, the plasma
requires a route for escape in order to satisfy magnetospheric mass balance. Thomas et al.
(2004) suggest that around 2/3 of material emitted from Io is removed quickly from the
system via charge-exchange. The remaining material slowly moves radially outward from
Jupiter as a consequence of centrifugal instabilities, persisting in the corotating warm
torus for between 25-80 days. A much longer residence time is associated with the more
stable inner cold torus region, as a result of the lower energy ions.
The radiation belts
Though the plasma torus dominates the inner magnetosphere, there are additional note-
worthy features. The radiation belts are similar to the Van Allen belts present at Earth,
comprising of energetic electrons trapped along closed magnetic field lines. At Jupiter,
the highest energy radiation belts exist within 5RJ, interacting with the planetary atmo-
sphere, the inner moons and the ring system (see Section 2.4). Several spacecraft have
ventured near to these belts, with the most direct measurements being those from Pioneer
10 and the first and final few orbits of Galileo. It is these inner magnetospheric radiation
belts that generate the majority of synchotron radiation observed from Earth.
The Jovian aurora
Jupiter’s aurora are created by similar processes as Earth, with the excitement of electrons
within atmospheric gas atoms, occurring as a result of bombardment by high-energy
particles (Figure 2.6). Similar to the Earth, rapidly variable emissions occur in association
with the polar aurora, where the solar wind is accelerated toward Jupiter and its magnetic
field is connected with that of the planet. In contrast with the Earth’s aurora, however,
the strongest emissions at Jupiter are generated through interaction with the local system.
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Plate 14, (a) Figure 26.10: Mean of all HST STIS images from Dec. 2000 – Jan. 2001 projected to views from above the north (upper) and
south (lower) polar regions. Data are from Grodent et al. (2003a). Grid lines indicate System III longitude and planetocentric latitude lines.
The arcs of emission at the lowest latitudes are from the Io footprint on different days.
(b) Figure 26.1: HST STIS UV image of Jupiter’s northern aurora taken in Nov. 1998, showing the 3 different emission regions: the main
oval, the satellite footprints, and the polar emissions. The image has been scaled with a logarithmic stretch in intensity to make clear the
faint emissions next to brighter ones. Note the resolved auroral curtain above the limb, particularly in Io’s magnetic footprint.
(c) Figure 26.6: Comparison of UV and H+3 IR images of Jupiter’s aurora taken 2 min. apart on 16 Dec. 2000. The upper panels show the
UV (left) and IR (right) images after standard reduction, before any additional processing. The lower panels show the same images after
deconvolution and correction for limb brightening (IR – right) and blurring to the IR resolution followed by the same deconvolution (UV –
left). The IR image has also been corrected for limb brightening. The differences in appearance of the IR and UV images are discussed in
the text.
(d) Figure 26.16: Polar projections of Jupiter’s aurora from STIS UV images on 16 Dec. 2000 (Grodent et al. 2003b). Polar emission
regions outlined are the dark region (left, solid), the swirl region (central, dashed), and the active region (right, dot-dashed) at CML = 117,
160, 220, and 244◦. The eastern end of the dark region appears dotted where it is not sharply deﬁned. The latitude/longitude grid has a 10◦
spacing, the CML is marked with a vertical dashed line, and the λIII = 180
◦ meridian is indicated with another dashed line. Dots indicate
magnetic local noon mapped from 15 RJ using the VIP4 model.
Figure 2.6: UV
image of the Jovian
aurora, taken by the
Hubble Space Tele-
scope in November
1998, from Clarke
et al. (2004).
Particles are accelerated along magnetic field lines from magnetospheric regions where
ionospheric coupling has broken down and orbital plasma velocity lags behind corotation.
Concordantly, the main oval emissions are associated with the breakdown of plasma in the
middle magnetosphere and, as opposed to being generated relative to the solar frame,
rotate with planetary longitude. These ovals are aligned stably over the approximate
north and south magnetic poles at ∼16◦ colatitude and rarely feature emission brightness
variations above a factor of two (Clarke et al., 2004). The converse is true of the footprint
aurora which are fix d relative to the positions of the satellites Io, E ropa and Ganymede.
This phenomena occurs as the plasma around the moons lags behind corotation, resulting
in c upling via flux tubes. Owing to the origin of these f atures, knowledge of both the
footprint positions and the main oval positions are useful in constraining magnetic field
and magnetospheric models.
2.3.4 Middle and outer magnetosphere
Though the data for this study originates close to the planet in the inner magnetosphere,
it is worth briefly considering the middle and outer magnetospheric configuration for
completeness. Justification for not using data collected in these regions comes from the
dominant current disk: at distances of ∼>15-20RJ the primary component of magnetic
field measured in equatorial regions originates from the plasma sheet, as opposed to
the planetary field under investigation. Use of this data is therefore undesirable, as
the simplistic Connerney et al. (1981) model of the magnetodisk field being employed
is unlikely to accurately resolve the external component owing to the variable plasma
properties.
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At similar distances of ∼20RJ, full corotation breakdown occurs and at further radial dis-
tances into the middle magnetosphere, velocities become relatively constant at ∼200km
s−1 (De Pater and Lissauer , 2010). In addition, plasma densities fall dramatically to
<1-2cm−3 while temperatures remain relatively high at >10keV. Further insight into
configuration of the middle and outer regions comes from Khurana (2001) who mapped
current sheet field vectors in the equatorial plane, using measurements from Pioneer to
Galileo. Results clearly illustrate the highly asymmetric nature of the magnetosphere:
dawn side field lines are swept-back in the equatorial plane; middle magnetosphere dusk-
side field lines are radially aligned; whilst those in the outer magnetosphere dusk-side
display forward sweeping. Thus, the Jovian magnetospheric field differs from the fairly
symmetric magnetospheric field configuration of the Earth, instead resembling a Parker
spiral.
Outer magnetospheric configuration is largely controlled by solar wind pressure and di-
rection. The dayside magnetopause has been observed at distances ranging from ∼45RJ
to >100RJ, but appears to have an average stand-off distance of ∼75RJ. On the night-
side the magnetotail stretches downstream of the solar wind, having been observed by
Voyager 2 at distances of ∼7000RJ. In this region the the plasma sheet current merges
with a cross-magnetotail current system, joining the former to the Chapman-Ferraro cur-
rents generated along the magnetopause. The magnetotail itself appears to be open, as
opposed to the closed structure of the Earth’s magnetosphere, whilst possessing stronger
field-line bend-back in the dawn sector than the dusk sector.
2.3.5 Temporal magnetospheric variation
Variations in the Jovian magnetospheric configuration occur on a range of time and spa-
tial scales. In the middle and outer magnetosphere, radio emission analyses, plasma
measurements and current-sheet crossings by spacecraft have been used to make infer-
ences about dynamic changes. These phenomena are described in detail by Krupp et al.
(2004), but include magnetopause surface oscillations, large-scale magnetic reconnection
events, plasma sheet flapping and distortions and magnetotail reconfiguration in associ-
ation with processes similar to Earth’s substorms. Of primary importance here are the
changes which occur within the inner magnetosphere.
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The largest variations of the inner magnetosphere occur in response to local system
changes and can be observed directly through the comparison of data from different
mission orbits. For example, large differences between the inner magnetospheric plasma
properties are seen between individual Galileo orbits and when compared with Voyager
measurements. As outlined by Frank and Paterson (2001) and Thomas et al. (2004),
the Bagenal (1994) model constructed from Voyager observations differs from Galileo
measurements, including discrepancies in electron density upto a factor of 3 between 6-
7RJ. Plasma temperatures in the coincident region appear generally lower for Galileo
flybys, demonstrating a possible long term trend. In addition, ribbon density appears
highly variable, with emissions showing up brightly in some years and being almost absent
in others (De Pater and Lissauer , 2010).
Spatial changes in torus configuration, have previously been outlined in association with
time of day, longitude, latitude and radius; however, temporal variations also occur, such
as the short period events known as plasma injections. These are the inward transport of
hot plasma toward Jupiter from beyond '9RJ over a narrow azimuthal range (30-40◦) and
radial distances of up to several RJ (Krupp et al., 2004). The injected material assumes
rotation with the planet, dispersing with time as a function of particle energy. Injections
take place at an average rate of 5 a day, with no preferential local time or longitude and,
to maintain radial magnetic flux transport, the events must be accompanied by coincident
outflow of material in adjacent regions. Nevertheless, associated enhancements in electron
intensity have been observed by spacecraft, sometimes with injections being clustered in
time. In addition to these large-scale variations, smaller scale fluctuations also occur in
the form of centrifugal stress instabilities, resulting in plasma interchange processes, the
primary force driving the outward radial diffusion of plasma.
Longer term variations have also been noted in the inner Jovian magnetosphere, partic-
ularly in connection with internal plasma production from Io. Over a six month period,
Brown and Bouchez (1997) used spectrographic techniques to observe the Io torus and
neutral clouds from Earth, in an attempt to track relative changes. There results show
a period of ∼65 days where there was a sudden increase in neutral cloud mass, on aver-
age having increased by a factor of 2 (upto a factor of 4 noted), and a gradual increase
in the Io plasma torus mass by ∼30%. The authors hypothesise that this was likely
caused by the initiation of a new volcanic plume, ejecting large amounts of material into
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the Ionian atmosphere which was picked up into the neutral clouds and subsequently
ionised to join the torus. Most notably, the results suggest an extreme increase in the
rate of plasma outflow from the torus into the middle-magnetosphere during this time
and that re-equilibration to initial torus conditions occurs rapidly after the neutral cloud
mass normalises. Thus, magnetospheric processes operate to stabilise torus plasma levels,
preventing huge variations in density and runaway growth.
In addition to internal system processes causing temporal variability of the inner mag-
netosphere, it is also conceivable that the region responds to changes in the solar wind
and the direction of the IMF. The magnetopause boundary and outer magnetosphere
have been observed to behave in this way, generally showing compression during solar
maxima and expansion during a minima. Deviations from such behaviour have been
demonstrated, such as the Ulysses encounter showing a largely inflated magnetosphere
during a declining solar phase (see Figure 1.1) (Krupp et al., 2004). Furthermore, there
are a wide range of possible time-scales and magnitudes for such magnetopause varia-
tions, with Cowley and Bunce (2003a) showing that a CME may induce a change in
magnetopause stand-off distance of several tens of RJ in a matter of ∼2 hours.
Good evidence for the solar wind influence stretching to the inner magnetosphere has been
presented by Bolton et al. (1989), demonstrating a similar relationship for time variability
of inner radiation belt flux density and synchrotron radiation emission. The correlation
is strongest with changes to solar wind ram pressure, inferring transport of particles
between the inner magnetosphere and the solar plasma; however, there appears to be a
roughly two year time lag for radiation belt response. More recently, this relationship
has been shown to extend through the 1990s (Klein et al., 2001).
The question of whether the solar wind has an effect on the configuration of the Io
plasma torus and inner magnetodisk remains a matter of debate. Theoretical arguments
have been proposed to explain how magnetopheric size variations may induce dynamic
changes to the inner magnetosphere (Cowley and Bunce, 2003b; Cowley et al., 2007).
Magnetospheric compression resulting from increased solar wind pressure may result in
the relative inward movement of plasma, increasing ionospheric coupling by increasing
plasma density and bringing it closer to corotation. Simultaneously, the coupling currents
associated with the auroral precipitating electrons are weakened in the middle magne-
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tosphere, due to increases in plasma angular velocity associated with conservation of
angular momentum. As a consequence, auroral emissions should dim during periods of
compression and the opposite should be true of magnetospheric expansion; observational
evidence for this is still lacking.
The final, and less common way in which the inner magnetosphere and torus plasma may
vary with time is through the influx of material into the Jovian system. The one example
of such an occurrence is the collision of Comet D/Shoemaker-Levy 9 with Jupiter in 1994.
No observable impact on the torus emissions was noted; however, synchrotron emissions
from the inner radiation belts did show a ∼20% increase (Klein et al., 2001).
2.4 The Jovian rings and satellites
Unlike Earth, Jupiter has numerous natural satellites of varying size, shape and orbital
path. For this study an understanding of these moons is important as some self-generate
magnetic fields whilst others act as sources and sinks for magnetospheric plasma. As a
consequence, magnetometer data collected by spacecraft with proximity to these bodies
display a clear signature. Prior to the start of modelling, removal of these segments
of data has been undertaken to avoid contamination of the internal and external field
models. The following section will give a brief outline of the features and magnetospheric
interactions of key satellites.
Discovery of the Jovian satellites has spanned hundreds of years. The four largest moons,
Io, Ganymede, Europa and Callisto are collectively known as the Galilean satellites,
having famously been discovered by Galileo Galilei in 1610 as the first solar system
objects identified to not lie in a heliocentric or geocentric orbit. With advancements in
optical imaging and wide field CCD detectors during the late 20th century, many new
bodies were found to be orbiting Jupiter. Notably, the work of Sheppard and Jewitt
(2003) added 23 new Jovian satellites to the list, bringing the running total to over 60,
with apojoves ranging from ∼1.3 RJ to over 300 RJ. The greatest insight into these
bodies was provided by the Galileo spacecraft through high-resolution imagery, gravity
and magnetic surveys during a number of close approaches.
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The moons can be categorised depending on their orbital configuration and origin. The
irregular moons lie in the outer Jovian system and are thought to have been captured
from heliocentric orbit by the gravity of Jupiter, though, the precise method of capture
is still a matter of debate. Conversely, satellites within the inner Jovian system, known
as the regular moons, are generally believed to have formed via the condensation of an
accretionary disk around Jupiter, similarly to the hypothesised origin of the solar system
around the Sun (Stevenson et al., 1986). Within the region of investigation (<12RJ)
exists the Jovian ring system, 4 inner regular moons and 2 of the Galilean moons, Io and
Europa. Satellite physical parameters in the following section are those as provided by
Weiss (2004).
Rings and small inner regular moons
Closest to Jupiter are four small, irregularly shaped moons intermixed within a ring
system. Whilst the largest of these satellites, Amalthea (Rav ≈83.5km), had first been
identified by Edward Barnard in 1892 (De Pater and Lissauer , 2010), Metis, Adrastea and
Thebe were discovered by the Voyager missions; Voyager also confirmed the previously
hypothesised ring system. Physical properties of these entities were better constrained
by the Galileo mission when detailed images of the features were first captured.
The small, roughly circular, low inclination orbits of these satellites indicates formation
synchronous to that of Jupiter from a planetary disk; however, evidence also suggests
that the present moon and ring configuration may be related to the fragmentation of a
once larger body. In either case, the very low density, porous rocky satellites are closely
related to the presence of a narrow band of dust based rings extending from ∼1.29-3.17RJ
and varying in height from the extremely thin (<300km) main ring to >12500km in the
inner halo ring (Ockert-Bell et al., 1999). Of interest to this study is that the moons
act as both a source and sink of particles in the inner Jovian system. Amalthea, in
particular, has been shown to act as an absorber of particles from the plasma rich inner
magnetosphere and thus warps magnetic field lines in its vicinity (Randall , 1998). It is
conceivable that the other inner regular moons behave in a similar way.
Io
Io is the most volcanically active body in the solar system and the closest of the Galilean
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satellites to Jupiter at 5.89RJ with a mean radius of 1820km. Prior to plumes being
photographed by Voyager 1, remote infrared measurements from Earth had hinted at
Io’s eruptive nature. This behaviour may be attributed to the tidal forces exerted on the
moon by Jupiter in association with Io’s orbital ellipticity; stresses result in variations
to Io’s shape as a tidal bulge moves across the satellite, resulting in interior heating and
consequent volcanism.
Unlike the majority of moons in the solar system, Io is thought to be primarily composed
of silicates, surrounding a large molten core. The interaction of Io with the Jovian
magnetosphere has been discussed extensively in the previous section, being the source
of plasma, which forms the Io torus and current sheet; however, similarly to Amalthea,
a depletion in protons has been observed outside the orbit of Io, related to particle
absorption and charge exchange with the torus (Trainor et al., 1974). Furthermore, a
plasma wake exists in Io’s orbital trail, causing a reduction in ambient magnetic field
strength.
Europa
Europa is the smallest of the Galilean moons, with a mean radius of 1569km and orbiting
with an average distance of ∼9.65RJ. Spectral analysis finds its surface composition to
be almost completely water ice, shown first by Voyager images to be very flat and striated
with a distinct lack of cratering; these features are generally believed to be the result of
tidal forcing.
Magnetometer data from Galileo flybys of Europa display distortion of the ambient mag-
netic field which varied significantly over the course of the trajectory. These observations
have been explained by Khurana et al. (1997) to result from the generation of a magnetic
field by a layer of electrically conducting material beneath Europa’s surface; as the satel-
lite spins and orbits through Jupiter’s electromagnetic environment, currents are induced
in the layer to create a magnetic signal. This layer is now generally conceived to be a
∼100km thick, salt water ocean directly beneath Europa’s crust.
Outer moons
The remainder of the moons lie outside the region of interest for this study but, for
completeness, some features are worth noting, in particular those of the largest Galilean
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Figure 2.7: The Galilean moons. From left to right: Io, Europa, Ganymede and Callisto.
Drawn to approximate relative scale.
moon, Ganymede. At 14.97RJ, several flybys of Ganymede were made by Galileo, the
closest of which approached to within 1.1 satellite radii. Analysis of this and three other
proximal orbits provided wholly unexpected results, showing Ganymede to be generating
a strong magnetosphere, indicative of internal magnetohydrodynamic processes as iden-
tified by Kivelson et al. (1998). The generated field shows equatorial surface strengths of
'7.6mG, is tilted at ∼10◦ from its rotation axis and has been used to place constraints
on the moon’s internal structure. Furthermore, plasma measurements show Ganymede to
maintain it’s own magnetospheric region within Jupiter’s magnetosphere and to possess
aurora.
The final Galilean and regular moon, Callisto, lies at 26.33RJ. Small deviations from the
ambient field implies that Callisto induces a field in a similar fashion to Europa, but in a
relatively thinner, sub-surface layer (Khurana et al., 1997). The moons which lie beyond
Callisto and outward of ∼105RJ are the irregulars, with higher orbital eccentricities and
inclinations to the equatorial plane; a number also travel with retrograde motion. These
bodies form distinct orbital groupings, attributed to break-up of larger bodies through
frictional impact and capture by the inflated atmosphere of a young Jupiter.
2.5 Summary
In this chapter we have provided an overview of the Jovian system relevant to this study.
We have outlined the planetary setting and documented how our understanding of Jupiter
has changed with time: from remote telescopic observation in the 16th century, to the
advanced high-pressure experimentation on hydrogen, to the in situ exploration and
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complex interior modelling which takes place today.
Whilst it might seem extensive, nothing which has been presented in this chapter is
without consequence later in this thesis. The metallic interior clearly has implications
for Jupiter’s dynamo generation, whilst we take into account the nature of the phase
transition when regularising the field and SV. Every aspect of the magnetosphere is con-
sidered in removing the external field and we even explore how the motion of the moons
and outer atmospheric shell may have implications for Jupiter’s length of day.
In the next chapter we focus on the missions which have provided us with many of the
observations presented here: Pioneer 10 & 11, Voyager 1 & 2, Ulysses and Galileo.
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Missions to Jupiter and data acquisition
The data used for modelling Jupiter’s internal and external fields in this thesis were
acquired by six space missions which encountered the Jovian system between 1973 and
2003. These include Pioneer 10 (1973), Pioneer 11 (1974), Voyagers 1 and 2 (1979),
Ulysses (1992) and Galileo (1995-2003).
The following chapter begins with a discussion of spacecraft magnetometers, outlining
the mechanism of operation for the two types used to make the observations being mod-
elled in this thesis: the fluxgate magnetometer and the vector helium magnetometer.
Next, the missions are described in detail, noting some scientific objectives, achievements
and discoveries with focus given to spacecraft design, magnetometer operation and data
collection. The chapter concludes with a summary of the full dataset being utilised and
a discussion of data distribution through time and space.
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3.1 Spacecraft Magnetometers
Magnetometers have aided our understanding of a wide range of phenomena. As well
as promoting our unravelling of the geomagnetic and planetary magnetic fields, they are
used for geophysical exploration, medical imaging, material analysis and navigation. In
each case, the type and the design of the magnetometer employed may be tailored to
ensure optimized performance.
Several requirements must be met in order for a magnetometer to be appropriate for
spacecraft use. Firstly, the magnetometer must have the ability to measure the magnetic
field as a vector in three directions. In addition, spacecraft magnetometers not only need
to be able to accurately discern a magnetic field through a wide range of magnitudes,
but the instrument sensitivity must be great enough to ensure that small variations can
be detected among potentially high background noise; without this precision, important
details can be lost. To resolve these issues, multiple magnetometers are often used on-
board spacecraft. Not only does this configuration ensure an alternative device in case
of failure, but also aids calibration and characterises any field created by spacecraft
electronics for subsequent removal.
Of primary importance for mission design and payload considerations, the magnetometer
must also operate effectively whilst being small, taking little power and lacking in mass.
Further to this, the instruments must be robust and able to operate under a range of
temperature conditions; for the missions to Jupiter, the magnetometers were required to
operate from the freezing conditions of interplanetary space to the high plasma temper-
atures of the Jovian current sheet.
A general overview of the two types of magnetometers used to collect the data in the
Jovian system are outlined below: the fluxgate magnetometer and the vector-helium
magnetometer. For a more complete discussion of spacecraft magnetometers the reader
is referred to Acuna (2002).
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The fluxgate magnetometer
The fluxgate magnetometer (FGM), as illustrated in Figure 3.1, comprises of three prin-
cipal components: a magnetically susceptible core, wrapped by two separate coils of wire.
Whilst the core and wire configuration varies significantly between fluxgates, the principle
of operation remains the same.
If an alternating current is applied through the drive wire coil in a region free from
external magnetic field, an alternating magnetic field will be generated in the magnetically
susceptible core; this in turn may induce an alternating electrical current in the sensor coil
and may subsequently be detected. Should this process take place in the presence of an
external magnetic field, the core will be more easily magnetised in the direction of external
field application and simultaneously resist magnetisation in the opposing direction. This
effect will be highlighted by the sensor coil, displaying a peak modulation between the
alternating current of the input drive coil and that being output. The phase offset will
be proportional to the external field present, so should two or three fluxgate systems be
placed triaxially orthogonal to one another, the external field may be determined.
At the time of early spacecraft design, FGMs were preferred over other magnetometers,
for their low-cost and compactness, whist additionally, taking little power to operate;
however, they also had reduced sensitivity when compared with VHMs.
Figure 3.1: Illustration of the
primary components of a fluxgate
magnetometer.
To detector
Alternating current applied
SENSOR COIL
DRIVE COIL
MAGNETICALLY
SUSCEPTIBLE
CORE
53
3.1. Spacecraft Magnetometers
The vector helium magnetometer
A second type of magnetometer commonly utilised by the space industry is vector helium
magnetometer (VHM). To measure the magnetic field at a point, a VHM makes use of
the Zeeman effect, whereby the grouping of spectral lines associated with a substance is
dependent on the applied magnetic field; the degree of line separation is directly propor-
tional to the field strength present and can consequently be used to measure the magnetic
field.
The VHM used onboard the Pioneer mission is illustrated in Figure 3.2. Infrared radiation
(IR) is generated by a helium lamp, then collimated by a parabolic reflector and polarised,
before being passed through a metastable helium absorption cell. When the lamp radia-
tion reaches this helium, the electrons within the cell undergo excitation; the number of
He electrons which fall to the “triplet ground state” is dependant on the intensity of the
magnetic field present and the direction of the field relative to the IR polarisation. To
effectively establish the ambient magnetic field, pairs of triaxially-orthogonal Helmholtz
coils around the cell, generate known rotating magnetic fields; these act to modulate the
cell absorption. As a result, the IR radiation leaving the cell has been affected by both
the ambient and coil generated fields.
Based on the applied Helmholtz field being known, the ambient field may be separated
and established. The output field will differ in magnitude from the Helmholtz field,
He lamp, producing IR 
radiation  (1.08μm 
wavelength for Pioneer)
Parabolic 
reflector
Polariser
He
cell
Helmholtz Coils, 
generating rotating field 
(triaxially orthogonal, 
but only 2 axis shown for 
clarity)
Lens
Detector
Figure 3.2: Schematic of a vector helium magnetometer, adapted from Frandsen et al. (1978).
54
Chapter 3. Missions to Jupiter and data acquisition
relative to the ambient field magnitude. An IR phase modulation is indicative of the
ambient field direction relative to the coil induced rotating fields.
Advantages to using a VHM include stability and low noise level resulting in great sen-
sitivity; however they additionally possess a lower bandwidth than FGMs, are more
expensive, generally more massive and take more power to operate.
3.2 Missions to Jupiter
The data used for modelling Jupiter’s internal and external fields in this thesis were
acquired by six space missions which encountered the Jovian system between 1973 and
2003. These include Pioneer 10 (1973), Pioneer 11 (1974), Voyager 1 and Voyager 2
(1979), Ulysses (1992) and Galileo (1995-2003). The key information relating to the
spacecraft magnetometers discussed in this section may be found at the end of the chapter
in Table 3.1.
In addition to the spacecraft described in the following section, Jupiter’s magnetosphere
has been transited by Cassini-Huygens (2000) and New Horizons (2007). Their prox-
imity to the planet was limited, however, with perijove occurring in the middle or outer
magnetosphere. As discussed in Chapter 2, at equatorial latitudes the external magne-
todisk field becomes a greater contributor to the total magnetic field present at distances
beyond ∼15RJ. The use of these measurements without accurate knowledge of the exter-
nal field present would be detrimental to our modelling of the internal field; in addition,
confidence in internal planetary field resolution is reduced with distance from the planet.
Consequently, data from these missions are not employed and that collected at greater
than 12RJ are excluded.
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Pioneer 10 and Pioneer 11
Background, objectives and accomplishments
The first space missions to make direct observations of Jupiter were Pioneer 10 and
Pioneer 11 in the mid-1970’s. Part of the greater NASA Pioneer Project, they followed
on from the earlier Earth and lunar Pioneer spacecraft and the solar orbiting Pioneers 6-9,
becoming the first vessels to travel to the gas giants and outer reaches of our solar system.
Management of the program was carried out by the NASA Ames Research Center, while
TRW Incorporated designed and built the craft.
At the time, great speculation surrounded the suggested journey. Not only did it seem
ambitious to send spacecraft into the hypothesised, highly radiative Jovian magneto-
sphere, but no other missions had traversed the asteroid belt. Concern of substantial
damage being made to Pioneers 10 and 11 was so great that survival alone became one
of the primary objectives of the missions. With the successful arrival and collection of
data from the Jovian system, Pioneers 10 and 11 paved the way for future solar system
exploration.
The key scientific objectives included: mapping Jupiter’s magnetic field; characterising
the magnetosphere via detection of the bow shock and high energy radiation belts; inves-
tigation of thermal and chemical heterogeneities in the outer atmosphere; the study of
reflected light from the planet; partial determination of internal composition via gravity
studies; the en route study of meteoroids in the asteroid belt and collection and relay
of images. Many of these objectives were fulfilled and, additionally, many unexpected
discoveries were made; for example the discovery that Jupiter radiates almost twice the
heat it receives from the Sun (Section 2.2.2). Relevant to this study, magnetometer mea-
surements allowed the first Jovian magnetic field models to be made, whilst the Pioneer
11 flyby is still, to date, the closest, highest latitude pass of Jupiter. After leaving the
Jovian system, Pioneer 10 became the first man-made object to leave the solar system,
whilst Pioneer 11 was the first craft to travel to Saturn.
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Launch and Trajectory
Pioneer 10 was launched at 01:49:00 UTC on March 3rd 1972 from Cape Canaveral Air
Force Station, whilst just over a year later, Pioneer 11 was launched from the same
location at 02:11:00 UTC on April 6th 1972. Both launches used an Atlas-Centaur three-
stage launch vehicle, accelerating the probes to a speed of at 51,810km h−1.
A relatively direct trajectory was chosen for both missions, with periodic instrument
calibration and testing. Post lift-off, near earth experiments were carried out and studies
of bodies in the asteroid belt were undertaken. On arrival at the Jovian system, both
Pioneer 10 and 11 made only single flybys of the planet. Transit perijove took place for
Pioneer 10 on December 3rd 1973, within 130,354km of Jupiter (2.84 RJ) and for Pioneer
11 on 2nd December 1974 when the craft flew within 21,000km (1.62 RJ).
Spacecraft design
The design for both Pioneer 10 and 11 was identical, measuring ∼2.9m in length, with
2.74m maximum width (exclusive of booms) and orbital masses of ∼259kg (Figure 3.3).
An economical yet robust design was chosen for the probes in preparation for passing
through the asteroid belt and the Jovian magnetosphere. Following the success of earlier
Pioneer Probes, Pioneers 10 and 11 were chosen to utilise spin-stabilization with the craft
spinning about the axis of the dish antenna at ∼4.8rpm.
Power to the craft was provided by four radioisotope thermoelectric generators (RTGs)
which make use of solid-state thermoelectric converters to transform the heat generated
through the natural radioactive decay of plutonium (238Pu) into electricity. Attitude
position of the spacecraft was calculated using earth, solar and stellar references and ori-
entational control was provided by 6 hydrazine thrusters which allowed for spin/velocity
adjustments. The thrusters additionally ensured alignment of the dish antenna with
Earth; transmission of data took place via an 8W, S-band transmitter at a rate of up to
2048 bits s−1.
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Figure 3.3:
Schematic of the
Pioneer spacecraft
and layout of key
instrumentation.
The Pioneer magnetic field investigation
Magnetic field data used by this study, P10 and P11, was obtained by each of the
Pioneer’s VHMs, located on a boom ∼7m from the centre of the spacecraft; this ensured
minimal contamination of the data from the spacecraft. The rate of vector sampling by
the VHMs during their time in the Jovian system was once every 3/16 seconds (5.33
samples s−1). The magnetometer passband was limited below the associated Nyquist
frequency to avoid aliasing.
During operation the VHM automatically selected one of eight linear (within 0.01%)
operating ranges dependent on the maximum field present, allowing measurements of
magnetic fields between 0.01nT and 1.40×105nT. The upper limit of this range was never
exceeded during the Jupiter encounter, with a maximum field of roughly 1.14×105nT
being recorded. Sensitivity was dependant on each operating range being split linearly
into a scale allowing for 256 unique values; measurement error was associated with the
operating range. In anticipation of a greater field at Jupiter, a FGM experiment was
added to the Pioneer 11 spacecraft to extend the range of magnetic fields detectable to
higher magnitudes. Unlike the VHM, this was located on the main body of the spacecraft.
The magnetometer comprised of two FGM sensors placed orthogonal to each other, each
possessing a dual wound core and thus permitting the third vector component to be
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established.
Pre-launch, numerous magnetometer calibration checks were carried out, whilst post-
launch the magnetometer status continued to be monitored bimonthly; the results indi-
cate no significant changes to calibration. Additionally, error associated with spin-plane
offset was calculated daily and consistently <0.005nT. The Pioneer missions, as men-
tioned, were the closest to approach Jupiter, however for Pioneer 11 this took place
during occultation. With no onboard provision for storing data, measurements taken
during this time were unable to be relayed to Earth and consequently lost.
Voyager 1 and 2
Background, objectives and accomplishments
Following the success of the Pioneers, Voyagers 1 and 2 were the next missions to visit
the Jovian system in the late 1970s. Not only a mission to Jupiter, one of the primary
aims of Voyager was to take full advantage of solar system configuration in the late 1970s
and 1980s which would allow for Saturn, Uranus and Neptune to also be visited.
Perhaps one of the greatest discoveries made by the Voyager probes at Jupiter was the
volcanic activity of Io, spewing large plumes of material into the Jovian magnetosphere.
Three small, inner system satellites (Metis , Adrastea and Thebe) were also discovered
using Voyager data, bringing the total count to 10 by the end of 1979. In addition,
following the impressive, but rudimentary, pictures taken by the Pioneer crafts, two higher
resolution cameras were fitted to the Voyager probes in an attempt to capture detailed
images of the outer planets and satellite surfaces; at Jupiter alone, 20,000 images were
captured by each spacecraft, allowing much better constraint of atmospheric dynamics
(Bagenal , 2004).
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Spacecraft design
As with the two Pioneer probes, the Voyagers had an identical design, standing ∼3.8m
from the feet to the top of the high gain antenna reflector dish which measured ∼3.9m
in diameter. The craft were significantly more massive than their predecessors, with a
starting orbital mass of ∼815kg, demonstrating the greater number of more sophisticated
onboard instruments and electronics. Figure 3.4 shows an illustrative schematic of the
craft.
As a primary aim of the Voyager missions was to capture higher resolution images, the
probes were designed to be triaxially stabilised, as opposed to the spin stabilisation used
for Pioneer. To drive the electronics, power to the craft were provided by three RTGs with
an output of 470W at launch. Orientational control came from 16 hydrazine thrusters
whilst attitude was calculated using Sun and stellar referencing. Transmission of data
back to Earth took place via an 3.7m high-gain antenna at a rate of up to 115.2kbits
s−1.
As previously discussed, during occultation, data was lost from Pioneer 11 due to a lack
of onboard data storage facility. To avoid similar problems for the Voyager missions, a
Figure 3.4: Schematic of the Voyager space-
craft and the arrangement of key instrumenta-
tion.
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digital tape recorder (DTR) capable of recording upto 62,500kbytes was integrated into
the system. This allowed data to be relayed at a later time if communication with Earth
was lost.
Launch and flight trajectory
Voyager 2 was launched at 14:29:00 UTC on August 20th 1977 from Cape Canaveral
Air Force Station, whilst Voyager 1 was launched less than a month later from the same
location at 12:56:00 UTC on September 5th 1977. Both launches used an Titan IIIE-
Centaur launch vehicle and whilst Voyager 2 was launched prior to Voyager 1, the latter
arrived in the Jovian system first. Voyager 1 made a closest approach of 348,890km
(4.99RJ) on May 5th, 1979, whilst Voyager 2 arrived on July 9th, 1979 with a closest
approach of 721,670km (10.32RJ).
A complex combination of gravity assists were planned for the Voyager probes onward
from Jupiter, however, their trajectory from Earth to the Jovian system was direct. Not
only was Jupiter observed during transit, Voyager 2 made inbound flybys of Callisto,
Ganymede, Europa and Amalthea, and an outbound flyby of Io. Conversely, Voyager 1
made an inbound pass of Amalthea and outbound passes of Io, Europa, Ganymede and
Callisto.
The Voyager magnetic field investigation
The Voyager magnetic field investigation took a decidedly different approach from that
of Pioneer. A dual system of two sets of identical fluxgate magnetometers was used,
capable of measuring different field intensities: the high field magnetometers (HFM) and
the low field magnetometers (LFM). FGMs were chosen over VHMs for their accuracy,
minimal power consumption, weight and electronic circuitry (Behannon et al., 1977).
Configuration of the magnetometers on Voyager placed one of the LFMs on the end of
a long, 13m boom, minimising any signal interference created by the primary onboard
electronics as illustrated in Figure 3.4; the other LFM was located closer to the spacecraft
body along the boom. The aim of this LFM configuration was to permit the determination
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and removal of the magnetic field associated with the spacecraft from the ambient field
being measured.
As with Pioneer, the Voyager magnetometers automatically chose their operating range.
The LFM pair had a dynamic range capable of measuring 8nT-50,000nT over eight steps,
whilst the HFMs operated in 2 ranges, one upto 50,000nT and the other to 200,000nT;
consequently, the data used for this study was collected by the more sensitive LFMs.
Mechanical and electrical “flippers” were employed to aid the correction of any mea-
surement offset encountered; absolute accuracies of the measurements are believed to be
≈0.09nT. Error associated with LFM measurement digitisation uncertainty was propor-
tional to the dynamic range of operation, falling between ±0.0022nT to ±12.2nT, as
described by Behannon et al. (1977). Here, however, the error has been taken uniformly
for all data as 0.513nT, corresponding to the dynamic range of ±2100nT, the range within
which the majority of inner magnetospheric data was collected. The full sampling rate
of the magnetometer was 0.06±0.006s (16.66 vectors s−1); the data used in this study
is at 48s intervals, having been time-averaged over 96s of trajectory. The data from the
Voyager 1 and Voyager 2 orbits will be referred to as VY1 and VY2 respectively.
Ulysses
Background, objectives and accomplishments
Whilst the previously discussed missions were intended for planetary exploration, the
primary aim of Ulysses was to aid our understanding of the Sun and the interplanetary
medium. To effectively map the heliosphere, the spacecraft would be required to sample
a range of high solar latitudes, an expanse previously unobserved due to difficulties in
directly launching out of the elliptical plane from Earth. Having carried out successful,
if lesser, trajectory changes with the Pioneer and Voyager missions via planetary gravi-
tational assist, navigation of a probe into high solar latitudes seemed obtainable. Thus,
the Ulysses flyby of Jupiter in 1992 was essentially a means to manoeuvre a spacecraft
into this desired orbit.
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Ulysses was a joint venture between NASA and ESA (European Space Agency), with
instrumentation being designed and produced by different teams in the USA and Eu-
rope. Owing to the mission aim, however, much of instrumentation onboard Ulysses
was well suited for interplanetary space exploration, but ill-suited for dealing with fields
or radiation on the magnitude of that observed in the Jovian system. As a consequence
many devices remained switched-off whilst in the Jovian magnetosphere, in order to avoid
damage.
Amongst the instruments that remained active were the magnetometers, allowing this
data to be used for studying Jupiter’s field. Further data relayed to Earth by the space-
craft included that from the solar wind ion composition (SWICS) device, which helped
to decipher the origins and charge states of magnetospheric ions, and the Ulysses radio
and plasma wave (URAP) experiment, which provided better insight into the generation
of different wavelength radiation emissions in the Jovian magnetosphere.
Spacecraft design
As illustrated in Figure 3.5, the majority of Ulysses’ components were mounted on a
platform inside a box-shaped body, with an area of 3.2m by 2.1m. Similarly to the
Figure 3.5: Schematic of the Ulysses spacecraft, courtesy of NASA. Label HED4 points to
the VHM whilst HED3 is the FGM.
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Pioneers, Ulysses was spin-stabilized about the antenna axis, at 5rpm for the majority
of the mission. Power was provided by an RTG positioned outside the main body, which
additionally acted to aid stabilization. Attitude position was calculated using four sun
sensors, whilst orientational control was provided by two sets of 4 hydrazine thrusters,
allowing spin/velocity adjustments. One sigma positioning uncertainties during closet
approach at Jupiter have been noted by Dougherty et al. (1996) to be within 0.5km,
whilst attitude measurements were within ±0.005 degrees.
Ulysses total mass at deployment from the shuttle was 365kg. Transmission of data took
place via the 1.65m parabolic high gain antenna, at a rate of up to 8kbits s−1; two 20W
X-band radio amplifiers provided the data downlink and two 5W S-band transceivers
provided command uplink and status downlink. As with previous missions, a long 5m
boom was deployed which held the magnetometer away from the main spacecraft body.
In addition, due to the temperature differential between prolonged periods in the inner
solar system and time at Jupiter’s orbital distance, features such as layered aluminised
mylar blanketing, were employed to ensure thermal stability of internal electronics.
Launch and flight trajectory
Ulysses was launched at 11:47:16 UTC on the 6th October 1990 from the Kennedy Space
Center. As opposed to direct launch from Earth, Ulysses was carried by the Space
Shuttle Discovery and released into a low-Earth orbit attached to two propulsion devices.
Sequential firing of these modules, accompanied by an initial spin of 80rpm, acted to
accelerate Ulysses to a velocity of over 41kms−1. Once the rocket fuel was spent, spin
was reduced to 8rpm, at which point the craft was directed toward Jupiter and separated
from the propulsion mechanisms.
Owing to this extreme acceleration, Ulysses arrived at Jupiter after only 1 year and 4
months, making closest approach of ∼451,000km (∼6.3 RJ) at 12:02:00 UTC on the 8th
February 1992. The single fly-by of the planet acted to swing the spacecraft by 80.2◦ into
a high-inclination solar orbit as discussed previously.
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The Ulysses magnetic field investigation
Whilst studying Jupiter was only a secondary aim of Ulysses, the opportunity to make
further measurements of the Jovian magnetosphere could not be passed upon. A full
description of the magnetic field investigation may be found in Balogh et al. (1992a), but
the key features relating to collection of the ULY dataset are outlined below.
Two magnetometers lay onboard Ulysses, a dual-VHM placed at the end of the 5m
boom and a triaxial-FGM, placed 1.2m down the boom. Extra emphasis during the
design and testing phases was put on making the spacecraft as free from self-generating
magnetic fields as possible; the final craft produced a minuscule background field at
the magnetometers of less than 50pT. The VHM possessed two detection ranges, but
being designed to deal with the lower interplanetary field magnitudes, 65.5nT was the
maximum field strength capable of being measured. Consequently, this magnetometer
remained saturated throughout its time in the inner magnetosphere and accordingly, the
data being used for this study originates from the FGM.
Four field ranges were employed by the Ulysses FGM, with manual switching between
ranges controlled from the ground. At Jupiter, the upper of these four measurement
ranges was chosen to be utilised, capable of measuring fields between ±2048-44000nT
with a resolution error of upto 21.5nT. The maximum field measured by Ulysses at 6.3RJ
was ∼2400nT, and as a consequence, confidence in these measurements is lessened by the
relatively large error.
Sampling took place at a rate of upto 2 vectors s−1, being proportional to the rate of data
transmission. Early confirmation of inflight FGM performance came through comparison
with the VGM, which showed intercalibration to better than 0.1nT; in addition, regular
calibration checks were performed fortnightly. The z component of the FGM was later
shown to have drifted slightly (Balogh et al., 1992a); however, this drift was calculated
and factored into the data used in the analysis presented here.
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Galileo
Background, objectives and accomplishments
Until the arrival of the NASA Juno mission in 2016, Galileo will be the only craft to
have been dedicated to the study of the Jovian system. Named after the discoverer of the
largest Jovian satellites, the Galileo spacecraft began making measurements of Jupiter on
7th December 1995, after ten years of planning and a six year voyage from Earth.
As well as technological and design differences, two key features of the Galileo mission
made it significantly different from its predecessors. Firstly, the separation of a probe
from the spacecraft permitted an hour worth of planetary compositional, pressure and
wind speed measurements to be taken and relayed, as it descended into the planet’s
atmosphere. Secondly, the mission trajectory was designed to make an orbital tour of
the Jovian system, investigating both the planet and its moons in unprecedented detail.
Initially this was planned over a two year period and eleven orbits; however, when this
period ended on 7th December 1997, NASA decided to employ Galileo for a further two
years on the Galileo Europa Mission (GEM), in order to better study Europa and Io.
With the survival of the spacecraft electronics through the intense inner magnetospheric
radiation, a further extension, the Galileo Millennium Mission (GMM), was commissioned
to make additional field and particle measurements in the Ionian region.
Whilst the Galileo mission eventually came to an end in September 2003, these mission
extensions meant that Galileo’s orbital tour lasted a total of 7 years and 9 months,
during which vast amounts of data were collected. In Jupiter’s atmosphere, lightning
was spotted for the first time from the orbiter, whilst the probe provided our only in situ
measurements of the planet. Detailed images of the Jovian moons provided some of the
most significant results and highlighted differences between their surfaces, composition
and structure. Completely unexpected findings were also made from the data, such as
the discovery that Ganymede generates its own magnetic field (Kivelson et al., 1996) and
that a subsurface ocean exists at Europa (Kivelson et al., 2000).
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Spacecraft design
The Galileo orbiter had a mass at launch of 2223kg, including 118kg of state of the art
scientific instrumentation and 925kg of fuel; standing at 5.3m, Galileo was vast in com-
parison with previous spacecraft deployed to Jupiter. Figure 3.6 outlines the combined
configuration of the Galileo orbiter and stowed atmospheric probe, which itself measured
1.27m in diameter, 0.91m in height and 339kg in mass.
The craft was comprised of two sections, one stationary section and one which rotated at
a rate of 3rpm. The majority of the scientific payload, control computers, propulsion and
power devices were positioned on the spinning side of Galileo; the de-spun section held
the camera system for imaging and multi-spectral/polarity observation tools. Two RTGs,
positioned away from the main body, provided power to the craft at a rate of 570W at
launch, while propulsion came from a 400N engine and 2 groups of 6 10N thrusters. A
star scanner was used to provide confirmation of attitude.
Though the use of a high-gain antenna for data relay to Earth was intended, things
became problematic when this device failed to deploy properly. As a consequence, various
instruments had to to be reprogrammed after Jovian orbital insertion to ensure data
could be relayed at a lower bit rate via the back-up low-gain antenna. Whilst some data,
such as that from the magnetometer and plasma experiments, were collected and relayed
continuously, more complex data, such as high resolution images, were stored on a DTR;
this data was then transmitted during investigatory quiet periods.
Launch and flight trajectory
Galileo launched onboard the Space Shuttle Atlantis from Kennedy Space Center Launch
Complex at 16:53:00 UTC on 18th October 1989. This was almost 8 years past the original
planned launch date, as a result of delays associated with the Space Shuttle program and
the Challenger disaster.
The route taken by Galileo was indirect in comparison with previous missions, travel-
ling along a “VEEGA” trajectory (Venus-Earth-Earth Gravity Assist) to permit a large
enough momentum gain for propulsion to the Jovian system. In addition to planetary
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Figure 3.6: Schematic of the Galileo spacecraft, courtesy of NASA.
passes, encounters of other solar system objects were made during this transit. Galileo
was the first probe to make a close pass of an asteroid, encountering Gaspra in October
1991 and Ida in August 1993. With the revelation that comet Shoemaker-Levy was set
to collide into Jupiter in July 1994, the spacecraft also became a perfect platform for
imaging and observing this event.
Five months prior to arrival the atmospheric probe detached from the orbiter on 13th
July 1995, with descent into the planet taking place on 7th December 1995; coinciding
with this, was the insertion of the Galileo orbiter into the Jovian system. The first orbit
lasted '7 months, during which attitude adjustments were made to ensure positioning
for the future trajectories. Future orbits lasted only 2 months and were focused in the
ecliptic plane, with a total of 34 orbits being made: 11 during the primary mission, 14
during the GEM extension and 9 during the GMM extension. Over this time the Galileo
orbiter made numerous flybys of the inner moons, including 7 of Io, 8 of Callisto, 8
of Ganymede, 11 of Europa and 1 of Amalthea. On 21st September 2003 the orbiter
suffered a similar fate as the probe, descending into the Jovian atmosphere to vaporise
in an attempt to avoid contamination of the possible life-harbouring moons, Europa and
Io.
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The Galileo magnetic field investigation
Similar to prior missions, two magnetometer systems were placed onboard Galileo, both
on a long boom; the outboard magnetometer was located at the end of this 11.03m boom
and the inboard magnetometer was 6.87m from the main body. Both magnetometers
consisted of three ring core FGMs, aligned orthogonal to one another and positioned
with one axis aligned along the spacecraft spin plane. Similarly to the Voyagers, a
“flipper” mechanism was employed, allowing more effective establishment of sensor offset
for calibration.
Each sensor had two ranges, allowing the inboard magnetometer to measure within either
±512nT or ±16384nT and the outboard within either ±32nT or ±512nT. A low number
of ranges were chosen to improve offset problems and noise levels; the magnitudes of
the ranges were chosen so that the outboard magnetometer was used primarily for IMF
and outer magnetospheric measurement whilst the inboard would be used for inner mag-
netospheric measurement (Kivelson et al., 1992). Choice of magnetometer and desired
range for use were not automatic, but controlled manually from Earth, with measurement
resolution at 512nT being ∼0.008nT.
The Galileo magnetometers were designed to collect data at a rate of 30 vectors s−1,
however onboard processing relayed this data at different frequencies depending on the
feature under investigation. For standard operation within 50RJ, data was filtered and re-
sampled at a rate of 4.5 vectors s−1. During periods of “snapsnot” data collection the full
measurement frequency of 30s−1 was employed, in an attempt to better capture features
such as the magnetospheric bow-shock; over these periods, space was not available to store
the standard data processed at 4.5 vectors s−1 and instead observations were relayed in
real time with a lower frequency of once every 24 seconds.
Recently, Yu et al. (2010) noted a mis-calibration of the Galileo magnetometers. The
problem was identified through the comparison of geomagnetic field models during two
Earth flybys, with observations made by Galileo. First analysis suggested a ∼-1% ad-
justment to magnetometer data would correct for this, subsequently established to be a
uniform 0.9911±0.0008 adjustment to all directions. The modelling undertaken in this
study has implemented the suggested gain correction to all Galileo magnetometer data;
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the implementation of this is discussed in Section 5.3.2 and the effects of this on the
resulting models is discussed in Section 6.2.4.
The majority of Galileo’s 36 orbital trajectories passed within 12RJ, making them useful
for this study. Whilst these orbits are traditionally named with reference to their target
body (for example, C3 ≡ Callisto 3), for simplicity we proceed by naming them with
respect to orbit number (G03 ≡ C3). Several orbits deserve special mention at this
stage, owing to problems encountered within 12RJ:
G00 - collected from Jupiter during orbital insertion, involving a flyby of Io and Europa.
A temporary error with the onboard tape recorder resulted in a vast amount of
data being lost from this orbit and consequently, this forms the shortest individual
dataset; much of the data that is available from this orbit has been collected in the
vicinity of Io and cannot be used.
G05 - occurred during solar conjunction; no data available from this orbit.
G13 - occurred mostly during solar conjunction; very limited data from this orbit.
G34 - after a close, inward pass of Amalthea on the second to last orbit, the intensity
of radiation close to Jupiter caused a failure of some Galileo onboard computer
circuitry. Whilst the computers went into safe-mode, these electronics were respon-
sible for handling spacecraft operation and event timings and subsequent faults
were triggered. As a consequence, some periodicity is observed in signal collected
at low radii, similar to that seen for G35; these data have been excluded from
analysis.
G35 - final orbit, during which spacecraft plummeted into upper atmosphere. Periodic
fluctuations in the magnetometer signal increase with decreasing radius and render
these data unusable. This exclusion of data is unfortunate, not only being tempo-
rally the last available for analysis, but as G34 and G35 were collected at such low
radii, they would have detected more spatially complex structure.
It is worth noting that outside of 12RJ telemetry issues, conjunction, periods of safing,
instrumental anomalies and data coverage gaps were also encountered, but do not affect
the data employed in this study. Further to this, additional data corruptions are known
to have occurred within 12RJ, but have since been removed or reconstructed from high-
70
Chapter 3. Missions to Jupiter and data acquisition
resolution data or are inconsequential for the analysis undertaken here; the reader is
referred to the Galileo MAG gap listing, downloadable from the Planetary Data System
(PDS) website for further information.
3.3 Data retrieval and selection
Data sent back to Earth and commands uplinked to the spacecraft were relayed via the
Deep Space Network (DSN), a global array of three large antenna with a central op-
erations center at the NASA Jet Propulsion Laboratory in Pasadena, California. The
configuration of DSN ensures that a spacecraft deep in the solar system is always com-
municable, except during times of solar or planetary occultation; however, owing to the
necessity to relay data from other deep space missions, coverage to the Jovian system
was sometimes limited, for example for G26 during the early months of 2000.
Data was acquired online from the Planetary Plasma Interactions Node of the PDS, which
archives a selection of data on NASA’s behalf and is managed by the Goddard Space
Flight Center. The data is provided de-spun, in jovicentric spherical polar coordinates
(Figure 3.7), using the System III 1965.0 reference frame; for a discussion of the origin
and constraint of System III 1965.0, the reader is referred to Section 7.1.3. Formatting of
the downloaded files was carried out using an amended version of code originally devised
by C. Gilder. To ensure consistency and prepare data for the modelling algorithms,
measurement transformations for each orbit included:
• System III 1965.0 longitude east (L.H.S.) measurements were transformed to Sys-
tem III 1965.0 longitude west (R.H.S.)
• Radius transformed so that 1RJ is taken as 71,492km, the International Astronom-
ical Union (IAU) standard definition of Jupiter’s equatorial radius
• Magnetic field vector directions were made consistent for use with the modelling
code: Br was converted to −Br and Bθ was converted to −Bθ
• Time of readings was converted to decimal year, with time 0.0 set to halfway
through the period of data collection for the purposes of modelling secular vari-
ation (discussed in Chapter 4)
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For reasons discussed, data were filtered to include only observations collected at less
than <12RJ. Following personal communication with C. Russell, we were encouraged to
check the GAL files downloaded from the PDS was in the System III 1965.0, following
an unpublicised period of alteration to the measurement reference frame employed by the
data; the data was confirmed to be in System III 1965.0.
3.4 The complete data set: distribution and weighting
Combining orbits P10, P11, VY1, VY2, ULY and G00-G35 (excluding G05 and
G35 as discussed) results in a total of 39 usable orbits of magnetometer data collected
from Jupiter within 12RJ. There is an extremely uneven distribution of data both in
time and space, owing to the majority being collected by Galileo in the ecliptic. To
explore this in more detail, Figure 3.8 plots the data distribution as a function of latitude,
longitude, radius and time. In addition, Figure 3.9 shows plots of a selection of individual
trajectories as a function of latitude, longitude and radius; only two demonstrative plots
from Galileo are shown as their ecliptic orbits were similar in nature and did not venture
to high latitudes.
The most striking of these plots in Figure 3.8 (noting the logarithmic axis) is distribution
with latitude, showing the majority of data lying at the geographic equator. Over 96%
of observations were collected at latitudes of ±2.5◦, whilst there is no data collected at
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Figure 3.7: Spherical and cylindrical coordinate system.
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> ±55◦. In addition, only ∼1% of the data was collected at > ±20◦, showing a clear bias
towards equatorial regions. Looking at Figure 3.9, it is clear why the data is so poorly
distributed: P11 was the only spacecraft to venture, within 12RJ, to latitudes >20
◦
and >40◦ in the northern and southern hemispheres respectively. As a consequence,
the models will be relatively poorly resolved in the polar and higher latitude regions,
particularly in the south.
Further to this, the uneven distribution of observations with radius, as illustrated in
Figure 3.8, may be attributed to P11 having the closest perijove, as illustrated in Figure
3.9. Of all 39 orbits, the only passes within 5RJ of the planet are P10, P11, VY1 and
G34, accounting for just 0.6% of the observations. As the constraint of small scale field
structure is dependant on the presence of proximal data collection, these orbits have the
largest control on resolution of higher degree field components.
In comparison, there is fairly even data distribution with longitude, though as illustrated
in Figure 3.9, different longitudes possess varying amounts of data collected both close
to the planet or at high latitudes; for example, there is a paucity of data at <5RJ be-
tween λ=0-70◦. Finally, there is an unbalanced distribution of data collection with time,
with the numerous orbits made by Galileo dominating the spectrum of measurements,
accounting for ∼97% of the data.
It is desirable for the data to be more evenly distributed through time and space. One
way to formally achieve this would be to weight the models towards data that was col-
lected prior to Galileo, collected at higher latitudes and collected with close planetary
proximity. Whilst it would be easy to devise a statistically quantified routine to carry
out such a task, unequivocally endorsing such a complex practice is difficult; choosing the
conditions imposed is likely to be a balance between both physical significance and per-
sonal preference. Owing to the nature of the modelling methodology, a less ambiguous,
informal way to weight the data is simply to decrease the errors on the data of desirable
orbits and ranges.
Table 3.1 lists the magnetometers from which data is been utilised here, alongside their
measurement ranges, associated error and standard data sampling rate. On the right hand
side of the table is the time-averaged sampling rate associated with the data downloaded
from the PDS and, additionally, the error that we have chosen to associate with each
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magnetometer; this is used in constructing the data error covariance matrix for weighting
the inversions, as outlined in the next chapter.
Within the Jovian magnetosphere, the majority of magnetometers operated in different
ranges with different measurement uncertainty related to instrumental error and data
compression for downlink; however, the error for each mission here has been kept con-
stant at the highest measurement range encountered. This results in the stronger field
measurements having less error attributed to them compare with the weaker measure-
ments; consequently, the modelling routine has greater confidence in the measurements
favourably collected with close proximity to Jupiter and less confidence in those collected
at distance. The analysis here places an error of 0.960nT on all GAL measurements and
0.513nT on VY1 and VY2 measurements. In addition, several orbits have had their
error reduced to force the model fit toward these measurements. The error of 85.94nT,
associated with the VHM Range 6 for P10 and P11 was reduced by a factor of 100 and
applied to both orbits: whilst the magnetometer measurement error is large, their high
latitude, temporally early and close perijoves are desirable. The ULY measurements
also have an extremely large magnetometer error, corresponding to ∼ ±1% associated
with the greatest field strengths recorded from this flyby. To compensate, the ULY error
for the highest magnetometer range within which the inner magnetospheric data was
collected, has additionally been reduced by a factor of 100.
3.5 Summary
This chapter has discussed the magnetic measurements used in this study, in terms of
its source, spatial and temporal distribution and implied uncertainty. There are clear
problems with the data available which are likely to have an impact on the quality of
models we are able to produce, though our informal magnetometer error weighting scheme
aims to partially compensate for this. The issue of data weighting will be revisited in
Chapter 5 when we consider the effect of downweighting the data in the direction of
maximum magnetodisk model misfit.
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P10
and
P11
VHM 5.33s−1
±4 0.02
60 0.859
±14 0.06
±42 0.16
±144 0.56
±640 2.50
±22000 85.93
±140000 546.88
VY1
and
VY2
LFM 16.66s−1
±8.8 0.0022
12 0.513
±26 0.0063
±79 0.019
±240 0.059
±710 0.173
±2100 0.513
±6400 1.56
±50000 12.2
ULY FGM ≤2s−1
±8 0.0039
60 0.215
±64 0.0312
±2048 1.0
±44000 21.5
GAL
FGM
3s−1 or
1/24s
±512 0.25 or 0.016
24 0.960
(inboard) ±16384 8 or 0.5
FGM ±32 0.016 or 0.0001
(outboard) ±512 0.25 or 0.016
Table 3.1: Summary of magnetometer data properties utilised in this study. Details of digiti-
zation, attitude error and other data noise can be found in the text. Galileo error dependent on
whether 12bit or 16bit storage employed; sampling rate dependent on use of “snapshot” mode.
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CHAPTER 4
Modelling Jupiter’s magnetic field and secular variation:
Theory, methodology and previous models
Having discussed the source of the measurements employed in this study, we now turn
our attention to how this data can be used to construct models of the Jovian magnetic
field. For observations collected within Jupiter’s magnetosphere, the total magnetic field
present, B, comprises of two components,
B = BI + BE (4.1)
where BI is the magnetic field generated in Jupiter’s interior and BE represents that
generated by sources external to the planet. For Earth BI is commonly taken as the
field created below the planet’s surface by the dynamo and from crustal contributions;
similarly here for Jupiter, we consider BI simply as the field generated below 1 atm
pressure and BE as that generated outside this region.
This work aims to model BI and constrain any associated secular variation (SV) of
the planetary field; accurately modelling and removing the contribution of BE as far as
possible is integral part of resolving BI with any certainty. In the next chapter, we present
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the background, methodology and results gained from modelling the primary source of
BE at Jupiter, the field from the magnetodisk, BCD. The focus of this chapter is the
approach taken in modelling Jupiter’s internally generated magnetic field and SV.
The chapter begins with essential background information on inverse theory and the stan-
dard practise of representing a planetary field in terms of spherical harmonics. This is
followed in Section 4.2 by a discussion of past models of Jupiter’s magnetic field and the
results of former observational and theoretical studies of jovimagnetic secular variation.
As will be noted, previous estimates for SV at Jupiter vary widely and have been incon-
clusive for a number of reasons. Work presented in this thesis aims to improve upon these
prior studies, using an alternative regularised minimum norm approach; the motivation
for this and other procedural enhancements is outlined in Section 4.3.
The second half of the chapter describes the methodology in more detail; Section 4.4
presents the theory behind employing the regularised technique to obtain field and SV
models, whilst a discussion of the implementation follows in Section 4.5. Like its prede-
cessors, this work suffers from a number of problems, some unique to the Jovian system
and some encountered universally when using limited remote observations to construct
global models. An evaluation of the primary assumptions and failings of our methodology
that may affect the results and conclusions drawn from the research is found in Section
4.6.
4.1 Modelling background and theory
We start with a discussion of two fundamental concepts which govern the work presented
in this thesis: inverse theory and the principle behind numerical representation of a
planetary magnetic field.
4.1.1 Inverse theory
Our knowledge of the Earth and other planets has developed over the centuries as the
result of advancements in both theory and observation. In recent years, computational ad-
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vancements have made it much easier to understand physically complex systems through
improved modelling. Such modelling may be carried out in one of two ways. Forward
modelling is used when a governing model and predefined physical parameters are speci-
fied. This may be stated as
y = F (x) (4.2)
where y are the expected observations, F denotes the model function and x represents
the known model parameters. Using forward modelling, a property may calculated at
a desired time, at a certain location or simply for a specified framework. This process
is inherently unique, providing only one solution for the designated input. Should the
reverse situation be commanded, whereby inferences about the model parameters are
desired from observational data, the problem may be stated as
x = F−1(y) (4.3)
This process is referred to as inverse modelling and is used predominantly in this study,
as we seek to obtain the coefficients (x) that can accurately represent the magnetic field
of Jupiter by fitting the data collected around the planet (y) by the missions outlined in
Chapter 3.
Whilst forward modelling is a straightforward process, there are several problems associ-
ated with inverse modelling; the problem which dominates is the inherent non-uniqueness
of the model solution. This was first formally identified in a geophysical context by Backus
and Gilbert (1967, 1968), who showed, for a continuous inverse problem, that if one solu-
tion can be found and the data are finite, there are an infinite number of solutions which
exist. Furthermore, any solutions that can be constructed are inherently numerically
unstable; small changes and uncertainties in the input data are capable of altering the
model by a vast amount. In addition, instrumental and data errors somehow need to be
accounted for in finding a solution.
Should neither non-uniqueness or instability be encountered, the inverse problem may
be described as “well-posed”; however, as for the majority of geophysical investigations,
the data are finite, whilst the model is not. We return to the question of solving these
“ill-posed” problems in Section 4.3, with discussion of our modelling approach.
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4.1.2 Modelling a planetary magnetic field
The magnetic field of a planet, B may be represented as the negative gradient of a scalar
potential Φ, where
B = −∇Φ (4.4)
which, through knowledge of Maxwell’s equations, must satisfy Laplace’s equation, as
−∇ ·B = ∇2Φ = 0 (4.5)
In planetocentric spherical coordinates (r,θ,φ) (Figure 3.7), a general solution for Laplace’s
equation may be written in spherical harmonic functions. This expansion applied to ge-
omagnetism follows as
Φ =
∞∑
l=1
l∑
m=0
{(a
r
)l+1
[gml cos(mφ) + h
m
l sin(mφ)]
+
(r
a
)l
[Gml cos(mφ) +H
m
l sin(mφ)]
}
Pml (cos θ)
(4.6)
where a is the planetary radius and Pml (cos θ) are the Schmidt quasi-normalised associ-
ated Legendre polynomials (Schmidt , 1935), where
∫ 2pi
φ=0
∫ pi
θ=0
(Pml (cos θ) cosmφ)
2 sin θdθdφ =
4pi
2l + 1
(4.7)
Following Equation 4.1, the parameters which describe the field are the internal Gauss
coefficients, gml and h
m
l , originating from field sources interior to the planet, BI, and
the external Gauss coefficients Gml and H
m
l , describing sources of field being generated
exterior to the planet, BE.
The scale and orientation of the field described by these coefficients projected on a sphere
are determined by their degree, l, and order, m. Low l coefficients are large scale, with
l=1 terms representing dipolar field, l=2 representing quadrupolar, l=3 representing oc-
topolar and so on; with increasing l comes increased complexity and small scale structure.
Simultaneously, m acts to control the field configuration and orientation; for example,
where g01 represents dipolar field about the planetary axis of rotation, g
1
1 and h
1
1 lie or-
thogonal about the equator. Furthermore, when m=0 the coefficients are described as
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zonal, varying purely with latitude; when m=l the distribution is sectoral, with variation
only around the sphere in longitude; for other combinations, the coefficients are said to
be tesseral, tiled in a chequerboard fashion over the spherical surface. For a model with
lmax there are lmax(lmax + 2) total coefficients.
The primary objective of this study is to model BI and establish whether the observations
can be used to detect any associated temporal field variation. With the data free from
external sources, BI at a point can thus be thought of as the summation of the Legendre
polynomials:
Br =
∞∑
l=1
l∑
m=0
{
(l + 1)
(a
r
)l+2
[gml cos(mφ) + h
m
l sin(mφ)]P
m
l (cos θ)
}
(4.8)
Bθ = −
∞∑
l=1
l∑
m=0
{(a
r
)l+2
[gml cos(mφ) + h
m
l sin(mφ)]
dPml (cos θ)
dθ
}
(4.9)
Bφ =
1
sin θ
∞∑
l=1
l∑
m=0
{
m
(a
r
)l+2
[gml sin(mφ)− hml cos(mφ)]Pml (cos θ)
}
(4.10)
Thus, the desired outcome of this study is to use inverse techniques to find a spherical
harmonic model that can accurately represent Jupiter’s magnetic field in terms of Gauss
coefficients; it is the combination of these elements, with varying magnitude, l and m,
which govern the planetary magnetic field structure. As will be discussed, they can
additionally be used to describe the configuration of any SV.
4.2 Past studies of Jupiter’s magnetic field and secular variation
Models of the jovimagnetic field have taken a variety of forms in the past. Whilst early
research considered modelling the field as an offset tilted dipole (OTD) or a dual-dipole
(DD), the majority of studies have employed methodologies based on spherical harmonic
analysis (SHA). The following section is split into three, first describing a selection of the
early non-SHA field models, followed by those that employ SHA and finally considering
studies which focus on changes to Jupiter’s internally generated field. For completeness,
to illustrate procedural variation and to signal the possible source of differences from
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our solutions, the descriptions note treatment of the magnetodisk field removal; this is
discussed at length in the next chapter.
For the past models which employ SHA, Table 9.1 in the Appendix lists the Gauss
coefficients, in RHS System III 1965.0 coordinates. It is perhaps more accessible and
informative to consider the primary component of the modelled field, the dipole. Table
4.1 provides the dipole properties accompanying the listed models. The mean magnitude
of the dipole surface field at the magnetic equator, the magnetic moment |M |, is given
by
|M | =
√
(g01)
2 + (g11)
2 + (h11)
2 (4.11)
whilst orientation can be defined by the dipole tilt, θM , from the rotation axis and
longitudinal angle, φM , from zero longitude,
θM = tan
−1
[√
(g11)
2 + (h11)
2
(g01)
2
]
(4.12)
φM = tan
−1
[
h11
g11
]
(4.13)
4.2.1 Non-SHA models and analysis of Jupiter’s internal field
Early radio telescope analysis: First estimates of Jupiter’s field came not from data
collected around the planet, but from radio astronomy observation in the 1960s.
Carr and Gulkis (1969) presented an overview of this early work and demonstrated
how dipole orientation can be constrained from the direction of polarisation of deci-
metric radiation and the tilt of the polarisation plane; they concluded θM '10◦ and
φM '168◦ (given in the earlier System III 1957.0 coordinates), whilst the maximum
surface field was estimated at '14G. The approach was developed further by Con-
way and Stannard (1972), who were able to show deviations from the dipole with
longitude, inferring a strong multipole field component. A planetocentric dipole
offset was also proposed for Jupiter through investigation of the decimetric radio
emission intensity; for example, the work of McCulloch and Komesaroff (1973)
favoured an offset of ≤0.2RJ northward and ≤0.1RJ in the equatorial plane.
84
Chapter 4. Modelling Jupiter’s magnetic field and secular variation:
Theory, methodology and previous models
OTD modelling (Pioneer 10 ): Smith et al. (1974a) examined the first, “quick-look”
data retrieved from the Jovian system by Pioneer 10; the inversion was limited to
observations between 2.84-6.00RJ to avoid magnetospheric field effects. An OTD
solution was derived, modelling the dipole using six parameters, three dependent
on orientation and three dictating the degree of offset from the planet’s center
of mass. Results favoured a dipole, offset 0.12RJ north and upto 0.19RJ in the
equatorial plane at φ=170◦, with |M | =4.0G, θM ∼15◦, φM ∼130◦ and surface
fields ranging between ∼2.3-11.7G (System III 1957.0). The approach was further
refined by Smith et al. (1974b) for the Pioneer 10 data, similarly between 2.84-
6.00RJ, after analysis of the preliminary data showed spacecraft attitude error.
Dipole displacement from the center of the planet was favoured at 0.11RJ, at θ '16◦,
φ '176◦ longitude (System III 1957.0). Whilst the authors acknowledged that the
lack of data made constraint of the dipole properties difficult, this model produced
|M |=4.0G, θM=10.6◦ and φM=138◦. Even with the data adjustment, however, the
OTD results still differed significantly from those gained previously through radio
telescope observation.
4.2.2 SHA models for Jupiter’s internal field
O4 (Pioneer 11): The first attempt to model Jupiter’s magnetic field using SHA came
with the return of data from the fluxgate magnetometer (FGM) onboard Pioneer 11.
These data greatly improved the spatial coverage, whilst the large non-dipole com-
ponent detected led Acuna and Ness (1975) to suggest that OTD modelling cannot
adequately represent the jovimagnetic field. Instead they presented an early SHA
study calculated to lmax=3, using data collected between 1.7-6.0RJ. Correlations
were noted between the Io footprint and the modelled polar positions and a larger
surface field was favoured over that previously suggested by OTD modelling: 17G
and 13G in the north and south respectively. This work was superseded by the O4
model published by Acuna and Ness (1976), refining estimates for the maximum
northern surface B to 14G and concluding that the quadrupole and octopole are
significant field components (24% and 21% of the dipole). Furthermore, θM was
modelled at <10.0◦, less than that for OTD models; however in constructing these
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models, BE was thought negligible at the inner magnetospheric radii examined and
not therefore not formally considered.
P11b (Pioneer 11 ): Smith et al. (1975) devised an alternate 23 parameter SHA model
for the Jovian field (P11b). Pioneer 11 vector helium magnetometer (VHM) data
were selected for use as previously and BI calculated to lmax = 3; however, the
external field was also given formal consideration with SHA modelling to lmax = 2.
Though having been generated from measurements made by a different device, the
P11b results were reassuringly similar to those seen for the O4 model, with only
small deviations in the dipole properties (Table 4.1).
P11a (Pioneer 10 & 11 ): Subsequently, using the data from both Pioneer missions,
Davis Jr and Smith (1976) derived a number of spherical harmonic models, calculat-
ing BI to the octopole and additionally calculating a quadrupole field representative
of BE, in a similar fashion to Smith et al. (1975). Results and dipole properties
were found lying medially between O4 and P11b, as expected.
V1 (Voyager 1 ): Whilst preliminary modelling and analysis of the Voyager 1 data was
carried out by Ness et al. (1979), the larger perijove (4.9RJ) compared with Pioneer
10 and 11 was problematic: data collection occurred primarily within, or proximal
to, the Jovian magnetodisk. With the new magnetodisk model of Connerney et al.
(1981), CON1981 (Section 5.2.2), Connerney et al. (1982) employed a methodol-
ogy whereby BE and BI were solved simultaneously through singular value decom-
position, using observations within 20RJ. Several parameters were found poorly
resolved, most notably g03, g
1
3 and h
1
3, owing to the spacecraft trajectory and large
perijove. Taking this alternative approach, the magnetodisk configuration was also
found to differ significantly from that previously found for Voyager 1 data by Con-
nerney et al. (1981).
06 (Pioneer 11 & Voyager 1 ): Observations from both Pioneer 11 (<5RJ) and Voy-
ager 1 (<10RJ) were combined by Connerney (1992) to derive the O6 model which
employed SHA to lmax=6; however, through eigenvalue analysis and consideration
of improvement to the RMS misfit, only terms to the octopole were deemed well
resolved and therefore the model is presented only partially solved to 18 of the 48
parameters. As for V1, CON1981 was solved for simultaneously to remove the ex-
ternal field. The resulting model was seen to display reduced octopole contribution
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compared with O4, producing a more “Earth-like” structure.
ULY1 (Ulysses): Whilst there are inherent problems with the data collected by Ulysses
as outlined in Chapter 3, Dougherty et al. (1996) made use of the observations
to derive the ULY1 model. As opposed to directly solving the field, the study
tested the sensitivity of model fit to manual changes in both O6 and CON1981;
a starting magnetodisk configuration following that of Connerney et al. (1981) for
Voyager 1 was employed. Initial results showed a 5.4% reduction in the dipole
g01 compared with O6; however, upon changing the magnetodisk disk thickness to
4RJ and reducing the current density parameter from 225 to 100, the model RMS
misfit was halved and g01 increased. Thus the final favoured model implemented
changes in only these 3 parameters, but in doing so the RMS misfit for Ulysses
data within 13.9RJ was reduced from 43.75nT to 12.55nT. The P11b model was
also evaluated and an improved fit was found with similar reduction of g01 and
identical disk parameter modification.
ULY2 (Ulysses): Similarly to ULY1, Connerney et al. (1996) attempted to model
the field from Ulysses measurements and also found the data favouring changes
to the standard Voyager 1 magnetodisk configuration, indicative of lower current
density. Data between 14-6.1RJ were investigated, with BI and BE solved simulta-
neously and internal field derived to lmax=3. A partial solution was found; of the 21
parameters comprising the solution, eigenanalysis indicated 17 being constrained
effectively whilst g03, g
1
3, h
1
3 and the outer edge of the magnetodisk, R1, remained
unresolved.
VIP4 (Pioneer 11, Voyager 1 & Io-footprint): Several years after the Pioneer and
Voyager probes had collected data from within the Jovian magnetosphere, their
data continued to be used and analysed in new and innovative ways. A prime ex-
ample of this is the derivation of the VIP4 model (Connerney et al., 1998). This
study was similar to O6, making use of Pioneer 11 data (VHM vector measure-
ments from 2.4-8.0RJ and scalar measurements from <2.4RJ) alongside Voyager 1
data (FGM vector for measurements <10RJ). In addition, the position of the Io
flux-tube footprint, as imaged by the Hubble Space Telescope (HST) and NASA’s
Infrared Telescope Facility, were employed to map field lines to the position of Io
at 5.9RJ. This was carried out for 112 footprints and combined with a lmax=4 SHA
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model; a partial solution was obtained using 20 or the 24 coefficients. Whilst treat-
ment of BE occurred simply through removing the CON1981 field configuration
preferred for Voyager 1, implementing such a routine proved especially useful for
better constraining the polar field.
VIT4 (Voyager 1 & Io-footprint): VIT4 extended the work of VIP4 by similarly
modelling to l=4, but additionally considering a greater number of footprint po-
sitions (500) and limiting the in situ data employed. This approach was taken
as analysis of VIP4 showed that the planetary field configuration could be con-
strained fairly well through the use of IFT footprints alone; inclusion of satellite
data was required only to resolve the field magnitude. As a consequence, only the
θ component of the Voyager 1 data collected within 7RJ were employed as they
were deemed least effected by the magnetodisk (Connerney , 2007). Of particular
significance, this model constrains a much larger southern polar field than its pre-
decessors, at 13.2G, comparable with that modelled in the north, at 13.9G; a ±1G
error is quoted on these values.
G2008 (VIP4 & satellite footprints): Whilst not presented in Table 9.1, a recent
study by Grodent et al. (2008) is notable for analysing >1000 HST images of the Io,
Europa and Ganymede footprints. In the northern hemisphere between φ=80-150◦,
the observed footprint positions were observed to significantly depart from VIP4.
The authors proposed a magnetic anomaly to explain this deviation, with an es-
timated magnitude of ∼0.05G R3J, located at a depth of 0.755RJ, at φ=107◦ and
φ=26◦. Inclusion of this anomaly was seen to reduce the surface field at φ=120◦,
θ=0-30◦ and increase the north maximum polar surface field to '20G, whilst dis-
placing it toward φ=160◦. Further discussion of this model is presented in Section
8.1.
AMAL (Pioneer 11 & Amalthea position): A different approach was taken by Ran-
dall (1998), following the detection of a signature in the Pioneer 11 particle data,
indicating the inner moon Amalthea acting as a magnetospheric sink. This particle
depletion infers reduced magnetic field in the vicinity of the satellite, as discussed
in Section 2.4, a signature not accounted for in any pre-existing field models. In-
terpolation between the Smith et al. (1975) and Davis Jr and Smith (1976) models
allowed the creation of a new SHA model, AMAL, which provides a much better
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Table 4.1: Dipole properties for different models
with longitude in RHS of the System III (longitude
increases to the east/decreases with time).
Model |M | (G) θM (◦) φM (◦)
P11a 4.208 10.00 161.24
P11b 4.159 10.28 161.86
O4 4.278 9.61 158.32
V1 4.268 9.57 158.40
O6 4.300 9.40 159.91
ULY1 4.118 10.22 161.24
ULY2 4.171 9.89 161.37
VIP4 4.264 9.52 159.24
VIT4 4.353 10.49 161.90
AMAL 4.195 9.95 162.66
GAL15 4.326 10.16 161.90
GAL13 4.339 10.00 161.83
fit to Pioneer data collected proximal to Amalthea, reducing the local misfit to zero.
GAL15 & GAL13 (Galileo) Whilst several studies analysed and interpreted data from
the Gaileo probe over the course of its ∼7 year orbit of Jupiter (e.g. Russell et al.
(2001)), it was not until a more complete analysis of the magnetic data by Yu et al.
(2010) that a miscalibration of the magnetometer sensors was identified (Sections
3.2). As a consequence, only this later study is presented here, though aspects of
other research will be considered later in this thesis. The inversion employed by Yu
et al. (2010) was based upon using singular value decomposition to find the min-
imised least squares solution with additional robust estimators; however, additional
techniques were employed, including careful evaluation of the eigenvalue condition
number, providing a measure of the “quality of inversion” for models of different
coefficient combinations and dependent on spatial coverage.
Two final models were generated from the full 24 orbits of data: GAL15, a full
octopole model with 15 coefficients and GAL13 a partial octopole model with
coefficients g13 and h
1
3 replaced by their O6 values. The substitution of these pa-
rameters was qualified owing to poor resolution and minimal field contribution near
the equatorial orbital plane of Galileo; g02 was also poorly resolved, but not substi-
tuted. There is no note of implementing external field removal in this study, but
the authors further consider the presence of SV as described in the next section.
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4.2.3 Past studies of jovimagnetic secular variation
A natural extension to studies trying to constrain Jupiter’s planetary magnetic field is
to consider whether it may have changed with time, either independently or through
comparison with previous models. The earliest investigation of changes to the Jovian
field came from remote radio observation from Earth. Berge (1974) speculated that the
internally generated dipole strength might be in decline, following observation of a ∼30%
reduction in integrated flux density inferred from measurement of non-thermal Jovian ra-
dio emissions in the 11 years upto 1973. Studies of decametric radio emission polarisation
by Stannard and Conway (1976) concluded that between 1967-1970 the dipole orientation
had varied on the scale of 0.07±0.05◦ yr−1; this work further placed a constraint on the
magnitude of the total field strength change, favouring no more than 5% variation to the
magnetic moment over the same period.
With the advent of field models created from direct measurements came new estimates
of SV. A massive decrease of 6% was initially suggested for |M | in the year between the
two Pioneer missions (Smith et al., 1976), but this was later attributed to lack of under-
standing and consideration of the magnetodisk phenomenon. The phrase “jovimagnetic
secular variation” was coined by Connerney and Acuna (1982). This extended the work
of Connerney et al. (1982), who detected no notable variation in the field modelled for
Voyager 1 (V1) in comparison with that detected and modelled for the Pioneer 11 en-
counter (O4). Using the same models and fitting a simple linear trend to the dipole terms,
Connerney and Acuna (1982) concluded too that the models showed no statistically sig-
nificant variation, but simultaneously suggested that the differences could be consistent
with a change similar to geomagnetic SV. For instance, the difference in model g01 was
consistent within one standard deviation to an increase of 0.06% yr−1 or a decrease of
0.17% yr−1. The equatorial dipole parameters favoured a “negligible” drift of 0.22% yr−1,
with the suggestion that this may be related to poor constraint of Jupiter’s rotation rate;
θM displayed stability, with a change of only 0.03% yr
−1. Limited spatial and temporal
coverage of the data used in this study has clear implications for the accuracy of its SV
estimates.
More suggestions of jovimagnetic SV, or lack thereof, were proposed with the return of
Ulysses and Galileo measurements. Russell et al. (2001) investigated change in the dipole
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longitudinal orientation, by fitting the residual between O6 and the Khurana (1997) disk
model for two periods of Galileo data averaging 1998 and 2000. The results suggested
a longitude of 160.4±0.7◦ and 160.0±0.7◦ at the respective epochs; when weighted and
least squares fit, a change in φM of 0.01
◦ yr−1 was inferred since the O6 epoch (mean
time of 1977). Whilst drift of the reference frame was suggested as at least a partial
root for the change, some true magnetic secular variation was not discounted; however,
the methodology and limited magnetodisk field consideration may not lend itself to an
accurate constraint of changes.
Recently, Yu et al. (2010) considered both short-term and long-term SV alongside their
GAL15 and GAL30 models of Jupiter’s field during the Galileo era. First, the condition
number of 24 orbits was analysed for full l=2 and l=3 models. Those solved to the
quadrupole were favourable and removing g02 further improved reliability; however focus
was given to l=1, as the estimated accuracy of determining these terms was significantly
larger than the quadrupole. Splitting the orbits by time of collection into 6 groups of
4, the respective solved dipole terms were analysed through one-way analysis of variance
(ANOVA). Whilst preliminary F-statistic results suggested 95% confidence in a true
change to g01, more detailed analysis showed a large difference between the 1997.6 mean-
time group, putting into question any constraint of true SV. Similar analysis of g11, h
1
1
and dipole tilt were also inconclusive or favoured no variation. In contrast, the F statistic
for g22 surprisingly suggested significant change.
To consider long term changes, Yu et al. (2010) derived a quadrupole model for all
24 Galileo orbits considered and compared it with the quadrupole parameters of other
solutions from the literature. Assuming no error between their new model and O6, g01
was estimated to change at ∼0.03% yr−1, whilst g11 and h11 showed greater variation. The
non-axial dipolar change, and that associated with g22, were again attributed to inaccurate
constraint of the planetary rotation rate. We will similarly consider the possibility and
implication of this in Chapter 7.
Alongside estimates of jovimagnetic secular variation from observational evidence, the-
oretical studies have attempted to unravel how Jupiter’s field might change with time.
Yu et al. (2010) suggest that slower secular variation might be expected compared with
Earth based upon the larger planetary and core scales. Based upon compositional and
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dynamical arguments for the interior, a number of studies have also considered temporal
variation of Jupiter’s field from an alternative viewpoint: the problem of magnetic field
reversals. With a dynamo generated by currents in metallised hydrogen similar to the
Sun, but on a scale closer to the geodynamo, we might logically assume field reversals to
occur on a time frame between the 11-year solar period and the ∼10-100s of thousands of
years generally observed at Earth. This is indeed the conclusion drawn by Hathaway and
Dessler (1986), who suggest that the process may occur quasi-periodically on a time-scale
of centuries. Conversely, Levy (1976) found a longer period of ∼10,000 years more likely.
None of these studies of reversal frequency are particularly conclusive or convincing.
4.3 Approach: How do we better model Jupiter’s field and SV?
We have outlined how Jupiter’s planetary magnetic field and secular variation have been
investigated in the past, demonstrating the range of techniques and methodologies pre-
viously employed. In an attempt to better constrain both the spatial configuration and
any temporal changes, we take an altogether different approach, seeking to remedy three
fundamental problems identified with these studies.
The first problem prevalent in previous field and SV models comes with consideration
of the external field. Early OTD investigations did not formally consider modelling BE,
instead choosing data from inner magnetospheric regions believed to be current free; this
led to vast estimates for SV that have since been discounted. With implementation of
SHA for internal field modelling, came representation of BE using Gauss coefficients.
Return of data from Voyager in 1979, with greater, lower altitude perijove, required
an improved approach for the removal of BE, prompting derivation of the CON1981
magnetodisk model. Whilst this was not the first study to consider modelling BCD,
the results superseded previous attempts (Section 5.2). Even with the proposal of more
advanced and complex routines, CON1981 remains the most commonly used model for
removal of external fields for studies of BI at Jupiter and, by extension, Saturn’s BI.
Whilst CON1981 can therefore by used to better model and remove BCD for planetary
field study, the procedure by which this removal has been implemented in past studies is
problematic and varies significantly.
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The configuration of the inner magnetosphere is commonly accepted to show far less
change with time than the outer magnetosphere; that said, there is still evidence of short
and long term temporal variation (Section 2.3.5). Though the O6 and V1 models solved
for BE simultaneously with BI, many investigations which have employed CON1981
commonly either assume that the Voyager 1 disk configuration proposed in Connerney
et al. (1981) is an adequate representation for the field or solve the field for only a
limited number of parameters. Both of these approaches are inappropriate and do not
fully take into account how the magnetodisk configuration and field might change with
time; it is vital to accurately constrain BCD to prevent extraneous data being mapped
into estimates of how BI has changed. To ensure maximum confidence in our field and
SV models, for each individual orbit of data used to inverse model BI, the magnetodisk
field is also being individually modelled using CON1981 and an iterative rather than
simultaneous, solving routine. This process is discussed at length in Chapter 5.
The second problem identified in previous Jovian field and SV models comes with con-
sideration and selection of data. Early studies had no choice but to try and construct
global models from limited observations. Whilst latitudinal coverage of Jupiter by Pi-
oneer 10 and 11 was fairly good, there are inherent problems with constructing a field
model from data confined to one or two spacecraft trajectories, as discussed in Section
4.1.1. Challenges also come with trying to resolve higher degree field components from
data collected far from the planet; higher magnitude dipole field overprints the small-
scale field components whilst geometric attenuation is additionally problematic (Section
4.6.5). As a consequence, models such as V1 which exclude data proximal to Jupiter
suffer from an inability to constrain field complexity. Connerney (1981) demonstrated
these issues formally, showing that even high magnitude, complex planetary field features
at Jupiter may not be modelled if there is a sparse dataset.
The measurement distribution with time is also an important consideration for the study
of SV and is where some such studies falter. There have been a breadth of estimates for the
degree to which Jupiter’s field may have changed based upon comparative examination
of various datasets; however, it is clear that the longer the period of investigation, the
more likely changes are to be identified. To minimise spatial bias and ensure that our
models have a high chance of constraining any SV that may have occurred in BI, all data
collected around Jupiter within 12RJ are considered for use in this study; we choose 12RJ
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to minimise the effect of external fields as discussed in Chapter 5.
The third problem identified in prior studies comes with the methodologies used to model
the field and SV. SHA is accepted as the most appropriate method for modelling the
Jovian field, as implemented for Earth. Owing to the limited data distribution at Jupiter,
previous models have been truncated at low lmax to introduce no more free parameters
than may be solved for from the data. Simultaneously, if the model lmax is set too
low, large errors will be associated with the low l terms as a result of strong coefficient
covariance (Connerney , 1992). Whilst truncating the SHA expansion at lmax of 3 or 4
has been the general trend for prior models, this further assumes that the total field is
comprised purely of low degree harmonics; they are consequently incapable of representing
complex, small-scale structure. Such truncation would not be required if there were a
global array of observations, but even with consideration of all available data within
12RJ, distribution is poor.
Whilst the partial solution, singular value decomposition methodology such as that em-
ployed for O6 aims to counterbalance such problems, this discards eigenvectors associated
with eigenvalues with small or zero magnitude, whose amplitude is very poorly deter-
mined. The resulting partial solution fits the data, but typically displays non-physical
properties, particularly very high power at high l. Thus high degrees must be discarded
in order to obtain a physically reasonable model; however, without these high degree
coefficients, the model no longer fits the data and is invalidated as a physically realistic
representation. Furthermore, employing a methodology whereby estimates of SV are con-
structed from models generated at different epochs by different means is not altogether
a prudent idea.
Here, we represent the field in terms of spherical harmonics, but take a regularised
minimum-norm approach. This allows us to generate stable, higher degree models of
the internal field and SV than that attained by previous studies. Section 4.4.2 describes
implementation of this technique.
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4.4 Methodology
The following section presents the methodology employed in this study for solving a SHA
model of BI and its secular variation from the data; that for BE is presented in Chapter
5 alongside the magnetodisk modelling results and associated analysis.
4.4.1 Constraining secular variation of BI
To satisfy our aim of investigating jovimagnetic SV, we generate two types of model for
the internal planetary field:
(a) The “Jupiter time-averaged” (JTA) solutions are generated by inverse mod-
elling the full dataset, spanning∼1973-2002 but assumes the field is unchanged during
this time. The total number of parameters in these models are the lmax(lmax + 2)
Gauss coefficients, gml , defined in nT. We note that the name of these models is
slightly misleading; the field is not “time-averaged”, but averaged over all data, rep-
resenting the field as constant in time.
(b) The “Jupiter secular-variation” (JSV) solutions are generated by inverse
modelling the full dataset, but consider linear time-variation of the Jovian field.
This is employed through additionally parameterising each Gauss coefficient by a
temporal parameter obeying
Sml = g
m
l + T
m
l t (4.14)
where Tml is the secular variation and S
m
l is the resulting magnitude of g
m
l at time,
t, which we set halfway through the period of available observations at 1988.38. The
total number of parameters in these models are double that of JTA with lmax(lmax+2)
Gauss coefficients and a conjugate set of lmax(lmax + 2) temporal coefficients defined
in nT yr−1.
Once the optimal parameter space and JTA and JSV models are constructed, we com-
pare the favoured solutions for attributes such as smoothness, resolution and model to
data misfit. It is conceivable that if the JSV solutions show an improvement in optimal
qualities relative to JTA, constraint of temporal changes to the field may be inferred;
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however, such assertions should be made with caution. Care must be given to ensure
that the model enhancement is not purely the result of increasing the parameter space,
whereby there will be a natural improvement in properties such as model to data misfit.
Furthermore, any change must be justified as originating with changes to the planetary
magnetic field as opposed to another element within the system. Chapter 6 provides an
initial evaluation of the modelling results whilst an in depth analysis of the source of our
modelled SV is presented in Chapter 7.
4.4.2 The regularised minimum-norm approach
To construct the JTA and JSV models, we return to the concept of inverse modelling
introduced in Section 4.1.1. To solve an inverse problem such as this, we require three
things: a dataset, a way to numerically represent the solution and knowledge of errors
on the data. If the problem is linear, Equation 4.3 may be rewritten as
γ = Am + e (4.15)
where γ is a vector containing the observational data, m is the model vector containing
the parameters to be determined and e is the error vector. A is a matrix containing
the equations of condition which link γ with m. In the problem faced by this study, we
seek to find m containing the Gauss coefficients that describes Jupiter’s internal field;
however, there are an infinite number of model solutions which fit the finite data resulting
in an inherent non-uniqueness.
To obtain the model solution, m, we follow the method of least-squares and construct
the generalised inverse, by multiplying both sides by AT so that
ATγ = ATAm + ATe (4.16)
where ATA is referred to as the normal equations matrix and ATγ the right hand side
vector. If we assume that the errors are distributed with zero mean and multiply both
sides by (ATA)−1 then
m = ATγ(ATA)−1 (4.17)
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This is equivalent to seeking the objective function, Q, which minimises the sum of
squares of the errors, e2, between the model and equations of condition, Am, and the
input data, γ,
e = γ −Am (4.18)
Q = e2 = eTe = (γ −Am)T(γ −Am) (4.19)
However, following Whaler and Gubbins (1981) and Gubbins (1983), we do not seek to
minimise simply eTe but, as we have estimates of the instrumental error, assume it to
be normally distributed with zero mean and thus seek to minimise the weighted least-
squares,
eTCe
−1e (4.20)
where the data error covariance matrix, Ce, is
(Ce)ij = cov(ei, ej) (4.21)
with diagonal elements containing information about the variance of the respective mag-
netometer observations (Section 3.4). Furthermore, as opposed to simply minimising the
misfit, the model smoothness is additionally considered in choosing the best solution,
following a minimum norm approach. We quantify this smoothness through the use of a
quadratic norm, N ,
N = mΛm (4.22)
where Λ is a positive definite matrix. In the simplest case Λ = I, where I is the identity
matrix; however, Λ may also represent a more complex physical constraint, as discussed
in the next section. The objective function we seek to minimise therefore becomes
Q = (γ −Am)TC−1e (γ −Am) + λmΛm (4.23)
where λ is referred to as the damping parameter (a Lagrange multiplier). By applying
damping alongside the norm the null space of the normal equations is eliminated and
very small eigenvalues are increased, dramatically increasing the stability of associated
eigenvectors. As a consequence, as λ→ 0, the misfit is preferentially minimised and the
solution is highly complex and unstable. As λ → ∞ the solution is more smoothed and
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the underdetermined problem is stabilised; however, this is accompanied by an increase
in model to data misfit. Establishing the appropriate level of λ where there is a trade-
off between the desirable smoothness and model misfit requires some analysis but upon
creation of these solutions, even the lower l terms are likely more accurately resolved
than those in the SVD partial solutions.
The methodology employed here closely follows that of Holme and Bloxham (1996a)
where a similar approach was successfully applied to modelling the field measured during
single flybys of Uranus and Neptune by Voyager 2. Application of regularisation to model
the Earth’s magnetic field originates in studies from the 1980’s (e.g. Shure et al. (1982)).
Furthermore, since commencing this study, regularised minimum norm inversions have
been used in analysis of Cassini data from Saturn (Sterenborg and Bloxham, 2010) and
for Messenger data from Mercury (Uno et al., 2009). At the time of submission (Septem-
ber, 2012) this regularised study remains a unique approach to modelling the Jovian
field.
Finally to solve the model normal equations with the inclusion of damping we find the
maximum-likelihood solution of the model parameters, mˆ, can be established via
(ATCe
−1A + λΛ)mˆ = ATCe−1γ (4.24)
mˆ = (ATCe
−1A + λΛ)−1ATCe−1γ (4.25)
Various matrix decomposition methods may be employed to solve this; in this study
Cholesky decomposition is favoured for the majority of analysis, with resolution analysis
employing an additional solving routine based on eigenvalue construction. As noted, this
is carried out for a range of λ from which we choose our preferred model.
4.4.3 Choice of smoothing norm
Whilst a multiple of I would be the simplest way to smooth the models using the regu-
larised approach outlined above, we employ more complex array of norms. These have
direct applicability to planetary field modelling and, in some cases, the implications and
results gained from their use can lead to interesting findings. The effect of using five dif-
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ferent smoothing norms are tested in Chapter 6; presented below are the quantity they
seek to minimise and the associated function which comprises the diagonal elements of
Λ.
(a) Mean square field intensity over a surface (Br)
∮
B2dΩ
∣∣
r=RIMT
and (l + 1)
(
1
RIMT
)(2l+4)
(4.26)
(b) Mean square radial field over a surface (Br2 )
∮
B2rdΩ
∣∣
r=RIMT
and
(l + 1)2
2l + 1
(
1
RIMT
)(2l+4)
(4.27)
(c) Mean square of horizontal derivative of radial field (HBr2 )
∮
(∇HBr)2dΩ
∣∣
r=RIMT
and
l(l + 1)3
2l + 1
(
1
RIMT
)(2l+6)
(4.28)
(d) Lower bound on internal ohmic heating (Ohm)
∫
J2
α
dV
∣∣∣
r<RIMT
(l + 1)(2l + 1)(2l + 3)
4piα0l
(
1
RIMT
)(2l+3)
(4.29)
(e) Lower bound on internal ohmic heating, with extended consideration of
conductivity (OhmC ) ∫
J2
α
dV
∣∣∣
r<Rα
(l + 1)(2l + 1)(2l + 3)(2l + 4)
4piα0l
[Rα − RIMT]
[(
1
Rα
)(2l+3)
−
(
1
RIMT
)(2l+3)]
(4.30)
Norms (a)-(c) were first suggested by Shure et al. (1982) and smooth by minimisation
of field components over the core surface; those presented here have been Schmidt nor-
malised following Holme and Bloxham (1996a). This smoothing was proposed in an
attempt to allow downward continuation of satellite and surface field measurements to
the CMB, without the results being unrealistically rough due to contamination from
external components such as crustal magnetisation.
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Norms (d) and (e) are based upon constraints on core ohmic heating which occurs through
the dissipation of electrical energy, contained within the magnetic field generating cur-
rents of the dynamo region, into thermal energy. The idea that a lower bound may be
placed on this quantity follows Gubbins (1975), who suggested that for a known field and
dynamo generation region of constant conductivity, α, there is minimum level of ohmic
heating, J , that may be determined from the associated distribution of current in the
core volume, V , following ∫
J2
α
dV =
∫
(∇×B)2
µ20α
dV (4.31)
where µ0 is the permeability of free space. As a consequence, when used as a smoothing
norm we seek fields with the lowest minimum bound on heating; however, this requires
knowledge of the planetary electrical conductivity profile.
The conductivity profile employed is the primary difference between norm (d) and norm
(e). The first considers a distinct transition between an electrically conductive “core”
and non-conductive outer planetary shell, much like the nature of the Earth’s interior
and CMB boundary. In contrast the second allows for a drop-off in conductivity outside
the dynamo generation region. This configuration may be defined as
α =

α0 r < RIMT
α0(
r−RIMT
Rα−RIMT ) RIMT < r < Rα
0 r > Rα
(4.32)
where α0 is the value of conductivity in the core. This norm was proposed by Holme
and Bloxham (1996a) for applying the ohmic heating smoothing constraint to models of
Uranus and Neptune’s field, which are believed to have a continuous transition between
insulator and conductor similar to that hypothesised for Jupiter (but in an ionic liquid);
we refer the reader to this work for further details of norm function derivation.
4.4.4 Smoothing modelled SV
Up to this point our discussion of the applying regularisation has focused on smoothing
the modelled field; however, consideration is needed for the additional parameters used in
constraining SV (Equation 4.14). As the spread of observations through time is equally,
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if not more, poorly distributed than than the spatial distribution, temporal regularisation
is further required to ensure a realistic and unbiased representation of the changes. In
doing so, the temporal coefficients are considered separately, weighted in an additional
matrix and controlled by a supporting temporal damping parameter, τ . Thus, in finding
our optimal JSV models, our objective function becomes
Q = (γ −Am)TC−1e (γ −Am) + λmΛm + τmΛm (4.33)
Whilst for each model presented we use a consistent norm for both the spatial and tempo-
ral regularisation, the magnitude of λ and τ are varied independently. As a consequence,
resolving the optimal models becomes a more involved task, based on a selection of
analytical tools; we present this model constraint in Chapter 6.
4.5 Modelling implementation
Shown in Figure 4.1 is a flow-chart illustrating the routine employed in obtaining our
preferred JTA and JSV models. This presents the methodology in a far more accessible
way than would be achieved through a written description and, consequently, we limit
our account of the modelling implementation here.
The fundamental nature of the work comprises of three primary components. Firstly,
the misfit between one orbit of data and a pre-exiting field model is calculated, used
to derive a solution for the coincident magnetodisk field and removed from the input
observations. Next, having done this for all orbits, the data is compiled and a new
regularised JTA model generated; returning to the first step, this is used as input and
the process iterated. Finally upon reaching convergence, the compiled dataset is used to
compute both an optimal JTA model and JSV model. Comparison of the respective
model properties allows assertions to be made about the presence and magnitude of SV,
as previously discussed in Section 4.4.1.
This iterative procedure was chosen over a simultaneous BI and BE solving routine based
upon our previous arguments and following preliminary work by C. Gilder, who completed
her undergraduate project in the subject at the University of Liverpool in April 2006. In
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PREFERRED 
JTA MODEL
Once preferred JTA mode is chosen, 
use compiled dataset from same
iteration to model JSV field 
PREFERRED 
JSV MODEL
Figure 4.1: Flow chart of methodology taken. Refer to Figure 5.4 for a similar flowchart
illustrating the approach taken in modelling the external magnetodisk field.
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this study, all data within 10RJ were used to solve regularised models of the field and
magnetodisk using CON1981, with linear time parameterisation as considered here.
Whilst the models inferred g01 to be changing at a rate of 0.007% yr
−1, an extremely
large misfit was found in the magnetodisk field, leading to poor solution convergence and
demonstrating the need for iterative solving.
The Fortran code employed in implementing aspects of this routine is based on that used
by C. Gilder, originally devised by J. Bloxham (Gubbins and Bloxham, 1985), developed
by D. Gubbins, K. Whaler and others, and adapted by R. Holme (Holme and Bloxham,
1996a). Lengthy shell scripts and additional Fortran code were written to deal with the
iterative process. The magnetodisk solving routine requiring separate coding with much
inherited from R. Holme, whilst Press et al. (1992) provided the basis and motivation
for exploring the use of various non-linear numerical optimisation routines (Chapter 5).
More details of the iterative procedure can be found in Section 5.3.2.
4.6 Evaluation of methodology
Implementation of the regularised methodology seeks to resolve problems encountered by
previous modelling attempts; however, there are a number of outstanding difficulties and
inherent conjectures being made here. Whilst our later model analysis seeks to resolve
some of these issues, there remain other unavoidable assumptions associated with the
methodology and analytical techniques employed. In this section we outline a number
of problems which are implicit to the overall study and should be kept in mind when
considering the full spectrum of research presented in the following chapters.
4.6.1 Model selection
Whilst employing a regularised minimum norm approach has many benefits, there is one
fundamental issue with its use: establishing an appropriate level of damping. We later
explore at length how the magnitude of smoothing affects our models, but at the end of
the day, choosing an appropriate value for λ is a qualitative process with no definitive
answer. This subjectiveness should be taken into account throughout evaluation of the
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work; however, the reader should find adequate justification for our preferred solution in
Chapter 6.
4.6.2 The magnetic field source region
Our favoured smoothing norm requires knowledge of RIMT (i.e. dynamo source depth)
and the profile of electrical conductivity drop-off outside this region. Furthermore, the
depth at which the molecular hydrogen becomes conductive is unknown, as is the nature
of the transition to the primary dynamo source. Whilst the smoothing norm accounts for
a drop-off in conductivity to Rα, this is assumed linear for convenience; an exponential
decay in conductivity would be more appropriate, but is unlikely to have a great effect
on the models generated. We additionally do not know whether the interior follows
the same degree of flattening as the ellipticity of the planetary surface and question
the degree to which the region between RIMT and Rα might be contributing to field
generation. Furthermore, α within the metallic Jovian core is assumed to be constant
(constant magnetic diffusivity) which may not be appropriate.
The uncertainties in constraint of RIMT and Rα have been discussed qualitatively in
Section 2.2.2, but are considered in more detail with analysis of the results of hydrogen
shock experiments in Section 6.2.3. Even with these experiments and other theoretical
arguments, the exact locations are still unknown. We consider better constraining these
depths and the length scale of the transition throughout the thesis, but resolving beyond
a basic linear change in conductivity will not be attempted.
4.6.3 Magnetodisk removal procedure
Prior to solving for the internal field, the external field must be accurately removed from
the data in order to ensure that this source is not influencing our resolution of planetary
generated field or SV. This is discussed at length in Chapter 5, where we conclude that
BE can effectively be isolated and its contribution and temporal variation eliminated
from the data.
We seek to solve the magnetodisk field and internal time-averaged model iteratively until
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mutual convergence is reached, following the procedure outline in Figure 4.1. At the
final iteration, the disk field models calculated for every orbit are removed from the
data, compiled and used as the input to calculate both the JTA and JSV models. It
is unlikely that such a routine is truly appropriate with the alternative of additionally
iteratively solving the magnetodisk and the JSV model perhaps a better option. Whilst
we acknowledge this approach, we will not consider the latter option both due to the
large amount of computation time associated with finding the appropriate disk field
configuration; it may also be more difficult to distinguish between temporal changes to
the magnetodisk and those to the internal field.
4.6.4 Model truncation
We have been critical of previous studies for truncating their models at a low spherical
harmonic degree and creating only partial solutions. Whilst the regularisation employed
here permits derivation of stable models to a higher degree, there is a limit beyond which
inclusion of higher harmonics does little to improve model fit and only acts to increase
computation time. As a consequence, the expansion will similarly introduce the false
assumption that all field can be constrained to Gauss coefficients within the designated
lmax, whilst higher harmonics are effectively set to zero. Choosing the level for truncation
will be considered in Section 6.2.1.
4.6.5 Geometric attenuation
Whilst the measurements used in this study have been collected at significant radii from
Jupiter, they must be projected inward to in order to describe the planetary field. This
is problematic as a result of geometric attenuation, which acts to decrease the measur-
able field more strongly both with distance from the dynamo source and for smaller
scale (higher l) structure. For the planetary magnetic field it holds that the geometric
attenuation factor follows (
r
RIMT
)l+1
(4.34)
where r is an arbitrary radius outward of RIMT. If r = a, the planetary radius, and the
field contribution from any sources to Rα are discounted, the ratio of (r/RIMT) is '1.18,
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assuming RIMT=0.85RJ. This is less than the ratio of '1.8 for Earth and contributed to
early proposals of a shallow dynamo source, with relatively greater multipole components
being modelled at Jupiter’s surface.
Even with a shallower dynamo, however, the distance at which the data employed in
this study are collected is great, with > 99% from outward of 5RJ. Following Equation
4.34 and as shown in Figure 4.2 the field structure will have decreased hugely at these
distances; for example, while the magnitude of l = 2 components decreases by a factor of
∼100 by 12RJ from the planet, for l = 7 the attenutation factor is >1×109. Consequently,
the main field begins to a approximate a dipole when viewed remotely, as higher field
harmonics are reduced and overprinted by the generally higher magnitude, lower l field
components. The problem is greater still for temporal changes to the field, with SV of l
coefficients decreasing by an attenuation factor of
(
r
RIMT
)l+2
(4.35)
as also illustrated in Figure 4.2.
The implication of this geometric effect for both field and SV attenuation lies not only
with upward continuation from the dynamo source, but also with downward continuation
of the measurable field. As the observations are projected inward to the planetary or
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Figure 4.2: Demonstration of attenuation factor for field and SV with r and l.
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dynamo surface, complex field structure will be unrealistically enhanced in magnitude
to varying amounts. This should be taken into consideration throughout the following
analysis.
4.6.6 Jupiter’s outer molecular shell
Alteration of the field projected to and from the dynamo source may also occur via non-
geometric means. At Earth, field models devised from data collected at and above the
planetary surface are commonly extrapolated down to the outer core to provide important
information about the CMB and geodynamo mechanism. In the following chapters we
similarly wish to project the modelled field to the dynamo source, with the hope to better
resolve interior processes and dynamics; however, in doing so we have make assumptions
about Jupiter’s outer shell. Firstly, we generally present the field projected to RIMT as
opposed to Rα, the outer extent of conductive material. This makes the assumption
that there is no strong source of magnetism from this region or Jupiter’s outer shell (in a
similar fashion to assuming no source of mantle magnetism at Earth). Whilst the OhmC
smoothing norm allows for a linear drop off in conductivity, we do not favour this region
to be contributing greatly to field production; however, the currents present will affect
the field leaving the core.
In Earth’s mantle any currents present are thought to be generating purely toroidal field
and flowing at a steady rate in a spherically symmetric medium, thus creating a geostatic
potential and not having a great effect on field observed at the planetary surface (Roberts
and Scott , 2003). Thus the geomagnetic field may be projected to the CMB. Unfortu-
nately, the same cannot be strictly assumed for downward and upward extrapolation of
secular variation at Earth: unsteady outer core currents can induce toroidal mantle cur-
rents, changing the observed SV. Owing to the mantle being significantly less conductive
than the core, however, any alteration is marginal and can generally be disregarded.
At Jupiter, a favoured drop-off in conductivity from the dynamo source into the outer
shell is likely to have a very different effect on the field. The motion of this highly con-
ductive material may be capable of dramatically altering the magnetic field both through
increased magnetic diffusivity and advection of the non-axisymmetric component; the
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latter process is noted to be possible if the material movement has a relatively large
velocity shear associated with it (Stevenson, 1982). Whilst this field line attenuation
and advection is of primary concern for the validity of our magnetic field models, the
implication is even more drastic for modelled secular changes. Should SV be present, the
conductive fluid above the core may alter its course or decay its magnitude significantly.
Added complexity to this problem comes through consideration of possible differential
rotation of the Jovian interior with depth and latitude.
4.6.7 Consideration of error
We are unable to place formal error or uncertainty constraints on our models owing
to the nature of the regularisation employed; measures of the root mean square (RMS)
error will be provided in Chapter 6, but the qualitative choice of λ strongly effects the
value. Consideration is given to instrumental error as it plays an integral part of our
methodology, through the error in our objective function being weighted by the data error
covariance matrix. There is no consideration of any spacecraft altitude or positional error,
though we assume these to have a small effect on the models; the Galileo magnetometer
miscalibration identified by Yu et al. (2010) is accounted for.
4.7 Summary
In this chapter we have presented an outline of the methodology we employ in construct-
ing models of Jupiter’s magnetic field. To resolve problems identified with previous field
and SV studies, there are three primary differences to our modelling approach: all data
collected between 1973-2003, within 12RJ , are considered for modelling; the magnetodisk
field is modelled using CON1981 for each individual orbit of data to allow for possi-
ble time variation of the current sheet; and a regularised minimum norm approach is
employed. Following this routine, two models of the field are created, the JTA model
averaged from all data and the JSV solution which allows for linear time variation of
the field. By comparing desirable model properties, SV of Jupiter’s magnetic field may
be implied or discounted.
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Several problems exist with our methodology, some universal to the inverse techniques
employed in constructing planetary field models and some related to uncertainties in our
knowledge of the Jovian system. There is little we can do to initially better correct
for these effects, but our results will be used to try and better resolve some of these
unknowns, particularly with regard to Jupiter’s interior. Furthermore, the great con-
sideration which has gone into model construction, from magnetodisk analysis to data
selection, is unprecedented; the solutions will provide the most complete picture of the
Jovian magnetic field to date, whether or not SV is constrained.
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Removal of the external magnetodisk field
The internal magnetic field of a planet, BI, may be modelled using spherical harmonics
should the region of space be free from any other external field contribution, BE (Equa-
tion 4.6). Such a case is rarely encountered in nature and far from that observed at
Jupiter. As a consequence, an integral part of the modelling procedure presented here is
to account for the BE contribution to the data, so that BI may be accurately constrained
and any temporal variation of the Jovian internally generated field resolved. Hence, a
planetary magnetic field model is only as good as the procedure used to remove the ex-
ternal component and, for that reason, a full analysis of the procedure employed in this
study is presented in this chapter.
At Jupiter, the primary component of BE within the inner magnetosphere originates
from an equatorial magnetodisk and, as a consequence, an accurate depiction of the field
it generates, BCD, may be gained from directly modelling this feature. Some previous
studies of Jupiter’s internal planetary field have simultaneously solved for BCD; however,
the majority have largely either forward modelled the magnetodisk field using the model
of Connerney et al. (1981) and published configuration for Voyager 1, or inverse modelled
solving only for the parameter which defines current density. Here we take an iterative
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approach, inverse modelling BCD for each orbit and seeking a more extensive solution
of the Connerney et al. (1981) magnetodisk configuration. In doing this we hope to
better constraint and counter any temporal changes to the disk that might otherwise be
interpreted as secular variation of the internal planetary field.
In a similar fashion to the removal of BCD required to study BI, Jovian magnetospheric
studies require the removal of BI to investigate BCD and magnetodisk configuration.
Previous work has commonly employed the O6 or VIP4 models for removal of BI,
calculated to a maximum spherical harmonic degree of 3 and 4 respectively (Section 4.2).
The l =7 internal field models generated in this study will clearly have an affect on the
modelled magnetodisk structure and field, so differences between our results and those
in the literature are to be expected.
This chapter begins with a summary of the external fields present in the Jovian mag-
netosphere, prior to an overview of existing models for BCD. A discussion of the model
employed in this study, that of Connerney et al. (1981), follows in Section 5.2.2 with
an outline of the theory, configuration and subsequent numerical reformulation by Gi-
ampieri and Dougherty (2004). Section 5.3 presents our methodology for modelling the
magnetodisk, followed by our initial results in Section 5.4. An analysis of result valid-
ity, parameter covariance and trends in the results is presented next. We find ourselves
reasonably confident in our constraint of BCD, but poor constraint of certain parameters
means that we are less confident in our solutions for the magnetodisk configuration. The
chapter concludes with consideration of extending the Connerney et al. (1981) model to
better describe the true nature of the Jovian inner magnetospheric plasma.
5.1 External fields at Jupiter
For Earth, Tsyganenko (1989) noted that BE is comprised of several primary compo-
nents,
BE = BCF + BRC + BT + BFAC + BOF (5.1)
where: BCF represents the Chapman-Ferraro currents, generated by the interaction of
currents flowing along the magnetopause; BT is the field generated by currents in the
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magnetotail (and any associated field generated through magnetotail current interac-
tion with the magnetopause); BRC is the field generated by the ring current (and any
associated shielding field generated through interaction between the current and magne-
topause); and BFAC is the contribution from magnetospheric field aligned currents. In
addition, BOF is the field from any other sources, such as the crustal field at Earth. At
Jupiter additional contributors to BE include the moons and variable plasma concentra-
tions associated with the Io torus. Differences are also present in BRC, at Earth being
generated by the Van Allen belts, whilst at Jupiter a far more extensive field is found,
owing to the current sheet and magnetodisk field, BCD.
For this study, only data collected inside of 12RJ are employed; this serves several pur-
poses. Firstly, as discussed in Section 4.1.2, there is a radial dependence of BI, with
increased rate of decline associated with higher Gauss coefficient degree, l. To maximise
the modelling of small scale field components and avoid the risk of regularisation smooth-
ing over these features, greater consideration should be given to data collected close to
the planet. As discussed in Section 3.4, no formal weighting has been implemented to
bias the modelling toward joviproximal measurements, so by limiting data coverage to
within 12RJ this data will comprise of a relatively greater proportion of higher degree
components than would otherwise be the case.
Secondly, the primary components of B within the inner magnetosphere are BI and
BCD. Acuna et al. (1983) first noted that BCD becomes comparable in magnitude to
BI at equatorial latitudes outwards of ∼15RJ. Limiting data collection to within 12RJ
consequently ensures that BI is the primary component measured. As will be discussed,
this is of particular importance as we have limited confidence in the validity of the models
for BCD being employed and want any associated problems to be minimised.
Further to the removal of BCD, data collected with proximity to natural satellites is
rejected, for the reasoning discussed in Section 2.4. It is conceivable that there are also
small contributions to B from other components of BE within 12RJ, but these are likely
to be orders of magnitude less than either BI or BCD. For example, BCF is estimated to
be negligible within 90RJ, while BT is only of importance in the nightside magnetosphere
at distances of >50RJ (Engle, 1991).
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5.2 Modelling of Jupiter’s external and magnetodisk field
Jupiter’s magnetodisk originates from currents generated in the highly charged plasma
of the Io torus and the current sheet. Flow of current is directly related to the generation
of magnetic field through
d(ρu)
dt
= −∇ · P˜ + j×B (5.2)
where ρ is the mass density, P˜ is the pressure tensor, j is the current density and u is the
bulk flow velocity. An extensive discussion of the configuration of plasma and behaviour
of current carrying electrons in the inner magnetosphere has been presented in Section
2.3. Devising a model for the external field created by such currents has proved to be a
difficult task and there have been a diverse number of formulations presented over the
years. A small selection of significant models are outlined here followed by a discussion
of the model employed in this study.
5.2.1 Past models
As with constraint of Jupiter’s internal field configuration, observational constraints on
magnetodisk structure and external field generation are limited owing to the restriction
of in situ measurements along spacecraft trajectories; furthermore, spatial and temporal
variations from such flybys cannot be distinguished, but are hypothesised to occur in
both the planetary and solar frame (Section 2.3.5). The Pioneer missions first sampled
the Jovian magnetosphere, identifying distortion of the field and confirming the presence
of a current sheet in the magnetic equator, θM ; a lag behind corotation with Jupiter was
noted, increasing with distance from the planet, whilst the outer magnetosphere displayed
alignment toward the centrifugal equator, θCS.
As a consequence of these observations, work was undertaken to resolve the field source.
One of the earliest attempts was that of Barish and Smith (1975), who formulated a model
based on Euler potentials, whereby B is described in terms of two scalar functions which
are constant along field lines. The Barish and Smith (1975) model describes BE as a
axisymmetric spherical region of r =100RJ where the equatorial field declines with 1/r
2.
A similar Euler potential approach was taken by Goertz (1976), this time specifically
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representing a disk of ∼1-2RJ thickness at the magnetic equator, whilst additionally
accounting for field line sweep back; results showed good fit to the data beyond 20RJ.
Subsequently, the return of data from Voyager led to the Goertz (1979) model, favouring
an inner magnetosphere with a current density of “zero, or at least very small”; not until
beyond 10RJ, were local currents thought to become important, where a current sheet of
∼2RJ thickness was hypothesised.
Measurements by the Voyager missions additionally motivated an alternative approach
to modelling the Jovian magnetodisk by Connerney et al. (1981), model CON1981.
As will be discussed in Section 5.2.2, this models the complex BCD as originating from a
axisymmetric current disk constrained by just 6 parameters. Whilst the magnetodisk con-
figuration may be highly simplified, it has been shown repeatedly to provide good results
within the inner to middle magnetosphere and is consequently used in this study.
Another significant attempt to model the magnetospheric field was proposed by Khu-
rana (1992) and enhanced by Khurana (1997), extending the Euler potential formulation
first proposed by Goertz (1976). With 15 parameters to describe the external field,
the complexity of this model surpasses that of CON1981 and provides a better overall
magnetospheric fit to the data, but behaves comparably in the inner magnetosphere.
Enhancements include the incorporation of sweptback of field lines, reflecting the lag of
plasma flows behind corotation at greater radial distances, and hinging of the current
sheet at a radial distance of 30RJ, whereby the disk tilt, θCD, aligns with θCS. Further-
more, though not integrated into the model, Khurana (1997) recognised that a better
fit to the data might be obtained if θCD was similarly aligned toward θCS in the inner
magnetosphere, as favoured by observation (Section 2.3.3).
More recently, Cowley et al. (2008) devised an additional model for current systems
within Jupiter’s magnetosphere through the extension of a model for ionospheric condi-
tions, assuming flow is steady-state and axisymmetric about the the planetary magnetic
axis. Using observations and theoretical considerations, plasma angular velocity models
were constructed and combined with ionospheric parameters to establish the direction
and magnitude of currents and, subsequently, current density. The magnetic field per-
turbations were found through Ampere’s law and ionospheric field lines could then be
mapped into the magnetosphere at <30RJ. By using CON1981 and the VIP4 internal
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field model, the authors noted that this approach permits better constraint of BE.
5.2.2 The CON1981 disk model
In this study, CON1981 is used to model and remove BCD for each orbit of data, prior to
creating internal field models. This model was chosen owing to its simplicity, widespread
use and proven ability to adequately model the inner-middle magnetospheric BE; a nu-
merical reformulation of CON1981 by Giampieri and Dougherty (2004) additionally
improves computational ease.
Theory
CON1981 was devised following the return of data from the Voyager missions. Current
sheet crossings by the spacecraft allowed Connerney et al. (1981) to place constraints on
magnetodisk configuration and, in turn, make inferences about the field generated. The
primary observations, in spherical coordinates, made during these crossings which aided
model derivation include:
1. ∇Bθ increasing toward Jupiter, showing slow variation and appearing anti parallel
with the overall internal field
2. ∇Bφ being considerably smaller in magnitude than the other components
3. ∇Br increasing toward Jupiter (to a lesser degree than ∇Bθ) whilst also displaying
a periodic sign change coinciding with half a planetary rotation
4. A perturbation field that coincides with planetary rotation, switching between
roughly perpendicular and anti-parallel
Using these observations, the Jovian current sheet was hypothesised to behave as a rigid,
homogeneous cylindrical disk of finite half-thickness, as illustrated in Figure 5.1. The
discussion presented here follows that of Connerney et al. (1981), in a magnetic cylindrical
coordinate system (ρ,φ,z), where z is parallel with planetary dipole axis whilst ρ and φ
are in the magnetic equator (see Figure 3.7 for coordinate system illustration).
There are six parameters which describe the magnetodisk configuration. The disk is
bound at the inner edge around the initiation of the plasma torus, R0, in the outer
magnetosphere, R1, and possesses constant half-thickness, D. Disk orientation relative
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θ
φ
(μ I )/2
0 0
Figure 5.1: Diagram illustrating configuration of CON1981 disk model; see text for param-
eter descriptions.
to the planetary axis of rotation is described by colatitude, θCD, and longitude, φCD, and
was hypothesised to generally align with the planetary magnetic dipole axis of θM and
φM . The field is generated by azimuthal currents flowing within the sheet, their strength
a function of radial distance and distance about the z axis; the parameter (µ0I0)/2 is used
to describe this current property, where I0 is the disk surface-current density (Am
−1) and
µ0 is the permeability of free space.
Using these parameters to define disk configuration, the associated magnetic field may be
calculated. B, may be taken as the curl of a vector potential, A, which has a component
only in φ if it is assumed that the disk currents flow only azimuthally,
A = A(ρ, z)φˆ (5.3)
B = ∇×A = −
(
∂A
∂z
)
ρˆ+
1
ρ
∂
∂ρ
(ρA)zˆ (5.4)
As the curl of B must vanish in a current free region, the equations may be solved
via separation of variables and through the solution of Bessel’s equations; the reader is
referred to Connerney et al. (1981) for a more detailed description of this derivation.
A boundary condition defined by the current density parameter is obtained from the
observation that Bρ reverses in the equator about z = 0 as discussed. Integrating the
general solution function inside and outside of the disk about the dipole axis (i.e. R0 < ρ,
R0 > ρ) allows derivation of the the Bρ and Bz fields. Constraint to a finite thickness
disk by D permits integration over z, to obtain the field components, so that outside the
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current sheet where |z| > |D|,
Bρ
±(ρ, z) = ±µ0I0
∫ ∞
0
dλ
λ2
J1(ρλ)J0(R0λ) sinh(Dλ)e
∓zλ (5.5)
Bz
±(ρ, z) = µ0I0
∫ ∞
0
dλ
λ2
J0(ρλ)J0(R0λ) sinh(Dλ)e
∓zλ (5.6)
whilst inside the current sheet, |z| < |D| and
Bρ
i(ρ, z) = µ0I0
∫ ∞
0
dλ
λ2
J1(ρλ)J0(R0λ) sinh(zλ)e
−Dλ (5.7)
Bz
i(ρ, z) = µ0I0
∫ ∞
0
dλ
λ2
J0(ρλ)J0(R0λ)(1− e−Dλ cosh(zλ)) (5.8)
where Jn(λ) are the Bessel functions of order n. The equations here place no formal
limit on R1 and are integrated to infinity. To calculate the field for a disk finite in ρ
as favoured by Connerney et al. (1981), two disks fields are calculated one using the
formulations noted above and the other replacing R0 with R1; thus,
Bz = Bz(R0)−Bz(R1) ;Bρ = Bρ(R0)−Bρ(R1) (5.9)
As noted, these solutions for the field comprise of infinite integrals and consequently
require significant computational load. To reduce this load Connerney et al. (1981) sug-
gested analytical approximations to transform the integrals to finite versions dependent
on location within the system: Region I is defined where ρ < R0, Region II where
R0 < ρ < R1 and z > D and Region III within the disk where R0 < ρ < R1 and z < D.
The maximum errors associated with these approximations were shown to be significant
and up to >20% around R0 and consistently >5% at equatorial regions within ∼8RJ.
Combined with the reduced computation time, this is the reasoning behind employing
the Giampieri and Dougherty (2004) reformulation of CON1981 as presented later in
this chapter.
Preferred disk configuration
Using CON1981, data from Voyager 1, Pioneer 10 and Voyager 2 were inverse modelled
by Connerney et al. (1981) to initially investigate the model suitability. A good fit
was provided for Voyager 1 data, collected within 30RJ, employing a disk configuration
118
Chapter 5. Removal of the external magnetodisk field
where
• Inner radius, R0 = 5.0RJ
• Outer radius, R1 = 50.0RJ
• Half-thickness, D = 2.5RJ
• Current density parameter, (µ0I0)/2 = 225
• Orientation colatitude, θCD = 9.6◦
• Orientation longitude (R.H.S. System III), φCD = 158◦
It is this configuration that some studies of Jupiter’s internal magnetic field use to simply
forward model the resulting BCD for removal from the data, for example ULY1 (Section
4.2).
Figure 5.2 plots the Bρ and Br fields components for this configuration in the dipole
equator. Br is found largest at the inner edge of the disk, R0, and drops off with radius,
ρ; Bρ has a smaller maximum magnitude, primarily dropping off with z distance from
the upper and lower boundaries, defined by D.
Connerney et al. (1981) noted the same configuration also adequately fit the Pioneer
10 and Voyager 2 data, with the exception of (µ0I0)/2, which needed reducing to 150
for the latter. Several other noteworthy observations were made by Connerney et al.
Figure 5.2: Plots
of the calcu-
lated Bρ and Br
components of
the magnetodisk
field using the
CON1981 and
disk parameters
preferred for
Voyager 1. Scale
bars in 1×103nT.
Figure is plot-
ted about the
magnetic dipole
axis, with the
extent of the disk
demonstrated by
the white outline.
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(1981). By modelling inbound and outbound data separately, each occurring over a
different local time, it was suggested that the disk may be thicker on the dayside than the
nightside; similar findings were presented by Bunce and Cowley (2001) who consequently
suggested the dayside magnetodisk may be weaker. In addition, Pioneer 10 and Voyager
2 inbound passes possessed improved fit in Br using ∼33% less current and R1 reduced to
30RJ; however, applying such changes significantly reduced the fit of other magnetodisk
parameters.
Analysis of Voyager 1 data within 20RJ by Connerney et al. (1982) was subsequently
carried out in an attempt to better model the internal planetary field using an alternative
approach; in doing so, modelling favoured a magnetodisk configuration very different to
that found in Connerney et al. (1981). Discussed in Section 4.2, this work simultaneously
solved for BCD (using CON1981) and BI to devise the octopole model V1. Whilst R0
could not be resolved as a consequence of the limited Voyager 1 trajectory, the modelling
constrained R1=56RJ, D=3.1RJ, (µ0I0)/2=185, θCD=6.5
◦ and φCD=154◦. These are
distinctly different values from those found by Connerney et al. (1981), the most explicit
being the low value of θCD at '2/3 of the dipole θM and closer to θCS.
Modelling of Ulysses data also found different magnetodisk configurations. Balogh et al.
(1992b) used the O6 internal field model and CON1981 to fit the magnetometer ob-
servations from the outer to the inner magnetosphere. Whilst the outbound pass could
be fit using a configuration very similar to that found for Voyager 1 by Connerney et al.
(1981) the inbound pass required a large reduction of ∼45% in the current density pa-
rameter to fit the data. Furthermore, investigation by Dougherty et al. (1996) found a
best fit to Ulysses data by drastically increasing D to 4RJ and reducing (µ0I0)/2 to 100.
Similarly, the CON1981 disk parameters favoured by Connerney et al. (1996) for Ulysses
were R0=7.1RJ, D=3.3RJ, (µ0I0)/2=137, θCD=8.2
◦ and φCD=160◦, with R1 unresolved
at 128RJ. These observations are hypothesised to reflect upon an abnormally inflated
magnetosphere during the inbound pass, as demonstrated by the increased magnetopause
distance compared with previous encounters (Lanzerotti et al., 1992).
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5.2.3 Reformulation of CON1981
Whilst Connerney et al. (1981) obtained a vector potential approximation for the model,
a reformulated version by CON1981 is being used for the procedure here, as devised by
Giampieri and Dougherty (2004). This is advantageous as the reformulation comprises
of closed form summations as opposed to infinite integrals, resulting in computationally
easier and less time consuming calculations. The reformulation involves similarly assum-
ing the disk is confined (|z| ≤ D and R0 ≤ ρ ≤ ∞) but replaces the Bessel functions
dependant on ρ in Equations 5.5-5.8 with their power series expansion and integrating
each term,
Bz(z, ρ, R0) =
µ0I0
2
{
log
[
(z +D + ξρ)
(z −D + ηρ)
]
+
∞∑
k=1
(−1)k(2k − 1)!R2k0
22k(k!)2
[
P2k−1[(z −D)/ηρ]
η2kρ
]
−
[P2k−1[(z +D)/ξρ]
ξ2kρ
]}
(5.10)
Bρ(z, ρ, R0) =
µ0I0
2
{
2sign(z)min(|z|, D) + ηρ − ξρ
∞∑
k=1
(−1)k(2k − 1)!R2k0
22k(k!)2
[
P2k−1[(z −D)/ηρ]
η2kρ
]
−
[P2k−1[(z +D)/ξρ]
ξ2kρ
]}
(5.11)
where Pl(x) are the Legendre polynomials, k is the summation index and
ξρ ≡
√
(z +D)2 + ρ2 (5.12)
ηρ ≡
√
(z −D)2 + ρ2 (5.13)
A comparison of CON1981 and G&D2004 was sought here both to validate the refor-
mulation and to establish at what value of kmax it is possible to terminate the summations
(i.e. for G&D2004 to make a good approximation of CON1981); whilst a higher kmax
will improve the G&D2004 approximation, an optimal balance needs to be struck with
computation time.
Figure 5.3, presents contour plots of the greatest percentage difference between the two
models, observed for either Br or Bρ for different kmax. The largest variation between
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Figure 5.3: Plots of the maximum percentage difference between the G&D2004 reformulation
and CON1981, using the Voyager 1 preferred disk parameters. Plotted in cylindrical magnetic
coordinates for four different kmax values.
CON1981 and G&D2004 is focused radially at the inner edge of the disk, at 5RJ; how-
ever, increasing the number of summations acts to reduce the deviation dramatically, by a
factor of ten over the kmax explored. A further increase in summation number beyond that
shown, further increased the fit of the Giampieri and Dougherty (2004) model, though to
a lesser degree. The added computation time combined with maximum difference limited
to less than 0.03% in regions where no spacecraft pass, means that kmax=20 was favoured
and employed as the appropriate level for truncating the approximation.
5.2.4 Problems with use of CON1981 and deviation from true field nature
within 12RJ
Section 2.3 discussed in detail our current understanding of the complex inner magneto-
spheric configuration. CON1981 is clearly a highly simplified model for the field arising
from this environment, having been constructed as a model for BCD, to fit data globally
within the magnetosphere up to ∼30RJ. It is useful to outline the primary assumptions
made by CON1981 and where it deviates from observations, prior to discussion of both
122
Chapter 5. Removal of the external magnetodisk field
modelling implementation and results:
Bulk corotation of the magnetodisk plasma with the planet is assumed. Within
5RJ, where ionospheric coupling is strong, bulk corotation of magnetospheric plasma
is observed with deviations on the scale of 1-10% being seen outward to 10-12RJ.
Furthermore, within 2RJ of Io, deviations of upto 5% from corotation have been
measured. CON1981 does not account for this radial variation, but broadly, bulk
corotation is a valid assumption.
Current density falls with r−1 from inner disk edge. This is a fairly good approx-
imation for regions outward of Io’s orbit, as can be seen looking at modelled Voyager
1 electron distribution in Figure 2.5; however, in CON1981 the drop off in current
density with r−1 occurs from R0 (∼5RJ), not specifically the orbit of Io at 5.9RJ.
Distinct differences in properties such as electron density and plasma temperature
exist between the cold torus and the warm torus and will clearly have an effect on
current density, a factor not taken into account by CON1981.
Currents are assumed to be confined to the disk. This is not a valid conjecture,
with plasma and currents present throughout the magnetosphere; however, the
relative magnitude of the currents within the sheet is much greater than those
elsewhere and thus broadly validates this conjecture.
Disk currents are assumed to only flow azimuthally. To a first approximation, in
the inner magnetosphere this assumption is valid, with azimuthal currents being
the primary generators of the magnetodisk whilst radial currents are secondary in
magnitude and influence.
Thickness of the disk is assumed radially constant. This is not physically valid,
with thinning away from the plasma source, Io. In addition, the lower energy of
particles in the inner cold torus results in lesser latitudinal dispersion, inferring
magnetodisk thinning inside 5.9RJ as illustrated in Figure 2.5.
Disk tilt assumed constant. This is one of the biggest deviations from the true state
of plasma and currents within the inner magnetosphere. It has been shown that
plasma in the inner cold torus is aligned close to the tilt of the centrifugal equator
(θCS), whilst beyond ∼10-15RJ, plasma tends to align with the magnetic axis (θM).
CON1981 does not account for such a configuration, but, as previously discussed,
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Connerney et al. (1982) did note such preferred orientation for Voyager 1.
Bulk plasma movement assumed. Short term variations, such as plasma injections,
occur over a period of hours, causing transient fluctuations in ion and electron
density and thus current. The average Galileo orbit was resident for ∼10-20 hours
within 12RJ and though modelling the magnetodisk for each individual orbit aims to
account for any long term variation, assuming bulk plasma movement for one orbit
could be problematic. Furthermore, this assumption is invalidated if we believe
the hypothesis of Sandel and Dessler (1988), of the additional System IV reference
frame and dual-periodicity.
Disk axisymmetry assumed. Several types of asymmetry in the disk have been ob-
served and modelled in both the solar and planetary frame, including increased
dusk-side current density, thicker dayside disk and ribbon properties changing about
System III longitude (e.g. Sandel and Broadfoot (1982); Dessler and Sandel (1992);
Bunce and Cowley (2001)). These anti-axisymmetric properties are not accounted
for by CON1981.
Inability to constrain parameters and strong covariances. As only data collected
within 12RJ are being considered, attempting to resolve R1 at distances of ∼50RJ
is futile. Concordantly, this parameter is not solved for in any of the implemented
disk model methodologies presented; furthermore, many of the orbits did not pass
or approach R0 making the constraint of this boundary difficult. Strong covariance
also exists between µ0I0/2 and D, with similar fields capable of being created from
current distributed with high µ0I0/2 and low D or low µ0I0 and high D, as will be
discussed. Hence, solving for these parameters is a particular issue for trajectories
that do not penetrate the sheet and consequently can affect the constraint of other
bounds. The extent of this is considered in the modelling analysis.
Even with the problems listed above taken into account, CON1981 remains preferable
over alternative models for the magnetodisk field in this study. Whilst the recent models
account for a more realistic current sheet structure, the additional complexity involved
seeks generally to improve upon modelling the middle to outer magnetosphere and there-
fore their use will not be largely of benefit in the inner magnetospheric region under
examination here. Futhermore, these models tend to be broadly similar to CON1981
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in the inner magnetosphere; for example, that of Khurana (1997) (K. Khurana, pers.
comm.).
5.3 Disk modelling implementation
5.3.1 Methodology
Modelling of the magnetodisk field was carried out for each individual flyby, to allow
for possible temporal changes to disk configuration and resulting magnetic signature.
As outlined in Section 4.5, the observations used as input for the disk modelling are
the residual between the data from one orbit and the initial time-averaged internal field
model at each iteration (O6 model at first iteration).
Unlike solving the linear problem to obtain a Gauss coefficient description of the plan-
etary magnetic field, the magnetodisk field modelling is non-linear. This is the primary
source of non-uniqueness and instability in our methodology; when attempting to find the
optimal parameter configuration, numerous equally appropriate solutions can be found
using different combinations of disk parameters. This forms a rough function landscape
with local minima; routines commonly employed to solve linear problems must either
be adapted or abandoned for alternative approaches designed to find the global minima
solution as desired.
Whilst initial efforts in this study looked to solve the disk parameters by minimising the
sum of square of errors, in a similar way to finding the Gauss coefficients, it became
quickly apparent that the system could not tolerate such a basic approach, owing to the
relative lack of data leading to the problem being greatly underdetermined. Furthermore,
any solution found for the magnetodisk is greatly influenced and compromised by the
initial conditions and order of parameter solution.
Various optimisation techniques were tried, in an attempt to obtain parameters which
described a physically realistic magnetodisk with a good fit to data, whilst simultaneously
taking little computational effort. Powell’s quadratically convergent method was favoured
for a time; however, the computations were lengthy and often accompanied by instability
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and divergence from a realistic parameter space. After exhausting the search for a more
suitable optimization, a simple “best guess” routine was devised as outlined in the flow
digram of Figure 5.4.
In a similar fashion to Powell’s method, there is a cyclic nature to finding the best fit
parameters during the optimisation. The basic procedure begins with the residual data
from the internal field modelling and the initial CON1981 disk conditions. Variation
of a parameter from initial conditions occurs, through a predefined range of step-sizes,
with forward modelling at each step. The direction of steepest descent is chosen based
upon the magnetodisk model that provides the smallest residual to the data and, con-
sequently, a new range is defined for the parameter(s) under investigation. Repeating
this allows for convergence on the parameter value(s) which best-fit the data. After a
predefined number of repetitions, the remaining parameters are treated in the same way
and the whole process iterated several times allowing convergence on a full parameter
space solution.
Numerous modifications of the routine were tested and the effect or parameter alter-
ation explored before settling on that presented in Figure 5.4. The main features for
consideration and the justification for the procedure employed follows.
1. Initial conditions at the start of each iteration were those favoured by Connerney
et al. (1981) for Voyager 1. These provided a realistic starting point, with the
routine designed and iterated to minimise the effect of the initial conditions on
results.
2. Order of parameter consideration. Ideally, all parameters would be varied
and solved for simultaneously, allowing the full spectrum of possible models to be
investigated, thus improving the robustness of our solution and the likelihood of
reaching a solution closer to the global minimum. Owing to the computational
load, such a procedure could not be employed; however, solving for several pa-
rameters simultaneously is an improvement on cycling through each individually.
Furthermore, some parameters such as those dictating disk orientation, θCD and
φCD, are intrinsically linked. Though µ0I0/2 and D possess strong covariance for
trajectories in the equatorial plane with larger perijove, µ0I0/2 was solved for in-
dividually first as: it behaves linearly; was initially favoured to be the parameter
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Figure 5.4: Disk methodology flow chart
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Parameter 1 1 2 2 3 3 4 4
max min max min max min max min
(µ0I0)/2 100 300 75 325 70 330 69 331
θCD (Rad) 0.000 0.250 -0.050 0.300 -0.060 0.310 -0.062 0.312
φCD (Rad) 2 4 1.8 4.2 1.76 4.24 1.752 4.248
R0 4.500 7.500 4.100 7.900 4.020 7.980 4.004 7.996
D 1.500 3.500 1.375 3.625 1.350 3.650 1.345 3.655
Table 5.1: Minimum and maximum values permitted for each parameter with each iteration.
which would show greatest variability between orbits; and was favoured to be the
primary control on magnetic field generation. θCD and φCD were solved for next,
whilst the dimensional parameters, D and R0, were solved for last in the routine.
These were found to be the most difficult to constrain, undoubtedly as a result of
the R0 and D boundaries not being crossed, or even proximally approached, by
the majority of orbits within 12RJ (Section 5.5.2). The effect of changing R1 was
not examined, but fixed at 50RJ as marginal alteration of this parameter will make
little difference at the inner magnetospheric radii being investigated. This routine
for solving the disk parameters generally showed marginal improvement in model
to data misfit over others considered.
3. Bounds on parameters. These were enforced so as to constrain parameters
to within a physically realistic values, as use of Powell’s method had indicated a
preference for some to deviate from a plausible realm. Table 5.1 shows the maximum
and minimum magnitude for each parameter that was capable of being attained,
as the routine was run. Owing to the Lorentz force and ionospheric coupling, θCD
is expected between that of the magnetic equator, θM , and the centrifugal equator,
θCS, while λCD should remain close to dipole longitude, λM . R0 is controlled by the
ejection of particles from the unchanging orbit of Io at '5.9RJ, whilst centrifugal
forces on the particles ensures that D cannot inflate greatly beyond 2.5RJ. The
current density parameter was permitted to vary over a relatively greater range
than the other parameters, as modelling by Connerney et al. (1981) suggested a
significant variation between Voyager 1 and Voyager 2 alone.
4. Disk configuration only solved for data between 5RJ and 12RJ. For orbits
with lower perijove, data at <5RJ was removed prior to initiation of magnetodisk
modelling. This acted to bypass problems encountered as the disk model attempted
to fit any large perturbations originating from small scale structure in the planetary
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field, not accounted for by the internal field model. Having determined the optimal
parameters for the data within these radial bounds, the favoured disk model was
used to forward model the full orbit of data and the modelling routine proceeded
as usual.
Once the process had been repeated for all orbits, the disk model Bθ, Bφ and Br com-
ponents could be removed from the full dataset and compiled, allowing a new internal
planetary field model produced as outlined in Section 4.5. The complete process of
internal field modelling, disk modelling, generating a new regularised field model and re-
peating was continued until both the disk parameters and the planetary model converged,
as described in the next section.
5.3.2 Arriving at the final disk models
After 14 iterations of the procedure outlined in Section 4.5, one of two outcomes had
been reached for the individual orbit datasets: either a qualitatively satisfactory level of
disk parameter convergence had been achieved or it was evident that further procedural
iterations would do little to better model the disk field and that complete convergence
would take an unreasonable number of iterations. The first outcome, applied to the
majority of orbits from Galileo; an example of this convergence is plotted for several
parameters of orbit G14 in Figure 5.5; the second outcome was found to apply to P10,
P11, VY1, ULY and a few Galileo datasets. In either case, the majority of orbits
encountered a bi-stable state for both the disk configuration parameters and model to
data residual.
Figure 5.5: Variation in
modelled G14 disk param-
eters with iteration. After
13th iteration, Galileo mag-
netometer gain adjustment
was applied.
2.75
2.80
2.85
2.90
2.95
3.00
3.05
0 2 4 6 8 10 12 14 16 18
7.0
8.0
9.0
10.0
11.0
0 2 4 6 8 10 12 14 16 18
125
145
165
185
205
0 2 4 6 8 10 12 14 16 18
150
155
160
165
170
175
0 2 4 6 8 10 12 14 16 18
D
 (
R
)
J
(μ
I
)/
2
0
0
Iteration Iteration
Iteration Iteration
θ
 (
°
)
φ
 (
°
)
129
5.3. Disk modelling implementation
Several explanations can be given for the problems encountered. Firstly a simple lack of
data for some orbits, such as G00 and G13, made resolving the disk configuration diffi-
cult. Secondly, the internal planetary field models created with each iteration are biased
toward the majority of data, even with the application of regularisation. As equatorial
Galileo flybys make up the majority of observations, there remains a greater misfit for
higher latitude orbits, such as P10 and P11; the disk modelling routine subsequently
has difficulties in fitting this more extensive residual data.
The bi-stable environment encountered originates from similar difficulties. At each iter-
ation. the level of damping applied to the internal field models influences the magnitude
of residual field fed into the disk modelling. If the damping is too low, more field com-
plexities are integrated into the internal field model and less have to be solved for by the
magnetodisk models; subsequently, there is a greater external field modelled and removed
from each dataset, than if the damping of the initial BI model was higher. As a conse-
quence, an internal field model generated from this new data requires a greater amount
of damping to output a model with structure comparable to the initial BI field. The
next iteration proceeds in a contrasting way and the next resumes that first encountered
through underdamping.
This cyclic, bi-stable state is seen in both the disk parameters and the internal field
models; alternate iterations for similar levels of damping, produced model to disk mis-
fits which oscillated about the optimal value. With the choice of internal field model
smoothing in between iterations being so qualitative, such an effect is an intrinsic feature
of some non-linear iterative routines.
The magnitude of differences and change in fit between the stable levels were small.
Whilst further iterations acted to improve convergence, after 13 iterations it was noted
that field measurements from the Galileo orbits needed a tri-directional gain adjustment
(Sections 3.2 and 4.5). As a consequence there is a shift in the resulting optimal disk
configuration as indicated by the line breaks in Figure 5.5. Owing to the time involved
for each iteration, and having already begun detailed evaluation of BI, only one more
iteration was made after implementing this gain adjustment. Later returning to this prob-
lem confirmed that though a distinct change in parameters occurred, the configuration
found at that iteration was close to that which would have been achieved if several more
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were carried out (Figure 5.5). We further find that the inclusion of the gain adjustment
improves the resolution of our main field solutions, as discussed in Section 6.2.4.
5.4 Magnetodisk modelling results
Two aspects of the magnetodisk modelling are worth particular consideration: the disk
configuration defined by the parameters and the fit of the disk models to the data.
Configuration
Figure 5.6 shows the disk parameters obtained for each orbit from the 14th iteration.
With the exception of R0, the majority of the Galileo orbits, ULY and P10 generally
attain plausible disk configurations. Conversely, the other orbits displayed problems with
one or more parameters: θCD of both Voyager disk models reached greater angles than
θM ; G00, G13 and G34, showed low µ0I0/2 and/or high φCD (but such issues were
expected owing to the problems with these datasets as discussed in Section 3.2); P11
showed a particularly low θCD.
Establishing a magnitude for R0 was the most difficult component, as illustrated in the
top chart. The majority of disk models are unable to resolve this parameter, showing
a degree of instability as they instead preferentially fall to the upper and lower variable
boundaries of 4.004RJ and 7.996RJ respectively. Connerney et al. (1981) and Connerney
et al. (1982) noted that resolving R0 is impossible for limited trajectories, such as Voyager
1, and our results confirm such findings. No other parameters show the same resolving
issues, all settling at realistic values well within the bounds set; however, this does not
mean we are justified in believing these to be physically meaningful as explored in the
next section.
With few exceptions, the disk half thickness, D, is larger than the average value of 2.5RJ
suggested by Connerney et al. (1981), ranging on average between 2.7-3.1RJ. The disk
current density parameter, displays a significantly smaller magnitude than that of the 225
favoured by Connerney et al. (1981) for the Voyager 1 data, instead lying closer to the
favoured 150 suggested for Voyager 2. For the orbits without inherent problems caused by
lack of data, there exists a reasonable degree of variation in µ0I0/2 from around 150-200.
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Perhaps the most interesting results are from analysis of the modelled disk orientations.
Whilst λCD consistently favours alignment around φM at 154-165
◦, θCD lies around ∼8◦,
lower than the θM favoured Connerney et al. (1981) and closer to θCS as favoured by the
modelling of Connerney et al. (1982).
Model to data misfit
Figure 5.7 shows the root mean square (RMS) of the model to data misfit of the orthogonal
field components for each orbit; these values are displayed in spherical coordinates to allow
analysis in a reference frame consistent with the internal field modelling. There is clearly
a better fit to the data for the majority of Galileo data, than there is for the earlier orbits,
stemming for several sources. Firstly P10, P11, and VOY1 have lower perijoves and
will have measured more complex structure in the planetary field. It is probable that
this structure is not being included into the smoothed internal models and consequently
remains a component of the data being input to model BCD. The same theory may be
applied in consideration of orbits making higher latitude passes of the planet; it is likely
that some of the unique features observed by these flybys are excluded from the internal
models and thus fed into the disk modelling routine.
To illustrate this, Figure 5.8 shows representative plots of the input data, field model
and model to data misfit for two orbits, P11, with low perijove/high latitude, and G30,
with higher perijove/low latitude. For data outside of 5RJ there is a reasonable fit for
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Figure 5.8: Data to model fit for P11 and G30 magnetodisk field. Vertical axis in nT.
both orbits; Bφ is the lowest magnitude component, whilst comparable errors and field
are observed between both Bθ and Br. On closer inspection, the misfit is much greater
for P11 than G30 as seen by the RMS values in 5.7; within 5RJ the model struggles
greatly to account for the higher complexity field perturbations.
5.4.1 Comparison of results with expectations
There are a number of expectations we had for the magnetodisk configuration and its
temporal variation. Firstly, R0 was expected to lie about 5-5.2RJ and correspond to the
inner edge of the Io torus/current sheet; synchronously, it was also expected that this
parameter may not be constrained owing to the the majority of trajectories not venturing
close enough to this boundary. In addition, orbits which travelled to lower perijove might
have been expected to preferentially resolve R0, but there does not appear to be such a
correlation. Illustrative of this, G30 and G31 constrain R0 and venture within to 5.93RJ
and 5.78RJ; conversely G0, G24-G27 and G33-G34 also venture well inside of 6RJ,
but only G26 additionally constrains R0. It may also be reasoned that R0 could not be
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constrained owing to the physical differences between CON1981 and the cold Io torus
plasma configuration.
The parameters D and (µ0I0)/2 were expected to lie respectively around ∼2.5RJ and
between 150-225; such behaviour is observed. Furthermore, D was expected to be greater
than 2.5RJ owing to plasma source proximity; this behaviour is also observed. The disk
φCD lies close to the dipole φM as expected, reflecting inner magnetospheric corotation,
whilst θ is lower than θM , possibly reflecting the fact that the plasma orientation falls
inward to θCS at it reaches the cold Io torus. The implication of this is investigated
further in the following sections, as is analysis of whether the parameters have been
accurately constrained.
Whether the parameters were resolved accurately or not, we initially expected disk con-
figurations to show relative similarities to the findings of previous studies; this is not
the case. Where Dougherty et al. (1996) preferred a disk configuration with D=4RJ and
(µ0I0)/2 reduced to 100 for orbits P11 and ULY, our results do not agree. Connerney
et al. (1996) also preferred a reduced (µ0I0)/2 for ULY, but our modelling shows no
evidence of this. Whilst Connerney et al. (1981) and Connerney et al. (1982) modelled
(µ0I0)/2 higher for Voyager 1 than Voyager 2 or Pioneer 10, our modelling is unable to
resolve the VY1 current density but finds significantly higher VY2 values than those for
P10. Looking at the spectrum of parameters for these models, however, it seems unlikely
that the configurations are accurate. For example, θCD for VY1 and VY2 here exceed
realistic values.
As a consequence, even if trends are present in the model parameters, there is little to
suggest that they are physically meaningful. In addition, the nature of the spacecraft tra-
jectories means it is near impossible to discern whether such changes are associated with
spatial or long-term variations, whilst short-term temporal variations, such as plasma
injections, may be a large source of noise. Hence, attempting to look at any kind of small
trend or variation in the magnetodisk configuration seems ill-fated, but nevertheless sev-
eral relationships were investigated. None provided convincing results and consequently
there will not be an in depth presentation here. Some of the relationships considered
included:
φCD with perijove or proximity to Io - flybys closer to Io might be expected to show
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increased φCD as the local plasma conditions breakdown corotation. G24-G27,
G00 and G34 all passed closer to Io and do show higher than average φCD; however,
the difference from other orbits is not overly convincing.
θCD with perijove distance - bulk plasma colatitude has been observed to change from
θCS (∼6◦) in the cold torus to θM (∼10◦) outside of the warm torus. It might be
expected that passes with lower perijove may model θCD closer to θCS, but this is
not reflected in the data; if anything, this is contradicted with θCD closer to θM for
lower perijove orbits.
Local time with D or µ0I0/2 - Connerney et al. (1981) favoured a thicker dayside disk
and Bunce and Cowley (2001) suggested a weaker dayside field. Though in the past,
the separation of inward and outward trajectories for the early orbits has allowed
for such an analysis, the same cannot be said for Galileo’s orbits and, consequently,
this correlation could not be investigated.
D with perijove - D may be expected to increase toward the inner edge of the torus
where the plasma source lies, so orbits with lower perijove may reflect a higher D.
Such a hypothesis is not consistent with that calculated here.
Configuration with solar activity - a clear connection exists between solar wind plasma
pressure and magnetospheric size and the inner radiation belts have been shown to
repond with a 2-year delay. The possibility of both a direct and a delayed correla-
tion with the solar activity was explored but no clear trend could be established.
The possibility of trends in the data is further explored in Section 5.5.4, with consideration
of Dµ0I0/2.
5.5 Modelling analysis and discussion
5.5.1 Validity and result uniqueness
As noted in the previous section, non-linearity in modelling the disk results in many
models which fit the data equally well, whilst the order of parameter consideration has
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Figure 5.9: Bθ, Bφ and Br magnetodisk field fit for G23 using two alternative solving routines
as outlined in text. Respective disk parameters also presented.
an effect on the solution. This will occur to varying magnitudes depending on how
well the data can constrain the model. Such non-linearity introduces further doubt that
our solutions can be analysed in a physically meaningful way. Initially, the routine
employed was chosen as the model to data misfit was generally found to be lower when
compared with several other orders for parameter consideration; however, the difference
was marginal. To explore the robustness of our solutions, the effect of altering the order
of parameter optimization within a routine was briefly investigated.
Figure 5.9 shows an exemplar result, with the optimized Bθ, Bφ and Br data, models and
residual plotted for orbit G23 by two different solving routines for the 14th iteration. The
coincident disk configuration solutions are noted below the plots. Routine 1 (P1 ) is that
adopted in our analysis, where (µ0I0)/2 is optimized first, followed by the orientation
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parameters, θCD with φCD, and finally D with R0; in contrast, Routine 2 (P2 ) first
alters (µ0I0)/2 and D simultaneously, followed by the orientation parameters and finally
R0.
There is little difference between the fit to the data gained using each routine; the mod-
elled field in the Bθ and Br directions are almost identical, whilst the smallest component,
in the Bφ direction, shows a marginally better fit for Routine 1. Conversely, the disk con-
figurations producing the field are vastly different. Most notably: a difference of 0.43RJ
exists between the D parameters; (µ0I0)/2 is 15% higher for P1 ; and θCD differs by over
1◦.
This non-uniqueness of the model solution associated with employing an alternative op-
timisation is not limited to orbit G23, but extends throughout the dataset to varying
magnitudes. Any foundation we previously had to believe that the modelling might be
accurately resolving these individual parameters is put into question and looking for
trends at this level again appears futile; however, as previously noted there is a strong
covariance between D and (µ0I0)/2 which may aid analysis.
5.5.2 Consideration of D and θCD
The previous section has shown that whilst initial result analysis favoured fairly good
constraint of D to between ∼2.75-3.00RJ, this is likely an artefact of the optimization
routine employed in solving the disk configuration. The next section will consider the
relationship between D and (µ0I0)/2 with respect to θCD, but it is worth first considering
the implication of how disk location varies with D and θCD.
Figure 5.10 shows the latitudinal position of the upper and lower disk boundaries at
different radii, plotted at the planetary dipole longitude (i.e. maximum tilt), for disks
with D =1.5RJ, 2.5RJ and 3.5RJ for a range of θCD between 0-14
◦. As an example, the
dotted black line outlines a disk of D =2.5RJ with θ=8
◦, close to that preferred here for
the majority of disk configurations. It is clear why D could not be constrained for the
majority of orbits: crossings into and out of the disk region via the upper or lower disk
boundary did not generally occur for the data considered. Notably, within 12RJ, >98%
of data employed was collected at geographic equatorial latitudes within ±2.5◦. As a
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consequence, for the illustrated example in the dashed black line, a crossing out of the
disk would not occur, except at > 11RJ for the lower edge of the disk near φCD and the
upper edge of the disk at φ+ 180◦.
With increased θCD, traverses in and out of the disk can occur at progressively lower
radii and over a greater range of longitudes within 12RJ, but generally for Galileo data
and the configurations of D and θCD modelled, this would not take place. Furthermore,
the intersection of different D and θ boundaries and parallel convergence with increasing
radii seen in Figure 5.10, demonstrates a source of the covariance between θCD and D
and consequent non-uniqueness.
5.5.3 Constraint of integrated current density
Connerney et al. (1981) originally noted that the product of the parameters D and
(µ0I0)/2 appeared well constrained for Voyager 1 and 2 and essentially independent of
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the choice of θCD. The example shown for G23 in Figure 5.9 follows this trend as,
Dµ0I0
2
: P1 = 164.6× 2.831 = 465.98
P2 = 143.0× 3.262 = 466.47
Whilst we may not be able to constrain D and (µ0I0)/2 as individual parameters, we
may be able to constrain (Dµ0I0)/2. Whilst the total current in the sheet is described
by 2I0D logR1/R0, R1 and R0 were unresolved, either by the modelling routine or by
choice, and consequently investigation of (Dµ0I0)/2 as a measure of the integrated current
density is appropriate. In addition, if (Dµ0I0)/2 displays variation between orbits, our
methodology of modelling BCD for each orbit would be justified; conversely, a lack of
variation would indicate that the inner magnetosphere and BCD is more stable than
anticipated.
Figure 5.11 presents a plot of (Dµ0I0)/2 for each orbit using our favoured optimization
routine. There clearly is variation in the integrated current density between orbits. In
addition, there is a downward trend in the value from ∼G12-G27 (excluding outliers);
whether this trend signifies a true change to field configuration is discussed in the next
section.
An explanation for why the integrated current density may be able to be constrained
for the majority of Galileo orbits comes with looking at the analytical approximations of
Connerney et al. (1981). As noted, the majority of Galileo orbits remain within Region
III, owing to their low latitude equatorial trajectories not approaching R0. Rearranging
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found from favoured P1 routine.
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the Connerney et al. (1981) approximation for this region we find that the solution for
the field components may be reduced to
Bz ' 2Dµ0I0
2
[
1
ρ
+
a2
(D2 + a2)3
]
(5.14)
Bρ ' µ0I0
2
2z
ρ
(5.15)
for cases when z << ρ. Thus, Bz has primary dependence on both µ0I0/2 and D, as
does Bρ on µ0I0/2. Further examination into the constraint of (Dµ0I0)/2 is validated
though, in addition, θCD is a strongly influential parameter in modelling the disk fields,
as the primary control on whether a trajectory lies in or out of Region III. It is therefore
important to investigate the interplay between these parameters.
Figure 5.12 shows a three-dimensional plot of how the total RMS misfit for orbit G24
varies with D, µ0I0/2 and θ, having been forward modelled over a range of each, whilst
keeping R0, R1 and φCD constant. There is clearly a trend in the location of the
most reduced RMS misfit, terminating for the orbit shown at regions of (low D)(high
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µ0I0/2)(θCD ' 5◦) and (high D)(low µ0I0/2)(θCD ' 10◦). At intermediate parame-
ter magnitudes the trend between these regions is continued, so that at θCD = 8
◦, for
example, comparable misfits are observed over a range of higher D and lower µ0I0/2;
however, whilst useful for understanding the relationship between the three parameters,
this plot is not conducive to discerning the configuration which provides the lowest RMS
residual.
Owing to the covariant nature of D and µ0I0/2, it is instead useful to look at how the
RMS misfit varies as a function of the integrated current density and θCD, as plotted for
orbit G23 on the left of Figure 5.13. The most striking feature of this diagram is the
clear minimum in the misfit around Dµ0I0/2=400; however this minimum is broad and
appears over a significant range. On the right of Figure 5.13, the region of interest is
replotted, allowing the examination of which values of θCD are located in the minimum.
The global minimum appears at Dµ0I0/2 '375 and is plotted in yellow-orange like the
majority of points in the region, indicating θCD < 7
◦.
It should be recalled that the forward modelling used to devise Figure 5.13 occurred at
predefined parameter values only and thus the minimum is illustrative. Regardless of this,
the θCD for G23 is distinctly lower than the tilt of the magnetic dipole, θM , and much
closer to that of the centrifugal equator θCS. This is consistent with that found in analysis
of the modelled configurations for the majority of orbits. Furthermore, this is much lower
than that found for G23 though either routines P1 (8.16◦) or P2 (9.30◦) as outlined in
Section 5.5.1 and Figure 5.9, when variation of five parameters was permitted.
To examine whether the same is true for all orbits, similar forward modelling for the
same ranges has been executed for each flyby with Figure 5.14 showing the results of this,
exclusive of outliers. As opposed to plotting the full spectrum of values as in Figure 5.13,
an average has been taken over Dµ0I0/2 and total RMS misfit for the 50 configurations
(' 1%) showing lowest RMS misfit; colour represents mean θCD for such configurations,
whilst bars indicate the range of over which the average has been taken. The majority
of orbits show minima with mean θCD <8
◦, with many at ∼7◦. Furthermore, whilst each
minimum is constrained over a relatively narrow range of RMS misfit, they simultaneously
occur over a relatively wider range of integrated current densities of between 40-60. For
most orbits, the average RMS misfit of the minima commonly lies between 400-540.
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Figure 5.15: Trend in (Dµ0I0)/2 for orbits as determined by routine P1 (blue) and solar
activity (sunspot number). Sunspot monthly average plotted simultaneously (red) and with
2-year delay (green).
Thus it appears that integrated current density may be the best comparative measure of
magnetodisk configuration.
5.5.4 Trends in integrated current density
Having established that the integrated current density might provide a good measure for
magnetodisk variation, the possibility of trends in this property was examined. No clear
relationships could be discerned with trajectory features such as perijove distance and
proximity to Io; however, when plotted against time a trend does appear. To further
investigate possible temporal variation, Figure 5.15 plots the integrated current density
for our preferred disk solving routine (P1 ) for the Galileo orbits. Alongside this, both
the concurrent and 2-year displaced sunspot number is overlain. There still does not
appear a clear relationship between (Dµ0I0)/2 and solar activity; if anything, a possible
anti-correlation is present for the early period.
It is possible that such a trend might be related to Io activity. Russell and Kivelson
(2001) noted ∼4 times greater rate of ion production at Io at the start of the Galileo
missions than by orbits G24-G27 (around the year 2000). In Figure 5.15 we similarly
find that (Dµ0I0)/2 is lower during this time (excluding G25, an orbit which displays
other configuration irregularities), but owing to the various issues previously noted with
modelling the disk, we will not speculate further.
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5.6 Further exploration of CON1981 and model enhancement
To complete this chapter we look at the results gained through employing a routine that
only solves for µ0I0/2 and also those obtained through employing an enhanced version of
CON1981 which aims to account for the change in plasma orientation with radius.
5.6.1 Justification for extensive parameter space exploration
During personal communication with J. Connerney, our choice to so extensively solve the
parameter space was questioned. Instead, it was suggested that similar results might be
gained by keeping R0, R1, D, θCD and φCD constant at the CON1981 values preferred
for Voyager 1, and fitting the data only to variations in (µ0I0)/2.
Initial motivation for trying to solve for most parameters came from several sources in-
cluding the results of Connerney et al. (1981) and Connerney et al. (1982); whilst the
optimal configurations from Pioneer 10, Voyager 1 and Voyager 2 were noted to be largely
controlled by (µ0I0)/2, strong covariance with D had been noted and there were indica-
tions of θCD preferring tilt towards θCS within 20RJ for Voyager 2. In addition, though
the inner magnetosphere and magnetodisk is considered relatively stable in comparison
with the outer magnetosphere, changes to the Io plasma torus and inner magnetosphere
appear to take place on various spatial and temporal scales, for example the electron
density variations noted between orbits by Frank and Paterson (2001).
Nonetheless, it is worth considering the results gained from varying less parameters as
suggested; the next section will present and analyse the results of this in combination
with the results gained though an additional enhancement of the CON1981 model.
5.6.2 Enhancing CON1981 through consideration of θCD
Our models for the internal planetary field in the following chapters employ data which
has had BCD calculated and removed using the routine previously presented; however, as
noted in Section 5.2.4, numerous problems are associated with the use of the CON1981
model. Several of these problems can be directly attributed to the disk rigidity and
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configuration deviating from the true nature of plasma within the inner magnetosphere,
including: the cold inner and warm outer tori having distinct differences in ion and
electron densities; thickness of the disk increasing toward Io and having less latitudi-
nal dispersion in the warm torus; dusk-dawn asymmetries in disk features; longitudinal
asymmetries associated with the planetary field; breakdown of corotation both within
the vicinity of Io and outward (1-10% between 6-10RJ); and plasma alignment close to
θCS in the cold torus and close to θM outside of the warm torus.
Enhancing CON1981 to better account for the true inner magnetospheric plasma envi-
ronment would be difficult for the majority of these deviations. These difficulties arise
not only from the complexity of implementation, but from our limited understanding of
the spatial configuration, for example the radial dependence of D. As a consequence, the
majority are beyond the scope of this study; however, altering the model to account for
the last attribute, change in θCD with with radius, can be implemented with ease and is
a well accepted magnetospheric feature.
The importance of accurately constraining θCD has previously been demonstrated in
Figure 5.10 and this is not the first time magnetodisk modelling has thought to account
for radial dependence. As noted in Section 2.3, θCD within the outer magnetosphere is
known to align with θCS as the internal dipole field has lesser influence. This effect has
been taken into account by several models of the magnetodisk such as Khurana (1997) and
Khurana (1992); however, models which compensate for the change in θCD in the inner
magnetosphere are limited to Khurana (2001), which enhanced an earlier Euler potential
model to better establish the magnitude of equatorial magnetospheric currents.
Here, we briefly consider enhancing CON1981, as illustrated in Figure 5.16. Whilst
previously the magnetodisk had only one latitudinal orientation, θCD, the inner magne-
tosphere is now defined by three sections of different tilt corresponding to the favoured
configuration for torus plasma. The cold plasma torus is defined between radial bound-
aries, R0 and RA, and has a tilt corresponding to the centrifugal equator, θCS; beyond
RB, upto R1, the tilt is that of the magnetic equator θM . The nature of the transition in
θCD between RA and RB is modelled here as a simple linear change from θCS to θM .
The inclusion of θCS, RA and RB brings the total number of parameters in this more com-
plex model, HingeCON1981, to 9 versus the 6 parameters of the original CON1981.
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Figure 5.16: Pro-
posed change to
CON1981 for inner
magnetosphere (blue)
accounting for radially
dependent thetaCD.
See text for details.
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As this is more an inquisitive extension of the previously presented work as opposed to
an integral component of this thesis, solving numerous iterations for each orbit for all 9
parameters (or 8 if R1 is excluded as previously), is a computational load far beyond the
scope of this work. As a consequence, our previous results are compared with the results
for each orbit gained from two simple routines using HingeCON1981. Both routines set
the majority of parameters to physically realistic values, but one solves only for µ0I0/2
and one solves for µ0I0/2 and RB. Furthermore, the results gained from only solving for
µ0I0/2 and θ with the original CON1981 model are also considered. We choose to solve
for θCD as well as µ0I0/2 to allow fairer comparison with the HingeCON1981 results
as opposed to solving only for µ0I0/2 as suggested in the previous section.
Table 5.2 outlines the various parameter ranges explored by each new modelling routine,
with the second column “CON1981; 5 parameters” being the preferred P1 routine
previously described in detail. For each new routine the starting model employed was
the time-averaged internal field model with λ = 7 × 10−1 damping, calculated after 14
iterations of the P1 routine. The configurations and misfits after each iteration were
examined and after 5 iterations of repeating the process, an adequate level of parameter
convergence had occurred in all cases. The following analysis compares the results gained
at this stage.
5.6.3 Results from alternative model solutions
Figure 5.17 shows the RMS misfit in Bθ, Bφ and Br directions for the three new modelling
forms implemented and that for our favoured 5 parameter routine. As found previously
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Figure 5.17: Disk model RMS misfit from each orbit of data for 4 different routines.
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Parameter CON1981 CON1981 Hinge Hinge
2 parameters 5 parameters CON1981 CON1981
1 parameter 2 parameters
R0 (RJ) 5.2 5.2(4.5-7.5 ) 5.2 5.2
R1 (RJ) 50.0 50.0 50.0 50.0
D (RJ) 2.75 2.75(1.5-3.5 ) 2.75 2.75
µ0I0/2 175(100-250 ) 175(100-250 ) 175(100-250 ) 175(100-250 )
θ0 (
◦) 10.0(0.0-14.0 ) 10.0(0.0-14.0 ) 10.0 10.0
φ0 (
◦) 160.9 160.9(115-230 ) 160.9 160.9
RA (RJ) 5.9 5.9
RB (RJ) 10.0 10.0(8.0-16.0 )
θCS (
◦) 6.3 6.3
Table 5.2: Comparison of parameters varied in the 4 disk modelling routines tested. Numbers
in bold indicate parameters allowed to vary, with subsequent values in brackets indicating the
range over which variation could occur.
and as expected, the largest errors in modelling the disk are found in all three directions
for the non-Galileo orbits. Furthermore, the biggest differences between the type of mod-
elling employed are seen in Br. In this direction, CON1981:5 and HingeCON1981:2
have almost identical RMS misfit for most Galileo orbits. This is surprising considering:
a) the distinct difference in the number of free parameters and b) CON1981:2 fits the
data less well, even though the same number of parameters are being considered.
In fact, the fit is consistently improved in all directions for HingeCON1981:2 over
CON1981:2, suggesting that such an inner-magnetodisk hinge point is preferable. The
fact that HingeCON1981:2 additionally does a better job over HingeCON1981:1
where RB is set at 10RJ, suggests that the hinge point lies preferentially away from this
distance; this is emphasised in the Bθ direction where in many cases HingeCON1981:1
provides a worse fit to the data than CON1981:2. To examine whether RB has a
preferred distance, the top plot of Figure 5.18 shows the modelled variation in RB between
orbits
The fact that RB was limited between 8-16RJ means that orbits with RB lying at these
radii may be considered unconstrained; however, over half of the solutions using Hinge-
CON1981:2 were able to constrain RB and, judging by the distribution, had the upper
limit been set higher than 16RJ, it is likely that modelling would have resolved RB for
a greater number. Of those that are resolved for orbits that do not have inherent data
problems, the majority appear to prefer RB between 14-16RJ inferring that for such cases
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the magnetodisk does not align fully with θM until these distances.
Owing to the strong connection with θCD, it is likely that RB is covariant with D and
µ0I0/2 as previously encountered, but such analysis is beyond the scope of this study
and will not be initiated here; however, in connection with such analysis is consideration
of the integrated current density. Owing to D being held static at 2.75RJ, variation in
µ0I0/2 could individually be considered to reflect on a physical change in the system,
but for comparative purposes Dµ0I0/2 is presented for each orbit in Figure 5.18 for
HingeCON1981:2 and CON1981:5. There is a similar relative signal in Dµ0I0/2
modelled using both routines, with HingeCON1981:2 comparatively underestimating
the value. Interestingly, there is no trend in the percentage difference, but a generally
consistent offset in magnitudes of around 40-70, possibly suggesting an underestimation
of D.
Looking at these results it could be concluded that our 5 parameter solutions provide the
best fit to the data; however, there is more to analysing the suitability of a model than
the RMS residual. In particular, it is important in each case to consider the distribution
of the misfit and whether the error is statistically random or correlated with either an
underlying feature in the data or itself. The former of these is clearly preferable and
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Figure 5.18: Top: Variation of RB for orbits modelled with HingeCON1981:2. Parameters
only allowed to vary between 8-16RJ, hence those lying at such values may be considered
unconstrained and are consequently coloured black. Bottom: Variation of Dµ0I0/2 for orbits
modelled with HingeCON1981:2 (purple) and CON1981:5 (blue).
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Figure 5.19: Comparison of G24 and G30 box-plots in Bθ, Bφ and Br for different routines.
Key shown on right.
would be indicated if the errors display a normal, Gaussian distribution with zero mean.
As opposed to plotting the individual misfit distribution histograms, a method which
is influenced by the bin-size chosen and consequently may be misleading, a selection of
box-plots of the errors for two orbits are shown in Figure 5.19; for the reader unfamiliar
with such plots, a key to interpretation is also provided.
These box-plots are shown for the misfit for the range of model types for orbits G24 and
G30, in the Bθ, Bφ and Br directions. Three things may be immediately noted. First,
the misfit median rarely lies midway between the upper and lower quartiles, or midway
between the whiskers, indicating skewness and deviation from Gaussian distribution. For
the example shown, this skewness is most profound for all types of model in the Bφ of
G24; the consistency in this skewness suggests that the source is the input data. Secondly,
the misfit does not generally lie about zero mean, indicating deviation from random error;
this too is most evident and consistent in the modelling of the Bφ component of G24.
For the two orbits shown here there is not a consistent direction or magnitude in the
error offset for each field component, suggesting that the modelling is not encountering
problems with under or overestimating one component of the field.
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Thirdly, the box size relative to the whisker size is varied, demonstrating varied distribu-
tion kurtosis. Generally, however, the whiskers are larger than the box sizes indicating a
relatively thin peak and that 50% of the error is tightly distributed around a consistent
peak. Outliers are present for several plots, but most noticeably for the Bφ component of
G24 again. Comparison of the boxplots gained through different routines reflects the re-
sults gained through plotting the RMS misfit. Overall, the CON1981 routine where only
θCD and µ0I0/2 are solved yields the greatest box and whisker sizes indicating greatest
data spread, reflecting the source of the poorest RMS misfit previously observed.
Taking into account both the boxplot and RMS results, employing such inner magnetodisk
hinging may be a useful tool for modelling the external field within 12RJ of Jupiter in the
future. Though its implementation does not significantly improve the disk modelling, it
does highlight the type of modification that may be implemented to improve the exter-
nal field models for the inner magnetosphere. Further investigation of how CON1981
may be altered for the inner magnetosphere is beyond the scope of this project, but it
might be useful to consider variation in plasma disk density, temperature, orientation,
and thickness, as well as local time asymmetries and the effect, if any, of solar wind
fluctuations.
Owing to HingeCON1981 not greatly improving results and its nature not being inves-
tigated or understood as fully as CON1981, the internal field models presented in the
following chapters have had the disk field removed simply using the CON1981 routine
P1.
5.7 Summary
The focus of this chapter has been the removal of Jupiter’s externally generated mag-
netic field, BE, from the data; accurate removal of this field is integral to accurately
constraining Jupiter’s internally generated field and any secular variation. The primary
source of BE originates with the Jovian magnetodisk, the configuration and field from
which has been calculated for each individual orbit of data using a reformulation of the
Connerney et al. (1981) model, CON1981, and a simple solving routine; however, in-
terpretation of the results has shown this to not be as straightforward a task as initially
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anticipated.
Modelling non-linearity means we lack confidence in the solutions obtained, whilst the
suitability of employing the CON1981 model in the inner magnetosphere is certainly
debatable. As a consequence, we are more confident that we have adequately constrained
BCD for each orbit, than we are in having resolved how the individual parameters and
disk configuration has changed with time; however, it appears that the integrated current
density, Dµ0I0/2, can be well constrained. We suggest that analysis of this value might be
a useful tool in the future. We further find no clear trend in the magnetodisk responding
to solar variation, unlike the strong dependency of external fields at Earth; this appears
to signify that the primary control on magnetodisk configuration lies instead with the
production of plasma from the volcanic moon Io.
One clear finding reconciled, through both initial model analysis and examination of
Dµ0I0/2 constraint, is the preference of the disk tilt, θCD, to lie away from the magnetic
dipole equator, θM , and toward the centrifugal equator, θCS. Though ours is not the first
study to note such magnetodisk orientation within the region investigated, it is the first to
discuss an easily implementable solution to making CON1981 more appropriate for use
in the inner magnetosphere. Though the hinging around ∼30RJ is a well accepted and
studied phenomenon, future implementation of a model similar to HingeCON1981 may
lend itself to learning more about the nature of the current sheet and the Io torus. Prior
to employing such a model, however, a complete analysis would need to be undertaken,
which is beyond the scope of this study; thus, the data used for modelling Jupiter’s
internally generated field in the following chapters has simply removed BCD as calculated
using CON1981.
Error in discerning BE will clearly affect the error in BI; we return to the problem of
modelling the magnetodisk in Section 6.5, when we consider whether downweighting the
planetary field models proportionally in the direction of greatest BCD can improve our
results. That said, the covariance of parameters has a limited effect on the fit to the data
and, therefore, we feel fairly confident in our determination of BCD. As a consequence,
our determination of the internal planetary field in the following chapters is reasonably
robust to these uncertainties.
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CHAPTER 6
Modelling the internal planetary field and secular variation
Having removed the external magnetodisk field model from the datasets, constraint of
the internal planetary field was undertaken. This was carried out in two ways: models
averaged over the whole data set (JTA) and models which allowed for a linear temporal
changes in the field (JSV); details of the theory and methodology employed in creating
these models may be found in Chapter 4. Regularisation is applied in both cases and,
through comparison of the optimal solutions, inferences can be made about the presence
or absence of secular variation.
This chapter presents the analysis used in determining our favoured field models and
the implications for the presence of SV. Section 6.1 begins by describing the primary
qualitative and quantitative analytical techniques employed. This is followed in Section
6.2 by an exploration of the effect of changing different model variables, justifying those
used to resolve our final solutions. Using the preferred parameter space, we explore
in more depth the effect of regularisation on our our optimal JTA model in Section
6.3. In Section 6.4, we then investigate how accounting for changes to the field affects
the solution; we consider whether we are justified in modelling SV and look at how
the spatial and temporal smoothing of the JSV inversion influences the magnitude of
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variation resolved.
Next, in Section 6.5, we evaluate whether an alternative approach to weighting the data
might better counter uncertainties in our modelling of the external field. Finally in Sec-
tion 6.6, a closer evaluation of our preferred JSV model is presented, alongside compara-
tive discussions of our results with prior field models, previous estimates of jovimagnetic
secular variation and the current geomagnetic field. We summarise our primary conclu-
sions in Section 6.7.
6.1 Analytical methods
Prior to a discussion of either the parameter space or the modelling results, it is appro-
priate to outline the principles behind some of the recurring analytical tools employed:
trade-off curves, field plots, power spectra and model resolution.
6.1.1 Trade-off curve
Following Equation 4.23, we seek models that strike a balance between two desirable
properties: the covariance weighted sum of squared misfit, E, and smoothness, controlled
by both the norm, N , and damping parameter(s), λ and τ . For our JTA solutions,
Q = E + λN (6.1)
Plotting E and N for a range of λ commonly produces a hyperbolic trade-off curve
which is useful for examining the objective function, Q, and deciding the optimal level of
smoothing. An example of this is illustrated in Figure 6.1. Models that are “overdamped”
are too smooth and have a high misfit to the data; models that are “underdamped” fit
the observations well, but are overly complex. Damped models with N and E that lie
closest to the asymptotic knee region of the trade-off curve are optimal, as they provide
a compromise between a good fit to the data and model smoothness.
The degree to which the knee is resolved varies significantly depending on the problem
under investigation. In an idealised case, a sharp change in gradient provides a clear
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Figure 6.1: An example trade off curve. Between the
model being overdamped and underdamped, there is
knee in the curve indicative of the optimal level of λ.
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indication of the value of λ to be chosen; in reality, there is often a broad region over
which the gradient changes, making a trade-off curve more useful for identifying a range
of λ for further examination. In addition to model selection, trade-off curves provide a
quick visual aid for examining how different parameter spaces affect model N and E; they
may also be constructed for comparison of other desirable qualities such as resolution and
smoothness of SV.
6.1.2 Field plots
Plots of the spatial configuration of Jupiter’s field can be made for the planetary sur-
face and at depths above the dynamo source region, ≥RIMT. These allow visualiza-
tion and identification of features not immediately apparent through coefficient analysis,
whilst also providing a qualitative measure of model smoothness. Owing to the nature
of Jupiter’s field, the strongest and most useful component for investigation is the radial
field, Br; however, we consider other field attributes for our favoured model in Section
6.6.1.
Following Equation 4.6, the components comprising BI may be calculated by expressing
the gradient of Φ in terms of
BN =
1
r
∂Φ
∂θ
BE = − 1
r sin θ
∂Φ
∂φ
Br = −∂Φ
∂r
(6.2)
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Figure 6.2: Br plotted at Jupiter’s surface using three different levels of damping.
where BN is the field toward geographic north and BE is that toward geographic east.
Using these components the field may also be represented in terms of total intensity, Bf ,
the horizontal component, Bh, and the field inclination, I,
Bf =
√
BN +BE +Br
Bh =
√
BN +BE
I = tan−1
Br
Bh
(6.3)
All field maps presented in this study account for Jupiter’s ellipticity of 0.04687 and are
plotted as Hammer equal-area projections using the GMT software of Wessel and Smith
(1991). Figure 6.2 presents exemplar plots, illustrating three surface Br maps and the
effect of changing λ. Underdamping results in complex solutions which force the model
to be highly structured in regions where little or no data has been collected, such as the
poles; excessive overdamping, leads the model to approximate a dipole. The maximum
magnitude of Br is also significant, decreasing with increased damping.
As mentioned earlier, in addition to examining the field at the planetary surface, it may be
downward continued through Jupiter’s outer molecular shell following the assumptions
of Section 4.6; this technique proves useful when looking at the effect of regularising
at different RIMT and Rα depths (Section 6.2.3). We note that for simplicity, when
projecting the field into Jupiter we similarly employ an ellipticity of 0.04687. Whilst
this assumption is not necessarily valid, it probably lies close to the true nature of the
planetary interior.
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6.1.3 Power spectra
Analysis of power spectra allows the model to be examined in terms of contribution from
different degree, l, components. The power spectra presented here are those of Lowes
(1974) whereby the spectrum (Rl) may be defined as,
Rl = (l + 1)
∞∑
m−0
[(gml )
2 + (hml )
2] (6.4)
This produces a measure of the mean square field from different l, as a proportion of total
modelled BI. The spectra of the temporal coefficients partly comprising the JSV models
may be plotted in a similar way, producing a measure of the mean square SV.
When the spectrum of the geomagnetic field is plotted at the CMB, the dipole dominates,
as it does at the surface. Furthermore, there is a tendency for higher l components to
approach an equivalent level of contribution, causing the spectra to flatten and become
“white”. At Jupiter, as for Earth, we expect the dipole to dominate owing to the funda-
mental nature of the processes and dynamics governing dynamo generation; as a result,
we can immediately disregard models which do not display this characteristic. Coinciden-
tally, whilst the depth to the Jovian dynamo source region remains unclear, inspection
of the power spectra plotted at different radii may better constrain this depth should
flattening be observed; however, there are several inherent problems and assumptions
associated with this interpretation, as discussed in Section 4.6.
As a consequence, expecting spectral flattening at RIMT or Rα, analogous to that observed
at Earth’s CMB, is unjustified and unlikely. We explore this further in Section 6.6.3 and
Chapter 8.
6.1.4 Resolution analysis
Analysis of the resolution matrix, R, provides a measure of how well the regularised
model describes the observations, in terms of the true model in the absence of errors,
where
R = (ATC−1e A + λN)
−1ATC−1e A (6.5)
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following the previous notation of Section 4.4.2. It effectively quantifies how close the
smooth model, ms, is to a completely undamped solution, m0, as
ms = Rm0 (6.6)
The R matrix is square and non-symmetric with dimensions equal to the model vector.
With reduced damping ms → m0 and R approaches the identity matrix, I; with increased
damping the diagonal components of R are reduced and more off-diagonal elements are
present. Thus, through inspection of R we are provided with useful information about
the model, allowing trends in l and m to be considered.
Further to analysis of single coefficient resolution, the sum of the diagonal components
of R (the trace) provides an indication of the total number of coefficients which are
resolved in the model from the data (the number of degrees of freedom). We will consider
the R and associated trace both for the Gauss coefficients of our JTA solutions and,
additionally, the SV parameters of our JSV solutions.
6.2 Parameter space exploration and justification
Although the modelling approach to constrain BI is well defined, the parameter space is
large and poorly defined. As a consequence, prior to determining the level of smoothing
required to appropriately resolve the JTA and JSV solutions, we must justify our pref-
erence for a number of variables used during the inversion. Below we list those considered
in the following analysis alongside their properties we conclude are optimal:
• The maximum harmonic degree - lmax of 7 favoured
• The smoothing norm employed - OhmC is favoured, placing a constraint on
ohmic heating within RIMT, with a linear drop-off in conductivity to Rα (Section
4.4.3)
• The interior conductivity profile - RIMT=0.85RJ and Rα=0.90RJ
• The Galileo gain adjustment - Galileo data have been adjusted to compensate
for the magnetometer miscalibration noted by Yu et al. (2010) (Section 3.2).
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In deciding upon this parameter space, we have explored the effect of changing the vari-
ables under a wide range of conditions. For clarity in the following discussion, however,
we present sequentially the results of independent variation; those not being examined are
held static with the properties listed above. To ensure fair comparative analysis, a wide
range of λ have also been explored, but only those which produce models near-optimal
are presented here. Finally, as discussed in Section 4.6.3, we only consider the JTA pa-
rameter space and then by extension, apply this to our JSV modelling solutions.
6.2.1 Maximum spherical harmonic degree
There is a clear relationship between lmax, the configuration of the solution and the model
to data misfit. As lmax → 1, BI can only be described by a limited number of large scale
Gauss coefficients, resulting in a high residual. As lmax →∞, increasingly complex field
structure can be mapped and the model to data misfit is reduced. The relationship be-
tween increasing lmax and reducing misfit is limited by the data quality and coverage;
furthermore, lower lmax is preferable for lower computational load. Consequently, desir-
able lmax is that which resolves an appropriate level of complexity from the data, whilst
being sufficiently high enough that the solutions are not affected by the truncation.
Figure 6.3 shows the effect that varying the JTA lmax has on the trade-off curves. Lower
lmax models result in trade-off curves with poorly defined knee regions and distinctly
higher misfit to the data. This is indicative of field structure incapable of being modelled
Figure 6.3: Trade-off
curves for models solved
to different lmax (plots for
lmax = 8 and lmax = 9 are
overlain by lmax = 7).
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lmax |M |(G) θM (◦) φM (◦) Max. Br surface (G)
3 4.1435 10.017 160.892 13.665
4 4.1560 10.020 160.698 13.777
5 4.1578 10.036 160.849 14.806
6 4.1579 10.038 160.865 15.161
7 4.1580 10.038 160.871 14.930
8 4.1580 10.038 160.873 14.913
9 4.1580 10.039 160.874 14.945
Table 6.1: Dipole and
maximum surface field
properties for different
lmax models solved with
λ = 7× 10−1.
and justifies modelling to higher lmax. Conversely, the more structured models can achieve
lower misfits and higher norms; increasing lmax ≥7 does little to improve the desirable
model attributes for JTA and hence solving to lmax = 7 appears appropriate.
This is demonstrated further by the surface Br maps of Figure 6.4, plotted for lmax =3,
5, 7 and 9. For all these plots, λ = 7×10−1 has been employed, as this level of smoothing
appears consistently within the knee of each trade-off curve; the accompanying dipole
properties are presented in Table 6.1. Model smoothness decreases with an increase in
lmax, as smaller scale features are capable of being incorporated. As found previously,
increasing lmax from 7 to 9 does little to improve the field complexity or change the
configuration.
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Figure 6.4: Maps of Br at Jupiter’s surface for JTA models plotted to different lmax.
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Figure 6.5: Power spectra
for models solved to a differ-
ent lmax with λ = 7 × 10−1,
plotted at RIMT.
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Figure 6.5 plots the Lowes power spectra at RIMT=0.85RJ, for different lmax. Spectra for
all models appear to show a consistent dipole contribution, reinforced by the properties
|M |, θM and φM presented in Table 6.1. The quadrupole contribution to the field for all
models is also similar; however, the octopole contribution is distinctly lower for lmax=3
and 4 models than for lmax ≥5. There are two possibilities which explain this feature.
Firstly, λ chosen for these models may be inappropriate; this is possible as a result of the
poorly constrained trade-off curve knees for low lmax (Figure 6.3). The second possibility
is that the inclusion of higher l terms acts to redistribute or cancel the effect of l = 3
field. Should the latter be the case, it provides strong justification for solving beyond
lmax = 3 or 4, the level at which previous models have commonly been truncated.
For lmax ≥ 5, there is a strikingly similar distribution between field components at higher
l; modelling to a progressively larger lmax does little to alter the shape of the spectra,
particularly beyond lmax = 7, with an order of magnitude less field contribution from
l = 9 field than l = 7. Whilst plotting the spectra at RIMT we might expect a degree
of flattening, this drop-off indicates little redistribution of the field with the inclusion of
higher l terms, confirming once more that modelling to lmax=7 is appropriate.
6.2.2 Effect of altering the smoothing norm
The OhmC smoothing norm favoured in this study is that proposed by Holme and Blox-
ham (1996a), placing a constraint on ohmic heat flow from RIMT with a linear drop-off
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in conductivity to Rα. Initial motivation for employing OhmC came with the possibility
of better resolving RIMT and Rα: altering the depth of this smoothing and investigating
subsequent solution attributes might help resolve the nature of the insulator-metal tran-
sition. For completeness, we consider the results gained using four alternative smoothing
norms (Section 4.4.3),
Br : Mean square field intensity over a surface
Br2 :Mean square radial field over a surface
HBr2 : Mean square of horizontal derivative of radial field
Ohm : Lower bound on internal ohmic heating with no drop-off in α
Figure 6.6 shows the position of the trade-off curve knees produced for the five different
types of regularisation. Whilst the distinctly different norm values are not comparable as
they are related to the smoothing function applied, there are marginal, but significant,
differences in model residual. The poorest fit is found using HBr2 curve whilst the best
fit is provided by OhmC. It is unsurprising that OhmC and Ohm provide similar results,
owing to their only difference being the drop-off in α outside RIMT; this demonstrates
that the Rα employed is only of secondary importance.
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Figure 6.6: Comparison of the trade-off
curves generated for different smoothing norms
used to damp solution.
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Table 6.2: Dipole and
maximum surface field
properties for models
employing different
smoothing norms; the
selection provided for
each type of regulari-
sation falls within the
optimal damping range.
Norm λ |M |(G) θM φM Max. Br
(◦) (◦) surface (G)
4×10−5 4.1608 10.047 160.922 15.512
Br 7×10−5 4.1586 10.041 160.884 15.059
1×10−4 4.1570 10.038 160.862 14.769
7×10−5 4.1608 10.047 160.925 15.530
Br2 1×10−4 4.1594 10.043 160.900 15.243
2×10−4 4.1561 10.037 160.857 14.673
2×10−6 4.1614 10.043 160.917 15.682
HBr2 4×10−6 4.1592 10.037 160.879 15.170
7×10−6 4.1572 10.034 160.852 14.781
2×10−1 4.1614 10.046 160.925 15.653
Ohm 4×10−1 4.1589 10.039 160.882 15.112
7×10−1 4.1566 10.035 160.850 14.684
2×10−1 4.1625 10.051 160.953 15.889
OhmC 4×10−1 4.1602 10.043 160.906 15.375
7×10−1 4.1576 10.034 160.871 14.930
Whilst the position of the Ohm and OhmC trade-off curves makes this form of regulari-
sation preferable, it is worth examining whether there is significant variation in the power
spectra and surface fields of the optimally damped solutions when the different smooth-
ing norms are employed. Figure 6.7 plots Lowes power spectra, calculated at both the
planetary surface and RIMT for each smoothing norm and additionally maps the surface
Br for 3 magnitudes of λ lying within the optimal range.
The type of regularisation appears to make little difference to the configuration ofBr, with
the same features evident for each norm employed. This is reflected in the power spectra
at RIMT, all of which show a degree of flattening between 2≥ l ≥5 if the appropriate
level of λ is applied. Consequently, it seems all smoothing norms tested are capable of
establishing similar levels of field complexity and similar dipole properties, with the level
of λ being the primary control on field attributes. Table 6.2 summarises the different
dipole and model properties for the solutions presented in Figure 6.7, confirming that
similar models are attainable through smoothing with different N .
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Figure 6.7: Power spectra and surface Br for models employing different smoothing norms.
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6.2.3 Effect on OhmC models and justification of depths RIMT and Rα
The exact internal structure of Jupiter and location of the dynamo source region is
unknown; modelling up to this point, using the smoothing function OhmC, has placed
RIMT at 0.85RJ with a linear drop-off in α over a further 0.05RJ (Rα = 0.90RJ). Whilst
the gradual change in α and dynamo generation used here is similar to that favoured
by recent hydrogen shock compression experiments, the transitional depths differ, with
Nellis et al. (1996) preferring RIMT '0.90RJ and Rα '0.95RJ (a discussion of this work
may be found in Section 2.2.2). Though we do not discount the shock compression results,
the transition depths quoted are questionable; our reasoning and validation for modelling
Rα and RIMT at lower depths follows.
Using the metallisation pressure of 140GPa obtained through shock experimentation, we
employ the pressure profiles of several recent Jovian interior models (Section 2.2.3) and
obtain the corresponding phase transition depth to be '0.84RJ, not 0.90RJ as quoted.
This is illustrated in Figure 6.8. Point A corresponds to the implied position of RIMT
based on the experimental result of 140GPa; Point C, however, is the RIMT depth quoted
by Nellis et al. (1996) which corresponds to a much lower pressure. In addition, Figure
2.2 may be used to establish that a pressure of ∼80GPa is required for α=0.2(Ωm)−1;
we associate this pressure with Rα, as it is the lowermost conductivity of material that is
hypothesised to contribute to magnetic field generation at Uranus and Neptune (Section
2.2.2). Interior models locate this pressure at Point B, corresponding to ∼0.875RJ, whilst
the coincident depth quoted by Nellis (2000) is at 0.95RJ, as demonstrated at Point D.
Justification for these discrepancies may originate from several factors; in particular, we
must give consideration to how the experimental set-up deviates from conditions within
Jupiter’s interior. Firstly, it is likely that the pressure at which metallisation occurs is
temperature dependant. The pressure of 140GPa, corresponding to the insulator-metal
phase transition, was observed to take place experimentally at temperatures of 3000K.
In contrast, the J11a theoretical model of Nettelmann et al. (2008) observes pressures
of 140GPa to occur at depths of around 0.835RJ, where the corresponding temperature
is >6500K; the temperature of 3000K found experimentally is modelled at ∼0.97RJ by
J11a.
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Figure 6.8: Profiles of pressure with depth for several recent models of Jupiter’s interior. See
Table 2.1 for summary of Guillot (1999) model features and text in Section 2.2.3 for discussion
of Nettelmann et al. (2008) model; the relevance of Points A-D are discussed in the text.
Secondly, helium is also present to varying degrees within Jupiter, but its presence is
not factored into the Nellis (2000) RIMT quoted depths. As discussed in Section 2.2.2,
helium does not undergo metallisation at the pressures and temperatures of interest for
this study and may be thought of as an electrically inert volumetric fraction; however,
it may affect the planetary temperature profile. Nellis et al. (1996) suggest that the
presence of helium steepens the temperature-with-pressure gradient in Jupiter, relative
to that of pure hydrogen, owing to the lack of internal molecular degrees of freedom at
the densities, pressures and depths in question. This implies greater temperatures at
the RIMT depths inferred from shock experimentation, and thus the transition may be
located at a shallower level.
These factors alter our interpretation of how the experimental and theoretical results for
the phase transition compare. As a consequence, we set RIMT and Rα at 0.85RJ and
0.90RJ respectively, as these depths correspond to:
1. The mid-range of theoretical estimates
2. Close to the depths attained through correct interpretation of the experimental
hydrogen results
3. Higher than the the depths attained through correct interpretation of the experi-
mental hydrogen results, owing to the presence of helium and differences between
modelled and experimental temperatures
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Whilst it is not possible to establish whether these depths are exactly those found within
Jupiter, for the purposes of magnetic field interpretation, our current understanding of
the problem definitely leans toward a RIMT close to this value. Furthermore, a small
change in source depth will not greatly effect the modelled surface field structure. To
confirm this, here we briefly examine the effect that varying RIMT and Rα has on the
OhmC regularised models. In Section 8.2 we further consider this variation, seeking to
better resolve the insulator-metal transition.
Figure 6.9 shows how the trade-off curves differ for varying depth to the dynamo source
region of 0.85RJ, 0.90RJ and 0.95RJ with the conductivity drop-off gradient over a further
distance, Rα→0, of 0.001RJ, 0.010RJ, 0.025RJ and 0.050RJ. Corresponding with these
depths, Table 6.3 presents the related field attributes for models employing λ=7×10−1,
a level of damping consistently in the optimal trade-off range. The knee of the trade-off
curves appear more favourable the closer to the planetary surface RIMT and Rα lie, with
decreased model residual and more complexity. This effect is to be expected, as inverse
modelling observations close to the point of field generation increases the solving routine’s
confidence in the solution. As a consequence, this is not grounds for these higher RIMT and
Rα models being chosen preferentially over those at lower depths. This is seen explicitly
Figure 6.9: Com-
parison of the
trade-off curve knee
found when the
modelled depth
to dynamo source
region and the con-
ductivity drop-off
outside this region.
0.0E0 
 
1.0E8 
 
2.0E8 
 
3.0E8 
 
4.0E8 
 
5.0E8 
2.0E8  2.2E8  2.4E8  2.6E8  2.8E8  
0.85, 0.001 = 0.8501 
0.85, 0.010 = 0.8600 
0.85, 0.025 = 0.8750 
0.85, 0.050 = 0.9000 
0.90, 0.001 = 0.9001
0.90, 0.010 = 0.9100 
0.90, 0.025 = 0.9250 
0.90, 0.050 = 0.9500 
0.95, 0.001 = 0.9501 
0.95, 0.010 = 0.9600 
0.95, 0.025 = 0.9750 
0.95, 0.050 = 1.0000 
R , R  = R
IMT IMT->α α
N
o
rm
Misfit
169
6.2. Parameter space exploration and justification
RIMT Rα→0 |M |(G) θM (◦) φM (◦)
Max. Br
surface (G)
0.85
0.001 4.1589 10.039 160.882 15.117
0.010 4.1591 10.040 160.886 15.163
0.025 4.1595 10.041 160.893 15.242
0.050 4.1602 10.043 160.906 15.375
0.90
0.001 4.1613 10.048 160.930 15.603
0.010 4.1614 10.049 160.935 15.643
0.025 4.1618 10.050 160.943 15.708
0.050 4.1623 10.053 160.958 15.813
0.95
0.001 4.1632 10.057 160.987 15.995
0.010 4.1634 10.058 160.992 16.028
0.025 4.1637 10.060 161.002 16.084
0.050 4.1641 10.062 161.019 16.189
Table 6.3: Dipole and
maximum surface Br prop-
erties for models employing
different dynamo source pro-
files; damping of λ=7×10−1
employed in each case.
for the curve of RIMT =0.95RJ and Rα→0 =0.05RJ, which is more structured with the
lowest misfit, but simultaneously places Rα implausibly at the planetary surface.
Modelling RIMT to lower RJ and a larger Rα→0 results in a greater degree of geometric
attenuation, as discussed in Section 4.6.5. Figure 6.10 shows contours of Br outward from
RIMT at 0.85RJ, with varying Rα to demonstrate how this attenuation is translated to
the solution. Three longitudinal cross-sections are displayed, at φ=135◦, 315◦ and 180◦,
the latter being close to the magnetic north pole. The damping used to generate these
models was λ=7×10−1, within the optimal range.
At greater distances from the planet all plots of same φ show similar features, as the
models attempt to fit the field at the point of data collection; however, closer to the
planetary surface the models begin to diverge. Below the planetary surface the variations
are even more pronounced with the maximum magnitude of the field contours decreasing
with increased source depth.
Returning to the model attributes presented in 6.3, none of the properties differ signifi-
cantly when the nature of the dynamo source is varied; however, the changes which are
seen follow a clear trend. Maximum surface Br and |M | increases as the depth to the dy-
namo source gets shallower. This may be explained as the source is required to increase, in
order to generate the magnitude of observations projected at the large satellite distances.
The trend in changes to the dipole orientation are also interesting. With shallower source
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Figure 6.10:
Br magni-
tude contours
for different
RIMT, Rα and
φ, plotted out-
ward from an
RIMT=0.85RJ
but with
varying Rα→0.
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the dipole tilt moves away from the planetary rotation axis, inferring relatively larger g11
and h11 equatorial components in these models. Simultaneously the dipole longitude in-
creases by a small fraction of a degree with higher RIMT and Rα. Whilst these changes
are small, so is the expected SV; the source depth may be having a greater effect on the
modelling solutions than originally hoped. Alternatively, this may be attributed to the
magnitude of λ not being tailored to the individual solutions presented.
6.2.4 The effect of gain adjustment
As discussed in Section 3.2, Yu et al. (2010) reanalysed magnetometer observations col-
lected by Galileo at Earth and concluded a miscalibration of the sensors. To counter this,
a triaxial gain adjustment of 0.9911±0.0008 was suggested for the Jupiter observations.
We have applied this correction to the Galileo measurements used to construct the solu-
tions presented thus far, but we wish to confirm that the modelling does indeed favour
this adjustment.
Figure 6.11 plots the trade off curves for JTA with and without this amendment. Whilst
the model smoothness does not appear largely effected by adjusting the gain, there is
a distinct improvement in the model to data misfit with the inclusion of the correction
suggested by Yu et al. (2010). This clearly reinforces its employment in this study.
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Figure 6.11: Trade-off
curves constructed for field
model with and without
inclusion of Galileo data
adjustment.
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6.3 Choosing the preferred JTA solution
Having explored the effect of different variables and justified our preferred properties for
them, we seek the appropriate magnitude of damping which provides our JTA models
with an optimal balance between smoothness and model to data misfit. Here we present
two favoured solutions with slightly different λ: a smoother model with λ = 7×10−1 and
a rougher model with λ = 2× 10−1. Figure 6.12 (a) shows their placement on the trade-
off curve, (b) their comparative power spectra at RIMT and (c) maps of the surface Br.
Accompanying model attributes may be found in Table 6.4 whilst the Gauss coefficients
are listed in the Appendix.
Both solutions possess a norm and error that places them in the knee region of the trade-
off curve, with the rougher λ = 2×10−1 model possessing a higher norm (more complex)
and smaller misfit to the data relative to the smoother λ = 7× 10−1 model. This is the
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Figure 6.12: Properties of the JTA models with λ = 7 × 10−1 and a rougher model with
λ = 2 × 10−1: a) demonstrates the position of both models on the trade-off curve; b) their
Lowes power spectra plotted at RIMT (0.85RJ); and c) the Br surface field.
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Model λ |M |(G) θM (◦) φM (◦) Max. N Min. S
surf. Br (G) surf. Br (G)
JTA
2×10−1 4.1625 10.051 160.953 15.889 -11.111
7×10−1 4.1576 10.034 160.871 14.930 -9.815
JSV
2×10−1 4.1595 10.010 160.742 16.703 -11.282
7×10−1 4.1556 10.000 160.740 15.236 -9.955
Table 6.4: Dipole, maximum surface field, misfit and norm properties for optimal JTA and
JSV models employing λ = 2×10−1 and λ = 7×10−1 (for JSV solutions, τ = 7×103 and
τ = 2×103 respectively as discussed in Section 6.4).
result of a larger proportion of higher l field components, as demonstrated by the power
spectra. In addition, the rougher model shows a flatter spectra to l = 5 before dropping
off. The spectrum of the smoother model doesn’t flatten fully, but similarly shows a
sharper change in gradient at l = 5. We expect the spectra may flatten when plotted at
RIMT and can interpret the drop-off in one of two ways: Jupiter’s field truly does contain
less high l components and flattening does not occur in a way analogous with the Earth
or higher l components cannot be resolved in smooth models using the available data.
We favour the latter explanation, with further consideration of spectral flattening and its
implication for Jupiter’s internal structure presented in Section 8.2.
The mapped surface Br clearly illustrates the spatial distribution and differences in
smoothness of the two models. Where λ = 2 × 10−1, the magnetic equator shows far
more complexity, including a kink of marginally reversed flux around φ = 270◦ in the
northern hemisphere and a larger reversed patch between φ = 0−45◦; this feature is also
seen for λ = 7 × 10−1 but with lesser spatial extent. Furthermore, the rougher model
shows a larger magnetic north pole region with a field magnitude ∼1G greater than the
smoother model, as confirmed in Table 6.4. The south polar region too shows increased
field in the λ = 2×10−1 model whilst both solutions show significant asymmetry in polar
Br.
Analysis of coefficient resolution, R, provides additional quantitative insight. Figure
6.13 compares the resolution for the two differently smoothed models, whilst Figure 6.14
plots the respective traces of the resolution matrix. As expected, the the dipole terms
are resolved much better than those of higher l; coefficient R at l =1 and l =2 shows
little variation with the λ examined. Beyond the quadrupole, damping magnitude has
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Figure 6.13: Res-
olution of Gauss co-
efficients comprising
JTA models with
λ = 2×10−1 and
λ = 7×10−1.
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a greater effect, with lower λ showing better coefficient R than higher λ. With each
increase in coefficient l, there is a distinct down-step in resolution; in addition, within
each l there is further variation between coefficients and those with higher m tend to be
better resolved.
The trace of the resolution matrix reinforces this. With 63 Gauss coefficients being
modelled (lmax=7), a trace of 63 would indicate the model is purely constrained by the
data and no model smoothing has occurred; lower λ favours larger coefficient R and
consequently larger trace. As expected, for the preferred solutions the trace is larger for
λ = 2×10−1 at 29.22 and lower for λ = 7×10−1 at 25.15. This translates respectively to
46% and 40% of the solution coefficients being adequately resolved.
To investigate where the models are failing to fit the data in more detail, the model to
data residual in Br, Bφ and Bθ are plotted in Figure 6.15. The misfits are mapped as a
function of radius with the JTA:λ = 7×10−1 solution shown in blue and the conjugate
JSV solution in red, as discussed in the next section. The model does not show a
Figure 6.14:
Trace of the
resolution ma-
trix for JTA
models with
different levels
of damping.
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particularly improved fit in any one component, but the greatest residual is consistently
found when the model tries to fit data collected at low perijove. Though this appears to
be primarily a case of fractional fitting in Br and Bφ, there is a more prominent increase
in fractional misfit with RJ in the Bθ direction. This is illustrated in Figure 6.16, which
plots the model to data residual divided by the observation magnitude.
One possible source of this proportional increase in Bθ misfit with radius is inadequate
modelling of the magnetodisk field. In Sections 5.2.4 and 5.6.2 we have previously de-
scribed how the CON1981 model fails to account for magnetodisk hinging in the inner
magnetosphere. As the majority of our disk models favour θCD ' 8◦ poorer fit might be
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Figure 6.16: Fractional fit in
Bθ for JTA with λ = 7×10−1.
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found at larger distance from Jupiter where θCD tends toward orientation with the dipole
tilt, θM ; however, this cannot fully explain the error in Bθ if we take into account the
large outer hinge distance (>14RJ) preferred by the majority of our HingeCON1981
models in the extended analysis of this problem (Figure 5.18).
Further inspection of Figure 6.15 suggests that all directions may suffer from a bias away
from average error. As we expect the misfit to be normally distributed about zero, a
significant bias could suggest issues with the modelling inversion. We return to these
problems in Section 6.5 when creating models downweighted by the disk field.
To accompany the plots of 6.15, Table 6.5 provides the misfit attributes for both the
λ = 2×10−1 and λ = 7×10−1 JTA models and their conjugate JSV solutions presented
in the next section. Marginally larger RMS error is found in all directions for the smoother
JTA solution, whilst the misfit mean, x¯, is small and positive suggesting the possibility
of some correlated error. The most likely source of this error is inadequate modelling of
the magnetodisk field and/or the inability of appropriate models to be generated from
Model λ
Bθ Bφ Br
RMS x¯ σ RMS x¯ σ RMS x¯ σ
JTA
2×10−1 11.14 3.11 10.69 9.65 1.66 9.51 10.75 1.76 10.61
7×10−1 11.47 2.53 11.19 10.18 1.68 10.04 11.30 2.02 11.12
JSV
2×10−1 11.27 3.60 10.68 9.01 1.56 8.87 9.72 -0.30 9.72
7×10−1 17.37 -8.28 15.27 10.68 1.57 10.56 14.25 3.55 13.80
Table 6.5: Comparison of JTA and JSV Bθ, Bφ and Br misfit attributes for λ = 2×10−1
and λ = 7×10−1 models. All values in nT.
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the limited data. For both solutions, similar orthogonal standard deviations, σ, are seen
with best fit found for Bφ.
It is unclear whether the smoother, λ = 7×10−1, model is preferable or the more spatially
complex, λ = 2×10−1. The following JSV analysis will considers both possibilities
further.
6.4 Choosing the preferred JSV solution
Having established our favoured JTA models, we now consider the effect of allowing for
a linear change in the field with time. Whilst it is possible that the parameter space for
JTA explored in Section 6.2 may no longer be optimal, it is unlikely to show significant
differences; we therefore resolve the SV models using the previously favoured values of
lmax=7, field smoothing norm=OhmC, RIMT=0.85, Rα=0.90 and include the Yu et al.
(2010) gain adjustment for Galileo observations.
The solutions now comprise of double the number of coefficients, with each Gauss coeffi-
cient parametrised by both its field and SV (Section 4.4.3). The changes are additionally
smoothed by a temporal damping parameter, τ , to ensure that the solution is not per-
mitting implausibly large field variation. Consequently, the optimal magnitude of both λ
and τ must be established. In addition, it should be recalled that the field models output
now represent the configuration at time zero, ∼1988.38, as opposed to the best fit from
all the data.
Following the JTA analysis, we inspect solutions using λ = 2× 10−1 and λ = 7× 10−1.
Although JSV models using other λ within the optimal range were constructed and ex-
amined, similar results to those presented could be attained; employing consistent spatial
damping allows us to make direct inferences about the direct affect of SV inclusion.
Part a) of Figure 6.17 plots in green the JTA misfit-norm trade-off curve with the ac-
companying trade-off curves produced for models of varying λ and τ ; in red is the curve
produced using λ = 2 × 10−1 and in blue is that produced using λ = 7 × 10−1. For
completeness, the grey lines show the curves for other JSV models produced using λ
within the JTA knee region.
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Allowing temporal changes decreases the model to data residual and increases the model
smoothness to varying degrees. Both of these changes are clearly desirable and significant,
favouring the presence of SV: improvement in misfit signifies the data can be modelled
more closely, whilst a decrease in complexity infers a more physically realistic field. The
distinct knee in the JSV solution trade-off curves signifies how decreasing τ by too
much forces a high proportion of the observations into complex temporal changes and
drastically increases field complexity. As a consequence, we favour levels of τ on the cusp
of this knee region as they show improved residual and complexity at a viable level.
The black points in Figure 6.17 signify our preferred regularised solutions of λ = 2×10−1,
τ = 7 × 103 and λ = 7 × 10−1, τ = 2 × 103. As with constraint of the optimal JTA
models, however, this choice of τ is not based purely on the trade-off curves but has been
Figure 6.17: Tem-
poral trade-off curve
analysis: a) plots
JTA curve as previ-
ously with temporal
curves corresponding
to λ values; b) plots
% reduction in misfit
and norm for JSV
models of varying
τ , compared with
conjugate λ JTA so-
lution. Black points
illustrate preferred
models discussed in
text.
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influenced by additional means of analysis.
Though the misfit decreases with the inclusion of SV, we would expect an improvement
to result directly from increasing the parameter space; a component of data previously
not fit by the JTA model can be filtered into the SV coefficients. As a consequence,
it is important to consider the degree of improvement and not just take any change as
indicative of jovimagnetic SV. Part b) of Figure 6.17 plots the % reduction in field norm
and misfit as a function of the corresponding JTA model norm and misfit; the black points
show the values for the preferred τ models. Both favoured solutions show an improvement
in model misfit between 7-8% with a lesser improvement in model smoothness of '2.5%
for λ = 7 × 10−1, τ = 2 × 103 and '5% for λ = 2 × 10−1, τ = 7 × 103. Relative
to the parameter space expansion associated with accounting for temporal changes, the
improvement in model fit to the data and smoothness is clearly significant. We feel this
is indication that changes to Jupiter’s field are capable of being resolved from the data
and that the inclusion of SV in our models is justified.
Returning to Figure 6.15, we can compare the misfit in Br, Bφ and Bθ as a function
of radius, for JTA and JSV with λ = 7 × 10−1. Whilst the trade-off curves demon-
strated the total misfit to the data being reduced when temporal changes are allowed,
this improvement is not uniform throughout the dataset as confirmed in Table 6.12. In
particular, Bθ shows extremely diminished RMS misfit for JSV and a significant offset
from zero mean; similar is true for Br, whilst Bφ shows similarities with the JTA solu-
tion. In contrast, the JSV model employing λ = 2 × 10−1 shows much improved misfit
attributes compared with the conjugate JTA model: Br and Bφ have much lower RMS,
x¯, and σ whilst there is only a minor worsening in Bθ.
To confirm that the overall fit is improved for JSV, Figure 6.18 plots the sum of absolute
Br, Bφ and Bθ alongside that of JTA both with λ = 7× 10−1. The total absolute misfit
is lower for JSV at all radii. We can assume a similar improvement for the preferred
λ = 2× 10−1 JSV model.
We next consider the field spatial distribution and configuration for the JSV solutions.
Figure 6.19 plots the surface Br and change in surface Br for the values of λ and τ of
our preferred solutions. Notably, the Br scale has changed from the previous surface field
maps, from 16G to 17G, owing to the northern polar region of the JSV: λ = 2 × 10−1,
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Figure 6.18: Total abso-
lute residual for JTA and
JSV with λ = 7 × 10−1
(i.e. absolute misfit of
Br+Bφ+Bθ).
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τ = 7×103 model having a larger maximum field of 16.703G. The field configuration of the
lower λ solution is more complex than that of higher λ solution; however, simultaneously,
the conjugate SV is less spatially complex for the favoured lower λ model. This is most
likely related to the level of τ employed, but in either case, it appears that the modelling
does not resolve small scale changes to Br at Jupiter’s surface.
To further investigate the effect of τ , Figure 6.20 again maps the surface Br and change in
Br, but constant λ=7×10−1 is employed between models whilst τ is varied over an order
of magnitude. There is little change to the field configuration in this range of solutions
-1
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Figure 6.19: Surface Br and field change maps for preferred λ and τ models.
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but the conjugate modelled change in Br is altered significantly in both magnitude and
complexity. Increasing the level of temporal smoothing acts to reduce the total maximum
SV magnitude, so that at τ=7×103 the quadrupole dominates the change. Lowering the
temporal smoothing gives the modelled change more structure, whilst increasing the
maximum magnitude of variation.
Returning to our favoured solutions, we seek to determine if there is a particular region
where the modelled field diverges for conjugate JTA and JSV. Figure 6.21 maps the dif-
ference in the surface Br between our preferred smoother JTA model where λ=7×10−1
and the conjugate JSV model. The largest differences in red are indicative of stronger
JSV surface flux, as opposed to stronger JTA flux in blue. For this example, the in-
clusion of SV alters the surface field by no more than 1.2G, with the largest deviation
located around θ '70◦, φ ' 290◦. In contrast, the south pole exhibits the smallest model
difference on a large scale: within 20◦ the surface Br configuration is the same to within
<0.4G. This regional similarity most likely reflects how neither model can constrain the
south pole well owing to the limited data spatial coverage. Notably, the distribution of dif-
ference between the model Br is of higher complexity than the predominantly quadrupole
changes which accompany the JSV solution.
The surface maps allow a qualitative examination of the relationship between the field and
SV spatial complexity; however, as the same smoothing function is used to regularise both
the field and SV inversions, more quantitative insight is provided through investigation of
the respective norms. Figure 6.22 plots a trade-off curve between the field norm and the
SV norm for the λ=2×10−1 and λ=7×10−1 models. The curve for λ = 7× 10−1 shows a
more distinct change in gradient around the τ value associated with the preferred JSV
solution, whereas the λ = 2 × 10−1 shows a similar, but smoother decrease in temporal
Figure 6.21: Comparison of op-
timal JTA and JSV Br surface
field. Scale in Gauss with differ-
ence calculated through the sub-
traction of JTA from JSV. -1.2G +1.2G
-0.25 +0.25 -0.048 +0.048
JSV model, no offset - JSV model, ψ = -3.4°
Difference in B  surface field (G)
z
-1
Change in B  field over ~30 years (G yr )
z
Temporal variations for JSV model, ψ = -3.4° 
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structure. In both cases, varying τ affects the SV complexity more strongly than that of
the field.
This effect is further apparent in Figure 6.23, where the field and SV power spectra
have been plotted at RIMT for both the smoother and more structured JSV solutions.
For the τ range explored, the quadrupole dominates the modelled SV with a significant
contribution also arising from the octopole; this confirms our previous analysis of the
Br maps. In both types of spectra there is little variation in the magnitude of l = 2
between models, suggesting that this component is relatively well resolved and stable. In
contrast, the changes modelled for the higher l components change greatly with τ . This
change is unlikely to be physically meaningful and instead reflects the inversions inability
to resolve complex field variation. Assuming that a white spectrum should be expected
at RIMT, such reasoning may also explain the main field power dropping off dramatically
at l = 4 − 5. Of the two λ magnitudes, flattening is observed to a greater extent for
λ = 2× 10−1 in the range of τ examined here, a conclusion consistent with that seen for
the JTA solutions and which could be considered preferable.
Alongside the model properties already presented, it is also important to consider a
possible correlation between the values of the Gauss coefficients and their conjugate SV
coefficients. Ideally, we seek models where there is no covariance between the solution
of these parameters, denoting independent, unbiased constraint; should the respective
coefficient magnitudes strongly correlate or anticorrelate this would signify a feature of
the inversion process affecting our results. As a consequence, we would have to question
the physical justification of our solutions.
Figure 6.24 plots the correlation coefficient, calculated between the field and SV param-
eters, for models damped over a range of τ and λ. Oversmoothing the SV causes the
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Figure 6.24: Plot of
correlation coefficient be-
tween Gauss coefficient
and temporal coincident
for a range of SV models
of varying λ and τ .
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coefficients to be highly correlated; with undersmoothing, the correlation tends toward
zero. Whilst each λ curve shows a further small dip toward anticorrelation at interme-
diate τ values, the correlation for our favoured solutions is almost zero. This clearly
reinforces our preference for these models.
The dipole |M |, θM and φM at the JSV time zero are presented in Table 6.4 alongside
those for the preferred JTA solutions. With the inclusion of SV, only small differences
arise in their orientation: the tilt is shifted marginally toward the rotation axis whilst
the longitude is minorly reduced compared with their JTA model counterparts. The
conjugate |M | are lessened relative to JTA as there is distribution of structure to the
temporal coefficients. In contrast to the dipole properties, allowing for field changes sig-
nificantly alters the maximum northern polar field but has a lesser affect on the southern
polar field; this again indicates a lack of resolution in this region.
In addition to calculating the dipole |M |, θM and φM at time zero, the variation in
these properties over the period of investigation may be considered using the temporal
coefficients to calculate their magnitude at the beginning and end of the time period.
Figure 6.25 plots the change in these values per year as a function of λ and τ , alongside
the variation in the individual dipole coefficients, g01, g
1
1 and h
1
1. Several features may be
noted.
Firstly, |M | and g01 share similar distributions reflecting the axial dipole component being
the primary control on field intensity and significantly larger than g11 and h
1
1. Whilst the
modelled change for a specific λ is consistent at higher τ , between τ = 2 − 7 × 102
there is a distinct break toward lower magnitude changes being modelled for |M | and g01.
Further decreasing τ acts not only to further lower these attributes, but also alters the
direction of the changes; for example, the preferred λ = 2×10−1 solution shows variation
of ∼ ±50nT2 yr−1 in g01 with changing τ . Though we might expect modelled changes to
disappear as temporal smoothing is increased, this is not observed within the range of τ
considered.
Also notable is the lack of convergence between different λ solutions for |M | and g01,
demonstrating how strongly the control on spatial field complexity constrains the degree
of SV modelled. This is not true of variation in the equatorial dipole components or θM
or φM : for the different λ investigated, each of these field attributes converge around
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187
6.4. Choosing the preferred JSV solution
Damping
λ
Dipole
property
Start
(∼1973)
End
(∼2002)
Total
change
SV
(yr−1)
Change
from average
(% yr−1)
2× 10−1
g01 (nT) 408987.22 410253.52 1266.30 43.79 0.011
g11 (nT) -66783.92 -69730.22 -2946.30 -101.88 -0.149
h11 (nT) 25698.55 21993.29 -3705.27 -128.12 -0.537
|M | (Am2) 415200.02 416718.09 1518.06 52.49 0.013
θM (
◦) 9.924 10.105 0.181 0.006
φM (
◦) 158.953 162.494 3.541 0.122
7× 10−1
g01 (nT) 408035.73 410489.24 2453.51 84.84 0.021
g11 (nT) -66593.20 -69558.39 -2965.19 -102.53 -0.151
h11 (nT) 25368.97 22204.38 -3164.60 -109.43 -0.460
|M | (Am2) 414211.77 416932.63 2720.86 94.08 0.023
θM (
◦) 9.907 10.086 0.180 0.006
φM (
◦) 159.145 162.296 3.150 0.109
Table 6.6: Implied dipole properties at the start and end of data collection for the λ = 2×10−1
and λ = 7×10−1 JSV solutions. The last column, “Change from average” denotes the SV as a
% of the field attribute at time zero (∼1988.38).
τ = 2 × 103. Such convergence suggests that variation in dipole orientation is solely
determined by the temporal damping at these levels of τ . Should this convergence tend
toward zero, we might consider the SV in these components being oversmoothed; however,
in each case convergence is toward a particular magnitude value. This suggests instead
that the inversions are able to resolve this variation to a higher degree than that of the
axial dipole.
In Table 6.6 we list the start and end values for the dipole properties presented in Figure
6.25 and quantify the changes as a percentage of the time zero field. One of the most
notable features is that the change in g01 is relatively less than that of the equatorial
dipole components, g11 and h
1
1. This is reflected in the proportionally small change in |M |
with time, signifying what appears to be strong axial dipole stability.
Finally, in Figure 6.26 we consider the Gauss coefficient and temporal coefficient R
associated with our two favoured JSV models. The dipole and its SV are resolved
equally well by both solutions, whilst at higher l the modelled changes are significantly
less well resolved than the field. Whilst the λ = 2 × 10−1, τ = 7 × 103 solution resolves
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Figure 6.26: JSV model Gauss and SV coefficient resolution for selected λ and τ damped
solutions. Corresponding trace values also listed.
the field to a higher degree than the λ = 7× 10−1, τ = 2× 103 solution, the SV is not as
well constrained. Large differences in R begin to occur between the models at l = 3− 4,
as reflected by their respective traces. Interestingly for the quadrupole and octopole, the
higher complexity sectoral field components show much improved resolution over the g02
and g03 zonal coefficients. This is most likely associated with poor constraint of the polar
field as a result of limited data coverage.
The total trace is significantly improved for the λ = 2 × 10−1 solution compared with
the λ = 7× 10−1 solution. This seems fundamentally related to the difference in trace of
the field R matrices (as opposed to the trace of the SV R matrices), respectively 23.22
and 27.90 for the smoother and more structured JSV solutions. Compared with the
traces of the complementary JTA field (Figure 6.14), those presented here for JSV are
slightly lower; we might expect this as a result of the distribution of field to the temporal
coefficients.
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6.5 Downweighting the data by the magnetodisk field
In the external field analysis of Chapter 5, we concluded that our constraint of BCD is
generally good, even though we are incapable of accurately resolving the magnetodisk
configuration fully. Some questions were raised, however, in particular related to the
suitability of assuming rigid θCD with radius and also with regard to the larger residuals
for orbits with lower perijove. Further to this, analysis of Figure 6.15 has led us to favour
the presence of some correlated and non-isotropic error, particularly toward Br and Bθ;
consideration of fractional fitting for the latter, has generated more questions about the
presence of a residual BCD signature in the data.
As a consequence, the modelling of the magnetodisk introduces a large source of uncer-
tainty into our solutions. Clearly, one way to reduce this uncertainty would be a more
accurate model of the field generated in Jupiter’s inner magnetosphere. We have pre-
sented one aspect of improvement in Section 5.6.2, but further enhancement is far beyond
the scope of this study. In this section we briefly investigate taking an alternative ap-
proach, whereby our models fit the data more closely in regions of lower BCD (where we
have less external field to be cautious about) but are not required to fit the data closely in
regions of higher BCD (where larger directional errors may encroach on the observations
used to solve BI).
6.5.1 Magnetodisk down-weighting approach
In application of this concept, we remodel BI with the same data as previously; however,
in carrying out the inversion, we construct and apply a new error covariance matrix, C,
which acts to downweight the field in the direction of maximum BCD, in an attempt to
counter uncertainty in the orientation of this field. Our methodology closely follows that
of Holme and Bloxham (1996b), which proposed a similar approach to compensate for
error associated with satellite attitude. The method was successfully employed by Holme
and Bloxham (1996a) for modelling the fields of Uranus and Neptune with Voyager data
and later by Holme (2000) for modelling the Earth’s field with Oersted observations.
The reader is referred to these studies for a more detailed outline and justification of the
numerical approach.
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To implement the downweighting, we generate a vector for each datum defined by the
datum’s complementary modelled magnetodisk Bθ, Bφ and Br. The outer product of
this vector, BBT, is then calculated and we construct C as a function of each orthogonal
field triplet,
C = σ2I + λC
2BBT (6.7)
weighted with σ2, where λC is a damping parameter and I is the identity matrix. As
a consequence, as the value of λC is increased, the weighting of the new C increases
and the model diverges further from the solutions found previously. Similarly to the
regularisation applied in other aspects of this thesis, we seek the level of λC which creates
a model with optimal properties. We note that λC=1 equates to us having little faith in
our resolution of BCD, whilst as λC → 0 we place increasing confidence in our modelling
of BCD; for example, λC=0.5 is equivalent to 50% confidence.
Having established C for the external field, the dot product is taken for each conjugate
datum with BCD removed; the procedure for finding the normal equations then follows as
before. We note that by retaining the previous variance, σ2, in our inversion, we continue
to take into account the magnetometer data measurement errors and assume that these
are isotropic. As outlined in Section 3.4, this is reduced in the case of P10, P11 and
ULY to aid higher latitude fit. Thus any differences between our previous solutions and
those presented here stem purely from the new magnetodisk downweighting.
6.5.2 Magnetodisk down-weighting results
We present only a limited evaluation of the results gained through employing the down-
weighting technique, as its implementation does not appear wholly beneficial to the inver-
sion. In Figure 6.27 the orthogonal model-to-data residual properties are shown, where
the approach has been applied to the JTA modelling for a range of λC. Two values of
λ have been explored correlating with our two favoured levels of damping and the top
plots display the RMS misfit, whilst the bottom display, x¯ and σ. For reference, the
values for the conjugate unweighted solutions are presented in Table 6.5; however, owing
to the nature of the damping, the results gained for the lower end of λC in Figure 6.27
approximate or, at the very least, approach these values.
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Figure 6.27: Orthogonal misfit RMS, mean and σ for magnetodisk downweighted JTA model
with λ = 2× 10−1 and λ = 7× 10−1.
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Changing the level of λC affects the solutions to a different extent dependant on the level
of λ and the field direction examined. For each misfit property, the field in Bφ appears
the least altered with variation of λC; conversely, large changes in both Bθ and Br are
encountered. Focusing on these larger changes, decreasing confidence in BCD resolution
(increasing the downweighting) has a detrimental affect on the solutions: RMS misfit
increases quite significantly, as does σ. In contrast, x¯ decreases toward zero mean.
Thus, the technique is acting to reduce correlated error but, in doing so, increases the
data variance and overall residual. Why might we be seeing these conflicting results?
On closer inspection of the orthogonal misfit with radius (not presented), it seems that
the downweighting works well to improve the fit for data further from the planet; how-
ever, at lower perijove, where the greatest uncertainty in disk field direction is already
present, problems are exacerbated. It may be useful to further consider application of
this approach, perhaps by additional weighting as a function of radius, but we leave this
to future studies.
6.6 Discussion
We have presented a thorough analysis of the parameter space and the effect of smoothing
on the JTA and JSV inversions. Two optimal models have been presented in each case,
one with more complex field structure (λ = 2 × 10−1) and one with a higher degree
of smoothing (λ = 7 × 10−1); furthermore, for the JSV solutions we favour temporal
damping magnitudes of τ = 7× 103 and τ = 2× 103 respectively.
Different solutions possess different pros and cons, and, much like constraining the optimal
parameter space, ultimately establishing the “best” models is a difficult task. The JSV
solutions show significantly improved model to data misfit and smoothness compared
with the JTA solutions. In addition, the models damped with λ = 2 × 10−1 display
lower orthogonal RMS misfit, with spectra that flatten to a higher l at RIMT; however,
these solutions do not resolve the SV as well as those constructed using λ = 7 × 10−1.
Furthermore, whilst the axial dipole magnitude appears relatively stable with time, the
modelled change for the λ = 7 × 10−1 solution is almost double that found using λ =
2× 10−1.
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Balancing these arguments with consideration of the other investigated features, we
favour the JSV solution regularised with λ = 2 × 10−1 and τ = 7 × 103 over the other
models examined. Analysis of this solution suggests that changes to the field can be
resolved from the data, but we do not believe variation beyond the quadrupole to be
constrained with a high level of accuracy. As a consequence, our favoured solution is
unlikely to be a precise representation of the field and SV, but the complexity demon-
strated in both cases is a definite improvement upon prior attempts to model Jupiter’s
magnetism.
To conclude the chapter we begin by presenting further, more detailed inspection of
our favoured JSV solution. We follow this by quantifying the differences between our
preferred configurations and those found in the literature and finally consider how our
jovimagnetic field and SV models compare with the current geomagnetic field.
6.6.1 Closer inspection of the preferred JSV model
The primary contributor to the field found at Jupiter’s surface isBr and, as a consequence,
our previous maps of the field and SV configuration have plotted this component. With
a hope to gain further insight, we map a selection of the alternative field attributes
associated with our preferred JSV model in Figure 6.28. The plots include the modelled
field and SV at the planetary surface in terms of Bf , Bh, and I, alongside Br, as defined
in Section 6.1.2.
Firstly, it is striking how pronounced the modelled hemispheric asymmetry can be seen
in the projection of Bf , even more so than in Br. It is also interesting how the change
in Bf displays a vaguely hemispherical configuration with significantly more structure
than the purely radial component. This originates with the change in Bh comprising of
higher l structure. In correlation, the relative complexity of Bh is also higher, most likely
associated with the two components, BN and BE, both contributing to its structure.
The total surface Bh does not exceed 9.0G, just over half that of the maximum Br, and is
predominantly less that 4.5G. The greater magnitude Bh has limited extent at a relatively
low latitude and similarly to Br, there does does not appear a strong correlation between
Bh and its associated change. As a percentage of the maximum surface field modelled,
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Figure 6.28: Alternative plots of surface field properties and associated change over period of
investigation. Note changes in scale and contour interval with attribute mapped.
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Figure 6.29: Field spectra at
start and end of period for preferred
JSV model. Absolute difference
shown in green.
there is a dramatic difference between the change in the radial and horizontal field: a
factor of ∼0.07 in Br as opposed to ∼0.003 in Bh.
Unsurprisingly, I shows strong correlation with the radial field; furthermore, the lowest
magnitude regions in Bf correspond with the most rapid change in inclination, of upto
'0.50◦ yr−1. This is also unsurprising, owing simply to a greater geometric effect being
felt by areas with relatively less total field intensity.
In continuing the further evaluation of our preferred model, Figure 6.29 plots the implied
field power spectra at the start and end of the period and their absolute difference (the
spectrum of SV) 1. As hoped through assuming frozen flux, the model does not show a
significant change in mean square field over the 30 year period. The largest change is
found in l = 4, with the quadrupole showing the smallest variation for of the lower l field;
at higher l, both the field and spectrum of SV drops-off in a similar fashion, most likely
signifying poor constraint of changes.
In addition to analysing the implied change in spectral properties, the change for the full
set of individual coefficients can also be considered. This is presented in Figure 6.30. The
blue and the red lines respectively show the coefficients at the beginning and end of the
period, with the green line showing the absolute difference. The corresponding purple
dashed line shows the yearly change in the coefficient as a proportion of the average field
coefficient magnitude (the value modelled at time zero).
1How the “spectrum of SV” differs from the “spectra of the temporal coefficients” can be understood
easily through consideration of the units: the first is a measure of ((nT2)(∼30 yr)−1)) and the second a
measure of ((nT yr−1)2).
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Figure 6.30: Anal-
ysis of individual co-
efficient values im-
plied by preferred
JSV model. Field
coefficients at start
and end shown, along
with the difference
between them - the
total SV. The bot-
tom graph shows the
yearly SV as a pro-
portion of the models
average field for each
coefficient.
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Focusing first on the coefficient magnitudes, as expected there is an overall downward
logarithmic trend in these values from the beginning to the end of the period; this trend is
also generally seen in the associated coefficient SV. Inspecting the absolute magnitude of
SV in more detail we see that whilst the coefficient change simply mirrors the coefficient
magnitude at higher l (a simple offset), into the octopole the changes are more uncorre-
lated. This reinforces the assertion that we are constraining changes in the simpler field
structure, but any more complex changes are unlikely to be physically meaningful.
This is reinforced looking at the bottom graph, where there is close to no relative change
in coefficient variation for l=6-7. Of particular note, however, is the change to g01. As
a proportion of the field at JSV time zero, the relative change is almost an order of
magnitude less than any other modelled, again reinforcing our belief in a highly stable
axial dipole component.
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6.6.2 Comparison with previous field models
In this section we consider how both our models vary from those previously presented in
the literature. Prior to doing so it is worth noting some of the sources of difference we
expect to be influencing our analysis.
Firstly, modelling to a higher l will have allowed more complex field structure than
that incorporated into the otherwise published models; the extent of these variations
and the presence of any distinct, small scale features would provide strong justification
for employing our regularised methodology. Secondly, removing the inverse modelled
magnetodisk field for each orbit individually will have clear implications for the data,
particularly that collected in or near the equatorial plane. Though we might assume that
comparison of our results with those gained prior to formalised magnetodisk modelling
might be problematic, these solutions were constructed from higher latitude Pioneer data;
direct comparison with these studies may therefore have some grounding. Thirdly, having
used data spanning 1973-2002, our JSV models represent the field halfway through this
period, ∼1988.
Field configuration
We first consider the difference in spatial configuration between our models and two from
the literature. Figure 6.31 illustrates the difference in surface Br configuration between
the O6 and VIP4 models and both favoured JSV solutions; though the Ulysses era
models may be more appropriate for comparison, O6 and VIP4 are deemed to have
less problems associated with their derivation (Section 4.2). The models deviations have
been mapped so that regions in red show comparatively stronger negative field for the
model from the literature and regions in blue signify areas where the past model is more
strongly positive.
Several conclusions may be drawn immediately. The most pronounced discrepancies are
found between O6 and JSV:λ = 2× 10−1, with the largest '5G in magnitude. The fact
that such distinct differences are seen with O6 most likely reflects the more complex,
higher l field modelled in this study. Conversely, smaller magnitude deviations are seen
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between VIP4 and both JSV solutions, reflecting the higher l field modelled by VIP4.
The area showing the most consistent difference from the previous models in that focused
on around φ = 25◦, θ = 65◦, representing the region where our solutions show reversed
flux; this is not found in either O6 or VIP4. The region which consistently shows a small
difference is around φ = 270◦, θ = −30◦, signifying a region of equally well (or poorly)
resolved field.
Closer inspection of the models confirms other significant features. Firstly, VIP4 pos-
sesses a large region of a distinctly higher flux around the southern pole than that observed
in JSV:λ = 7× 10−1; in this region the magnitude of Br is ∼3.0-4.0G higher for VIP4.
The most likely source of this is the additional employment of auroral footprints by VIP4
for improved field constraint at these high latitudes not otherwise surveyed by spacecraft.
When the same region is examined for JSV:λ = 2× 10−1, the difference is reduced both
-5.0
-4.0
-3.0
-2.0
-1.0
0.0
1.0
2.0
3.0
4.0
5.0
-1 3
(JSV, λ = 2x10 , τ = 7x10 ) - O6
-1 3
(JSV, λ = 2x10 , τ = 7x10 ) - VIP4
-1 3
(JSV, λ = 7x10 , τ = 2x10 ) - O6
-1 3
(JSV, λ = 7x10 , τ = 2x10 ) - VIP4
D
iffe
re
n
c
e
 in
 B
 (G
)
r
Figure 6.31: Comparison of surface Br field modelled for both favoured JSV models with two
previous models, O6 and VIP4. In each case model from the literature has been subtracted
from optimal model constrained here. Compared with previous surface field plots, those here
have been stretched in latitude to accentuate polar differences.
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in intensity and size, confirming better resolution relative to JSV:λ = 7× 10−1.
Dipole properties and SV
Further comparison of our jovimagnetic field model and those previously devised can be
made through examination the dipole properties. Figure 6.32 plots the implied dipole
|M |, θM and φM through time for our preferred JSV solution in blue, alongside the
same attributes for models constructed from different era data (Section 4.2). Such an
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Figure 6.32: Dipole property plots for past models and our favoured solution. Solid blue
line shows inferred linear change in properties for JSV:λ = 2× 10−1 solution. For past models:
circles represent mean time of satellite data collection (not weighted); solid lines represent range
of satellite data collection for models constructed from multiple orbits; dashed lines signify time
of IFT observations used in constraining solutions.
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illustration is by no means a robust way of representing the various past models: those
constrained from data collected by multiple spacecraft are not weighted equally between
eras and we do not attempt to represent this; nor do we do not attempt to appropriately
represent the distribution of IFT measurements employed by VIP4 or VIT4. Examining
the distribution with these factors in mind, several things can be noted.
The first notable feature seen in all plots is the inconsistency in estimates of dipole
configuration. Though inconsistency might be expected over the 30 years if the field has
undergone SV, models constructed from data of the same epoch are also not generally
in agreement. This is not a new assertion, but it is particularly clear when presented in
such a way.
The primary difference between our preferred model and its predecessors is the estimate
of |M |. Our stable value of '4.14-4.15G is at the lower end of the spectrum of previous
opinion; however, explaining this discrepancy is easy when we consider how our approach
allows field at higher l to be correctly represented and not mapped into the dipole. In
contrast, our implied θM lies in the mid-range of previous values over the course of the∼30
year period. In the Pioneer era, the dipole tilt of our solution most closely resembles that
of AMAL and P11a, whilst it bisects the values estimated for Ulysses and approximates
the angle suggested for the Galileo period by the two models of Yu et al. (2010). Owing
to the large spread of estimates, we would be pushed to comment any further our solution
agreeing with a possible model trend toward increased dipole tilt with time.
Examining the implied dipole longitude between models is perhaps more interesting. Our
solution constrains a dipole orientation of ∼159◦ for the early Pioneer era, changing to
∼162.5◦ by the end of Galileo, translating to a ∼3.5◦ westward change over the period
of investigation. If we exclude P11a, P11b and AMAL, this is in good agreement with
the general trend of φM previously modelled
2. As discussed in Section 4.2.3, this is also
in agreement with some previous statements of jovimagnetic SV which conclude that a
drift in reference frame might be partially responsible for any modelled change in the
longitudinally dependant coefficients (Russell et al. (2001);Yu et al. (2010)). We consider
this possibility in the next chapter.
2VIP4 and VIT4 are in approximate agreement, as they are respectively weighted less and more
toward the IFT observations
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6.6.3 Comparison with the Earth’s field
One motivation for studying Jupiter’s magnetic field and SV was to aid our understanding
of the geomagnetic field and geodynamo. Though the Jovian dipole may display a similar
tilt to the Earth’s dipole, there appear few other similarities: the surface field shows a
significantly higher multipole component at Jupiter, owing to the shallower source; it
is likely that there is a transitional region of conductivity drop-off outside RIMT unlike
the distinct CMB boundary; and the compressible hydrogen interior may be driving the
dynamo in a regime more similar to the Sun than that of the terrestrial planets.
A direct comparison between the fields is limited as a consequence; however, whether
similarities or differences in the configuration and SV are seen, their presence could have
a profound impact on our understanding of planetary magnetic field generation. We
present a brief comparison of our initial results for the jovian field with the recent field of
the Earth, using the International Geomagnetic Reference Field (IGRF) from 2005-2010;
however, it is important to remember for both planets that the measured field provides
only a “snapshot” in time.
Figure 6.33 plots the power spectra of the geomagnetic field in green, using the first seven
coefficients of the 2011 IGRF, normalised to their dipole and mapped to the planetary
surface and CMB. Alongside these plots are the spectra of our favoured Jovian JSV field
models, plotted at a range of depths from the planetary surface to 0.60RJ. We choose
to compare the spectrum at different locations within Jupiter’s interior as the Earth’s
spectra becomes “white” when plotted at the seismically derived CMB depth. Previous
studies of Jupiter’s interior have sought the depth at which spectral flattening occurs
in an attempt to constrain the depth to dynamo source (e.g. Hide and Malin (1979));
however, results have been ambiguous and it is questionable whether a white spectrum
should be expected owing to the reasons outlined in Section 6.1.3 and the very different
planetary conductivity profile. We disregard the l = 6−7 field components for discussion
here as we believe them to be poorly constrained, owing to their drop-off in magnitude
and the previous R analysis.
Figure 6.33 clearly illustrates the problems encountered when using this flattening hy-
pothesis for our analysis. Firstly, it is debatable what spectral flattening constitutes,
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as is the degree to which we want our solution to mimic that of the geomagnetic field.
If we seek a spectral configuration with similar dipole and quadrupole contribution to
that seen at the CMB, the λ = 2 × 10−1 model suggests an RIMT depth of ∼0.75RJ;
conversely, if we desire more equivalent flattening from the quadrupole to higher l, we
might choose 0.80-0.85RJ. The latter is probably preferable, inferring that at the dynamo
source, Jupiter’s quadrupole is less of the total field than that observed at Earth and the
Jovian field is relatively more dipolar.
Additional problems with such an analysis come with consideration of the regularisation
employed. The level of λ chosen clearly has a strong effect on the spectra but, more
fundamentally, we have placed an a priori constraint on RIMT and Rα by using the
OhmC smoothing function. We further consider these issues in Section 8.2, where we
seek the level of damping which shows self-consistency between the regularised RIMT
depth and plotted RIMT depth.
Returning to evaluation of the dipole, a much greater average change in θM has occurred
for the Earth’s field between 2005-2010 at ∼0.053◦yr−1 a opposed to the ∼0.006◦yr−1
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Figure 6.33: Power spectra for our two preferred JSV solutions plotted at varying depths.
The first seven coefficients of the Earth’s power spectra are also plotted using the 2011 IGRF,
both at the planetary surface and CMB.
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modelled for Jupiter between 1973-2003. Conversely, our favoured solution presents a
change in φM of 0.122
◦ yr−1 which is almost 50% greater than the concordant change of
0.083◦ yr−1 seen in the geomagnetic dipole.
As noted previously, the recent geomagnetic field is only a “snapshot” in time; we extend
our analysis by considering the IGRF from the past 110 years (1900-2010). The mean
change in θM over this period is significantly less than its current value, at ∼0.015◦ yr−1
and up until the 1960s the average magnitude was approximately equal or below that
found at Jupiter. Similarly, φM has varied on average by ∼0.041◦ yr−1 since 1900, a
smaller amount than its peak value in recent years. Thus it appears that the change in
Jupiter’s dipole tilt may bare a closer resemblance to the change in Earth’s field than
initially supposed, whilst the behaviour of the dipole longitude is modelled as far more
dynamic for Jupiter than its terrestrial equivalent. This latter conclusion may further
lend itself to the hypothesis of a reference frame offset.
For our preferred JSV model, |M | increases at a rate of∼0.012% yr−1. The Earth’s dipole
is currently experiencing change on the same order of magnitude, with an average decrease
of ∼0.056% yr−1 between 2005-2010. As a result of this decrease, it has been suggested
that the geomagnetic field is heading toward a period of reversal. Some theoretical studies
of the Jovian dynamo have argued for a much shorter reversal period, on the scale of
several hundred years. Our results show no increased rate in secular variation relative to
Earth and, if anything, the dipolar component is relatively more stable. Extending the
evaluation to past IGRF models, the average change in |M | for the Earth since the 1900s
stands just above ∼0.065% yr−1, with the lowest rate of SV occurring at ∼0.02% yr−1.
Thus even during the period of smallest change in intensity over the past 110 years, the
geomagnetic |M | still varied by a proportional greater amount than that modelled for
Jupiter’s |M | over 30 years.
We next consider the spatial configuration of the two fields. Similarly to Earth, the largest
region of surface Bh in our preferred solution is at a low latitude, in a localised region on
the magnetic equator. We have noted that the maximum radial field intensity is much
greater than than of the maximum horizontal field, as expected, at a Brmax:Bhmax ratio
of ∼1.00:0.53. This is less than that currently observed at Earth where the same ratio is
∼1.00:0.62 ('66900nT:41600nT).
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In contrast, the modelled horizontal geomagnetic field changes at Earth are vastly more
pronounced relative to the vertical field changes at Jupiter, with a BrSVmax:BhSVmax
ratio of ∼1.00:0.49 (175nT yr−1:85nT yr−1) versus a ratio of 1.00:0.03. The origin of this
difference is most likely related to the difference in planetary oblateness and the collection
of direct measurement of horizontal field at magnetic observatories on Earth; being closer
to source, measurements made at the surface suffer from less geometric attenuation than
the distal satellite measurements used to constrain the modelled SV in this study.
Relatively limited data may also be the source of the distinct hemispherical asymmetry
at Jupiter. This is dramatically different from that seen at Earth and is likely to be
in part attributable to the dearth of high latitude measurements for the Jovian south-
ern hemisphere; the constraint of 13.2G field in the southern hemisphere by the VIT4
model, through employment of additional IFT footprint observations, further favours this
suggestion.
6.7 Summary and Conclusions
We have implemented a new approach to modelling Jupiter’s internally generated mag-
netic field. Our primary motivation was to establish whether the data can be used to
constrain changes in the field, analogous to secular variation at Earth; however we have
also sought to construct the the most complete representation of the field in space and
time to date. Our methodology improves upon previous studies by: using all data col-
lected distal from the moons, within 12RJ of the planet; modelling and removing the
external field for each orbit of data; and employing a regularised minimum norm in-
version which places a constraint on ohmic heating from Jupiter’s dynamo source and
accounts for a continuous conductivity drop-off above this depth.
Our parameter space justification has been presented at length in this chapter and we
have considered to what degree altering both the JTA and JSV damping magnitude
effects the models constructed. Through comparative analysis of the results, we favour
secular variation of Jupiter’s field to have occurred. Our preferred JSV solution is
modelled to lmax=7, employs the Yu et al. (2010) adjustment to Galileo data, applies
OhmC regularisation at RIMT=0.85RJ and Rα=0.90RJ, using spatial field damping of
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λ = 2 × 10−1 and temporal damping of τ = 7 × 103. We choose not to downweight the
inversion in the direction of maximum magnetodisk field, as implementing this technique
is not wholly beneficial.
Several features of our final model are of particular note. Our solution displays more
structure than those in the literature constrained from spacecraft measurements, both in
terms of field complexity and the configuration of SV; however, resolution and spectral
analysis suggests that the l > 5 field and l > 2 changes are not being constrained with
accuracy. As expected, poor data coverage in the southern hemisphere has affected our
models and we favour the strong hemispherical asymmetry in surface field magnitude to
be related to this.
In analysing the dipole intensity, it appears strikingly stable in comparison with the
Earth’s field. This appears related to the g01 term which, proportionally, changes by an
order of magnitude less than the other well resolved components of temporal variation.
We cannot place formal error estimates on our modelled SV as a result of the regularised
methodology employed. A sceptic might feel justified in asserting that the modelled
coefficient changes are far below anything we are capable of resolving with certainty;
however, the regularisation acts to remove any unneeded complexity from the solutions
and seeks only the minimal structure needed to fit the data. There is also a significant
improvement in both model smoothness and misfit with the inclusion of SV.
As a consequence, we feel strongly that the SV we have constrained is a true feature;
however, it appears questionable whether this feature is purely the result of magnetic
field changes. The relatively large modelled linear variation in dipole longitude, φM ,
is significant and there is a distinct possibility that this is related to a change in the
reference frame with time. Our next chapter is dedicated to further exploration of this
hypothesis and what mechanism might be capable of such a change.
Our results are not vastly dissimilar from those previously presented in the literature, but
we feel more confident in their resolution. Whilst the discussion here has been extensive,
there is room for further solution and parameter exploration. In Chapter 8 we apply
a selection of additional techniques, attempting to use our favoured model to better
constrain interior structure and dynamics, and consider enhancements to the inversion
which might aid better field constraint.
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A non-magnetic source for the modelled SV?
As outlined in the previous chapter, our modelling favours changes to Jupiter’s magnetic
field to have occurred between 1973-2002: the model to data residual and solution com-
plexity is significantly reduced when linear SV is allowed by the inversion and certainly
for l = 1 − 2, the variation appears well resolved. Upon evaluation of the dipole prop-
erties, however, the considerable change in φM led us to question the result validity. In
particular, we theorised that such a large variation may not originate with true changes
to the internal planetary field but might result from an alternative mechanism: a change
in the reference frame with time.
Such an assertion has been made previously by numerous studies, with the observed
field longitude offset commonly attributed to poor resolution of the System III 1965.0
period. In this chapter we present further analysis of our preferred models in an attempt
to establish whether the solved SV can explained in this way. In addition, we explore
whether a drift in φ could be brought about by a physical change to the Jovian system
as opposed to error in reference frame constraint.
The chapter begins by outlining the primary assumptions made in our modelling ap-
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proach, with a discussion of the extent to which these assumptions may be generating
misleading results for Jupiter’s SV. Turning our attention to the large modelled offset in
φM , we favour two possible sources: inaccurate constraint of System III 1965.0, as previ-
ously hypothesised, whilst additionally proposing variations in length of day at Jupiter.
In Section 7.1, we implement various tests to directly examine the extent to which the
data favours these mechanisms. We seek the drift which minimises our objective function,
consider the change in φ associated with all longitudinally dependent coefficients in our
optimal model solutions and test individual orbits for preferred offset.
With the results showing that part of our our modelled SV may be attributed to such
changes, we further consider the viability of length of day variation at Jupiter and explore
two possible sources. In Section 7.4 we investigate whether tidal torques between the
planet and Galilean satellites are capable of driving length of day variations, whilst in
Section 7.5 we formulate estimates for offset to Jupiter’s rotation period associated with
changes to the atmospheric wind configuration. The findings and conclusions from this
chapter are summarised in Section 7.6.
7.1 Problems associated with the modelled SV
In modelling Jupiter’s magnetic field and SV there are several assumptions that have been
made, both with regard to the nature of the variations and with regard to the reference
frame used in making the observations. The most fundamental of these assumptions
are:
1. The source of the modelled SV lies with changes to BI and the jovidynamo, not
another source of magnetism in the system
2. Modelling the field changes as a linear variation with time is appropriate
3. The System III 1965.0 period was constrained with enough accuracy and precision,
that its use remains valid throughout the period of investigation
4. The planetary rotation rate used to define the System III reference frame has re-
mained fixed over the period of investigation
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If any of these assumptions are unfounded, it is easy to understand why our favoured
JSV models would be incorrect.
7.1.1 Is the presented SV originating with changes in the jovidynamo or an
alternative field source?
Assuming that the variation resolved by our preferred JSV solutions reflects a true
change to the magnetic field within the Jovian system, can we guarantee that such a
change is originating within Jupiter’s dynamo in a way analogous to SV at Earth? We are
reasonably confident in our removal of BCD and, though it remains a source of uncertainty,
we do not favour this to be contributing greatly to the BI or SV modelled. Furthermore,
it seems unlikely that the magnetodisk currents have undergone long-term changes over
the ∼30 year period capable of inducing the large-scale variation in φM presented by our
favoured solution.
In contrast, it is conceivable that the modelled SV might have been altered or originate
from changes to the partially conductive material between RIMT and Rα. The theory and
potential implications for this have previously been outlined in Section 4.6.6; however, in
this limited study it is difficult to make further assertions about the extent to which this
might be affecting our results. Instead, we err on the side of caution and acknowledge
that the modelled SV is likely to have been altered, possibly significantly, by currents
in Jupiter’s outer molecular shell. As a consequence of these enhanced diffusive and
advective properties, the SV occurring in the dynamo is likely to be far more significant
than will ever be constrained from satellite measurements. Counteracting this effect is a
problem unlikely to be resolved in the near future.
7.1.2 Is modelling SV as a linear change in the field appropriate?
At Earth, the global data coverage provided by satellites and ground stations allows
models of the geomagnetic field and SV to be confidently derived. Figure 7.1 shows how
a selection of low l Gauss coefficients for the Earth’s IGRF have varied with time between
1900-2010. Whilst the main dipole term, g01, appears to have undergone a relatively linear
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Figure 7.1: Vari-
ation in a selection
of 4 IGRF model
coefficients between
1900-2010 (blue)
with linear fit (red).
change over this period, the same cannot be said of h11, g
1
2 and g
2
3 which display prominent,
non-linear variations, over time-scales of decades; higher l field components tend toward
even more extreme non-linear behaviour. That said, the best linear fits to these variations
can still tell us something how the field and dynamo is changing.
At Jupiter we have modelled the temporal changes to the field as linear. Assuming
that the Jovian dynamo behaves in a similar way to the Earth’s, this is unlikely to be
physically realistic and may have contributed to the difficulties found in resolving the
higher l changes in our JSV models. Whilst it may be more suitable to implement
a routine which allows for a bilinear or temporally segmented change in the field, the
solutions are unlikely to be any more robust, owing to the data limitations.
In fact, choosing to consider longer-period, averaged changes at Jupiter as opposed to
those on shorter time-scales, might be the correct course of action. At Earth, the con-
ductivity of the mantle prevents rapid changes to the core (on the scale of months) from
being observed; their signatures decay before reaching the planetary surface. At Jupiter,
the conductivity, and thus magnetic diffusivity, in this region is far greater than that of
the mantle. As a consequence, shorter period changes are likely to be even less easily
observed, especially for higher l.
7.1.3 Inadequate constraint of System III 1965.0?
For terrestrial planets, such as Earth and Mars, the time taken for one day can be
established simply by tracking surface features in the solar frame and about the axis
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of rotation. In contrast, Jupiter has a turbulent, fluid exterior. Cloud tracking in the
17th century led to the System I and System II periods and permitted early studies
of atmospheric dynamics; however, it has proven difficult to resolve true bulk interior
motion, analogous to a terrestrial day.
To better constrain this period, an alternative approach has been employed, using the
remote observation of radio waves emitted from the Jovian system. These radio waves
are emitted primarily by the magnetospheric radiation belts and were first observed by
Burke and Franklin (1955). The authors noted a '10 hour periodicity in the radio
signal and attributed this to the movement of plasma, being intrinsically linked to BI
via the Lorentz force; this action is identical to that causing magnetodisk corotation
(Figure 7.2). Cyclicity occurs in the radio telescope signals observed from Earth, owing
to the relative planetary rotation and the longitudinally varying non-dipolar components.
Jovian length of day constrained using this approach is referred to as System III; as a
consequence, Jupiter’s rotation period is the magnetic field rotation period.
Today, the standard reference frame employed is the System III 1965.0 period of 9hr
55min 29.711±0.04sec, corresponding to 870.536◦ of rotation in 24 hours. This is the
period used in our modelling and we have assumed that this period is correct; however
if incorrect, there will be a difference between the reference frame longitude at the start,
φ1973, and end, φ2003, of the period of investigation, by a drift angle, ψ,
φ1973 + ψ = φ2003 (7.1)
For example, the maximum error of±0.04sec associated with one Jovian day can translate
Figure 7.2: The radiation belts around Jupiter as observed in 2001 by the Cassini mission.
Images show the distinct variation in the emission over a 10 hour period, demonstrating the
origin of the System III reference frame.
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into a large drift in the reference frame over time. Over a year, this maximum error in
rotation period would accumulate into ψ = 0.356◦, whilst over the 28.92 years of data
being considered, the error could accumulate into ψ ' 10.287◦.
This is a massive possible shift in the reference frame and illustrates clearly the impli-
cations of System III 1965.0 not being resolved accurately or precisely enough; however,
even a small misalignment would alter our field models. Such a problem would produce
data that are incapable of being modelled as a potential field. Furthermore, it could
hypothetically smear features over constant latitude in our JTA models and increase
smoothness as a consequence. Conversely, our JSV solutions might filter such changes in
rotation into the temporal coefficients, plausibly resulting in a better defined main field.
Indeed, the fact that we observe slightly increased field complexity (reduced norm) with
the inclusion of SV in our inversions might directly reflect this.
Previously, Yu et al. (2010) and others have used System III 1965.0 inadequacy to explain
the significant change in φM and coefficient φ inferred by comparing their models with
those constructed from earlier era data. We have similarly theorised that the large φM of
0.122◦ yr−1 for our preferred JSV model might be related to a problem with the reference
frame. A simple linear drift of φM with time, as demonstrated in Figure 6.32, could easily
be explained through inaccurate constraint of System III 1965.0; however, such a a drift
cannot explain changes to the axial field components.
7.1.4 Changes to length of day?
Whilst inadequate constraint of System III 1965.0 would explain a linear change to the
reference frame with time, it is also possible that the rotation rate has changed non-
linearly with time. Changes in length of day (LOD) at Earth are thought to take place
on varying time-scales and can be attributed to a variety of factors. In all cases the
mechanism for driving variation is the exchange of angular momentum between two
components in the system.
This follows the principle of conservation of angular momentum, which stipulates that
should no external net torque be applied to a system, than both the direction and mag-
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nitude of the total angular momentum, L, remains constant,
L = Jω (7.2)
where J is the total moment of inertia and ω, the total angular velocity. For a planetary
system, with no change to J , L remains constant even if ω of one constituent part
changes; however, to achieve this equilibration, there must be a complimentary change
in ω in another part of the system, a factor which can induce a change in LOD. Such
LOD variations at Earth have been associated with the exchange of angular momentum
between the interior and the atmosphere (e.g. Gross et al., 2004), the oceans (e.g. Marcus
et al., 1998), the Moon via tidal torques (e.g. Stephenson and Morrison, 1995) and with
the core (e.g. Mound and Buffett , 2003).
We already have possible indications of such variation similarly taking place at Jupiter.
System III 1965.0 was not the first System III to be suggested through radio observation,
instead replacing the previously resolved System III 1957.0 period. The decision to change
the defined length of day came about following what appears to be a distinct alteration
in the planetary rotation period in ∼1961. This change was identified by Douglas and
Smith (1963) and Smith et al. (1965) who noted a clear shift in cyclicity of the main
decametric source; the authors proposed that this shift signified a lengthening of the
rotation period by around 1 second. It was not until a decade later that the System III
1965.0 period was adopted by the International Astronomical Union (IAU), following the
use of improved measurements and reanalysis of previous data by Riddle and Warwick
(1976). We note that external field changes could provide and alternative explanation
for the shift in System III noted in 1961.
System III 1965.0 is still the period used today, though it has faced some opposition over
the years. This follows a number of observations, compounded by the large change in
φM suggested by magnetic field studies. As of yet, the results have not been sufficiently
conclusive to require a change to the period; however, following personal communication
with C. Russell, we were alerted to the IAU changing the reference frame for Galileo
data held on the PDS some years ago, but this has since been reverted to System III
1965.0. One study carried out by Higgins et al. (1997) analysed decametric observations
between 1957-1994 and concluded a rotation period of 9h 55m 29.685s better fits the
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measurements. This reduces the 1965.0 value by 0.026 seconds. Should such a change in
LOD have occurred over our period of investigation it would clearly induce a drift in the
measurement reference frame and effect our modelled field and SV.
7.2 Are changes to the reference frame or true SV indicated?
We wish to establish whether the temporal coefficients modelled in our JSV solution are
indicative of true magnetic secular variation or a reference frame change or a combination
of the two. The following section presents various tests for this, including consideration
of both linear and non-linear changes in the rotation rate. In doing so, we persist in
supposing two of the assumptions discussed in the preceding section: that any true SV
modelled originates with the jovidynamo and that the changes may be satisfactorally
approximated as linear.
7.2.1 Solving the full dataset with adjusted longitude:
Is poor constraint of System III 1965.0 indicated?
Our first test is for whether the modelling favours a linear reference frame offset. We
resolve the preferred JTA models with φ of each datum linearly adjusted by an angle
relative to time of collection; the angle of adjustment equates to a predefined drift by ψ
over the period of investigation. Should our objective function be significantly improved
and optimised (i.e. minimal misfit and complexity) when the data are allowed to rotate
through a certain ψ, this would infer that a component of the SV may be accounted
for by inadequacies in constraint of the System III 1965.0 period. We employ such an
approach, to the JTA modelling so that
φt = φ1973.9 +
tψ
T
(7.3)
where φt is the adjusted longitude of a datum, t is the time of datum measurement after
the first observation in ∼1973.9 and T is the interval over which data collection took
place, ∼28.92 years. This is carried out for a range of ψ and for JTA with λ = 2× 10−1
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Figure 7.3: Pre-
ferred ψ inferred
by solving JTA
with adjusted
data longitude, for
λ = 2 × 10−1 (red)
and λ = 7 × 10−1
(blue). Left graph
shows misfit-norm
trade-off for vary-
ing ψ; right graph
plots the objective
function with ψ.
Minimum shown in
black.
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and λ = 7 × 10−1. Figure 7.3 plots how the misfit, norm (smoothness) and resulting
objective function vary with ψ.
The objective function is clearly minimised when the λ = 2×10−1 and λ = 7×10−1 mod-
elling allows respective drifts of -3.8◦ and -3.4◦ in the reference frame over the '28.92
year period. These values are (unsurprisingly) strikingly close to the change we have
modelled in φM for the conjugate JSV solutions. In each case, there is an almost equiv-
alent total discrepancy between the modelled JTA ψ inferred here and the JSV φM , the
latter being 3.541 for λ = 2× 10−1 and 3.150 for λ = 7× 10−1 (Table 6.6). The presence
of this discrepancy is both interesting and reassuring; it confirms that the analysis and
ψ presented here are not solely controlled by dipole orientation and signifies that the
problem is dependant on additional field attributes.
As a consequence of these results, it appears that the modelled SV, at least in part,
could reflect a change to the reference frame over the period of observation. If a linear
change is assumed, a longer rotation period is inferred by the preferred ψ, increasing
System III from 9hr 55min 29.711 to 9hr 55min 29.7242sec if the λ = 7× 10−1 solution is
favoured and to 9hr 55min 29.7258sec if the λ = 2× 10−1 solution is favoured. In either
case, this is well within the error bound of ±0.04sec put on the original period constraint
which translates to >10◦; however, this is also contrary to the suggestion of Higgins et al.
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Figure 7.4: Plots of surface Br, Bf and total inferred SV for the λ = 2× 10−1 preferred JSV
solution, with and without preferred ψ value of -3.8◦.
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Property
Start (∼1973) End (∼2003) Change (yr−1)
ψ=0.0◦ ψ=-3.8◦ ψ=0.0◦ ψ=-3.8◦ ψ=0.0◦ ψ=-3.8◦
g01 (nT) 408987.22 408939.78 410253.52 410233.95 0.011% 0.011%
g11(nT) -66783.92 -66765.03 -69730.22 -68082.17 0.149% 0.068%
h11 (nT) 25698.55 25682.01 21993.29 26503.68 -0.537% 0.109%
|M | (nT) 415200.02 415149.23 416718.09 416688.76 0.013% 0.013%
θM (
◦) 9.924 9.922 10.105 10.098 0.006 0.006
φM (
◦) 158.953 158.960 162.494 158.730 0.122 -0.008
Table 7.1: Implied dipole properties at the start and end of data collection for the λ = 2×10−1
and λ = 7×10−1 JSV solutions. The last column, “Change” denotes the SV as a %yr−1 of the
field attribute at time zero (∼1988.38) or a ◦yr−1 of θM or φM at time zero.
(1997), who preferred a decrease in the rotation rate to 9hr 55min 29.685sec.
We further consider the longitudinal adjustment inferred through this analysis, by ap-
plying the ψ=-3.8◦ drift to our favoured λ = 2× 10−1 JSV model. Figure 7.4 compares
the surface Br, Bf and total inferred SV in both components, found with and without
inclusion of reference frame rotation. Contrary to what might perhaps be expected, the
effect on the modelled field is not great; changes are seen in the southern hemisphere for
Br and Bf around φ = 90
◦, but elsewhere allowing for ψ=-3.8◦ has a minimal effect on
the surface expression. As the data collected later in the investigatory interval experi-
ence largest offset, this may simply reflect that the earlier Pioneer and Voyager data is a
heavier control on model configuration than that from the Galileo epoch.
More noticeable discrepancies are found in the modelled SV, where the ψ=-3.8◦ offset
acts to increase the maximum magnitude of change, particularly in the northern hemi-
sphere. The observation that drift actually increases our modelled SV may stem from
the equivalent damping of λ = 2×10−1, τ = 7×103 having a different regularising effect;
alternatively, it may be reflecting a true feature induced by allowing for reference frame
rotation.
Finally, in Table 7.1 we compare the dipole attributes at the start and end of the time
frame for our preferred JSV solution, with and without inclusion of reference frame
rotation. As expected, the properties at the start of the period are similar, irrespective
of ψ inclusion; in contrast, there is a larger difference between those modelled at the end.
Whilst in both cases g01, |M |, θM and their respective changes show almost equivalent
217
7.2. Are changes to the reference frame or true SV indicated?
magnitudes, there is a significant discrepancy in g11 and h
1
1. This culminates in the
modelled variation in φM changing from 0.122
◦yr−1 when ψ=0.0◦, to -0.008◦yr−1 when
ψ=-3.8◦.
Whether or not the preferred drift in ψ is appropriate, the fact that SV is modelled
irrespectively, reinforces our assertion that true magnetic SV can be constrained from
the limited data.
7.2.2 Testing for true SV through non-uniform rotation:
Does all modelled structure favour a consistent ψ?
Minimisation of our preferred JSV objective function occurs when ψ ' −3.8◦, but we
have already demonstrated that this does not necessarily indicate a lack of SV. To further
consider whether the data prefers a simple offset in φ, we take an alternative approach
in this section. If either a linear ψ or a non-linear change to the rotation period has
occurred, different l and m structure should reflect a consistent degree of rotation.
This is easily testable. Following Section 4.1.2, our time-varying model comprises of Gauss
coefficients gml and h
m
l , with a conjugate set of coefficients which represent the linear
change for each term from time zero. We consider the tesseral and sectoral coefficients
that are not symmetric about the rotation axis. The longitude for gml and h
m
l pairs of
the same l and m may be calculated at the beginning and end of the time period as
previously demonstrated. Subsequently, the longitudinal configuration of each conjugate
pair can be determined, much like determining φM , as
φlm1973 = tan
−1
(
hml 1973
gml 1973
)
; φlm2003 = tan
−1
(
hml 2003
gml 2003
)
(7.4)
The difference between φlm1973 and φlm2003 can then be interpreted as the drift in longitude
of the field component over the period of investigation, ψlm.
Should ψlm be consistent for all terms investigated, this would imply a rotation of the ref-
erence frame relative to the System III 1965.0 period or a change in LOD; simultaneously,
it would discount the validity of any true magnetic SV being modelled. Conversely, if
there is no consistency in ψlm in the coefficients of our favoured model, it is likely that we
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Figure 7.5: Plot showing how the Gauss coefficients for the optimally damped model display
different degrees of longitudinal rotation, ψlm. Note, values provided in
◦yr−1, not spanning T .
are modelling some true magnetic field changes. Furthermore, if the same can be said for
the JSV models where we employ ψ=-3.8◦ for λ = 2×10−1 and ψ=-3.4◦ for λ = 7×10−1,
the presence of SV would again be confirmed, even when the preferred linear drift in
reference frame is permitted.
Figure 7.5 plots the results of these calculations. For each model variant considered, there
is clearly no correlation in ψlm. Whilst for higher l this is to be expected, owing to the
lack of SV resolution, even at lower l there is no consistency in ψlm. When the preferred
ψ=-3.8◦ or ψ=-3.4◦ is included in modelling the JSV solutions, ψ11 is reduced to near
zero as previously seen, but there is still some large variation for l=2-3. The largest
magnitude drift is consistently seen in ψ21 at >-0.5
◦yr−1; this angle is significantly larger
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than the change in φM and implies that our models favour a change in ψ21 of >14
◦ between
1973-2003. What could be causing such a rapid variation is not clear, but reflects the
predominantly quadrupolar changes found through spectral and surface field analysis
presented in the previous chapter.
The implication of this analysis is again that a true change to the magnetic field is being
resolved in the data and that a change in the reference frame with time cannot solely
account for our modelled SV.
7.2.3 Longitudinal rotation of individual orbits:
Is there evidence for non-linear LOD change?
Having established that the modelled temporal variation is likely in to be in part, but not
wholly, attributable to a change in the reference frame, it remains for us query whether
the individual orbits show consistency in preferred rotation angle, ψ, or whether there
is variation in this property with time. Whilst we have previously only considered a
linear change in offset, reflecting the hypothesis of a poorly constrained reference frame,
variable ψ could infer non-linear, physical changes to LOD.
To test for this, we forward modelled each orbit using both our favoured JTA and JSV
solutions. In doing so, the longitude of the input data was adjusted to correspond with a
range of ψ offsets over the ∼1973-2003 period, in a similar fashion to that implemented for
the complete dataset in Section 7.2.1; between ψ±10.0◦, step intervals of 0.1◦ were tested.
The ψ that provides the lowest RMS misfit of the orbit to the model was then established
to test for a linear correlation. We note that the magnetodisk field was calculated and
removed in the manner previously discussed, using JTA and no offset in φ. Although it
might have proven more appropriate to recalculate BCD for each orbit and ψ tested, the
time frame involved in such an analysis was far beyond that capable of being carried out
in this study.
The values of ψ which provided the lowest RMS misfit between the data for each orbit
and either JSV or JTA are plotted as a function of time in part a) of Figure 7.6. We
only consider the optimal ψ for the Galileo era orbits, which were found to sit within well
defined minima. Whilst good results were also obtained for the non-Galileo orbits ULY
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and VY2, those for P10, P11 and VY1 reached optimal fit at unrealistic magnitudes of
ψ > ±10◦. Furthermore, we exclude G00 and G30 from both plots and G25 addition-
ally from the plot for JSV; these orbits proved to be large outliers, most likely related
to Io proximity and associated lack of magnetospheric corotation and appropriate BCD
constraint.
A clear variation in preferred ψ can be seen between the orbits considered in Figure
7.6. Constant ψ would suggest a simple linear change in the reference frame with time;
however, no single value for ψ is appropriate for all orbits, implying the possibility of
LOD changes. In addition, there is a distinct difference in the average optimal ψ when
comparing whether the JTA or JSV solution is employed; forward modelling with JTA
consistently favours a longer rotation period with −2 < ψ < 0, whilst those for JSV sit
approximately about zero mean. This could be taken to imply that the JSV model does
not prefer a simple linear drift in the reference frame at all.
To further analyse the results, we re-plot them in part b) of Figure 7.6, adjusted to
instead represent the implied offset from the reference frame initially encountered in
Figure 7.6:
Orbital vari-
ation in
preferred
longitudinal
adjustment for
Galileo using
JTA and
JSV: a) shows
preferred to-
tal offset in
φ between
∼1973-2003;
b) shows off-
set at mean
orbital time
with spline fit
derivative; c)
shows spline
derivative.
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1973, at average orbital time. Upon inspection of the trend, it is unlikely that this
modelled variation is physically viable. Fluctuations of ∼0.5-1.5◦ are inferred to occur
over a period of only months and it is difficult to fathom a mechanism capable of altering
the angular velocity of Jupiter’s interior in such a way.
We consider the suitability of a smoother, underlying trend by fitting a penalised least-
square spline to the results for both JTA and JSV. These fits are expanded on the basis
of cubic B-splines which minimise the objective function
Q = E + λψ
(
d2ψt
dt2
)2
(7.5)
where E is the sum of squared misfit and ψt is the offset at a given mean orbit time.
Similarly to the damping applied in modelling Jupiter’s magnetic field, the time series
here is damped by λψ to avoid over-fitting. This acts to smooth the function through
control of the the period between successive points. Varying λψ thus allows a range of
functions to be explored; however, owing to the limited data and possible noise associated
with modelling BCD, the use of trade-off curves were impractical in determining optimal
λψ. Instead, inspection of error, structure, resolution and the rate of change of the field
were considered in choosing the spline fits presented in Figure 7.6.
The same level of damping was found suitable for both series (λψ = 4 × 10−3) with a
period of 1.58 years; the trace of the resolution matrix for the set of JTA and JSV
ψt values were also similar, at 11.670 and 11.678 respectively (resolved from 32 and 31
total data points). Unfortunately, whilst this proves to be a useful technique for the
analysis of many noisy time series, fitting splines in this way to the modelled variation
in ψt over the Galileo era does not appear beneficial. In particular, the rate of change
in offset occurs at an implausibly fast rate, as demonstrated by the plots of the spline’s
second derivative in part c) of Figure 7.6. Even with these inconclusive results, however,
we do not discount the possibility of a physical mechanism driving changes to planetary
rotation and contributing to the ψ offsets favoured in Section 7.2.1.
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7.3 Are there plausible mechanisms for LOD variations at Jupiter?
As noted in Section 7.1.4, LOD changes at Earth have been associated with the exchange
of angular momentum between the interior and the atmosphere, moons, oceans and
core. Whilst we may not be able to constrain whether LOD variation is contributing to
reference frame shift at Jupiter for the magnetic data, the hypothesis would be reinforced
if a suitable mechanism were proposed.
In this section we investigate two analogous mechanisms that may be capable of inducing
LOD changes within the Jovian system: the transfer of angular momentum between
Jupiter and the Galilean moons and the transfer of angular momentum between the
interior and the atmosphere. Both analyses allow only for consideration of a linear change
to the reference frame and cannot be used to prove or disprove short term changes in LOD,
as preferred by the results of Section 7.2.3; however, studying the exchange of atmospheric
angular momentum does allow inferences to be made about internal planetary structure
and dynamics.
7.4 Angular momentum exchange between Jupiter and the Galilean
moons
At Earth, tidal torques act to transfer momentum from the planet to the moon and,
as a consequence, LOD and the lunar distance is slowly increasing. In a similar fash-
ion, Jupiter is mechanically linked to its satellites, which further exert forces on each
other. Compelling evidence for this comes with observation of Io’s extreme volcanism,
resulting from Jupiter’s gravitational pull and the moon’s orbital resonance with Europa
and Ganymede (Section 2.4). Tidal friction is clearly present between bodies within the
Jovian system, but to what extent might this induce changes to Jupiter’s length of day?
Could torques explain the favoured ψ drift we observe?
It follows from Equation 7.2, that the total angular momentum of the Jovian system, L,
may be thought of as a combination of the planetary rotational angular momentum, Lp,
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and the combined satellite angular momentum, Ls, where
L = Lp + Ls = Jpωp + Jsωs (7.6)
Should one component of this system change there must be a conjugate change somewhere
else in the system to ensure L is conserved. For example, if satellite angular velocity, ωs,
changes, like at Earth, and the moment of inertia of both the moons (Js) and Jupiter
(Jp) remain constant, the rotational angular velocity of the planet, ωp, must adjust to
compensate. Thus,
− ωpJp = ωsJs (7.7)
We seek the corresponding offset from the planetary reference frame that is needed to
accommodate this variation, allowing the complementary change in LOD to be subse-
quently established; however, to calculate ωs, we require knowledge of the movement of
the Jovian moons with time.
We employ the the work of Lainey et al. (2009), who made estimates for changes in
satellite orbital motions. In doing so, the authors evaluated the extent of tidal dissipation
at Io and Jupiter by considering the internal energy budget and surface heat flow of the
Galilean moons. Having derived a new, more accurate model for the orbital motions of
Io, Europa and Ganymede, this was compared with historical astrometric observations.
As a consequence, new estimates for the secular mean-motion acceleration, ω˙/ω, could
be constrained. Results from Lainey et al. (2009) suggest that Ganymede and Europa
are slowly moving away from Jupiter and now lie 125km and 365km further from Jupiter
than they did in 1891; in contrast, the tidal interaction with Io has caused a conjugate
net inward movement of the satellite by 55km.
To consider how these motions might effect LOD we first calculate the orbital angular
momentum, Ls, of each of the three inner Galilean moons using the parameters presented
in Table 7.2, following
Ls = ωsJs =
(
2pi
Ps
)(
Msb
2
)
(7.8)
where Ms is the satellite mass, b is the orbital radius and Ps is the satellite orbital period.
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The rotational angular momentum of Jupiter, Lp is approximated simply using
Lp = ωpJp =
(
2pi
Pp
)
Jp (7.9)
where Jp has been taken as 0.254M a
2, as established using the J2 gravitational harmonic,
following De Pater and Lissauer (2010). We assume that the satellite orbital paths are
circular and that the sun, Callisto and other Jovian moons have no influence on the sys-
tem. Employing the ω˙/ω satellite values of Lainey et al. (2009), the complementary rate
of change of satellite angular momentum, L˙s may be computed. Recalling conservation
of total system L, the complementary change in L˙p, ωp and subsequently LOD can then
be established.
Having undertaken this analysis, the computed Jovian LOD change resulting from orbital
changes to Io, Europa and Ganymede is 8.05×10−9 seconds per rotation or 7.10×10−6
seconds per year. This is a minuscule amount and even if the inclusion of Callisto and
other moons acts to double this magnitude, the implication of such an effect would still
be small. We can therefore rule out the tidal torque between the Galilean satellites and
Jupiter as a plausible mechanism for changing the reference frame, as the results of our
magnetic field model analysis require a much greater drift.
Io Europa Ganymede Jupiter
M (kg) 8.93×1022 4.80×1022 1.48×1023 1.90×1027
a or b(m) 4.22×108 6.71×108 1.07×109 6.99×107
Ps or Pp(days) 1.769 3.552 7.155 0.414
ω (Rad s−1) 4.11×10−5 2.04×10−5 1.02×10−5 1.76×10−4
L (kg m2 / s) 6.53×1035 4.42×1035 1.72×1036 6.53×1038
ω˙/ω (yr−1) 1.40×10−11 -4.30×10−11 -1.57×10−10
Table 7.2: Parameters used in calculating satellite tidal torque on Jupiter. ω˙/ω from Lainey
et al. (2009) with remaining parameters taken from Weiss (2004).
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7.5 Angular momentum exchange between the Jovian interior and
atmosphere
The second mechanism we examine which may have induced LOD changes is the exchange
of angular momentum between the Jovian interior and the atmosphere. This follows the
same principle as outlined for Jupiter’s moons where, assuming a closed system and that
J for both the interior and atmosphere have remained constant, should there be a change
in the angular velocity of the winds, ωa, there must be a complementary adjustment in
the planetary internal rotation rate to compensate.
The following section will consider the theory, observations and results gained from the
analysis of angular momentum transfer between the interior and atmosphere, to test
whether this might be a viable mechanism for LOD changes at Jupiter on the scale of
that inferred by our magnetic field models. To investigate the degree to which the interior
may have been offset, three things are needed: an understanding of Jupiter’s internal
dynamics, a suitable model for the internal planetary density structure and two or more
velocity profiles of the atmospheric surface winds from which ωa may be calculated. Prior
to discussing these, and in addition to the background information presented in Section
2.2.1, we present an overview of Jupiter’s atmospheric winds pertinent to analysis of
possible LOD changes.
7.5.1 Observation of Jupiter’s atmospheric winds
Jupiter’s atmospheric banding was first confirmed to correlate with the presence of zonal
winds by Pioneer 10: the lighter coloured zones are bound by an eastward jet on the
northerly side and a westward jet on the southerly side, whilst the opposite is true of the
darker belts. The Voyager mission extended our perception of this, confirming both that
the the jets extend to high latitudes and that they are highly stable, changing little in the
4 months between the two probes passing the planet (Limaye, 1986). In the subsequent
years, zonal wind velocity profiles have been generated from data collected by the Galileo
orbiter and the Hubble Space Telescope (HST). A number of studies have comparatively
analysed the composite profiles in great detail, again confirming overall stability with
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Figure 7.7: Plot of Galileo probe measurement of
the variation of wind-speed with depth as presented
in Atkinson et al. (1997).
only minor variations in configuration and magnitude.
This observational work greatly advanced knowledge of the Jovian atmosphere; however
the question still remains as to whether the surface winds are driven by solar energy,
analogous to the Earth’s atmosphere, or whether an internal planetary heat source is
responsible for the motion. Whilst Voyager demonstrated that the amount of heat emitted
by Jupiter is twice that received from the Sun (Kerr , 1996), further strong evidence
for winds driven by internal heating came with the return of data from the Galileo
probe.
Separated from the Galileo orbiter five months prior to arrival at Jupiter, this probe was
designed the enter the Jovian atmosphere and withstand the large pressures and temper-
atures below the cloud tops. Entry took place on 7th December 1995 at a latitude of 7.4◦
and over ∼1 hour it descended to a depth and pressure of '150km and ∼2.2MPa respec-
tively, before failure. As discussed in Section 2.2.1, numerous measurements were made
during descent; the most relevant for consideration here is the wind-speed with depth
profile, presented in Figure 7.7. The wind velocity was initially observed to increase with
depth, from around 90ms−1 at 0.04MPa to 180ms−1 at 0.5MPa, fitting the hypothesis of
internal heating; however, velocity remained constant downward from this pressure until
the probe was lost. Notably, this profile may not be representative of the whole planet,
as a consequence of the descent taking place in a relatively dry and cold, downwelling
Jovian “hotspot” (Young , 2003).
More recently, the Cassini mission made a flyby of Jupiter in late 2000 and observed
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a number of significant atmospheric features. Firstly, the alternating east-west wind
structure was observed to continue fully to the poles, even without the standard light
and dark atmospheric striping. Furthermore, Flasar et al. (2004) used infrared spectral
measurements from Cassini to make estimates of stratospheric temperature with altitude.
Employing the thermal wind relation, the authors were able to resolve wind velocity
downward to high altitudes of 0.5bar. The findings show numerous intense jets distributed
in a way not altogether consistent with the lower altitude zone and band configuration;
moreover, the higher velocities of these jets again put into question the forces driving
them.
7.5.2 Zonal wind velocity profiles: Constraining ωa
Over the years, several zonal wind profiles have been compiled for Jupiter, of which
two will be used in this study to calculate the change in ωa and LOD. In early studies,
the most common approach involved resolving jet velocities through optical tracking:
multiple images of a cloud feature are taken over a period of time and subsequently
compared, allowing a velocity approximation for that feature. In general these studies
show good agreement in the spatial distribution of the jets (at least, to the limited latitude
resolution of 1◦). Furthermore, between these studies, the estimated magnitude of the
wind velocities differ quite significantly, culminating in Maxworthy (1984) suggesting that
many jets had been previously underestimated by up to 30-40ms−1. In resolving ωa, we
consequently choose two wind profiles which employ alternative techniques.
The first profile is from Limaye (1986) where cylindrical mosaics for whole latitudinal
bands were examined as opposed to the traditional method of comparing only small
spatially limited features. 127 pairs of mosaic images from Voyager 2 were digitally
slipped against each other until the best match was found, providing the displacement
of a band over a known time period and allowing the velocity to be determined. The
resulting profile spans latitudes of 59.04◦N to 59.04◦S in geographic coordinates, with a
resolution of between 0.13-0.23◦; this is plotted in blue in Figure 7.8. Whilst the profile
is only averaged from images collected over '5.5 months of observation (250 rotations),
we note that Limaye (1986) suggests changes of up to 10ms−1 to have occurred over this
period.
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Figure 7.8: Plot of
the variation in wind
velocity with latitude as
computed from Voyager
1 probe measurements
(Limaye, 1986) and
from HST measure-
ments (Garc´ıa-Melendo
and Sa´nchez-Lavega,
2001). Positive wind
speeds signify west-east
direction.
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The second velocity profile being used is that of Garc´ıa-Melendo and Sa´nchez-Lavega
(2001). This was constructed using data collected by the Hubble Space Telescope (HST)
over seven observatory periods between 1995-2000. Pairs of east-west albedo scans sepa-
rated by one planetary rotation were investigated, with each period of observation track-
ing a different range of latitudes. Constraint of wind speed was carried out by calculating
the correlation in albedo of scan pairs for similar longitudinal sectors; a complementary
cloud tracking analysis was also performed. The resulting velocity profile has an average
time of ∼ 1996.5 and spans latitudes of 76.7◦N to 67.8◦S, with an average resolution of
0.3◦; the red line in Figure 7.8 plots this profile. Notably, the authors claim no significant
changes in the surface winds over this period, but do estimate the scatter for both their
profile and that of Limaye (1986), suggesting errors of up to ±20ms−1 could be present.
When comparing the two profiles of Limaye (1986) and Garc´ıa-Melendo and Sa´nchez-
Lavega (2001) by eye, perhaps the most obvious feature is their distinct similarity. As the
former was constructed from data with an average time of 1979.5 and the latter 1996.5,
this clearly signifies strong atmospheric stability. Upon closer inspection, velocity changes
may be noted, including
• Decrease in the 24◦N jet, from ∼165m s−1 to 140m s−1
• Increase in the 7◦S jet, from ∼130m s−1 to 150m s−1
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• Decrease in the 32◦S belt, from ∼30m s−1 to 15m s−1
Spatial differences are also present, with the earlier Voyager study displaying an overall
poleward shift.
As these profiles are our primary observational constraint on resolving ωa, it is worth
considering the problems and assumptions associated with their use. Firstly, these are not
the only two studies of atmospheric winds but are employed here as a consequence of their
more advanced approaches, temporal separation and the data being readily available. For
the Voyager observations in particular, alternative studies conclude marginally different
profiles, the most prominent variation being between the wind intensities for key jets
and belts; for example, estimates for the velocity at 24◦N range to 180ms−1 (Maxworthy ,
1984). In addition, the profiles do not extend to the poles or to the same latitudes. With
the Cassini observations suggesting that the prograde and retrograde motion extend to
these regions, this may prove problematic. Whilst unlikely, it is possible that changes in
the regions excluded from the profiles could counteract the changes in low latitude wind
velocities, removing the need for a complementary change in LOD and invalidating the
analysis. Finally, spatial differences exist between the two profiles. As opposed to these
being true features, Garc´ıa-Melendo and Sa´nchez-Lavega (2001) suggested that might be
attributed to navigational errors by both studies, introducing a further source of error
for consideration.
7.5.3 Internal dynamics:
How are the surface winds linked to the interior?
We have already discussed at length our current understanding of Jupiter’s structure
as constrained by experimentation, observation and theoretical studies. Whilst we have
noted that the driving mechanism for the atmosphere is generally favoured to be planetary
heating, as opposed to solar energy, as of yet, we have not considered how the interior
dynamics might be linked to the surface wind motion.
In general, there exist two end members, and a variety of intermediate theoretical models
to explain this relationship. Figure 7.9 illustrates the principle of the two end members:
the spherical shell model and the tangential cylinder model. The spherical shell model
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Figure 7.9: Illustration of the difference between the spherical shell model (left) and the
tangential cylinder model (right). The shaded regions represent the planetary volume not
penetrated by the atmospheric motion, though are not shown to scale with that generally
hypothesised.
proposes that the jets seen at Jupiter’s surface are the result of geostrophic turbulence
within a thin, atmospheric layer which penetrates radially inwards to a certain depth.
Some favour solar energy to be the driving force behind this model, analogous with the
Earth’s atmosphere (Williams , 1985); however, owing to the evidence already presented,
today the winds are commonly favoured to be planetary driven.
This idea was championed by Ingersoll and Cuzzi (1969), who favoured that the lighter
and darker bands respectively signify upwelling and downwelling. Should this be the case
in a spherical shell configuration, the winds may form via vertical shear, which may be
attributed to altitudinal thermal contrasts. A viable mechanism for driving this is latent
heat release related to the condensation of water in the outermost atmosphere (pressures
of 0.5-1.0MPa), an action capable of creating temperature contrasts on the scale of 5000-
10,000K (Gierasch, 1976). These temperature contrasts would be large enough to drive
the jets, even if the winds do not penetrate more than 1.0MPa, within Jupiter’s outermost
0.05RJ.
The second hypothesis is that the winds seen at Jupiter’s surface not only have much
deeper seated roots, but that these roots take the form of tangential cylinders about the
planet’s axis of rotation. Busse (1976) first suggested this, hypothesising that the Taylor-
Proudman theory would hold if the interior of the planet was adiabatic and convecting.
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Figure 7.10: Comparison of observed
zonal bands on Jupiter, with those com-
puted by Busse (1976) using the columnar
convection model. From Busse (1976).
Low Rossby number estimates for both the metallic and molecular regions further suggest
convection should lie predominantly in a plane about the rotation axis (Guillot et al.,
2004).
The resulting configuration is demonstrated in Figure 7.9: a large axial cylinder is com-
prised of smaller convection cells and a sets of these concentric cylindrical shells penetrate
outward, much like the hypothesised motion of the outer core. In the model, convection of
material is confined to the outer molecular region of the planet, meaning that the extent
of the columns is limited by the radius at which the transition to a metallic fluid takes
place. As a consequence, the resulting jets are symmetric about the equator to a latitude
dictated by the radius at which the molecular-metallic transition takes place.
Through construction of a columnar convection model, Busse (1976) suggested this radial
depth to be 0.7RJ corresponding with symmetry to 45
◦ latitude as seen in Figure 7.10.
Furthermore, the results of this modelling display strong similarities with the observed
banding at Jupiter. The approach taken is fairly basic, however, and assumes that
hydrogen undergoes an abrupt, first order phase transition, contradicting the modern
view of the interior (Section 2.2.2). In contrast, others such as Heimpel et al. (2005) have
suggested a shallower base to the convection region at ∼0.9RJ, limiting full cylindrical
convection to the equatorial bands. In either case, the Taylor-Proudman theorem dictates
that the columns cannot move significantly relative to the axis of rotation. This mimics
the observed atmospheric stability, giving this model’s dynamical configuration stronger
grounding.
Whilst both the spherical shell model and the tangential cylinder model are plausible,
in recent years many intermediate scenarios have been proposed. We note in particular
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that recent numerical modelling has once more put into question the energy source for
atmospheric motion. It now seems that even if the extent of the winds are better resolved,
this is not necessarily a good indicator of the mechanism driving their origin. For example,
Showman et al. (2006) demonstrate that strong deep jets can result from shallow driving,
whilst Kaspi et al. (2009) show that strong shallow jets can be driven by from deep
forcing.
Liu et al. (2008) recently proposed that the Jovian winds must be confined to a thin
surface layer penetrating no deeper than 0.96RJ. This work is based upon arguments
of planetary heat flux in connection with the hypothesis that in the semi-conducting
RIMT-Rα region, ohmic dissipation would severely limit the extent of the surface winds.
Glatzmaier (2008) has since argued against their conclusions, proposing that lack of
consideration of differential rotation may invalidate the kinetic model employed. Ad-
vancements in three-dimensional modelling continue to improve our understanding (e.g.
Christensen, 2001; Gastine and Wicht , 2011) and should better resolve the configuration
of Jupiter’s internal dynamics over the next few years.
7.5.4 Calculating the reference frame shift and LOD variation
Similarly to the approach used for investigating reference frame shift associated with
satellite tidal torques, it follows from Equation 7.2, that the total angular momentum,
L, can be considered as a combination of the interior planetary angular momentum, Lp,
and atmospheric angular momentum, La,
L = Lp + La = Jpωp + Jaωa (7.10)
We treat the planet as a closed system, with unchanging Ja and Jp. If there is a change
in ωa over a period of time, t, there must be a complementary change in ωp; this will
offset the reference frame φ by a drift angle, ψ, as before
ωpJp = −ωaJa (7.11)
ψ = dφp =
Jat
Jp
−dωa
dt
(7.12)
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To obtain dωa, the two zonal wind profiles outlined in Section 7.5.2 have been employed,
the first from the Voyager mission (Limaye, 1986) and the second derived from HST
images (Garc´ıa-Melendo and Sa´nchez-Lavega, 2001); these profile are separated by t '
17 years. The studies present velocity, v, as a function of geographic latitude. We convert
this to ωa via
ωa =
v
s
=
v
as cos θ
(7.13)
where as is the planetary radius at which the velocity is quoted and s is the distance
between as and the axis of rotation. We employ as as opposed to the average radius, a,
as Jupiter experiences a large flattening of '0.065, thus
as =
aeap√
(ae cos θ)2 + (ap sin θ)2
(7.14)
where ae and ap are the equatorial and polar radii respectively.
The total implied ωa for one velocity profile can then be established by integrating over
Jupiter’s surface between the profile’s latitudinal limits; however, this range is greater
for the study of Garc´ıa-Melendo and Sa´nchez-Lavega (2001). For a more robust analysis,
we additionally consider ωa calculated for both profiles between consistent latitudinal
bounds; ± ∼59◦ is employed, being the maximum coherent extent between profiles, whilst
within ± ∼30◦ a more similar spatial distribution is found, reducing the possibility of
navigational error being the cause of a modelled change to ωa. Outside these regions, we
assume that no atmospheric change has taken place over dt.
To calculate both Ja and Jp we choose to employ only the spherical shell configuration
and examine whether the depth of wind penetration can be better constrained through
investigation of angular momentum exchange. Whilst we leave consideration of the tan-
gential cylinder configuration to further study, its employment would most likely amplify
any variation seen in La, inducing a larger LOD change than that presented here. We
do note an alternative possibility, whereby the winds in this configuration might neu-
tralise the different zonal changes and plausibly reduce the net La to zero, but find this
unlikely.
To establish the J for a shell we calculate the difference in J between two spheroids of
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differing size but constant ρ, following
J =
2Mce
2
3
(7.15)
where ce is the equatorial radial extent of a shell and mass, M , is
M = ρV =
4piρce
2cp
3
(7.16)
where cp is the polar radial extent of the shell. The upper and lower radial shell boundaries
are dictated by the normalised depths of ρ quoted in the interior model employed. Here
we use Model A of Guillot (1999). This model includes a continuous IMT, a small inner
core and no radiative zone, details of which can be found in Section 2.2.3. Whilst we
considered testing alternative profiles for the interior, referring back to Figure 2.3, the
nature of ρ appears well defined in the surface region of interest and is consistent between
the various models examined.
The change in La can then be calculated by multiplying the surface integrated ωa by the Ja
of shells summed to different penetration depths in Jupiter’s interior. In each case, there
is a conjugate Jp which can be established, allowing the resulting ψ between 1979.5 and
1996.5 to be implied; however, we note that this approach is simplistic and has a number
of problems associated with it. Firstly, we assume that ωa can be downward continued
through the planet. The actual configuration is likely to be far more complicated than
this, an assertion reinforced by the findings of the Galileo probe. Furthermore, we do not
allow for differential rotation or take into account frictional/shearing forces acting on the
material; however, we note that the latter may be negligible if the Ekman number is low
as commonly hypothesised (Guillot et al., 2004).
Figure 7.11 plots the results gained from this analysis as a function of wind penetration
depth, comparing the use of three different latitudinal expanses as discussed. As expected,
a significantly larger ψ is found with deeper seated atmospheric winds, whilst the smallest,
equatorial range of dωa considered shows the smallest ψ compared with the wider dωa
ranges. Examining the implied ψ further and assuming that the more complex interior
dynamics which have been overlooked do not greatly affect our results, this analysis seems
to have profound implications.
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If we only consider the atmospheric changes that have occurred between latitudes of
±30◦ and only allow the surface winds to extend 3% of the way into the interior, the
resulting exchange of angular momentum to Lp is enough to offset φp by ψ '10◦ between
∼1979.5-1996.5. This is a huge amount and far beyond that suggested by our analysis in
Section 7.2.1, where ψ = 3.8◦ was preferred. Furthermore, ψ = 3.8◦ was stated for the
even longer time-frame of 28.92 years; if we project this value to this shorter period of
17 years considered here, the implied ψ equates to 2.2◦, corresponding the dashed line in
Figure 7.11.
We therefore conclude that the prograde and retrograde motion of the bands and zones at
Jupiter’s surface cannot be directly linked to deep interior motion at depths of <0.985RJ.
Even if the uncertainties in this analysis, such as differential motion and frictional forces,
act to reduce our estimates of ψ offset by an order of magnitude, our modelled SV places
a strong observational constraint on the degree of rotation and limits surface winds to
at least Jupiter’s uppermost 5%. In making such an assertion, we do not disregard
that interior motion might be related to surface processes, but instead favour no direct
connection and more independent shell movement, in contrast to the way in which winds
in the tangential cylinder model are hypothesised to mirror deep dynamics. Of the range
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of models previously discussed, this conclusion most closely resembles that of Ingersoll
and Cuzzi (1969) and Gierasch (1976) who favour altitudinal thermal contrasts in the
outermost atmosphere driving shallow surface winds (Section 7.5.3).
7.6 Summary and Conclusions
In this chapter we have considered whether the changes modelled for Jupiter’s field by our
preferred JSV solutions are most likely to be reflecting true variation to BI, or whether
something else could be generating false results. Four mechanisms were proposed as the
most likely to misrepresent jovimagnetic secular variation. Distortion and diffusion of
the field and SV in Jupiter’s conductive region outside the dynamo is a likely source
of result contamination, whilst modelling intrinsically non-linear field variation as linear
might also be reflected in our estimates of temporal change; however, with such limited
data, there is little that can be done to remedy or investigate these problems.
Instead we have examined two alternative sources capable of producing a misleading
SV signature: poor constraint of the System III 1965.0 period and the occurrence of
length of day variations. Both of these mechanisms would act to adjust the reference
frame with time and, as a consequence, would manifest themselves in changes to the
observed longitude of BI configuration. With our preferred JSV model favouring a large
yearly variation in dipole longitude, we entered the analysis anticipating either of these
mechanisms to be inferred. Thus, the real question was whether allowing for a reference
frame drift would reverse our view that true SV signal is contained within the data.
Three tests were carried out to consider the problem. The first concluded that a simple
drift in the reference frame of -3.8◦ significantly improves our favoured JTA model ob-
jective function. This initially inferred that System III 1965.0 may have been constrained
inadequately and that increasing length of day by ∼0.015sec to '9hr 55min 29.7258sec
could be more appropriate. If all our modelled SV can be attributed to this error, we
would expect all JSV modelled field structure to display a consistent longitudinal off-
set with time, reducing to zero when the favoured drift is permitted. Our second test
demonstrated that this is not the case, reinforcing the assertion that changes to the field
can be constrained.
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Whilst linear drift was inferred by the first test we have additionally considered whether
length of day variations might have occurred at Jupiter and affected our solutions. In
doing so, orbits with adjusted longitude were forward modelled individually with our
preferred JSV configuration, to inquire whether a trend in preferred offset from System
III is observable. The results were inconclusive, most probably in relation to the limited
data and latitudinal coverage. Not discounting the possibility of non-linear rotation rate
changes, however, we pursued in exploring two viable driving mechanisms.
The exchange of angular momentum exchange between the planet and satellites, as a
result of modification in orbital motion, proved too small to account for a rotation of
Jupiter on the scale suggested by our magnetic field model evaluation. In contrast,
the exchange of angular momentum between the atmosphere and bulk interior appears
capable of driving changes to length of day. Whilst we acknowledge the simplicity of
our approach and endorse further testing of this hypothesis (in particular with regard to
tangential cylinder dynamics), the results are convincing. Furthermore, the fact that our
field models do not favour a large change to length of day or longitude, clearly places a
strong observational constraint on the depths to which the surface wind expression can
be directly linked to deep interior motion (assuming differential motion on tangential
cylinders does not counter the observed effect).
As a consequence of these results, we favour that part of the resolved SV at Jupiter
could be related to either poor constraint of System III 1965.0 or length of day changes;
however, irrespective of this, some true variation to the planetary magnetic field appears
to be constrained. The observation of a strong preferred linear reference frame drift of
-3.8◦ remains intriguing. Whilst this may reflect that a change to the system has occurred
or that System III 1965.0 is inadequate, it could alternatively have no physical origin;
carrying out a similar evaluation of how reference frame offset affects modelling of the
Earth’s field may provide clarification.
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Additional analysis and future work
Over the course of this thesis, we have presented a thorough and original examination of
Jupiter’s magnetic field and secular variation. We have carefully considered the charac-
teristics and nuances of solving the magnetodisk configuration and BCD, investigated the
nature of the parameter space and affect of regularisation on resolving BI and explored
the possibility of the data having been influenced by an offset in the reference frame with
time. In evaluating our results, we favour that some true changes to the planetary field
can be constrained and that these changes occur in a manner not dissimilar from secular
variation at Earth. Whilst inadequate constraint of System III 1965.0 and/or length
of day changes are conceivable, the results retain a strong signature of field changes,
irrespective of reference frame drift.
In this final chapter we stretch the analysis further and present an overview of the di-
rection in which future studies might consider taking the research. We begin in Section
8.1 by investigating whether we have been too conservative in modelling Jupiter’s field;
could the spacecraft observations contain more useful information than we have given
them credit for? In Section 8.2, we return to the problem of associating the depth of
spectral flattening with that of the dynamo source; if this is a valid feature of planetary
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fields, is there self-consistent depth and level of regularisation where the spectra become
white? We further employ the field modelling results to make assertions about Jupiter’s
interior in Section 8.3, but this time with regard to contraint of internal flow and dy-
namics. Finally, we present an overview of the future missions to the Jovian system and
consider the field that might be encountered upon their arrival.
The thesis concludes in Section 8.5 with a discussion of further work which might provide
us with a better understanding of Jupiter’s interior and electromagnetic environment. We
consider alternative tests for the data already retrived, synthetic studies which might aid
the unravelling of data returned from future missions and propose that more advanced
modelling techniques may be better suited to studying the gas giant.
8.1 More evidence for a northern magnetic anomaly?
As noted in Section 4.2.2, Grodent et al. (2008) compared HST observations of satellite
fluxtube footprints with the configuration of VIP4 to construct an alternative model
of the Jovian northern hemispheric field, G2008. The findings are seen to imply the
presence of a small magnetic anomaly at ∼ φ=120◦, which causes a relative reduction in
local field strength. The absolute field intensity, Bf , as presented in Grodent et al. (2008)
is shown on the left hand side of Figure 8.1. In this section we explore whether fitting
the data more closely and reducing the level of smoothing is capable of constraining this
feature.
8.1.1 Preferred solution and overfitting analysis
We first consider our favoured JSV model, where λ = 2× 10−1, τ = 7× 103. As mapped
in previous chapters, no signature from the anomaly has been identified and our field in
the region of interest is distinctly smoother than that of G2008; however, it is possible
that the feature is being masked by the colour scheme and projection employed. In the
upper right hand side of Figure 8.1 we re-plot the surface Bf in a polar projection and
colour scheme identical to that of Grodent et al. (2008) (the colour scheme has been
normalised to maximum Bf ). It is clear that even with these adjustments our preferred
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model’s surface Bf is much smoother and reduced in magnitude compared with that of
G2008, though similarities are seen in the overall shape.
Whilst this confirms that our preferred model does not display the anomaly, a second
hypothesis exists: the data could contain information about the feature, the but the
smoothing applied is too high and simply obscuring it from view. To test this idea, JTA
was remodelled over a range of lower λ values, with the aim to synthesise a similar con-
figuration and surface field strength to G2008. We note that although JTA was chosen
over JSV to eliminate complexities in finding appropriate τ , a similar or better match
to G2008 is likely to be obtained through exploration of JSV underdamping.
Whilst an exact match was unobtainable, similarities with the Grodent et al. (2008)
configuration can be found. The bottom right projection in Figure 8.1 maps Bf for
a solution with λ = 2 × 10−2, damping by an order of magnitude less than that of our
preferred solution; the colour scheme is similarly normalised to maximum Bf . The general
structure displays clear similarities to G2008, with a clear reduction in field around 120◦
and, furthermore, a small localised increase in field around φ=90-100◦. Alongside these
Figure 8.1: The
northern surface Bf
field as determined in
Grodent et al. (2008),
compared with that
found for the preferred
JSV model and a JTA
model with damping
an order of magnitude
below optimal. The
colour scales mirror
that of Grodent et al.
(2008), but are nor-
malised to maximum
absolute Bf in each
case. G2008 is plotted
from 0-20G.
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similarities there are several discrepancies, however, including: the latitude of the small
φ=90-100◦ feature being lower here, the configuration of the magnetic north pole differing,
maximum Bf being lower at '18G and the field intensity at ' 45◦ reducing greatly. Even
with these differences, the solution damped with λ = 2 × 10−2 is a far closer match to
the Bf of G2008 than our favoured, more smooth JSV solution.
8.1.2 Discussion and implications
This raises several questions. Firstly, is this an indication of the feature being contained
within the data? The northern Bf mapped by our new underdamped solution is not
identical to that produced by Grodent et al. (2008) and underdamping to this degree
could be considered too severe. That said, the configuration does appears strikingly
similar and, as a consequence, it seems probable that additional information is present in
the data. We further note that a magnetic anomaly was only incorporated into G2008 as
no direct alteration of VIP4 or combination of coefficients in an lmax = 4 SHA solution
could recreate the HST observations; is it possible that we are observing an anomaly
simply as a result of modelling to higher lmax? Furthermore, having not been discussed
by Grodent et al. (2008), what does such a configuration in Bf imply for the other field
components?
We do not seek to answer all these questions, but we do note the significance of our
methodology being able to resolve polar features previously only published in a solution
constrained using an extensive set of HST observations. This is an encouraging prospect
and clearly advocates the use of regularised modelling; simultaneously, however, this is
discouraging for the field analysis already presented in this thesis, as it suggests that we
may have overestimated the appropriate level of smoothing and that more small scale
structure may be present but has been overlooked. Based on the power spectra for the
λ = 2 × 10−2 model (not presented here), it is highly unlikely that such a low level of
smoothing is justified; l = 5 and l = 6 contribute far too much to the total field, at
a magnitude greater than that of the quadrapole and approaching that of the dipole.
A level of damping somewhere between λ = 2 × 10−2 and λ = 2 × 10−1 may be more
appropriate.
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Figure 8.2: Compar-
ison of northern and
southern surface Br
for preferred JSV and
underdamped JTA
model. Colour scales
normalised to ± the
maximum absolute
Br.
0
9
0
180
2
7
0
180
9
0
0
2
7
0
0
9
0
180
2
7
0
180
9
0
0
2
7
0
0
15
10
5
-5
-10
-15
B  (G)
r
0
15
10
5
-5
-10
-15
B  (G)
r
-2
JTA: λ=2x10 (underdamped example)
-1 3
JSV: λ=2x10 , τ=7x10  (preferred model)
8.1.3 Reversed polar flux?
What are the implications for Br with such data overfitting? Figure 8.2 maps Br in the
northern and southern hemispheres for the underdamped JTA solution; we additionally
plot the preferred JSV solution for comparative purposes. As expected, where the data
is overfit there is significantly more structure to Br, but of particular interest is a region
in the northern hemisphere, lying about ' 45◦ at latitudes near the geographic pole.
Though not evident in Bf , the solution is mapping a reversed Br flux patch of significant
size and magnitude; this is not seen in the Br of our preferred JSV model. Owing to the
nature of the work presented by Grodent et al. (2008), it is unclear whether the same is
true of the field modelled by G2008.
If the presence of such a reversed flux patch can be validated, it has important implica-
tions for the dynamics of Jupiter’s interior. At Earth, reversed flux patches are present to
varying degrees with those at different latitudes having different dynamical implications.
They are generally favoured to reflect convective upwellings which have encountered and
distorted horizontal field lines in the core. These upwellings cause helical circulation to
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be induced, as a result of planetary rotation and Coriolis forces; should the upwelling
be driven with vigour, the field line is advected from the core to form patches of re-
versed flux. Wicht and Olson (2004) and others further relate reversed Br closely to field
reversals.
High latitude reversed flux, as suggested here, has additional implications for the plan-
etary interior and dynamics. Recent observational models of the geomagnetic field pro-
jected to the CMB display a similar region of reversed flux focused near the geographic
north pole. The location of this patch is hypothesised to be related to cyclonic structured
flow corresponding to diffusive processes and reduced magnetic induction efficiency (Fin-
lay and Amit , 2011). In addition, dynamo modelling by Stanley et al. (2007) suggests
that the configuration of field and latitudinal distribution of reversed flux may be used to
constrain inner core dimensions through the control on tangential cylinder extent. The
reader is referred to Gubbins and Bloxham (1987) and Olson et al. (2002) for a further
discussion of reversed flux.
Whilst our favoured JSV solution may not present a reversed flux patch at the planetary
surface, we question whether projecting the field to the dynamo source might uncover this
feature where the level of spatial complexity is greatest? If not, to what degree must the
model be underdamped to begin to show a signature of this feature at depth? To answer
these questions, Figure 8.3 shows Br projected to RIMT for the λ = 2 × 10−1 solution
and additionally for a JSV model with the field minorly underdamped below optimal λ
at 1 × 10−1 and the same τ . In a similar fashion to previous analysis, we assume there
are no magnetic field sources in Jupiter’s outer shell, that the interior at the transition
depth experiences identical flattening to the planet as a whole and we ignore field decay
and attenuation factors.
Through inspection of Figure 8.3, it appears that even at the dynamo source we do not
see reversed polar flux for our preferred model; in contrast, however, the alternative so-
lution does display limited reversed flux near the pole. Though this solution has been
damped at lower level, the change in λ is minor and far from the degree of data over-
fitting previously enforced when trying to match the G2008 configuration. Thus it is
increasingly possible that a patch of reversed flux can be legitimately reconciled in the
Jovian northern hemisphere. This has notable implications for diffusive processes and
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Figure 8.3: Br mapped into Jupiter’s interior for the preferred JSV model and one slightly
underdamped in λ. In each case, plots are normalised to maximum absolute Br values as noted.
cyclonic polar flow within Jupiter’s interior, similar to that both predicted and observed
at Earth. An extended study might consider this problem in more detail, perhaps ex-
amining the flux when a higher l model is constructed and the implied change in this
feature with time, both in terms of movement and emergence. Clearly, the effect on our
models of including HST data, such as that employed by Grodent et al. (2008), would be
of particular interest.
8.2 Better constraint of Jupiter’s interior structure?
As outlined in Chapter 2 our current understanding of Jupiter’s interior is limited, but
has been advanced in recent years by high-pressure experimental studies, more advanced
hydrogen-EOS and theoretical simulations. In Section 6.1.3 we noted an additional form
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of analysis which has been proposed as a probe for the interior structure planets: flatten-
ing of the field power spectra at the outer boundary of dynamo generation, following the
observation of a “white” spectra at Earth’s CMB. At Jupiter, an early study by Elphic
and Russell (1978) applied this logic to try and better constrain RIMT from early Pioneer
observations; however, the varied results were discouraging and in the years since there
has been argument against physical justification for flattening (Glatzmaier and Roberts ,
1996).
Three particular problems lie in applying a similar form of analysis to our study. Firstly,
we have demonstrated previously in Figure 6.33 how sensitive the power spectra are to
the level of regularisation applied. Secondly, the smoothing function places a constraint
on ohmic heating and the conductivity profile at RIMT and Rα. As a consequence, there
is an inherent linking between the damping level and the dynamo source depth we seek to
resolve through spectral examination. Finally, the continuous transition in conductivity
is unlike the distinct CMB transition at Earth and as a result, searching for analogous
white spectra may be futile.
With this in mind, we briefly conduct a further evaluation of the power spectra. In Figure
8.4 we map a coloured grid representative of a range of spectra for JTA λ = 2 × 10−1.
The depths of RIMT smoothing application and plotted depths of RIMT are shown on the y
axis (between 0.80-90RJ), whilst the radial drop off in α to Rα (0.0-0.5RJ) are represented
on the x axis. Colour is representative of the mean square field for each l, normalised to
the relative dipole mean square field. Though at first glance the figure appears complex,
trends are far more easily identified than the traditional method of graphing spectra, 500
of which are shown here in one diagram.
Dark blue is found uniquely for l=1, signifying that the dipole is at least five times greater
than the other spectral components, independent of smoothing norm RIMT, Rα and RIMT
plotting depth. Assuming flattening similar to the Earth’s field, an idealised white spectra
would be seen from l=2; this would be signified by consistent colouring for an individual
solution beyond the dipole level. This is not observed in any plot, with distinctly lower
l = 6−7 most likely related to a lack of resolution. If we consequently only consider l=2-
5, the most notable feature is the stability of the quadrupole component, which displays
similar contribution relative to the dipole for each spectra. There also appears no plot
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Figure 8.4: Analysis of spectra with varying RIMT, Rα and depth plotted, constructed for
preferred JTA model with λ = 2× 10−1. Spectral contribution is normalised to dipole in each
case and indicated by colour. x axis is blocked by radial distance of conductivity drop-off and
subdivided into harmonic degree, l; y axis is blocked by the depth at which smoothing has been
applied (RIMT) and subdivided into the depth at which the spectrum has been plotted.
in which consistent flattening can be found from l=2-5, with the quadrupole generally
showing lower magnitude.
To better resolve some of the issues noted previously, we take an alternative approach in
Figure 8.5: we consider four levels of λ, searching for a mutual depth at which the smooth-
ing has been applied and the spectra become white. In seeking this self-consistency, we
do not investigate plotting the spectra at depths other than the regularised RIMT depth,
even with different Rα employed; this may not be appropriate, but owing to the uncer-
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Figure 8.5: Analysis of spectra with varying λ and conductivity drop-off with consistent
RIMT -depth plotted. Spectral contribution is normalised to dipole in each case and indicated
by colour.
tainties already present, we feel better resolution is unlikely to be attained through more
involved consideration.
Searching again in Figure 8.5 for spectra that show similar colouring for l ≥ 2, we see
that with increased λ, the drop-off at l = 6− 7 becomes relatively greater. Furthermore,
at higher λ, l = 2− 3 are near equivalent before the field drops off, but at smaller λ the
quadrupole is distinctly lower but flattening can be seen from l = 3− 5. At intermediate
damping, the intermediate case is true. There is also a tendency at intermediate levels
for much lower l = 2 and higher l = 5 for shallower RIMT and conversely lower l = 5 and
higher l = 2 at deeper RIMT. The radial drop-off in conductivity appear to have only a
small effect on the spectra, confirming our previous findings of Section 6.2.3.
When plotting the geomagnetic spectra at the CMB, lower quadrupole and higher oc-
topole is also seen (Figure 6.33); this appears to be related to the spherical harmonic
configuration represented by g02 and g
0
3. If we favour Jupiter’s magnetic field spectrum
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showing similarities with the geomagnetic field, our preferred JTA model plotted at RIMT
is a surprisingly close fit; however, lowering λ to between 1× 10−1 - 2× 10−1 and retain-
ing Rα whilst deepening RIMT to '0.83-0.84RJ would provide an even higher degree of
flattening and closer resemblance to the Earth’s spectrum.
Using the spectra to better constrain the configuration of Jupiter’s interior appears to
have limited application in this study. Like much of the analysis, it is clearly a subjective
technique and affected strongly by the λ chosen. Reassuringly, our favoured models
appear within an appropriate range of λ, RIMT and Rα, whilst the dynamo source depth
suggested by the spectral flattening reinforces the depth favoured by hydrogen shock
experiments. There is certainly room for a more complete analysis of the problem than
that presented here, as we have only considered the spectra of JTA solutions over a
limited range of configurations; however, it is debatable whether further study would be
beneficial.
8.3 Constraint of internal dynamics?
The geomagnetic field acts as our primary probe for unravelling the dynamics of deep
Earth processes. Such investigations stem from the recognition that the field is generated
through convection and movement of fluid in the outer core. As a consequence, changes
to the motion of this material induce the field changes measured at Earth’s surface, which
may in turn be used to infer the nature of the currents driving the dynamo.
In this section we consider similarly using our modelled SV for Jupiter to infer fluid mo-
tions in the Jovian interior. Whilst such a extension to the work is highly speculative, the
results provide us with a simple check that the modelled SV is reasonable. Furthermore,
this is the first time that mapping the interior flow from direct observational evidence
has been attempted for a planet other than Earth.
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8.3.1 Flow modelling theory and methodology
We present only a limited overview of the theory underpinning the flow modelling car-
ried out in the section. For a more complete discussion we refer the reader to Holme
(2007).
At Earth, observed changes in the geomagnetic field are projected to core flows via
the magnetic induction equation, which relates temporal variation of the magnetic field
to convective and diffusive motion in the dynamo source (Equation 1.1). The radial
component of this may be written as,
dBr
dt
+∇H · (vHBr) = η
r
∇2(rBr) (8.1)
where η is the magnetic diffusivity ( 1
µ0α
), t is time and v is the fluid flow at the dynamo
surface, governed by the Navier-Stokes equations. Similarly to our construction of jovi-
magnetic field models from spacecraft data, the inversion to determine the flow dynamics
is highly non-unique. To aid solution, it is common practice to neglect the effect of mag-
netic diffusion and assume that the radial magnetic flux through the CMB is constant
with time: the frozen flux approximation (Roberts and Scott , 1965). As a consequence,
the secular variation of Br is directly related to the motion of field lines by flow, with
Equation 8.1 becoming
dBr
dt
= −∇H · (vHBr) (8.2)
This assumption that the geodynamo is generated in a perfect conductor is commonly
taken as valid, with diffusive processes generally appearing negligible compared with
advection. Further assumptions are made with regard to Earth’s interior dynamics. The
magnitude of viscous forces acting on the core fluid motion are assumed negligible, owing
the behaviour of iron under the extreme conditions present, whilst the Navier-Stokes
equations, assume an incompressible, Newtonian fluid. Inertial forces are also neglected,
which appears appropriate owing to the time-scales of field variation compared with
planetary rotation rate. Unfortunately, even after neglecting diffusion, mapping a flow
vector at the CMB from Br remains a non-unique problem.
To reduce this, further information has to be used to constrain the motion. In modelling
the Earth’s CMB flow, studies such as Holme and Olsen (2006) employ two assumptions.
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Firstly, they favour that the fluid only experiences a small horizontal Lorentz or gravity
force at the CMB (instead governed more by the pressure gradient and Coriolis force)
and that the horizontal field and its associated radial gradient is small. This is the
tangentially geostrophic assumption following Le Mouel (1984). The second assumption
proposes that the flow is mainly toroidal, moving parallel to the CMB surface, about
the rotation axis. This may be the case if the boundary of the dynamo source is stably
stratified with little convective upwelling, an idea first implemented by Whaler (1980).
Each of these assumptions can be tested sequentially and, with additional regularisation
to promote reasonable spatial configuration and magnitudes of velocity, models of the
flow at the CMB can be constructed.
In modelling Jupiter’s internal flow, we have no qualms about following an identical
theoretical approach. Having fulfilled our original objective to try and better constrain
jovimagnetic SV, this examination was set out more as a matter of curiosity than to
provide a wholly justifiable representation of deep planetary dynamics. In particular,
flow patterns and speeds at appropriate scales would reinforce the credibility of our
resolved SV. That said, there are clearly some assumptions which continue to be valid
and some which are completely nullified through application to the gas giant.
Firstly, considering the analysis of our preferred field model at the start and end of the
investigatory interval, only minor deviations appear. Thus we seem equally justified
in assuming frozen flux and that diffusion is relatively negligible. Larger problems are
encountered however. Perhaps the most basic error comes with not accounting for the
compressible nature of hydrogen. Whilst the Navier-Stokes equations still hold, the
anelastic behaviour prevents true decomposition of the flow into geostrophic and toroidal
components at Jupiter’s dynamo source; we assume the effect of this on the flow models
to be small. Furthermore, unlike the discrete CMB at Earth, the transition at Jupiter is
continuous. This has a number of implications, but two of particular significance are that
vertical flow could plausibly occur and that the horizontal flow at RIMT will be coupled
to shallower material; the modelling does not permit or account for these dynamics in
any way.
With these problems in mind, we modelled the flow at RIMT using damped least-squares
fit routines devised by K. Whaler and developed by R. Holme. The inversion was carried
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our on the temporal SV coefficients associated with our preferred JSV solution where
λ=2×10−1, testing both the toroidal and tangentially geostrophic assumptions. Regu-
larisation is applied to ensure we get plausible, large-scale flow; we define the damping
value as β and employ the strong smoothing norm of Bloxham (1988), which places a
constraint on the second derivative of flow velocity over RIMT. In each case, the flow was
resolved on a spheroidal surface, employing Jupiter’s flattening of 0.06487, over a range
of damping, and then expanded in vector spherical harmonics to lmax=7 (the same as
our SV).
8.3.2 Flow modelling results and discussion
Prior to presenting our favoured results, it is worth questioning what velocities we might
expect to be occurring at RIMT? At Earth, flow inversions, such as Holme (2007), find
dynamics on the order of tens of km yr−1 at the surface of the CMB. Based on a simple
scaling argument, as we are modelling similar levels of SV at Jupiter and as RIMT is ap-
proximately 17 times bigger than the radius of the outer core, we might expect velocities
on the order of low-to-mid hundreds of km yr−1. In contrast, theoretical studies for flow
in the metallic hydrogen interior generally suggest slower motion. For instance, Magnetic-
Archimedean-Coriolis (MAC ) balance estimates by Starchenko and Jones (2002) make
inferences about Jupiter’s internal planetary dynamics, taking into account the fast rota-
tion rate and large Lorentz force effects. The results suggest radial convection of ∼10−3m
s−1 (∼30km yr−1), with horizontal velocities additionally predicted to approximate this
magnitude.
In Figure 8.6 we plot the trade off curves between flow smoothness and misfit to the JSV
temporal coefficients, as obtained over a range of β for both dynamical constraints. Our
preferred levels of damping are plotted in black, with that for the tangentially geostrophic
and poloidal assumptions being chosen at β = 2×100 and 7×10−1 respectively. Whilst
other levels of β were considered, altering the level of damping by less than an order of
magnitude from these favoured solutions, resulted in the velocity scale becoming either
implausibly fast or slow. Furthermore, the two preferred solutions are spatially compara-
ble; at Earth, this is generally found to be the case, with very similar flow configurations
found independent of the assumption employed. Owing to this analysis being highly
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speculative we do not present a lengthy evaluation of the results and parameter space
exploration, but focus only on these preferred solutions.
There is a clear difference in both the position and shape of the trade-off curves. Whilst
assuming toroidal flow produces a fairly well defined knee, that for tangential geostrophy
is much broader, suggesting this inversion is less well constrained. In addition, there is a
significant difference in the misfit between the flow models and the original SV coefficients
of the JSV λ=2×10−1 field. For our favoured solutions, the residual is >600(nT yr−1)2
for the geostrophic solution but <400(nT yr−1)2 for the toroidal flow solution, suggesting
again that the latter can more adequately describe the observed SV.
In Figure 8.7 we plot the inferred tangentially geostrophic and toroidal flow vectors over
Jupiter’s dynamo surface at RIMT. The solutions are not dissimilar, with comparable
features appearing in both. In addition, we see a degree of symmetry about the equator,
with several vortices being mirrored in both the northern and southern hemispheres;
a particularly strong example of this is seen at low latitudes around φ=180-210◦. At
Earth, symmetric gyres are often found in CMB flow models and commonly interpreted as
direct observational evidence of Busse columns, which are thought to make up tangential
cylinders in the core, similar to those presented in Figure 7.9. As none of the constraints
we impose are aimed at inducing such structure, it is possible that we are truly resolving
similar features.
We do note some areas where the solutions deviate from each other. As the tangentially
Figure 8.6: Trade-off curve for con-
straint of toroidal and geostrophic mo-
tion at dynamo surface, for JSV model
with λ = 2×10−1, τ = 7×103. Black
points indicate favoured β as shown in
Figure 8.7.
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flow maps for preferred
JSV solution at the top of
the dynamo source , RIMT.
geostrophic assumption prevents material from crossing the equator, larger differences are
seen in this region. This constraint impedes modelling of a large scale flow by geostrophic
solution, which appears in the toroidal configuration to venture from ∼ φ = 90◦, θ = 45◦
to the southern geographic pole. We also note that at Earth, the latitudinal limit of
equatorial symmetry in flows at the CMB is thought to be controlled by the presence
of the inner core and its effect on the formation of full outer core tangential cylinder
dynamics. Whilst unjustified assumptions associated with this modelling make compara-
ble identification difficult, further analysis with more suitable dynamical constraints may
lend itself to learning more about Jupiter’s deep interior structure.
The trade-off curves of Figure 8.6 suggest that there is a significant misfit between our
favoured flow models and SV solution. To additionally consider how well the dynamics fit
our estimates for SV, the field changes implied at RIMT can be forward modelled from the
flow solutions and compared with those expected. Furthermore, following the analysis
of Chapter 7, we consider whether a lower residual is found when employing the JSV
model which allows the favoured reference frame drift of ψ = −3.8◦.
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In Figure 8.8, we present the results of this, as both SV coefficient spectra and the implied
change to the spectra of the JSV field; we limit our discussion of the ψ = −3.8◦ flow to
these graphs, as the modelling implications appear marginal. For comparative purposes,
8.8 also graphs the spectra obtained by the original the JSV λ=2×10−1 solution.
There is a clear difference between the field changes constrained by our JSV solution
and those implied by the flow models. Whilst similarities are seen in the dipole and
quadrupole variation, the higher l field inferred by the flow overestimates the favoured
JSV quite significantly. This is true irrespective of whether ψ = −3.8◦ drift is included;
however, offsetting the reference frame with time does appear to influence the inversion
in other ways. Notably, the mean square SV for both the toroidal and geostrophic
assumptions shows closer resemblance when ψ = −3.8◦ is implemented.
Finally, velocities on the order of ∼200km yr−1 found for our favoured flow models, lie
within the range we might expect for Jupiter when using a simple scaling argument
compared with the Earth’s field and flow. This speed is almost an order of magnitude
larger than theoretical estimates tend toward and appears to provide a clear constraint
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for the action driving Jupiter’s dynamo. That said, our findings are not concrete and the
analytical uncertainties associated with this modelling are significant, as demonstrated
by the power spectra. Clearly work is needed to make the approach more suitable for
the conditions found in Jupiter’s interior.
8.4 Implications for future missions to Jupiter
In addition to the Galileo mission, several spacecraft have traversed the Jovian system
in recent years, such as New Horizons en route to Pluto (2006) and Cassini-Huygens en
route to Saturn (2000); however, none have had trajectories with low enough perijove to
benefit modelling of Jupiter’s internally generated magnetic field. Whilst HST studies of
auroral footprint behaviour have further enhanced our understanding, the nature of such
investigations is limited and is no match for in situ observations of the planet.
On August 5th 2011, the Juno mission was launched by NASA from from Cape Canaveral
Air Force Station and will arrive in the Jovian system in July 2016. Part of the larger
New Frontiers program, Juno was selected to enter the preliminary mission design phase
in June 2005 with a primary aim of significantly improving our understanding of the
formation and structure of Jupiter. To achieve this, Juno will study the planetary interior,
atmosphere and magnetosphere, residing in the system for a number of years, much like
Galileo; however there are two features of Juno which will allow the planet to be studied
in remarkable detail.
Firstly, Juno will be the first probe to enter a polar orbit around Jupiter. Following
orbital insertion, the spacecraft will settle into an orbit with ∼11 day period, apijove
of ∼39RJ and perijove of just ∼1.06RJ, within 5000km of the planetary surface. This
close perijove will allow the high energy radiation belts to be avoided whilst additionally
increasing the resolution of potential field measurement and atmospheric examination.
As illustrated in Figure 8.9, with each of the 33 orbits currently planned, the spacecraft
will survey a different longitudinal region of the planet increasing our spatial coverage of
measurements vastly.
The second big difference to Juno is the design. A great number of technological ad-
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vancements have been made since the Galileo era, such as the solar cells being used to
power the craft. With regard to the magnetic field investigation, Juno has two identical
high precision and high accuracy, wide-range, triaxial FGMs built by the NASA Goddard
Space Flight Center, one inboard and one outboard. In addition, an Advanced Stellar
Compass has been built by the Technical University of Denmark, permitting precise
determination of position to 1 arcsecond, allowing high confidence in magnetic measure-
ment orientation. The combination of superior instruments and trajectory will allow an
unprecedented level of planetary magnetic field resolution and may be high enough to
detect secular variation over the period of investigation alone.
Many of the questions asked in this thesis about the magnetic field and planetary struc-
ture will be better resolved and understood with the analysis of data returned from Juno.
Until that time, we consider the planetary field configuration that the spacecraft may
encounter upon arrival. This is carried out simply through projection of the linear field
changes modelled by our preferred λ = 2×10−1 JSV solution, to the date of first orbit;
Juno is set to arrive in the system on 5th July, 2016 and, with a ∼107 day capture period,
the first true orbit will take place on ∼20th October 2016.
Figure 8.9: Juno orbital trajectory, from
Dodge et al. (2007).
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Figure 8.10 shows the result of this projection in Br and Bf . Interestingly, this projection
highlights a problem not previously noted: the southern polar field is now significantly
weaker, suggesting that the measurements from the earlier spacecraft may be providing
the strongest constraint on the modelled field. In contrast, the northern field is modelled
as slightly stronger, especially in the lobe to the west, whilst localised weakening of the
of the equatorial field intensity is also inferred. Whilst assuming such a linear nature to
the secular variation is clearly flawed, we will have to wait until 2016 to discover if any
of these testable predictions are validated.
In addition to Juno, the European Space Agency (ESA) announced in May 2012 that a
further mission to Jupiter is now planned for launch in 2022, with arrival in 2030. The
Jupiter Icy Moon Explorer (JUICE) has be chosen to investigate the Galilean satellites in
more detail with a particular focus on Ganymede’s chemistry, structure, surface processes
and magnetic field. Owing to extensive periods in the equatorial plane, a secondary
objective is to more thoroughly investigate the dynamics and three-dimensional properties
of the magnetodisk. The findings from this will surely prove useful in reanalysis and
recalculation of BCD for the mission orbits employed in this study and may in turn
improve our modelling of the planetary field through time. Furthermore, though study
0
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Figure 8.10: Jovian field projected to
era of first Juno orbit (October 2016)
using our favoured JSV:λ = 2×10−1
model; a) shows Br and b) shows Bf .
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of Jupiter’s field is not a direct aim for JUICE, with the low perijove and proximity to
the planet, careful consideration, representation and examination of BI will be needed to
correctly interpret the magnetic field measurements of the moons and magnetodisk.
8.5 Future work
There are a vast number of questions which this study has not been able to adequately
answer or even begin to consider about the nature of Jupiter’s field. We conclude by
presenting a selection of paths for further work on this data, synthetic studies which
might provide further insight and suggestions for analysis and modelling of the Juno and
JUICE measurements.
Further exploration of inner magnetospheric magnetodisk modelling
By far the greatest source of uncertainty in our modelling is that associated with
the external magnetodisk field. The downweighting methodology outlined in Sec-
tion 6.5 aimed to counteract this, but its use is problematic for data with low
perijove. In addition, we presented a preliminary study on the use of a modified
CON1981 magnetodisk model in Section 5.6.2; the disk tilt, θCD, was altered to
be radially dependent and, as a consequence, better resembles observations of par-
ticle behaviour in the inner magnetosphere. The results from this were positive but
there is certainly room to extend the enhancement.
Incorporating additional known electromagnetic features of the inner magneto-
sphere would be the first step. The position of Io and Amalthea are clearly impor-
tant for their localised ion production and absorption; the latter could be treated in
a similar way to Randall (1998) for model AMAL (Section 4.2.2). More detailed
consideration of properties such as plasma corotation and magnetodisk thickness
could also be implemented; however, drawing concrete conclusions about modelling
improvement by increasing the parameter space so drastically would be difficult for
the limited data. As noted, the return of measurements from Juno and JUICE will
lend itself to such studies of Jupiter’s equatorial plasma environment.
Returning to the idea of variable magnetodisk tilt, an immediate investigation that
could be carried out would be to bin the data as a function of radius, instead of by
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orbit, and then try solving for θCD. Whilst such a study would not be conducive
to understanding any temporal variation present, if there is an overall trend in the
data for preferential θCD with radius, this trend might be better constrained.
Analysis of modelled field symmetry
Our favoured solutions show a large asymmetry in the magnitude of the northern
and southern polar fields. Whilst at some planets, such as Mercury and Saturn, this
distinct configuration is believed to be related to a physical offset of the dynamo
source from planetocentric, at Jupiter we do not favour this to be the case. It
is more likely that the modelled difference is related the dearth of high latitude
measurements from the southern hemisphere. This assertion is reinforced by the
southern polar region of the VIT4 model, which displays increased field through
constraint with HST satellite auroral footprint observation.
It would be interesting to better quantify both the north-south asymmetry associ-
ated with the inversion and, additionally, that about other axes. This examination
would be fairly straightforward, following the approach of Radler and Ness (1990)
and Holme and Bloxham (1996a).
Inclusion of auroral footprint locations
Several studies have now used the positions of auroral footprint locations to bet-
ter establish the configuration of Jupiter’s polar field, such as VIP4, VIT4 and
G2008. Whilst the analysis of Section 8.1 demonstrated that the regularised tech-
nique may be a more powerful tool than we have given it credit for, solving the
inversions with the additional constraint of satellite footprint positions would cer-
tainly improve the small scale resolution of the polar field. Furthermore, if the
images were resolved outside a period of in situ measurement, the temporal distri-
bution of measurements would also be improved.
Further analysis of parameter space and regularisation
Whilst a thorough examination of the parameter space has been presented, there
are several other model attributes which may provide further insight. It would be
useful to carry out a more quantitative analysis of the covariance between differ-
ent modelling variables, such as the phase transition depth, conductivity drop-off
and lmax; in doing so, and following the G2008 underdamping analysis, it might
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be beneficial to seek more complex field structure than that previously favoured.
Further accounting for reference frame drift in these initial calculations could also
be advantageous, as could an alternative, more formal data weighting routine with
consideration of measurement latitude, longitude, radius and time.
The final orbit of Galileo
As discussed in Section 3.2, during the final orbit of Galileo, G35, large oscillations
were observed in the magnetic measurements, rendering them unusable. This is
particularly unfortunate, as the trajectory of this orbit into Jupiter would have both
provided the highest resolution data for model constraint and marginally extended
the time series. We initially supposed that the oscillations may have originated
with a problem in just one of the tri-axial magnetometer sensors; if this were the
case, then construction of a new data error covariance matrix for this orbit could
allow data from the two functional sensors to be employed.
These suspicions were later bolstered through personal communication with M.
Kivelson; however, owing to time constraints, we have not implemented this tech-
nique. Further work might consider this approach and the effect of incorporating
this data into the modelling routine.
Further studies of interior structure and implications
As noted previously, the high electrical conductivity (magnetic diffusivity) in Jupiter’s
outer molecular shell above RIMT is likely to result in significant field and SV at-
tenuation. It might prove interesting to carry out a synthetic study, investigating
the degree of this attenuation dependent on factors such as conductivity, flow ve-
locity and radial extent of the phase transition. In particular, it would be useful
to establish the related minimum period change that we are capable of resolving at
Jupiter. At Earth, the mantle conductivity prevents changes of roughly ∼6 months
from being resolved at the Earth’s surface; Juno is hoped to constrain some SV
over its period of investigation, but to what extent might changes be observable
and is this a realistic aim?
Consideration of frozen flux
Examining the validity of the frozen flux approximation at Jupiter would be an
interesting extension to this work. This could be implemented by further analysing
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our models in various ways, identical to those employed for Earth, including testing
the prediction that null flux curves cannot be created or destroyed and investigating
the amount of flux through reversed patches at RIMT with time.
Alternative approaches to modelling the SV
As noted in Section 7.1.2, assuming the jovidynamo behaves in a similar way to the
geodynamo, modelling the full set of Gauss coefficients which comprise Jupiter’s
field as changing linearly in time is conceivably problematic. Whilst permitting non-
linear changes to the field, as for Earth, would be inappropriate owing to limitations
in the spatial and temporal distribution of the data, there are some enhancements
to the modelling which may improve the inversion. One example of this is using
a separate, alternative smoothing function for the SV, which specifically seeks to
minimise changes in B with time. It could also prove interesting to investigate how
the modelled SV is affected by the lmax used in its constraint; as we do not favour
changes beyond l=3-5 to be well resolved, how might they redistribute if the SV
lmax is reduced?
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Appendix
9.1 Key properties of Jupiter and Earth
Properties for Earth following De Pater and Lissauer (2010); properties for Jupiter fol-
lowing Weiss (2004). Radii are given at 1 bar pressure.
Earth Jupiter
Average distance from sun (AU) 1.000 5.203
Orbital period (years) 1.000 11.862
Length of sidereal day 23hr 56min 4.091sec 9hr 55min 29.711±0.04sec
Mean radius (km) 6371 69911
Equatorial radius (km) 6384 71492
Polar radius (km) 6353 66854
Flattening 0.0034 0.06487
Mass (kg) 5.9736×1024 1.8986×1027
Volume (km3) 1.0832×1012 1.4313×1015
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9.2 Gauss coefficients for selected previous Jovian field models
Table 9.1 provides the Gauss coefficients for a selection of previous models of Jupiter’s
magnetic field, as discussed in Section 4.2.2. Corresponding dipole properties are provided
in Table 4.1.
Accompanying references: [1] Davis Jr and Smith (1976); [2] Smith et al. (1975); [3]
Acuna and Ness (1975); [4] Ness et al. (1979); [5] Connerney (1992); [6] Dougherty et al.
(1996); [7] Connerney et al. (1996); [8] Connerney et al. (1998); [9] Randall (1998); [10]
published in Khurana et al. (2004); [11] & [12] Yu et al. (2010).
9.3 Favoured JTA and JSV field model coefficients
Tables 9.2 and 9.3 lists the Gauss coefficients for our preferred JTA models and the Gauss
coefficients and conjugate temporal coefficients for our preferred JSV models.
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9.3. Favoured JTA and JSV field model coefficients
Gauss JTA model JSV model
coefficient λ=2×10−1 λ=2×10−1, τ=7×103
l m gml h
m
l g
m
l h
m
l g’
m
l h’
m
l
1 0 409859.45 409620.37 43.78
1 1 -68670.56 23707.03 -68257.07 23845.92 -101.86 -128.10
2 0 10399.59 14194.39 433.41
2 1 -57110.30 -44802.70 -60445.00 -37318.64 -127.61 621.10
2 2 49122.68 16074.90 50015.92 17418.16 -26.98 307.58
3 0 -1000.82 -7680.19 -36.23
3 1 -36848.95 -21555.52 -41019.48 -27701.87 -47.24 346.25
3 2 22617.50 35931.00 18834.47 42190.80 -37.69 72.07
3 3 3736.22 -26800.52 -6546.26 -29281.84 103.65 -42.73
4 0 222.62 -20018.76 31.43
4 1 2285.43 18710.79 6781.63 13510.19 -20.20 -6.40
4 2 1750.13 24487.10 305.84 39420.71 5.62 -80.91
4 3 -12352.91 1361.61 -14740.31 -1278.85 29.38 2.18
4 4 -20047.56 6128.09 -15348.10 4414.59 11.01 -14.87
5 0 -8925.17 -14114.73 27.05
5 1 -3948.95 5089.03 -4190.32 12109.71 7.63 -26.83
5 2 3692.07 -3297.01 13352.87 -9883.64 -25.47 19.19
5 3 -3570.33 4201.81 956.79 5483.76 -4.33 -8.64
5 4 -4825.22 13521.54 -30.12 14208.50 -1.30 -27.62
5 5 2358.07 7935.42 4367.76 11952.81 -8.07 -19.86
6 0 -2548.70 -7209.01 13.69
6 1 -2513.56 -1175.90 -3372.35 -668.25 6.42 1.02
6 2 1736.43 -746.78 1967.91 -2688.49 -3.86 5.51
6 3 2536.95 -2384.05 2291.66 -5225.08 -4.59 9.93
6 4 436.97 3842.78 -1328.73 6144.10 2.87 -11.66
6 5 579.49 3551.99 3769.92 3492.18 -7.06 -6.74
6 6 -705.80 2208.55 -718.19 124.61 1.66 -0.73
7 0 1794.17 2803.12 -5.42
7 1 -903.60 439.17 -2231.18 358.55 4.33 -0.64
7 2 -108.52 450.13 512.73 1473.82 -0.98 -2.88
7 3 994.75 -408.70 1945.55 -899.92 -3.69 1.69
7 4 1231.66 -1410.84 2445.69 -2467.83 -4.64 4.77
7 5 -404.69 1484.20 -525.51 994.72 1.00 -1.98
7 6 1439.74 1711.37 3022.24 1463.84 -5.83 -2.78
7 7 127.71 -161.64 460.96 -1412.32 -0.95 2.75
Table 9.2: Favoured JTA and JSV model Gauss coefficients conjugate temporal coefficients
for JSV where λ = 2× 10−1; provided in nT and nT yr−1.
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Gauss JTA model JSV model
coefficient λ=7×10−1 λ=7×10−1, τ=2×103
l m gml h
m
l g
m
l h
m
l g’
m
l h’
m
l
1 0 409430.66 409262.48 84.82
1 1 -68473.37 23750.00 -68075.80 23786.68 -102.51 -109.41
2 0 9373.87 14441.49 464.59
2 1 -57577.06 -45383.73 -61089.36 -37502.42 -92.69 626.67
2 2 48613.90 15806.38 49877.97 17018.28 -15.72 296.37
3 0 278.48 -4937.49 -48.93
3 1 -33551.46 -20492.53 -34103.67 -23989.19 70.76 425.74
3 2 17539.40 33015.53 13565.20 37127.46 -69.08 -37.74
3 3 1787.74 -24031.50 -5640.44 -25608.79 71.98 8.40
4 0 -10356.79 -9101.36 50.26
4 1 4519.66 24942.79 2485.30 10245.31 -19.10 -46.71
4 2 -3014.04 34820.36 3071.13 23835.14 -15.54 -161.20
4 3 -13628.22 -2931.91 -10404.89 2804.39 74.76 -22.03
4 4 -25120.85 4199.69 -12805.21 5889.58 73.30 -41.09
5 0 -18542.76 -6148.62 42.06
5 1 -8066.04 16965.26 -2494.91 2810.03 17.07 -21.85
5 2 7308.83 -6347.89 6121.28 -4545.11 -41.19 30.15
5 3 -6552.56 12914.23 586.56 1162.05 -5.55 -5.71
5 4 -6048.68 21930.65 -2012.32 8437.78 11.21 -57.18
5 5 6332.01 13742.86 1221.75 6524.49 -8.14 -41.66
6 0 -9221.20 -2078.41 13.92
6 1 -6823.99 -2616.35 -1862.15 206.18 12.32 -1.70
6 2 1737.73 -1415.19 1345.85 -570.88 -9.12 4.08
6 3 3226.16 -5219.81 2470.96 -2037.37 -16.94 13.62
6 4 2741.91 11699.95 -468.451 2020.36 3.33 -13.52
6 5 6156.41 2993.05 403.81 3163.26 -2.40 -21.28
6 6 -3154.92 1317.17 42.93 1242.70 -0.08 -8.77
7 0 5033.54 1052.11 -7.14
7 1 -2044.10 457.63 -934.57 167.39 6.31 -1.09
7 2 850.34 347.99 -361.17 677.09 2.44 -4.60
7 3 2000.23 -864.30 745.59 -462.21 -4.99 3.08
7 4 3371.53 -4262.56 980.17 -856.52 -6.50 5.79
7 5 -2700.23 2239.03 259.46 757.46 -1.75 -5.15
7 6 3184.39 3610.15 1254.73 845.85 -8.47 -5.66
7 7 -125.30 -1178.63 290.81 -319.33 -2.00 2.19
Table 9.3: JTA and JSV model Gauss coefficients conjugate temporal coefficients for JSV
where λ = 7× 10−1; provided in nT and nT yr−1.
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