In this paper, a proof of a conjecture raised in [9] concerning existence and global uniqueness of an asymptotically stable periodic orbit in a fourth-order piecewise linear ordinary differential equation is presented. The fourth-order equation comes from the study of traveling wave patterns in a signed Kuramoto-Sivashinsky equation with absorption. The proof is threefold. First, the problem of solving for the periodic orbit is transformed into a zero finding problem on R 4 , which is solved with a computer-assisted proof based on Newton's method and the contraction mapping theorem. Second, the rigorous bounds about the periodic orbit in phase space are combined with the theory of discontinuous dynamical systems to prove that the orbit is asymptotically stable. Finally, global uniqueness is proved using a result from number theory.
Introduction
The Kuramoto-Sivashinsky equation
where ∇ 2 is the Laplace operator and ∇ 4 is the biharmonic operator, is a fourth-order semilinear parabolic PDE which was originally introduced to model flame front propagation and later became a popular model to analyze weak turbulence or spatiotemporal chaos [3, 13, 14, 15, 17, 22] .
In an attempt to study extinction phenomena, Galaktionov and Svirshchevskii consider in [9] a modification of (1), namely the signed KS equation with absorption
Considering equation (2) on the real line (i.e. u = u(ξ, t), with ξ ∈ R and t ≥ 0), and plugging the traveling wave ansatz u(ξ, t) = f (y) (with y def = ξ − ct) in (2) leads to the problem −cf (y) + f (y) + signf (y) − (f (y)) 2 = 0, y ∈ (0, ∞) and f (0) = 0.
Following the approach of [9] , keeping the two leading terms leads to f (y) + signf (y) = 0, y ∈ (0, ∞) and f (0) = 0.
Changing coordinates (y, f (y)) → (s, ϕ(s) 
The purpose of the present paper is to prove Conjecture 3.2 on page 150 of [9] , which we now state as a theorem.
Theorem 1.1. Equation (4) has a unique nontrivial asymptotically stable periodic solution.
The periodic solution of Theorem 1.1 is portrayed in Figure 1 and the corresponding traveling wave pattern u(ξ, t) = f (ξ − ct) = (ξ − ct) 4 ϕ(ln(ξ − ct)) is plotted in Figure 2 . Note that we set f (ξ − ct) = 0 for ξ − ct ≤ 0, and that we did not solve for the wave speed c. 
The proof of Theorem 1.1 has three parts. The first part of the proof (existence) is presented in Section 2, where the problem of finding the periodic solution ϕ(s) of (4) is transformed (via the symmetry argument of Lemma 2.1) into a zero finding problem F (a) = 0 where F : R 4 → R 4 is defined in (12) . Proving the existence ofã ∈ R 4 such that F (ã) = 0 is done with a computer-assisted proof based on a Newton-Kantorovich type theorem (Theorem 2.2). The second part of the proof is presented in Section 3, where the rigorous enclosure of the periodic solution is combined with the theory of discontinuous dynamical systems to prove that the orbit is asymptotically stable. The final part of the proof is presented in Section 4, where a result from number theory (Hurwitz's Theorem) is combined with the contracting dynamics of (4) to prove that the periodic orbit is globally unique. These three parts conclude the proof of Theorem 1.1.
Existence: a computer-assisted proof
In this section, we prove the existence of a periodic solution ϕ(s) of (4). To achieve this goal, we reformulate this into a zero finding problem F (a) = 0 defined on R 4 . Proving the existence of a solution is done by verifying the hypotheses of Theorem 2.2 with the help of the digital computer and interval arithmetic (e.g. see [19, 21] ).
We begin by making the change of variables (4) as the systeṁ
Equation (5) is a piecewise smooth dynamical system and changes rule as x = (x 1 , x 2 , x 3 , x 4 ) goes through the switching manifold defined by
The switching manifold Σ separates the phase space R 4 into the two regions R + and R − defined by
Given b 0 ∈ {±b}, the unique solution ofẋ = M x + b 0 , x(0) = x 0 ∈ R 4 is given by
Note that 
We now introduce a result which exploits the symmetry of the problem and establishes a mechanism to obtain a periodic solution of (6).
Lemma 2.1. If there exist L > 0 and a solution
and
is a 2L-periodic solution of (6).
we conclude that Γ(t) is a 2L-periodic orbit of (6).
To find the segment of the orbit φ : [0, L] → R 4 solvingẋ = f + (x) = M x + b as in Lemma 2.1 we use formula (7), impose that the segment begins in the switching manifold (i.e. φ(0) ∈ Σ) and that φ(L) = −φ(0). Note that if φ(0) ∈ Σ, then φ(0) = (0, a 2 , a 3 , a 4 ) for some a 2 , a 3 , a 4 ∈ R. Using (7), the condition φ(L) = −φ(0) reduces to solve
Denote a def = (L, a 2 , a 3 , a 4 ) and let
To prove the existence of a periodic solution ϕ(s) of (4), it is sufficient to prove the existence of a zero of F : R 4 → R 4 defined in (12) and then to verify the extra condition (10) . While the rigorous verification of (10) is done a-posteriori using interval arithmetics, the existence of a zero of F is done using the radii polynomial approach (e.g. see [4, 11, 18] ) which is essentially the Newton-Kantorovich theorem (e.g. see [20] ). We now introduce this approach for a general C 2 map defined on R n . Endow R n with the supremum norm a ∞ = max i=1,...,n |a i | and denote by B r (b) def = {a ∈ R n | a − b ∞ ≤ r} ⊂ R n the closed ball of radius r and centered at b. Theorem 2.2. Let F : R n → R n be a C 2 map. Considerā ∈ R n (typically a numerical approximation with F (ā) ≈ 0). Assume that the Jacobian matrix DF (ā) is invertible and let A def = DF (ā) −1 . Let Y 0 ≥ 0 be any number satisfying
Given a positive radius r * > 0, let Z 2 = Z 2 (r * ) be any number satisfying
Define the radii polynomial by
If there exists r 0 ∈ (0, r * ] with p(r 0 ) < 0, then there exists a uniqueã ∈ B r 0 (ā) such that F (ã) = 0.
Proof. Let r ≤ r * and consider c ∈ B r (ā). Applying the Mean Value Inequality and using (14),
where ||| · ||| ∞ denotes matrix norm. Define the Newton-like operator T : R n → R n by T (a) = a − AF (a). Since A is invertible, F (ã) = 0 if and only if T (ã) =ã. Let r 0 > 0 be such that p(r 0 ) < 0. Hence Z 2 r 2 0 + Y 0 < r 0 and Z 2 r 0 + Y 0 r 0 < 1. Since Y 0 , Z 2 ≥ 0, one gets that
For any a ∈ B r 0 (ā), apply (16) to get
Hence,
Then T maps B r 0 (ā) into itself. Finally, given a 1 , a 2 ∈ B r 0 (ā) combine (17) with the Mean Value Inequality to get
where κ def = Z 2 r 0 < 1. Then, by the Contraction Mapping Theorem, T has a unique fixed point a ∈ B r 0 (ā). It follows from the invertibility of A thatã is the unique zero of F in B r 0 (ā).
We now apply Theorem 2.2 to prove the existence of a zero of F defined in (12) . This begins by computing an approximate solution. Applying Newton's method, we find an approximate zero of AF (ā) ∞ , which settles the computation of the bound (13) .
The next bound to compute is Z 2 satisfying (14). The only non zero second partial derivatives are the terms
, where we note that by Clairaut's theorem
for k ∈ {2, 4}, j ∈ {1, 4}. Hence, we can write the bound (14) as
Choosing r * = 0.01 we use interval arithmetic to obtain that Z 2 def = 41 satisfies (19) . Therefore, for r r * the radii polynomial is given by p(r) = 41r 2 − r + 7.4 × 10 −15 .
Using interval arithmetic, we show that for every r 0 ∈ [7.5×10 −15 , 0.01], p(r 0 ) < 0. By Theorem 2.2, there exists a unique zeroã of F in B 7.5×10 −15 (ā). Denoteã = (L,ã 2 ,ã 3 ,ã 4 ). Then since |L −ā 1 | ≤ ã −ā ∞ ≤ 7.5 × 10 −15 andā 1 = 1.418316134968973, we conclude thatL > 0. By construction,
The last hypothesis which needs to be verified to apply Lemma 2.1 is the condition (10) , that isφ([0,L]) ⊂ R + . Using a MATLAB program using INTLAB, we consider a uniform time mesh (of size 300) of the time interval [0,L], that is 0 = t 0 < t 1 < · · · < t 300 =L. For each mesh interval
. . , 300), the code computes an interval enclosure ofφ(I k ) using formula (20) . Then the code verifies thatφ 1 (t) > 0 for all t ∈ I k and k = k 1 , . . . , k 2 for some 1 < k 1 < k 2 < 300. This implies thatφ([
Afterward, it verifies thatφ 1 (t) =φ 2 (t) > 0 for all t ∈ I k and k = 1, . . . , k 1 − 1. Henceφ 1 (t) is strictly increasing over the interval [0, t k 1 −1 ], and sinceφ 1 (0) = 0, it follows thatφ 1 (t) > 0 for all
Similarly, the code verifies thatφ 1 (t) =φ 2 (t) < 0 for all t ∈ I k and k = k 2 + 1, . . . , 300. Henceφ 1 (t) is strictly decreasing over the interval [t k 2 ,L], and sincẽ
Henceφ : [0,L] → R 4 verifies the hypotheses of Lemma 2.1. We conclude thatφ(0),φ(L) ∈ Σ and thatΓ
is a 2L-periodic solution of (6) . All the computational steps described in this section are carried in the MATLAB program Proof.m available at [1] .
Asymptotic stability
In this section, we demonstrate that the 2L-periodic orbitΓ(t) defined in (21) is asymptotically stable using the theory of discontinuous dynamical systems (e.g. see [5] ). We do this by computing the monodromy matrix X(2L) ofΓ and show that all its nontrivial Floquet multipliers have modulus less than one. Define h : R 4 → R by h(x) def = x 1 so that the switching manifold is given by
T the point at whichΓ crosses Σ coming from R + and entering in R − . Similarly, denote byã (2) def = (0,ã 2 ,ã 3 ,ã 4 ) T the point at whichΓ crosses Σ coming from R − and entering in R + . For that reason,Γ is called a crossing periodic orbit (e.g. see [6, 16] ). Denote byT def = 2L the period ofΓ,t def =L, and denote by Φ(t, x 0 ) the solution of (6) at time t with initial condition x 0 . Then (i.e. see [7] ) the monodromy matrix is given by
where
are called the saltation matrices, and where the fundamental matrix solutions X(t, 0) and X(t,t) satisfyẊ
This implies that X(t, 0) = e M t and therefore X(t, 0) = X(L, 0) = e ML . Similarly, X(t,t) = e M (t−L) and then X(T ,t) = X(2L,L) = e ML . Since ∇h = (1, 0, 0, 0) T we obtain that ∇h T · f + (ã (1) ) = −ã 2 and ∇h T · f − (ã (2) ) =ã 2 . Simple computations yield Using interval arithmetics and that |L −ā 1 |, |ã 2 −ā 2 | ≤ 7.5 × 10 −15 , we compute rigorously an interval enclosure of (23) and using the rigorous computational method from [2] we prove that the spectrum σ(X(2L)) of X(2L) satisfies σ(X(2L)) ⊂ This rigorous computation is carried in the MATLAB program Proof.m available at [1] . From this, we conclude that three Floquet multipliers ofΓ have modulus strictly less than one. This concludes the proof that the 2L-periodic orbitΓ(t) defined in (21) is asymptotically stable.
Global uniqueness
In this section, we combine the contracting dynamics of (4) on each sides of Σ with a result from number theory (Hurwitz's Theorem) to prove that the periodic orbit is globally unique.
For the rest of this section, we denote byx(t) def =Γ(t) the periodic solution of (6) as defined in (21) and denote its period by p 1 def = 2L. Suppose that x(t) is another non trivial solution of (6) with period p 2 . DenoteΓ
and define the distance between the periodic orbits bȳ
To prove that there is a globally unique periodic orbit, we show thatd = 0. Denote the first components of x(t) andx(t) by ϕ(t) andφ(t), respectively. Let Υ(t) def = ϕ(t) −φ(t). Then, for all t such that ϕ(t) andφ(t) have the same sign, or equivalently, such that x(t) andx(t) are on the same side of Σ, Υ(t) satisfies the homogeneous fourth-order equation
The solution to the system of equations corresponding to (25) is given by z(t) def = x(t) −x(t), for t as mentioned above. More explicitly, z(t) is given by
with M given in (5). We will construct a sequence of times that goes to infinity such that both periodic solutions x(t),x(t) lie on the same side of the switching manifold Σ for these times. Before proving the existence of such a sequence of times we will first prove that the trajectory of all orbits crosses Σ.
Lemma 4.1. For every solution ϕ(t) of (4) there exists a t 0 such that ϕ(t 0 ) = 0.
Proof. By contradiction, suppose it is not the case. Then either ϕ(t) > 0 or ϕ(t) < 0 for all t in the domain of ϕ. Without loss of generality, suppose ϕ(t) > 0, for all t. Let Ψ(t)
Denoting y(t) = (Ψ(t), Ψ (t), Ψ (t), Ψ (t)) T , we get thatẏ = M y, where M is defined in (5) . The explicit solution is given by y(t) = e M t y(0) and it satisfies y(t) → 0 ∈ R 4 for all initial conditions y(0) ∈ R 4 , since the eigenvalues of M are given by −1, −2, −3, −4. In particular y 1 (t) = Ψ(t) = ϕ(t) + 1 24 → 0 ∈ R as t → ∞. This implies that ϕ(t) → − 1 24 as t → ∞. This contradicts our hypothesis that ϕ(t) > 0.
From Lemma 4.1, we can assume without loss of generality that the periodic solutions satisfy
The following result helps characterizing the behaviour of a periodic orbit when it intersects Σ.
Lemma 4.2. Let x 0 ∈ Σ and assume that Φ(t, x 0 ) is a periodic orbit of (6). Then for every ε > 0,
In other words, when a periodic orbit intersects Σ, it must cross it (i.e. it cannot "slide" on it).
Proof. The proof uses the theory of Filippov systems (e.g. see [8] ). Define the sliding manifold as
Since x 0 is a periodic point, it cannot be a fixed point. The three fixed points of (6) are all in the switching manifold and are given by (0, 0, 0, ± 1 24 ) and (0, 0, 0, 0). It is known that if x 0 ∈ Σ \ Σ s , then the orbit Φ(t, x 0 ) crosses transversally the switching manifold Σ at t = 0. Hence, we only need to prove the result for x 0 ∈ Σ s . Denote x 0 = (0, 0, α, β). Arguing by contradiction, assume the existence of
Then there exists t 0 ∈ (0, ε 0 − δ 0 ) such that Φ(t 0 , y 0 ) / ∈ Σ s , since (f + (y 0 )) 2 = (f − (y 0 )) 2 = α 1 = 0. But Φ(t 0 , y 0 ) = Φ(t 0 + δ 0 , x 0 ) ⊂ Φ([0, ε 0 ], x 0 ) ⊂ Σ s which leads to a contradiction. This implies that β = 0 and therefore Σ s = {(0, 0, 0, 0)}. Since x 0 ∈ Σ s then we conclude that x 0 = (0, 0, 0, 0) is a fixed point, which contradicts the fact that x 0 is a periodic point.
Combining Lemma 4.1 and Lemma 4.2, we can assume that the periodic solutions satisfy x(0),x(0) ∈ Σ and that they both cross transversally Σ at t = 0. Assume moreover that both periodic orbits x(t),x(t) enter the region R + for t > 0 small enough.
We are ready to prove global uniqueness of the periodic solution.
Proposition 4.3. The orbitΓ defined in (21) is the unique periodic orbit of (6).
Proof. We begin by proving unicity among periodic solutions for which the periods are rationally related, then deal with the case of irrational periods afterwards. Assume p 1 , p 2 ∈ Q. Let t 0 > 0 such that ϕ(t 0 ) > 0 andφ(t 0 ) > 0. See Figure 3 for a geometric interpretation. Then there exist k 1 , k 2 ∈ N such that k 1 p 1 = k 2 p 2 . Lett n def = t 0 + nk 1 p 1 for n ∈ N. Combining the periodicity of x,x, (24) and (26) leads tō d ≤ x(t 0 ) −x(t 0 ) = x(t n ) −x(t n ) = z(t n ) ≤ e Mtn z(0) −−−→ n→∞ 0, which implies thatd = 0. Assume now that p 1 ∈ I or p 2 ∈ I, and lett > 0 be the first time one of the two periodic solutions intersects Σ (which exists by periodicity). See Figure 4 for a geometric interpretation. Then for all k, ∈ N such that I k, def = (kp 1 , kp 1 +t) ∩ ( p 2 , p 2 +t) = ∅ (27) both of our periodic solutions are on the same side of Σ. We now show the existence of an infinite sequence of non empty intervals {I k i , i } i≥0 of the form (27) with i , k i → ∞ as i → ∞. To prove this we call upon a result from number theory, namely Hurwitz's Theorem (e.g. see [10, 12] ), which states that for any irrational number ξ there are relatively prime numbers k and going to infinity such that |ξ − k | < 1 √ 5k 2 .
Using this theorem we obtain that there exists a sequence {(k i , i )} ∞ i=1 tending to infinity such that,
Hence, there exists i 0 such that |k i p 1 − i p 2 | <t for all i ≥ i 0 . Hence, I k i , i = ∅ for all i ≥ i 0 . For each i ≥ i 0 , let t i ∈ I k i , i . We conclude that d ≤ x(t i ) −x(t i ) = z(t i ) ≤ e M t i z(0) − −− → i→∞ 0, which implies thatd = 0. In all cases,d = 0 and therefore Γ =Γ, which completes the proof.
