A note on complex matrices that are unitarily congruent to real matrices  by Ikramov, Khakim D.
Linear Algebra and its Applications 433 (2010) 838–842
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
A note on complex matrices that are unitarily congruent
to real matrices
Khakim D. Ikramov
Faculty of Computational Mathematics and Cybernetics, Moscow State University, 119992 Moscow, Russia
A R T I C L E I N F O A B S T R A C T
Article history:
Received 25 October 2009
Accepted 5 April 2010
Available online 1 May 2010
Submitted by R. Horn
AMS classiﬁcation:
15A21
Keywords:
Consimilarity transformation
Unitary congruence
Specht’s theorem
Conjugate–normal matrix
Takagi’s factorization
Coninvolution
Every square complex matrix is known to be consimilar to a real
matrix. Unitary congruence is a particular type of consimilarity.We
prove that amatrix A ∈ Mn(C) is unitarily congruent to a realmatrix
if and only if A is unitarily congruent to A via a symmetric unitary
matrix. It is shown by an example that there exist matrices that are
congruent, but not unitarily congruent, to real matrices.
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1. Introduction
Two matrices A, B ∈ Mn(C) are said to be consimilar if there exists a nonsingular S ∈ Mn(C) such
that B = S−1AS. If the matrix S can be taken to be unitary, A and B are said to be unitarily congruent.
A good introduction to consimilarity theory is Section 4.6 of book [2]. In particular, we ﬁnd there the
following assertion.
Theorem 1. Every matrix A ∈ Mn(C) is consimilar to a real matrix.
Now, we ask whether every matrix A ∈ Mn(C) is unitarily congruent to a real matrix. It is easy to
see that, in general, the answer to this question is no. For instance, one can show that the 2 × 2matrix
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A =
(
0 1
2i 0
)
(1)
cannot be made real by a unitary congruence transformation. In fact, this matrix cannot be made real
by any (not necessarily unitary) congruence transformation (see [3]).
Our ﬁrst aim in this paper is to prove the following proposition.
Theorem 2. AmatrixA ∈ Mn(C) is unitarily congruent to a realmatrix if andonly if A is unitarily congruent
to A via a symmetric unitary matrix.
This theorem is proved in Section 2. We note that there exist several classes of matrices that are
unitarily congruent to real matrices. Complex symmetric matrices are one of such classes. Indeed, by
the classical Takagi’s theorem (see [2, Corollary 4.4.4]), every symmetricmatrixA is unitarily congruent
to a diagonalmatrixwith real nonnegative diagonal entries (which are the singular values ofA). Amore
general result was obtained in a recent paper [1].
Theorem 3. Every conjugate–normal matrix is unitarily congruent to a real normal matrix.
The second aim of this paper is to answer the following question: are there any matrices that are
congruent, but not unitarily congruent, to real matrices? We give the positive answer to this question
by constructing in Section 3 a relevant 4 × 4 example.
2. Proof of Theorem 2
Necessity: Let B = QTAQ be a real matrix, while Q is unitary. Then, B = Q∗AQ and A = (QQT )
A(QQT ) = PAP, where P = QQT . Thus, the unitarymatrix P that transforms A into A is also symmetric.
Sufﬁciency: Assume that A = PAP, where P is unitary and symmetric. Since all the singular values
of the unitary matrix P are equal to unity, its Takagi’s factorization is
P = UTU,
where U is a unitary matrix. Thus, A = UTUAUTU, whence UAU∗ = UAUT , which implies that R =
UAUT is a real matrix. This completes the proof of Theorem 2.
3. An example
Let n be an even integer: n = 2m. Deﬁne
J =
(
0 Im−Im 0
)
. (2)
Every matrix A ∈ Mn(C) satisfying the relation
AJ = JA (3)
will be called a block quaternion. If such a matrix is partitioned as
A =
(
A11 A12
A21 A22
)
, (4)
where all the blocks arem × mmatrices, then
A21 = −A12, A22 = A11. (5)
This explains the name of A because 2 × 2 matrices of the form(
z w
−w¯ z¯
)
(6)
constitute a complex representation of the quaternion algebra.
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It is apparent from deﬁnition (3) that every block quaternion A is congruent (even unitarily congru-
ent) to A. By the important result of Vermeer (see [3, Theorem 1.8]), this implies that A is congruent
to a real matrix. Below, we construct a 4 × 4 block quaternion that is not unitarily congruent to a real
matrix.
Similarly to the necessity part of Theorem 2, assume that a matrix A is unitarily congruent to a real
matrix R; that is,
A = QRQT , QQ∗ = I.
Then, A = QRQ∗ and
AA = QRQTQRQ∗ = QR2Q∗.
Thus, the matrix AA is unitarily similar to the real matrix R2.
If, in the preceding paragraph, A is a block quaternion, then B = AA is a block quaternion as well.
What can be said of a block quaternion B that is known to be unitarily similar to a real matrix, say, S?
Thus, assume that BJ = JB and
B = PSP∗, PP∗ = I.
Then, PSPT J = JPSP∗ and
S(PT JP) = (PT JP)S. (7)
Similarly to J, the matrix K = PT JP is unitary and skew-symmetric. Consequently, the equality
K = αI is impossible whatever is α. Hence, K has a nontrivial pair of orthogonal invariant subspaces
corresponding tomutually complementarypartsof its spectrum. Inviewof (7), these subspacesarealso
invariantwith respect to S; that is, they are common invariant subspaces for S and S∗. We say that such
a matrix S is reducible, while a matrix that has not a nontrivial pair of orthogonal and complementary
invariant subspaces is irreducible. Thus, S is reducible, and the unitarily similar matrix B is reducible
as well.
Now, consider the following block quaternion
B =
⎛
⎜⎜⎝
i 3 0 5
0 4i 0 0
0 −5 −i 3
0 0 0 −4i
⎞
⎟⎟⎠ (8)
of order n = 4. We show that B is an irreducible matrix.
Interchanging the second and third rows of B and then interchanging its second and third columns,
we obtain the matrix
C =
⎛
⎜⎜⎝
i 0 3 5
0 −i −5 3
0 0 4i 0
0 0 0 −4i
⎞
⎟⎟⎠ =
(
C11 C12
0 C22
)
, (9)
where Cij are 2 × 2 matrices representing scalar quaternions. The matrix C is reducible or irreducible
precisely when B is. We show that C is an irreducible matrix.
All the eigenvalues of C are simple. The coordinate vectors
z1 = (1, 0, 0, 0)t
and
z2 = (0, 1, 0, 0)t
are the eigenvectors of C for the eigenvalues i and −i, respectively. The (unnormalized) eigenvectors
z3 = (−i, i, 1, 0)t
and
K.D. Ikramov / Linear Algebra and its Applications 433 (2010) 838–842 841
z4 = (i, i, 0, 1)t
correspond to the eigenvalues 4i and −4i. Obviously, z1 ⊥ z2 and z3 ⊥ z4. On the other hand, the
remaining pairs zi, zj are not orthogonal.
Every invariant subspace of a matrix with a simple spectrum is spanned by a subsystem of its
eigenvectors. Two such subspaces are orthogonal if their bases are orthogonal. However, the system
z1, z2, z3, z4 cannot be split into two orthogonal subsystems. Thus, C is an irreducible matrix, which
implies that the block quaternion B is irreducible as well.
Now, we show that there exists a block quaternion A such that
AA = B. (10)
We ﬁrst consider the equation
XX = C. (11)
Its solution X will be sought in the form
X =
(
X11 X12
0 X22
)
, (12)
where Xij are 2 × 2 matrices representing scalar quaternions. From (11), we derive
X11X11 = C11, X22X22 = C22, (13)
and
X11X12 + X12X22 = C12. (14)
Eq. (13) can be satisﬁed by setting
X11 =
(
0 α
−α 0
)
(15)
and
X22 =
(
0 2α
−2α 0
)
, (16)
where α = eπ i/4.
A solution to Eq. (14) will be sought in form (6). Then, (14) yields
3α¯w = −3, (α¯ + 2α)z = 5.
Hence,
z = 1√
2
(1 − i), w = − 1√
2
(1 + i).
Now, the desired solution X to Eq. (11) is completely determined. Interchanging the second and
third rows of X and then interchanging its second and third columns, we obtain the required block
quaternion A.
Summing up, A is a block quaternion for which the block quaternion B = AA is irreducible and,
hence, cannot be made real by a unitary similarity transformation. It follows that A cannot be made
real by a unitary congruence transformation.
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