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Abstract
There is a conjectured computational-statistical gap in terms of the number of samples needed to
perform tensor estimation. In particular, for a low rank 3-order tensor with Θ(n) parameters, Barak
and Moitra conjectured that Ω(n3/2) samples are needed for polynomial time computation based on a
reduction of a specific hard instance of a rank 1 tensor to the random 3-XOR distinguishability problem.
In this paper, we take a complementary perspective and characterize a subclass of tensor instances that
can be estimated with only O(n1+κ) observations for any arbitrarily small constant κ > 0, nearly linear.
If one considers the class of tensors with constant orthogonal CP-rank, the “hardness” of the instance
can be parameterized by the minimum absolute value of the sum of latent factor vectors. If the sum of
each latent factor vector is bounded away from zero, we present an algorithm that can perform tensor
estimation with O(n1+κ) samples for a t-order tensor, significantly less than the previous achievable
bound of O(nt/2), and close to the lower bound of Ω(n). This result suggests that amongst constant
orthogonal CP-rank tensors, the set of computationally hard instances to estimate are in fact a small
subset of all possible tensors.
1 Introduction
A tensor is a mathematical object that can be used to represent multiway data. A dataset in which each
datapoint is indexed by t indices can be represented by a t order tensor. A 2-order tensor is simply a matrix,
with each datapoint being referenced by two indices referring to the row and column. Multiway data arises
in many applications. For example, image data can be represented by a 3-order tensor, with two indices
referring to the pixel location, and the third index referring to the color modes of RGB. Video data could
then be represented by a 4-order tensor with the 4th mode representing time. E-commerce data is also
multiway, with each datapoint of interaction on the platform being associated to a user id, product id, and
timestamp. As network data is naturally represented in a matrix form, data collected from monitoring a
network changing over time can be represented in a 3-order tensor. Neuroimaging data involves 3D-scans
that can be represented in a 3-order tensor. Microbiome studies or protein interaction data involves network
data of co-ocurrence or interaction counts; this network can be collected across many different patients with
different demographics, and it may be useful to represent the full data as a 3-order data to look for patterns
amongst subpopulations rather than to just aggregate the data into a single matrix.
Often the tensor dataset can be very sparse due to the observation process. For example, e-commerce
data is very sparse as any given user only interacts with a small subset of the products at sparse timepoints.
In experimental studies, each datapoint may be costly to collect, and thus the sparsity could be limited
by available budget. The observations themselves can also be noisy or corrupted due to the experimental
process or mistakes in data entry. As a result, the task of tensor estimation, or learning the underlying
structure given noisy and incomplete tensor data, is a significant building block in the data analysis pipeline.
In the setting of sparse tensor estimation, a critical question is how many datapoints does one need to
observe (sampled uniformly at random) in order to estimate the underlying tensor structure? When we
only observe a small subset of entries, it is impossible to guarantee recovery without imposing structure on
the underlying tensor. The typical assumptions to impose are low rank and incoherence style conditions.
Essentially the low rank conditions reduce the number of unknown model parameters to linear in n even
though the number of possible tensor entries is nt for a t-order tensor. The simple statistical lower bound on
the sample complexity, or minimum number of observations for recovery, is thus Ω(n), as there are linear in n
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degrees of freedom in the low-rank model. Tensor nuclear norm minimization requires O(n3/2) observations
for a t-order tensor, however the algorithm is not polynomial time computable as tensor nuclear norm is NP-
hard to compute. The best existing polynomial time algorithms require O(nt/2) observations for a t-order
tensor. There is a large gap between what is polynomial time achievable and the statistical lower bound.
For a 3-order tensor, [BM16] conjectured that O(n3/2) samples are needed for polynomial time computa-
tion based on a reduction of a specific hard instance of a rank 1 tensor to the random 3-XOR distinguishability
problem. The complexity of matrix and tensor estimation is often characterized by the matrix or tensor rank.
The fact that the hard example in [BM16] can be shown with a rank 1 tensor suggests that rank may not
be sufficient to characterize complexity of tensor estimation. As a result of the hardness conjecture, recent
literature has accepted the threshold of Θ(nt/2) as a likely lower bound for computationally efficient algo-
rithms, and instead has shifted attention to reducing dependence with respect to constant properties of the
model, such as rank or incoherence constants.
1.1 Contributions
In this paper we characterize a subclass of orthogonal tensors for which the sample and computational
complexity reduces to the simple setting of matrix estimation. Our result suggests that the hard instance
proposed by [BM16] may not imply a widespread hardness property shared by typical tensor instances, but
rather there is a reasonable class of tensors for which the sample complexity for estimation is only Ω(n1+κ) for
any arbitrarily small constant κ > 0, nearly achieve the linear lower bound. Our result applies to a tensors
that have a constant orthogonal CP-rank, and for which the sum of the latent factors is bounded away
from zero. Although there does not always exist such an orthogonal decomposition, this subclass includes
all rank-1 tensors, which encompasses the hard instances used to construct the conjectured computational
lower bound in [BM16].
Our proposed algorithm is simple, essentially using matrix estimation techniques on constructed matrices
of size n×n to learn similarities between coordinates. These similarities are used to estimate the underlying
tensor via a nearest neighbor estimator. An additional benefit of our analysis is that we are able to prove that
with high probability, the maximum entrywise error of our estimate decays as O˜(max(nκ/4, n−(κ+1)/(t+2))
where the density of observations is n−(t−1)+κ for any small constant κ > 0 and the O˜ notation simply hides
polylog factors. Our result implies an infinity norm bound on the error rather than the looser typical mean
squared error bounds provided in the existing literature.
1.2 Related Literature
Tensor estimation has been studied in the literature as a natural extension of matrix estimation to higher
dimensions. The approach and techniques have naturally focused around extensions of matrix estimation
techniques to tensor estimation. The earliest approaches unfold the tensor to a matrix, and apply variations
of matrix estimation algorithms to the constructed matrix [THK10, TSHK11, GRY11, LMWY13]. The
above results utilize the fact that low rank and incoherence conditions for the original tensor result in low
rank and incoherence conditions for the unfolding of the tensor to the constructed matrix. The unfoldings
that minimize sample complexity are those that unfold the tensor to a nbt/2c × ndt/2e matrix, resulting in a
sample complexity of O(ndt/2e).
Unfolding the tensor to a matrix is limiting as the algorithm loses knowledge of the relationships amongst
the rows and columns of the matrix that were exhibited in the original tensor. There have subsequently been
a series of works that have attempted to use tensor structure to reduce the sample complexity. The majority
of results have focused on the setting of a 3rd order tensor, but many of the results can also be extended to
general t-order tensors. Tensor nuclear norm minimization requires only sample complexity of O(n3/2) for a
general t-order tensor, but tensor nuclear norm is NP-hard to compute and thus does not lead to a polynomial
time algorithm [YZ16, FL14]. The best polynomial time algorithms require a sample complexity of O(nt/2)
for an order t tensor. These results have been attained using extensions from a variety of techniques similar
to the matrix estimation setting, including spectral style methods [MS18, XY17], convex relaxation via sum
of squares [BM16, PS17], minimizing the nonconvex objective directly via gradient descent [XY17, XYZ17]
or alternating least squares [JO14, BS15], or iterative collaborative filtering [SY19]. The naive statistical
lower bound is Ω(n) as the number of unknown parameters in a low rank model grows linearly in n. This
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Conjectured Computational-Statistical Gap
Positive result by Anru Zhang attains linear sample complexity 
using an active sampling scheme (not uniformly random)
Figure 1: Sample Complexity of sparse tensor estimation methods for a t-order tensor relative to the linear
statistical lower bound.
still leaves a large gap between the sample complexity of the best existing polynomial time algorithms and
the statistical lower bound. [BM16] provide evidence for a computational-statistical gap using the sum of
squares method, which is summarized in section 1.3. This conjectured computational-statistical gap sets the
relevant context for this paper, as our result sheds light on a subclass of tensors that does not exhibit such
a gap and can attain nearly linear sample complexity with a polynomial time algorithm.
While the above works all consider a uniform sampling model, [Zha19] considers an active sampling
scheme that achieves optimal sample efficiency of O(n). Their approach requires a specific sampling scheme
that aligns all the samples to guarantee that along each subspace there are entire columns of data sampled.
While this results in optimal bounds and is useful for settings where the data can be actively sampled, many
applications do not allow such active control over the sampling process.
We focus on the setting of tensors with an orthogonal CP-decomposition, and utilize a similar approach
to [Kol15], which considers tensor decomposition for orthogonal symmetric tensors. Their setting assumes
that all entries are observed, and thus does not provide an algorithm or statistical guarantees for noisy and
sparsely observed datasets. Our specific algorithm uses the nearest neighbor collaborative filtering approach
for matrix estimation, introduced in [SLLS16, BCLS17, SY19].
1.3 Recap of Hardness Conjecture
A common approach for tensor estimation under a sparse sampling no noise model is to minimize a specified
norm on the estimated tensor constrained to a bound on the empirical risk,
min ‖X‖K s.t. 1|Ω|
∑
(i,j,k)∈Ω |X(i, j, k)− T (i, j, k)| ≤ 2δ,
where Ω denotes the index set of observations, and the tensor T is assumed to be δ-approximately low
rank, i.e. the average entrywise deviation from the best low rank fit is δ. The norm ‖X‖K is chosen
to be a polynomial time computable norm that encourages low rank solutions. The guarantees for this
convex program are a function of the Rademacher complexity of the chosen norm. [BM16] showed that any
norm that is a relaxation to the tensor nuclear norm and can be computed in polynomial time with good
Rademacher complexity for m = n3/2−, would imply a polynomial time algorithm for tensor estimation with
m randomly sampled observations, and also imply a polynomial time algorithm for strongly refuting random
3-XOR and random 3-SAT formulas. This would disprove the conjecture by Danielly et al [DLSS13] that
there does not exist such a polynomial time algorithm for refuting random 3-SAT with n3/2− clauses for
any  > 0, and would lead to improved algorithms that break the longstanding barrier of n3/2− clauses for
refuting random 3-SAT. As a result, [BM16] conjecture that there does not exist any approach through the
framework of Rademacher complexity that would lead to polynomial time algorithms for tensor estimation
below the threshold of n3/2 observations.
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The random distribution over 3-XOR formulas used to construct the 3-XOR refutation problem can be
represented as a noisily observed symmetric rank-1 tensors where the latent factor vector x ∈ {−1,+1}n
represent the assignment to n boolean variables. The assignments xi for i ∈ [n] are independently and
uniformly sampled, i.e. −1 with probability 1/2 and +1 with probability 1/2. Each 3-XOR clause corresponds
to an observed entry (i, j, k), where T obs(i, j, k) = xixjxk with probability 7/8, and otherwise T
obs(i, j, k) =
+1 with probability 1/16 and T obs(i, j, k) = −1 with probability 1/16. By this construction, E [T obs] =
7
8x ⊗ x ⊗ x =: T , where T (i, j, k) = xixjxk equals the 3-XOR (i.e. parity) between xi, xj , and xk. The
conjectured hardness of 3-XOR refutation suggests that it is difficult to learn the above defined expected
tensor T given fewer than n3/2− randomly sampled entries from T obs using the framework of Rademacher
complexity.
A key question that we would like to address is whether the class of instances forming the hardness con-
jecture in [BM16] suggests that tensor estimation at large is inherently more difficult than matrix estimation
(where there is no such computational-statistical gap), or whether the hardness property in [BM16] is limited
to a small set of tensors such that the majority of real-world tensors may not exhibit such hardness and
can be estimated in ultra-sparse settings down to the statistical lower bound. Our results show that for the
subclass of orthogonal tensors with latent factors whose mean is bounded away from zero, tensor estimation
does not exhibit such a computational-statistical gap.
2 Preliminaries
Consider the task of estimating a t-order tensor T given observations {T obs(i)}i∈Ω for some Ω ⊂ [n1] ×
[n2]× · · · [nt] where |Ω| is significantly smaller than n1n2 . . . nt. T obs(i) = T (i) +E(i) if i ∈ Ω and otherwise
T obs(i) = 0. E denotes an additive noise tensor with independent mean zero entries. We assume a uniform
Bernoulli sampling model where each entry is observed independently with probability p, i.e. 1[i∈Ω] is an
independent Bernoulli(p) random variable.
We must impose low dimensional structure on the underlying tensor for sparse tensor estimation to be
feasible, most commonly low rank conditions. There are multiple definitions of tensor rank. CP-rank is the
minimum number of rank-1 tensors such that their sum is equal to the desired tensor. An overcomplete
tensor is one for which the CP-rank is larger than the dimension n. While the latent factors in the CP-
rank decomposition may not be orthogonal, we will impose additional orthogonality assumptions. We must
impose low dimensional structure on the underlying tensor for sparse tensor estimation to be feasible, most
commonly low rank conditions. There are multiple definitions of tensor rank. CP-rank is the minimum
number of rank-1 tensors such that their sum is equal to the desired tensor. An overcomplete tensor is one
for which the CP-rank is larger than the dimension n. While the latent factors in the CP-rank decomposition
may not be orthogonal, we will impose additional orthogonality assumptions. The Tucker rank, or multilinear
rank, is a vector (r1, r2, . . . rt) such that for each mode ` ∈ [t], r` is the dimension of the column space of
the unfolded tensor along the `-th mode to a n`×
∏
i 6=` ni matrix. The Tucker rank is also associated to the
tucker decomposition: there exists is a core tensor Λ of dimension r1 × r2 · · · rt, and for each mode ` ∈ [t],
there exists a n` × r` dimensional orthogonal latent factor matrix Q`, such that the tensor of interest T can
be written according to the multilinear multiplication of Λ with (Q1 . . . Qt), denoted as
T = (Q1 ⊗ · · ·Qt) · (Λ) :=
∑
k∈[r1]×[r2]···×[rt] Λ(k)Q1(·, k1)⊗Q2(·, k2) · · · ⊗Qt(·, kt).
The Tucker rank is bounded above by (n1, n2, . . . nt). If the CP-rank is r, the Tucker-rank is bounded
above by (r, r, . . . r); if the Tucker rank is (r1, r2, . . . rt), the CP-rank is bounded by r1r2 · · · rt/(max` r`)
[MS18]. In this paper, we consider a limited setting where there further exists an orthogonal decomposition
of the tensor of interest into the sum of orthogonal rank-1 tensors. This is equivalent to enforcing that the core
tensor Λ associated to the Tucker decomposition is superdiagonal, or equivalently enforcing that the latent
factors in the minimal CP-decomposition are orthogonal. There does not always exist such an orthogonal
CP-decomposition, and thus our results are limited to a subclass of tensors with constant orthogonal CP-
rank. This class still includes all rank 1 tensors which encompasses the class of tensors used to construct
the hardness conjecture in [BM16], therefore we believe it is still an interesting class of tensors to study. It
would be interesting future work to consider whether our result or approach would extend to a broader class
of tensors.
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As some of our matrix and tensor variables will have subscripts, we will index entries in the matrix
or tensor by arguments in parentheses, i.e. Q`(a, b) denoting the entry in matrix Q` associated to index
(a, b). We will use bold font i = (i1, i2, . . . it) to denote the index vector of a tensor and i` to denote the
`-th coordinate of vector i. For non-index vectors, we still use parentheses notation to access entries in
the vector. We use ea to denote the standard basis vector with 1 at coordinate a and zero elsewhere, and
we use 1 to denote the all ones vector. We denote the set [n] = {1, 2, . . . n}. ∆(S) denote the probability
simplex over S. For y 6= z ∈ [t]2, let Iyz(a, b) = {i ∈ [n1] × · · · × [nt] s.t. iy = a, iz = b} denote the set of
indices i such that the y-th coordinate is equal to a and the z-th coordinate is equal to b. Similarly define
Jyz(a, b) = {k ∈ [r1]× · · · × [rt] s.t. ky = a, kz = b}.
3 Key Intuition and Approach
The key idea is similar to the insight in [Kol15], which shows that for orthogonal symmetric tensors, when all
entries are observed, tensor decomposition can be computed by constructing n× n matrices with the same
latent factors as the tensor. We extend the idea to sparsely observed tensors.
Full Exact Observation: Assume T has Tucker decomposition with core tensor Λ ∈ Rr1×r2···rt and
orthogonal latent factor matrices Q` ∈ Rn`×r` for ` ∈ [t]. For a set of probability vectors {w`}`∈[t] where
w` ∈ ∆([n`]), matrix Mobsyz is defined as the [ny]× [nz] matrix s.t.
Myz(a, b) =
∑
i∈Iyz(a,b) T (i)
∏
`∈[t]\{y,z} w`(i`), (1)
Zyz(k1, k2) =
∑
k∈Jyz(a,b) Λ(k)
∏
`∈[t]\{y,z}
∑
i`∈[n`]Q`(i`, k`)w`(i`) (2)
so that Myz = QyZyz(Qz)
T . If matrix Zyz is diagonal and has rank r = ry = rz, then Qy and Qz will be
the singular vectors of matrix Myz. Therefore computing the singular vectors of matrix Myz will give us
the mode y and z latent factors for tensor T . By repeating this process along different modes of the tensor,
one could recover all latent factors for the tensor T by simple matrix SVD computations; this is the key
idea in [Kol15]. If ZyzZ
T
yz is full rank and well-conditioned, then matrix Myz could alternately be used to
compute distances between coordinates in mode y with respect to Qy up to the condition number of ZyzZ
T
yz,
according to
dy(a, b) = (ea − eb)TMyzMTyz(ea − eb) = ‖ZTyz(Qy)T (ea − eb)‖22,
such that (‖(ZyzZTyz)‖2)−1dy(a, b) ≤ ‖(Qy)T (ea − eb)‖22 ≤ ‖(ZyzZTyz)−1‖2dy(a, b).
By repeating this process along different modes of the tensor, one could compute distances amongst coordi-
nates in each mode with respect to the latent factors of tensor T .
Sparse Noisy Observation: While the above approach requires full observation of T , we only have
access to a noisy sparse dataset T obs. Given T obs we construct Mobsyz according to
Mobsyz (a, b) =
∑
i∈Iyz(a,b) T
obs(i)
∏
`∈[t]\{y,z} w`(i`)n`
|Ω ∩ Iyz(a, b)| , (3)
where E
[
Mobsyz
]
= Myz with respect to the randomness in the sampling distribution. The main insight of
this paper is that while there may not be sufficient signal to directly perform inference over T obs due to high
noise or sparsity, the constructed matrix Mobsyz can be significantly less noisy and sparse due to aggregating
many datapoints. If each entry in T obs is nonzero independently with probability p, the constructed matrix
Mobsyz will have a significantly higher density of nonzero entries of p˜ := 1−(1−p)
∏
`∈[t]\{y,z} n` . Most low rank
matrix completion algorithms only require observing roughly linear number of entries in order to recover the
underlying matrix, and thus the hope is that we could recover the underlying tensor T when |Ω| ≈ p∏`∈[t] n`
is roughly max`∈[t] n`, by applying matrix completion methods to the constructed matrices {Mobsyz }y 6=z∈[t]2 .
We additionally need to constrain the noise model of Mobsyz depending on the assumptions needed for the
corresponding matrix method applied to Mobsyz . The formal results and corresponding algorithm then follow
from characterizing conditions that enforce Mobsyz has sufficient signal to either recover the latent factors Qy
and Qz, or to estimate distances dy(a, b).
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Key Assumptions: For every y 6= z ∈ [t]2, the matrix ZyzZTyz must be full rank and well-conditioned
in order to learn distances along mode y that approximate distances according to Qy. A sufficient condition
would be to impose that the tensor has an orthogonal CP decomposition, which implies that Λ(k) is only
nonzero when k1 = k2 = k3 = · · · = kt, and that r1 = r2 = r3 = · · · = rt = r, such that Zyz is a diagonal
matrix with
Zyz(k, k) = Λ(k, . . . k)
∏
`∈[t]\{y,z}
∑
i`∈[n`]Q`(i`, k)w`(i`).
This is more restrictive than simply requiring ZyzZ
T
yz to be well-conditioned, but under this orthogonal
condition, Zyz would be diagonal and the latent factors of the tensor directly correspond to the singular
vectors of the constructed matrix Myz. To control the condition number of Zyz, it would be sufficient
to assume that Λ(k, . . . k) for all k ∈ [r] are within a constant factor of one another, and furthermore
that the weighted means of the latent factors 〈Q`(·, k), w`〉 for k ∈ [r] are within a constant factor of one
another. This requires that for every ` ∈ [t], maxk |〈Q`(·, k), w`〉| is bounded above by a constant factor
of mink |〈Q`(·, k), w`〉|, which also implies 〈Q`(·, k), w`〉 is bounded away from zero. To guarantee recovery
under under sparse sampling, we impose incoherence like conditions on the latent factors {Q`}`∈[t] and
boundedness on the entries T and E (or sub-Gaussian noise).
We will choose w` to be the uniform distribution over [n`] such that w`(i) = 1/n` for all i ∈ [n`], and
we assume that maxk |〈Q`(·, k),1〉| is bounded above by a constant factor of mink |〈Q`(·, k),1〉|. For this
choice of weight vector w`, the construction of M
obs
yz simply follows from averaging out all entries in all
modes except for modes y and z. Alternatively, we could construct a distribution over w` and guaran-
tee that maxk |〈Q`(·, k), w`〉|/mink |〈Q`(·, k), w`〉| is well-behaved with high probability with respect to the
distribution over w`. Both cases require some assumption on the latent factors of the tensor T .
As a sanity check, consider the class of rank-1 tensors used to argue the hardness result from [BM16].
The latent factor vector θ ∈ {−1,+1}n consists of randomly sampled entries where θ(i) for i ∈ n is −1 with
probability 1/2 and +1 with probability 1/2. Under this distribution, we can verify that for any choice of
distribution over vectors x ∈ ∆(n), with high probability for large n, |〈θ, w〉| → 0, and thus E [Mobs] → 0
as well. This simple example illustrates the limitation of this approach, and why we should not expect it to
provide guarantees over worst case tensors.
4 Algorithm
The key approach is to transform the tensor estimation problem into a matrix problem, where the latent
factors of the matrix are the same as the latent factors of the tensor. Once we learn the latent factors of
the tensor, we can then reconstruct the original tensor. The algorithm and analysis thus hinges on applying
matrix estimation algorithms to the noisy observation matrix Mobsyz as defined in (3) where w` is chosen to
be the uniform distribution over [n`] such that w`(i) = 1/n` for all i ∈ [n`]. For this simple uniform choice of
weight vectors, the constructed matrix Mobsyz is equivalent to averaging out all entries along the t− 2 modes
of the tensor excluding modes y and z.
We propose a nearest neighbor meta-algorithms, and we use a variant of the iterative collaborative
filtering algorithm from [BCLS17] to compute distances dˆy(a, b). For simpler notation, we assume that
n1 = n2 = . . . nt = n and the density of observations p = n
−(t−1)+κ for κ > 0. The analysis can be modified
to extend to tensors with uneven dimensions as well, as long as the dimensions scale according to the same
order. The benefit of using the iterative collaborative filtering algorithm from [BCLS17] is that the analysis
leads to a bound on the maximum entrywise error of the final estimate as opposed to looser bounds on the
aggregate mean squared error that is typical from other matrix estimation papers in the literature.
To facilitate cleaner analysis, we assume access to three fresh samples of the dataset, T obs1 , T
obs
2 , and
T obs3 associated to observation sets Ω1,Ω2,Ω3 respectively (this is not necessary and can be instead handled
by sample splitting as illustrated in [BCLS17]). Each dataset is used for different part of the algorithm to
remove correlation across computations in different steps. T obs1 is used to construct M
obs
yz according to (3),
T obs2 will be used in (5), and T
obs
3 will be used in (4).
Nearest Neighbor Meta-Algorithm: For each y ∈ [t], choose some z 6= y and construct Mobsyz .
Use matrix estimation algorithm of your choice to approximate dy(a, b) = ‖E
[
Mobsyz
]T
(ea − eb)‖22. Given
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estimates dˆy(a, b) for all y ∈ [t] and (a, b) ∈ [ny]2, estimate the tensor using nearest neighbor averaging, with
a simple threshold kernel with parameter η = Θ
(
max(n−κ/2, n−2(κ+1)/(t+2))
)
,
Tˆ (i) =
∑
i′∈Ω3 T
obs
3 (i
′)K(i, i′)∑
i′∈Ω3 K(i, i
′)
for K(i, i′) =
∏
`∈[t] 1[d`(i`,i′`)≤η]. (4)
Distance Estimates: We utilize the key idea from [BCLS17] to compute distances. Let Ω˜yz denote the
index set of nonzero entries in Mobsyz . Let Gyz denote the bipartite graph with vertex sets [ny] and [nz] and
edge set Eyz. The pair (a, b) ∈ [ny] × [nz] is an edge in Eyz if and only if (a, b) ∈ Ω˜yz. For each a ∈ [ny],
construct a breadth first search tree rooted at vertex a using edges in Gyz. Let Sa,s denote the set of vertices
in Gyz that are at distance s from root vertex a. Let Ba,s denote the set of vertices in Gyzthat are at distance
at most s from a, i.e. Ba,s = ∪sh=0Sa,h.
Let path(a, i) denote the set of edges along the shortest path from vertex a to i. Define neighborhood
vectors Na,s(i) =
∏
(u,v)∈path(a,i)M
obs
yz (u, v) if i ∈ Sa,s and otherwise Na,s(i) = 0. Denote normalized
neighborhood vectors as N˜a,s = Na,s/|Sa,s|. Choose the depth s = dln(n)/ ln(pnt−1)e. Let I(i, j) = Iyz(i, j)
for s even and I = Iyz(j, i) for s odd. Compute distances according to
dˆy(a, a
′) = 1pnt−2
∑
i,j(N˜a,s(i)− N˜a′,s(i))(N˜a,s+1(j)− N˜a′,s+1(j))shrinkφ(
∑
h∈I(i,j) T
obs
2 (h)) (5)
where shrinkφ(x) := sign(x) min(|x|, φ) for
φ =

dln(pnt)/ ln((pnt−2)−1)e if pnt−2 = nκ−1 for κ ∈ (0, 1),
3 log(n2) if pnt−2 = Θ(1),
2pnt−2 if pnt−2 = nκ−1 for κ > 1.
A naive upper bound on the computational complexity of the algorithm is t(Ω + n|Ω˜| + n2|Ω) + nt|Ω|,
where the terms are from constructing the matrix Mobsyz , for constructing the BFS trees associated to G,
computing pairwise distances, and calculating the nearest neighbor estimator.
5 Theoretical Guarantees
As we use an iterative collaborative filtering style matrix estimation algorithm, our model assumptions and
analysis are similar to [BCLS17]. Assume a uniform Bernoulli(p) sampling model, and assume the noise
matrix E consists of independent mean zero entries. We assume a latent variable model, in which the factors
Q1 . . . Qt are sampled from an underlying distribution, such that in expectation they are orthogonal and
satisfy boundedness properties to guarantee incoherence style conditions with high probability. We assume
each coordinate i` ∈ [n`] is associated to a i.i.d. sampled latent variable x`(i`) ∼ U [0, 1]. This assumption
can be relaxed to a general population distribution P`. The latent variables then map to latent vectors that
are used to construct the low rank decomposition of T . For some constant rank r, for any observed entry
i = (i1, i2, . . . it) ∈ Ω,
E
[
T obs(i)
]
= T (i) = f(x1(i1), x2(i2), . . . xt(it)) =
∑r
k=1 λkq1k(x1(i1))q2k(x2(i2)) · · · qtk(xt(it)),
where for each ` ∈ [t], {q`k}k∈[r] are orthonormal functions with respect to P` = U [0, 1], i.e.
E [q`k(x)q`h(x)] =
∫ 1
0
q`k(x)q`h(x)dx = 1[k=h].
If we define the latent factor matrices Q`(a, b) = q`b(x`(a)), this implies that T = (Q1 ⊗ · · ·Qt) · (Λ), where
Λ is a superdiagonal tensor with Λ(h, . . . h) = λh for h ∈ [r] and 0 otherwise. Q1 . . . Qt are random latent
factor matrices that in expectation orthogonal, and as n → ∞ they will be approximately orthogonal with
high probability. As a result, for large n, with high probability T has an approximately orthogonal CP-
decompsition. To guarantee that Zyz as defined in (2) is full-rank and well conditioned, we additionally
assume that the mean of the latent factors are within constant factor of one another, i.e. that there exist
constants µmin and µmax such that for all ` ∈ [t], k ∈ [r], |µ`k| ∈ (µmin, µmax) for µ`k =
∫ 1
0
q`k(x)dx.
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We additionally assume boundedness on the latent factors and observations that guarantee incoherence
and lead to straightforward concentration. Assume that max`,k supx |q`k(x)| ≤ B, |f(x)| ≤ 1 for all x ∈
[0, 1]t, and |T obs(i)| ≤ 1 for all i. This implies that |T (i)| ≤ 1 for all i and |E| is also entrywise bounded
and may be heteroskedastic. Finally we impose an additional assumption that is used for the final nearest
neighbor estimator, that the function f(x) is L-Lipschitz with respect to the 1-norm over the latent vector x ∈
[0, 1]t. This assumption can be replaced by conditions on the induced distribution over Q`(i, ·) guaranteeing
that for any index i ∈ [n`], there exists sufficiently many indices j ∈ [n`] such that ‖QT` (ei − ej)‖2 is small,
such that averaging over similar indices in the nearest neighbor estimator will converge.
Theorem 1. Let n1 = n2 = · · · = nt = n. Assume a uniform Bernoulli(p) sampling model with p =
n−(t−1)+κ for κ > 0, and the latent variable model assumptions specified above. With probability 1− 8(1+o(1))n ,
the estimate output by our algorithm satisfies
max
i∈[n]t
|Tˆ (i)− T (i)| = O
(
max
( log1/4(n2)
nmin(κ,1)/4
,
log1/(t+2)(nt+1)
n(κ+1)/(t+2)
))
.
It follows then that
E
[ 1
nt
∑
i∈[n]t(Tˆ (i)− T (i))2
]
= O
(
max
(
log1/2(n2)
nmin(κ,1)/2
, log
2/(t+2)(nt+1)
n2(κ+1)/(t+2)
))
.
The key lemma is to show that the estimated distances that our algorithm computes will approximate a
function of the true distances with respect to the tensor latent factors.
Lemma 1. Assume p = n−(t−1)+κ for κ > 0. Let λ˜k = λk
∏
`∈[t]\{y,z} µ`k, λ˜max = maxk |λ˜k|, and p˜ =
1− (1− p)nt−2 . With probability 1−O(1/tn), dˆy(a, a′) computed from (5) satisfies
max
a,a′∈[n]2
|dˆy(a, a′)− ‖Λ˜s+1QTh (ea − ea′)‖22| = O
(
rt log1/2(n)n−min(κ,1)/2
)
,
where Λ˜ is a diagonal matrix with λ˜k on the k-th diagonal entry.
Given bounds on the estimated distances, we only need to bound the performance of the nearest neighbor
estimator, which follows from the independence of observation noise, the assumption that there are sufficiently
many nearby datapoints, and a simple bias variance tradeoff.
Theorem 1 implies that given our model assumptions for ultra-sparse settings where the density p =
n−(t−1)+κ for any arbitrarily small κ > 0, with high probability the max entrywise error of the estimate
output by our algorithm goes to zero. Our result suggests that within a subclass of tensors, the estimation
task is no harder for tensor estimation relative to matrix estimation, requiring only nearly linear sample
complexity. Our theorem does not lead to any implications on the previously conjectured hardness result, as
the difficult instance constructed in [BM16] does not satisfy our assumption on the mean of the latent factors
being bounded away from zero. Our result suggests that an interesting and useful direction for research in
tensor estimation is to better understand what properties of tensors lead to hardness or in our setting lead
to simplifications to matrix estimation. It is relevant to understand whether tensors that arise in real world
applications and datasets have properties that lead to hardness or lead to existence of optimally efficient
algorithms similar to the matrix setting.
6 Discussion
The two critical assumptions that enables our algorithm to achieve near-linear sample complexity is the
existence of an orthogonal CP-decomposition, and the mean of the latent factors along each mode to be
bounded away from zero and within a constant factor of one another. This second condition can be relaxed
as long as we can find a distribution over weight vectors such that the weighted mean of the latent factors
satisfy the above property. There may not exist such a distribution, as in the example constructed for the
hardness conjecture in [BM16], but it is reasonable to believe that many latent factors indeed do satisfy
this property of having means that are bounded away from zero (e.g. any bias toward positive or negative
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values would naturally lead to such a property). The existence of an orthogonal CP-decomposition may be
restrictive, as not all tensors have an orthogonal CP-decomposition. This class does however include the
rank-1 instances used to construct the conjectured hardness result, and thus it is still an interesting class
to study and a significant step towards characterizing the complexity of tensor estimation beyond matrix
estimation. Orthogonality may not be necessary, as we sketched an argument in Section 3 that guaranteeing
Zyz from (2) is full rank and well-conditioned is sufficient, while the orthogonal property further enforces
that Zyz is diagonal. When there does not exist an orthogonal CP-decomposition, [Kol15] and [AGH
+14]
present a whitening heuristic for transforming the tensor to an orthogonal one. It is unclear though when
such a transformation exists and how to find such a transformation.
Our results assume a latent variable model and constant rank as it builds upon the algorithm and
techniques from [BCLS17]. These assumptions replace the typical incoherence style conditions, as they
guarantee that with high probability the latent factors are incoherent. This is reasonable for real-world
settings with high dimensional data, as it essentially imposes regularity that the dimensions are associated
to an underlying population distribution which satisfies regularity properties. The Lipschitz assumption is
used to analyze the final nearest neighbor estimator, and is not necessary if we directly estimate the tensor
from the latent factors. We believe the idea and results will extend to the deterministic latent factor setting
and also to spectral methods such as nuclear norm minimization, however the analysis would need to handle
heteroskedastic noise (or just arbitrary bounded mean zero noise), as the variance across sampling of entries
in the other t − 2 modes would depend on how widely the entries vary across the tensor. Additionally one
would need guarantees on the row recovery of latent factors, which many of the previous work do not have.
Recent work by [CFMY19] provides stronger control on recovery of latent factors, however it assumes a
Gaussian noise model and would need to be extended to allow for arbitrary bounded noise that could result
from aggregating entries sampled along other modes of the tensor. The requirement of constant rank may
be able to be relaxed, however assuming the existence of an orthogonal CP-decomposition implies that the
current analysis cannot handle overcomplete tensors, which have rank growing larger than the dimension n.
7 Proof Sketch
The key lemma is to show that the estimated distances that our algorithm estimates will approximate a
function of the true distances with respect to the tensor latent factors.
Lemma 1 (expanded). Assume p = n−(t−1)+κ for κ > 0. For any y 6= z ∈ [t]2, let λ˜k = λk
∏
`∈[t]\{y,z} µ`k,
λ˜max = maxk |λ˜k|, and p˜ = 1− (1− p)nt−2 . Let Λ˜ be the diagonal matrix with λ˜k on the k-th diagonal entry.
With probability 1− 6(1+o(1))tn , dˆy(a, a′) computed from (5) satisfies
max
a,a′∈[n]2
|dˆy(a, a′)− ‖Λ˜s+1QTy (ea − ea′)‖22| ≤
Cd log
1/2(trn2)(1 + o(1))
(np˜)1/2
= Θ
(
log1/2(trn2)
nmin(κ,1)/2
)
for Cd = 5rBλ˜
s+1
max(1 + λ˜
s
max) + 1[κ≥1](2B)
5/2r(t− 2)(2s+ 2)λ˜(2s+2)max µ−1/2min .
We defer the proof of Lemma 1 to Section 8. Next we use the Lipschitz and latent variable model
assumptions to argue that there are sufficiently many nearest neighbors.
Lemma 2. For any i ∈ [n], ` ∈ [t], η′ > 0 and ρ = λ2smaxµ2(s+1)(t−2)max L2 = Θ(1),
P
 ∑
i′ 6=i∈[n]
1[‖Λ˜s+1QT` (ei−ei′ )‖22≤η′] ≤ (1− δ)(n− 1)
√
η′
ρ
 ≤ exp(−δ2(n− 1)√η′
2
√
ρ
)
.
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Proof of Lemma 2: Using the property that f is Lipschitz with respect to the latent variables,
‖Λ˜s+1QT` (ei − ei′)‖22
=
r∑
k=1
λ˜
2(s+1)
k (q`k(x`(i))− q`k(x`(i′)))2
≤ λ2smaxµ2(s+1)(t−2)max
r∑
k=1
λ2k(q`k(x`(i))− q`k(x`(i′)))2
= λ2smaxµ
2(s+1)(t−2)
max
∫
[0,1]t−1
(f(z1, . . . z`−1, x`(i), z`+1, . . . zt)− f(z1, . . . z`−1, x`(i′), z`+1, . . . zt))2dz1 · · · dzt
≤ λ2smaxµ2(s+1)(t−2)max L2(x`(i)− x`(i′))2 = ρ (x`(i)− x`(i′))2.
As a result, for any η′ > 0, if |x`(i)−x`(i′)| ≤
√
η′
ρ , then ‖Λ˜s+1QT` (ei−ei′)‖22 ≤ η′. By the model assumption
that for i ∈ [n], the latent variables x`(i) are sampled i.i.d., it follows that for any i ∈ [n],∑
i′ 6=i∈[n]
1[‖Λ˜s+1QT` (ei−ei′ )‖22≤η′]
stochastically dominates a Binomial
(
n− 1,
√
η′
ρ
)
distributed random variable. Therefore the lemma state-
ment follows by Chernoff’s bound.
To complete the proof, we need to argue that the nearest neighbor averaging estimator behaves well given
the estimated distances.
Proof of Theorem 1: Recall that our final estimate is computed via a nearest neighbor,
Tˆ (i) =
∑
i′ T
obs
3 (i
′)K(i, i′)∑
i′ 1[i′∈Ω3]K(i, i′)
where K(i, i′) =
∏
`∈[t]
1[dˆ`(i`,i′`)≤η].
We can decompose the entrywise error into a bias term and an observation noise term,
|Tˆ (i)− T (i)| =
∑
i′ 1[i′∈Ω3]K(i, i
′)|T (i′)− T (i)|∑
i′ 1[i′∈Ω3]K(i, i′)
+
∣∣∣∣∣
∑
i′ 1[i′∈Ω3]K(i, i
′)(T obs3 (i
′)− T (i′))∑
i′ 1[i′∈Ω3]K(i, i′)
∣∣∣∣∣ .
The bias term we can bound by
|T (i′)− T (i)| =
∣∣∣∣∣∣
∑
k∈[r]
λk
∏
`∈[t]
q`k(x`(i`))−
∏
`∈[t]
q`k(x`(i
′
`))
∣∣∣∣∣∣
≤
∑
`∈[t]
∣∣∣∣∣∣
∑
k∈[r]
λk
∏
`′<`
q`′k(x`′)(q`k(x`(i`))− q`k(x`(i′`)))
∏
`′′>`
q`′′k(x`′′(i`′′))
∣∣∣∣∣∣
≤
∑
`∈[t]
Bt−1
√
r
∑
k∈[r]
λ2k(q`k(x`(i`))− q`k(x`(i′`)))2
≤ B
t−1√r
λsminµ
(s+1)(t−2)
min
∑
`∈[t]
√
‖Λ˜s+1QT` (ei` − ei′`)‖22,
where we used the assumption that max`,k supx |q`k(x)| ≤ B and the property that
‖Λ˜s+1QT` (ei` − ei′`)‖22 ≥ λ2sminµ
2(s+1)(t−2)
min
r∑
k=1
λ2k(q`k(x`(i`))− q`k(x`(i′`)))2.
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By construction, if K(i, i′) > 0, then for all ` ∈ [t], dˆ`(i`, i′`) ≤ η. Conditioned on the good event from
Lemma 1, it follows that for i, i′ such that K(i, i′) > 0 and for all ` ∈ [t],
‖Λ˜s+1QT` (ei` − ei′`)‖22 ≤ η +
Cd log
1/2(trn2)(1 + o(1))
(np˜)1/2
.
Next we argue that the number of datapoints i′ ∈ Ω3 such that K(i, i′) > 0 is sufficiently large such that
the noise term in the estimate is small. Conditioned on the good event in Lemmas 1 and 2 with
η′ = η − Cd log
1/2(trn2)(1 + o(1))
(np˜)1/2
,
it follows that ∑
i′
K(i, i′) ≥
∑
i′
∏
`∈[t]
1[
‖Λ˜s+1QT` (ei`−ei′` )‖
2
2≤η−
Cd log
1/2(trn2)(1+o(1))
(np˜)1/2
]
=
∏
`∈[t]
1 + ∑
i′ 6=i`
1[
‖Λ˜s+1QT` (ei`−ei′` )‖
2
2≤η−
Cd log
1/2(trn2)(1+o(1))
(np˜)1/2
]

≥
1 + (1− δ)(n− 1)
√
η
ρ
− Cd log
1/2(trn2)(1 + o(1))
ρ(np˜)1/2
t . (6)
We assumed that Ω3 is a freshly sampled dataset such that
∑
i′ 1[i′∈Ω3]K(i, i
′) is distributed as a
Binomial(
∑
i′ K(i, i
′), p). By Chernoff’s bound,
P
(∑
i′
1[i′∈Ω3]K(i, i
′) ≤ (1− γ)p
∑
i′
K(i, i′)
)
≤ exp
(
−1
2
γ2p
∑
i′
K(i, i′)
)
. (7)
Conditioned on Ω3, the noise terms (T
obs
3 (i
′) − T (i′)) are independent, mean zero, and bounded in [−1, 1].
By Hoeffding’s bound,
P
(∣∣∣∣∣
∑
i′ 1[i′∈Ω3]K(i, i
′)(T obs3 (i
′)− T (i′))∑
i′ 1[i′∈Ω3]K(i, i′)
∣∣∣∣∣ ≥
√
2 log(nt+1)∑
i′ 1[i′∈Ω3]K(i, i′)
)
≤ 2
nt+1
. (8)
As a result, conditioned on the good events in Lemmas 1 and 2, with probability
1− 2
nt+1
− exp
−1
2
γ2p
1 + (1− δ)(n− 1)
√
η
ρ
− Cd log
1/2(trn2)(1 + o(1))
ρ(np˜)1/2
t ,
for constants δ, γ, and for
η ≥ 2Cd log
1/2(trn2)(1 + o(1))
(np˜)1/2
,
it holds that
|Tˆ (i)− T (i)|
=
tBt−1
√
r
λsminµ
(s+1)(t−2)
min
√
η +
Cd log
1/2(trn2)(1 + o(1))
(np˜)1/2
+
√
2 log(nt+1)
(1− γ)p
1 + (1− δ)(n− 1)
√
η
ρ
− Cd log
1/2(trn2)(1 + o(1))
ρ(np˜)1/2
t−
1
2
= Θ

√√√√max(η, log1/2(n2)
nκ/2
)+ Θ(√ log(nt+1)
pntηt/2
)
.
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By choosing η to balance the two terms, the bound is minimized for
η = Θ
(
max
(
log1/2(n2)
(np˜)1/2
,
log2/(t+2)(nt+1)
n2(κ+1)/(t+2)
))
. (9)
Recall that np˜ = Θ(nmin(κ,1)). For this choice of η, it follows by (6) that with high probability
p
∑
i′
K(i, i′) = Θ
(
p(n
√
η′)t
)
= Ω
(
log(nt+1)
η
)
= Ω(nmin(κ/2,1/2,2(κ+1)/(t+2))).
We can plug in this bound to simplify (7). Given this choice of η, we can also simplify the probability of
error in Lemma 2 by the fact that
n
√
η = Θ
(
max
(
n1−min(κ,1)/4 log1/4(n2), n1−(κ+1)/(t+2) log1/(t+2)(nt+1)
))
= Ω(n1/2).
As we would like to show the entrywise error bound over all nt entries, we take the intersection of all the
good events and apply union bound. We use Lemma 1 for each of the ` ∈ [t] modes. We use 2 for each of
the ` ∈ [t] modes and i ∈ [n] coordinates. We union bound over all i ∈ [n]t entries for the bounds in (7) and
(8). It follows that for constant δ, γ, and η chosen according to (9), with probability at least
1− 6t(1 + o(1))
tn
− tn exp
(
−δ
2(n− 1)√η′
2
√
ρ
)
− nt exp
(
−1
2
γ2p
∑
i′
K(i, i′)
)
− nt
(
2
nt+1
)
= 1− 8(1 + o(1))
n
− tn exp
(
−Ω(n1/2)
)
− nt exp
(
−nmin(κ/2,1/2,2(κ+1)/(t+2))
)
= 1− 8(1 + o(1))
n
,
the estimate output by our algorithm satisfies
max
i∈[n]t
|Tˆ (i)− T (i)| = O
(
max
(
log1/4(n2)
nmin(κ,1)/4
,
log1/(t+2)(nt+1)
n(κ+1)/(t+2)
))
.
It follows then that
E
 1
nt
∑
i∈[n]t
(Tˆ (i)− T (i))2
 = O(max( log1/2(n2)
nmin(κ,1)/2
,
log2/(t+2)(nt+1)
n2(κ+1)/(t+2)
))
.
8 Showing Concentration of Distance Estimates
This section focuses on proving the key Lemma 1. We will assume p = n−(t−1)+κ for κ > 0; it follows then
that s = d ln(n)ln(pnt−1)e = d 1κe. When κ < 1, then p˜ = Θ(nκ−1) such that p˜ = o(1). When κ ≥ 1, then p˜ = Θ(1)
and the constructed matrix Mobsyz is dense.
Let us denote event
A1a,s(δ, C) = ∪s−1`=1{|Sa,`| ∈ [((1− δ)np˜)`(1− o(1)), ((1 + δ)np˜)`]} ∪ {|Sa,s| ≥ Cn} ∪ {|Sa,s+1| ≥ Cn}.
Lemma 3. Assume p = n−(t−1)+κ for κ > 0. For s = d 1κe and any δ ∈ (0, 1) and a ∈ [n], there exists some
constant C such that
P
(¬A1a,s(C)) ≤ 2 exp(−δ2(np˜)(1− o(1))3
)
.
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The proof is deferred to Section 8.1.
For notational convenience, let T = [t] \ {y, z}. Define µˆ`k = 1n
∑
i∈[n] q`k(x`(i)), λˆk = λk
∏
`∈T µˆ`k, and let
Λˆ be the diagonal matrix with λˆk on the k-th diagonal entry. Let us denote event
A2a,j,k(δ) =

{
|eTkQyN˜a,j − eTk ΛˆjQyea| ≤ λˆ
j−1
k log
1/2(trn2)
((1−δ)np˜)1/2
}
if j is even,{
|eTkQzN˜a,j − eTk ΛˆjQyea| ≤ λˆ
j−1
k log
1/2(trn2)
((1−δ)np˜)1/2
}
if j is odd.
Lemma 4. Assume p = n−(t−1)+κ for κ > 0. For s = d 1κe, constants δ ∈ (0, 1) and C, and any a ∈ [n],
k ∈ [r], j ∈ [s+ 1],
P
(
¬A2a,j,k(δ) | A1a,s(δ, C),
{{x`(i)}i∈[n]}`∈T ) ≤ 2(1 + o(1))trn2 ,
where T = [t] \ {y, z}.
The proof is deferred to Section 8.2.
If s is even, let us denote event
A3a,a′(φ) =
{∣∣∣ 1
pnt−2
∑
i,j
N˜a,s(i)N˜a′,s+1(j)shrinkφ
 ∑
h∈Iyz(i,j)
T obs2 (h)
− N˜Ta,sQTy ΛˆQzN˜a′,s+1∣∣∣
≤ max
(
2 log1/2(tn3)
(pnt−2|Sa,s||Sa′,s+1|)1/2 ,
8 log(tn3)
3|Sa,s||Sa′,s+1|
)
(1 + o(1))
}
.
and if s is odd, let us denote event
A3a,a′(φ) =
{∣∣∣ 1
pnt−2
∑
i,j
N˜a,s(i)N˜a′,s+1(j)shrinkφ
 ∑
h∈Iyz(j,i)
T obs2 (h)
− N˜Ta,sQTz ΛˆQyN˜a′,s+1∣∣∣
≤ max
(
2 log1/2(tn3)
(pnt−2|Sa,s||Sa′,s+1|)1/2 ,
8 log(tn3)
3|Sa,s||Sa′,s+1|
)
(1 + o(1))
}
.
Lemma 5. Assume p = n−(t−1)+κ for κ > 0. For s = d 1κe, constants δ ∈ (0, 1) and C, and any a, a′ ∈ [n],
and
φ =

dln(pnt)/ ln((pnt−2)−1)e if pnt−2 = nκ−1 for κ ∈ (0, 1)
3 log(n2) if pnt−2 = Θ(1)
2pnt−2 if pnt−2 = nκ−1 for κ > 1,
it holds that
P
(¬A3a,a′(φ) | A1a,s(δ, C),∩rk=1A2a,s,k(δ),A1a′,s(δ, C),∩rk=1A2a′,s+1,k(δ), {{x`(i)}i∈[n]}`∈T ) ≤ 2tn3 .
The proof is deferred to Section 8.3.
Proof of Lemma 1: Recall that µˆ`k =
1
n
∑
i∈[n] q`k(x`(i)). For each ` ∈ [t] and i ∈ [n], the latent variable
x`(i) are sampled i.i.d., and we assumed that |q`k(x)| ≤ B. Let us denote event
A4 = ∩`∈[t],k∈[r]
{
|µˆ`k − µ`k| ≤
√
2B log(trn2)
n
}
.
By Hoeffding’s bound and union bound,
P
(¬A4) ≤ 2tr exp(− n
2B
(
2B log(trn2)
n
))
=
2
n2
.
13
Conditioned on events A1a,s(δ, C),A1a′,s(δ, C),∩rk=1A2a,s,k(δ),∩rk=1A2a′,s+1,k(δ), if s is even,
|N˜Ta,sQTy ΛˆQzN˜a′,s+1 − eTaQTy Λˆ2s+2Qyea′ |
=
∣∣∣∣∣∑
k
λˆk(e
T
kQyN˜a,s)(e
T
kQzN˜a′,s+1 − eTk Λˆs+1Qyea′) +
∑
k
λˆk(e
T
kQyN˜a,s − eTk ΛˆsQyea)(eTk Λˆs+1Qyea′)
∣∣∣∣∣
≤ B
∑
k
λˆs+1k log
1/2(trn2)
((1− δ)np˜)1/2 +B
∑
k
λˆ2s+1k log
1/2(trn2)
((1− δ)np˜)1/2
≤ rBλˆ
s+1
max(1 + λˆ
s
max) log
1/2(trn2)
((1− δ)np˜)1/2 .
When s is odd, a similar argument shows that
|N˜Ta,sQTz ΛˆQyN˜a′,s+1 − eTaQTy Λˆ2s+2Qyea′ |
≤ rBλˆ
s+1
max(1 + λˆ
s
max) log
1/2(trn2)
((1− δ)np˜)1/2 .
Conditioned on event A4, and because |µ`k| ≥ µmin > 0, |µˆ`k − µ`k| ≤
√
2B log(trn2)
µminn
|µ`k|. It follows that
|eTaQTy Λˆ2s+2Qyea′ − eTaQTy Λ2s+2Qyea′ |
=
∣∣∣∣∣∣
∑
k∈[r]
(λˆ2s+2k − λ˜2s+2k )qyk(xy(a))qyk(x1(a′))
∣∣∣∣∣∣
≤
∑
k∈[r]
(1 +√2B log(trn2)
µminn
)(t−2)(2s+2)
− 1
∣∣∣λ˜2s+2k qyk(xy(a))qyk(xy(a′))∣∣∣
≤ rλ˜2s+2max B2(t− 2)(2s+ 2)
√
2B log(trn2)
µminn
(1 + o(1)).
To put it all together, conditioned on eventsA1a,s(δ, C),A1a′,s(δ, C),∩rk=1(A2a,s,k(δ)∩A2a,s+1,k(δ)),∩rk=1(A2a′,s,k(δ)∩
A2a′,s+1,k(δ)),A3a,a′(φ),A3a,a(φ),A3a′,a(φ),A3a′,a′(φ),A4, for constant δ,
|dˆy(a, a′)− ‖Λ˜s+1QTy (ea − ea′)‖22|
≤ max
(
8 log1/2(tn3)
(pnt−2|Sa,s||Sa′,s+1|)1/2 ,
32 log(tn3)
3|Sa,s||Sa′,s+1|
)
(1 + o(1))
+
4rBλ˜s+1max(1 + λ˜
s
max) log
1/2(trn2)(1 + o(1))
((1− δ)np˜)1/2 +
√
25B5r2(t− 2)2(2s+ 2)2λ˜2(2s+2)max log(trn2)
µminn
(1 + o(1)).
The first term scales as Θ
(
max( log
1/2(tn3)
n(1+κ)/2
, log(tn
3)
n2 )
)
; the second term scales as Θ
(
log1/2(trn2)
min(nκ/2,n1/2)
)
; and the
third term scales as Θ( log
1/2(trn2)
n1/2
). The first term is always dominated by the second term. If κ ∈ (0, 1),
the second term dominates, and if κ ≥ 1 then the second and third term scale in the same way with n. for
a choice of δ = 925 , conditioned on the good events,
|dˆy(a, a′)− ‖Λ˜s+1QTy (ea − ea′)‖22| ≤
Cd log
1/2(trn2)(1 + o(1))
(np˜)1/2
.
for Cd = 5rBλ˜
s+1
max(1 + λ˜
s
max) + 1[κ≥1](2B)
5/2r(t− 2)(2s+ 2)λ˜(2s+2)max µ−1/2min .
To guarantee this bound on the distance estimates for all pairs a, a′ ∈ [n]2, we take the intersection
of the good events over pairs a, a′ ∈ [n]2. The max bound on the distance estimates hold when events
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∩a∈[n]A1a,s(δ, C),∩a∈[n] ∩rk=1 (A2a,s,k(δ) ∩ A2a,s+1,k(δ)),∩a,a′∈[n]2A3a,a′(L), and A4 hold. By Lemmas 3, 4, 5
and union bound, for constant δ, these good events hold with probability at least
1− 2n exp
(
−δ
2nκ(1− o(1))
3
)
− 4rn(1 + o(1))
trn2
− 2n
2
tn3
− 2
n2
= 1− 6(1 + o(1))
tn
.
8.1 Growth of Neighborhood
Proof of Lemma 3: We first handle the setting that p = n−(t−1)+κ for κ ≥ 1. By definition,
p˜ = (1− (1− p)nt−2) = (1− (1− n
κ−1
nt−2
)n
t−2
).
Recall that e−x = limn→∞(1+−xn )
n. Therefore for κ = 1, p˜→ 1−e−1 = Θ(1). For κ > 1, then p˜→ 1 = Θ(1).
As a result, in the setting where κ ≥ 1, the density of observations p˜ in our constructed matrix is constant.
For s = 1, |Sa,s| ∼ Binomial(n, p˜). By Chernoff’s bound, it holds that for C = (1− δ)p˜ = Θ(1),
P (|Sa,s| ≥ Cn) ≥ 1− exp
(
−δ
2(np˜)
3
)
.
Conditioned on |Sa,s| ≥ Cn, |Sa,s+1| ∼ Binomial(n − 1, 1 − (1 − p˜)|Sa,s|). As 1 − p˜ < 1 and |Sa,s| = ω(1),
then 1− (1− p˜)|Sa,s| → 1. By Chernoff’s bound, it holds that for C = (1− δ)p˜ = Θ(1),
P ( |Sa,s+1| ≥ Cn | |Sa,s| ≥ Cn) ≥ 1− exp
(
− (1− C)
2n
3
)
.
For δ ∈ (0, 1), we can verify that (1− C)2 ≥ δ.
We next address the ultra-sparse setting where p = Θ(n−(t−1)+κ) for κ ∈ (0, 1), such that p˜ = 1 − (1 −
p)n
t−2
= Θ(nκ−1) = o(1). Recall that our graph is bipartite between vertex sets V1 = [n] and V2 = [n].
Without loss of generality, assume that a ∈ V1. Let Fa,h denote the sigma-algebra containing information
about the latent parameters, edges and the values associated with vertices in the bipartite graph up to
distance h from a, i.e. the depth h radius neighborhood of a.
Let pa,` = 1− (1− p˜)|Sa,`−1|, and let
na,` =
{
|V2 \ ∪b`/2c−1i=0 Sa,2i+1| if ` is odd
|V1 \ ∪`/2−1i=0 Sa,2i| if ` is even.
For depth `, conditioned on F`−1, |Sa,`| is distributed according to a Binomial with parameters (na,`, pa,).
It follows by Chernoff’s bound that
P(|Sa,`| /∈ (1± δ)na,`pa,` | F`−1) ≤ 2 exp
(
−δ
2na,`pa,`
3
)
.
Let us define the following event Ah,
A˜a,h = ∩h`=1{|Sa,`| /∈ (1± δ)na,`pa,`}.
Next we argue that for s = d 1κe, event A˜a,s implies that for all ` ∈ [s− 1],
{|Sa,`| ∈ [((1− δ)np˜)`(1− o(1)), ((1 + δ)np˜)`]},
|Sa,s| = Θ(n), and |Sa,s+1| = Θ(n).
We first prove the upper bounds on |Sa,`|. Naively, |Sa,`| ≤ n. Conditioned on A˜a,s,
|Sa,`| ≤ (1 + δ)na,`pa,`
≤ (1 + δ)n
(
1− (1− p˜)|Sa,`−1|
)
≤ (1 + δ)np˜|Sa,`−1|.
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By inductively repeating this argument and using the fact that |Sa,0| = 1, it follow that
|Sa,`| ≤ ((1 + δ)np˜)`.
For ` < 1κ , (np˜)
` = o(n).
Next we prove the lower bounds on |Sa,`| for ` ∈ [s+ 1]. Let us assume without loss of generality that `
is even (same argument holds for ` odd). Conditioned on A˜a,s,
na,` ≥ n−
`/2−1∑
i=0
|Sa,2i|
≥ n−
`/2−1∑
i=0
((1 + δ)np˜)2i
= n(1− o(1))
The last step follows from the fact that 2i ≤ ` − 2 ≤ d 1κe − 1 < 1κ , such that ((1 + δ)np˜)2i = o(1).
Furthermore our choice of s guarantees it to be a constant (as κ is constant). Next we want to lower bound
pa,`. Conditioned on A˜a,s,
pa,` = 1− (1− p˜)|Sa,`−1| ≥ p˜|Sa,`−1|(1− p˜|Sa,`−1|)
This lower bound is only useful when p˜|Sa,`−1| = o(1), otherwise the bound could be negative. By the upper
bound on |Sa,`−1|, for ` < s, it holds that p˜|Sa,`−1| ≤ 1n (p˜n)` = o(1). Therefore, for ` < s,
|Sa,`| ≥ (1− δ)na,`pa,`
≥ (1− δ)n(1− o(1))p˜|Sa,`−1|(1− p˜|Sa,`−1|)
≥ (1− δ)n(1− o(1))p˜|Sa,`−1|(1− o(1)).
By inductively repeating this argument and using the fact that |Sa,0| = 1, it follow that for ` < s,
|Sa,`| ≥ ((1 + δ)np˜)`(1− o(1)).
Next we prove that |Sa,`| = Ω(n) for ` ∈ {s, s+ 1}. Recall that e−x = limn→∞(1 + −xn )n. For ` ≥ s ≥ 1κ ,
using the fact that p˜ = Θ(nκ−1),
p˜|Sa,`−1| ≥ p˜((1 + δ)np˜)
1−κ
κ = Θ(nκ−1((1 + δ)nκ)
1−κ
κ ) = Θ(1), for some constant > 0.
As a result,
lim
n→∞
(
1− p˜|Sa,`−1||Sa,`−1|
)|Sa,`−1|
≤ e−p˜|Sa,`−1| < 1,
which implies that for ` ∈ {s, s+ 1}, pa,` ≥ C for some constant C > 0. Therefore, for ` < s,
|Sa,`| ≥ (1− δ)na,`pa,`
≥ (1− δ)n(1− o(1))C
= Ω(n).
To complete the proof, we use the lower bounds on |Sa,`| to reduce the probability bounds.
P(¬A˜a,s+1) = P
(∪s+1`=1{|Sa,`| /∈ (1± δ)na,`pa,`})
≤
s+1∑
`=1
P
(
|Sa,`| /∈ (1± δ)na,`pa,` | A˜a,`−1
)
≤
s+1∑
`=1
2 exp
(
−δ
2na,`pa,`
3
)
≤
s−1∑
`=1
2 exp
(
−δ
2(np˜)`(1− o(1))
3
)
+ 4 exp
(
−δ
2npmin(1− o(1))
3
)
.
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Note that the first term significantly dominates the remaining terms, as np˜ is asymptotically smaller than n
and (np˜)` for any ` > 1. Therefore, the remaining terms get absorbed by the o(1) in the exponent, leading
to
P(¬A˜a,s+1) ≤ 2 exp
(
−δ
2(np˜)(1− o(1))
3
)
.
8.2 Martingale Concentration
Proof of Lemma 4: Assume without loss of generality that a ∈ V1. Let us define
Ya,h =
{
eTk sΛˆ
s+1−hQyN˜a,h if h is even
eTk Λˆ
s+1−hQzN˜a,h if h is odd
Da,h = Ya,h − Ya,h−1
so that
∑j
h=1Da,h = Ya,j − eTk Λˆs+1Qyea. Conditioned on Sa,` for all ` ∈ [s + 1] and conditioned on all{{x`(i)}i∈[n]}`∈T , let Fa,h denote the sigma-algebra containing information about the latent parameters,
edges and the values associated with vertices in the bipartite graph up to distance h from a, i.e. the depth
h radius neighborhood of a. This includes xy(i) and xz(i) for all i ∈ ∪h`=0Sa,h, as well as Mobsyz (i, j) for any
edge i, j such that i or j is at distance at most h − 1 from vertex a. Conditioned on Fa,h, the BFS tree
rooted at vertex a up to depth h is measurable, as are quantities N˜a,` for any ` ≤ h.
We will show that conditioned on Sa,` for all ` ∈ [s + 1] and conditioned on all
{{x`(i)}i∈[n]}`∈T ,
{(Da,h,Fh)} is a martingale difference sequence with controlled conditional variances such that martingale
concentration holds.
Without loss of generality, let’s assume that h is even (the below argument will also follow for odd h)
Da,h = e
T
k Λˆ
s+1−hQyN˜a,h − eTk Λˆs−hQzN˜a,h−1
= λˆs+1−hk (e
T
kQyN˜a,h − eTk ΛˆQzN˜a,h−1)
=
λˆs+1−hk
|Sa,h|
∑
i∈Sa,h
(Na,h(i)qyk(xy(i))− eTk ΛˆQzN˜a,h−1).
Da,h can be written as a sum of independent terms Xi for i ∈ Sa,h,
Xi =
λˆs+1−hk
|Sa,h|
(
Na,h(i)qyk(xy(i))− eTk ΛˆQzN˜a,h−1
)
=
λˆs+1−hk
|Sa,h|
 ∑
b∈Sa,h−1
Na,h−1(b)1[b=pi(i)]Mobsyz (i, b)qyk(xy(i))− eTk ΛˆQzN˜a,h−1
 ,
where pi(i) denote the parent of i in the BFS tree. Conditioned on Fu,h−1, for any i ∈ Sa,h, any coordinate
b ∈ Sa,h−1 is equally likely to be the parent of i in the BFS tree due to the symmetry/uniformity of the
sampling process. As a result, conditioned on Fu,h−1 and i ∈ Sa,h,
E [Xi] =
λˆs+1−hk
|Sa,h||Sa,h−1|
∑
b∈Sa,h−1
Na,h−1(b)
(
E
[
Mobsyz (i, b)qyk(xy(i))|(i, b) ∈ Ω˜yz
]
− qzk(xz(b))λˆk
)
.
Conditioned on
{{x`(i)}i∈[n]}`∈T , i.e. all latent variables in modes 3, 4, . . . t,
E
[
Mobsyz (i, b)qyk(xy(i)) | (i, b) ∈ Ω˜yz
]
=
∑
h∈Iyz(i,b)
∑
k′
λk′E [qyk(xy(i))qyk′(xy(i))] qzk′(xz(b))
×
(∏
`∈T
q`k′(x`(h`))
)
E
[
1[h∈Ω1]
|Ω1 ∩ Iyz(i, b)|
∣∣∣ (i, b) ∈ Ω˜yz]
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E
[
1[h∈Ω1]
|Ω1 ∩ Iyz(i, b)|
∣∣∣∣ (i, b) ∈ Ω˜yz] = n
t−2−1∑
g=0
1
1 + g
P (h ∈ Ω1, |Ω1 ∩ Iyz(i, b)| = g + 1 | |Ω1 ∩ Iyz(i, b)| ≥ 1)
=
nt−2−1∑
y=0
1
1 + y
p
(
nt−2−1
g
)
pg(1− p)nt−2−1−g
1− (1− p)nt−2
=
p
1− (1− p)nt−2
nt−2−1∑
g=0
1
pnt−2
(
nt−2
g + 1
)
pg+1(1− p)nt−2−(g+1)
=
p
1− (1− p)nt−2
1− (1− p)nt−2
pnt−2
=
1
nt−2
.
Therefore,
E
[
Mobsyz (i, b)qyk(xy(i))
∣∣ (i, b) ∈ Ω˜yz] = ∑
k′
λk′1[k=k′]qzk′(xz(b))
∏
`∈T
 1
n
∑
h∈[n]
q`k′(x`(h))

= λkqzk(xz(b))
∏
`∈T
µˆ`k
= λˆkqzk(xz(b)),
implying that E [Xi] = 0. Furthermore, as ‖Na,h‖∞ ≤ 1,
|Xi| ≤ Bλˆ
s+1−h
k (1 + |λˆk|)
|Sa,h| .
Therefore {(Da,h,Fh)} is a martingale difference sequence with uniformly bounded differences. Next we
want to establish concentration. Using the model assumptions that |T obs(i)| ≤ 1 such that |Mobsyz (i, b)| ≤ 1
and ‖Na,h‖∞ ≤ 1, it follows that
Var[Xi | i ∈ Sa,h] = λˆ
2(s+1−h)
k
|Sa,h|2 Var
 ∑
b∈Sa,h−1
Na,h−1(b)1[b=pi(i)]Mobsyz (i, b)qyk(xy(i))

≤ λˆ
2(s+1−h)
k
|Sa,h|2 E
 ∑
b∈Sa,h−1
1[b=pi(i)]N
2
a,h−1(b)(M
obs
yz (i, b))
2(qyk(xy(i)))
2

≤ λˆ
2(s+1−h)
k
|Sa,h|2 E
 ∑
b∈Sa,h−1
1
|Sa,h−1|

=
λˆ
2(s+1−h)
k
|Sa,h|2 .
Conditioned on {Sa,`}`∈[s+1] and
{{x`(i)}i∈[n]}`∈T , it follows that Du,h conditioned on Fu,h−1 is sub-
exponential with parameters (
λˆ
(s+1−h)
k√|Sa,h| , Bλˆ
s+1−h
k (1 + |λˆk|)
|Sa,h|
)
.
Conditioned on the event A1a,s(δ, C), the quantity |Sa,h| can be lower bounded so that the sub-exponential
parameters are bounded above by(
λˆ
(s+1−h)
k√
((1− δ)np˜)h(1− o(1)) ,
Bλˆs+1−hk (1 + |λˆk|)
((1− δ)np˜)h(1− o(1))
)
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for h ∈ [s− 1], and (
λˆ
(s+1−h)
k√
Cn
,
Bλˆs+1−hk (1 + |λˆk|)
Cn
)
for h ∈ {s, s+ 1}.
By the Bernstein style bound for martingale concentration, it holds that
∑j
h=1Da,j is sub-exponential
with parameters ν∗ and α∗ for
ν∗ =
√√√√min(s−1,j)∑
h=1
λˆ
2(s+1−h)
k
((1− δ)np˜)h(1− o(1)) +
λˆ2k1[s≤j]
Cn
+
1[s+1≤j]
Cn
=
λˆsk(1 + o(1))
((1− δ)np˜)1/2
α∗ = max
(
max
h∈[s−1]
Bλˆs+1−hk (1 + |λˆk|)
((1− δ)np˜)h(1− o(1)) ,
Bλˆk(1 + |λˆk|)
Cn
,
B(1 + |λˆk|)
Cn
)
=
Bλˆsk(1 + |λˆk|)(1 + o(1))
(1− δ)np˜
where we use the fact that for sufficiently large n, ((1− δ)np˜)−1 asymptotically dominates ((1− δ)np˜)−h for
any h > 1. For the setting where κ ≥ 1 and s = 1, we choose constant C = (1 − δ)p˜ such that ν∗ and α∗
also scale as the expressions above. It follows by Bernstein’s inequality that for 0 < z <
λˆsk(1−o(1))
B(1+|λˆk|) ,
P
(
|Ya,j − eTk Λˆs+1Qyea| ≥ θ | A1a,s(δ, C),
{{x`(i)}i∈[n]}`∈T ) ≤ 2 exp
(
− (1− δ)np˜θ
2(1− o(1))
2λˆ2sk
)
.
We will choose θ = λˆsk((1− δ)np˜)−1/2 log1/2(trn2), such that with probability 1− 2(1+o(1))trn2 ,
|Ya,j − eTk Λˆs+1Qyea| ≤
λˆsk log
1/2(trn2)
((1− δ)np˜)1/2 ,
which implies event A2a,j(δ) holds.
8.3 Inner Product
Proof of Lemma 5: Recall that we assume M ′ is a fresh data sample (alternatively this assumption can
be removed by sample splitting instead). Let us define the shrinkφ operator to be
shrinkφ(x) =

φ if x > φ
x if x ∈ [−φ, φ]
−φ if x < −φ
.
Without loss of generality assume s is even (the same argument follows for odd s). Let us define
Xij = Na,s(i)Na′,s+1(j)
 ∑
h∈Iyz(i,j)
T obs2 (h)

X˜ij = Na,s(i)Na′,s+1(j) shrinkφ
 ∑
h∈Iyz(i,j)
T obs2 (i, j, h)
 .
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Conditioned on Fa,s, Fa′,s+1 and
{{x`(i)}i∈[n]}`∈T , i.e. the latent variables for modes t \ {y, z},
Var[Xij | Fa,s,Fa′,s+1,
{{x`(i)}i∈[n]}`∈T ] = N2a,s(i)N2a′,s+1(j) ∑
h∈Iyz(i,j)
∑
h′∈Iyz(i,j)
Cov[T obs2 (h), T
obs
2 (h
′)]
= N2a,s(i)N
2
a′,s+1(j)
∑
h
Var[M ′(i, j, h)]
≤ pnt−2N2a,s(i)N2a′,s+1(j).
The statistic dˆy(a, a
′) can be constructed as sums of X˜ij , which results from shrinking values of Xij
towards zero. As a result, the variance of X˜ij is bounded by the variance of Xij , such that
Var
∑
i,j
X˜ij
 ≤ pnt−2|Sa,s||Sa′,s+1|.
Due to the shrinking operator, and given that ‖Na,s‖∞ ≤ 1 and ‖Na′,s+1‖∞ ≤ 1, it follows that |X˜ij | ≤ φ.
By Bernstein’s inequality,
P
∣∣∣∑
i,j
(X˜ij − E
[
X˜ij
]
)
∣∣∣ ≥ θ
∣∣∣∣∣∣ Fa,s,Fa′,s+1,{{x`(i)}i∈[n]}`∈T
 ≤ 2 exp(− 3θ2
6pnt−2|Sa,s||Sa′,s+1|+ 2φθ
)
We choose θ = max
(
2 log1/2(tn3)(pnt−2|Sa,s||Sa′,s+1|)1/2, 4φ log(tn
3)
3
)
, such that the above probability is
bounded above by 2/tn3. Conditioned on A1a,s(δ, C),A1a′,s(δ, C), it follows that |Sa,s||Sa′,s+1| = Θ(n) such
that pnt−2|Sa,s||Sa′,s+1| = Θ(n1+κ).
Conditioned on Fa,s, Fa′,s+1 and
{{x`(i)}i∈[n]}`∈T ,
E
[
Xij
∣∣∣ Fa,s,Fa′,s+1,{{x`(i)}i∈[n]}`∈T ] = Na,s(i)Na′,s+1(j)p∑
k
λkqyk(xy(i))qzk(xz(j))
∏
`∈T
(∑
h
q`k(x`(h))
)
= pnt−2Na,s(i)Na′,s+1(j)
∑
k
λˆkqyk(xy(i))qzk(xz(j))
such that
1
pnt−2|Sa,s||Sa′,s+1|
∑
i,j
E
[
Xij
∣∣∣ Fa,s,Fa′,s+1,{{x`(i)}i∈[n]}`∈T ] = N˜Ta,sQTy ΛˆQzN˜a′,s+1.
Finally, we bound the difference between the expected values of Xij and X˜ij . As |T obs(h)| ≤ 1 by our
model assumptions, |∑h∈Iyz(i,j) T obs2 (h)| ≤ |Ω2 ∩ Iyz(i, j)|. Therefore,∣∣∣E [Xij ]− E [X˜ij]∣∣∣ ≤ 1[i∈Sa,s,j∈Sa′,s+1]E [1[|Ω2∩Iyz(i,j)|>φ](|Ω2 ∩ Iyz(i, j)| − φ)] ,
where |Ω2 ∩ Iyz(i, j)| is distributed as Bernoulli(nt−2, p).
For the setting where κ ≥ 1, we choose φ ≥ 2pnt−2 and use Chernoff’s bound,
E
[
1[|Ω2∩Iyz(i,j)|>φ](|Ω2 ∩ Iyz(i, j)| − φ)
]
=
∞∑
g=1
P(|Ω2 ∩ Iyz(i, j)| ≥ φ+ g)
≤
∞∑
g=1
exp
(
−φ+ g − pn
t−2
3
)
≤ 3 exp
(
−φ− pn
t−2
3
)
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If κ = 1, then φ = 3 log(n2) such that∣∣∣∣∣∣ 1pnt−2|Sa,s||Sa′,s+1|
∑
i,j
E
[
X˜ij
]
− N˜Ta,sQTy ΛˆQzN˜a′,s+1
∣∣∣∣∣∣ ≤ 3pnt−2 exp
(
−φ− pn
t−2
3
)
= Θ(n−2(1−o(1))) = o(n−(1+κ)/2).
If κ > 1, then φ = 2pnt−2 such that∣∣∣∣∣∣ 1pnt−2|Sa,s||Sa′,s+1|
∑
i,j
E
[
X˜ij
]
− N˜Ta,sQTy ΛˆQzN˜a′,s+1
∣∣∣∣∣∣ ≤ 3pnt−2 exp
(
−pn
t−2
3
)
= o(n−2) = Θ(φn−(1+κ)).
For the ultra-sparse setting where κ ∈ (0, 1), we use a different argument as Chernoff’s bound is not
strong enough.
E
[
1[|Ω2∩Iyz(i,j)|>φ](|Ω2 ∩ Iyz(i, j)| − φ)
]
=
nt−2∑
g=φ+1
(g − φ)
(
nt−2
g
)
pg(1− p)nt−2−g
≤ (1− p)nt−2
nt−2−φ∑
g=1
g
(
pnt−2
1− p
)g+φ
≤ (1− p)nt−2
(
pnt−2
1− p
)φ+1(
1− pn
t−2
1− p
)−2
=
(1− p)nt−2+2
(1− p(nt−2 + 1))2
(
pnt−2
1− p
)φ+1
.
It follows that∣∣∣∣∣∣ 1pnt−2|Sa,s||Sa′,s+1|
∑
i,j
E
[
X˜ij
]
− N˜Ta,sQTy ΛˆQzN˜a′,s+1
∣∣∣∣∣∣ ≤ 1pnt−2 (1− p)
nt−2+2
(1− p(nt−2 + 1))2
(
pnt−2
1− p
)φ+1
= n−(1−κ)φ(1 + o(1)).
For φ = dln(pnt)/ ln((pnt−2)−1)e = d(1 + κ)/(1− κ)e, it follows that n−(1−κ)φ = o(n−(1+κ)/2)
For sufficiently large n, conditioned on A1a,s(δ, C),A1a′,s(δ, C),A2a,s(δ),A2a′,s+1(δ) for constants δ and C,
it holds that with probability 1− 2tn3 .∣∣∣∣∣∣ 1pnt−2
∑
i,j
N˜a,s(i)N˜a′,s+1(j)shrinkφ
 ∑
h∈Iyz(i,j)
T obs2 (h)
− N˜Ta,sQTy ΛˆQzN˜a′,s+1
∣∣∣∣∣∣
≤ max
(
2 log1/2(tn3)
(pnt−2|Sa,s||Sa′,s+1|)1/2 ,
4φ log(tn3)
3pnt−2|Sa,s||Sa′,s+1|
)
(1 + o(1))
= Θ
(
max
(
log1/2(tn3)
n(1+κ)/2
,
log(tn3)
n2
))
,
where the last equality comes from plugging in the choice of φ and verifying the above holds for each case
of κ < 1, κ = 1, and κ > 1.
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