The neural underpinnings of defensive behaviour have implications for both basic research and clinical translation. This review systematically collates published research on neural response during simple avoidance of threat and approach-avoidance behaviour during goal-conflicting situations and presents an exploratory metaanalysis of available whole-brain data. Scopus, PsychInfo and Web of Science databases were searched for the period up to March 2018. 1348 simple avoidance and 1910 goal-conflict publications were initially identified; following review, 8 simple avoidance and 11 goal-conflict studies were included, with 5 datasets used in a preliminary meta-analysis. A move from forebrain-to-midbrain activation as threat becomes more pertinent was noted, indicating support for the Reinforcement Sensitivity Theory of behaviour and general compatibility with animal work. However, these findings were not reflected in the subsequent preliminary meta-analysis. This review highlights the considerable heterogeneity in currently available defensive behaviour paradigms and the lack of research in clinically relevant populations.
Background
Defensive behaviour and abnormal sensitivity to threat has been linked to psychopathology (Bijttebier et al., 2009; Mitchell et al., 2007) , with particular relevance to anxiety disorders (McNaughton and Corr, 2004) . Avoidance of threat (active movement away from threat) and approach-avoidance during goal-conflict (movements or decision making designed to collect information about a situation, or move towards reward when there is a risk of adverse event) are key aspects of human defensive behaviour McNaughton and Corr, 2004) . These behaviours form systems that are considered orthogonal but functionally interdependent, forming behavioural response to threat and threat-reward conflict (Jackson, 2009; McNaughton and Corr, 2004) . In addition to an association with mental health pathology defensive behaviours are thought to show considerable individual differences (Corr, 2013) .
Despite the clinical relevance of defensive behaviours, to date much of the experimental work used animal models (Kirlic et al., 2017) . Rodent research involves a range of established avoidance/approachavoidance tasks, from exploratory behaviour tasks such as the elevated plus maze (Pellow et al., 1985) to those using punishment for induction of conflict such as the Vogel conflict test (Vogel et al., 1971) , depicting neural activation in non-human animals (Davis et al., 2010; Grillon et al., 1998; Kumar et al., 2013) . The rodent work has highlighted the amygdala and hippocampus (Choi and Kim, 2010; Kirlic et al., 2017; Möller et al., 1997) , periaqueductal grey (PAG) and midbrain (Fanselow, 1994) in response to threat and threatening conflict. Though animal findings are comprehensive and largely consistent, replication in humans has sometimes been problematic (Blanchard, 2017; Corr, 2002) . As such, a review of the available literature concerning defensive behaviour in humans is both timely and may provide direction for future research.
Reinforcement Sensitivity Theory (RST) outlines human defensive behaviour, separating simple avoidance and goal-conflict both behaviourally and clinically and predicting involvement of specific neural regions, with activation progressing from cortical to subcortical as threat increases (see Fig. 1 ) (McNaughton and Corr, 2004) . Maladaptive avoidance of threat is characteristic of panic and phobic disorders (Blanchard et al., 2001; McNaughton and Corr, 2004) and abnormal response to conflicting stimuli is linked to diagnoses such as generalized anxiety disorder (Bijttebier et al., 2009; Hundt et al., 2007; Kasch et al., 2002) ; therefore understanding of human defensive behaviour architecture is vital to diagnosis and treatment . As neuroimaging becomes increasingly prevalent and more sophisticated, development of accurate tools to understand neural correlates of behaviour is crucial. Despite simple avoidance and goal-conflict behaviour having clear clinical relevance (McNaughton and Corr, 2004; McNaughton and Gray, 2000) and being well documented in animal models (Blanchard et al., 2001; Kirlic et al., 2017; Kumar et al., 2013) with a clear human neural hypothesis (Kirlic et al., 2017; McNaughton and Corr, 2004 ), a systematic review or meta-analysis of the evidence regarding neural systems involved in human defensive behaviour has not yet been conducted.
Aims & hypothesis
This review explores the available human functional imaging paradigms for exploration of threat-related behaviours, and synthesises the neural activation reported by individual studies. Given the clinical relevance of defensive behaviour and the paucity of a synthesized body of human translational work, the aim of this review is three-fold: (1) to provide an overview of neural activation via human functional magnetic resonance imaging (fMRI), Positron Emission Tomography (PET), Magnetoencephalography (MEG) or Single Positron Emission Tomography (SPECT) of active behavioural goal-conflict and simple avoidance tasks, (2) outline physiological/self-report measures as validation of findings; and (3) assuming sufficient homogeneity and data, a meta-analysis of neural activation to provide additional insight. It is expected that the neural predictions of RST and animal work will be supported in this review.
Materials & methods

Literature search
Literature searches for English language papers were conducted using Scopus (Elsevier; www.scopus.com), PsychInfo (American Psychological Association; accessed via Ovid Technologies Inc, www. ovid.com), and Web of Science (Clarivate Analytics; www. webofknowledge.com). Search results were extracted March 2018, with no date limiters. Titles and abstracts were assessed, with those appropriate undergoing full text review. Reference lists were manually checked for additional studies. The search terms were chosen to identify goal-conflict approach-avoid tasks and threat avoidance behavioural tools in studies using imaging techniques, excluding lesion studies. Search terms were as follows: ("threat avoid*" OR ("threat" AND "avoid*") OR "defensive r*" OR "fight flight and freeze system" OR "fight" OR "flight" OR "freeze" OR "FFFS" OR "behavio* avoid*") AND ("*MRI" OR "SPECT" OR "PET" OR "*magnetic resonance imaging") AND ("threat" OR "predator" OR "fear" OR "anxiety").
Outcome measures
Region of Interest (ROI) data or whole-brain derived data was accepted for systematic review. To prevent bias, whole-brain data or Statistical Parametric Mapping (SPM) t-maps were required for the meta-analysis. Articles that used a regions of interest (ROI) only, did not apply consistent statistical thresholds throughout the brain, or did not report peak coordinates in stereotactic space were excluded from the meta-analysis. The authors of work selected for meta-analysis were contacted requesting whole-brain or t-map data.
Study selection
Titles, authorships and abstracts were downloaded and formatted in to an excel document. Duplicates were manually removed. One author screened the titles and abstracts of all non-duplicate items, excluding the ineligible articles. Two authors assessed the eligibility of potential inclusions, reaching 100% agreement. F. Patrick et al. Neuroscience and Biobehavioral Reviews 98 (2019) 71-84 
Inclusion & exclusion criteria
Studies were included if they met the following criteria.
(1) Primary studies, exploring approach-avoidance (goal-conflict) or simple avoidance active behavioural task in presence of threat/risk of threat (including physical punishment and loss of accrued prizes) through active response (including pre-programmed outcomes, providing individuals are unaware) as passive viewing of stimuli do not have direct implications for avoidance/approach (Kirlic et al., 2017) ; (2) Clear description of the activation interaction presented. (3) Written in English. (4) Involved adult samples (≥18 years of age). (5) Samples were either healthy controls and/or anxiety diagnosed.
Studies were excluded if they involved samples with neurodevelopmental, neurodegenerative or lesion-based conditions, though healthy control arm were included. Psychiatric conditions beyond those outlined above are basis for exclusion, except for concomitant depression due to the high co-morbidity between these conditions. Studies recruiting individuals with single-or main-diagnosis of depression were not included. Depression was considered outside the scope of this review; there is evidence to suggest that the association between threat sensitivity and anxiety is stronger than in depression (Naragon-Gainey, 2010).It may be that passive avoidance is more relevant to depression (Ferster, 1973; Ottenbreit and Dobson, 2004) ; further, though there is little research in to defensive behaviours in depression using active avoidance paradigms, one study using this approach found no significant differences in neural activation between depressed patients and healthy controls (Marwood, 2017) . Methodology outside of fMRI, MRI, PET, MEG and SPECT will be excluded as beyond the scope of this review.
Seed-based d Mapping (SDM) meta-analysis
SDM is a well validated ) meta-analytic technique using a voxel-based approach. SDM uses whole-brain co-ordinates or SPM t-maps to calculate effect sizes from each included study, weighted by sample size to account for variance between studies. It has strict criteria for data inclusion such as excluding studies which do not report whole brain results to reduce publication bias. The SDM software package is available for free online (www.sdmproject.com). Analysis was conducted with SDM v5.15. Our analysis was thresholded at p < .005 and discarded clusters with voxels < 10 to reduce risk of false positives, in line with other SDM based reviews . Five studies were included (2 using whole-brain coordinates, 3 using an SPM t-map). Contrasts were of simple avoidance of threat only, as suitable heterogeneity and power was not possible within the goal-conflict grouping; details of all included are available in Table 5 . Data sets that did not provide t-statistics were converted using the SDM package.
Results
Literature search
The search criteria identified 1910 goal-conflict (Scopus, n = 1733; PsychInfo, n = 51; Web of Science, n = 25, unique) and 1348 simple avoidance (Scopus, n = 1083; PsychInfo, n = 115; Web of Science, n = 150, unique) articles. One further article was identified through reference lists. Full text review was conducted on 12 simple-avoidance and 11 goal-conflict studies; four simple-avoidance studies were excluded as this stage due to the paradigm involving passive avoidance only (i.e. participants could not actively respond of their own will in order to promote/prevent avoidance), in line with our exclusion criteria. After full text review, 11 goal-conflict and eight simple-avoidance experimental papers were included. See Fig. 2 for flowchart of selection process.
Description of selected studies
The identified paradigms were highly diverse. Simple avoidance tasks included: (1) maze/pathway tasks with virtual predators, n = 3; (2) non-chase response to prevent aversive event, n = 5. See Table 1 for overview of studies. Goal-conflict were categorized as: (1) maze/open space/runway tasks with virtual predator, n = 5; (2) response (option selection) to prevent/encourage event tasks, n = 6. See Table 2 for overview of studies. All studies used healthy controls only, and three included pharmacology.
Threat stimuli. Simple avoidance used two types of threat stimuli, physical threat (electric shock, n = 5, loud noise, n = 2) and loss of tokens/prizes (n = 1). Goal-conflict trials tended towards token/prize loss (n = 6), but also used physical threat (n = 2) and aversive images (n = 4).
Goal-conflict rewarding stimuli. Token/prize gain was the most frequent rewarding stimulus (n = 8), though pleasant images were also used (n = 3). Table 1 details the design of included studies. Defensive distance (i.e. distance from threat), threat anticipation (activation during threat cueing), reception of aversive outcome, and the level of threat presented were varyingly controlled. The latter was manipulated through predetermined probability of capture (e.g. Montoya et al., 2015; Schlund et al., 2016a; Wendt et al., 2017) stratified predator strength (Mobbs et al., 2007 (Mobbs et al., , 2009 or in one case, visibility of predator (Rigoli et al., 2016) . Trials using spatial navigation and an unpredictability of predator-threat are similar to rodent models, such as the Mouse Defence Test Battery (Blanchard et al., 2003) . Fear conditioning was used in a number of studies, requiring implicit learning of behaviour allowing threat avoidance (Boeke et al., 2017; Collins et al., 2014; Schlund et al., 2016a) . Interestingly, only one trial permitted 'freezing' behaviour (Wendt et al., 2017) . One trial had a pharmacological approach, exploring the role of cortisol in defensive behaviour (Montoya et al., 2015) . Table 3 shows neural activations in simple avoidance tasks. The key finding was a change from forebrain-to-midbrain activation as the threat came closer; specifically, activation changes from prefrontal cortices to the periaqueductal grey (PAG) and midbrain (Mobbs et al., 2007 (Mobbs et al., , 2009 Montoya et al., 2015; Wendt et al., 2017 ); see Fig. 3 for overview.
Simple avoidance tasks
Simple avoidance: neural activation
Prefrontal areas
Increased activity in prefrontal areas (ventromedial, dorsolateral and dorsomedial PFC) and cingulate cortices (CC; anterior and/or posterior) was observed in response to threat presence generally (Collins et al., 2014; Mobbs et al., 2009; Montoya et al., 2015; Schlund et al., 2016a) . Specifically, activation in these areas was associated with distal (Mobbs et al., 2009 (Mobbs et al., , 2007 Wendt et al., 2017) , unavoidable (relative to avoidable) (Montoya et al., 2015; Schlund et al., 2016b) , or hidden (relative to visible) (Rigoli et al., 2012) threat. Heightened activity in these areas were commonly associated with high threat levels (Boeke et al., 2017; Collins et al., 2014; Mobbs et al., 2007 Mobbs et al., , 2009 Montoya et al., 2015; Wendt et al., 2017) , though occasionally dorsal medial PFC area activation was present in low/absent threat situations (Collins et al., 2014; Mobbs et al., 2007) . However, a handful of these paradigms also highlighted the anterior CC in proximal threat (Mobbs et al., 2007 (Mobbs et al., , 2009 ). Ventromedial PFC activation was shown to correlate with decreased locomotor errors during escape from threat, in one study (Mobbs et al., 2009 ).
PAG & midbrain
PAG and midbrain areas were shown to activate in response to threat presence (Boeke et al., 2017; Collins et al., 2014) . In contrast to the PFC, heightened activation in the PAG and midbrain areas was observed when threat was proximal and/or high (Mobbs et al., 2007 (Mobbs et al., , 2009 Wendt et al., 2017) , or visible (relative to invisible; Rigoli et al., 2012) . Complementing prefrontal data, PAG and midbrain activation were linked to increased locomotive errors (Mobbs et al., 2009) ; though somewhat contradictorily the anterior CC was also engaged. One trial suggested that midbrain activation in response to threat may be modulated by cortisol levels (Montoya et al., 2015) .
Insula cortex
Anterior insula activation was associated with presence of threat (Collins et al., 2014; Montoya et al., 2015) , with some evidence of differential posterior activation in threat-absent trials (Collins et al., 2014) . This dual purpose was also present in regards to defensive distance, with both proximal (Mobbs et al., 2009; Wendt et al., 2017) and distal (Wendt et al., 2017) threats leading to heightened BOLD response. Anterior insula activation was linked to increased errors during threat exposure (Mobbs et al., 2009) , anticipation of threat (Montoya et al., 2015) and reception of aversive stimuli due to non-avoidance of threat (Wendt et al., 2017) . F. Patrick et al. Neuroscience and Biobehavioral Reviews 98 (2019) 71-84 4.4.4. Limbic system Unsurprisingly, the amygdala was shown to respond to presence of threat, whether proximal (Mobbs et al., 2007 (Mobbs et al., , 2009 Wendt et al., 2017) , distal (Mobbs et al., 2009) or hidden (Rigoli et al., 2012) . Dorsal amygdala function was specifically linked to threat proximity, whilst basolateral amygdala (BLA) function was associated with distal threat (Mobbs et al., 2007) , though other studies have found the direction of this finding to be variable (Montoya et al., 2015; Wendt et al., 2017) , potentially due to issues in subdividing the amygdala. Thalamus (posterior and mediodorsal) and hypothalamus activation were linked to threat presence, regardless of distance from the subject, though the hippocampal structures activated only in response to distal (Mobbs et al., 2009 ) and high (Mobbs et al., 2007) threat levels. The hippocampus also reacted during exposure to hidden threat (Rigoli et al., 2012) , and curiously during non-threat exposure in one trial (Collins et al., 2014) .
Goal-conflict tasks
The types of goal-conflict task were similar to simple avoidance categorisation. A subset of the navigation paradigms limited response to a restricted runway, with participants able to show level of approach/ avoidance behaviour by placement along it (Aupperle et al., 2015; Schlund et al., 2016b) . In tasks requiring option selection to indicate response, 3 paradigms used pressure-sensitive joysticks to indicate choice (Cunningham et al., 2011; Radke et al., 2017 Radke et al., , 2015 . Threat (and/or reward) level was manipulated as in simple avoidance. This was via stratified threat/reward pairings (Loh et al., 2017; Schlund et al., 2016b) , probability of threat/reward (Bach et al., 2014; Khemka et al., 2017; Talmi et al., 2009) or both (Aupperle et al., 2015; Gonen et al., 2016) . A number of studies removed choice, telling participants which action to use (Cunningham et al., 2011; Radke et al., 2017 Radke et al., , 2015 . One paradigm removed in-trial feedback entirely, presenting only stimuli conditioned as threat or reward representations (O'Neil et al., 2015) . Pharmacological intervention featured in two paradigms by the same authors, one exploring testosterone (Radke et al., 2015) and the other oxytocin (Radke et al., 2017) .
Goal-conflict, neural activation
Neural activations are displayed in Table 4 . Paradigms compared conflict and non-conflict situations, varied threat/reward level and assessed activation associated with motivational direction.
Prefrontal areas
Prefrontal and CC activation was associated with conflict (Aupperle et al., 2015; Radke et al., 2017 Radke et al., , 2015 , though not necessarily high conflict (Gonen et al., 2016) . PFC activation was also associated with errors during reward prediction (Talmi et al., 2009 ) and activated during decision-making generally (Loh et al., 2017) , suggesting an assessment role for these areas. A point of separation is observed in PFC activation during large value-outcome (reward vs threat) differences, and CC activation in response to small value-outcome differences (Schlund et al., 2016b ).
PAG and midbrain regions
Relative to threat avoidance, the PAG and midbrain regions featured less here. PAG activation was activated in high conflict (Gonen et al., 2016) , as were the putamen, caudate and thalamus (Aupperle et al., 2015; O'Neil et al., 2015) .
Insula cortex
Insula activity was widely relevant, indicated in response to conflict (Aupperle et al., 2015) , increasing threat (Bach et al., 2014) , errors in Avoidance of an active predator threat through navigation of avatar Mobbs et al. (2007) 14 Electric shock Maze navigation to escape virtual predator, stratified as high (3 shocks), low (1 shock) or neutral (0 shocks) threat in active condition. Predator mimicked participant avatar movement only for control trials. Mobbs et al. (2009) 24 (12) Electric shock As in Mobbs et al., 2009 with two additions: visual cues of probability of capture set at 87.5% (high probability) or 12.5% (low probability) and a maze exploration incentive added (participants instructed collect yellow triangles scattered throughout maze). Collins et al. (2014) 28 (14) Electric shock Participants must make navigational movements (specifically, crossing a particular part of the on screen grid) to avoid aversive outcome when threat symbol is displayed. Incorrect movements would result in aversive event. Participants were not explicitly told the correct navigational movements, but learned through trial-anderror. Motor control trials were included in which threat was absent. Rigoli et al. (2016) 22 (11) Loud aversive noise burst Navigation of avatar along a pathway (towards the right) to escape predator appearing far left. Probability of capture set at 50% of trials. Trials either had a visible or an invisible predator (the latter requiring participants to escape without knowledge of predator proximity/speed). Boeke et al. (2017) 56 (0) Electric shock The relationship between face stimuli and shock was taught through fear conditioning in an acquisition phase; faces were presented in pairs so it was not clear which was the threat. Following this, the faces were again presented but participants could attempt to avoid the aversive outcome associated with them by moving a circle around a grid onscreen, though they were not told which movements would prevent outcome. Participants were either 'masters' (made autonomous movements) or 'yoked' (passively viewed the movements of their paired master, receiving whatever outcome they received.
Avoidance of threat is achieved through option selection Montoya et al. (2015) a
(18) Aversive image/unpleasant noise
Button press to avoid a threat image (sound pictogram), which rapidly grows to full-size to indicate threat approach. Threats are manipulated to be escapable, imminent (chance-level of escape) or inescapable. Aversive noise was presented as 'predator attack' and occurred in the escapable and imminent conditions if the button was not pressed in time. Inescapable trials presented aversive noise and full-size image immediately. Control condition involved the sound pictogram image with a cross through it. Schlund et al. (2016a) 30 (16) Loss of money Choice of two options to avoid threat, selection of incorrect option resulted in aversive outcome. Threat stratified as avoidable, unavoidable or safe (control). Participants were not explicitly told the correct choice, but learned through practice session trial-and-error. Wendt et al. (2017) 24 (12) Electric shock Experiment had active (threat avoidable with fast button press) and passive (not avoidable, event occurs 50% of the time) trials. The stimuli signalling active vs. passive would grow in size after the participant made their response, indicating how close the threat was getting, culminating in aversive event (if active trial but did not press, or a passive trial with threat) or no event (active trial and pressed, or passive trial with no threat).
a Study administered cortisol or placebo to participants.
reward prediction (Talmi et al., 2009 ), choice selection (Loh et al., 2017) , approach (relative to avoidance) (O'Neil et al., 2015) and small value-outcome differences (Schlund et al., 2016b) . Conversely, this area also activated in response to non-conflict scenarios (Aupperle et al., 2015) .
Limbic system
Activation of the hippocampus (and parahippocampal gyri) was associated with conflict (O'Neil et al., 2015), decision making (Loh et al., 2017) , increased threat (Bach et al., 2014 ), approach ((O'Neil et al., 2015 and successful avoidance of loss (Loh et al., 2017) . One study used a ROI MEG approach, identifying increased hippocampal oscillation in the right, and decreased in the left, hemisphere during high threat conflict (Khemka et al., 2017) . Hippocampal activation was also associated with threshold of outcome-values, when the value-difference between outcomes is smallest (Schlund et al., 2016b) . As in simple avoidance, amygdala activation was raised in high threat scenarios (Bach et al., 2014) , as well as during conflict (O'Neil et al., were stratified at 20%, 50% or 80% (these probabilities were visually signalled but not explicitly told to participants; one version of the experiment reported instead varied predator speed). Safe spaces were available, where participants could avoid the predator entirely (but not gather tokens); starting position and trial duration were varied randomly. Aupperle et al. (2015) 15 (8) Aversive images/token gain Navigation along a runway to indicate choice between two pictures representing outcomes (one at each end). Each outcome was an image-sound pairing -either positive (e.g. a sunshine) or negative (e.g. a cloud) imagecombined with a certain level of tokens (0, 2, 4 or 6). If the participant moved to the middle of the runway, they had a 50% likelihood of each outcome; if at either extremity they had a 90% chance of nearest outcome (and 10% of furthest) etc. (so there was never certainty). Conflict trials offered 2, 4 or 6 points for approaching the negative stimuli pairing. Control trials involved simple avoidance (no points, just avoid negative stimuli pairing) and simple approach (few points offered, positive stimuli pairings at both ends). Gonen et al. (2016) 46 (24) Token loss/gain Participants earned tokens by catching coins and avoiding balls that interspersed them. Trials were either controlled (where participant actively approach/avoided coins/balls) or uncontrolled (where the participant was hit at random by coins and balls). Game difficulty was modified dynamically as the trials progressed. Trials were also separated in to high and low goal-conflict versions, by manipulating the number of ball the participant must avoid to get to the coins. The authors designed a slight bias towards controlled reward to ensure motivation was maintained. Schlund et al. (2016b) 30 (16) Token loss/gain An initial acquisition phase required participants to pair increasing levels on a vertical bar with increasing probability of the stimuli occurring (probability of loss). In the main task, a reward and a threat level were presented to the participant, and they were given a choice between approaching (causing either gain or loss) or avoiding (avoiding loss, but also preventing gain) by pressing different buttons to indicate their selection. Khemka et al. (2017) c 25 (11) Token loss/gain As in Bach et al. (2014) .
Approach and avoidance through option selection Talmi et al. (2009) 18 (6) Electric shock/token gain Participants were presented with a face pairing and a monetary amount. One of the faces was associated with a 75% probability of receiving an outcome (and 25% of getting nothing), and the other with 25% chance (and 75% of getting nothing). Whichever outcome resulted, participants would simultaneously receive an either electric shock or a 'touch' (a non-painful shock). A positive token amount, then, would cause conflict between token gain and electric shock avoidance. Participants started with £20, and selected which of the two faces they wanted to 'play' with. Cunningham et al. (2011) 18 (8) Aversive/pleasant images Participants were presented with a series positive, negative and neutral images (Lang et al., 2005) , one at a time. Participants pressed one button to 'approach' and another to 'avoid' each image. Avoiding would cause the image to shrink and approaching would cause it to grow to fill the screen. Participants were told to make only one type of response in each block (i.e. approaching all images in the block, regardless of emotional valance) and then switch to a different response for the next block. This was intended to ensure equal approach and avoidance behaviour (and would also cause conflict, as negative images must be 'approached'). O 'Neil et al. (2015) 18 (9) Token loss/gain e In the learning phase, facial and scenery images were presented as pairs to participants, and associated as a pair with either reward or punishment (token loss/gain). Participants then saw the pairs recombined as either noconflict positive (both originally in reward pairs), no-conflict negative (both originally punishment) or conflict (one reward image, one punishment). They had to decide whether to approach or avoid using a button press. No feedback was provided as to the outcome of their decision. Loh et al. (2017) d 20 (9) Token loss/gain Participants were shown an onscreen grid, hiding both rewards (tokens) and threats ('bombs'). Participants could not see which were tokens, and were offered a series of choices: they could accept the grid and risk of threat potentially uncovering a reward, they could choose to 'explore' (as the cost of a number of tokens) and reveal what is under a portion of the grid (but not the whole grid, meaning threats may still be present) before deciding to take the risk, or they could decline the risk (thus avoiding threat, but also reward). If they accept a grid with only reward they received tokens, but if they accepted a grid with hidden threats they would lose tokens. Radke et al. (2015) a 54 (0) Aversive/pleasant images Participants were required to use a joystick to 'approach' (pulling towards themselves) or 'avoid' (pushing away from themselves) emotional face images presented on screen. Participants were told at the start of each block which movement they should make (approaching or avoiding); image size did not change dependent on response, unlike in other uses of this method. Radke et al. (2017) 
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2015). Stimuli and motivational valence was also linked to the amygdala, with increased activity in response to emotional stimuli (Cunningham et al., 2011) and approach behaviour (Cunningham et al., 2011; Radke et al., 2017) , the latter reflective of activation during proximal threat outlined in simple avoidance (Mobbs et al., 2007 (Mobbs et al., , 2009 . One trial indicated testosterone in amygdala response, increasing activation during approach and decreasing during avoidance (Radke et al., 2015) . Similarly, oxytocin may play a role, as indicated by amygdala deactivation during approach, though not avoidance (Radke et al., 2017) .
Self-report and physiological data
Not all paradigms used self-report or physiological data as validation of threat/reward experience. Skin conductance response (SCR) (Gonen et al., 2016; Mobbs et al., 2009; Schlund et al., 2016b; Talmi et al., 2009; Wendt et al., 2017) or self-report anxious traits (Collins et al., 2014; Loh et al., 2017; Mobbs et al., 2009 ) were used to support threat value, though not always successfully (Aupperle et al., 2015; Boeke et al., 2017; Radke et al., 2017; Rigoli et al., 2016) . Brain activity was also validated with self-report, as shown in the association between PAG activation and self-reported dread (Mobbs et al., 2007) and amygdala response and trait anxiety (Mobbs et al., 2009) , during threat exposure. Individual differences in personality were also shown to have an impact on threat sensitivity, as represented by differences in VTA and VS activation during approach (Gonen et al., 2016) , and interactions between neuroticism and amygdala response to threat (Cunningham et al., 2011) . See Tables 3 and 4 for further details.
Preliminary meta-analysis of simple avoidance
As heterogeneity between tasks was high, five studies with comparable designs were included in a meta-analysis of avoidance of threat (n = 151 healthy control participants across the 5 independent publications). These studies were included based on similarity of contrasts analysed (i.e. all studies included analysis comparing avoidance in high vs. low or absent-threat conditions). Of the 8 simple-avoidance studies included in the systematic review, 4 were not included in the metaanalysis (due to fundamental difference in contrasts, i.e. not directly comparing high vs. low/absent threat, n = 2; and due to availability of data, i.e. no whole-brain co-ordinates or t-maps available, n = 2). One goal-conflict study (Bach et al., 2014 ) included a simple-avoidance contrast analysed separately (from the goal-conflict analysis), and so this contrast was also included in the simple-avoidance meta-analysis. A meta-analysis of neural activation in goal-conflict was not possible, due to study design and contrast analysis heterogeneity. Studies using Montreal Neurological Institute (MNI), Talarach and FMRIB Software Library (FSL) standardised space and providing either whole-brain coordinates or SPM statistical maps were included. See Table 5 for details of studies and contrasts.
As shown in Table 6 , several common brain regions were identified, mostly centred on the frontal gyri. Jack-knife sensitivity analysis was conducted to assess robustness; no finding was reliably present across all five studies (Table 6 ). All areas driven by ≥4 studies are indicated in the table as particularly robust. Activation of the right medial prefrontal cortex region (middle frontal gyrus) but deactivation of the left middle frontal gyrus was present in all but 1 study, as indicated in Table 6 . In contrast to the systematic review, midbrain activation during greater threat and forebrain activation in lower threat was not shown in this preliminary meta-analysis. Funnel plots were created for all regions driven by ≥4 studies. The funnel plots appeared well distributed and all Eggar's bias tests were non-significant suggesting minimal bias. However, caution is advised when interpreting plots with small numbers of studies. Too few studies were available to perform meta-regression to assess heterogeneity (Radua et al., 2010) between response types (button press vs. avatar movement). Fig. 4 (MRIcron; www.nitrc. org) shows activations and deactivations relating to threat level prior to jack-knife analysis.
Discussion
This review explored neural activation in human defensive reactions. Simple avoidance was characterised by a forebrain-to-midbrain change in activation as threat approaches (Mobbs et al., 2007 (Mobbs et al., , 2009 Montoya et al., 2015; Wendt et al., 2017) , supported in the review via differential midbrain and forebrain activation (Montoya et al., 2015; Rigoli et al., 2012) . A cortical-subcortical change is in line with animal work (Blanchard, 2017) and prominent theories of human defence (Corr, 2013; McNaughton and Corr, 2004) . It also reflects the clinical literature, as shown in PFC activation in anxiety (Myers-Schulz and Koenigs, 2012) and PAG association with panic (Canteras and Graeff, 2014 ) (see Fig. 1 ). Observed PFC and PAG functional connectivity (Chan et al., 2011) supports the concept of interactive suppression dependent on threat proximity (Mobbs et al., 2007) .
More innate bottom-up processing may lead in situations requiring fast response to imminent threat, with higher-order processing associated with evaluative responses to proximal threat and decision making. In support, conflict and decision-making was linked to highorder areas such as the PFC and CC in goal-conflict trials (Aupperle et al., 2015; Loh et al., 2017) and more accurate escape behaviour (Mobbs et al., 2009) , as well as difficult-to-gauge threat, whilst PAG activation was shown in response to clear threat (Rigoli et al., 2012) . Change in activation from the dorsal PFC through posterior cingulate, septo-hippocampal system, the amygdala, the medial hypothalamus to the PAG during increasing defensive approach is also predicted in the literature (McNaughton and Corr, 2004) . This review provides some support for this, as threat-approach and exploration was also shown to involve the PAG, midbrain and limbic areas (Bach et al., 2014; Cunningham et al., 2011; O'Neil et al., 2015) . The pattern of activation revealed by the systematic review is reminiscent of the default mode network (DMN), with both the CC and PFC key components (Greicius et al., 2003) . There is evidence to suggest the DMN may be altered in individuals with anxiety disorder (Zhao et al., 2007) , supporting the concept of these regions as integral to anxiety-related neural circuitry and behaviour. Further, the DMN has been proposed as integral to Fig. 3 . Regions reported in systematic review of human defensive behaviour: i) ventromedial and dorsolateral prefrontal cortices showing higher activation in response to distal threats; ii) midbrain and periaqueductal grey regions showing higher activation in response to proximal threats; iii) insular cortices, activating in response to conflict and threat; iv) hippocampus and amygdala (posterior hippocampus shown), the amygdala activates in response to threat, and hippocampus, showing activation in simple avoidance and goal-conflict trial types, though when motion is controlled for hippocampal activation appears relevant to goal-conflict trials only.
neuroticism and self-generated though processes (Adam M. Perkins et al., 2015) , including cognitive processes such as worry and rumination, which are integral to affective disorders (American Psychiatric Association, 2013).
Conflict was linked to both subcortical (insula, midbrain, PAG, hippocampus and amygdala; Aupperle et al., 2015; Bach et al., 2014; Gonen et al., 2016; Khemka et al., 2017) and cortical (PFC and CC; Gonen et al., 2016) activation. Frontal activation is as expected, considering the role of PFC and CC in conflict monitoring (Botvinick, 2007) and executive functioning (Koechlin and Summerfield, 2007) . Interestingly, PFC response to conflict is modulated by testosterone (Radke et al., 2015) , with clinical implications for maladaptive approach behaviours; as the tested sample were all male, no comment can be made on how gender differences may feature in this relationship. Theories hold a tentative role for the (anterior) CC in conflict resolution in defensive behaviour, and (particularly the dorsal aspect of) both the CC and PFC (McNaughton and Corr, 2004) , which is supported here. One study stratified conflict, indicating higher conflict was mostly associated with subcortical regions, and lower conflict with cortical (Gonen et al., 2016) , reflective of threat proximity findings in simple avoidance. However there is far from a consensus as a number of studies report PFC and/or CC activation during absence of conflict (Aupperle et al., 2015; Gonen et al., 2016) suggesting further work is required.
The insula activation was shown in both simple avoidance and goalconflict. The insula has previously been associated with conflict (Roberts and Hall, 2008) stimuli salience (Stein and Paulus, 2009 ), processing of pain and bodily sensation (Kirlic et al., 2017; Talmi et al., 2009 ), potentially relaying to the amygdala (Phelps et al., 2001 ). Seeley et al. identified a salience-value processing network including the anterior insula, amygdala and dorsal/anterior CC (Seeley et al., 2007) . Anterior CC, anterior insula and inferior frontal regions activation was observed when difference between threat and reward outcomes was increased (i.e. both outcomes have high salience), and ventromedial and dorsolateral PFC activation when decreased (Schlund et al., 2016b) . Frontal-cortical regions and the CC have been shown to activate in low goal-conflict Button press to signal decision to avoid threat.
Table 6
Areas of activation and deactivation identified in SDM pooled-data analysis, high threat vs. low-or absent-threat. Boeke et al., 2017; Collins et al., 2014; Bach et al., 2014. b Driven by 4/5 studies: Boeke et al., 2017; Bach et al., 2014; Wendt et al., 2017; Collins et al., 2014. c Driven by 4/5 studies: Bach et al., 2014; Wendt et al., 2017; Mobbs et al., 2009; Collins et al., 2014. d Driven by 4/5 studies: Bach et al., 2014; Boeke et al., 2017; Mobbs et al., 2009; Collins et al., 2014. e Driven by 4/5 studies: Bach et al., 2014; Boeke et al., 2017; Wendt et al., 2017; Mobbs et al., 2009 . f Driven by 4/5 studies: Mobbs et al., 2009; Wendt et al., 2017; Collins et al., 2014. g Heterogeneity scores (0-100) calculated in MRIcron. (Gonen et al., 2016) , and conflict present vs. absent situations (Aupperle et al., 2015; O'Neil et al., 2015) though this activation was not exaggerated in higher goal-conflict. The VTA and VS showed increased activity in higher conflict (Gonen et al., 2016) , in line with animal work suggesting a role for these areas in motivational response (Haber and Knutson, 2010; Williams et al., 1993) . The reward system is pertinent here, considering the role of the OFC, anterior CC, VS and amygdala identified in this review, and within the reward-circuitry of the human brain (Haber and Knutson, 2010) . Deactivation of the right fronto-insular tract was noted in the meta-analysis; the insula is typically involved in processing of conflict and bodily sensation/pain (Kirlic et al., 2017; Roberts and Hall, 2008) , deactivation of its connections with frontal regions could reflect deactivation of frontal processing in high threat due to reliance on innate bottom-up processing. The hippocampus is considered integral to approach-avoidance conflict specifically (Ito and Lee, 2016; Perkins et al., 2013) , as it is linked to sustained anxiety rather than fear (McNaughton and Corr, 2004 ). Anxiety is likely related to more distal and unpredictable fears (Davis et al., 2010) , reflective of the hippocampal activity observed here. A key role of the hippocampus is spatial function and memory (Eichenbaum and Cohen, 2014) . Hippocampal involvement in simple avoidance was present in tasks involving a high degree of spatial functioning, whether navigation within a 'maze' (Mobbs et al., 2009) , prediction of spatial location of an invisible threat (Rigoli et al., 2016) , or specific spatial orientation (Collins et al., 2014) . Goal-conflict trials involving hippocampal activation did include some spatial processing (Bach et al., 2014; Khemka et al., 2017; Schlund et al., 2016b) , but unlike simple avoidance activation was also observed in goal-conflict without spatial demands (Loh et al., 2017; O'Neil et al., 2015; Talmi et al., 2009) . These findings support a distinct role for the hippocampus in goal-conflict beyond spatial processing, in line with prominent theories (McNaughton and Corr, 2004) and animal work (Kirlic et al., 2017) .
Amygdala activation was observed in response to threat (Mobbs et al., 2007 (Mobbs et al., , 2009 , as in animal models (Blanchard, 2017; Davis et al., 2010) . Amygdala response in defensive distance is thought to divide across both anticipation and avoidance of threat (see Fig. 1 ) (Canteras and Graeff, 2014) . Research has distinguished basolateral amygdala (BLA) and the central amygdala (CeA)/basal nucleus of the stria terminalis (BNST) activation, though these regions are highly interconnected (Davis et al., 2010; Dong et al., 2001 ). The BLA is associated with threat value judgement via connections with the ventromedial PFC and OFC and the CeA/BNST with behavioural and basic autonomic system activity via the PAG (Fanselow, 1994; Mobbs et al., 2009; Quirk et al., 2003) . Animal work indicates the CeA and the BNST are distinct, contributing to fear and anxiety respectively (Kumar et al., 2013) , with improved avoidance behaviour after CeA lesions . Whilst human amygdala lesions are associated with reduced fear behaviour in response to threat (Korn et al., 2016) , lesions restricted to the BLA have been linked to fear hypervigilance (Terburg et al., 2012) . Though not distinguished in goal-conflict paradigms, one simple avoidance experiment associated the BLA and CeA with low and high threat, respectively (Mobbs et al., 2009) . The BLA in particular has been proposed as a factor in the cortical-to-subcortical activation change in fear responding through its inhibitory role (Terburg et al., 2012) . Activation of regions such as the CeA and BNST are of clinical interest, given evidence that N-methyl-D-aspartate receptor function facilitation can increase context-specific extinction (Perusini and Fanselow, 2015; Walker and Davis, 2002) , with clear implications for treatment. Similarly, separation of anterior and posterior cingulate cortical regions has been hypothesised representing defensive avoidance and defensive approach at roughly equivalent distances (McNaughton and Corr, 2004) , though this is not supported in this review.
Though the systematic review supports RST and animal work, the meta-analysis did not clearly support these findings. Prefrontal areas accounted for the most robust findings, such as activation of the middle frontal gyrus and superior frontal gyrus was shown in high threat relative to low/absent threat situations. This was unexpected, given the link between prefrontal regions and lower threat levels supported in the systematic review. However, this is a restricted portion of the PFC and heterogeneity of threat type and task behaviour should be considered when interpreting this finding. Activation of the superior frontal gyri has been linked to attention and attention shifting (Nagahama et al., 1999) , suggesting this region could be linked to general behaviour during active tasks of any description beyond the involvement of threat. Lateralization of region activation was apparent in the meta-analysis output, with high threat relating to greater activation of mostly right hemisphere regions and deactivation of the left side broadly speaking. This is in line with previous work linking the right hemisphere specifically to avoidant behaviour (Aupperle et al., 2015; Kirlic et al., 2017) . Absence of activation of the PAG, midbrain, amygdala and hippocampus despite presence in individual studies and a focus on these areas in ROI analysis is notable. There are several important caveats to these findings: the number of studies included in the meta-analysis was small , making aspects of analysis potentially problematic (Radua et al., 2010) , and the paradigms included maintained key differences (including consolidation of low-threat and non-threat against high threat). As such, further work with bigger samples and more consistent contrasts is required to build on this preliminary analysis.
Despite support for RST indicated in this review, self-report measures of RST systems (e.g. behavioural inhibition system/behavioural activation system response scale, BIS/BAS scale; Carver and White, 1994) were not shown to correlate with task behaviour or neural activation (Cunningham et al., 2011; Radke et al., 2015) ; however, the trials using these measures were largely restricted to ROI analysis, and the BIS/BAS scales were designed under older RST models, before separation of fear (simple avoidance) and anxiety (goal-conflict) as independent systems (Jackson, 2009; McNaughton and Corr, 2004) . Compatibility of self-report and behavioural assessment of defensive reaction has previously been questioned ; comparison using updated self-report scales is a logical next step. A role for trait-anxiety was highlighted in simple avoidance (Collins et al., 2014; Mobbs et al., 2009; Rigoli et al., 2016) , though only one goal-conflict trial found an association with behaviour (Loh et al., 2017) . Both neuroticism and trait-anxiety were associated with amygdala and CC activity in response to threat (Cunningham et al., 2011; Mobbs et al., 2009) . Individual sensitivity to pain was shown to attenuate reward seeking, associated with the OFC and cerebellum (Talmi et al., 2009) , and individual difference in approach or avoidant personality traits was associated with differential VTA and VS (i.e. motivational response (Haber and Knutson, 2010 ) activation during conflict (Gonen et al., 2016) . Though not entirely unanimous (e.g. (Aupperle et al., 2015) , these findings highlight the importance of individual differences in understanding of both neural and behavioural defensive response, in line with contemporary views (Corr and Mobbs, 2018) . As abnormal sensitivity to threat is considered a hallmark of anxiety disorders McNaughton and Corr, 2004) this is an important consideration. The accuracy of comparing self-report and behavioural measures is also raised, future work could compare neural activations presented here with neural activation during self-report measures of defensive behaviour.
Limitations
Due to the small number of studies with appropriate data available, the presented meta-analysis relies on a limited amount of data and as such must be interpreted with caution. Similarly, this meant a sensitivity analysis regarding stimuli type or comparing naturalistic vs. conditioned threat was not possible. Many trials consistently used predefined ROIs, presenting findings from only one-or two-regions. This approach potentially ignores the wealth of data available from elsewhere and may preclude unexpected activations. ROI selection is also at risk of a strong publication bias. Fear conditioning trials have a strong presence in the translational literature (Kirlic et al., 2017) and were included within this review; future work would benefit from comparison of defensive behaviour in response to conditioned vs. naturalistic threat. The paradigms identified in this review show considerable variability in design. Despite identification of 19 studies, the heterogeneity of tasks in this field is so high that meta-analysis of data was restricted. However, heterogeneity can help identification of robust findings.
Future directions in study design
Several proposals are made for future paradigms. A paucity of work in anxious samples and its association with clinical understanding means prioritisation of comparative work between healthy and anxious samples is a priority; moving research beyond general anxiety is also of interest, as maladaptive defensive behaviours have also been highlighted as integral to disorders such as obsessive-compulsive disorder and autism (Gillan et al., 2014; Servatius, 2016) . As aforementioned, neural activation during defensive behaviours in depression is unclear (Ferster, 1973; Marwood, 2017; Naragon-Gainey, 2010; Ottenbreit and Dobson, 2004) , warranting further research within this diagnostic area. Only one study included freezing as a behavioural response, despite freezing being a core aspect of threat response system (FFFS) and common in rodent models. Development of paradigms able to support freezing as a legitimate response would enrich understanding of human fear. Given the association between experiments with high spatial components and hippocampal activation, care should be taken to avoid conflation; the use of joysticks to enlarge/shrink stimuli as a representation of approach/avoidance respectively (e.g. Radke et al., 2017 Radke et al., , 2015 Cunningham et al., 2011) might be an alternative to maze/ runway paradigms, though an assessment of potential spatial hippocampal involvement in this action is necessary first. However, maze paradigms remain faithful to the animal models that provided the basis for the field and provide opportunity for simple avoidance and goalconflict trials within one task which provides greater insight.
Given the unexpected activation of frontal regions during higher threat shown in the meta-analysis, and the link between frontal gyri and attention (Nagahama et al., 1999 ) the potential confound of attention level should be considered in future work. Though activation is believed to change from forebrain-to-midbrain with threat proximity, the nature of this change is unknown. Prolonged threat exposure with gradual proximity change would indicate whether the change in activation is a binary switch or a gradual change; identifying the turning point would be useful, especially if combined with a measure of individual difference such as neuroticism. Identification of different cutoff points associated with neuroticism score would be informative considering the link between neuroticism and risk of anxiety disorders (Lahey, 2009) . The use of self-report and physiological data is inconsistent but recommended in future projects to represent participant experience of experimentally induced fear. In addition to neuroticism, state measures of anxiety or ongoing cardiac or skin conductance measures would be useful in tool validation (see Mobbs et al., 2007 Mobbs et al., , 2009 . There is evidence that alternate neural systems may be involved in the processing of monetary gain, relative to pain and affective threat outcomes (Kirlic et al., 2017) . Some studies using monetary gain/reward also used physical threat stimuli such as electric shock (for example, Aupperle et al., 2015; Talmi et al., 2009) , causing potential confounds. The immediacy of outcome of these stimuli may also be an issue, with immediate shock/emotionally aversive imagery not necessarily equivalent to promise of money later. In future exploration of an immediate and physical reward stimuli such as pleasant smells or sweet drinks/food would be beneficial, as attempted by (Rzepa et al., 2017) .
Conclusion
Generally, a change from cortical to subcortical activation is observed in response to increasing threat, whether the threat is being avoided or approached, whilst conflict is associated with an array of cortical and subcortical regions. The findings are largely in line with the predictions of RST, basic reward circuitry and motivational salience. The findings are also supportive of the close extrapolation from animal to human work that has shaped the field. Hippocampal involvement in simple avoidance appears largely associated with spatial demands, distinct from its role in goal-conflict trials. A meta-analysis of threat avoidance neural activation did not indicate activation of the same regions as the systematic review, though the limitations of this analysis are highlighted. There is a dearth of exploration in anxious populations, despite a theoretical focus on links between clinical presentation and threat sensitivity. Understanding the neural circuitry underlying common anxiety-related behaviours is key to the development and refinement of treatments for psychiatric conditions caused by dysregulation in these regions. Several recommendations for future paradigms are outlined.
