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Abstract
Connectivity of secondary structure segments in proteins is described by the matrix descriptor
[sij]. Physical background for design of this super-secondary structure descriptor is summarized,
rules for its generation from reference X-ray structures are de5ned and formal variants of its
form are discussed. It is shown that the practical form of [sij] that enumerates the secondary
structure segments and their interconnections can be converted into Eulerian graph G. Mathemat-
ical analysis of G provides a series of boundary conditions for the descriptor elements which are
needed as reliability conditions in practical applications. The number of di9erent sequences of
protein segments compatible with a given [sij] is calculated and algorithms for their generation
are designed. Finally, a statistical analysis of descriptor elements derived for a reference set
of non-homologous protein X-ray structures is used to discover interdependencies between the
numbers of respective structural segments (i; j) in native protein folds. It is shown that these
interdependencies can be described by a probabilistic logarithmic function. c© 2001 Elsevier
Science B.V. All rights reserved.
1. Introduction
Determination of protein native three-dimensional structure or 5nding the mechanism
how this structure is reached (folding problem) and rules that govern this process
represent (together with questions connected to nucleic acids) one of the mosts serious
tasks of contemporary computational biology. This 5eld is subject of wide range of
articles and monographies (see [5,25,22] for a sample and general introduction).
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Our work belongs to methods which interpret information arising from speci5c
interaction of protein spatial con5guration with electro-magnetic 5eld (spectroscopic
methods).
Protein secondary structure is normally categorized in terms of contributions from
regularly organized parts of protein molecule chain i.e. -helices and -sheets plus
other components that can be distinguished at 5ner detail to suit the questions relevant
to the analysis at hand. For purposes of discussing protein structures, the helix and
sheet components are naturally categorized in terms of segments or strands of near
uniform (or quasi continuous) structure. While X-ray analyses address such segments
directly and detailed study of NMR data can also divulge their characteristics, optical
spectral analyses of protein structure have until now been limited to determination of
just the average secondary structure composition in terms of fractions of helix, sheet
and other components.
For many practical purposes, description of protein structure in terms of fractions of
the residues classi5ed into several major secondary structures represents an unnecessary
reduction of the structural information derivable from optical spectroscopic study of
proteins. Recently, we have performed systematic analyses of protein spectra measured
by di9erent optical spectroscopic techniques including electronic circular dichroism
(ECD), vibrational circular dichroism (VCD) and Fourier transform infrared (FTIR)
spectroscopies [1,16]. These results demonstrated that there is more information content
in any of these spectral data sets than can be optimally utilized to predict just average
secondary-structure composition. This has led us to seek qualitatively di9erent types of
structural information from this data instead of seeking higher precision for that used
previously.
In parallel spectroscopic studies, we have shown that it is possible to obtain reliable
experimental information from optical spectra that senses a new level of structural de-
tail focused on the distribution of secondary structure segments [16,18]. As a speci5c
example, the optical spectra of ribonucleases A and T1 were shown to di9erentiate
them, even though they are very similar in average secondary structure composition,
but di9er in the number of segments [17]. These experimental results and their analysis
were the 5rst application of a new structural descriptor, which quanti5es the distribu-
tion of protein structural features, which might be termed a type of ‘super-secondary’
structure. This paper presents the detailed mathematical behavior of this descriptor and
clari5es its general properties as needed for its full implementation in spectral-structural
analyses of proteins.
Going beyond conventional secondary structure determination based on the protein
optical spectra pushes the analysis toward the limits of the experimental information
content. In such a case, the predicted descriptor might be prone to serious errors.
Thus a series of structure-based ‘boundary condition’ for the values of predicted quan-
tities together with an analysis of the range of these values in the known protein
structures is vitally needed for consistency checks in the practical applications. Such
conditions can be derived in two ways — by analysis of mathematical properties
of the descriptor and by statistical screening of the descriptor values in the known
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protein structures. We summarize here the result of such an analysis for our novel
descriptor.
The organization of this paper is as follows. First we discuss which structural fea-
tures of a protein might be responsible for super-secondary structural information in
optical spectra. The inNuence of the number of secondary structure segments and their
lengths on the experimental observables is evaluated for this purpose. Next the proper
mathematical object for quanti5cation of these structural features is shown to have a
matrix form [sij]. Results from combinatorics and graph theory are used to determine
the uniqueness of this matrix descriptor in terms of the segment distribution. This
analysis results in practical conclusions such as criteria for assessing the reliability
of experimental predictions to facilitate its utilization for more detailed and complex
protein structural studies. The problem of inherent ambiguity of the large numbers of
real structures that can be compatible with a given matrix descriptor is then addressed.
These structural possibilities are enumerated and optimal algorithms for their generation
are designed for future purposes of automated searching and comparison with addi-
tional structural information. A statistical analysis of structurally signi5cant theoretical
properties of the matrix descriptors is performed for a representative set of 192 crys-
tal structures of non-homologous proteins obtained from the Brookhaven Protein Data
Bank [9,8]. These later results are aimed towards the characterization of relative exper-
imental propensities of the various theoretically possible structural forms that can be
described by our novel descriptor as judged by their realization in native protein folds.
2. Background and denition of the matrix descriptor
2.1. Experimental example: Impact of the secondary structure segment topology on
optical spectra
Coupling of identical spectroscopic transitions in repeating structural units of the
protein polypeptide backbone is the dominant perturbation mechanism by which the
(IR or UV) transition frequencies and intensities are altered by the protein secondary
structure. In addition, the very appearance of the ECD or VCD features utilized for
secondary structure studies are dependent on coupling of amide transitions which gives
these otherwise achiral chromophores a structurally useful chirality. Characterization of
types of regular secondary structures through their e9ect on spectroscopic observables is
then generally attributable to the di9erent three-dimensional arrangements of interacting
groups arising in those structures.
Secondary structure composition cannot entirely explain the variability of optical
spectral bandshapes for di9erent protein structures. Electronic circular dichroism of
globular proteins provides an extreme example: there are 5ve independent component
spectra, as has been found by several separate studies [7,21,20], which are necessary to
reproduce the observable bandshape and intensity variability of several broadly based
sets of measured ECD spectra, but only one of them is needed to obtain the optimal
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(minimal error) prediction of, for example, the helix and sheet secondary structure
fractions. Similar conclusions hold for other optical spectroscopic methods and their
combinations [1,16]. In the next section, we identify some additional structural features,
which could be responsible for the observed spectral variability, but which are not
enumerated as the average secondary structure fractions.
2.2. Length dependence
It is known that the optical observables (transition frequencies as well as dipolar
or rotational strengths) of polypeptides are dependent on the length n of its uniform
structural units. Using the negative eigenvalue theorem [23], the length dependence of
the rotational strength R(n) can be approximated by
R(n) = R∞
(
1 +
( p∑
k=1
C[k]
nk
))
: (1)
Here R∞ is the rotational strength for in5nitely long polypeptide, C[k] are adjustable
parameters, which can be obtained by 5tting experimental data for model compounds
(e.g. oligopeptides). Eq. (1), with parameters obtained from 5tting ECD and VCD
experiments [13], can be used to estimate the relative change of rotational strength of
ideal secondary structure segments with di9erent lengths. It was found that the relative
variation of the rotational strength for two helical segments whose lengths di9er by
a factor of 2–4 can be 10–30%, a change which is easily observable with either
chiroptical method.
2.3. Perturbations of regular secondary structures
Another structural aspect which escapes detection when only fractional composition
is used as descriptor of protein structure can be best demonstrated by a hypothetical, yet
practical, example. Two idealized proteins having identical fractional secondary struc-
ture compositions (expressed as percentage of helix, sheet, coil) are shown schemat-
ically in Fig. 1 (top) as sequence of types of segments. These layouts qualitatively
parallel the actual situation for the ribonucleases A and T1, which have served as an
initial test case of this model [17]. Protein A is composed of a number of short sec-
ondary structure segments in contrast to protein B which has all of its helical amino
acid residues located in one segment. If the fractional secondary structure composition
of these proteins were entirely responsible for the spectral observables, their spectra
should be indistinguishable. Ribonuclease A and T1, which have very similar frac-
tional secondary structures but quite di9erent segment distributions as shown in Fig. 1
were studied experimentally by FTIR and VCD spectroscopy. Their spectra are indeed
demonstrably di9erent [17,4,3].
Besides the di9erences in overall segment length, which can inNuence the spectra
as discussed above, the two proteins also di9er in the fractions of amino acid residues
forming initiation and termination sites for regular secondary structure segments. The 
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Fig. 1. Top: schematic representation of hypothetical proteins A and B with the same secondary structure
fractional composition distributed over the di9erent number of structural segments. Rectangles = helices (H),
arrows = strands (E), lines = other (C). Numbers in segments are their lengths in amino acid residues. Bot-
tom: Representation of corresponding matrix descriptors as 3-vertex Eulerian graphs with edge multiplicities
shown by the numbers.
and  torsional angles of these segment-end residues can be distorted from the typical
values for that secondary structural type, and the chirality and degree of distortion will
depend on which type of other segment is adjacent at that point. Assuming that this
end e9ect has for example a two-residue ‘penetration depth’ (which was the reasonable
value used in our preliminary studies), these contact regions in protein A would then
involve almost all its amino acids (96%), whereas protein B would have much fewer
(42%) so involved.
This example shows that even if the impact of these structural perturbations on the
optical spectra might be individually relatively small, due to the high overall content
of such perturbed regions, their summed e9ect could be signi5cant. Moreover, if the
total lengths of the two proteins are similar, di9erences in the number of structural
segments present in each will necessarily induce di9erences in their average segment
lengths. In such a case, the ‘synergy’ of both end and length e9ects can further enhance
the observable optical spectral di9erences.
2.4. Matrix descriptor
This part summarizes rules for the algorithmic encoding needed for computer gener-
ation 1 of the matrix descriptor [sij] based on spectroscopically ‘active’ supersecondary
structure features as described above.
It is probably not realistic to seek direct information about the detailed distribution of
segment lengths in a protein from low resolution experimental data (e.g. optical spectra.
1 A PC-compatible Turbo Pascal program Secondary Structure Manipulations for determination of matrix
descriptors, utilizing the standard output from objective algorithms for secondary structure assignment, is
available upon request from the authors.
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Table 1
Details of the construction of 3 × 3 matrix descriptor [sij] for model proteins from
Fig. 1. In the 5rst step the segment layout is generated in ‘character string’ (upper case)
representation. In the second step, the connecting structures (lower case ∼xy∼) are in-
serted between structural segments. Then the secondary structure segments are counted and
their numbers are inserted as diagonal elements sii . Finally, the connecting segments are
counted by types and their numbers are inserted as o9-diagonal elements sij into the 5nal
matrices [sij]
Protein A
C-E-C-H-C-H-C-E-C-E-C-E-C-H-C-E-C-E-C-E-C-E-C-E-C
C-ce-E-ec-C-ch-H-hc-C-ch-H-hc-C-ce-E-ec-C-ce-E-ec-C-ce-E-ec-C-ch-H-hc-
-C-ce-E-ec-C-ce-E-ec-C-ce-E-ec-C-ce-E-ec-C
H = 3; he = 0; hc = 3
eh = 0; E = 9; ec = 9
ch = 3; ce = 9; C = 13
⇒
∣∣∣∣∣
3 0 3
0 9 9
3 9 13
∣∣∣∣∣
Protein B
C-E-C-E-H-C-E-C-E-C-E-C-E-C
C-ce-E-ec-C-ce-E-eh-H-hc-C-ce-E-ec-C-ce-E-ec-C-ce-E-ec-C-ce-E-ec-C
H = 1; he = 0; hc = 1
eh = 1; E = 6; ec = 5
ch = 0; ce = 6; C = 7
⇒
∣∣∣∣∣
1 0 1
1 6 5
0 6 7
∣∣∣∣∣
Rather it is more reasonable to seek the average lengths of segments of a given type.
Generally, to quantify this feature for a protein of known structure, it is suScient to
enumerate the numbers of segments of any recognized type. Similarly, to quantify the
extent and type of end-perturbations for a given type i of secondary structure segments
(i=helix; sheet; : : : ; other), their contacts with tail segments j (j = i) and head segments
k (k = i) should be enumerated. Di9erentiation between the head and tail contacts is
the important feature of our design which preserves original -NH2 → COOH direc-
tionality (i.e. from amino group at the one end to the carboxy group at the other end)
of the protein backbone reNected in its physical properties and overall chirality.
After summation over all segments i in the protein fold, each secondary structural
type is assigned the total number of segments of structure i−sii and the number of head
and tail contacts of structure i with all other segments sij and ski. It is then natural to
arrange these numerical values describing the segment structure and connectivity into
a matrix [sij].
The whole algorithm is shown schematically for model proteins A and B in Table 1.
2.5. Qualitative and quantitative aspects of segment length
Detailed description of the above given descriptor designs and their implementation
into an automated routine requires a higher degree of formalization of the meaning of
a structural segment than is required in the common, qualitative sense. This formal-
ization of the transformation into a computer algorithm requires a series of additional
de5nitions and rules, which are used in special cases to resolve conNicts [11]). We
found this quantitative aspect useful in discussions of very real problems of protein
structure [17] and summarize them here.
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Secondary structural segments are intuitively straightforward entities. Their de5nition
requires assignment of secondary structural type to all amino acid residues in the protein
primary structure by some objective algorithm. Once this is done, secondary structural
segments can be formally de5ned as a continuous string of Li residues in the sequence
with an identically assigned secondary structure type. The basic integer form [sij] of
the matrix descriptor as used in this paper can be then constructed without any further
requirements.
Usually, there are no diSculties with the automation of the process in this case,
mainly due to the fact that secondary structure de5nition by itself depends on the
collective properties of continuous sequences of residues. Still, there might be some
problems related more to the quality of X-ray data and secondary-structure algorithms
than to the very concept of the matrix. As the explicit quanti5cation of di9erent types
of secondary structural segments ends is a conceptually new aspect, we need to analyze
how this quanti5cation can be e9ected.
The 5rst step in the de5nition of [sij] is the selection of the dimension. The smallest
matrix can be 2×2 matrix symbolically denoted as [XC], where X might be H;E; : : : =
C. We experimented mostly with 3× 3 matrix [HEC] (see below). The design of the
matrix descriptor is Nexible and can be easily adapted to match the structural sensitivity
of any particular experiment. A conversion routine is needed to reduce all secondary
structure assignments that might be available for a given protein into the selected ones.
In our software, the user de5nes the number and type of conversions based on the
notation of the assignment algorithm.
Second, a de5nition of the minimal segment length Lmin is needed by which a
user de5nes the minimal number of amino-acid residues acceptable for representation
of a structural segment. Setting Lmin = 1 preserves all details of original secondary
structure segment assignments. For all Lmin¿1, additional rules need to be added to
the algorithm. In our implementation, when a structural segment shorter than Lmin is
found, its amino-acid residues are appended to one of its neighboring segments. In
this process, short segments of lower priority are converted 5rst and those of higher
priorities subsequently. These priorities (for example helix ¿ sheet ¿ other) must be
chosen for the analysis in hand. We suggest two criteria for automated implementation
of this process: (a) a short segment is appended to the longer of the two its neighbors
and (b) in the rare case of both neighbors having identical length, the short segment
is attached to the one with higher assigned priority.
3. Descriptor properties
3.1. Sum rules for linear and cyclic sequences
The non-symmetrical matrix [sij] represents a sequential arrangement of a certain
number (covalently bonded) secondary structural segments along the folded protein
chain. The most obvious structural consequence — that the number of segments should
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be equal to the number of their heads or tails — is reNected by the equation
sii =
n∑
k =i
ski =
n∑
j =i
sij ; (2)
in other words the value of a diagonal element sii of the matrix [sij] is equal to
the sum of o9-diagonal elements in either the corresponding row or column. Those
structural types which contain the N- and C-terminal segments will be exceptions: sii’s
corresponding to the terminal segments are higher by one as compared to either the
o9 diagonal column (N-terminal segment) or row (C-terminal segment) sums.
While this mathematical property might be signi5cant for structural studies, as it
allows identi5cation of the terminal conformations, this possibility would not be very
useful for matrices predicted from protein optical spectra because the information avail-
able in them is probably not suScient for such a di9erentiation. We therefore need
to modify our design of the matrix descriptor accordingly. In proteins, terminal seg-
ments are most often of ‘other’ (C) or some less-ordered type than helix or sheet, as
can be con5rmed by examination of a set of X-ray structures of reference set of 192
non-homologous proteins. Furthermore, the information content available from optical
spectra is presumably not sequence-speci5c. Thus, even in principle, it should be ex-
tremely diScult to distinguish end segments such as end-C∼ or ∼C-end from any other
∼C∼ segment. Thus, for purposes of optical spectral analyses of segment distribution,
the protein can be e9ectively viewed as a cyclic peptide that is joined by a C segment
at the protein’s true N- and C-termini.
In this modi5ed mathematical representation we will assume the validity of sum
rules (2) for all diagonal elements in the matrix [sij]. For proofs of the enumerative
theorems derived in the next sections, the linear and cyclic structures of the polypeptide
can be formalized into the mathematical terms ‘trail’ and ‘cycle’, respectively, which
are introduced intuitively here and formally de5ned in the next section. Both are needed
later for graph theoretical analysis of the [sij] properties.
3.2. Number of linear segment layouts
The lack of e9ect on the experimental optical spectra from the secondary structure
segment ordering in the protein has an important consequence: multiple layouts of sec-
ondary structure segments can be equally compatible with any obtained [sij]. In other
words, [sij] is invariant for a whole class of protein structures. Intuitively, for a given
layout, any sequence of segments starting and ending with the same structural type can
be interchanged with another such sequence from the layout, without change of [sij],
i.e. without the change of relative contributions of segmental and connective structures
to the optical spectra. Therefore, any practical utilization of this matrix descriptor for
protein structural studies that goes beyond the prediction of [sij] element values will
necessarily involve comparative searches over those protein structures found compatible
with optical spectroscopic data (through [sij]) with results of other structural predic-
tions. For example, predictions of secondary structure from the primary sequence using
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multiple predictive methods might be searched for matches in terms of the segment
layout which are compatible with a [sij] matrix derived from the spectra. To optimize
such algorithms (which might be computationally extensive if the number of structures
in question is large) requires knowledge of the number of the needed structures and
an eScient method of their computer generation for automation of the searches and
comparative calculations. Fortunately, theorems for enumeration of all structures related
to a given matrix descriptor are based on constructive algorithmic proofs from graph
theory, so both objectives are reached simultaneously.
For complete enumeration of all possible segment arrangements we use the fact that
matrix [sij] can be understood as the adjacency matrix [24] of a simple directed graph
G=(V;E). Graph G is de5ned by the set of vertices V ⊆H;E; : : : ;C, representing types
of secondary structure segments in the protein, and by the set of arcs E, representing
the segment interconnection structures in a protein fold. The number of various segment
interconnections of a given type found in a protein structure is represented in the graph
by arc multiplicities m(vi; vj)=sij for i = j. 2 Examples of graphs G for the hypothetical
proteins A and B are shown in Fig. 1 (bottom).
The fact that G represents the polypeptide chain is mathematically reNected in sum
rules of Eq. (2). These structurally based relations are essential for further applied
mathematical analysis of G. They ensure that the in- and out-degrees, d+ and d−
of any vertex vi of G are equal. This property of our mathematical representation of
structural segments and their interconnections in a protein provides the needed tool for
enumeration. This task is equivalent to the problem of 5nding all Eulerian path in graph
G. A general solution of this problem is given by the Aardene–Ehrenfest, de Bruijn
formula [6]. Our speci5c application to protein structure allows implementation of some
simplifying modi5cations: (1) Without the loss of generality, we can assume (using
structural arguments from the previous section) that all these paths start and end in the
C-vertex. (2) In our application, multiple arcs connecting the same pairs of vertices
represent equivalent contact structures, which are spectroscopically indistinguishable. 3
These two constraints substantially reduce the number of solutions of the problem as
is shown below in our elaboration of a modi5ed form of Aardene–Ehrenfest, de Bruijn
formula.
Generally, a mathematical Eulerian trail in G is a closed sequence P = {C = v0; e1;
v1; : : : ; em; vm = C} such, that ei = (vi−1; vi) and each member of the family E of arcs
occurs exactly once in it. It follows that
m=
∑
i =j
m(vi; vj): (3)
2 Structurally the edges ei=(vi; vj) of this graph represent the contact structures jk found in the interconnection
∼J-jk-K∼ as shown in Fig. 1 (bottom).
3 This means that we do not distinguish between, for example, ∼ch∼ contacts to some helical segment i and
those to another helical segment j (i = j). In the cited theorem, all arcs in G are nonequivalent (indexed)
even if they connect the same pair of vertices.
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Now we can formally de5ne equivalent Eulerian paths in G, di9erentiated into trails and
cycles. Path P de5ned above represents both trail and cycle. Trail P′={C=v′0; e′1; v′1; : : : ;
e′m; v
′
m = C} is equivalent to the path P if vi = v′i and ei = e′i for i = 0; : : : ; m.
Cycle P′ = {C = v′0; e′1; v′1; : : : ; e′m; v′m = C} is equivalent to the cycle P if for some
j ∈ {1; : : : ; m} vi = v′i+j and ei = e′i+j for i = 0; : : : ; m (here addition is meant modulo
m: j + m= j).
With these de5nitions, it is possible to show that the number NP of nonequivalent
linear sequences (Eulerian trails) in a balanced graph can be calculated using the
modi5ed Aardene–Ehrenfest, de Bruijn formula as
NP = det|L∗|
∏n
i=1 (|sii| − 1)!∏
i =j |sij|!
; (4)
where L∗ is the complete Laplacian of graph G with sCC increased by one (details will
be explained below).
For the enumeration of NP two strategies can be used:
1. For graph G = (V;E), the reduced graph G∗ is generated from G by setting all its
multiplicities m(vi; vj) = 1. Proof of the Aardenne–Ehrenfest, de Bruijn theorem uses
the properties of the reduced graph G∗ to calculate NP as
NP =
∑
E
∑
A
n(A;G)
∏n
i=1 (sii − 1)!∏
i =j mE(vi; vj)!
; (5)
where the 5rst summation is over all arcs e of the form (C; x) i.e. which starts
in C in the reduced graph G∗ and the second summation is taken over all inverse
C-arborescences A in the reduced graph G∗. n(A;G) is the number of all arbores-
cences VA in G, with their reduced graph A, i.e. VA
∗
= A, thus
n(A;G) =
∏
(i; j)∈A
m(vi; vj) (6)
and mE(vi; vj) is equal either to m(vi; vj) or m(vi; vj)−1 according to whether e = (vi; vj)
or e=(vi; vj). The apparently complex formula (6) is actually quite manageable as our
graphs are typically small because the number of vertices is limited by the number of
secondary structure types.
As an example, let us apply Eq. (5) to 5nd NP for 3 × 3 [HEC] matrix descriptor
of ribonuclease T1:
There are two possibilities for e: (C;H) and (C;E) and there is only one arborescence
A, namely {(H;C); (E;C)}. Using Eq. (6), n(A;G) = 1× 7 = 7. From (5), we have
NP = 1× 76!7!7!7! + 1× 7
6!7!
6!7!
= 8:
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2. Another possibility for enumeration of NP is to reduce its calculation to the de-
termination of number of Eulerian cycles NEC in a graph, created by ‘rooting’: To
5nd the number of nonequivalent linear sequences (trails) in a given graph G= (V;E)
de5ne a new graph G# = (V #;E#) by adding a new, auxiliary, vertex C# ∈ V and two
arcs (C#;C) and (C;C#) to E. Thus in our example, G# and its Laplacian L(G#) are
modi5ed as follows:
By the unicity of the arcs incident with the new vertex C#, the two Eulerian cycles
C# = v1; (C#;C); C = v1; e1; : : : ; em; C = vm; (C;C#); vm+1 = C#
C# = v′1; (C
#;C); C = v′1; e
′
1; : : : ; e
′
m; C = v
′
m; (C;C
#); v′m+1 = C
#
are equivalent, if vi = v′i and ei = e
′
i for all i = 1; : : : ; m. Thus the equivalence of
linear sequences (trails) in G is reduced to equivalence of Eulerian cycles in G# and
NEC(G#)=NP(G). The modi5ed Aardene–Ehrenfest, de Bruijn formula can be applied
to the graph G#. The number of inverse arborescences in a balanced graph G# is given
by the determinant of the matrix, generated from Laplacian by elimination of row and
column containing sii of the ‘rooted’ vertex C#. The matrix L∗ in Eq. (4) is therefore
identical to the complete Laplacian of graph G with sCC increased by one. This leads
to the equation (4). In our example, for ribonuclease T1 we have
NP = det
∣∣∣∣∣∣
1 0 −1
0 7 −7
−1 −7 9
∣∣∣∣∣∣×
0!6!8!
7!7!
= 8:
These are in general large numbers, but two remarks should be made: 5rst, the number
of Eularian trails is one of the few polynomial instances in evaluation of Tutte’s
polynomial (which is otherwise NP-complete), [10]; second, as our reduced graphs
are quite small, the formulas are particularly convenient.
Formula (4) solves the 5rst problem — enumeration of all possible segment se-
quences compatible with a given matrix descriptor [sij]. The second problem is how
to generate them all.
The algorithm for construction of the Eulerian trails in G follows from the proof
of equation (4) and consists of two steps. First all in-trees (arborescences) rooted in
the C-vertex of G are found and designated as return paths for any ‘walk’ through the
graph. The 5rst term of equation (4), det|L∗|, enumerates the number of arborescences
in G. It is a determinant of modi5ed Laplacian matrix L∗ of G with the elements
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ijsij with only one exception, the diagonal element of L∗ corresponding to the rooting
vertex is calculated as sCC + 1. This de5nition of L∗ is modi5cation of the original
formula [6] and is based on the above given ‘rooting’ of the Eulerian cycles. Values
of this determinant are directly related to the structure of the protein. The absence of
some secondary structure or segment interconnection type in the fold is translated into
zero elements of [sij] and simultaneously det|L∗| is smaller. This, in turn, reduces the
total number of possible segment layouts (for comparative study of this topological
aspect of the protein structure, only a reduced graph G∗, derived from [sij] is needed
as discussed later).
The second term of Eq. (4) is related to the structural complexity of a protein. Here,
|sii| and |sij| are the absolute values of diagonal and o9-diagonal elements of L∗. It is
obvious that for proteins with many structural segments, this term can be very large
and is the main source of the calculational complexity of this approach.
3.3. Number of cyclic segment layouts
Formula (4) conveniently enumerates the number of all nonequivalent linear se-
quences, compatible with the matrix [sij]. As this number can be large, further reduc-
tion can be achieved when ‘cycles’ of the segments are considered. Formally, it is clear
that after closure of terminal C-segments there are several trails in the nonequivalent
set constructed as described above, which will generate the same cycle. Equivalently,
‘opening’ of a single cycle at di9erent C-segments will generate sCC nonequivalent
trails. Structurally, we reasoned earlier that C-segments are experimentally indistin-
guishable within the sensitivity of optical spectroscopy and therefore the cycle is ac-
tually the model of the structure, which is compatible with the informational content
of optical spectra.
There is no compact formula for evaluation of the number of cyclic sequences NC
that are compatible with the given general matrix [sij]. For proteins, characterized by
a large number of segments, we can formulate upper and lower limits of NC as given
below:
NC6
sCC
s∗CC
det |L0|
∏n
i=1 (|sii| − 1)!∏
(i; j)∈E |sij|!
; NC¿det |L0|
∏n
i=1 (|sii| − 1)!∏
(i; j)∈E |sij |!
: (7)
Here the matrix L0 with elements ijsij is constructed from a (n−1)×(n−1) submatrix
of the descriptor matrix [sij] by elimination of the row and column intersecting at vertex
C. s∗CC is the out-degree of vertex C in the reduced graph G
∗, which is generated from
the original graph G by setting all multiplicities m(vi; vj) to 1 (for a graph with 3
vertices, s∗CC can be 1 or 2).
In the special, but practical case of three-vertex [HEC] graphs, the enumeration and
generation of all nonequivalent cycles is possible. Assume that we have a ‘parent’ cycle,
compatible with a given [sij]. Nonequivalent cycles with the segment and connection
numbers given by [sij] can be derived from the parent one by permutation of segment
groups starting and ending with the same type of segment (e.g. ∼C-H-E-C-E-C∼ →
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Fig. 2. Graphical representation of the algorithm for calculation of the number of nonequivalent cycles
corresponding to given matrix descriptor [sij]: (a) decomposition of the full graph G into elementary cycles;
(b) disconnection of elementary cycles in C; (c) arrangement into all possible linear sequences by permutation
and reconnection; (d) 5nal generation of cycles.
∼C-E-C-H-E-C∼). There are several ways to select these segment groups depending
on the topology of the overall segment layout. It can be shown that if this topology is
represented by our graph G, the proper selection of the segment groups to be permuted
corresponds to the decomposition of G into the classes of elementary circuits, which
we de5ne as closed paths in G with edge multiplicities m(vi; vj)=1. In the special case
of 3-vertex [HEC] graphs, we need to consider only elementary circuits starting and
ending at C because segment groups starting and ending at E or H and not containing
C can only be ∼E-H-E∼ or ∼H-E-H∼. 4 Permutation of these segment groups results
in equivalent segment layout (e.g. ∼H-E-H-E-H∼ → ∼H-E-H-E-H∼) irrespective of
their number and ordering and thus have no e9ect on the 5nal nonequivalent cycle
multiplicity. The example in Fig. 2a demonstrates the decomposition of a given G
into three classes of three elementary circuits. Within each class, the subgroup of
nonequivalent cycles is then generated in two steps:
1. The least frequent elementary circuit is selected as a ‘base’.
4 Sequences ∼H-H∼ or ∼E-E∼ are not permitted by de5nition, because they necessarily represent ∼H∼ or
∼E∼ in our notation. If they are meant to be distinguishable from ∼H∼ or ∼E∼, they should be encoded
as ∼H-C-H∼ or ∼E-C-E∼.
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2. The remaining elementary circuits are ‘disconnected’ in C (see Fig. 2b) and
arranged into all possible linear sequences by permutation and reconnection (Fig. 2c).
The resulting nonequivalent linear segment sequences are then inserted into the C-vertex
of the base elementary circuit to complete the cycle (see Fig. 2d).
Enumeration of the nonequivalent cycles is thus made possible. Assume that G
is decomposed into me classes, each of them induced by kj (j = l; : : : ; me) types of
circuits with multiplicity i (i = l; : : : ; kj). Within each elementary class j there are
(nP)j elementary circuits for the generation of linear sequences:
(nP)j = (1 − 1) +
kj∑
i=2
i (8)
(here i=1 is reserved for the ‘base’ elementary circuit). The number of nonequivalent
cycles (NC)j generated within the class is given by the multinomial coeScient [2,14]
(NC)j =
(
(nP)j
(1 − 1)2; : : : ; me
)
=
(nP)j!
(1 − 1)!2!; : : : ; me !
: (9)
Finally, the total number NC of nonequivalent cycles generated by a given graph G is
a sum of (NM )j over all classes:
NC =
me∑
j=1
(NC)j: (10)
NC, as given by Eq. (10), represents the absolutely minimal number of structures,
which need to be considered in detailed analyses of optical spectra with our novel
matrix descriptor [sij] in its practical, 3× 3 form.
4. Algebraic and topological relationships
In the previous section we have quanti5ed the extent of informational reduction
imposed by the [sij] representation of protein super-secondary structure together with
the complexity of the inverse problem of drawing structural conclusions about an (un-
known) protein, provided the matrix descriptor [sij] is given. In this section we address
another, but equally important problem, what are the criteria that can be used to eval-
uate reliability of [sij] descriptor predictions from experimental data.
This problem can be attacked from two standpoints, formalistic and structural.
In the 5rst case, the mathematical interrelationships between the [sij] elements should
be analyzed to derive boundary conditions for predictions, which would be analogous
to the l00% sum rule used for secondary structure fractions. In the second case the
set of all theoretically possible graphs G can be analyzed in terms of their frequency
occurrence in known protein structures. Such knowledge can be used to recognize prob-
lematic predictions even if the formal criteria for [sij] are found valid. Furthermore, any
interdependence between [sij] elements needs identi5cation because, if present, it would
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have an impact on any algorithm selected for quantitative analysis of experimental data
in terms of the matrix descriptor.
For practical purposes of this section X-ray crystal structures of representative set
of 192 non-homologous proteins were used and the secondary structure assignment
was performed using the DSSP program of Kabsch and Sander [12]. Output from the
DSSP program was processed by Secondary Structure Manipulations program. In the
transformation the 3×3 [HEC] form of matrix [sij] was used with residues assigned to
-helix and 310-helix lumped into a single H-category, parallel and antiparallel -strands
into a common E-category and all other secondary structures (i.e. bends, turns and
unassigned residues) into a common ‘loop’ C-category.
Based on the above given conversions, parallel notation of elements of [sij] is used
in next sections as follows:∣∣∣∣∣∣
s11 s12 s13
s21 s22 s23
s31 s32 s33
∣∣∣∣∣∣⇔
∣∣∣∣∣∣
H he hc
eh E ec
ch ce C
∣∣∣∣∣∣ :
4.1. Formal boundary conditions
The set of conditions, de5ned by the sum rules of Eq. (2), is a direct consequence of
the polymeric structure of any protein and the design of our descriptor. Mathematically
the sum rules in Eq. (2) facilitate the reduction of number of independent elements
in any matrix [sij] of order n to (n − 1)2. Practically, for a 3 × 3 [HEC] descriptor,
only four [sij] elements are thus needed to be predicted which might be useful in the
reduction of the total number of adjustable parameters in any mathematical procedure
used to predict [sij] from the spectra.
As there are generally a number of parameters associated with the matrix descriptor
[sij], prediction, it is useful to have added constraints. Additional relations for a 3× 3
matrix descriptor [sij] can be derived from the fact that the determinant det|L0|x of the
graph G, generated from the full matrix [ijsij] by elimination of rows and columns
belonging to diagonal elements of [sij], is invariant on the choice of the rooting vertex
X. For any 3-vertex graph G there are therefore three pairs of identities between
determinants |L0|H; |L0|E and |L0|C. After expansion of the determinants, these identities
can be rearranged into a series of less obvious relations between diagonal and o9
diagonal elements of 3× 3 descriptor matrix [sij], which are summarized in Table 2.
4.2. Structural conditions
The dominant structural feature of proteins which most a9ects the structural descrip-
tion in terms of [sij] is the absence of either one type of secondary structure or one
type of segment interconnections between existing structural segments. This situation
in a matrix descriptor is represented by zero sij elements and can be thus studied by an
analysis of allowed forms of 3×3 [sij] matrix with zero elements. For this purpose the
3-vertex reduced graphs G∗ (i.e. graphs with vertex multiplicities m(vi; vj)= 1) can be
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Table 2
Relations between the o9-diagonal elements (left column) and diagonal and o9-diagonal elements (right
column) of 3× 3 matrix descriptor [sij] based on the identities between determinants |L0|H ; |L0|E and |L0|C
(s12 − s21) = (s32 − s23) = (s31 − s13)
(s12 + s23)− (s21 + s32) = 2(s21 − s12) s22(s11 − s33) = s12 × s21 − s23 × s32
(s12 + s21)− (s23 + s32) = 2(s12 − s23) s11(s22 − s33) = s12 × s21 − s13 × s31
(s31 − s13) + (s23 − s32) = 2(s21 − s12) s33(s22 − s11) = s23 × s32 − s13 × s31
Fig. 3. All structurally allowed reduced graphs G∗ which can be de5ned on three vertices. Graphs are
ordered according to the frequency of the occurence in the set of 192 non-homologous proteins (fraction in
% below each graph).
used. There are no native proteins for which we have crystal structure data that have
both zero helix and zero sheet segments. Therefore a 3 × 3 matrix [sij] can contain
0, 1, 2, 3 or 4 elements with a zero value. The set of 3 × 3 matrices representing
reduced graphs G∗ with all allowed zero element combinations such that none of the
theoretical and structural conditions relating them to proteins is violated, generate 20
di9erent reduced graphs G∗ shown in Fig. 3.
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For each graph G∗ additional algebraic restrictions derived by zeroing the proper
elements of [sij] from relations of Table 2 are listed below the corresponding graphs
G∗. Interestingly, only half of these theoretically allowed possibilities were found in
the X-ray structures of 192 low homology proteins and of these observed 10, there are
only 4 with frequency higher than l0%. This correlates to the extent of restrictions on
the number of segments in the protein fold and is discussed in more detail later.
4.3. Probabilistic relations between [sij] elements
We approached this problem by statistical evaluation of all possible relationships
between the di9erent elements of the matrix descriptors for 192 non-homologous pro-
tein X-ray structures. Since the interdependency of the 3× 3 [HEC] matrix descriptor
elements substantially restricts the degrees of freedom in such a study, for the purpose
of this test we subdivided the C-category into segments of turns and ‘other’ secondary
structures which resulted in a 4× 4 [HETC] matrix descriptor. 5 There are three types
of these correlations: sii–skk (diagonal–diagonal), sii–sik (diagonal–o9-diagonal) and
sij–skl (o9-diagonal–o9-diagonal). Within these types, each pair of matrix element val-
ues represents a combination of a certain number of given segmental structures in a
protein that might or might not be conformationally acceptable in a real protein. This
acceptability was tested by the determination of the relative frequencies of occurrences
of all sij–skl pairs in a representative set of 192 low-homology protein structures. For-
mally that means that we have generated three-dimensional information which can be
most conveniently analyzed in terms of projections into appropriate reference planes
(Fig. 4).
Based on the projections into sii–skk planes, the 5rst type of six relations between the
considered secondary structural types can be divided into three categories. In the 5rst
category, there is no apparent correlation between the numbers of segments in protein
structure. This behavior is characteristic of the mutual relationship of helical and sheet
segments (see Fig. 4a). In the second category, signi5cant correlation between the
segment numbers exists, such as between turn and ‘other’ segments, whereby s33 = s44
allows estimation of the most probable number of turn segments from a known number
of ‘other’ segments (see Fig. 4c). The other four sii–skk relations fall into the third
category that is characterized by sii¿skk , where i= ‘other’ or turn and k= helix or
sheet. The observed bias in favor of sii is a consequence of two facts: direct contacts
of helix and sheet segments without a turn or ‘other’ connecting segment are very rare
and the majority of proteins in the reference set contain both helices and sheets so
there must be larger overall numbers of ‘connecting’ segments.
5 Selection of turns as an additional structural element for a more detailed de5nition of the [sij] matrix de-
scriptor was suggested by the supposition that turn structures have relatively well de5ned spectral properties.
At the same time, conclusions drawn for helix and sheet elements and their interconnections using a 4× 4
de5nition of the descriptor are simultaneously valid for a 3× 3 descriptor as the numbers of helix and sheet
segments and their contacts are not a9ected by subdivision of the C-category.
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Fig. 4. Representative examples of relations between the diagonal elements of [sij] matrix descriptors for
the set of 192 non-homologous proteins. Plots represent projection of corresponding full three-dimensional
information into sij–skl plane.
There are 12 sii–sik relations for a 4× 4 matrix descriptor [sij]. The projections in-
volving related row and column o9-diagonal matrix elements (e.g. ∼eh∼ and ∼he∼)
are empirically found to be similar. Thus the frequencies of the head and tail connec-
tions are combined here and discussed as six ‘symmetrized’ relations. Based on the
fact that proteins in the reference set are mostly of mixed structural types, the pairwise
relationships between diagonal and o9-diagonal elements of [sij] should be biased. By
inspection of the projections into the sii–sik planes (see Fig. 4d–f), three characteristic
slopes passing through the most frequent sii–sik combinations are observed as 12 ;
1
3
and 23 . The most probable relations of sheet and turn segments to ∼e; c∼; ∼e; t∼ and
∼t; c∼ interconnections are grouped along the 12 sii lines. The most probable numbers
of helical segments and their various contacts are related via slopes 23 for ∼h; t∼ and
between 12 and
2
3 for ∼h; c∼ while the ∼h; e∼ contact is so infrequent as not to be
signi5cant.
4.4. Frequency distributions of diAerences between the [sij] elements
Any two elements {sii; sjk} of our integer matrix [sij] are related by sjk = sii + q,
where j or k = i and q = 0;±1;±2; : : : ;±sii. To model the observed frequencies in
this projection, it is suScient to study the probability P(N; q) with which di9erent
values of q are observed for given sii in the protein structures consisting of up to
N segments. Normalized summations of frequencies along the diagonals sjk = sii + q
provide estimates of this probability as shown in Fig. 5 for six diagonal (k = j) and
six o9-diagonal (k = j) relations.
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Table 3
Parameters of the probability functions (12) describing the propensity for numbers of secondary structure
segments and their contacts in globular proteins
Relation k N− N+ Relation k N− N+
H-E 0 18 18 E-eh 0 28 2
H-T −5 10 20 E-et 0 16 2
H-C −2 9 24 E-ec 0 21 2
E-T −2 8 24 T-th 6 28 9
E-C −1 11 20 T-te 4 26 6
T-C 0 13 8 T-tc 3 24 6
H-he 0 25 3 C-ch 2 27 5
H-ht 1 11 4 C-ce 5 26 7
H-hc 2 19 5 C-ct 3 20 5
Considering the algebraic relations between the matrix descriptor elements, a theo-
retical formula describing the probability distribution P(N; q) for q can be derived for
a purely random unbiased system as:
P(N; q) = !
(
1− |q|
N
)
ln
(
N
|q|
)
: (11)
Here, ! is a normalization constant, and the only adjustable parameter in this function
is N , the maximal number of segments of a given secondary structure found in the an-
alyzed set. For biased relations we use modi5ed functions P−(N−; q) and P+(N+; q)
for left and right branches (considered relatively to q= 0) of the distribution, respec-
tively:
P−(N−; q) = !
(
1− |q− k|
N−
)
ln
(
N−
|q− k|
)
;
P+(N+; q) = !
(
1− |q− k|
N+
)
ln
(
N+
|q− k|
)
: (12)
Here, k is shift of the function maximum from q= 0; N− and N+ are absolute values
of lower and upper limits of {sii; skk} relations in the analyzed set of proteins.
These functions were used to approximate the relative frequencies of q found in the
set of 192 reference proteins. Table 3 summarizes parameters of these functions, which
are shown as smooth lines in Fig. 5.
5. Discussion
For the purposes of this paper on the properties of this matrix descriptor of protein
structure, we focused on the formal features of [sij], their consequences for comprehen-
sion of new features of protein folds and novel possibilities of linking the experimental
spectroscopic data to other types of protein structural studies which might be facilitated
by matrix descriptor design.
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Fig. 5. Normalized frequencies of occurence of numbers of secondary structure segments in the reference set
of 192 non-homologous proteins. The dependences were generated by projection of frequencies into planes
perpendicular to the lines sjk = sii + q and are expressed as a function of q. Smooth lines in all plots are
functions (12) with parameters summarized in Table 3.
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5.1. Structural multiplicity categories (invariants) deBned by [sij]
The results of analyzing the mathematical properties of the matrix descriptor also
delineate a method for further development of protein structural studies utilizing the
information from optical spectra. Although [sij] provides qualitatively new structural
information, the matrix descriptor itself is still insuScient for unambiguous recogni-
tion of the fold type of an individual protein. The main obstacle is its invariance to
di9erences of broad range of real structures. The complexity of this inverse problem
of transformation of a predicted [sij] into a unique protein structural segment layout
is quanti5ed in Eq. (4). Values of NP for the reference set of protein X-ray structures
used in this study vary from NP =1 (for all- or all- structural classes) to NP ≈ 1020
for the largest proteins. An important factor determining the extent of this ambiguity
is the neglect of the structural di9erences between the segments of the same secondary
structural type. In the [sij] descriptor we enumerate n × n structurally di9erent seg-
ment categories assuming that within them, the individual segment properties can be
replaced by some e9ective or averaged common spectral representation. This construc-
tion corresponds to the structural sensitivity of optical spectroscopic methods such as
FTIR or CD.
Any attempt to go beyond this ambiguity would therefore require additional and
more local information about the di9erences between the segments. Such independent
information can have two sources, experimental and theoretical. Experimentally, the
results of more local or site-speci5c spectroscopic techniques can be used to add ad-
ditional restrictions to the structural picture of a protein (e.g. distance limits derived
from Nuorescence spectra for particular residues or labels, or restrictions from par-
tially assigned NMR spectra). Theoretical methods can in principle use the [sij] values
as the additional boundary conditions to reduce their own ambiguities. An example
of the combination of the secondary structure prediction from primary structure with
the results of an optical spectroscopic study which provided the [sij] descriptor for ri-
bonuclease T1 can be found in [17]. Finally, considering the mathematics related to the
graph representation of [sij], such di9erentiation between the segments of the same type
might be represented by colored graph dual to G [2] which opens broad possibilities
for detailed and rigorous study of formal aspects of such extended applications.
5.2. Structural constraints in protein folds visualized by [sij] representation of a
protein structure
Graph theory representation of the [sij] descriptor facilitated 5nding structural fea-
tures of the protein folds that reach far beyond the original intention to formulate
boundary conditions of [sij] prediction reliability. What we can conclude from alge-
braic inequalities for [sij] elements derived in the statistical analysis of representative
protein structures represented by their reduced graphs G∗ (see Fig. 3) is that natural
protein folds prefer to have quantitatively unrestricted composition (numbers) of their
helical and sheet secondary structural segments. Further inspection reveals that what
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is represented algebraically in these inequalities have clear structural interpretation.
Mathematically, reduced graphs G∗, which represent severe restrictions on the relative
number of segments in the protein fold, are predominantly those containing energeti-
cally unfavorable segment connectivities. In this sense we can relate the mathematical
analysis as summarized in Fig. 3 to the structures of the reference proteins. Algebraic
relations between the relative numbers of secondary structure segments are mathemat-
ical consequences of the absence of some edges in reduced and full graphs, G∗ and
G, respectively. Structurally, these edges represent segment contacts and their absence
in the native structures might be caused by their unfavorable contribution to the total
free energy of the protein (as is represented e.g. by direct helix-sheet contacts). The
connection of energetic unfavorability of segment joints to the restrictions of the mu-
tual numbers of principal structural segments in the fold opens a new insight into the
entropic part of the total free energy determining the favored protein fold, facilitated
by the description of protein structure in terms of [sij].
5.3. Statistical relations between [sij] elements
From the two types of projections used here to analyze the complete three-dimensional
distribution of numbers of segments in the reference set of non-homologous proteins,
the 5rst one (into sij–sjk planes) provides only modest insight into the protein structure.
Mutual dependencies of diagonal elements of the matrix descriptor that represent the
numerical ratio of di9erent secondary structural segments only con5rms the tendency
for unrestricted and uncorrelated relations between the numbers of helix and sheet seg-
ments, in agreement with the conclusions of the previous paragraph. The balanced ratio
between the turn and other segments might indicate the arbitrariness of di9erentiation
of ‘other’ segments from 3×3 [HEC] form of the descriptor into turns and complemen-
tary segments. In any case, the T-C relation (Fig. 4c) shows that the di9erentiation
in most cases follows the scheme ∼C∼ → ∼C′-T∼ or ∼C∼ → ∼T-C′∼ and not
∼C∼ → ∼C′-T-C′′∼ which might be a trivial consequence of the structural de5nitions
in Kabsch and Sander scheme [12]. The other restrictions were already discussed in
previous sections.
The relations between the diagonal and o9-diagonal elements of [sij] are characterized
by typical slopes that can be rationalized in a following way: If an observed relation
between the number of connecting structures xy to regular structural segments X has
the form of xy= kX , then from the fact that in our plots X= (xy+ xw+ xz)=2 where
xw and xz are ‘symmetrized’ structures, connecting X to segments di9erent from X,
the observed slopes have the same meaning as the ratio, rC , of one type of contact
structure, xy, to the sum of X contacts to segments di9erent from Y:
rC =
xy
xw + xz
=
1
2k − 1 : (13)
Thus, the dominantly observed slopes 12 ;
1
3 and
2
3 correspond to rC values of
1
3 ;
1
5 and
1
2 , respectively, indicating statistical preferences of various secondary structures for
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the di9erent conformations of connecting segments. More detailed analysis is obscured
by the very approximate character of the projected dependencies and by the fact that
relations between the o9-diagonal elements of [sij] show no apparent correlations.
The second analysis, whereby the sij–sjk frequencies are projected into planes per-
pendicular to ‘quanti5ed’ relations sjk = sii + q has proven to be more informative. By
the excellent gross 5t of the experimental sij–sjk frequencies by the functions 12 that
were derived using purely probabilistic principles, these plots (Fig. 5) reveal the overall
randomness of the segment number relations. The statistical functions (12) have two
adjustable parameters. The 5rst one, k, allows estimation of the most probable number
of secondary structure segments j from a known number of segments i. The values of
k in Table 3 show that the most probable relation between helix and sheet segment
numbers is balanced (s11 = s22) as is the most probable relation of turn and ‘other’
segment numbers (s33=s44). Relations between the ‘regular’ and ‘connecting’ segments
are biased (see discussion in the previous paragraph). The biases reNect preferences of
regular structural segments to form certain types of interconnections and are actually
another representation of the arguments summarized in the previous paragraph.
The parameters N± in Eq. (12) de5ne the ‘decay rate’ of the probability that the
segment numbers will deviate from the most probable combination. Structurally these
parameters are related to the maximal number of segments of a given type which
can be found in a single-protein subunit (the reference set was chosen not to contain
multi-subunit molecules). From the fact that these numbers are suScient to explain
the overall trend of the observed distributions of q (neglecting deviations from the
most probable relations), one can infer that there is some limiting number of structural
segments of a given type which can form a fold of one protein subunit and, for large
constructs, a multi-subunit solution needs to be implemented.
What remains for more detailed analysis are the deviations of the observed sij–sjk
frequencies from the random ‘base’ de5ned by Eq. (12). They might reNect the selective
quantitative relations between the structural segments in the folding super-families [15].
Further tests of these observations are dependent on formulation of a more extensive
reference set of protein X-ray structures grouped according the superfamilies and might
require a reformulation of the descriptor for this purpose [19].
6. Conclusions
Average secondary structure parameters are well known to be derivable from optical
spectra within some error limits [16]. This paper provides the formalism to describe
and quantify what might be termed super secondary structural features, which can be
expected to induce observable changes in experimental spectra. We have here demon-
strated how mathematical objects (such as graphs, which are rarely used in protein
structural studies), can be exploited for analysis of such new descriptors.
This paper also explains two general sources of problems inherent in the super
secondary structural analyses using our novel matrix descriptor [sij] and protein optical
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spectra. The most important one is the ambiguity of the segment topology consistent
with a given [sij] and quanti5ed by Eq. (12). Although the multiplicity of the acceptable
structures can be enormous, we believe that this feature of our novel descriptor is
consistent with the limited information content in the experimental spectra and in the
removal of real di9erences between various segments (such as amino-acid composition
and individual segment length di9erences) during the descriptor construction. Proper
combination with other information, such as sequence based the secondary structure
prediction using primary structure of a protein [17], can be used to substantially reduce
this ambiguity.
The other source of problems is mathematical, demonstrated in our case by the
nonexistence of a general algorithm for enumeration and construction of nonequivalent
segment cycles from [sij]. Occasionally, there might be a suitable substitute for an
optimal algorithm, as in our case for the theory of linear segment trails, but these
usually come at a cost of larger complexity in the detailed structural interpretations of
the analysis results.
It is important to realize that the above discussed problems are related to the struc-
tural interpretation going beyond the information encoded in the super secondary struc-
tural descriptor itself. For example, we did not need all segment cycles to di9erentiate
between the folding type of ribonucleases A and T1, a task which cannot be solved
having only standard fractional concentrations values but one whose solution is imme-
diately obvious once the [sij] matrix is predicted from FTIR spectra of the two proteins
[17]. On the other hand, the increased information content in novel designs of super
secondary structural descriptors brings the experimental results of optical spectroscopy
closer to direct application in theoretical methods used for sequence — structure predic-
tions. We foresee several super secondary structural descriptors predicted from optical
spectra being used as an experimentally derived set of constraints, which must be
compatible with the structural models generated by theoretical methods.
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