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In data mining, searching for simple representations of knowledge is a very important
issue. Attribute reduction, continuous attribute discretization and symbolic value partition
are three preprocessing techniques which are used in this regard. This paper investigates
the symbolic value partition technique, which divides each attribute domain of a data table
into a family for disjoint subsets, and constructs a new data table with fewer attributes and
smaller attribute domains. Speciﬁcally, we investigates the optimal symbolic value parti-
tion (OSVP) problem of supervised data, where the optimal metric is deﬁned by the cardi-
nality sum of new attribute domains. We propose the concept of partition reducts for this
problem. An optimal partition reduct is the solution to the OSVP-problem. We develop a
greedy algorithm to search for a suboptimal partition reduct, and analyze major properties
of the proposed algorithm. Empirical studies on various datasets from the UCI library show
that our algorithm effectively reduces the size of attribute domains. Furthermore, it assists
in computing smaller rule sets with better coverage compared with the attribute reduction
approach.
 2008 Elsevier Inc. All rights reserved.1. Introduction
Many problems in machine learning, pattern recognition, and signal process involve high dimensional descriptions of
data. In some applications, such as text process and Web content classiﬁcation, data sets are often represented in the form
of information or decision tables with, not only a huge number of attributes (in the order of tens of thousands) [1], but also
large cardinalities of attribute domains (in the order of hundreds). Utilizing most generalization techniques, such as rule
induction [2], or decision tree construction [3], on such data is rather difﬁcult and often infeasible.
It is, therefore, desirable to develop preprocessing techniques to reduce both the number of attributes and the cardinal-
ities of attribute domains. Another important motivation for these techniques is that lowering the degree of precision in the
data makes the data pattern more visible [4].
Attribute reduction, continuous attribute discretization and symbolic value partition are three such techniques. With re-
spect to Rough sets, attribute reduction methods are based on the observation that attributes are not independent and con-
sequently, some of them are superﬂuous [5]. Researchers have proposed a number deﬁnitions for reducts (see, e.g., [5–9]) to
provide different levels of information reservation, together with many heuristic algorithms (see, e.g., [10–12]), that have
been successfully applied in numerous applications. However, this technique can only reduce the number of attributes,. All rights reserved.
qiheliu@uestc.edu.cn (Q. Liu), fangcl@uestc.edu.cn (C. Fang).
Min).
tion project under Grant No. 9140A06060106DZ223 and the Youth Foundation of UESTC.
undation of China under Grant No. 60702071.
ject under Grant No. 2007AA01Z322.
690 F. Min et al. / International Journal of Approximate Reasoning 49 (2008) 689–700and is thus unsuitable for continuous attributes or attributes with large domains [13]. Although continuous attribute discret-
ization has been investigated by a wider range of research groups (see, e.g., [14–16]) than that of attribute reduction, there
are still more studies to be done.
Symbolic value partition is more general, and thus more complex than attribute reduction and continuous attribute dis-
cretization. In fact, both the attribute reduction problem and the continuous attribute discretization problem are special
cases of the partition problem [15]. Moreover, given an information system with N attributes, each of which has M attribute
values, the search spaces of the attribute reduction problem, the continuous attribute discretization problem and the sym-
bolic value partition problem (or simply the partition problem for the sake of brevity) are 2N , 2NðM1Þ, and ðM!2M1ÞN , respec-
tively. Thus, only heuristic algorithms are applicable.
In the decision tree research ﬁeld, symbolic value partition is also referred to as attribute value grouping [17–19]. It was
provided as an option in C4.5 [17]. Berkman [18] reported that this approach has been shown to have no strong effect on
classiﬁcation accuracy. In addition, this kind of approaches [17,15,19] helps obtain smaller decision trees, that are easier
to understand.
From a global viewpoint, we are interested in optimal consistent partition schemes, in which the optimal metric is deﬁned
by the cardinality sum of new attribute domains, and consistency means preserving the discernibility relation between ob-
jects from different decision classes [20]. H.S. Nguyen and S.H. Nguyen [15,21] introduced the concept of optimal symbolic
value partition (OSVP) problem and proposed two approaches to address the problem, namely a decision tree approach and a
Rough sets approach. The ﬁrst approach, known as the MDG-method, addresses the binary optimal partition (BOP) problem,
by partitioning each attribute value set into two disjoint subsets in a top-down manner, until some terminating conditions
hold. The second approach is interesting in that it converts the initial problem into a graph coloring problem. It does, how-
ever, have a few drawbacks, as analyzed in Section 5. In fact, the partition problem has not been investigated thoroughly, and
deserves more in-depth research.
In this paper, we propose the concept of partition reducts since ﬁnding optimal consistent partition schemes is compu-
tationally infeasible. The concepts of an optimal consistent partition scheme and an optimal partition reduct are equivalent.
We develop an algorithm, all possible outputs of which form the set of all partition reducts. The main idea is to convert the
partition problem into a series of attribute reduction problems. We point out that an algorithm, all possible outputs of which
choosing optimal or suboptimal reducts in each turn, a suboptimal partition reduct can gradually be obtained. Moreover,
since the generalization ability of symbolic value partition is stronger than that of attribute reduction, our algorithm can as-
sist in obtaining smaller decision tables and smaller decision rule sets with better predication ability compared with some
existing reduction algorithms.
The rest of the paper is organized as follows: Section 2 describes some basic concepts that are used throughout the paper.
Section 3 proposes an algorithm called the reduction-based symbolic value partition (RBSVP) algorithm for the partition
problem. Section 4 validates our analysis through experiments. The approach used by H.S. Nguyen and S.H. Nguyen
[15,21] is very interesting, yet totally different to our approach. As such we analyze it and give a counterexample in Section
5. Finally, Section 6 presents our conclusions and points out further works.2. Preliminaries
In this section, describe related relative concepts including decision tables [22], partition schemes [15,21],M-reducts [23]
and scaling [24]. Some well known concepts such as the indiscernibility relation, positive region and relative reducts [5,20]
are used without further explanation.2.1. Decision tables
Data are often presented as a table, columns of which are labelled by attributes, rows by objects of interest and entries in
the table are attribute values. This paper is only concerned with decision tables having one decision attribute. Formally, a
decision table is a triple S ¼ ðU;C; fdgÞ, where d R C is the decision attribute and elements of C are called conditional attributes
or conditions in brief. Table 1 gives a decision table, where U ¼ fx1; x2; . . . ; x9g, C ¼ foccupation; temperature; coughg and
d ¼ SARS. This table is referred to as an example throughout the paper.2.2. M-relative reduct
The number of relative reducts of a decision table may be large [23,25], and many minimal reducts of a decision table may
exist. Bazan presented the concept of dynamic reducts [6] to obtain stable reducts.
To obtain more preferred reducts, we previously proposed the concept of anM-relative reduct [23] to that an attribute set
speciﬁed by the user or the algorithm is always included. Since this concept will be used in Section 3, we deﬁne it as follows:
Deﬁnition 1. Given a decision table S ¼ ðU;C; fdgÞ and a set of speciﬁed attributes M#C, any B#C is called an M-relative
reduct of S iff:
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(2) POSBðfdgÞ ¼ POSCðfdgÞ;
(3) 8a 2 ðBMÞ; POSBfagðfdgÞ  POSCðfdgÞ.The set of all M-relative reducts of S is denoted by RedðS; MÞ.
2.3. Partitions
To facilitate our discussion, we use more general deﬁnitions than those used in [21]. Note that most of our deﬁnitions are
essentially equivalent to existing ones.
Let S ¼ ðU;C; fdgÞ be a decision table, where C ¼ fai : U ! Vaig for i 2 f1; . . . ; jCjg. Any function Pi ¼ Pai : Vai !Wai [ Vai ,
where Wai \ Vai ¼ ;, PiðvÞ 2Wai or PiðvÞ ¼ v is called a partition of Vai . The function Pi deﬁnes a new partition attribute
aPii ¼ Pi  ai, i.e., aPii ðuÞ ¼ PiðaiðuÞÞ for any object u 2 U. The range of aPii is VPiai ¼
S
u2UfaPii ðuÞg. Often Pi is also expressed as a
set of value pairs, i.e., Piðv1Þ ¼ v2 () ðv1; v2Þ 2 Pi.
For example, P1 ¼ fðstudent; 1Þ; ðdoctor; 2Þ; ðnurse; 2Þ; ðteacher; teacherÞ; ðlawyer; 1Þg is a partition of Va1 ,
where Wa1 ¼ f1; 2g and a1 is an attribute of S given in Table 1. P1 divides Va1 into three subsets: {student,lawyer}, {doc-
tor,nurse} and {teacher}. VP1a1 ¼ f1; 2; teacherg.
Any array of partitions P ¼ ½P1; . . . ; PjCj is called a partition scheme of S. P deﬁnes from S a new decision table
SP ¼ ðU;CP; fdgÞ, where CP ¼ faP11 ; . . . ; a
PjCj
jCj g. The rank of S is the value
PjCj
i¼1jVai j. The rank of Pai is the value rankðPai Þ ¼ jVPiai j.
Similar to the deﬁnition of a reduct in [5], we propose the following two concepts. A partition scheme P is consistent iff
POSCP ðfdgÞ ¼ POSCðfdgÞ. A decision table S is unpartitionable iff no partition scheme P exists such that P is consistent and
rankðSPÞ < rankðSÞ.
Deﬁnition 2. P is called a partition reduct of S iff P is consistent and SP is unpartitionable.
The set of all partition reducts of S is denoted by PRðSÞ. A partition reduct P is optimal iff rank ðSPÞ is minimal. We consider
the following problem, which was proven NP-hard [21]:
Problem 3. Optimal symbolic value partition (OSVP)
Input: A decision table S ¼ ðU;C; fdgÞ where all attributes are symbolic.
Output: An optimal partition reduct P of S.2.4. Scaling
In some theories, especially formal context analysis [24], there is a need to transform amany-valued attribute into a num-
ber of binary-valued attributes. This process is called scaling [24]. Here, we require that the decision attribute is not changed
in the scaling process.
Deﬁnition 4. Given a decision table S ¼ ðU;C; fdgÞ, the set of scaled attributes of Q #C isTable 1
An exam
U
x1
x2
x3
x4
x5
x6
x7
x8
x9QB ¼ fða; vÞja 2 Q ; v 2 Vag; ð1Þ
where ða; vÞ : U ! f0;1g andða; vÞðuÞ ¼ 1 if aðuÞ ¼ v;
0 otherwise:

ð2ÞTable 2 gives the scaled decision table SB ¼ ðU;CB; fdgÞ of S given in Table 1, where ðO; sÞ; ðO; dÞ; . . . ; ðC; nÞ stand for (occu-
pation, student), (occupation, doctor), . . ., (cough, no), respectively.ple decision table S
Occupation Temperature Cough SARS
Student Low Yes Suspicious
Doctor High No Yes
Nurse High Yes Yes
Nurse Normal Yes Yes
Teacher Normal No Suspicious
Teacher Normal Yes Suspicious
Lawyer Normal Yes No
Student Normal No No
Student High No No
Table 2
SB , the scaled decision table of S
(O,s) (O,d) (O,n) (O,t) (O,l) (T,l) (T,h) (T,n) (C,y) (C,n) d
x1 1 0 0 0 0 1 0 0 0 1 Suspicious
x2 0 1 0 0 0 0 1 0 0 1 Yes
x3 0 0 1 0 0 0 1 0 1 0 Yes
x4 0 0 1 0 0 0 0 1 1 0 Yes
x5 0 0 0 1 0 0 0 1 0 1 Suspicious
x6 0 0 0 1 0 0 0 1 1 0 Suspicious
x7 0 0 0 0 1 0 0 1 1 0 No
x8 1 0 0 0 0 0 0 1 0 1 No
x9 1 0 0 0 0 0 1 0 0 1 No
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the following lemma:
Lemma 5. Given a decision table S ¼ ðU;C; fdgÞ for any i 2 f1; . . . ; jCjg,Table 3
SP
1
U
x1
x2
x3
x5
x7IndðfaigÞ ¼ IndðfaigBÞ; ð3Þ
IndðCÞ ¼ IndðCBÞ; ð4Þ
POSCðfdgÞ ¼ POSCB ðfdgÞ: ð5ÞProof. We only prove Eq. (4). According to the construction of CB 8ai 2 C and uj;uk 2 U,aiðujÞ ¼ aiðukÞ () 8ðai; vÞ 2 CB; ðai; vÞðujÞ ¼ ðai; vÞðukÞ:
Hence, IndðaiÞ ¼
T
ðai ;vÞ2CB Indððai;vÞÞ; IndðCÞ ¼
T
16i6jCjIndðaiÞ ¼
T
16i6jCjð
T
ðai ;vÞ2CB Indððai;vÞÞÞ ¼
T
ða;vÞ2CB Indðða;vÞÞ ¼ IndðCBÞ. h3. The reduction-based symbolic value partition algorithm
In this section, we ﬁrst explain the main idea of the algorithm using an example. Then we propose the OSGP-problem as
the basis of our algorithm and list the algorithm. Finally we analyze various properties of the algorithm.
3.1. An example
To make our algorithm easier to comprehend, we analyze an example prior to any theoretic analysis.
One can apply attribute reduction to the scaled decision table. For example, R1 ¼ fðO; dÞ; ðO; nÞ; ðO; tÞ; ðT; lÞg is a mini-
mal reduct of SB given in Table 2 and a reduced decision table ðU; R1; fdgÞ can be obtained. However, it is more interesting to
convert ðU; R1; fdgÞ back to a ‘‘normal” decision table as given in Table 3, in which duplicate objects have been are removed.
Because ðO; sÞ R R1 and ðO; lÞ R R1, we do not distinguish student from lawyer. From a semantic point of view, student
and lawyer can be replaced by others. However, for the extended purpose, 1 is used instead.
In fact, a partition scheme P1 ¼ ½fðs;1Þ; ðd;dÞ; ðn;nÞ; ðt;tÞ; ðl;1Þg; fðl;lÞ; ðh;1Þ; ðn;1Þ; fðy;1Þ; ðn;1Þg could be constructed
such that the decision table given in Table 3 is just SP
1
.
Another key idea is that this process of scaling, reduction and converting back (in which new values such as 2,3, . . . are
used instead of 1) can be repeated until the cardinality of any attribute cannot be reduced further.
SP
1
B is obtained as given in Table 4. R
2 ¼ fðOP1 ;1Þ; ðOP1 ; tÞ; ðT;1Þg is a reduct of SP1B , and SP
2
is obtained as given in Table 5,
where P2 ¼ ½fðs;1Þ; ðd;2Þ; ðn;2Þ; ðt;tÞ; ðl;1Þg; fðl;2Þ; ðh;1Þ; ðn;1Þ; fðy;1Þ; ðn;1Þg. SP2B is given in Table 6. R3 ¼
fðOP2 ;1Þ; ðOP2 ;2Þ; ðTP2 ;1Þg is a reduct of SP2B and SP
3
is obtained as given in Table 7, where P3 ¼ ½fðs;1Þ; ðd;2Þ; ðn;2Þ; ðt;3Þ;
ðl;1Þg; fðl;2Þ; ðh;1Þ; ðn;1Þg; fðy;1Þ; ðn;1Þg. Since SP3 is unpartitionable, the whole process terminates and P ¼ P3 is a parti-
tion reduct. A more comprehensive version of SP
3
is given in Table 8.OP
1
TP
1
CP
1
d
1 Low 1 Suspicious
Doctor 1 1 Yes
Nurse 1 1 Yes
Teacher 1 1 Suspicious
1 1 1 no
Table 5
SP
2
U OP
2
TP
2
CP
2
d
u1 1 2 1 Suspicious
u2 2 1 1 Yes
u5 Teacher 1 1 Suspicious
u7 1 1 1 No
Table 6
SP
2
B
U ðOP2 ;1Þ ðOP2 ;2Þ ðOP2 ;tÞ ðTP2 ;1Þ ðTP2 ;2Þ ðCP2 ;1Þ d
u1 1 0 0 0 1 1 Suspicious
u2 0 1 0 1 0 1 Yes
u5 0 0 1 1 0 1 Suspicious
u7 1 0 0 1 0 1 No
Table 7
SP ¼ SP3
U OP
3
TP
3
CP
3
d
u1 1 2 1 Suspicious
u2 2 1 1 Yes
u5 3 1 1 Suspicious
u7 1 1 1 No
Table 8
A more comprehensive version of SP
3
U OP
3
TP
3
CP
3
d
u1 {Student, lawyer} {Low} {Yes, no} Suspicious
u2 {Doctor, nurse} {Normal, high} {Yes, no} Yes
u5 {Teacher} {normal, High} {Yes, no} Suspicious
u7 {Student, lawyer} {Normal, high} {Yes, no} No
Table 4
SP
1
B
U ðOP1 ;1Þ ðOP1 ;dÞ ðOP1 ;nÞ ðOP1 ;tÞ ðTP1 ;1Þ ðTP1 ;lÞ ðCP1 ;1Þ d
u1 1 0 0 0 0 1 1 Suspicious
u2 0 1 0 0 1 0 1 Yes
u3 0 0 1 0 1 0 1 Yes
u5 0 0 0 1 1 0 1 Suspicious
u7 1 0 0 0 1 0 1 No
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The example presented above indicates that the whole process is essentially recursive. Hence we now focus on the ﬁrst
round of the process, i.e., the computation of P1.
As shown in Table 3, any conditional attribute has exactly one new value, that corresponds to one or more initial values.
For example, for occupation, 1 corresponds to both student and lawyer, while for cough, 1 corresponds to both yes and no.
That is, attribute values for each attribute form exactly one (single) new group. Hence, we introduce a special form of the
partition scheme.
Deﬁnition 6. A partition scheme P ¼ ½P1; . . . ; PjCj of S is called a single-group partition scheme (SGPS) if for any
i 2 f1; . . . ; jCjg, jWai j ¼ 1.
Given an SGPS P ¼ ½P1; . . . ; PjCj, for any i 2 f1; . . . ; jCjg, Pi essentially divides Vai into two adisjoint subsets VFai and V
G
ai
, andPiðvÞ ¼
v if v 2 VFai ;
k if v 2 VGai ;
(
ð6Þ
694 F. Min et al. / International Journal of Approximate Reasoning 49 (2008) 689–700where k 2Wai . According to Deﬁnition 6, VGai–;. Hence, any SGPS P can also be represented by a set of attribute value pairs,
i.e., P ¼ fðai; vÞji 2 f1; . . . ; jCjg and v 2 VFaig.
For example, partition scheme P1 is also an SGPS and it can be represented by P1 ¼ R1 ¼ fðO; dÞ; ðO; nÞ; ðO; tÞ; ðT; lÞg.
With this form of SGPS we can deﬁne single-group partition reducts as follows:
Deﬁnition 7. Any SGPS P is called a single-group partition reduct (SGPR) of S iff P is consistent and any P0  P is not
consistent.
The set of SGPR of S is denoted by SGRðSÞ. A SGPR P is optimal iff rank ðSPÞ is minimal. We consider the following problem:
Problem 8. Optimal single-group partition (OSGP)
Input: A decision table S ¼ ðU;C; fdgÞ where all attributes are symbolic.
Output: An optimal SGPR P of S.
In fact, any SGPS P#CB is an attribute subset of SB, and C
P is the set of conditional attributes of SP . We have the following
lemma:
Lemma 9. For any SGPS P#CB,IndðPÞ ¼ IndðCPÞ: ð7ÞProof. For any xi; xj 2 U,ðxi; xjÞ 2 IndðPÞ () 8ða; vÞ 2 P; ða; vÞðxiÞ ¼ ða; vÞðxjÞ
() 8a 2 C; fagPðxiÞ ¼ fagPðxjÞ () 8a 2 C; ðxi; xjÞ 2 IndðfagPÞ
() ðxi; xjÞ 2
\
a2C
IndðfagPÞ ¼ IndðCPÞ: According to Deﬁnition 7 and Lemma 9, we have the following theorem:
Theorem 10SGRðSÞ ¼ RedðSBÞ: ð8ÞTherefore, the OSGP-problem of S (constructing an SGPR P) is converted into a reduction problem of SB (selecting an attri-
bute subset P from CB).
Moreover, Eq. (6) indicatesrankðSPÞ ¼
X
16i6jCj
ðVFai þ 1Þ ¼ jPj þ jCj: ð9ÞFinally, according to the deﬁnition of optimal metrics of reducts and SGPR, we have the following corollary:
Corollary 11. The OSGP-problem of S is equivalent to the OR-problem of SB.
For example, since R1 is an optimal reduct of SB, according to Theorem 10, P
1 ¼ R1 is an optimal SGPS of S.
Also note that R1 \ fa3gB ¼ ;, hence aP
1
3 ðuÞ  1, indicating aP
1
3 is reduced.
Since the reduct problem is NP-complete, the following corollary holds:
Corollary 12. The OSGP-problem is NP-complete.
It is also easily seen that the single-group partition problem is more general than the reduct problem, yet more speciﬁc
than the partition problem. The following theorem is straightforward:
Theorem 13. If Vai ¼ 2 for any i 2 f1; . . . ; jCjg, the OSGP-problem coincides with the OR-problem.3.3. The algorithm
3.3.1. Algorithm structure
As indicated in Section 3.2, an (optimal) SGPR or the set of all SGPRs, of a decision table can be obtained by following three
steps, namely, scaling, reduction and converting back. In most cases, however, an (optimal) SGPR is not a partition reduct.
The main structure of the algorithm therefore, involves repeating these three steps until the new decision table is unpar-
titionable. In other words, an SGPR of the new decision table is computed recursively with new values such as 2,3, . . . should
be assigned to k in Eq. (6). In so doing, a partition reduct or even the set of all partition reducts can be obtained.
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In the reduction step, the reduct for partition purposes should not be chosen randomly. In the example, R1 is a reduct of SB,
and also an SGPR of S. SR
1 ¼ SP1 and rank ðSR1 Þ < rankðSÞ. However, R1 is also a reduct of SP1B , and if used again as an SGPR of
SP
1
, ðSP1 ÞR1 would be equivalent to SP1 . In fact, the only difference between SP1 and ðSP1 ÞR1 is in that all 1s in the former decision
table are replaced by 2s in the latter. In the worst case, the whole process would enter a inﬁnite loop if R1 is always chosen as
the SGPR of the new decision table.
Hence, the concept ofM-relative reduct should be introduced to control the computation of SGPRs and ensure quick con-
vergence of the algorithm.M is deliberately set such that new attribute values introduced can never be replaced by others. In
the example, since 1 has replaced student as the occupation, it should not be replaced again by any other new values. Con-
sequently, we let M2 ¼ fðO;1Þ; ðT;1Þg for the computation of R2 and M3 ¼ fðO;1Þ; ðT;1Þ; ðO;2Þg for the computation of R3.
Another important aspect of this approach is that once all attribute value pairs have been processed, i.e., respective values
replaced by new ones, the algorithm should terminate. A two-dimension vector H is used to record unprocessed attribute
value pairs.
3.3.3. The computation of partition schemes
According to our discussion in Section 3.2, R1;R2;R3; . . . could be taken as SGPRs of S; SP
1
; SP
2
; . . . ; respectively. That is,
SP
1 ¼ SR1 ; SP2 ¼ ðSR1 ÞR2 ; SP3 ¼ ððSR1 ÞR2 ÞR3 ; . . .
The computation of P1; P2; P3; . . . is given in the algorithm.
3.3.4. Algorithm description
The algorithm is given in Algorithm 1. It should be noted that we can compute SP
i
B without computing S
Pi , but for com-
pleteness we still list the pseudocode.
Algorithm 1. The reduction-based symbolic value partition algorithm
ReductionBasedSymbolicValuePartition (S ¼ ðU;C; fdgÞ)
{input: A decision table S.}
{output: A partition reduct P.}
//Initialize. Mi is used for M-relative reduct.
Step 1. M1 ¼ ;;
//The initial partition scheme P0. In fact SP
0 ¼ S.
Step 2. P0 ¼ ½P01; . . . ; P0jCj where P0i ðviÞ ¼ vi for any i 2 f1; . . . ; jCjg and vi 2 Vai ;
//Initialize unprocessed attribute-value pairs for each attribute.
//Now all attribute-value pairs are unprocessed.
Step 3. for (i ¼ 1; i 6 jCj; iþþ) H0i ¼ faigB;
//Attack the OSVP-problem by recursively attacking the OSGP-problem.
Step 4. for (i ¼ 1; ;iþþ) begin
//**scaling.**
Step 4.1 compute SP
i1
B ;
//**Reduction.**
Step 4.2 Ri ¼ an optimal M-relative reduct of SPi1B where M ¼ Mi;
Step 4.3 Miþ1 ¼ Mi;//Initialize Miþ1.
Step 4.4 for (j ¼ 1; j 6 jCj; jþþ) begin
//Compute Pi.
Step 4.4.1 8ðaj; vÞ R Hi1j  Ri, PijðvÞ ¼ Pi1j ðvÞ;
Step 4.4.2 8ðaj; vÞ 2 Hi1j  Ri, PijðvÞ ¼ i;
Step 4.4.3 Hij ¼ Hi1j \ Ri//Remove processed attribute-value pairs
//Compute Miþ1
Step 4.4.4 if (Hij–;) Miþ1 ¼ Miþ1 [ fðaj; iÞg;
end//of for j;
//**Converting back to a ‘‘normal” decision table.**
Step 4.5 compute SP
i
where Pi ¼ ½Pi1; . . . ; PijCj;
//See if all attribute-value pairs have been processed
Step 4.6 if Hi ¼ SjCjj¼1Hij ¼ ; break; end;//of for i
Step 5. P ¼ Pi, return P;3.4. Algorithm analysis
In this subsection, we analyze the set of all possible outputs of the algorithm, explain why the optimal M-reduct should be
computed in Step 4.2, and address some implementation issues.
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Step 4.2 requires that ‘‘Ri ¼ an optimalM-relative reduct of SPi1B ; where M ¼ Mi”. Now we do away with this require-
ment by removing optimal from the assessment and investigate the output of the algorithm.
Given a partition reduct P, it is straightforward to trace back the algorithm to construct the respective Pi,Mi and Ri. Hence,
we have the following property:
Property 14. Any P 2 PRðSÞ can be the output of the algorithm.
On the other hand, the output of the algorithm has the following property:
Property 15. If Ri 2 RedðSPi1B ;MiÞ for any 1 6 i 6 K, the algorithm output satisﬁes P 2 PRðSÞ.
Integrating these two properties we obtain
Corollary 16 [
i2f1;...;Kg;Ri2RedðSPi1B ;MiÞ
fPKg ¼ PRðSÞ: ð10ÞCorollary 16 indicates that if we execute the algorithm sufﬁcient times and choose different M-relative reducts during the
process, we can generally obtain PRðSÞ. In other words, the set of all possible outputs of the algorithm is just the set of all
partition reducts.3.4.2. Optimal substructure
Since the goal of the OSVP-problem is to construct P ¼ PK such that rankðSPK Þ is minimal, it is natural to choose the opti-
mal solution locally, i.e., the solution of the OSGP-problem. Thus Step 4.2 required that the M-relative reduct be optimal. As
such, the algorithm is a greedy algorithm, and we need to explain why locally optimal solution can result in globally sub-
optimal solution. The following theorem provides a partial reason.
Theorem 17. The OSVP-problem has an optimal substructure property.
Proof. Let P ¼ ½P1; P2; . . . ; PjCj be an optimal partition reduct of S, P0 ¼ ½P01; P02; . . . ; P0jCj where
P0i ¼ ðPi  fðv;1Þjðv;1Þ 2 PigÞ [ fð1;1Þ for i 2 f1; . . . ; jCjg, we can see that ðSP
1 ÞP0 ¼ SP . We need to prove that P0 is an optimal
partition reduct of SP
1
. Suppose there is another partition reduct P00 ¼ ½P001; P002; . . . ; P00jCj of SP
1
such that
rankððSP1 ÞP00 Þ < rankððSP1 ÞP0 Þ. We can then construct another partition scheme Px ¼ ½Px1; Px2; . . . ; PxjCj where
Pxi ¼ ðP1i  fðv; vÞjðv; vÞ 2 P1i gÞ [ ðP00i  fð1;1ÞgÞ, and SP
x ¼ ðSP1 ÞP00 . This in turn givesrankðSPx Þ ¼ rank ððSP1 ÞP00 Þ < rankððSP1 ÞP0 Þ ¼ rank ðSPÞ; ð11Þ
which means that P is not an optimal partition reduct and contradicts the assumption. Hence, an optimal solution P of the
OSVP-problem of S contains the optimal solution P0 of the same problem of SP
1
, and the proof is complete. h
In Step 4.1 an optimal M-relative reduct instead of an optimal reduct is computed for two reasons. The ﬁrst reason was
given in Section 3.3.2, while the second reason is that the optimal M-relative reducts computed in the algorithm are also
optimal reducts. This is given by the following property:
Property 18. Ri is an optimal reduct of SP
i1
B .
Unfortunately, the OSVP-problem does not have the greedy-choice property. In what follows, we discuss a property that
indicates that the algorithm can compute at least suboptimal partition reducts.
In the algorithm, Hi1j where 1 6 i 6 K is the set of all unprocessed attribute value pairs before the ith round of Step 4, and
ðHi1j  HijÞ is the set of all attribute value pairs processed in the ith round of Step 4. Since Ri is optimal, the following property
holds.
Property 19. Given 1 6 i < k 6 K, for any 1 6 j 6 jCj,
jHi1j  HijjP jHk1j  Hkj j: ð12ÞIn the ﬁrst round of the example, two Occupation values, namely, student and lawyer are partitioned into one group, we
have jH01  H11j ¼ 2. In the next two rounds, we have jH11  H21j ¼ 2 6 2 and jH21  H31j ¼ 1 6 2.
This property also indicates that if Eq. (12) does not hold, then Rk is not an optimal M-relative reduct of SP
j1
, and we
should trace back to the kth round for a better solution to Rk.
3.4.3. Complexity analysis
In most applications, K is small. Table 10 gives some representative experimental results. Moreover, SP
i1
B has far fewer
attributes and objects (duplicate objects having been removed) than SP
i
B . Hence, both the time and space complexities of
the algorithm are determined by the ﬁrst round, i.e., the reduct computation of SB.
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Basic in
Dataset
Monks1
Monks2
Monks3
Mushro
Nursery
LetterR
Heart
IrisOðjUj2rank ðSÞ þ jUj3Þ: ð13Þ
A very interesting approach would be to borrow the idea of MD-heuristic for the reduct computation. This is feasible because
SB contains only binary conditional attributes, and thus the optimal discretization (OD) problem is equivalent to an OR-
problem. If we use this approach, according to the complexity given in [15], the space complexity of our algorithm isOðjUjrankðSÞÞ; ð14Þ
while the time complexity isOðrank ðSÞjUjðjRj þ log jUjÞÞ; ð15Þ
where R is the reduct of SB. In most applications jRj  jUj and rank ðSÞ  jUjjCj, hence this approach is applicable.
4. Experiments with data
In this section, we investigate the performance of the algorithm with respect to: (1) generalization ability, which is eval-
uated by rankðSPÞ and (2) predication ability, which is evaluated by both the coverage and the F-measure of respective rule
sets.
Two other approaches are compared with the partition approach: (1) the basic approach, in which only continuous attri-
bute discretization is employed and (2) the attribute reduction approach.
4.1. The experimental setup
4.1.1. Datasets information
The eight datasets obtained from the UC Irvine ML repository [26] to test our algorithm are
(1) Monks dataset, including three training datasets and respective testing datasets (Monk1, Monk2 and Monk3).
(2) Mushroom database.
(3) Nursery database.
(4) Letter image recognition dataset (LetterRec), the ﬁrst 16,000 items of which were used for training.
(5) Statlog project heart disease dataset (heart).
(6) Iris plants dataset (iris).
Basic information of these datasets is given in Table 9, where ‘‘Cont.” denotes the number of continuous attributes in the
dataset.
4.1.2. Experiment process
As some datasets contain continuous attributes, a discretization process was used to convert these attributes into discrete
ones. MD-heuristic implemented in RSES 2.2 was employed for this purpose. For simplicity, the decision table after discret-
ization, instead of the initial decision table, is denoted by S.
The exhaustive algorithm implemented in RSES 2.2 was employed to obtain all reducts. Since different optimal reducts
may produce new decision tables with different ranks, the optimal reduct R with least rank ðSRÞ, where SR ¼ ðU;R; fdgÞ,
was chosen.
The RBSVP algorithm was employed on S to produce SP .
To keep the inﬂuence of the rule generation algorithm to a minimal, the exhaustive algorithm was employed to produce
decision rules for all datasets except mushroom, where LEM2 was employed with the cover parameter set to 1. Conﬂicts
were resolved by standard voting.
For datasets with speciﬁed training data, the number of decision rules were computed based on the training data, while
for other datasets the computation was based on the entire dataset.formation of datasets
jCj jUj jVdj Cont.
(train) 6 124 2 0
(train) 6 169 2 0
(train) 6 122 2 0
om 22 8416 2 0
8 12,960 3 0
ec (train) 16 16,000 26 0
13 270 2 6
4 150 3 4
698 F. Min et al. / International Journal of Approximate Reasoning 49 (2008) 689–700Furthermore, for datasets without speciﬁed training sets, CV-10 was employed to obtain respective rule coverage and F-
measure (F).
The evaluation metrics include rule coverage (cov.) and F-measure (F) since high predication accuracy cannot prove the
usefulness of the rule set while the coverage is low.
4.2. Analysis of the results
4.2.1. Analysis of ranks
Experimental results for the comparison of different generalization methods are given in Table 10.
It is easily seen thatTable 1
Compar
Dataset
Monk1
Monk2
Monk3
Mushro
Nursery
LetterR
Heart
Iris
Table 1
Compar
Dataset
Monk1
Monk2
Monk3
Mushro
Nursery
LetterR
Heart
IrisrankðSÞP rank ðSRÞP rank ðSPÞ:
The cardinalities of conditional attribute sets has also been given since in some cases rank ðSPÞ  jCj instead of rank ðSPÞ may
give a better reﬂection of the partition quality. For example, in the mushroom dataset, SP has only seven ‘‘valid” conditional
attributes, all of which are binary.
For all datasets K is small, indicating that only a few rounds are needed to obtain the partition reduct. Note that in Let-
terRec the cardinality of all attributes is 16; consequently, only 5 rounds ( of which the last round essentially does nothing)
are needed.
4.2.2. Analysis of the classiﬁcation results using the generalized data sets
The respective results of rules generated in these datasets are given in Table 11.
For the Monks datasets, the RBSVP algorithm assists in obtaining smaller rule sets than the attribute reduction approach,
which in turn offers a signiﬁcant improvement over the direct approach. In addition, in 2 out of 3 Monks datasets the RBSVP
algorithm performed the best in terms of the F-measure. Even for the last Monks dataset, the F-measure of the proposed
approach is only slightly worse than the direct approach.
For the mushroom dataset, more rules were obtained with the introduction of attribute reduction. The RBSVP algorithm
does not, however, incur any such problem here. In fact, the rule learning process is much faster after symbolic value
partition.
For three datasets, namely nursery, heart and iris, attributes in S cannot be reduced further, hence the results correspond-
ing to S and SR are the same. However, the RBSVP algorithm is still effective here in that it helps produce better results.
For the LetterRec dataset, the results worsened with the introduction of attribute reduction, and even worse results were
obtained with the RBSVP algorithm. There are at least two reasons for this. First, attributes in this dataset are essentially or-
dered rather than symbolic; and second, different attributes represent grey values of different points, that are not dependent.0
ison of the ranks of eight decision tables and their respective SR and SP
Rank ðSÞ Rank ðSRÞ Rank ðSPÞ K
(train) 17 13 11 3
(train) 17 17 12 2
(train) 17 15 15 4
om 116 35 29 2
27 27 25 5
ec (train) 256 160 56 5
25 25 24 3
11 11 10 2
1
ison of rules (bold values indicate the best results)
S SR SP
Rules Cov. F Rules Cov. F Rules Cov. F
161 1 0.866 48 0.743 0.991 10 1 1
247 1 0.736 95 0.773 0.871 36 0.995 0.947
135 1 0.944 46 0.752 0.908 39 0.903 0.918
om 14 1 1 24 1 1 14 1 1
638 1 0.983 638 1 0.983 458 1 0.995
ec 3725 0.661 0.725 3336 0.615 0.692 5632 0.622 0.635
918 1 0.796 918 1 0.796 807 1 0.826
18 1 0.967 18 1 0.967 15 1 0.973
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H.S. Nguyen and S.H. Nguyen [15,21] proposed the following an interesting partition approach. Suppose that x1; x2 2 U,
a 2 C, aðx1Þ ¼ v1 and aðx2Þ ¼ v2. If v1–v2, then x1 and x2 are discerned by a, or more precisely, by the triple av2v1 ¼ ða; v1; v2Þ.
Hence, we can construct a new type of discernibility matrix, elements of which are triple sets instead of attribute sets.
An example decision table and the corresponding new type discernibility matrix are given in Table 12.
By using the discernibility function [25], two prime implicants can then be found:Table 1
An examR1 ¼ abw ^ agb ^ biw ^ bgw ^ bpi ^ bgp and
R2 ¼ abw ^ agw ^ agb ^ bgw ^ bpi ^ bgp;both being the shortest.Suppose that R1 is chosen, we obtain the graph as depicted in Fig. 1.
Now the partition problem has been converted into a graph coloring problem, that is, ﬁnding coloring schemes using the
least colors such that adjacent nodes have different colors. For the graph depicted in Fig. 1, two colors are sufﬁcient, indicat-
ing a partition scheme P1 ¼ ½Pa; Pb, wherePaðwhiteÞ ¼ PaðgreenÞ ¼ 1; PaðblackÞ ¼ 2;
PbðwoodÞ ¼ PbðplasticÞ ¼ 1; PbðironÞ ¼ PbðglassÞ ¼ 2;and P1 is a partition reduct of the decision table.
Unfortunately, this approach has the following drawbacks. First, the space complexity is very high, as indicated in [21]:
‘‘[t]he constructed Boolean formula has Oðknl2Þ variables and Oðn2Þ clauses, where l is the maximal value of jVaj for a 2 C”;
and second, the partition scheme obtained may not be a partition reduct. Suppose that R2 is employed to generate the graph
as depicted in Fig. 2; we then obtain a partition scheme P2 ¼ ½Pa; Pb, wherePaðwhiteÞ ¼ 1; PaðblackÞ ¼ 2; PaðgreenÞ ¼ 3;
PbðwoodÞ ¼ PbðplasticÞ ¼ 1; PbðironÞ ¼ PbðglassÞ ¼ 2;which is not a partition reduct. In fact, it can be proven that any partition scheme P produced by this approach is consistent,
but SP is not necessarily unpartitionable.2
ple for Nguyen’s approach
a, w a, b 
a, g 
b, w b, i
b, g b, p
Fig. 1. The graph for coloring when R1 is chosen.
a, w a, b 
a, g 
b, w b, i
b, g b, p
Fig. 2. The graph for coloring when R2 is chosen.
700 F. Min et al. / International Journal of Approximate Reasoning 49 (2008) 689–7006. Conclusions and further works
In this paper, we proposed the concept of partition reducts for the OSVP-problem. Since Nguyen’s approach may not re-
sult in a partition reduct (see Section 5 for a counterexample), we developed an algorithm for this purpose. The new algo-
rithm, called RBSVP, is both efﬁcient (see Eqs. (14) and (15) for the space and time complexities) and tends to give
suboptimal results (see Theorem 17, and Properties 15, 18 and 19). Experimental results also show that it assists in obtaining
small rule sets with good performance for most datasets tested.
In further works we aim to extend this algorithm to suit mixed-mode data and/or decision tables with missing values, and
apply it to applications such as intelligent information distribution. Generating rules in the partition process is also a very
interesting issue.
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