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Unified Cross-Validation Methodology For
Selection Among Estimators and a General
Cross-Validated Adaptive Epsilon-Net
Estimator: Finite Sample Oracle Inequalities
and Examples
Mark J. van der Laan and Sandrine Dudoit
Abstract
In Part I of this article we propose a general cross-validation criterian for selecting
among a collection of estimators of a particular parameter of interest based on n
i.i.d. observations. It is assumed that the parameter of interest minimizes the ex-
pectation (w.r.t. to the distribution of the observed data structure) of a particular
loss function of a candidate parameter value and the observed data structure, pos-
sibly indexed by a nuisance parameter. The proposed cross-validation criterian is
defined as the empirical mean over the validation sample of the loss function at
the parameter estimate based on the training sample, averaged over random splits
of the observed sample. The cross-validation selector is now the estimator which
minimizes this cross-validation criterion. We illustrate that this general method-
ology covers, in particular, the selection problems in the current literature, but
results in a wide range of new selection methods. We prove a finite sample oracle
inequality, and asymptotic optimality of the cross-validated selector under gen-
eral conditions. The asymptotic optimality states that the cross-validation selector
performs asymptotically exactly as well as the selector which for each given data
set makes the best choice (knowing the true data generating distribution).
Our general framework allows, in particular, the situation in which the observed
data structure is a censored version of the full data structure of interest, and where
the parameter of interest is a parameter of the full data structure distribution. As
examples of the parameter of the full data distribution we consider a density of (a
part of) the full data structure, a conditional expectation of an outcome, given ex-
planatory variables, a marginal survival function of a failure time, and multivariate
conditional expectation of an outcome vector, given covariates. In part II of this ar-
ticle we show that the general estimating function methodology for censored data
structures as provided in van der Laan, Robins (2002) yields the wished loss func-
tions for the selection among estimators of a full-data distribution parameter of
interest based on censored data. The corresponding cross-validation selector gen-
eralizes any of the existing selection methods in regression and density estimation
(including model selection) to the censored data case. Under general conditions,
our optimality results now show that the corresponing cross-validation selector
performs asymptotically exactly as well as the selector which for each given data
set makes the best choice (knowing the true full data distribution).
In Part III of this article we propose a general estimator which is defined as fol-
lows. For a collection of subspaces and the complete parameter space, one de-
fines an epsilon-net (i.e., a finite set of points whose epsilon-spheres cover the
complete parameter space). For each epsilon and subspace one defines now a
corresponding minimum cross-valided empirical risk estimator as the minimizer
of cross-validated risk over the subspace-specific epsilon-net. In the special case
that the loss function has no nuisance parameter, which thus covers the classi-
cal regression and density estimation cases, this epsilon and subspace specific
minimum risk estimator reduces to the minimizer of the empirical risk over the
corresponding epsilon-net. Finally, one selects epsilon and the subspace with the
cross-validation selector. We refer to the resulting estimator as the cross-validated
adaptive epsilon-net estimator. We prove an oracle inequality for this estimator
which implies that the estimator minimax adaptive in the sense that it achieves the
minimax optimal rate of convergence for the smallest of the guessed subspaces
containing the true parameter value.
Cross-Validation for Estimator
Selection
1 Stating the Selection Problem.
Let O1, . . . , On be n i.i.d. observations of O ∼ P0, where P0 is known to be
an element of a statistical model M. Let ψ0(·) = ψ(· | P0) be a parameter
(function) of P0 of interest. Let the parameter set for this parameter be
Ψ = {ψ(· | P ) : P ∈ M}. Let (O,ψ) → L(O,ψ | η0) ∈ IR be a “loss
function”, possibly depending on a nuisance parameter η0 = η(P0), which
maps a candidate parameter value ψ and observation O into a real number,
whose expectation is minimized at ψ0:
ψ0 = argminψ∈Ψ
∫
L(o, ψ | η0)dP0(o) (1)
= argminψ∈ΨE0L(O,ψ | η0).
Let Pn be the empirical distribution of O1, . . . , On. Let ψˆk(·) = ψk(· | Pn) ∈
Ψ, k = 1, . . . , K(n), be a collection of estimators (i.e., algorithms one can
apply to data) of ψ0(·).
The choice of loss function. Different choices of loss functions can satisfy
(1). In fact, (1) can define a class of possible loss functions. Different choices
of loss functions result in estimators of ψ0 with different behavior. Conse-
quently, the choice of loss function is an interesting issue to be addressed.
We suggest the following reasonable strategy for selecting a loss function.
Firstly, among the loss functions identifying ψ0 as the minimizer of its
risk (i.e., satisfying (1), one wishes to choose a loss function which identifies
the wished measure of performance/Risk
θ˜(ψ | P0) ≡
∫
L(O,ψ | η0)dP0(O) for a candidate ψ ∈ Ψ.
Identifying such a function θ˜(ψ | P0) on the parameter set Ψ does still
not uniquely identify the loss function L(O,ψ | η0). Secondly, given this
function θ˜(ψ | P0), we now wish to choose the loss function so that for a
locally consistent estimator ηn of η0, 1/n
∑
i L(Oi, ψ | ηn) is a locally efficient
estimator of θ˜(ψ | P0). That is, let L(O,ψ | η0) be a parametrization of
1
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the efficient influence function for the real valued parameter θ˜(ψ | P ) in the
modelM plus the constant θ˜(ψ | P0) (Bickel, Klaassen, Ritov, Wellner, 1993,
van der Laan, Robins, 2002).
The choice of curve ψ → θ˜(ψ | P0) could be subject matter driven (e.g,
one might prefer the squared error loss fuction above the minus logarithm loss
function because of its interpretability), but this choice can also be driven
by mathematical properties of this curve in a neighborhood of ψ0 such as its
derivatives at ψ0 in various allowed directions.
The Selection Problem: One of the most important statistical prob-
lems is the selection of an estimator among a class of candidate estimators
of a common parameter of interest. Such a selection problem can only be
properly defined by defining a distance or dissimilarity between a candidate
estimator and the parameter of interest. We choose as dissimilarity
dn(ψˆk, ψ0) ≡
∫
{L(o, ψk(· | Pn) | η0)− L(o, ψ0 | η0)} dP0(o).
Let d(ψ, ψ0) ≡ ∫ L(o, ψ | η0)−L(o, ψ0 | η0)dP0(o) so that dn(ψˆk, ψ0) = d(ψ(· |
Pn), ψ0). We note that for all ψ ∈ Ψ d(ψ, ψ0) ≥ 0, and if the mimimum ψ0
is unique, then d(ψ, ψ0) = 0 if and only if ψ = ψ0. As in the prediction
literature, we will refer to
θ˜n(k) ≡
∫
L(o, ψk(· | Pn) | η0)dP0(o)
as the “conditional risk” of the estimator ψk(· | Pn). Throughout this paper
we will use the analogous terminology as in the prediction literature for the
quantaties of interest.
Let
k˜n ≡ argminkdn(ψˆk, ψ0) (2)
= argmink
∫
L(o, ψk(· | Pn) | η0)dP0(o)
= argminkθ˜n(k)
be the optimal benchmark selector which chooses for each given data set
O1, . . . , On the estimator with minimal dissimilarity to the true parameter
value ψ0, or equivalently, with minimal conditional risk θ˜n(k). If the mim-
imum is not unique, then the argmin is defined as the smallest k achieving
the minimum. Note that this benchmark selector depends on the unknown
data generating distribution P0.
2
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It follows that a data adaptive selector kˆ = kˆ(Pn) is asymptotically
equivalent with this oracle benchmark selector k˜n if
dn(ψˆkˆ, ψ0)
dn(ψˆk˜n , ψ0)
→ 1 in probability.
Our general theorems later in this chapter will precisely establish this result
for the cross-validation selector defined in the next section, under general
conditions.
2 The cross-validation selector.
Define random vector Sn ∈ {0, 1}n for splitting the sample into a validation
and a training sample.
Sn,i =
{
0 if i-th observation is in the training sample
1 if i-th observation is in the validation sample
Different choices of distributions for Sn cover many types of cross-validation
including V− fold cross-validation and Monte Carlo cross validation. For ex-
ample, 5-fold cross-validation corresponds with 5 possible outcomes of Sn
each having equal probability. Below, we will discuss such choices in more
detail.
Let p = n1/n be the proportion constituting the validation sample. Let
P 0n,Sn and P
1
n,Sn be the empirical distributions of the training and validation
sample, respectively. The cross-validation selector is defined by:
kˆ ≡ argminkESn
∫






I(Sn(i) = 1)L(Oi, ψk(· | P 0n,Sn) | η0n,Sn).
Here ESn
∫
L(o, ψk(· | P 0n,Sn) | η0n,Sn)dP 1n,Sn(o) represents an estimator of the
true conditinal risk θ˜n(k). Given any estimator ψ(· | Pn), one can view
this risk estimate ESn
∫
L(o, ψ(· | P 0n,Sn) | η0n,Sn)dP 1n,Sn(o) as an performance
assessment of the estimator ψ(· | Pn).
The proportion of observations in the validation sets, p =
∑
i Sn,i/n, is
typically a pre-specified parameter of the CV procedure, with p ∈ (0, 1).
When needed, we will use the notation pn to emphasize the dependence of p
on the sample size n.
3
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2.1 Possible cross-validation schemes.
We will now discuss the possible choices for the distribution of Sn.
Monte Carlo cross-validation: InMonte Carlo cross-validation, the learn-
ing set is repeatedly and randomly divided into two sets, a training
set of n0 = n(1 − p) observations and a validation set of n1 = np
observations. A common choice for p in the machine learning liter-






on each binary vector sn = (sn,1, . . . , sn,n) such that∑
i sn,i = np. In practice, the support of the distribution of Sn can
be very large and one approximates the expected value over Sn by an
empirical average based on a random sample of Sn’s.
V -fold cross-validation: In V -fold cross-validation, the learning set L =
{O1, . . . , On} is randomly divided into V mutually exclusive and ex-
haustive sets, Lv, v = 1, . . . , V , of as nearly equal size as possible. Es-
timators are built on training sets L−Lv, risk estimates are computed
for the validation sets Lv, and averaged over v. V -fold CV amounts
to using a random vector Sn with a distribution that places mass 1/V
on each of the V binary vectors svn, v = 1, . . . , V , defined as follows.
Let nV = bn/V c denote the integer part, or floor, of n/V . Then, for
v = 1, . . . , V − 1, let svn,i = 1 for i = 1 + (v − 1)nV , . . . , vnV and 0
otherwise. For v = V , let sVn,i = 1 for i = 1 + (V − 1)nV , . . . , n and
0 otherwise. The proportion p of observations in the validation sets is
approximately 1/V .
Leave-one-out cross-validation: A commonly used form of cross-validation
is leave-one-out cross-validation (LOOCV), where V = n and pn = 1/n.
In LOOCV, each observation in the learning set is used in turn as the
validation set and the remaining n − 1 observations are used as the
training set. The corresponding distribution of Sn places mass 1/n on
each binary vector sn = (sn,1, . . . , sn,n) such that
∑
i sn,i = 1. Our finite
sample and asymptotic results in this chapter require that npn → ∞;
this is not the case for LOOCV.
Intuitively, there is a bias-variance trade-off in the selection of p. Large
p’s typically produce estimators of the conditional risk θ˜n with a large
bias, but a small variance. In particular, LOOCV, with p = 1/n, often
results in low bias but high variance estimators. The simulation studies
4
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in Breiman and Spector (1992) and Breiman (1996a) for model selec-
tion in prediction show that leave-one-out cross-validation is inferior
to leave-many-out cross-validation (e.g., V = 10-fold CV). In particu-
lar, LOOCV is found to behave poorly in selection from an unstable
sequence of predictors.
Bootstrap cross-validation: A number of cross-validation procedures based
on bootstrap samples have been proposed for estimating prediction er-
ror (Ambroise and McLachlan, 2002; Efron and Tibshirani, 1993). The
standard leave-one-out bootstrap procedure, B1, can be viewed as pro-
ducing training sets that are random samples of size n drawn with
replacement from the learning set. For each bootstrap sample, about
one-third ((1 − 1/n)n ≈ e−1 ≈ .368) of the cases are left out; these
observations form the validation set. The definition of the random
vector Sn needs to be modified for bootstrap-based CV to account for
multiple occurrences of the same observation in the training sets. This
can be done by allowing weights in the empirical distribution P 0n,Sn .
In this setting, one could define sn,i as the number of occurrences of
observation (Xi, Yi) in the training set, so that Sn ∈ {0, . . . , n}n and
there are nn possible random vectors Sn. In practice, one approxi-
mates the expected value over Sn by an empirical average based on
a random sample of Sn’s. For bootstrap-based CV, the proportion of
observations in the validation sets, pn =
∑
i I(Sn,i = 0)/n, is a random
variable, with E[pn] = (1 − 1/n)n ≈ e−1 ≈ .368 (note that Sn,i = 0
now correspond to validation set observations). Shortcomings of this
cross-validation scheme include the occurrence of ties in the training
sets and the lack of control over pn. The .632 bootstrap estimator is
a convex combination of this bootstrap cross-validation risk estimator
with weight 0.632 and the substitution estimator with weight 1-0.632.
Here the factor .632 corresponds to the expected proportion of learning
set observations included in the bootstrap training samples (Chapter
17 in Efron and Tibshirani (1993)).
3 Examples.
In this section we present six examples to which we can apply the general
cross-validation selection procedure. These examples cover, in particular,
5
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the current literature, but also completely new important selection methods.
This set of examples is not meant to be exhaustive. In Chapter 2 we will
show that our cross-validation methodology covers, in particular, the gen-
eralization of a cross-validation selection method based on a particular full
data structure X (e.g., predictor selection, model selection, etc) to any cen-
sored data structure O = Φ(C,X) for a known many to one-mapping Φ and
censoring variable C.
Example 1 (Predictor Selection) We observe n i.i.d. observations of
O = (Y,W ) ∼ P0, Y is an outcome,W is a vector of covariates. Let ψ0(W ) =
E0(Y | W ) be the parameter of interest. If we define
L(Y,W, ψ) = (Y − ψ(W ))2
as the quadratic loss function, then ψ0 = argminψE0L(Y,W, ψ). Given can-
didate predictors ψˆk = ψk(· | Pn), we have
dn(ψˆk, ψ0) =
∫
(ψk(w | Pn)− ψ0(w))2 dFW (w).




(Yi − ψk(Wi | P 0n,Sn))2
As discussed by Breiman (1992) in the context of dimensionality selec-
tion in regression, criteria such as Mallow’s Cp, Akaike information’s criterion
(AIC), and the Bayesian information criterion (BIC), do not account for the
data-driven selection of the sequence of models and thus provide biased as-
sessment of prediction error in finite sample situations. Instead, risk estima-
tion methods based on sample reuse have been favored. The main procedures
include: leave-one-out cross-validation, V -fold cross-validation, Monte Carlo
cross-validation, and the bootstrap (Chapter 3 in Breiman et al. (1984a),
Breiman and Spector (1992), Breiman (1996a), Breiman (1996b), Chapter
17 in Efron and Tibshirani (1993), Chapters 7 and 8 in Gyo¨rfi et al. (2002),
Chapter 7 in Hastie et al. (2001), Chapter 3 in Ripley (1996), Stone (1974b),
Stone (1977)).
Thus, a variety of cross-validation procedures are available for estimat-
ing the risk of a predictor. A natural question then concerns the distribu-
tional properties of the resulting risk estimators, i.e., their performance as
6
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estimators of generalization error, their performance in terms of identifying
a good predictor (model selection), and also the impact of the particular
cross-validation procedure (e.g., the choice of V in V -fold cross-validation,
the use of V -fold vs. Monte Carlo cross-validation). Aside from empiri-
cal assessment of different estimation procedures, previous theoretical work
has focused primarily on the distributional properties of leave-one-out cross-
validation (Stone, 1974b, 1977).
There is a rich literature on leave-one-out cross-validation in nonpara-
metric univariate regression. For example, Silerman (1984) proposes a fast
approximation of the leave-one out cross-validation method in spline regres-
sion. We refer to Ha¨rdle (1993) for an overview on the leave-one-out cross-
validation method in kernel regression. In particular, Ha¨rdle and Marron
(1985a) and Ha¨rdle and Marron (1985b) establish an asymptotic optimality
result for leave-one-out cross-validation for choosing the smoothing parame-
ter in nonparametric kernel regression (see page 158, Ha¨rdle (1993)).
Gyo¨rfi et al. (2002) recently established a finite sample result for the
single-split cross-validation selector for the squared error loss function. Their
theorem was generalized in Dudoit, van der Laan (2003) to general cross-
validation schemes and a general class of loss functions (and some correc-
tions were made). Dudoit, van der Laan (2003) examine the distributional
properties of cross-validated risk estimators in the context of both predictor
selection and predictor performance assessment for a general class of loss
functions.
Application of our general theorems 1 and 2 to this example results in
the same results as established in Dudoit, van der Laan (2003) 2
Example 2 (Density estimator selection) We observe n i.i.d. obser-
vations on O ∼ f0 ≡ dP0dµ , where µ is a dominating measure of the data
generating distribution P0. Let the parameter of interest ψ0 = f0 be the
density itself. If we define
L(O, g) = − log(g(O)),
then f0 = argmingE0L(0, g). Given candidate density estimators ψˆk = fk(· |
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that is, dn(ψˆk, ψ0) is the Kullback-Leibler distance between fk(· | Pn) and
f0. For example, fk(· | Pn) can be the maximum likelihood estimator of f
according to a model Mk, that is,
fk(· | Pn) = argmax−1f∈Mk
∫
log(f(x))dPn(x).






fk(Oi | P 0n,Sn)
)
Density estimation arises in important and common problems in the sta-
tistical literature. Bandwidth selection in kernel density estimation, selecting
the number of components in mixture models, and variable selection in re-
gression (e.g., logistic and linear regression with normal error), are three
examples that involve density estimation.
Leave-one-out likelihood cross-validation in density estimation is discussed
in Silverman (1986) who refers to Stone (1974a) and Geisser (1975) for its
general applicability to model fitting as well. Silverman (1986) refers to Scott
and Factor (1981) to indicate that for densities with infinite support this
leave-one-out likelihood cross-validation method for bandwidth selection in
density estimation is sensitive to outliers, and to Schuster and Gregory (1981)
to point out that leave-one-out cross-validation can result, in fact, into incon-
sistent density estimators under non-pathological conditions. Stone (1984)
provides an asymptotically optimal bandwidth selection rule for kernel den-
sity estimation, which has a leave-one out cross-validation interpretation.
Recent work on (V -fold or Monte-Carlo) cross-validated likelihood meth-
ods for choosing the number of components in mixture models is found in
Smyth (2000) and Pavlic and van der Laan (2003). In particular, the simula-
tion studies of Pavlic and van der Laan (2003) showed that likelihood based
cross-validation performed well compared to common approaches based on
validity functionals such as Akaike’s information criterion (Akaike (1973),
Bozdogan (2000)), Bayesian Information criterion BIC (Schwartz (1978)) or
Minimum description length (Rissanen (1978), see Hansen and Yu (2001),
for an overview) and ICOMP (Bozdogan (1993)).
Likelihood based cross-validation covers in particular squared error-loss
cross-validation for prediction. Specifically, let Mk be a regression model
Y = µk(Z) + N(0, σ
2), with µk ranging over a family of curves indexed by
8
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k, and let fk(X | Pn) be the corresponding least squares estimator (i.e.,
maximum likelihood estimator) .
Van der Laan, Dudoit, Keles (2003) study this general likelihood based
cross-validation selector and establish, under general conditions on P0, that
the cross-validation selector kˆ for k is asymptotically optimal, in the sense
that it performs as well as the optimal benchmark selector k˜n (2) based on
the true data generating distribution P0. They also illustrate this asymptotic
result and the practical performance of likelihood based cross-validation for
the purpose of bandwidth selection in density estimation with a simulation
study. Application of our general Theorem 1 to this example yields the same
results as in van der Laan, Dudoit, Keles (2003). 2
Example 3 (Multivariate predictor selection) LetO = (Y = (Y1, . . . , Yl),W ) ∼
P0, where Y is a multivariate random outcome vector and W a vector of co-
variates. Let ψ0(W ) ≡ E(Y | W ) = (E(Y1 | W ), . . . , E(Yl | W )) be the
multivariate conditional expectation of Y , given W . For a candidate multi-
variate predictor ψ(W ), we define
L(O,ψ | η0) ≡ (Y − ψ(W ))>η0(W )(Y − ψ(W )),
where η0 is a symmetric l × l-matrix function of W . If η0 is a user supplied
known matrix, then it is not a nuisance parameter and we can denote the loss
function with L(O,ψ). However, η0 can also denote the limit of an estimator
of an unknown matrix such as[
E0
(
{Y − E0(Y | W )}{Y − E0(Y | W )}> | W
)]−1
.
In this case η0 denotes a nuisance parameter which needs to be estimated
from the data. For any symmetric matrix function η(W ) we have
ψ0 = argminψE0L(O,ψ | η). (4)
Given candidate estimators ψk(· | Pn) of ψ0, k = 1, . . . , K(n), and an estima-
tor η(Pn) (e.g., an estimate of the inverse of the conditional covariance matrix
according to a working model such as the independence working model) of
η0 , the cross-validation selector kˆ is given by:
kˆ = argminkESn
∫
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We note that
(Y−ψk(W | P 0n,Sn))>η0(W )(Y−ψk(W | P 0n,Sn)) =‖ η0.50 (W )(Y−ψk(W | P 0n,Sn)) ‖2,




j is the euclidean norm in IR
l, and η0.50 is the square
root of η0. This shows that
dn(ψˆk), ψ0) =
∫
‖ η0.50 (ψk(W | Pn)− ψ0(W )) ‖2 dF0(W ).
Application of our general Theorem 1 to this example results in a finite
sample result and asymptotic optimality. 2
Example 4 (Counterfactual predictor selection in causal inference)
Let X = ((Ya, a ∈ A),W ) ∼ FX,0 be the full data structure of interest, where
W denotes baseline covariates and Ya denotes the outcome on a subject
if the subject would have taken treatment a. Such potential outcomes Ya
are called counterfactuals (e.g Rubin, 1978). Let A be a random variable
with conditional probability distribution g0(a | X) ≡ P (A = a | X), which
denotes the treatment the subject actually took. We will only observe the
outcome indexed by the treatment the subject took. Thus we observe n i.i.d.
observations of O = (A, YA,W ). We assume that treatment is randomized
within strata of W : g0(a | X) = g0(a | W ) for all a ∈ A. We have that
the distribution P0 = PFX0,g0 is indexed by the full data distribution FX0
and the conditional density g0. Suppose that the parameter of interest is
ψ0(a, V ) = E(Ya | V ), that is, we want to estimate the multivariate regression
of the vector (Ya : a ∈ A) of potential outcomes on V . If we would observe X,
then this would be the same problem as covered in the previous multivariate
prediction example with η0 being the identity matrix. Thus, in the case that




(Ya − ψ(a, V ))2.
Indeed we have
ψ0 = argminψEFX0L(X,ψ).
In this example, we only observe one of the outcomes for each subject. We
will choose as loss function the IPTW or double robust mapping applied to
10
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this full data loss function L(X,ψ) (van der Laan and Robins (2002), Section
6.3):
L(O,ψ | η0) = IC(O | Q0, g0, L(·, ψ))
≡ (Y − ψ(A, V ))
2
g0(A | W ) −
1
g0(A | W )E0((Y − ψ(A, V ))




E0((Y − ψ(A, V ))2 | A = a,W ).
Here η0 = (g0, Q0) and Q0(A,W ) = (E(Y | A,W ), E(Y 2 | A,W )). Note
that the conditional expectations are indeed identified by these first two
conditional moments of the conditional distribution of Y , given W . It can
be verified (van der Laan and Robins (2002), Section 6.3) that for any g1
satisfing the so called experimental treatment assignment assumption (ETA),
that is, mina∈A g1(a | W ) > 0 P0-a.e., we have
EP0IC(O | Q1, g1, L(·, ψ)) = EFX0L(X,ψ) if either g1 = g0 or Q1 = Q0.
This identity is referred to as double robustness of the estimating function
IC(O | Q0, g0, L(· | ψ)) for E0L(X,ψ) w.r.t. misspecification of Q0, g0. So
we can choose η0 to be any element in Γ(P0) ≡ {(Q, g) : Q = Q0 or g = g0},
where g ranges over conditional distributions satisfying ETA: that is,
ψ0 = argminψEP0L(O,ψ | η0) if η0 ∈ Γ(P0).





(ψk(a, V | Pn)− ψ0(a, V ))2 dF0(V ).
Let ψk(· | Pn) be an estimator of ψ0, k = 1, . . . , n, based on n i.i.d.
observations O1, . . . , On. For example, ψk(· | Pn) is an Inverse probability
of treatment weighted (IPTW) estimator or double robust IPTW estimator
according to a k-specific marginal structural model E(Ya | V ) = mk(a, V |
βk) (see Robins, 2002, and van der Laan, Robins, 2002). Given estimators




I(Sn(i) = 1)IC(Oi | Q0n,Sn , g0n,Sn , L(·, ψk(· | P 0n,Sn)),
11
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where Q0n,Sn , g
0
n,Sn are the estimators applied to the training empirical distri-
bution P 0n,Sn .
This is a new selection method in causal inference and application of our
general Theorem 1 yields a finite sample result and asymptotic optimality
for this selector kˆ under general conditions. One of the main conditions is
that either g0n,Sn is consistent for g0 or Q
0
n,Sn is consistent for Q0. 2
Example 5 (Survival predictor selection based on right-censored
data) Let X(t), t ≥ 0, be a time-dependent process, which includes as
component R(t) = I(T ≤ t), where T is a survival time. Let X = X¯(T ) ≡
{X(t) : t ≤ T} be the full-data structure of interest. Let W = X(0) denote
the baseline covariates measured at baseline. The distribution of X will be
denoted with FX,0. Let C be a right-censoring time so that the observed data
structure is given byL
O = (T˜ = min(T,C),∆ = I(T˜ = T ), X¯(T˜ ).
We will assume that the conditional distribution G0(· | X) of C, given X,
satisfies coarsening at random: that is, for t < T ,
λC(t | X) = m(t, X¯(t)) for some measurable function m.
Here λC(t | X) denotes the discrete or continuous conditional hazard of C,
given X. If X = (T,W ) does not include time-dependent covariates, then
CAR is equivalent with assuming that C is conditionally independent of T ,
given W . Under CAR, the density of P0 factors into a FX0-part and G0-
part (Gill, van der Laan, Robins, 1997). The FX0-part of the density will be
denoted with QX0.
We observe n i.i.d. observations O1, . . . , On of the the right-censored data
structure defined by O = (min(Y,C),∆ = I(Y ≤ C),W ) ∼ P0 = PFX,0,G0 .
Let ψ0(W ) = E0(Y | W ) be the parameter of interest, where Y = log(T ).





G¯0(T | X) ≡ P (C > t | X)|t=T > δ > 0, FX0-a.e. for some δ > 0.
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Then it follows that
ψ0(W ) = argminψ
∫
L(x, ψ)dFX,0(x)









IC(O | G,D) = D(X) ∆
G¯(T | X)
as the so called inverse probability of censoring weighted mapping from full
data functions D(X) to observed data functions as provided in Robins and
Rotnitzky (1992). If we choose
L(O,ψ | η0 = G0) = IC(O | G0, L(·, ψ)),
then ψ0 = argminψE0L(O,ψ | η0). A more sophisticated choice is defined
by the so called double robust mapping from full data functions D(X) to
observed data functions (van der Laan, Robins, 2002, chapter 3), as defined
by:
L(O,ψ | η = QX0, G0) = IC(O | QX0, G0, L(·, ψ))









dMG0(u) = I(T˜ ∈ du,∆ = 0)− I(T˜ ≥ u)
dG0(u | X)
G¯0(u− | X) .
Note that EQX0,G0 = EP0 .
Given candidate predictors ψˆk = ψk(· | Pn) (e.g. predictors based on Cox-
proportional hazard model fits, or linear regression fits), the corresponding
distance is given by:
dn(ψˆk, ψ0) =
∫
L(O, ψˆk | η0)− L(O,ψ0 | η0)dP0(O)
=
∫
(ψk(w | Pn)− ψ0(w))2 dFW (w).
13
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where G¯0n,Sn is an estimator of the survivor function G¯0(· | X) based on the
training sample. We note that this cross-validation selector reduces to the
standard cross-validation selector in Example 1 in case there is no censoring.
The asymptotic validity of this selector relies on the consistency of the esti-
mator of the survivor function G¯0. If one uses the double robust loss function,
then the asymptotic validity of the corresponding selector only relies on the
consistency of either G¯n or of the estimator QXn of QX0.
Nonparametric and semiparametric regression methods are among the
most popular methods for analyzing censored survival data. Recently, non-
parametric alternatives to Cox proportional hazards model have gained im-
portance. These methods adapt well-known techniques of regression analysis
to the analysis of censored survival data. In general, the available methods
propose a sequence of regression models of increasing complexity, typically
determined by a stepwise feature selection method. These sequence of mod-
els are referred to as sieves. The final choice of the model is determined with
a particular model selection criteria among these sieves. Although the ac-
tual regression methodology for analyzing censored data has been extensively
studied, the problem of selecting the best model or predictor among a given
set of sieves has not gained much attention. We firstly give a brief overview
of the available nonparametric and semiparametric regression methods for
censored survival data and the model selection methods used by them.
Some of the most commonly used regression methods for censored survival
data are based on splines or partitioning trees. In particular, Hastie and
Tibshirani (1990b) and Hastie and Tibshirani (1990a) use additive Cox-
proportional hazards models that model covariate effects with smoothing
splines. Kooperberg et al. (1995) follow a polynomial spline approach and
propose a sieve of multiplicative intensity models for the hazard of survival
which allows interaction effects between covariates and with time. Model se-
lection techniques such as AIC Akaike (1973); Bozdogan (2000), BIC Schwartz
(1978) are used to data adaptively select the best model. Several extensions
of (classification and) regression trees, CART, Breiman et al. (1984b) have
also been proposed for censored survival data. These are sometimes referred
to as survival trees and can roughly be divided into two categories. Meth-
ods in the first category use a within node homogeneity measure. Examples
14
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of such approaches are provided in Gordon and Olshen (1985), Davis and
Anderson (1989), and Leblanc and Crowley (1992). To be more specific,
for instance, Davis and Anderson (1989) use the negative log-likelihood of
an exponential model for each node as a measure of split node homogeneity
and the squared difference of the parent node log-likelihood and a weighted
sum of child node log-likelihoods as the split function. Methods in the sec-
ond category, first proposed by Segal (1988), use a between node homogene-
ity/heterogeneity measure and a split function based on the two sample log
rank test statistic.
In essence, these methods bypass evaluation of risk of a given predictor
based on censored data by replacing the least squares split functions utilized
by CART in the uncensored continuous outcome setting with alternatives. In
summary, the available spline-based regression methods for censored survival
data use AIC, BIC or variants thereof for model selection, whereas the tree-
based methods replace the least squares split criterion with an alternative
split criterion that can easily handle censored data.
In prediction and model selection problems with uncensored data, resampling-
based risk estimators that are obtained by V−fold cross-validation or Monte
carlo cross validation (repeated sample splitting) are commonly used Breiman
et al. (1984b); Burman (1989); Shao (1993); Zhang (1993): see Example 1.
The performance assessment of a given predictor with uncensored outcome is
achieved by estimating its risk with respect to a user supplied loss function
with the empirical mean of the corresponding loss function over a (inde-
pendent) validation sample. Contrary to the prediction and model selection
literature with the uncensored outcome, we observe that, in general, the liter-
ature on censored survival data does not seem to propose means for assessing
the performance of predictors. Apparently, the problem was how to calculate
risk when the outcome is subject to censoring.
Keles¸ et al. (2002) introduce the selector kˆ (and the one based on double
robust inverse probability of censoring weighted risk estimates) as a model
selection method to select among such predictors of censored survival out-
comes. We note that the cross-validated risk criteria minimized by the selec-
tor kˆ generalizes the cross-validated risk criteria used with uncensored data
to censored data. As shown in Keles¸ et al. (2002), under general conditions,
the selector kˆ defined above is asymptotically equivalent with the optimal
benchmark selector for predictor selection in regression problems with cen-
sored outcome. In this method the risk of a given predictor based on the
training sample is considered a full data parameter in a censored data model.
15
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Subsequently, we utilize inverse probability of censoring weighted and dou-
bly robust locally efficient estimation methods for estimating this parameter
based on the validation sample as presented in Robins and Rotnitzky (1992);
Robins et al. (2000); Robins and Rotnitzky (2001); van der Laan and Robins
(2002). This risk estimation method also handles informative censoring by
incorporating covariates in the model for the censoring mechanism. If one
uses the inverse probability censoring weighted risk estimator, then the per-
formance of a given predictor is assessed consistently as long as the censoring
mechanism is estimated consistently. Application of our general Theorem 1
to this example yields a similar asymptotic result as the one established in
Keles¸ et al. (2002), but it also provides a finite sample inequality of interest.
2
Example 6 (Survival function estimator selection. Consider the same
right-censored data structure O = (T˜ = min(T,C),∆ = I(T ≤ C), X¯(T˜ ) ∼
P0 = PFX,0,G0 , as defined in the previous example. As in the previous
example, we leave the full data model unspecified and assume CAR on
G0. Suppose now that the parameter of interest is the survival function
ψ0 = S0(t) ≡ P (T ≥ t) of T at a particular time point t.
In this case the corresponding full-data loss function is given by
L(T, ψ) = (I(T > t)− ψ)2.
Then it follows that, if G¯0(t | X) > 0, FX-a.e., then




I(C > min(t, T ))
G¯(min(T, t) | X)
}
≡ argminψEP0IC0[O | G0, L(·, ψ)].
Thus, if we choose L(O,ψ | η0 = G0) = IC0(O | G0, (·, ψ)), then ψ0 =
argminψE0L(O,ψ | η0). Alternatively, we can choose the corresponding dou-
ble robust loss function:
L(O,ψ | η0 = (QX0, G0)) = IC(O | QX0, G0, L(·, ψ)),
as defined in (6).
16
http://biostats.bepress.com/ucbbiostat/paper130




L(O, ψˆk | η0)− L(O,ψ0 | η0)dP0(O)
= (ψk(Pn)− ψ0)2 .








One crucial property of this cross-validation selector kˆ is that it aims to
minimize dn(ψˆk, ψ0) and thus it aims to choose the estimator which is closest
to the true parameter value. For example, suppose that ψˆk are estimators
based on different Cox-proportional hazards models or linear regression mod-
els. If one would apply standard model selection methodology such as AIC
one would aim to choose the model which best fits the density of the data,
while our cross-validator selector chooses the model which gives the best esti-
mate of the parameter of interest. This selection method is new and has not
been handled in the current literature. Application of our general Theorem
1 yields a finite sample result and asymptotic equivalence with the optimal
benchmark selector k˜n. 2
Example 7 (Density or hazard estimator selection with right-censored
data) Consider the same right-censored data structureO = (T˜ = min(T,C),∆ =
I(T ≤ C), X¯(T˜ ) ∼ P0 = PFX,0,G0 , as defined in the previous Example 5. As
in this example, we leave the full data model unspecified and assume CAR
on G0. Suppose now that the parameter of interest is the full data density
ψ0(Xl, Xr) = fX0(Xl | Xr), where Xl, Xr are components of the full-data
structure X. For example, Xl = T and Xr = W so that ψ0 denotes the
conditional density of survival T , given the baseline covariates W .
In this case the corresponding full-data loss function is given by
L(X,ψ) = − logψ(Xl, Xr).





I(C > T )
G¯(T | X)
}
≡ argminψEP0IC0[O | G0, L(·, ψ)].
17
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Thus, if we choose L(O,ψ | η0 = G0) = IC0(O | G0, (·, ψ)), then ψ0 =
argminψE0L(O,ψ | η0). Alternatively, we can choose the corresponding dou-
ble robust loss function:
L(O,ψ | η0 = (QX0, G0)) = IC(O | QX0, G0, L(·, ψ)),
as defined in (6).





















One crucial property of this cross-validation selector kˆ is that it aims to
minimize dn(ψˆk, ψ0) and thus it aims to choose the estimator which is clos-
est to the true parameter value in Kullback-Leiber distance. For example,
suppose that ψˆk are estimators based on different Cox-proportional hazards
models or linear regression models. If one would apply standard model se-
lection methodology such as AIC one would aim to choose the model which
best fits the density of the data, while this cross-validation selector aims to
choose the model which gives the best estimate of the parameter of interest.
A common choice of loss function L(O,ψ) has been minus the logarithm
of the FX0-part of the density of the observed data. In this case, the cor-
responding cross-validation selector aims to estimate this FX0-part of the
density w.r.t. to a distance implied by the observed data density (which
thus also involves the censoring distribution). The pro’s and con’s of this
latter choice are discussed in more detail in Molinaro, Dudoit, van der Laan
(2003). However, note that, if one is interested in a relatively marginal den-
sity of FX0, then this type of likelihood cross-validation, though consistent,
is not minimizing an appropriate distance.
This selection method is new and has not been handled in the current
literature. In Molinaro, Dudoit, van der Laan (2003), it has been applied
18
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to construct conditional histogram density estimators of survival based on
recursive partitioning. Application of our general Theorem 1 yields a finite
sample result and asymptotic equivalence with the optimal benchmark selec-
tor k˜n. 2
4 Finite sample result and asymptotics: Quadratic
loss function.
In this section, we will state a general theorem establishing a finite sam-
ple result and asymptotic equivalence of the cross-validation selector with a
benchmark selector k˜ which for each given data of size n(1 − p) makes the
optimal selection. In this theorem p can be chosen to be fixed, and does thus
not necessarily converge to zero when the sample size converges to infinity.
The theorem covers loss functions whose expectation can be estimated at a
quadratic rate. This covers the loss functions presented in Examples 1-7. In
a later section we will apply Theorem 1 to each of the examples and state
the corresponding results.
Define Γ as the parameter space of the nuisance parameter η and
Γ0 = Γ(P0) = {η : argminψE0L(O,ψ | η) = ψ0}
are the parameter values of η which still identify ψ0 as the mimizer of the




L(O,ψk(· | P 0n,Sn) | η0n,Sn)dP 1n,Sn(O).
A natural way to benchmark the selector kˆ is to define for a η0 ∈ Γ(P0), the




L(O,ψk(· | P 0n,Sn) | η0)dP0(O). (7)
This quantaty represents the true conditional risk of the estimator ψˆk based
on n(1 − p) observations. Note that θˆn(1−p)(k) is an estimator of the true
conditional risk θ˜n(1−p)(k). Therefore, the minimizer
k˜ = argmink∈{1,···,K(n)}θ˜n(1−p)(k)
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of the true conditional risk function for a given Pn defines a best possible
choice for kˆ since, given the data Pn, it indexes the best estimator among
ψk(. | Pn(1−p)), k ∈ {1, · · · , K(n)} that achieves the optimal conditional risk
based on n(1 − p) observations. In practice, we do not know the true con-
ditional risk function θ˜n(1−p)(·) since it depends on the true observed data
distribution P0. Consequently, we do not have k˜ available to us. Note that k˜
distinguishes from the optimal benchmark selector k˜n (2) since it compares
estimators based on n(1− p) observations instead of n.
Let
θopt ≡ E0L(O,ψ0 | η0)
be the optimal risk as achieved by the true parameter value ψ0.
It is of interest and natural to establish how the performance of kˆ in esti-
mating the optimal risk compares with the performance of the minimizer k˜ of
the true conditional risk. We derive a main result concerning the finite sam-
ple performance and the corresponding asymptotics (including asymptotic
equivalence with k˜) of the cross-validated selector kˆ defined above. Given a
sequence of estimators ψˆk, we define
dn(1−p)(ψˆkˆ, ψ0) = θ˜n(1−p)(kˆ)− θopt
= ESn
∫
{L(o, ψkˆ(· | P 0n,Sn) | η0)− L(o, ψ0 | η0)}dP0(o).
Similarly, we define dn(1−p)(ψˆk˜, ψ0) = θ˜n(1−p)(k˜) − θopt. In this context, our
main finite sample result compares the centered conditional risk dn(1−p)(ψˆkˆ, ψ0) ≡
θ˜n(1−p)(kˆ)− θopt for the cross-validated selector with the centered conditional
risk dn(1−p)(ψˆk˜, ψ0) = θ˜n(1−p)(k˜) − θopt for the benchmark selector. Finite
sample bounds are obtained for the expected value of the predictive loss,
EP˜Ln(1−p) = E(θ˜n(1−p)(kˆ) − θ˜n(1−p)(k˜)). These imply, under appropriate
conditions on the rate at which the nuisance parameter η0 is estimated,
convergence to zero in expectation and in probability of this risk differ-
ence O(log(K(n))/np) for loss functions whose risk can be estimated at a
quadratic rate (Theorem 1). Consequently, if the risk difference Eθ˜n(1−p)(k˜)−
θopt converges to zero slower than these rates, then the ratio of expected risk
differences (Eθ˜n(1−p)(kˆ) − θopt)/(Eθ˜n(1−p)(k˜) − θopt) converges to one. This
implies, in particular, that EP˜Ln(1−p)/(Eθ˜n(1−p)(k˜)− θopt) converges to zero.
The corresponding convergence in probability of the ratios of risk differences
follows from Lemma 1 below.
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In other words, we prove under appropriate conditions that for each fixed







−→ 1 in probability as n→∞. (8)
In a later section we will establish a general corollary of our Theorems which
yields the asymptotic optimality dn(ψˆkˆ, ψ0)/dn(ψˆk˜n , ψ0)→ 1 if pn → 0 slowly
enough so that (8) still holds at p = pn.
In the next section we prove a similar Theorem 2 which applies to general
loss functions, while Theorem 1 below applies to loss functions whose optimal
risk θopt can be estimated at a quadratic rate. For example, in the special
case of the squared error loss function in prediction, Theorem 1 provides a
stronger convergence result than Theorem 2: for the squared error loss func-
tion, the rate of convergence is shown to be O(log(K(n))/np) rather than
the slower O(log(K(n))/
√
np) applicable to general loss functions. Both
theorems consider general distributions of Sn, i.e., general cross-validation
procedures with an arbitrary proportion pn of observations included the val-
idation sets. Finally, we note that our finite sample result and asymptotic
result assume the setting in which npn → ∞; the later condition rules out
LOOCV.
Formally, we propose the following definition of a quadratic loss function.
Definition 1 If the following property of L(O,ψ | η0) holds at (ψ0, η0), then
we refer to L(O,ψ | η0) as a quadratic loss function.
Given any one-dimensional path  → ψ ∈ Ψ through ψ0 at  = 0 which







where d(ψ, ψ0) =
∫
L(O,ψ | η0)− L(O,ψ0 | η0)dP0(o).
It is easy to verify that this property holds for each of the loss functions
presented in our examples. By carrying out a Taylor expansion it can be
argued that a quadratic loss function can be expected to satisfy Assumption
A3 in Theorem 3.
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Throughout the following theorem we introduce and use the following
notation:
L∗(O,ψk(· | P 0n,Sn), ψ0) = L(O,ψk(· | P 0n,Sn) | η0)− L(O,ψ0 | η0)
L∗0n,Sn(O,ψk(· | P 0n,Sn), ψ0) = L(O,ψk(· | P 0n,Sn) | η0n,Sn)− L(O,ψ0 | η0n,Sn)
(L∗0n,Sn − L∗)(O,ψk(· | P 0n,Sn), ψ0) = L∗0n,Sn(O,ψk(· | P 0n,Sn), ψ0)− L∗(O,ψk(· | P 0n,Sn), ψ0).
We also note that the rates r1(n), r2(n) as defined in the theorem are deter-
mined by the rate at which the nuisance parameter estimate ηn approximates
η0.
Theorem 1 Let ψk(· | Pn), k = 1, . . . , K(n), be a set of given estimators of
ψ0 = argminψ∈Ψ
∫
L(O,ψ | η0)dP0(O). Suppose that ψk(· | Pn) ∈ Ψ for all k,
with probability 1. Let kˆ = argminkESn
∫
L(O,ψk(· | P 0n,Sn) | η0n,Sn)dP 1n,Sn(O)
be the cross-validation selector, and let k˜ = argminkESn
∫
L(O,ψk(· | P 0n,Sn) |
η0n,Sn)dP0(O) be the comparable benchmark selector. We also recall the nota-
tion dn(1−p)(ψˆk¯, ψ0) = θ˜n(−p)(k¯)− θopt.
Assumptions.
A1. The limit η0 of the estimator ηn = η(Pn) for n → ∞ is an element of
Γ(P0).





L∗(O,ψ, ψ0) ≤M∗1 ,
where the supremum over O is taken over a support of the distribution P0 of
O.
A3. There exist a M2 <∞ so that for all ψ ∈ Ψ
VARP0 [L
∗(O,ψ, ψ0)] ≤M2EP0L∗(O,ψ, ψ0). (9)






























where b0 is the smallest constant larger than the solution of 1 − m(x) = 0
with m(x) ≡ 0.5 x2
1/ log(K(n))+a0x
. We note that M3(n) ↓ in n. We also define





(L∗0n,Sn − L∗)(O,ψk¯(· | P 0n,Sn), ψ0)dP0(O)√
E
∫
L∗(O,ψk¯(· | P 0n,Sn), ψ0)dP0(O)
r2(n) ≡ E max
k∈{1,...,K(n)}
√∫







Finally, for any δ > 0 we define
n(δ) ≡ (1 + 2δ)r˜2(n) + 2c(M1,M2, δ)1 + log(K(n))
np
+
(1 + δ)r1(n)r˜(n) +




Finite Sample Result. For any δ > 0, we have
√
Edn(1−p)(ψˆkˆ, ψ0) ≤
r1(n)(1 + δ) +
√
r1(n)2(1 + δ)2 + 4n(δ)
2
. (10)
In the special case that η0 is known so that r1(n) = r2(n) = 0, we have that
the finite sample result (10) reduces to




Asymptotic Implication. For any δ > 0
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Consequently, we have the following scenarios.






























In particular, we note that if max(r1(n)
2, log(K(n))r2(n)







Asymptotic Optimality. Consequently, under these two possible scenarios
under which H(n) = o(r˜(n)2), we have
Edn(1−p)(ψˆkˆ, ψ0)
Edn(1−p)(ψˆk˜, ψ0)
→ 1 for n→∞. (11)
Finally, if these two possible scenarios hold with r˜(n)2 replaced by the random
quantaty dn(1−p)(ψˆk˜, ψ0), then
dn(1−p)(ψˆkˆ, ψ0)
dn(1−p)(ψˆk˜, ψ0)
→ 1 in probability for n→∞. (12)
The final convergence in probability statement follows from Lemma 1.
Lemma 1 Consider a sequence of random variables Z1, Z2, . . ., with finite
expectation E|Zn| = O(g(n)), for a positive function g(n). Then Zn =
OP (g(n)).
This result is a direct consequence of Markov’s inequality. Next we present
the proof of the Theorem.
4.1 Proof of Theorem 1.
By Assumption A1 and by definition of kˆ, we have






L∗(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
= ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
−ESn
∫
(L∗0n,Sn − L∗)(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
= ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
+(1 + δ)ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
−(1 + δ)ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
−ESn
∫
(L∗0n,Sn − L∗)(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
≤ ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
+(1 + δ)ESn
∫
L∗0n,Sn(O,ψk˜(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
−(1 + δ)ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
−ESn
∫
(L∗0n,Sn − L∗)(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
= ESn
∫
L∗(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
+(1 + δ)ESn
∫
L∗(O,ψk˜(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
−(1 + δ)ESn
∫
L∗(O,ψkˆ(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
+(1 + δ)ESn
∫
(L∗0n,Sn − L∗)(O,ψk˜(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
−(1 + δ)ESn
∫
(L∗0n,Sn − L∗)(O,ψkˆ(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
= (1 + 2δ)ESn
∫
L∗(O,ψk˜(· | P 0n,Sn), ψ0)dP0(O)
+Tn,kˆ +Rn,k˜ + An,
where
Tn,k = −(1 + δ)ESn
∫
L∗(O,ψk(· | P 0n,Sn), ψ0)d(P 1n,Sn − P0)(O)
−δESn
∫
L∗(O,ψk(· | P 0n,Sn), ψ0)dP0(O)
Rn,k = (1 + δ)ESn
∫
L∗(O,ψk(· | P 0n,Sn), ψ0)d(P 1n,Sn − P0)(O)
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−δESn
∫
L∗(O,ψk(· | P 0n,Sn), ψ0)dP0(O)
An = (1 + δ)ESn
∫
(L∗0n,Sn − L∗)(O,ψk˜(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
−(1 + δ)ESn
∫
(L∗0n,Sn − L∗)(O,ψkˆ(· | P 0n,Sn), ψ0)dP 1n,Sn(O).
We write
An = An1(k˜)− An1(kˆ) + An2(k˜)− An2(kˆ),
where
An1(k) = (1 + δ)ESn
∫
(L∗0n,Sn − L∗)(O,ψk(· | P 0n,Sn), ψ0)dP0(O)
An2(k) = (1 + δ)ESn
∫
(L∗0n,Sn − L∗)(O,ψk(· | P 0n,Sn), ψ0)d(P 1n,Sn − P0)(O).
Analysis of Tn,kˆ, Rn,k˜: In Lemma 3 we prove for the specified constants
M1,M2 and c(M1,M2, δ) that




Here we need Assumptions A2 and A3.
Analysis of An1(kˆ), An1(k˜): By definition of r1(n), we have for k¯ ∈ {kˆ, k˜}:
E
∫




EAn1(kˆ) ≤ (1 + δ)r1(n)
√
Eθ˜n(1−p)(kˆ)− θopt
EAn1(k˜) ≤ (1 + δ)r1(n)
√
Eθ˜n(1−p)(k˜)− θopt.
Analysis of An2(kˆ), An2(k˜): To bound An2(kˆ), we will apply Lemma 4,






Zk,n,i ≡ (L∗0n,Sn−L∗)(Oi, ψk(· | P 0n,Sn), ψ0)−
∫
(L∗0n,Sn−L∗)(O,ψk(· | P 0n,Sn), ψ0)dP0(O)
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(L∗0n,Sn − L∗)(O,ψk(· | P 0n,Sn), ψ0)d(P 1n,Sn − P0)(O) | .
Conditional on Bn ≡ (Sn, P 0n,Sn), we have that 1np
∑np
i=1 Zk,n,i is a sum of i.i.d.
mean zero copies of Zk,n. By assumption A2, we have that | Zk,n |≤ 2M1.













(L∗0n,Sn − L∗)2(O,ψk(· | P 0n,Sn), ψ0)dP (O))
and thus Eσn(Bn) = r2(n). Application of Lemma 4 proves that
ETn = E max
k∈{1,...,K(n)}






where M3(n) is decreasing in n. In particular, this implies
E |
∫
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Similarly,




Off course, if r2(n) = 0, then our bound is simply 0.
Establishing Finite Sample Result: Substituting these bounds in our
final expression for θ˜kˆ − θopt yields the following inequality:





















Then (13) can be written as:
rˆ2(n) ≤ n(δ) + (1 + δ)r1(n)rˆ(n).
This inequality in rˆ(n) is equivalent with
rˆ(n) ≤ r1(n)(1 + δ) +
√
r1(n)2(1 + δ)2 + 4n(δ)
2
.
This proves the main statement (10) of the theorem.
Asymptotic Implications: From this it follows immediately that (use that√















Substituting this in (13) yields:







Asymptotic Optimality: We will omit the algebra to show that the two
scenarios indeed imply that H(n) = o(r˜2(n)). If H(n) = o(r˜2(n)), then for
each δ > 0
Eθ˜n(1−p)(kˆ)− θopt
Eθ˜n(1−p)(k˜)− θopt




→ 1 for n→∞.
This completes the proof of the theorem. 2
Lemmas.
We will now state and prove the required lemmas. Most of the lemmas are
derived from Bernstein’s inequality, which we state here as a lemma for ease
of reference. A proof is given in Lemma A.2, p. 564 in Gyo¨rfi et al. (2002).
Lemma 2 Bernstein’s inequality. Let Zi, i = 1, . . . , n, be independent real
valued random variables such that Zi ∈ [a, b] with probability one. Let 0 <∑n
































σ2 + (b− a)/3
)
.
Lemma 3 Assume Assumptions A2 and A3. Let M1 = 2M
∗
1 . Then
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Thus




Proof. Let Zk ≡ L∗(O,ψk(· | P 0n,Sn), ψ0). Given Sn, P 0n,Sn , the conditions
imply that
| Zk − E(Zk | Sn, P 0n,Sn) | ≤ M1
VAR(Zk) ≤ M2EZk.
The result (14) is proved in theorem 2 in Dudoit, van der Laan (2003). To
provide the reader with some background, we will mention here some of the
main ideas in the proof. Firstly, one notes that Tn,kˆ = ESnTn,kˆ(Sn), where,
conditional on (Sn, P
0
n,Sn), Tn,k(Sn) equals 1 + δ times an empirical mean of
np copies of Zk − EZk minus δ times EZk. Secondly, one applies Bonferoni
to P (Tn,kˆ(Sn) ≥ s | Sn, P 0n,Sn), and one applies Bernstein’s inequality to
the k-specific conditional tail probability of Tn,k(Sn). Thirdly, by exploiting
the fact that VAR(Zk) ≤ M2EZk it can be shown that the conditional tail
probability can be bounded by exp(−cnps) for some c < ∞, instead of the
usual exp(−c(np)s2). Finally, bounding the expectation of Tn,kˆ in terms of
the integral over the obtained tail probability for Tn,kˆ(Sn) yields the wished
result. 2
The analysis of the An2 terms relies on the following general lemma, which
fully exploits Bernstein’s inequality.
Lemma 4 Suppose that for each integer n and each k ∈ {1, . . . , K(n)},
conditional on a random variable Bn, Zk,n,i, i = 1, . . . , n, are n i.i.d. copies
of Zk,n with | Zk,n |≤ Wn(Bn) and variance σ2kn(Bn) = VAR(Zk,n | Bn). Let








If Wn(Bn) ≤ W < ∞ for some constant W , then there exists an C < ∞ so
that
ETn ≤ C log(K(n))
n0.5
Eσ∗n(Bn), (15)




One can set C =M3(n), where














where a0 ≡ W/3 and b0 is the smallest constant larger than the solution of
1−m(x) = 0 for m(x) = 0.5 x2
1/ log(K(n))+a0x
. Note that M3(n) is decreasing in
n.















Thus for any u > 0
n0.5
σ∗n(Bn) log(K(n))
























The integrand in (16) equals 1 at x = Un(Bn) and is decreasing for x >
Un(Bn). Thus this shows
n0.5
σ∗n(Bn) log(K(n))














Hosted by The Berkeley Electronic Press
Consider this bound whenWn(Bn) ≤ W a.s., so thatWn(Bn)/(3σ∗n(Bn)n0.5) ≤
a0 ≡ W/3. Then


















which is decreasing in K(n) ≥ 2. Here we used √a+ b ≤ √a + √b for
a ≥ 0, b ≥ 0 and K(n) ≥ 2. In addition, since the integrand in (16) is
smaller than 1 on [Un(Bn),∞), we have for any C < ∞ that the integral∫∞
Un(Bn)




















1/ log(K(n)) + a0x
)
dx




with m(x) = 0.5 x
2
1/ log(K(n))+a0x
. Let C = b0 be chosen to be larger than the
solution of 1 − m(x) = 0 so that 1 − m(x) < 0. Then the latter bound
is decreasing in K(n), and for each fixed K(n) the integral is finite. We
conclude that, if we set















then E(Tn | Bn) ≤M3(n) log(K(n))n0.5 σ∗n(Bn) and hence ETn ≤M3(n) log(K(n))n0.5 Eσ∗n(Bn).
This proves (15). 2
Lemma 5 For each n and k ∈ {1, . . . , K(n)}, let Zk,n,i, i = 1, . . . , n, be n
independent mean zero random variables with variance VAR(Zk,n,i) ≤ σ2n and






















































































5 Finite sample result and asymptotics: gen-
eral loss functions.
In this subsection we prove the most general theorem which can be applied
to any loss function. This theorem should be applied in case Assumption A3
of Theorem 1 fails to hold, or, as we suggested, if the loss functions fails to
satisfy Definition 1.
Theorem 2 Let ψk(· | Pn), k = 1, . . . , K(n), be a set of given estimators of
ψ0 = argminψ∈Ψ
∫
L(O,ψ | η0)dP0(O). Suppose that ψk(· | Pn) ∈ Ψ for all k,
with probability 1. Let kˆ = argminkESn
∫
L(O,ψk(· | P 0n,Sn) | η0n,Sn)dP 1n,Sn(O)
be the cross-validation selector, and let k˜ = argminkESn
∫
L(O,ψk(· | P 0n,Sn) |
η0n,Sn)dP0(O) be the comparable benchmark selector. We also recall the nota-
tion dn(1−p)(ψˆk¯, ψ0) = θ˜n(−p)(k¯)− θopt, where k¯ denotes a possibly random k.
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Assumptions.
A1. The limit η0 of the estimator ηn = η(Pn) for n → ∞ is an element of
Γ(P0).





L∗(O,ψ, ψ0) ≤M∗1 ,
where the supremum over O is taken over a support of the distribution P0 of
O.
Definitions. We define the following sequences in n:








(L∗0n,Sn − L∗)(O,ψk¯(· | P 0n,Sn), ψ0)dP0(O)√
E
∫





n ≡ r˜2(n) + f(M∗1 , K(n), np) + r1(n)r˜(n).








If η0 is known so that r1(n) = 0, then (17) reduces to
Edn(1−p)(ψˆkˆ, ψ0) ≤ Edn(1−p)(ψˆk˜, ψ0) + f(M∗1 , K(n), np).
Asymptotic Implication. We have






















= O(r˜(n)2), then H(n) = O(r˜(n)2).
Asymptotic Optimality/Equivalence. If r1(n)
r˜(n)




















Thus, if also log
0.5(K(n))
(np)0.5r˜(n)2
→ 0 for n→∞, then
H(n) = o(r˜(n)2) = o(Eθ˜n(1−p)(k˜)− θopt).
Consequently, if r1(n)
r˜(n)
→ 0 and log0.5(K(n))
(np)0.5r˜(n)2
→ 0 for n→∞, then
Edn(1−p)(ψˆkˆ, ψ0)
Edn(1−p)(ψˆk˜, ψ0)
→ 1 for n→∞. (18)
Finally, if r1(n)
θ˜n(1−p)(k˜)−θopt → 0 in probability, and
log0.5(K(n)




→ 1 in probability for n→∞. (19)
Proof of Theorem. By Assumption A1, and by definition of kˆ, we have
0 ≤ θ˜n(1−p)(kˆ)− θopt
= ESn
∫
L∗(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
= ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
−ESn
∫
(L∗0n,Sn − L∗)(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
= ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
+ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)d(P0 − P 1n,Sn)(O)
−ESn
∫
(L∗0n,Sn − L∗)(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
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≤ ESn
∫
L∗0n,Sn(O,ψk˜(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
+ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)d(P0 − P 1n,Sn(O)
−ESn
∫
(L∗0n,Sn − L∗)(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
= ESn
∫
(L∗0n,Sn − L∗)(O,ψk˜(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
+ESn
∫
L∗(O,ψk˜(· | P 0n,Sn), ψ0)dP 1n,Sn(O)
+ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)d(P0 − P 1n,Sn(O)
−ESn
∫
(L∗0n,Sn − L∗)(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
= ESn
∫
(L∗0n,Sn − L∗)(O,ψk˜(· | P 0n,Sn), ψ0)d(P 1n,Sn − P0)(O)
+ESn
∫
(L∗0n,Sn − L∗)(O,ψk˜(· | P 0n,Sn), ψ0)dP0(O)
+ESn
∫
L∗(O,ψk˜(· | P 0n,Sn), ψ0)dP0(O)
+ESn
∫
L∗(O,ψk˜(· | P 0n,Sn), ψ0)d(P 1n,Sn − P0)(O)
+ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)d(P0 − P 1n,Sn(O)
−ESn
∫
(L∗0n,Sn − L∗)(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
= ESn
∫
L∗(O,ψk˜(· | P 0n,Sn), ψ0)dP0(O)
+ESn
∫
(L∗0n,Sn − L∗)(O,ψk˜(· | P 0n,Sn), ψ0)dP0(O)
+ESn
∫
L∗0n,Sn(O,ψk˜(· | P 0n,Sn), ψ0)d(P 1n,Sn − P0)(O)
+ESn
∫
L∗0n,Sn(O,ψkˆ(· | P 0n,Sn), ψ0)d(P0 − P 1n,Sn(O)
−ESn
∫
(L∗0n,Sn − L∗)(O,ψkˆ(· | P 0n,Sn), ψ0)dP0(O)
= ESn
∫









(L∗0n,Sn − L∗)(O,ψk(· | P 0n,Sn), ψ0)dP0(O).





≤ f(M∗1 , K(n), np).
Here we need Assumption A2.
Lemma 6 (van der Vaart, 2003, van der Laan, Dudoit, van der Vaart,
2003) Suppose that supO | L∗0n,Sn(O,ψk(· | P 0n,Sn), ψ0) |< M∗1 for all k a.s.,
where the supremum is over a support of the distribution P0 of O. Let





We have the following finite sample result
ETn,kˆ ≤ f(M∗1 , K(n), np)/2.
We also have
ETn,k˜ ≤ f(M∗1 , K(n), np)/2.
Thus, in particular,
ETn,kˆ − ETn,k˜ ≤ f(M∗1 , K(n), np).
This proof is given in van der Vaart (2003) and van der Laan et al. (2003),
which is an improvement (by a factor
√
logK(n)) of the original result in
Theorem 1 of Dudoit, van der Laan (2003).
Analysis of An(kˆ), An(k˜): By definition of r1(n), we have for k¯ ∈ {kˆ, k˜}
E
∫










Establishing Finite Sample Result: Substituting these bound in our





+ f(M∗1 , K(n), np)
+r1(n)
√
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n ≡ r˜2(n) + f(M∗1 , K(n), np) + r1(n)r˜(n).
Then (21) can be written as:
rˆ2(n) ≤ n + r1(n)rˆ(n).
This inequality in rˆ(n) is equivalent with





This proves the main statement (17) of the theorem.
Asymptotic Implications: From this it follows immediately that (use that√












Substituting this in (21) yields:





This proves the asymptotic implication statement of the theorem.
Asymptotic Optimality: If r1(n)
r˜(n)
→ 0 and log0.5(K(n))
(np)0.5r˜(n)
→ 0 for n→∞, then
H(n) = o(r˜(n)) = o(Eθ˜n(1−p)(k˜)− θopt).
This completes the proof of the theorem. 2
6 Asymptotic equivalence with oracle proce-
dure.
Theorems 1 and 2 provide a finite sample bound for the expected value of
θ˜n(1−p)(kˆ)−θ˜n(1−p)(k˜), which compares the performance of the cross-validated
38
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selector kˆ to the benchmark k˜ in terms of the conditional risks θ˜n(1−p)(k)
based on n(1−p) training observations. This bound is used to prove that the
ratio (Eθ˜n(1−p)(kˆ)−θopt)/(Eθ˜n(1−p)(k˜)−θopt) converges to one, or equivalently
that Eθ˜n(1−p)(kˆ)− θ˜n(1−p)(k˜)/(Eθ˜n(1−p)(k˜)− θopt) converges to zero.
However, one would like the cross-validated selector kˆ to perform as well
as the benchmark selector k˜n (2) based on the whole sample of size n, rather
than only n(1 − p) as above. The following is an immediate corollary of
Theorem 1 and Theorem 2, which relates θ˜n(1−p)(kˆ) to the risk of a benchmark
selector based on n observations, θ˜n(k˜n). In this corollary, we use the notation
p = pn to emphasize the dependence of the validation set proportion p on n.
It proves that, if p = pn converges slowly enough to zero when the sample size
n converges to infinity, then, given a mild condition (22) below, the wished
asymptotic optimality of the selector kˆ follows. The proof of this corollary
is straightforward and provided in Dudoit, van der Laan (2003) and van der
Laan, Dudoit, Keles (2003).
Corollary 1 Let k˜n(1−p) ≡ k˜. If p = pn → 0, and the conditions of theorem
1 or Theorem 2 hold so that
θ˜n(1−p)(kˆ)− θopt
θ˜n(1−p)(k˜n(1−p))− θopt










→ 1 in probability. (23)










for some γ > 0 and random variable Z with Pr(Z > a) = 1 for some a > 0.
In particular, if Pr(Sn = s) = 1 for some s ∈ {0, 1}n (i.e., single split cross-




D⇒ Z for some γ > 0
and Pr(Z > a) = 1 for some a > 0.
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We have a similar result for convergence in expectation: If p = pn → 0,


















L(o, ψ(· | P 0n,Sn) | η0)dP0(o) ≥ E
∫
L(o, ψ(· | Pn) | η0)dP0(o),






In other words, if the estimator ψ(· | Pn) is capable of learning, then (25)
implies the wished optimality result. We also note that the condition (24) is
not more than a very weak regularity condition.
7 Application of theorem to the examples.
In this section we apply Theorem 1 to our examples. This results in seven
corollaries, where each proof involves verification of Assumptions A1,A2 and
A3 of Theorem 1. In the case that the loss function depends on an unknown
nuisance parameter η0, we will also establish a worked out bound for r1(n)
and r2(n). Subsequent application of corollary 1 establishes the asymptotic
equivalence (25) with the oracle selection procedure k˜n.
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Corollary 2 Predictor Selection.
Setting: Let O = (Y,W ) ∼ P0, ψ0(W ) = E0(Y | W ) and L(O,ψ) = (Y −
ψ(W ))2. We have dn(1−p)(ψˆk, ψ0) = ESn
∫
(ψk(W | P 0n,Sn)− ψ0(W ))2dF0(W ).
Assumptions: Assume that there exists a C0 < ∞ so that | Y |≤ C0 and
supn | ψk(· | Pn) |≤ C0 with probability 1.
Definitions: Let M1 = 8C
2
0 and M2 = 16C
2
0 .
Results: The statements of Theorem 1 holds with these specified constants
M1,M2 and r1(n) = r2(n) = 0. Thus, we have for any δ > 0













→ 1 for n→∞.
Proof. We want to apply Theorem 1, which requires verification of assump-
tions A1-A3. Since the loss function L(·, ψ) has no nuisance parameter η0,
condition A1 holds automatically. Regarding condition A2, we note that
L∗(O,ψk(· | P 0n,Sn), ψ0) = (Y − ψk(W | P 0n,Sn))2 − (Y − ψ0(W ))2.
Thus A2 holds with M∗1 = 4C
2
0 . Regarding condition A3 we note that∫ {





(ψk(W | P 0n,Sn)− ψ0(W ))2(2Y − ψk(· | P 0n,Sn)− ψ0(W ))2dP0(O)
≤ 16C20
∫
(ψk(W | P 0n,Sn)− ψ0(W ))2dP0(O)
= 16C20
∫
(Y − ψk(W | P 0n,Sn)2 − (Y − ψ0(W ))2dP0(O).
Thus A3 holds with M2 = 16C
2
0 . So we can apply Theorem 1 with r1(n) =
r2(n) = 0 and the specified constants M1,M2. This proves the corollary. 2
Corollary 3 Density Estimator Selection.
Setting: Let O ∼ P0, ψ0(W ) = f0 ≡ dP0dµ be the density of P0 w.r.t. a domi-









Assumptions: Assume that there exists a δ > 0 and C0 < ∞ so that
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δ < f0(O) ≤ C0 and δ <| ψk(O | Pn) |≤ C0, for all n, with probability 1, for
P0-almost every O.
Definitions: Let M1 = 2 log(C0/δ), and let M2 = 4C0/δ.
Results: The statements of Theorem 1 hold with these values of M1,M2 and
r1(n) = r2(n) = 0. Thus, for any δ > 0









→ 1 for n→∞.
Proof. We want to apply Theorem 3, which requires verification of assump-
tions A1-A3. Since the loss function L(O,ψ) has no nuisance parameter η0,
condition A1 holds automatically. Regarding condition A2, we note that
L∗(O,ψk(· | P 0n,Sn), ψ0) = − log
(




Thus A2 holds with M∗1 = log(C0/δ). In van der Laan, Dudoit, Sunduz
(2003) (Lemma 2, page 9) it is shown that condition A3 holds with M2 =
4C0/δ. So we can apply Theorem 3 with r1(n) = r2(n) = 0 and the specified
constants M1,M2. This proves the corollary. 2
Corollary 4 (Survival Predictor Selection)
Setting: Let R(t) = I(T ≤ t) be the indicator process for a survival time T ,
and L(t) is a covariate process, t ≥ 0. Let X = X¯(T ) = (R¯(T ), L¯(T )) ∼ FX,0
be the full data structure of interest, and let Y ≡ log(T ) be the log survival
time, and W = L(0) be the vector of baseline covariates. Let C be a right-
censoring time of T with conditional distribution G0(· | X), given X. We
assume that this conditional distribution satisfies coarsening at random: for
t ≤ T
λC(t | X) = m(t, X¯(t)) for a measurable function m.
Let
O = (T˜ = min(T,C),∆ = I(T˜ = T ), X¯(T˜ )) ∼ P0 = PFX,0,G0 .
42
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Let ψ0(W ) = E0(Y | W ) be the parameter of interest. Define
IC(O | G,D) = D(X) ∆
G¯(T | X)
as the so called inverse probability of censoring weighted mapping from full
data functions D(X) to observed data functions. We define
L(O,ψ | η0 = G0) = IC(O | G0, L(·, ψ)),
where L(X,ψ) = (Y −ψ(W ))2. Then ψ0 = argminψE0L(O,ψ | η0), if G¯0(Y |
X) > 0, FX0-a.e. We have dn(1−p)(ψˆk, ψ0) = ESn
∫ (
ψk(W | P 0n,Sn)− ψ0(W )
)2
dF0(W ).
Assumptions: Suppose that G¯0(Y | X) > δ > 0, FX0-a.e., for some
δ > 0. Assume that there exists a C0 < ∞ so that supY | Y |≤ C0,
supW | ψ0(W ) |< C0, and supn supW | ψk(W | Pn) |≤ C0 with probabil-
ity 1. We also assume that infX G¯
0
n,Sn(T | X) ≥ δ > 0 with probability one.
Definitions: Let M1 =
8
δ









(G¯0n,Sn − G¯0)2(T | X)dFX0(X).
Results: The statements in Theorem 1 hold with the above constantsM1,M2














→ 1 for n→∞.
Proof. Condition A1 holds at η0 = G0. As in example 1, it follows that
condition A2 holds with M∗1 =
1
δ
4C20 . Regarding condition A3, we note that∫
L∗2(O,ψk(· | P 0n,Sn), ψ0)dP0(O)
=
∫ (
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As in the proof of the Corollary for example 1, it follows that condition A3
holds with M2 =
1
δ
16C20 . This verifies conditions A1-A3.
We now define
D(X,ψ, ψ0) ≡ (Y − ψ(W ))2 − (Y − ψ0(W ))2.
Suppressing the dependence onG of the IPCWmapping, we have L∗(O,ψk, ψ0) =
IC(O | D(·, ψk, ψ0)). Regarding bounding r1(n), we note that for k¯ ∈ {kˆ, k˜}∫
(L∗0n,Sn − L∗)(o, ψk¯(· | P 0n,Sn), ψ0)dP0(o)
=
∫
(IC0n,Sn − IC)(O | D(·, ψk¯(· | P 0n,Sn), ψ0))dP0(O)
=
∫




Thus, by the Cauchy-Schwarz inequality
E
∫























√√√√E ∫ (G¯0 − G¯0n,Sn)2
G¯02n,Sn
(T | X)dFX0(X).




(G¯0 − G¯0n,Sn)2dFX0(X). We also note that
r2(n) = Emax
k











where we used that for a random variable X, E
√
X ≤ √EX, and that
G¯0n,Sn(T | X) > δ > 0 with probability 1. Since supX D(X,ψk(· | P 0n,Sn), ψ0) ≤
4C20 , the bound on r2(n) follows. We can now apply theorem 1 with con-
stants M1,M2 and the specified bounds on r1(n) and r2(n). This completes
the proof of the corollary. 2
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Corollary 5 (Survival Function Estimator Selection)
Setting: Let R(t) = I(T ≤ t) be the indicator process for a survival time T ,
and L(t) is a covariate process, t ≥ 0. Let X = X¯(T ) = (R¯(T ), L¯(T )) ∼ FX,0
be the full data structure of interest. Let C be a right-censoring time of T with
conditional distribution G0(· | X), given X. We assume that this conditional
distribution satisfies coarsening at random: for t ≤ T
λC(t | X) = m(t, X¯(t)) for a measurable function m.
Let
O = (T˜ = min(T,C),∆ = I(T˜ = T ), X¯(T˜ )) ∼ P0 = PFX,0,G0 .
Let ψ0 = E0B(X) ∈ IR for some known function B(X) be the parameter of
interest. For example, ψ0 = P (T ≥ t) and B(X) = I(T ≥ t) for a given t.
Define
IC(O | G,D) = D(X) ∆
G¯(T | X)
as the so called inverse probability of censoring weighted mapping from full
data functions D(X) to observed data functions. We define
L(O,ψ | η0 = G0) = IC(O | G0, L(·, ψ)),
where L(X,ψ) = (B(X) − ψ)2. Then ψ0 = argminψE0L(O,ψ | η0), if
G¯0(Y | X) > 0, FX0-a.e. We have dn(1−p)(ψˆk, ψ0) = ESn(ψk(P 0n,Sn)− ψ0)2.
Assumptions: Assume G¯0(Y | X) > δ > 0, FX0-a.e., for some δ > 0. As-
sume that there exists a C0 <∞ so that supX | B(X) |≤ C0, and supn ψk(· |
Pn) |≤ C0 with probability 1. We also assume that infX G¯0n,Sn(T | X) ≥ δ > 0
with probability one.
Definitions: Let M1 =
8
δ
C20 and M2 =
1
δ
16C20 . We have








(G¯0 − G¯0n,Sn)2(T | X)dFX0(X).
Results: The statements in Theorem 1 hold with the above constantsM1,M2














→ 1 for n→∞.
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Proof. This is an immediate corollary of the previous corollary by defining
Y = B and by letting W be the empty set. 2
Corollary 6 (Density Estimator Selection based on Right Censored
Data)
Setting: Let R(t) = I(T ≤ t) be the indicator process for a survival time T ,
and L(t) is a covariate process, t ≥ 0. Let X = X¯(T ) = (R¯(T ), L¯(T )) ∼ FX,0
be the full data structure of interest. Let V ⊂ L(0) be a vector of baseline
covariates. Let C be a right-censoring time of T with conditional distribution
G0(· | X), given X. We assume that this conditional distribution satisfies
coarsening at random: for t ≤ T
λC(t | X) = m(t, X¯(t)) for a measurable function m.
Let
O = (T˜ = min(T,C),∆ = I(T˜ = T ), X¯(T˜ )) ∼ P0 = PFX,0,G0 .
Let ψ0(T, V ) = f0(T | V ), where f0(T | V ) is the conditional density of T ,
given V . Define
IC(O | G,D) = D(X) ∆
G¯(T | X)
as the so called inverse probability of censoring weighted mapping from full
data functions D(X) to observed data functions. We define
L(O,ψ | η0 = G0) = IC(O | G0, L(·, ψ)),
where L(X,ψ) = − log(ψ(T, V )). Then ψ0 = argminψE0L(O,ψ | η0), if








Assumptions: Suppose that G¯0(Y | X) > δ∗ > 0, FX0-a.e., for some
δ∗ > 0. Assume that there exists a δ > 0 and C0 <∞ so that δ < f0(O) ≤ C0
and δ <| ψk(O | Pn) |≤ C0, for all n, with probability 1, for P0-almost every
O.
Definitions: Let M1 = 2 log(C0/δ)/δ
∗, and let M2 = 4C0/δδ∗.
We have








(G¯0n,Sn − G¯0)2(T | X)dFX0(X).
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Results: The statements in Theorem 1 hold with the above constantsM1,M2














→ 1 for n→∞.
Proof. This is a copy of the proof of the previous corollary, but where we
now use the M1,M2 from the density estimator selection example. 2
Corollary 7 (Multivariate Predictor Selection)
Setting: Let O = (Y = (Y1, . . . , Yl),W ) ∼ P0, where Y is a multivariate
random outcome vector and W a vector of covariates. Let ψ0(W ) ≡ E(Y |
W ) = (E(Y1 | W ), . . . , E(Yl | W )) be the multivariate conditional expectation
of Y , given W . For a candidate multivariate predictor ψ(W ), we define
L(O,ψ | η0) ≡ (Y − ψ(W ))>η0(W )(Y − ψ(W )),
where η0 is a symmetric l × l-matrix function of W . If η0 is a user supplied
known matrix, then it is not a nuisance parameter and we can denote the
loss function as L(O,ψ). However, if η0 represents a limit of an estimator
of an unknown matrix such as[
E0
(
{Y − E0(Y | W )}{Y − E0(Y | W )}> | W
)]−1
,
then η0 denotes a nuisance parameter which is consistently estimated from
the data. For any symmetric matrix function η0(W ) we have
ψ0 = argminψE0L(O,ψ | η0).
We have dn(1−p)(ψˆk, ψ0) = ESn
∫ ‖ η0.50 (ψk(W | P 0n,Sn)− ψ0(W )) ‖2 dF0(W ),
where ‖ · ‖ denotes the standard euclidean norm.
Assumptions: Let C0 ≡ supY,j | (η0.50 Y )j |< ∞. Let Ψ(C1) ≡ {ψ :
supW
∑l
j=1 | (η0.50 ψ(W ))j |≤ C1}, and assume that ψ0, ψˆk ∈ Ψ(C1) with
probability 1. If we define c(W ) ≡ sup‖x‖=1 ‖ η0.50 (W )(x) ‖ as the ma-
trix norm of the linear operator η0.50 (W ) : IR
l → IRl, then, we can choose
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C0 = supW c(W ) ∗ supY | Y |.
Definitions: Let M∗1 = 5C0 ∗ C1, and M2 = 16lC20 supW c(W )2. If W =
(i.e., is empty), then we can set
M2 = 4 sup
ψ∈Ψ(C1)
EW ‖ Σ0.5(W )η0.5(W )(ψ − ψ0)(W ) ‖2




‖ Σ0.5(W ) ‖
}2
,
where Σ(W ) = COV(η0.5Y | W ).
Results: In the case η0 is known, we can apply Theorem 1 with these values
for M1 and M2 and r1(n) = r2(n) = 0. Thus, we have for any δ > 0









→ 1 for n→∞.
Results for unknown η0: If η0 is a limit of an estimator η
0
n,Sn, then we can
apply Theorem 1 with these values for M1, M2, and r1(n), r2(n) as specified
in the Lemmas 9 and 10 in the Appendix, respectively.
Proof. Assumptions A1-A3:
A1: Let η0 be a limit of the estimator η(Pn). Equation (4) tells us that
η0 ∈ Γ(P0) for any given limit η(W ). Thus assumption A1 holds.
A2: Firstly, we note that
(Y−ψk(W | P 0n,Sn))>η0(W )(Y−ψk(W | P 0n,Sn)) =‖ η0.50 (W )(Y−ψk(W | P 0n,Sn)) ‖2,




j is the euclidean norm in IR
l, and η0.50 is the square
root of η0. Thus
L∗(O,ψk(· | P 0n,Sn), ψ0) =‖ η0.50 (W )(Y−ψk(W | P 0n,Sn)) ‖2 − ‖ η0.50 (W )(Y−ψ0(W )) ‖2,
(26)
where these two terms represent L(O,ψk(· | P 0n,Sn | η0) and L(O,ψ0 | η0,
respectively. For notational convenience, we define
~a = η0.50 (W )Y
~b0 = η
0.5
0 (W )ψ0(W )




L∗(O,ψk(· | P 0n,Sn), ψ0) =
l∑
j=1







−2aj(bj − b0j) + b2j − b20j.
By assumption, maxj aj ≤ C0, and ∑j | bj |≤ C1. Thus, it follows that the
last expression is bounded by mC0 ∗C1 =M∗1 , so that Assumption A1 holds
with this value of M∗1 .
A3: Firstly, consider the case that W =. Above, we represented L∗(O,ψk(· |
P 0n,Sn), ψ0) as
∑−2aj(bj − b0j) + b2j − b20j. Notice that, given W , only aj is
random. Let cj ≡ 2(bj − b0j). Then
VAR0(L
∗(O,ψk(· | P 0n,Sn), ψ0)) = VAR(
∑
j
cjaj) = 4E0(b− b0)tΣ(b− b0).
It is now easy to see that this is indeed bounded by by M2E0
∑
j(bj − b0j)2,
where the M2 is specified in the theorem.
Let’s now consider the general case. Firstly, equality (26) and some
straightforward algebra shows that∫
L∗(O,ψk(· | P 0n,Sn), ψ0)dP0(O) =
∫
‖ η0.50 (ψk(W | P 0n,Sn)−ψ0(W )) ‖2 dF0(W ).
(27)
Define
k(Y,W | P 0n,Sn) ≡ η0.50 (Y − ψk(W | P 0n,Sn))
and 0(Y,W ) ≡ η0.50 (Y −ψ0(W )). Then we have the following representation:
L∗(O,ψk(· | P 0n,Sn), ψ0) =
 l∑
j=1
2k,j(Y,W | P 0n,Sn)− 20,j(Y,W )
 .
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We now have:∫










j=1(k,j(O | P 0n,Sn)− 0j(O))(k,j(O | P 0n,Sn) + 0j(O))
)2
dP0(O)
≤ ∫ ∑lj=1 {k,j(O | P 0n,Sn)− 0j(O)}2∑lj=1 {k,j(O | P 0n,Sn) + 0j(O)}2 dP0(O)




k,j(O | P 0n,Sn)− 0j(O)
}2
dP0(O)
= supO ‖ k(O | P 0n,Sn) + 0(O) ‖2
∫ ‖ η0.51 (ψk(W | P 0n,Sn)− ψ0(W )) ‖2 dF0(W )
= supO ‖ k(O | P 0n,Sn) + 0(O) ‖2
∫
L∗(O,ψk(· | P 0n,Sn), ψ0)dP0(O)
≤ supW c(W )216 ∗ lM20
∫
L∗(O,ψk(· | P 0n,Sn), ψ0)dP0(O),
where we used at the last inequality that ‖ a + b ‖2≤ 4max(‖ a ‖2, ‖ b ‖2).






We have established assumptions A1-A3. So, if η0 is given, then we can apply
Theorem 1 with M1 = 2M
∗
1 , M2, and r1(n) = r2(n) = 0. This proves the
statements in the corollary. In the case that η0 is estimated, the Lemmas 9
and 10 in the Appendix establish bounds for r1(n) and r2(n), respectively.
This completes the proof of the corollary. 2
Corollary 8 (Counterfactual Predictor Selection)
Setting: Let X = ((Ya, a ∈ A),W ) ∼ FX,0 be the full data structure of
interest, where W denotes baseline covariates and Ya denotes the outcome
on a subject if the subject would have taken treatment a. Let A be a random
variable with conditional probability distribution g0(a | X) ≡ P (A = a | X),
which denotes the treatment the subject actually took. The observed data
structure is
O = (A, YA,W ) ∼ P0 = PFX0,g0 .
We assume that treatment is randomized within strata of W : g0(a | X) =
g0(a | W ) for all a ∈ A. Let
ψ0(a, V ) = E(Ya | V ).









We will now choose as loss function the double robust mapping applied to this
full data loss function (van der Laan and Robins (2002), Section 6.3):
L(O,ψ | η0) = IC(O | Q0, g0, L(·, ψ))
≡ (Y − ψ(A, V ))
2
g0(A | W ) −
1
g0(A | W )E0((Y − ψ(A, V ))




E0((Y − ψ(A, V ))2 | A = a,W ).
Here Q0(A,W ) = (E(Y | A,W ), E(Y 2 | A,W )). For a treatment mecha-
nism g1 satisfing the so called experimental treatment assignment assumption
(ETA), that is, mina∈A g1(a | W ) > 0 P0-a.e., we have
EP0IC(O | Q1, g1, L(·, ψ)) = EFX0L(X,ψ) if either g1 = g0 or Q1 = Q0.




(ψk(a, V | P 0n,Sn)− ψ0(a, V ))2dF0(V ).







F1 is such that Q1 = Q(F1) and dF1(Y | A,W )/dF0(Y | A,W ) < ∞. We
assume that (g1, Q1) ∈ Γ(P0), where Γ(P0) consists of all (Q, g) with g’s sat-
isfying the ETA assumption and either g = g0 or Q = Q0.
We assume that there exists a C0 < ∞ and δ > 0 so that supY | Y |<
C0, supa,V | ψk(a, V | Pn) |< C0, supa,V | ψ0(a, V ) |< C0, supA,W |
(Q11, Q12)(A,W ) |< (C0, C20), infA,W g1(A | W ) > δ > 0, and infA,W g0n,Sn(A |






















(A | W )dF1
dF0
(Y | A,W )
+
g0(A | W )
g0n,Sn




(Y | A,W ) + g0(A | W )
d(F 0n,Sn − F1)
dF0
(Y | A,W ).
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g0(A | W )dPFX0,g0(Y,A,W ).
We also define
h1n(A,W ) ≡
2 | g0n,Sn − g1 |
g0n,Sng1
(A | W ) + 1
g0n,Sn(A | W )
∫










Results: The statements of Theorem 1 hold with these values of M1,M2 and












→ 1 for n→∞.
Proof: We need to verify assumptions A1-A3 of Theorem 1.




n,Sn . We assumed that (g1, Q1) ∈
Γ(P0), where Γ(P0) consists of all (Q, g) with g’s satisfying the ETA assump-
tion and either g = g0 or Q = Q0.





+ | A | 4C20 .
A3: Define D(X,ψ, ψ0) = L(X,ψ) − L(X,ψ0). We also define IC0(O |
G0, D(·, ψ, ψ0) = {(Y −ψ(A, V ))2− (Y −ψ0(A, V ))2}/g0(A | W ). In general,
we have the following result.
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Lemma 7 For any (F1, G1) for which P0  PF1,G1 we have the following
inequality∫
IC2(O | Q(F1), G1, D(·, ψk(· | P 0n,Sn), ψ0))dP0(O)
=
∫




≤ supO | dPFX0,G0dPF1,G1 (O) |
∫
IC2(O | Q(F1), G1, D(·, ψk(· | P 0n,Sn), ψ0))dPF1,G1(O)
≤ supO | dPFX0,G0dPF1,G1 (O) |
∫
IC20(O | G1, D(·, ψk(· | P 0n,Sn), ψ0))dPF1,G1(O).
In the same manner as in the previous example, it follows that if (Q(F1), G1) ∈
Γ(P0), then∫









IC(O | G1, D(·, ψk(· | P 0n,Sn), ψ0))dPF1,G1(O).









We have now verified assumptions A1-A3. It remains to establish the claimed
bounds on r1(n) and r2(n). Define Dk(Y,A, V ) ≡ (Y − ψk(A, V | P 0n,Sn))2 −
(Y − ψ0(A, V ))2. Regarding bounding r1(n), we have∫

























Dk(Ya, a, V )d(F
0





Dk(Ya, a, V )d(F
0
n,Sn − F1)(Ya | W )g0(a | W )









(A | W )dF1
dF0












(Y | A,W ).
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We now write
EFX0,g0Dk(YA, A, V )hn(X,A) = EFX0,g∗Dk(YA, A, V )h
∗
n(X,A),
where g∗(· |W ) is the counting measure on A and
h∗n(X,A) ≡ hn(X,A)g0(A | W ).
Application of the Cauchy-Schwarz inequality yields now











We now note that
EEFX0,g∗D
2
k(YA, A, V ) = EEFX0
(∑
a∈A
Dk(Ya, a, V )
)2
≤ EEFX0 | A |
∑
a∈A




EEFX0Dk(Ya, a, V ).









(A | W )dF1
dF0
(Y | A,W )
+
g0(A | W )
g0n,Sn




(Y | A,W ) + g0(A | W )
d(F 0n,Sn − F1)
dF0








g0(A | W )dPFX0,g0(Y,A,W ).




Lemma for Corollary 7.
In order to bound r1(n) we prove the following lemma.
Lemma 9 We recall (27). We have
E
∫
L∗0n,Sn(O,ψk¯(· | P 0n,Sn), ψ0)− L∗(O,ψk¯(· | P 0n,Sn), ψ0)dP0(O) ≤√
E




∫ ‖ (η0,0.5n,Sn + η0.50 )(W )(ψk¯(W | P 0n,Sn)− ψ0(W )) ‖2 dF0(W ).
Thus, if for a constant n
‖ η0,0.5n,Sn(W )(ψk(W | P 0n,Sn)−ψ0(W )) ‖< (1+n) ‖ η0.50 (W )(ψk(W | P 0n,Sn)−ψ0(W )) ‖,
with probability 1, then
E
∫
L∗0n,Sn(O,ψk¯(· | P 0n,Sn), ψ0)− L∗(O,ψk¯(· | P 0n,Sn), ψ0)dP0(O) ≤√
E
∫ ‖ (η0,0.5n,Sn − η0.50 )(W )(ψk¯(W | P 0n,Sn)− ψ0(W )) ‖2 dF0(W )
×
√
(4 + 4n + 2n)E
∫ ‖ η0.50 (W )(ψk¯(W | P 0n,Sn)− ψ0(W )) ‖2 dF0(W ).




∫ ‖ (η0,0.5n,Sn − η0.50 )(W )(ψk¯(W | P 0n,Sn)− ψ0(W )) ‖2 dF0(W )
×
√
4 + 4n + 2n.
Proof. Let aj, a
0.5





j = 1, . . . , l. Then, using short-hand notation
E
∫
L∗0n,Sn(O,ψk¯(· | P 0n,Sn), ψ0)− L∗(O,ψk¯(· | P 0n,Sn), ψ0)dP0(O) =
E
∫ ∑





j,n,Sn − a>j )(ψk¯ − ψ0)(a0>j,n,Sn + a>j )(ψk¯ − ψ0)dF0(W ).
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j g2(j,W, Pn)dF0(W ).
This yields precisely the claimed inequality. The other statements in the
lemma are trivially verified. 2
In the same manner we establish a bound for r2(n), as given in the fol-
lowing lemma.
Lemma 10 We have√∫ (
L∗0n,Sn(O,ψk¯(· | P 0n,Sn), ψ0)− L∗(O,ψk¯(· | P 0n,Sn), ψ0)
)2
dP0(O)











‖ (η0.5n,Sn + η0.50 )(W )(ψk(W | P 0n,Sn)− ψ0(W )) ‖2 dF0(W ).
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Selection With Censored Data
8 The cross-validation selector
Our censored data examples are special cases of the following complete gen-
eral strategy for generalizing selection procedures one would use based on
uncensored data to selection procedures based on censored data. Note that
the cross-validation selection procedure kˆ is defined once we find the appro-
priate loss function L(O,ψ | η0).
Let X ∼ FX,0 be a full data structure of interest. Let ψ0(·) = ψ(· | FX,0)
be a parameter (function) of FX,0 of interest. Let the parameter space be






In real life applications, we often do not observe the full dataX but a censored
version. Let C denote a censoring variable. We will represent the observed
data random variable with O = Φ(C,X) for some known function Φ. The
distribution P0 = PFX0,G0 of the observed data O is indexed by the full data
distribution FX0 and the conditional probability distribution G0(· | X) of
the censoring variable C given X. We refer to G0(· | X) as the censoring
mechanism and sometimes simply denote it with G0.
We assume coarsening at random (CAR) on the censoring mechanism. Coars-
ening at random was originally formulated by Heitjan and Rubin (1991) and
further generalized by Jacobsen and Keiding (1995) and Gill et al. (1997).
We refer to Robins and Rotnitzky (1992) and Robins (1993) for the intro-
duction and discussion of this CAR definition for the right censored data
structure, and, in general, we refer to van der Laan and Robins (2002) for
the definitions of CAR for various censored data structures. Let G(CAR) be
the set of all conditional distributions G(· | X) satisfying CAR. Because of
CAR, we have that the density of the observed data distribution PFX ,G w.r.t.




(O) = QFX (O)gO|X(O | X),
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where g(O | X) is a density of the conditonal distribution of O, given X,
w.r.t. to a dominating measure satisfying CAR itself (Gill et al. (1997)).
Note that gO|X depends on G only.
Given an empirical distribution Pn based on an i.i.d. sample {Oi, i = 1, · · · , n}
of size n, let ψk(. | Pn), k ∈ {1, · · · , K(n)} be well defined estimators of the
parameter ψ0. We will not discuss the available methods to obtain such es-
timators for different full data distribution models and censoring mechanism
models in this paper. We refer the reader to van der Laan and Robins (2002)
for a comprehensive and in depth presentation of inverse probability of cen-
soring weighted estimators and doubly robust locally efficient estimators of
the full data parameters in (multivariate) generalized linear regression and
multiplicative intensity models for the full data distribution, for a class of
censored data structures, including right-censored data, multivariate right-
censored data, cross-sectional data, and missing data structures occurring
in causal inference. As in our general presentation of the methodology in




L(X,ψkˆ(· | Pn))− L(X,ψ0))dFX0(X)
converges to zero asymptotically as fast as
dn(ψˆk˜, ψ0) = min
k∈{1,...,K(n)}
dn(ψˆk, ψ0).
Note that we cannot directly apply the selector kˆ of Section 1 since the loss
funtion L(X,ψ) is not a function of the observed data O.
Let D be a set of full data functions so that P (L(·, ψk(· | Pn)) ∈ D) = 1
for all k = 1, . . . ,. The fundamental idea is to replace the full data function
L(X,ψ) by a function L(O,ψ | η0) of the observed data which has the same
expectation, and apply the general method kˆ of Section 1. It appears that the
censored data methodology on estimating functions as presented in van der
Laan and Robins (2002) yields for each censored data structure a mapping
from a full data function L(X,ψ) to an observed data function which has the
same expectation. Consequently, a simple referal to this work will provide us
with the wished selection methods based on censored data. Another way to
think about this is that we consider the risk of a given estimator ψˆ based on
the training sample, that is, the expectation under FX0 of the loss L(X,ψ(· |
P 0n,Sn)), as a full data parameter of interest and apply methods as presented in
van der Laan and Robins (2002) for estimating it consistently and efficiently
using the observed data.
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The general estimating function methodology as presented in van der
Laan and Robins (2002) maps a given full data function D ∈ D into an
observed data function IC[O | Q0, G0, D] indexed by nuisance parameters
Q0 = Q(FX0, G0) andG0. We define Γ(PFX0,G0) as the set of all pairs (F1, G1),
G1 ∈ G(CAR), for which for all D ∈ D
EP0IC[O | Q(F1, G1), G1, D] = EFX0D(X).
In other words, IC[O | Q(FX0, G0), G0, D] is a function of the observed data
which has the same expectation as the unobserved full data function D(X),
as long as (F1, G1) ∈ Γ(P0). We can now apply our general cross-validation
selection method kˆ as defined in Section 1 with
L(O,ψ | η0 = (F1, G1)) = IC[O | Q(F1, G1), G1, L(·, ψ)], (28)
for any (F1, G1) ∈ Γ(P0). Note that, by definition of Γ(P0, we indeed have
for all η0 ∈ Γ(P0)
ψ0 = argminψEP0L(O,ψ | η0).
The estimating function methodology as presented in van der Laan and
Robins (2002) provides us with essentially two mappings D → IC[O |
Q,G,D] from full data estimating functions to observed data estimating
functions: Inverse Probability of Censoring Weighted (IPCW) Estimating
Functions and Double Robust IPCW estimating functions. Both classes are
the range of a (typically) linear mapping D → IC[O | Q0, G0, D] applied to
full-data estimating functions D(X). The Inverse Probability of Censoring
Weighted estimating functions are only indexed by G and are thus such that
Γ(P0) = {(F,G0) : F}, where F ranges over all possible full data distribu-
tions. Here G0 has to also satisfy a particular support condition necessary
for making the estimating function IC[O | Q0, G0, D] unbiased for E0D(X)
under P0. This support condition can be considered as an identifiability
condition: see van der Laan and Robins (2002). The double robust estimat-
ing functions as defined and developed in van der Laan and Robins (2002)
are such that Γ(P0) = {(F1, G1) : F1 = FX0 or G1 = G0}, where, again,
(the possibly misspecified) G1 ∈ G(CAR) needs to satisfy the same support
(identifiability) condition. In words, the IPCW estimating functions require
correct specification of the censoring mechanism G0, while the double robust
estimating functions require either correct specification of G0 or correct spec-
ification of FX0. We refer to censored data examples 3 and 4 for a particular
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IPCW observed data function and to example 6 for a double robust IPCW
estimating function, and, note that in both examples we specify the required
support condition on the possibly misspecified G1.
Let Sn ∈ {0, 1}n be a random vector independent of Pn. A realization of
Sn defines a particular split of the sample of n observations into a training
sample {i ∈ {1, · · · , n} : Sn,i = 0} and a validation sample {i ∈ {1, · · · , n} :
Sn,i = 1}. Let P 0n,Sn , P 1n,Sn denote the empirical distributions of the training
and the validation sample, respectively. Let the proportion p(n) ≡ p =
1/n
∑n
i=1 Sn,i ∈ (0, 1) of observations in the validation sample be constant
(i.e, non-random).
Let G0n,Sn(. | X) and Q0n,Sn be estimators of G0(. | X) and Q(FX0, G0),
respectively, based on the training sample. We define the following cross-






L(o, ψk(· | P 0n,Sn | η0)dP0(o)
= ESn
∫






I(Sn(i) = 1)IC[Oi | Q0n,Sn , G0n,Sn , L(., ψk(· | P 0n,Sn))].




L(O,ψk(· | P 0n,Sn)dP 1n,Sn(O).
Note, this is equivalent with the general formula for our selector kˆ corre-
sponding with the choice of loss function (28):
kˆ = argmink∈{1,···,K(n)}ESn
∫
L(O,ψk(· | P 0n,Sn) | η0n,Sn)dP 1n,Sn(O).
9 Theorems for Selection with Censored Data




L(X,ψk(· | P 0n,Sn))dFX0(X). (29)
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This quantaty equals the true conditional risk of the estimator based on
n(1− p) observations. The minimizer
k˜ = min−1k∈{1,···,K(n)}θ˜n(1−p)(k)
of the true conditional risk function for a given Pn defines a best possible
choice for kˆ since, for each given data set Pn, it indexes the best estimator
among ψk(. | Pn(1−p)), k ∈ {1, · · · , K(n)} that achieves the optimal condi-
tional risk based on n(1 − p) observations. Again, we note that this k˜ is
different from the minimizer k˜n of θ˜n(k) as defined in Section 1. In practice,
we do not know the true conditional risk function θ˜n(1−p)(·) since it depends
on the true distribution FX0. Consequently, we do not have k˜ available to
us.
For any η0 = (F1, G1) ∈ Γ(PFX0,G0), we have
θ˜n(1−p)(k) = ESn
∫
IC[O | Q(F1, G1), G1, L(., ψk(. | P 0n,Sn))]dP0(O)
= ESn
∫
L(O,ψk(· | P 0n,Sn) | η0)dP0(O).
Similarly, the optimal risk
θopt ≡ E0L(X,ψ0)]
can be represented as
θopt =
∫




for any η0 = (F1, G1) ∈ Γ(PFX0,G0).
In the next subsections we state the analogues of our general Theorems
1 and 2. These results are almost direct corollaries of our general theorems,
except that we provide some general strategies for verifying the Assumption
A3 and for bounding r1(n). Theorem 3 applies to full data loss functions
whose optimal risk θopt can be estimated at a quadratic rate, while Theorem
4 applies to general loss functions.
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9.1 Quadratic loss function.
Notation. Throughout the following theorem we introduce and use the
following notation:
D(X,ψk(· | P 0n,Sn), ψ0) = L(X,ψk(· | P 0n,Sn))− L(X,ψ0)
IC[O | D(·, ψk(· | P 0n,Sn), ψ0)] = IC[O | Q(F1, G1), G1, D(·, ψk(· | P 0n,Sn), ψ0)]
IC0n,Sn [O | D(·, ψk(· | P 0n,Sn), ψ0)] = IC[O | Q0n,Sn , G0n,Sn , D(·, ψk(· | P 0n,Sn), ψ0)]
(IC0n,Sn − IC)[O | D(·, ψk(· | P 0n,Sn), ψ0)]
= IC0n,Sn [O | D(·, ψk(· | P 0n,Sn), ψ0)]− IC[O | D(·, ψk(· | P 0n,Sn), ψ0)].
Because (IC0n,Sn−IC) is typically a linear real valued mapping inD(·, ψk(· |
P 0n,Sn), ψ0) ∈ (L2(FX), 〈·, ·〉FX ), the Riesz-Representation theorem teaches us
that the handy (i.e, unnecessary, but it yields a simple way of bounding
r1(n)) condition E1 in the next theorem often holds.
Theorem 3
Assumptions.
A1. (F1, G1) ∈ Γ(P0).
A2. There exist a M∗1 <∞ so that for all k
sup
O
IC[O | D(·, ψk(· | P 0n,Sn), ψ0)] ≤M∗1 a.s.,
where the supremum is taken over a support of the distribution P0 of O.
A3. There exist a M2 <∞ so that for all k∫
IC2[O | D(·, ψk(· | P 0n,Sn), ψ0)]dP0(O) ≤M2
∫
IC[O | D(·, ψk(· | P 0n,Sn), ψ0)]dP0(O)
(30)
It will typically be convenient to replace it by the following sufficient condi-
tions A3.1 and A3.2:
A3.1. There exist M∗2 <∞ so that for all k∫
IC2[O | D(·, ψk(· | P 0n,Sn), ψ0)]dP0(O) ≤ M∗2
∫
D2(X,ψk(· | P 0n,Sn), ψ0)dFX,0(X)
A3.2. There exists a M so that∫
D2(X,ψk(· | P 0n,Sn), ψ0)dFX,0(X) ≤M
∫
D(X,ψk(· | P 0n,Sn), ψ0)dFX,0(X).
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Then (30) holds with M2 =MM
∗
2 .




























where b0 is the smallest constant larger than the solution of 1 − m(x) = 0
with m(x) = 0.5 x
2
1/ log(K(n))+a0x
. We note that M3(n) ↓ in n. We also define





(IC0n,Sn − IC)[O | D(·, ψk¯(· | P 0n,Sn), ψ0)]dP0(O)√
E
∫








A method for bounding r1(n). Consider the following assumption:
E1 For all k (recall O = Φ(C,X))
∫
(IC0n,Sn − IC)[Φ(C,X) | D(·, ψk(· | P 0n,Sn), ψ0)]dG0(C | X)dFX0(X)
=
∫
Dk(x | P 0n,Sn)fn(x | Sn, P 0n,Sn)dFX0(x)








f 2n(x | Sn, P 0n,Sn)dFX0(x). (31)
Finally, for any δ > 0 we define
n(δ) ≡ (1 + 2δ)r˜2(n) + 2c(M1,M2, δ)1 + log(K(n))
np
+(1 + δ)r1(n)r˜(n) +
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Finite Sample Result. For any δ > 0, we have
√
Eθ˜n(1−p)(kˆ)− θopt ≤
r1(n)(1 + δ) +
√
r1(n)2(1 + δ)2 + 4n(δ)
2
. (32)
Asymptotic Implication. For any δ > 0









































Thus, if also log(K(n))
(np)r˜(n)2
→ 0 for n→∞, then
H(n) = o(r˜(n)2) = o(Eθ˜n(1−p)(k˜)− θopt).
Asymptotic Optimality. Thus, if max(r1(n),r2(n))
r˜(n)






→ 1 for n→∞. (33)
Finally, if max(r1(n),r2(n))
θ˜n(1−p)(k˜)−θopt → 0 in probability, and
log(K(n)




→ 1 in probability for n→∞. (34)
This theorem is a direct corollary of Theorem 1 and the following lemma
which establishes the bound (31).
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Lemma 11 Let k¯ ∈ {kˆ, k˜} Assume there exists a M so that for∫
D2(X,ψk¯(· | P 0n,Sn), ψ0)dFX,0(X) ≤M
∫
D(X,ψk¯(· | P 0n,Sn), ψ0)dFX,0(X).
In addition, assume that
∫
(IC0n,Sn − IC)[O(c, x) | D(·, ψk¯(· | P 0n,Sn), ψ0)]dG0(c | x)dFX0(x)
=
∫
D(X,ψk¯(· | P 0n,Sn), ψ0)fn(x | Sn, P 0n,Sn)dFX0(x)
for some function fn(· | Sn, P 0n,Sn) ∈ L2(FX0). Let
q(n) ≡ E
∫








f 2n(x | Sn, P 0n,Sn)dFX0(x)
√
Eθ˜n(1−p)(k¯)− θopt).
Proof. Let k¯ = kˆ. Let Bn denote the random variable (Sn, Pn) and rep-
resent D(x, ψkˆ(· | P 0n,Sn), ψ0) as D(x | Bn). Similarly, we represent fn(x |
Sn, P
0
n,Sn) = fn(x | Bn). The expectation of
∫
D(x | Bn)fn(x | Bn)dFX0(x)
w.r.t. Bn can be written as
∫
D(x | b)fn(x, b)dFX0(x)dQn(b), where Qn is
the probability distribution of Bn. One can now apply the Cauchy-Schwarz
inequality:
∫





D2(x | b)dFX0(x) =
∫ {
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Thus this shows that
E
∫











9.2 General loss functions.
Theorem 4
Assumptions.
A1. (F1, G1) ∈ Γ(P0).
A2. There exist a M∗1 <∞ so that for all k
sup
O
IC[O | D(·, ψk(· | P 0n,Sn), ψ0)] ≤M∗1 a.s.,
where the supremum is taken over a support of the distribution P0 of O.
Definitions. We define the following sequences in n:








(IC0n,Sn − IC)[O | D(·, ψk¯(· | P 0n,Sn), ψ0)]dP0(O)√
E
∫




A method for bounding r1(n). Consider the following two conditions E1
and E2:
E1. For all k (recall O = Φ(C,X))
∫
(IC0n,Sn − IC)[Φ(C,X) | D(·, ψk(· | P 0n,Sn), ψ0)]dG0(C | X)dFX0(X)
=
∫
Dk(x | P 0n,Sn)fn(x | Sn, P 0n,Sn)dFX0(x)
for some function fn(· | Sn, P 0n,Sn) ∈ L2(FX0),
E2. There exists a M so that for all k∫
D2(·, ψk(· | P 0n,Sn), ψ0)dFX,0(X) ≤M
∫
D(X,ψk(· | P 0n,Sn), ψ0)dFX,0(X).
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f 2n(x | Sn, P 0n,Sn)dFX0(x).
Finally, we define
n ≡ r˜2(n) + f(M∗1 , K(n), np) + r1(n)r˜(n).








Asymptotic Implication. We have































Thus, if also log(K(n))
(np)0.5r˜(n)2
→ 0 for n→∞, then
H(n) = o(r˜(n)) = o(Eθ˜n(1−p)(k˜)− θopt).
Asymptotic Optimality. Thus, if r1(n)
r˜(n)
→ 0 and log0.5(K(n))
(np)0.5r˜(n)2




→ 1 for n→∞. (36)
Finally, if r1(n)
θ˜n(1−p)(k˜)−θopt → 0 in probability, and
log0.5(K(n)




→ 1 in probability for n→∞. (37)
This theorem is a direct corollary of Theorem 2 and Lemma 11.
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10 Estimating the risk of the estimator, and
confidence intervals.
Let ψˆ = ψ(· | Pn) ≡ ψkˆ(Pn)(· | Pn) be our selected estimator. Let
θ˜n ≡
∫
L(O,ψ(· | Pn) | η0)dP0(O)
be its true conditional risk. Two estimators of this parameter θ˜n can be
considered. Firstly, we have the substitution estimator:
θˆ =
∫
L(O,ψ(· | Pn) | η(Pn))dPn(O).
Here η(Pn) denotes an estimator of η0. There is typically some concern that
this estimator might be biased low. Therefore, the cross-validation estimator
might be more accurate in finite samples:
θˆn(1−p∗) = ESn∗
∫
L(O,ψ(· | P 0n,Sn∗) | η(P 0n,Sn∗))dP 1n,Sn∗(O),
where Sn∗ now identifies a split in a learning and test sample and p∗ is the
proportion of the test sample. Note that evaluating this quantity θˆn(1−p)
requires double cross-validation in the sense that beyond repeatedly splitting
the sample Pn in a test P
1
n,Sn∗ and learning sample P
0
n,Sn∗ , evaluation of the
estimator ψ(· | P 0n,Sn∗) on a learning sample requires evaluation of our selector
kˆ(P 0n,Sn∗), which itself requires repeatedly splitting the learning sample in a
training and validation sample. Similarly, the estimator η(Pn) might itself
already involve cross-validation to fine tune parameters.
10.1 Confidence interval for risk.
We will now provide a strategy for constructing a confidence interval for the




L(O,ψ(· | P 0n,Sn∗) | η0)dP0(O).
Suppose that we can establish a first order linear expansion:









for some fixed function IC(· | P0) of O with mean zero and finite variance
σ2 = VARP0IC(O | P0). For example, such a result is proved in Dudoit,
van der Laan (2003) for loss functions which do not depend on a nuisance
parameter η0. This asymptotic linearity result allows us to derive confidence
intervals for the conditional risk θ˜n(1−p∗). From the Central Limit Theorem,
as n→∞, √n(θˆn(1−p∗) − θ˜n(1−p∗))/σ converges in distribution to a standard





2 of IC(O | P0) and its variance σ2. An asymptotic (1−α)100%
confidence interval for θ˜n(1−p∗) is given by
θˆn(1−p) ± z1−α/2 σˆn√
n
,
where Φ(zα/2) = 1 − α/2 for the standard normal cumulative distribution
function Φ(·).
If θ˜n(1−p∗)− θ˜n constitutes a second order difference, then this confidence
interval also provides an asymptotic (1− α)-confidence interval for θ˜n. This
method for constructing confidence intervals for a true conditional risk of a
given estimator is carried out in detail in Dudoit, van der Laan (2003) in the
context of prediction (i.e., Example 1).
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A general loss function based approach for model selection and estimation,
described in Barron et al. (1999), uses sieve theory to define penalized em-
pirical loss criteria. Connections with cross-validation methods are discussed
in Birge´ and Massart (1997). Birge´ and Massart (1997), Barron et al. (1999)
have studied thoroughly the penalty functions to be used in the problems of
adaptive estimation on sieves. They use powerful Talagrand’s concentration
and deviation inequalities for empirical processes (Talagrand (1996a), Ta-
lagrand (1996b), Ledoux (1996), Massart (1998)) to obtain so called oracle
inequalities for the theoretical risk of their estimators. The method of ora-
cle inqualities was also used to prove optimality properties of nonparametric
estimators in (Johnstone (1998)). The Birge´-Massart penalties are based on
the dimension of the classes of functions. This approach has been shown to
perform well in some examples of sieves that frequently occur in nonpara-
metric univariate regression and nonparametric univarite density estimation
(nested families of Sobolev ellipsoids).
In this part III of our article we focus on a particular type of sieve, namely
-nets of guessed subspaces (indexed by s) of the complete parameter space,
and we use cross-validation as selection criteria. Our results on the cross-
validation selector in Part I show that it performs typically asymptotically
as well as the oracle selector which for the given data set makes the optimal
choice depending on the truth. This shows that cross-validation is a very
adaptive procedure and thereby can be expected to be preferable beyond
the use of universal (independent of the true distribution) penalty terms.
In addition, the sparsity of epsilon-nets makes the epsilon-net a particular
effective sieve. Finally, our results apply to loss functions depending on
nuisance parameters, so that they can be applied to a very wide range of
estimation problems.
Our general estimator is defined as follows. For a collection of subspaces
and the complete parameter space, one defines an epsilon-net (i.e., a finite set
of points whose -spheres cover the complete parameter space). For each 
and subspace one defines now a corresponding minimum cross-valided empir-
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ical risk estimator as the minimizer of cross-validated risk over the subspace-
specific -net. In the special case that the loss function has no nuisance
parameter, which thus covers the classical regression and density estima-
tion cases, this  and subspace specific minimum risk estimator reduces to
the minimizer of the empirical risk over the corresponding -net (e.g., least
squares estimator, maximum likelihood estimator). Finally, one selects  and
the subspace with the cross-validation selector. We refer to the resulting
estimator as the cross-validated adaptive -net estimator.
Our estimator can be denoted as ψ(Pn),s(Pn)(Pn), where ((Pn), s(Pn))
equals the minimizer of the cross-validated empirical risk estimate of the es-
timator ψ,s(Pn) over all choices (, s). We will prove a general finite sample
inequality for the marginal risk Ed(ψ(Pn),s(Pn)(Pn(1−p)), ψ0), i.e., the marginal
risk of the data adaptively selected estimator applied to a subsample of size
n(1 − p) minus the minimal risk, where p denotes the proportion consti-
tuting the validation sample in the employed cross-validation scheme. This
finite sample inequality teaches us that the estimator achieves at minimal
the minimax rate implied by the size of the parameter space Ψ. However, in
addition, by the fact that the estimator chooses data adaptively (using cross-
validation) the best choice s and  for the -net, the finite sample inequality
also shows that the estimator is adaptive. Finally, as mentioned above, our
theorems on the cross-validation selector teach us that, asymptotically, the
cross-validated choice of  and s will typically perform as well as an oracle
procedure making the optimal choice (which depends on the unknown P0)
for the given data set.
Le Cam has used -nets to construct efficient estimators in parametric
models, which is often referred to as Le Cam’s discretization device (Cam
(1986), Cam and Yang (1990)). Our argument in favor of the use of -
nets as sieve is that it yields the smallest (in size, and thereby sparsest)
-approximation of the complete parameter space, while other sieves might
yield dense approximations in certain areas of the parameter space, but might
result in ineffective approximations at other parts of the parameter space.
Recently, Donoho (2003) has argued a theoretical geometrical advantage of
-nets in relation to other choices of sieves in the context of univariate non-
parametric regression. This advantage of -nets are also connected with the
sparsity concept as developed in Donoho and Johnstone (1994). We also like
to stress that algorithms for nonparametric multivariate regression and con-
ditional density estimation in the statistics and machine learning literature
(Hastie et al. (2001),Ripley (1996),Breiman et al. (1984a)) do not corre-
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spond with -net sieves (e.g., many of the sieves correspond with constraints
on the norm of the vector of coefficients), and that these algorithms do also
not aim to minimize the empirical mean of the loss function (e.g., sum of
residual squared errors) over specified subspaces of the complete parameter
space. Instead these algorithms rely of forward/backward type of local opti-
mization steps. Our approach provides a road map for developing minimax
adaptive estimators in a large class of problems based on -net sieves and
cross-validation.
12 The cross-validated -net estimator.
Let ‖ · ‖Ψ be a norm defined on the parameter space Ψ = {ψ(· | P ) : P ∈
M}. For each  > 0, let Ψ ≡ {ψ1, . . . , ψN()} ⊂ Ψ be a finite set of elements
in Ψ so that the union ∪N()j=1 B(ψj, ) of all spheres B(ψj, ) ≡ {ψ ∈ Ψ :‖
ψ − ψj ‖≤ } centered at ψj with radius  covers the complete parameter
space Ψ, s = 1, . . . , K1(n). One refers to such a set of elements of Ψ as an
-net of Ψ. In our case, this finite set functions will be treated as a discrete
sieve. The minimal number N(,Ψ, ‖ · ‖Ψ of such balls needed to cover Ψ is
typically refered to as the covering number of Ψ, whose function in  should
be viewed as a measure of the size of the parameter space Ψ. Let
AE0() = AE( | P0) ≡ sup
{ψ∈Ψ:‖ψ−ψ0‖Ψ≤}
∫
L(O,ψ | η0)−L(O,ψ0 | η0)dP0(O).
denote the with  corresponding worst-case approximation error for the op-
timal risk. Note that indeed the approximation error for the optimal risk of
the discrete sieve Ψ is bounded by AE0():
B0() = B( | P0) ≡ min
ψ∈Ψ
∫
L(O,ψ | η0)− L(O,ψ0 | η0)dP0(O) ≤ AE0().
Given , the corresponding discrete sieve Ψ, and a random vector S
∗
n ∈
{0, 1}n defining a cross-validation scheme, we define the following estimator:
ψ(· | Pn) ≡ argminψ∈ΨESn∗
∫
L(O,ψ | η0n,Sn∗)dP 1n,Sn∗(O).
In other words, ψ(· | Pn) is the minimizer over the set Ψ ⊂ Ψ of the
cross-validated risk. We note that, if the nuisance parameter η0 is known
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(i.e., η0n,Sn∗ = η0), then ψ(· | Pn) reduces to the minimizer of the empirical
average loss:
ψ(· | Pn) ≡ argminψ∈Ψ
∫
L(O,ψ | η0)dPn(O),
which does thus not require cross-validation. Let p∗ ≡ ∑ni=1 S∗n(i)/n denote
the proportion of the validation sample, where p∗ = 1 in the latter case with
η0 being known.
We note that for each fixed , ψ(· | Pn) can be viewed as an estimator of
the best choice
ψ(· | P0) ≡ argminψ∈Ψ
∫
L(O,ψ | η0)dP (O).
For quadratic loss functions, we define




In Section 14 it is shown that the estimators ψc∗opt(n), indexed by a constant
c, converges to the parameter of interest ψ0 at an optimal (but non-adaptive
to properties of ψ0 itself) rate:
Edn(ψˆc∗opt(n), ψ0) = O(ropt(n)).
A similar statement holds for general loss functions.
In order to obtain an estimator which does not only achieve the optimal
rate of convergence, but also chooses the optimal (smoothing) constant c
and adapts to the underlying smoothness of ψ0, we will select c with cross-
validation. Let n(k) = ckopt(n), where c1 < . . . < cK(n) denotes a partition
of an interval (0,∞). In order to allow the estimator to be adaptive to
smoothness of ψ0 (more than the smoothness assumed in Ψ), one should let
cK(n) converge to infinity with sample size n. In other words, the parametriza-
tion n(k) = ckopt(n) is used to work at a scale which is already known to be
optimal, but we should not enforce this scale in order to allow the estimator
to become adaptive to ψ0.
This discretization {n(k) : k = 1, . . . , K(n)} of a set of possible ′s
defines now a sequence of estimators
ψk(· | Pn) ≡ ψn(k)(· | Pn), k = 1, . . . , K(n).
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We will select k (and thus the choice ) with cross-validation:
kˆ = argmink∈{1,...,K(n)}ESn
∫
L(O,ψn(k)(· | P 0n,Sn) | η0n,Sn)dP 1n,Sn(O).
Our proposed cross-validated discrete sieve estimator of ψ0 is given by
ψkˆ(· | Pn) = ψn(kˆ)(· | Pn). (38)
12.1 Construction of an -net of the parameter space.
Given the parameter space (Ψ, ‖ · ‖Ψ) for our parameter of interest ψ0 :
S → IR, let {φj : j} be a countable collection of basis functions so that each
ψ ∈ Ψ can be arbitrarily well approximated by a finite linear combination of
such functions. That is, for each ψ ∈ Ψ, there exists a countable index set I









βjφj : β ∈ BI ⊂ IR|I|
 ,
where the euclidean set BI is chosen so that
∑






we have the following parametrization of the parameter space
Ψ = {ψI,β : β ∈ BI}.
For a δ > 0, we define
BI(δ) = {β ∈ BI : ∀j, βj/δ is an integer}.
Now, we can define
Ψδ = {ψI,β : β ∈ BI(δ)}.
Note that Ψδ is finite, and for each  > 0, there exist a δ() so that Ψδ() is
an -net of Ψ.
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Alternatively, we can apply this method for constructing an -net to a
continuous sieve approximation ofΨ, as follows. Given an  > 0, let I ∈ I be
a finite index set of size N1() so that the corresponding finite set {φj, j ∈ I}
of basis functions generates an -approximation of Ψ. That is, for each







Ψ ≡ {ψI,β : β ∈ BI ⊂ IRN1()}
be the corresponding element of the continuous sieve (Ψ : ) indexed by .
For a δ > 0, we define
BI(δ) = {β ∈ BI : ∀j, βj/δ is an integer}.
Now, we can define
Ψδ, = {ψI,β : β ∈ BI(δ)}.
Note that Ψδ, is finite, and for each  > 0, there exist a δ() so that Ψδ(),
is an 2 ∗ -net of Ψ.
Orthonormalizing basis functions. The delta-nets are equally spaced
sets of points in the euclidean space for β, and do therefore not necessarily
result in sensible (i.e., equally spaced) -nets in the actual parameter space
Ψs. Therefore, to construct more equally spaced -nets (and thus sparser
-nets) one should first orthonormalize the basis functions (in case, the basis
we start out with is not orthonormal), and construct the δ-nets based on the
corresponding orthonormal parametrization of Ψ∗.
12.2 Algorithm for minimizing over an -net.
Consider a function f : Ψδ → IR. Suppose that we wish to minimize this
function. Firstly, we note that each β ∈ BI(δ) can be identified by an element
in the lattice {−M,−(M−1), . . . , 0, 1, . . . ,M}|I|, whereM is a finite integer.
Let f ∗ : {−M,−(M−1), . . . , 0, 1, . . . ,M}|I| → IR be an extension of f to this
lattice, where we define f ∗(x) =∞ for any x which does not correspond with
a point in BI(δ). We propose the following simple algorithm for minimizing
such a function f ∗ on a lattice {0, 1, . . . ,M}|I|.
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Inititialize Set k = 0, and xk = (0, 0, . . . , 0).
Define moves For any x ∈ {0, 1, . . . ,M}|I|, let S(x) be defined as the set
of 2 ∗ | I | vectors one obtains by adding 1 or subtracting 1 from a par-
ticular component xj. In the case that such moves result in parameters
outside the parameter space Ψs, then one should augment this set of
moves to guarantee a rich enough set of moves (e.g., if adding 1 results
in a parameter outside the parameter space, then one can set any of




If f(x∗) ≤ f(xk), then k = k + 1, xk = x∗. Otherwise, stop.
Output Let the final x∗ be the candidate for the global minimum j(I | Pn).
Starting values One could run this algorithm with various starting values.
13 The adaptive cross-validated -net estima-
tor.
Let Ψs ⊂ Ψ, s = 1, . . . , K1(n), be a collection of subspaces. For each s and
each  > 0, let Ψ,s ≡ {ψ,s1 , . . . , ψ,sNs()} ⊂ Ψs be a finite set of elements in
Ψs so that the union ∪Ns()j=1 B(ψ,sj , ) of all spheres B(ψ,sj , ) ≡ {ψ ∈ Ψs :‖
ψ − ψ,sj ‖≤ } centered at ψ,sj with radius  covers the complete parameter
space Ψs, s = 1, . . . , K1(n). One refers to such a set of elements of Ψs as
an -net of Ψs, s = 1, . . . , K1(n). In our case, this finite set functions will
be treated as a discrete sieve. The minimal number Ns(,Ψs, ‖ · ‖Ψ of such
balls needed to cover Ψs is typically refered to as the covering number of
Ψs, whose function in  should be viewed as a measure of the size of the
parameter space Ψs, s = 1, . . . , K1(n). Let
AE0(, s) = AE(, s | P0) ≡ sup
{ψ∈Ψs:‖ψ−ψ0‖Ψ≤}
∫
L(O,ψ | η0)−L(O,ψ0 | η0)dP0(O).
denote the with  corresponding worst-case approximation error for the op-
timal risk. Note that indeed the approximation error for the optimal risk of
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the discrete sieve Ψ,s is bounded by AE0(, s):
B0(, s) = B(, s | P0) ≡ min
ψ∈Ψ,s
∫
L(O,ψ | η0)−L(O,ψ0 | η0)dP0(O) ≤ AE0(, s).
Given (, s), the corresponding discrete sieve Ψ,s, and a random vec-
tor S∗n ∈ {0, 1}n defining a cross-validation scheme, we define the following
estimator:
ψ,s(· | Pn) ≡ argminψ∈Ψ,sESn∗
∫
L(O,ψ | η0n,Sn∗)dP 1n,Sn∗(O).
In other words, ψ,s(· | Pn) is the minimizer over the set Ψ,s ⊂ Ψs of the
cross-validated risk. We note that, if the nuisance parameter η0 is known
(i.e., η0n,Sn∗ = η0), then ψ,s(· | Pn) reduces to the minimizer of the empirical
average loss:
ψ,s(· | Pn) ≡ argminψ∈Ψ,s
∫
L(O,ψ | η0)dPn(O),
which does thus not require cross-validation. Let p∗ ≡ ∑ni=1 S∗n(i)/n denote
the proportion of the validation sample, where p∗ = 1 in the latter case with
η0 being known.
We note that for each fixed (s, ), ψ,s(· | Pn) can be viewed as an esti-
mator of the best choice
ψ,s(· | P0) ≡ argminψ∈Ψ,s
∫
L(O,ψ | η0)dP (O).
For each s, let n(k), k = 1, . . . , K2s(n) be a given set of values. Let
An = ∪K1(n)s=1 {(s, n(k, s) : k ∈ {1, . . . , K2s(n)}.
Let
K(n) =| An | be the size of An.
We select (s, ) with cross-validation:
(sˆ(Pn), ˆ(Pn)) ≡ argmin(s,)∈AnESn
∫
L(O,ψs,(· | P 0n,Sn) | η0n,Sn)dP 1n,Sn(O).
The adaptive cross-validated discrete sieve estimator is now defined by
ψˆ(· | Pn) = ψsˆ(Pn),ˆ(Pn)(· | Pn).
In Section 16 we prove that this estimator achieves the optimal rate of
convergence corresponding with the smallest subspace Ψs∗ , as measured by
the covering numbers Ns(), which contains ψ0.
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14 Finite sample results for epsilon-net esti-
mator
14.1 Quadratic loss function.
The next theorem provides us with a finite sample bound for the difference of
the conditional risks of the discrete sieve estimator ψ(· | Pn) and ψ(· | P0),
for a given sequence n. This finite sample bound provides, in particular, an
optimal rate opt(n) at which  should converge to zero with sample size n.
This theorem follows from a direct application of our general Theorems 1.
Theorem 5 (Finite sample result and Asymptotics for ψn(· | Pn))
Let n > 0 be a given sequence converging to zero with sample size n.
Assumptions.
A1. The limit η0 of ηn = η(Pn) for n→∞ is an element of Γ(P0).





L∗(O,ψ, ψ0) ≤M∗1 ,
where the supremum is taken over a support of the distribution P0 of O.





































where b0 is the smallest constant larger than the solution of 1 − m(x) = 0
with m(x) = 0.5 x
2
1/ log(N(n))+a0x
. We note that M3(log(N(n)) ↓ in n. Let kˆ
and k˜ be defined by ψn(· | Pn) = ψnkˆ and ψn(· | P0) = ψnk˜ We also define
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r∗2(n) ≡ E max
k∈{1,...,N(n)}
√∫
(L∗0n,Sn∗ − L∗)2(O,ψnk , ψ0)dP0(O)
Finally, for any δ > 0 we define









Finite Sample Result. For any δ > 0, we have
Edn(ψn(· | Pn), ψ0) ≤
r
∗
1(n)(1 + δ) +
√




≡ f1(B0(n), r∗1(n), r∗2(n), log(N(n)), np∗,M1,M2,M3(N(n)), δ).
If ηn = η0 is known, then this reduces to (we can set p
∗ = 1)




Asymptotic Implication. For any δ > 0































Consequently, we have the following scenarios.












then H(n) = O(B0(n)), and thus
Edn(ψn(· | Pn), ψ0) = O(B0(n)).
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2) = O(B0(n)) and n = c ∗
opt(n) for a 0 < c <∞, then
Edn(ψn(· | Pn), ψ0) = E
∫
L(O,ψn(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O)
= O(B0(n)) = O(ropt(n)).




































Asymptotic Optimality. Consequently, under these two possible scenarios
for which H(n) = o(B0(n)), we have
Edn(ψn(· | Pn), ψ0)
Edn(ψn(· | P0), ψ0)
→ 1 for n→∞, (39)
and, in particular,
dn(ψn(· | Pn), ψ0)
dn(ψn(· | P0), ψ0)
→ 1 in probability for n→∞.
Proof. We apply Theorem 1 with candidate “estimators” ψk(· | Pn) ≡ ψnk
(constants), k = 1, . . . , N(n). Note that in this setting the quantaties in
Theorem 1 have the following corresponding analogues:
ψk(· | Pn) = ψnk
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ψkˆ(· | Pn) = ψn(· | Pn)
ψk˜(· | Pn) = argminψ∈Ψn
∫
L(O,ψ | η0)dP0(O)
≡ ψn(· | P0).
L∗(O,ψk(· | P ∗n,Sn), ψ0) = L(O,ψnk | η0)− L(O,ψ0 | η0)
dn(1−p∗)(ψn(· | Pn), ψ0) = θ˜n(1−p)(kˆ)− θopt
= dn(ψn(· | Pn), ψ0)
=
∫
L(O,ψn(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O)
dn(1−p∗)(ψn(· | P0), ψ0) = θ˜n(1−p)(k˜)− θopt
= dn(ψn(· | P0), ψ0)
=
∫






L(O,ψn(· | P0) | η0)− L(O,ψ0 | η0)dP0(O).
The above theorem is now the complete analogue of our general Theorem 1.
2
14.2 General loss function.
Theorem 6 (Finite sample result and Asymptotics for ψn(· | Pn))
Let n > 0 be a given sequence converging to zero with sample size n.
Assumptions.
A1. The limit η0 of η
0
n,Sn∗ for n→∞ needs to be an element of Γ(P0).





L∗(O,ψ, ψ0) ≤M∗1 ,
where the supremum is taken over the support of the distribution P0 of O.
Definitions. Let kˆ, k˜ be defined by ψn(· | Pn) = ψnkˆ and ψn(· | P0) = ψnk˜ .
We define the following sequences in n:





















1n ≡ B0(n) + f(M∗1 , N(n), np∗) + r∗1(n)
√
B0(n).
Finite Sample Result. We have













If ηn = η0 is known, then this reduces to
Edn(ψn(· | Pn), ψ0) ≤ B0(n) + f(M∗1 , N(n), n).
Asymptotic Implication. We have


























= O(B0(n)), then H(n) =
O(B0(n)), and thus


















It follows that, if r∗1(n)




L(O,ψn(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O) = O(B0(n)) = O(ropt(n)).
Asymptotic Equivalence. If r∗1(n)







Thus, if also log
0.5(N(n))











Edn(ψn(· | Pn), ψ0)
Edn(ψn(· | P0), ψ0)
→ 1 for n→∞,
and, in particular,
dn(ψn(· | Pn), ψ0)
dn(ψn(· | P0), ψ0)
→ 1 in probability for n→∞.
Proof. We apply Theorem 2 with candidate “estimators” ψk(· | Pn) ≡ ψnk
(constants), k = 1, . . . , N(n). Note that in this setting the quantaties in
Theorem 2 have the following corresponding analogues:
ψk(· | Pn) = ψnk
ψkˆ(· | Pn) = ψn(· | Pn)
ψk˜(· | Pn) = argminψ∈Ψn
∫
L(O,ψ | η0)dP0(O)
≡ ψn(· | P0).
L∗(O,ψk(· | P ∗n,Sn), ψ0) = L(O,ψnk | η0)− L(O,ψ0 | η0)
dn(1−p∗)(ψn(· | Pn), ψ0) = θ˜n(1−p)(kˆ)− θopt
= dn(ψn(· | Pn), ψ0)
=
∫
L(O,ψn(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O)
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dn(1−p∗)(ψn(· | P0), ψ0) = θ˜n(1−p)(k˜)− θopt
= dn(ψn(· | P0), ψ0)
=
∫






L(O,ψn(· | P0) | η0)− L(O,ψ0 | η0)dP0(O).
The above theorem is now the complete analogue of Theorem 2. 2
14.3 Asymptotic implications for -net estimator.
If N() is of the same order as the covering number N(,Ψ, ‖ · ‖Ψ)), then the
above theorems shows that for any constant c > 0 the risk of the estimator
ψc∗opt(n) converges to the optimal risk of ψ0 at a rate as fast or faster than
r∗opt(n), where r
∗
opt(n) is an explicitly known rate defined as follows. For loss
functions satisfying Assumption A3, we have
ropt(n) ≤ r∗opt(n) = min
{
AE0() +




while for loss functions not satisfying Assumption A3, we have
ropt(n) ≤ r∗opt(n) = min
{
AE0() +




Let ∗opt(n) be the argument of the minimum corresponding with r
∗
opt(n). For
quadratic loss functions satisfying Assumption A3 of Theorem 1 we have
AE0() ≤ C2 for some C < ∞. Thus, in this case the rate of convergence
r∗opt(n) can be bounded as follows:
r∗opt(n) ≤ min 
2 +
log(N(,Ψ, ‖ · ‖Ψ))
n
.
For non-quadratic loss functions not satisfying Assumption A3, we typically
have AE0() ≤ C for some C < ∞, so that the rate of convergence can be
bounded as follows:
r∗opt(n) ≤ min +





Below we will verify that for the well known smoothness classes Ψ for mul-
tivariate real valued functions, the above explicit bounds for ropt(n) and
r∗opt(n) correspond with the optimal rates of convergence given in the litera-
ture. We refer to van der Vaart and Wellner (1996) for the covering numbers
N(,Ψ, ‖ · ‖Ψ) of a variety of classes of functions Ψ.
Since B0() and AE0() depend on underlying smoothness of ψ0, the rate
of convergence ropt(n) reported in our theorems could be significantly better
than the above bounds r∗opt(n). In other words, the estimator ψopt(n)(· | Pn)
is capable of adapting to the actual smoothness of ψ0 and thereby possibly
achieves a better rate of convergence than the optimal rate implied by the
size of the parameter space Ψ.
14.4 Examples of covering numbers.
Results on covering numbers N(,Ψ, ‖ · ‖) w.r.t. to the supremum norm or
other norms can be found in approximation theory. We refer to van der Vaart,
Wellner (1996, section 2.7) for a number of very general examples of classes
of functions Ψ and proofs. We will describe here one of their examples.
Example 8 (Lipschitz functions on euclidean sets, Theorem 2.7.1,
van der Vaart, Wellner, 1996) Define for any vector k = (k1, . . . , kd) of
d integers the differential operator
Dk =
dk·






i ki. For a number α, let α be the largest integer smaller than
α. For a function f : X ⊂ IRd → IR, let









‖ x− y ‖α−α
Here the suprema are taken over all x, y in the interior of X with x 6= y. Let
CαM be the set of all continuous functions f : X → IR with ‖ f ‖α≤ M . Let
X be a bounded convex subset of IRd with non-empty interior. There exists
a constant K depending only on α and d such that
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for every  > 0, where λ(X1) is the Lebesgue measure of the set {x :‖ x−X ‖<




which corresponds with a rate r∗opt(n) = 
∗
opt(n)
2 ≤ n− 2α2α+d which is known to
be optimal.
Let F be the class of all univariate real valued monotone functions uni-
formly bounded from below and above. Van der Vaart, Wellner (1996) also
show that log(N(,F , Lr(Q)) ≤ K for every probability measure Q, ev-
ery r ≥ 1 and a constant K only depending on r. Thus, if Ψ consists
of the class of all monotone bounded univariate real valued functions, then
opt(n) = n
−1/3 so that ropt(n) = n−2/3.
15 Finite sample result for the cross-validated
epsilon-net estimator.
Consider the estimator ψkˆ(· | Pn) = ψn(kˆ)(· | Pn) defined in (38). Let k˜








L(O,ψk(· | Pn) | η0)dP0(O)
be the selector for ck which for each given data set chooses the optimal
constant.
15.1 Quadratic loss function.
The following theorem establishes a finite sample bound, and the asymptotic
equivalence of ψkˆ(· | Pn) with ψk˜n(· | Pn) if K(n) is chosen to converge to
infinity slowly enough with sample size n so that log(K(n))/np converges
fast enough to zero. This theorem is a direct corollary of Theorem 1 and the




A1. The limit η0 of ηn = η(Pn) for n→∞ is an element of Γ(P0).





L∗(O,ψ, ψ0) ≤M∗1 ,
where the supremum is taken over a support of the distribution P0 of O.



































where b0 is the smallest constant larger than the solution of 1 − m(x) = 0
with m(x) = 0.5 x
2
1/ log(K(n))+a0x
. We note that M3(log(K(n)) ↓ in n.





(L∗0n,Sn − L∗)(O,ψk¯(· | P 0n,Sn), ψ0)dP0(O)√
E
∫
L∗(O,ψk¯(· | P 0n,Sn), ψ0)dP0(O)
r2(n) ≡ E max
k∈{1,...,K(n)}
√∫
(L∗0n,Sn − L∗)2(O,ψk(· | P 0n,Sn), ψ0)dP0(O)
r˜(n)2 ≡ Edn(1−p)(ψk˜(· | Pn), ψ0).
Finally, for any δ > 0 we define
n(δ) ≡ (1 + 2δ)r˜2(n) + 2c(M1,M2, δ)1 + log(K(n))
np
+(1 + δ)r1(n)r˜(n) +
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Finite Sample Result. For any δ > 0, we have
Edn(1−p)(ψkˆ(· | Pn), ψ0) ≤
r1(n)(1 + δ) +
√










1(n(1− p)), r∗2(n(1− p)), log(N(n(k))), n(1− p)p∗,M1,M2,M3(N(n(k)), δ).
We have that
r˜(n)2 ≤ r˜(n)u2 ≡ min
k∈{1,...,K(n)}
f1(n, k).
If ηn = η0 is known, then this finite sample bound reduces to (set p
∗ = 1)):












Asymptotic Implication. For any δ > 0



















Consequently, we have the following scenarios.









H(n) = O(r˜(n)2), and thus
Edn(1−p)(ψkˆ(· | Pn), ψ0) = O(r˜(n)u2)
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Consequently, under these two possible scenarios under which H(n) = o(r˜(n)2),
we have
Edn(1−p)(ψkˆ(· | Pn), ψ0)
Edn(1−p)(ψk˜(· | Pn), ψ0)
→ 1 for n→∞. (40)
Finally, if these two possible scenarios hold with r˜(n) replaced by the random
quantaty dn(1−p)(ψk˜(· | Pn), ψ0), then
dn(1−p)(ψkˆ(· | Pn), ψ0)
dn(1−p)(ψk˜(· | Pn), ψ0)
→ 1 in probability for n→∞. (41)











L(O,ψk(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O)
Emink∈{1,...,K(n)}ESn
∫





L(O,ψkˆ(· | P 0n,Sn) | η0)− L(O,ψ0 | η0)dP0(O)
Emink∈{1,...,K(n)}
∫
L(O,ψk(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O) → 1 for n→∞.
(42)
That is, the cross-validation selector ckˆ for selecting the constant performs
asymptotically exactly as well as the selector ck˜n which for each given data
set selects the optimal constant.
Proof. We apply Theorem 1 to the candidate estimators ψk(· | Pn), k =
1, . . . , K(n). This shows that the above theorem is a direct application of
Theorem 1. Regarding the finite sample bound, we note that
r˜2(n) = E
∫









L(O,ψk(· | P 0n,Sn) | η0)− L(O,ψ0 | η0)dP0(O).
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By the finite sample result for ψn(k)(· | Pn) established in the previous sec-




L(O,ψk(· | P 0n,Sn) | η0)− L(O,ψ0 | η0)dP0(O) ≤ (1 + 2δ)×
f1(B(n(k)), r
∗
1(n(1− p)), r∗2(n(1− p)), log(N(n(k))), n(1− p)p∗,M1,M2,M3(N(n(k)), δ).
Since this bound does not depend on Sn, it also holds unconditionally. This
proves the reported finite sample bound. 2
15.2 General loss function.
Similarly, we obtain this theorem for loss functions not satisfying property
A3.
Theorem 8 Assumptions.
A1. The limit η0 of ηn for n→∞ needs to be an element of Γ(P0).





L∗(O,ψ, ψ0) ≤M∗1 ,
where the supremum is taken over the support of the distribution P0 of O.
Definitions. We define the following constants: We define the following
sequences in n:








(L∗0n,Sn − L∗)(O,ψk¯(· | P 0n,Sn), ψ0)dP0(O)√
E
∫
L∗(O,ψk¯(· | P 0n,Sn), ψ0)dP0(O)
r˜(n)2 ≡ Edn(1−p)(ψk˜(· | Pn), ψ0).
We also define
1n ≡ r˜2(n) + f(M∗1 , K(n), np) + r1(n)r˜(n).
Finite Sample Result. We have



















1(n(1− p)), log(N(n(k))), n(1− p)p∗,M∗1 ).
If η0 is known, then this finite sample bound reduces to:
Edn(1−p)(ψkˆ(· | Pn), ψ0) ≤ mink {B0(n(k)) + f(M
∗
1 , N(n(k)), n(1− p))}
+f(M∗1 , K(n), np).
Asymptotic Implication. We have





















= O(r˜(n)2), then H(n) = O(r˜(n)2),
and thus





Asymptotic Equivalence. If max(r1(n), log
0.5(K(n))/(np)0.5) = o(r˜(n)),
then then
Edn(1−p)(ψkˆ(· | Pn), ψ0)
Edn(1−p)(ψk˜(· | Pn), ψ0)
→ 1 for n→∞. (43)
Finally, if max(r1(n), log
0.5(K(n))/(np)0.5 = oP (dn(1−p)(ψk˜(· | Pn), ψ0)), then
dn(1−p)(ψkˆ(· | Pn), ψ0)
dn(1−p)(ψk˜(· | Pn), ψ0)
→ 1 in probability for n→∞.
If p = pn → 0 for n→∞, (43) holds, and
Emink∈{1,...,K(n)}
∫
L(O,ψk(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O)
Emink∈{1,...,K(n)}ESn
∫





L(O,ψkˆ(· | P 0n,Sn) | η0)− L(O,ψ0 | η0)dP0(O)
Emink∈{1,...,K(n)}
∫
L(O,ψk(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O) → 1 for n→∞.
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15.3 Asymptotic implications for cross-validated epsilon-
net estimator.
Thus, we have now shown that the estimator ψkˆ(· | Pn) is asymptotically
equivalent with the estimator which for each given data set chooses the es-
timator among {ψn(k)(· | Pn), k = 1, . . . , K(n)}, which is closest to the
true parameter ψ0, where we know that each of the candidate estimators
ψn(k)(· | Pn) itself converges to ψ0 at a rate smaller than or equal to the non-
adaptive optimal rate r∗opt(n). Consequently, our estimator does not only
achieve at minimal the optimal rate of convergence, but it also selects the
smoothing parameter  so that it is optimal for the actual parameter value
ψ0. That is, the -selector adapts to underlying properties of ψ0.
16 Finite sample result for adaptive cross-
validated epsilon-net estimator.
We define the benchmark selector
(˜, s˜) = argmin(s,)∈AnESn
∫
L(O,ψs,(· | P 0n,Sn) | η0n,Sn)dP0(O).
We also define
B0(, s) = min
j
∫
L(O,ψs,j | η0)− L(O,ψ0 | η0)dP0(O).
16.1 Quadratic loss function
An application of Theorem 1 yields the following finite sample and asymptotic
results for this estimator.
Theorem 9 Assumptions.
A1. The limit η0 of the nuisance parameter estimator ηn = η(Pn) for n→∞
is an element of Γ(P0).





L∗(O,ψ, ψ0) ≤M∗1 ,
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where the supremum is taken over a support of the distribution P0 of O.




































where b0 is the smallest constant larger than the solution of 1 − m(x) = 0
with m(x) = 0.5 x
2
1/ log(K(n))+a0x
. We note that M3(log(K(n)) ↓ in n.





(L∗0n,Sn − L∗)(O,ψs¯,¯(· | P 0n,Sn), ψ0)dP0(O)√
E
∫
L∗(O,ψs¯,¯(· | P 0n,Sn), ψ0)dP0(O)
r2(n) ≡ E max
(s,)∈An
√∫
(L∗0n,Sn − L∗)2(O,ψs,(· | P 0n,Sn), ψ0)dP0(O)
r˜(n)2 ≡ Edn(1−p)(ψs˜,˜(· | Pn), ψ0).
Finally, for any δ > 0 we define
n(δ) ≡ (1 + 2δ)r˜2(n) + 2c(M1,M2, δ)1 + log(K(n))
np
+
(1 + δ)r1(n)r˜(n) +




Finite Sample Result. For any δ > 0, we have
Edn(1−p)(ψsˆ,ˆ(· | Pn), ψ0) ≤
r1(n)(1 + δ) +
√




≡ f1(r˜(n)2, r1(n), r2(n), log(K(n)), np,M1,M2,M3(log(K(n)), δ).
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If η0 is known, then this finite sample bound reduces to (set p
∗ = 1):
Edn(1−p)(ψsˆ,ˆ(· | Pn), ψ0) ≤
(1 + 2δ) min
(s,)∈An
{








Asymptotic Implication. For any δ > 0



















Consequently, we have the following scenarios.









H(n) = O(r˜(n)2), and thus
Edn(1−p)(ψsˆ,ˆ(· | Pn), ψ0) = O(r˜(n)u2).





















Consequently, under these two possible scenarios under which H(n) = o(r˜(n)2),
we have
Edn(1−p)(ψsˆ,ˆ(· | Pn), ψ0)
Edn(1−p)(ψs˜,˜(· | Pn), ψ0) → 1 for n→∞.
If these two possible scenarios hold with r˜(n) replaced by the random quantaty
dn(1−p)(ψs˜,˜(· | Pn), ψ0), then
dn(1−p)(ψsˆ,ˆ(· | Pn), ψ0)
dn(1−p)(ψs˜,˜(· | Pn), ψ0) → 1 in probability for n→∞.











L(O,ψs,(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O)
Emin(s,)∈An ESn
∫





L(O,ψsˆ,ˆ(· | P 0n,Sn) | η0)− L(O,ψ0 | η0)dP0(O)
Emin(s,)∈An
∫
L(O,ψs,(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O) → 1 for n→∞.
That is, the final statements says that the cross-validation selector (sˆ, ˆ) for
selecting the (s, ) performs asymptotically exactly as well as the selector
(s˜, ˜) which for each given data set selects the optimal (s, ) making the
estimator ψs,(· | Pn) closest to ψ0.
16.2 General loss function
Similarly, we obtain this theorem for loss functions not satisfying property
A3.
Theorem 10 Assumptions.
A1. The limit η0 of ηn = η(Pn) for n→∞ is an element of Γ(P0).





L∗(O,ψ, ψ0) ≤M∗1 a.s.,
where the supremum is taken over the support of the distribution P0 of O.
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Definitions. Let B ≡ {(sˆ, ˆ), (s˜, ˜)} be the collection of these two estimators.
We define the following sequences in n:








(L∗0n,Sn − L∗)(O,ψs¯,¯(· | P 0n,Sn), ψ0)dP0(O)√
E
∫
L∗(O,ψs¯,¯(· | P 0n,Sn), ψ0)dP0(O)
r˜(n)2 ≡ Edn(1−p)(ψs˜,˜(· | Pn), ψ0).
We also define
1n ≡ r˜2(n) + f(M∗1 , K(n), np) + r1(n)r˜(n).
Finite Sample Result. We have








2, r1(n), log(K(n)), np,M
∗
1 ).






1(n(1− p)), log(Ns()), n(1− p)p∗,M∗1 ).
If η0 is known, then this finite sample bound reduces to:
Edn(1−p)(ψsˆ,ˆ(· | Pn), ψ0) ≤ min
(s,)∈An
{B0(, s) + f(M∗1 , Ns(), n(1− p))}
+f(M∗1 , K(n), np).
Asymptotic Implication. We have























= O(r˜(n)2), then H(n) = O(r˜(n)2)
and thus
Edn(1−p)(ψsˆ,ˆ(· | Pn), ψ0) = O(r˜(n)u2).
Asymptotic Equivalence. If max(r1(n), log
0.5(K(n))/(np)0.5) = o(r˜(n)),
then then
Edn(1−p)(ψsˆ,ˆ(· | Pn), ψ0)
Edn(1−p)(ψs˜,˜(· | Pn), ψ0) → 1 for n→∞. (44)
If max(r1(n), log
0.5(K(n))/(np)0.5) = oP (dn(1−p)(ψs˜,˜(· | Pn), ψ0)), then
dn(1−p)(ψsˆ,˜(· | Pn), ψ0)
dn(1−p)(ψs˜,˜(· | Pn), ψ0) → 1 in probability for n→∞.
If p = pn → 0 for n→∞, (44) holds, and
Emin(s,)∈An
∫
L(O,ψs,(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O)
Emin(s,)∈An ESn
∫





L(O,ψsˆ,ˆ(· | P 0n,Sn) | η0)− L(O,ψ0 | η0)dP0(O)
Emin(s,)∈An
∫
L(O,ψs,(· | Pn) | η0)− L(O,ψ0 | η0)dP0(O) → 1 for n→∞.
16.3 Asymptotic adaptivity.
Thus, if we control the number of tried values (, s) and the nuisance param-
eter η0 can be estimated at a fast enough rate, then dn(1−p)(ψˆ(· | Pn), ψ0)
converges to zero at the same rate as mins, dn(1−p)(ψs,(· | Pn), ψ0). Suppose
that, for each s, we choose values n(k, s) = ck
∗
s,opt(n), k = 1, . . . , K1(n, s),
which achieve the non-adaptive optimal rate of convergence for ψs,n(k,s) for
the subspace Ψs. That is, if ψ0 happens to be an element of Ψs, then the
estimator ψs,n(k,s) would converge to ψ0 at the optimal rate for the parame-
ter space Ψs. It follows that with this choice of -values, the cross-validated
adaptive epsilon-net estimator ψˆ is minimax adaptive in the sense that it con-
verges (w.r.t. dn(1−p)(·, ·)) to ψ0 at the rate which is optimal for the smallest
of the parameter spaces which still contains ψ0.
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