Introduction
Buchmann and Pethő [5] observed that following algebraic integer 10 + 9α + 8α 2 + 7α 3 + 6α 4 + 5α 5 + 4α 6 , with α 7 = 3 is a unit. Since the coefficients form an arithmetic progressions they have found a solution to the Diophantine equation (1) N K/Q (x 0 + αx 1 + · · · + x 6 α 6 ) = ±1, such that (x 0 , . . . , x 6 ) ∈ Z 7 is an arithmetic progression. Recently Bérczes and Pethő [3] considered the Diophantine equation is an algebraic number of degree at least 3. Moreover they showed that the solution found by Buchmann and Pethő is the only solution to (1) .
Bérczes and Pethő also considered arithmetic progressions arising from the norm equation (2) , where α is a root of X n − a, with n ≥ 3 and 2 ≤ a ≤ 100 (see [2] ). Let f a ∈ Z[X] be the Thomas polynomial f a := X 3 − (a − 1)X 2 − (a + 2)X − 1.
The aim of this paper is to prove the following theorem: Theorem 1. Let α be a root of the polynomial f a , with a ∈ Z. Then the only solutions to the norm form inequality
such that x 0 < x 1 < x 2 is an arithmetic progression and (x 1 , x 2 , x 3 ) is primitive are either (x 1 , x 2 , x 3 ) = (−2, −1, 0), (−1, 0, 1) and (0, 1, 2), or they are sporadic solutions that are listed in table 1 .
In table 1 we only list solutions, where the parameter is non-negative. Furthermore m denotes the value of the norm, i.e. N K/Q (x 0 + x 1 α + x 2 α 2 ) = m. Lemma 1 will show that it suffices to study the norm inequality (3) only for a ≥ 0 ∈ Z. Moreover, Lemma 1 gives a correspondence between solutions for a and −a − 1.
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Notations and Thue Equations
Let us prove first that we may assume a ≥ 0.
Lemma 1. Let α(a) denote a zero of f a (x) and put
holds if and only if
In particular each solution to (3) for a yields a solution for −a − 1.
Proof. It is easy to see that α(a) is a root of f a (x) if and only if 1 α(a) is a root of f −a−1 (x). As N K(a)/Q (−α(a)) = −1 the assertion follows immediately.
Next, we want to transform the norm form inequality (3) into a Thue inequality. Since x 0 , x 1 , x 2 form an arithmetic progression we may write x 0 = X − Y, x 1 = X and x 2 = X + Y . Using this notation in (3) we obtain
Expanding the norm on the left side to a polynomial in X and Y we obtain the Thue inequality
Since we have the restrictions x 0 < x 1 < x 2 and (x 0 , x 1 , x 2 ) is primitive, we are only interested in solutions with Y ≥ 1 and (X, Y ) is primitive. For the rest of this paper we will use the following notations: We denote by f a ∈ Z[X] the Thomas polynomial, which is defined as follows:
Let α := α 1 > α 3 > α 2 be the three distinct real roots of f a . Furthermore we define γ := 1+α+α 2 , δ := 1 − α 2 and := δ/γ and denote by γ 1 := γ, γ 2 , γ 3 , δ 1 := δ, δ 2 , δ 3 and 1 := , 2 , 3 their conjugates respectively. Moreover we define
Let us remark that 1 , 2 and 3 are exactly the roots of g a .
If (X, Y ) is a solution to (4) then we define β := Xγ − Y δ and we denote by β 1 := β, β 2 , β 3 the conjugates of β. As one can easily see β i is an element of the order Z[α i ] for all i = 1, . . . , 3. In fact the orders Z[α i ] are all the same (see [14, 16, 17] or Section 4).
There are a lot of well known facts about the number fields K := Q(α), which we will state in Section 4.
We will use the following variant of the usual O-notation: For two functions g(t) and h(t) and a positive number t 0 we will write g(t) = L t0 (h(t)) if |g(t)| ≤ h(t) for all t with absolute value at least t 0 . We will use this notation in the middle of an expression in the same way as it is usually done with the O-notation. Sometimes we omit the index t 0 . This will happen only in theoretical results, and it means that there exists a (computable) t 0 with the desired property.
This L-notation will help us to state asymptotic results in a comfortable way.
Asymptotic expansions
From various papers ( [16, 17, 11, 6] ) we know that
We apply Newton's method to the polynomial f a with starting points a, −1 and 0. After 4 steps of Newton's method and an asymptotic expansion of the resulting expressions we get
We consider the quantities −f a ( 5 ) with e 1 = 10, e 2 = 8 and e 3 = 18. These quantities are all positive provided that a ≥ 8, a ≥ 7 and a ≥ 10 respectively, hence
Since α 1 + α 2 + α 3 = a − 1 is an integer we also obtain
In order to keep the error terms low from now on we assume that a ≥ 1000. Using these asymptotic expansions we obtain for the γ's
36.037 a 4 ,
26.021 a 5 ,
and similarly for the δ's
31.027 a 4 ,
18.021 a 5 ,
and for the 's
108.886 a 6 ,
67.81 a 5 ,
We will also use the asymptotic expansions of the logarithms of the α's. Therefore we recall a simple fact from analysis: If |t| > |r| then
We have omitted the index t 0 since this index depends on the L-Term of the quantity r. Let us write
10 a 5 . We can write similar expressions for α 2 and α 3 , too. Using the above formula we get
18.184 a 6 ,
11.035 a 5 ,
Auxiliary results
Let us recall first some well known facts about the number field K = Q(α), where α is a root of the Thomas polynomial f a (these results can be found in [14, 16, 17, 9] ). Proof. Proofs of these statements can be found in [14, 16, 17, 9] Part (5) of Lemma 2 shows that we only have to consider algebraic integers, that are associated to a rational integer or associated to a conjugate of α − 1. Let us exclude the case that γ = n with n = ±1 ∈ Z and ∈ Z[α]
* and γ yields a solution to (3) .
n α 2 yields a solution to (3) . Therefore n|x 0 , x 1 , x 2 . However, (x 0 , x 1 , x 2 ) is primitive, thus γ cannot be associated to a rational integer = ±1.
We have to solve the Diophantine inequality (4), therefore we start to exclude all small values of Y . Proof. We insert Y = 1 into (4) and obtain
If we assume X ≥ 2, respectively X ≤ −2, then
yields a contradiction. Therefore |X| ≤ 1 and we only obtain solutions stated in Theorem 1.
Now we investigate approximation properties of solutions (X, Y ) to (4). We distinguish three types of solutions. We say that (X, Y ) is of type j, if
A specific case j will be called by its roman number. Let us assume that (X, Y ) is a solution of type j. Then we have (remember
Since |β 1 β 2 β 3 | ≤ 2a + 1 by the above inequality we obtain
and we also get
where Y 0 is some lower bound for |Y |. Because of Lemma 3 we may assume Y 0 ≥ 2. Using the asymptotic expansions (8), (9), (10) and (11) we find
Now we can prove a new lower bound Y 0 for |Y |.
We have to distinguish between three cases j = 1, j = 2 and j = 3. We find from (13) and (11):
Some straightforward calculations yield (5) of Lemma 2 we know that β is either a unit, associated to a rational integer or associated to a conjugate of α 1 − 1. By the discussion after Lemma 2 we know that β is not associated to a rational integer = 1. Furthermore α 1 and α 2 form a fundamental system of units of the relevant order Z[α], hence the linear system (15) log
with µ associated to one of 1,
Solving (15) by Cramer's rule we find
We will compute the quantity c 3 in Section 5, when we have a better lower bound Y 0 ≤ Y . Now we will investigate Siegel's identity. Therefore choose i, k ∈ {1, 2, 3} such that i, j, k are all pairwise distinct. We consider the quantity
Taking into account (13) and (14) we find after some manipulations that
By the asymptotic expansions (8), (9) , (10) and (11) together with the bounds for c 1 and Lemma 4, we see that for any choice of i, j, k except (i, j, k) = (3, 2, 1) we have c 4 ≤ 4.035a provided that a ≥ 1000. In the exceptional case we get c 4 ≤ 4.055a. Note that this exceptional case, will not occur in this paper.
A first bound for the parameter
In this section we will derive a first upper bound for a such that (4) has no primitive solution (X, Y ) with Y > 1. First we consider
From Siegel's identity (17) and the fact that log |x| < 2|1 − x| provided that |1 − x| < 1/3 we obtain
. We want to write Λ i,j,k as a linear combination of the logarithms of
Therefore we have to distinguish between several cases. In particular, we consider the three linear forms:
where
Let us find relations between B 2 and B. These will be used in view of (16 
We have to distinguish between 12 cases (three linear forms and for each linear form four possible choices for µ). Since all 12 cases can be treated similarly, we only consider the case of Λ 1 and µ being associated to α 2 − 1. We choose this case because it is representative for most of the other cases. The computed quantities for the other cases are presented in tables. To say that µ is associated to some quantity α we use the notation µ ∼ α. 1) . With this constraints we choose µ = (α 2 − 1)α 1 . The other choices for µ are given in table 3. Table 3 . Choices for µ.
From (18) we have
Now we distinguish between two further cases: B 1 = 0 and B 1 = 0. In the case of B 1 = 0 we have
Solving this equation for B 2 , we obtain
In the case of B 1 = 0 we similarly determine the quantity
The results obtained in the other cases are listed in table 4.
Looking at table 4 we see that in the case of B 1 = 0 two different phenomena occur. In the cases I (µ ∼ α 3 − 1), II (µ ∼ 1), II (µ ∼ α 1 − 1), II (µ ∼ α 2 − 1) and III (µ ∼ α 2 − 1) the quantity B 2 is of the form constant plus some error term, while in the other cases B 2 is constant times log a plus lower terms. We are interested in the former cases. In case I (µ ∼ α 3 − 1), II (µ ∼ α 2 − 1) and III (µ ∼ α 2 − 1) B 2 cannot be an integer if a ≥ 500. However, by definition B 2 is an integer, so we have a contradiction. In the cases of II (µ ∼ 1) respectively II (µ ∼ α 1 − 1) we have B 2 = 1 respectively B 2 = 5 provided a ≥ 500. Therefore we have the following two linear systems: Table 6 . Lower bounds for log Y . In the next step we use a powerful theorem on lower bounds for linear forms in two logarithms due to Laurent, Mignotte, and Nesterenko [8] . 
Before we apply this result we have to compute some heights: Proof. We start with the proof of (26). Since α 1 , α 2 , α 3 are conjugate, we only have to check the last inequality.
Lemma 6. Let h denote the absolute logarithmic Weil height, then
therefore we obtain the first part of the lemma. Since θ 3,1,2 and σµ σ 2 µ are not integers in general we also have to compute their denominators, which can be estimated by
With this preliminary result we obtain
Now we apply Lemma 5 to the linear form (19). We distinguish between the case of B 1 = 0 and B 1 = 0. In the case of B 1 = 0 we can apply Lemma 5 at once. In the notation of Lemma On the other hand we have from (18) log
Comparing the upper and lower bound for log |Λ 1 | yields a contradiction for large a. In particular, if a ≥ 2529022.366 we have a contradiction. Since a has to be an integer we know that we may have solutions with |Y | ≥ 2 only if a ≤ a 0 := 2529022. Now we investigate the case B 1 = 0. In this case we do not have a linear form in two logarithms. But we can study the linear form
and because of Lemma 6 we choose If we compare these bounds for log |Λ 1 | we see that |B 2 | cancels, and we obtain an inequality which cannot hold for a ≥ 521855.0066. That is, if there is a solution not found yet for this case, then a ≤ a 0 := 521855.
In table 8 one finds the other upper bounds a 0 of the parameter a for the remaining cases. Table 8 . Upper bounds a 0 for the parameter a. 
The method of Mignotte
In this section we want to eliminate the case of B 1 = 0. We have already discussed the cases I (µ ∼ α 3 − 1), II (µ ∼ 1), II (µ ∼ α 1 − 1), II (µ ∼ α 2 − 1) and III (µ ∼ α 2 − 1). We know that B 2 has to be an integer therefore let us compute B 2 to a higher asymptotic order (in the remaining cases): 
Since B 2 has to be an integer, for each case we have a criteria wether there exists a solution such that B 1 = 0 for one specific a. For example, the case I (µ ∼ α 2 − 1) yields following criteria: 
completely.
The method of Baker and Davenport
We cannot use the method described above to solve the case of B 1 = 0, because we have found an upper bound for the quantity B2 B1 but not for B 2 itself, which would be essential. So we are forced to use another method. We choose the method of Baker and Davenport [1] . In particular we adapt a lemma of Mignotte, Pethő and Roth [12] (α 1 , . . . , α n ), and by b 1 , . . . , b n rational integers. Furthermore let κ = 1 if K is real and κ = 2 otherwise. Define
where h(α) denotes the absolute logarithmic Weil height of α and
Assume that b n = 0 and log α 1 , . . . , log α n are linearly independent over Z; then
with
We already have computed all relevant heights in Lemma 6 respectively table 7. We combine Siegel's identity (17) 5 , where c 5 is some quantity depending on a. In view of an absolute lower bound for |B 2 | the "worst" case occurs, if a is as large as possible. Therefore we insert a 0 instead of a into the inequality above and by solving this inequality we obtain |B 2 | > 8.93 · 10 15 . The lower bounds for |B 2 | in the other cases can be found in table 9. Table 9 . Absolute lower bounds for Therefore we have proved our main Theorem 1.
Computer Search
The computations needed to prove Proposition 2 via Lemma 7 and to prove Proposition 3 via Lemma 9 were implemented in MAGMA. The running times on an Intel Xeon PIII 700MHz processor are collected in table 11.
Finally, we have solved the corresponding equations in the case 0 ≤ a ≤ 999 both in MAGMA and in PARI. For references concerning the computer algebra packages used in this work see [4] , [15] and [13] . 
