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Abstract
We establish new regularity estimates, in terms of Sobolev spaces, of the solution f to a kinetic
equation. The right-hand side can contain partial derivatives in time, space and velocity, as in
classical averaging, and f is assumed to have a certain amount of regularity in velocity. The
result is that f is also regular in time and space, and this is related to a commutator identity
introduced by Hörmander for hypoelliptic operators. In contrast with averaging, the number of
derivatives does not depend on the Lp space considered. Three type of proofs are provided: one
relies on the Fourier transform, another one uses Hörmander’s commutators, and the last uses a
characteristics commutator. Regularity of averages in velocity are deduced. We apply our method
to the linear Fokker–Planck operator and recover the known optimal regularity, by direct estimates
using Hörmander’s commutator.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Résumé
Nous établissons des estimations nouvelles de régularité en termes d’espaces de Sobolev de la
solution f d’une équation cinétique. Le second membre peut contenir des dérivées partielles en
temps, espace, et vitesse, comme dans la moyennisation classique, et f est supposée avoir une
certaine régularité en vitesse. Le résultat est que f est aussi régulière en temps et espace, et ceci est
lié à une identité sur un commutateur introduite par Hörmander pour les opérateurs hypoelliptiques.
Au contraire de la moyennisation, le nombre de dérivées ne dépend pas de l’espace Lp considéré.
Trois types de démonstrations sont données : une par transformation de Fourier, une autre utilise le
commutateur de Hörmander, et la dernière utilise un commutateur de caractéristiques. La régularité
des moyennes en vitesse est déduite. Nous appliquons la méthode à l’équation linéaire de Fokker–
Planck, et nous retrouvons la régularité optimale connue, par des estimations directes utilisant le
commutateur de Hörmander.
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1. Introduction and main results
The classical averaging theory, developed in [1,3–5,9–11,14,15], state that the solution
f (t, x, v) to a kinetic equation, say
∂tf + v · ∇xf = g in Rt ×RNx ×RNv , (1.1)
has some regularity when averaged with respect to the velocity v. More precisely, if f ,
g ∈L2(Rt ×RNx ×RNv ), then the average
ρψ(t, x)=
∫
RN
f (t, x, v)ψ(v)dv (1.2)
satisfies ρψ ∈H 1/2(Rt ×RNx ) for any ψ ∈C∞c . The aim of this paper is to develop several
methods for proving the regularity of f itself, without averaging, but by assuming some
extra regularity in v of f ,
Dβv f ∈ L2
(
Rt ×RNx ×RNv
)
. (1.3)
Here and all throughout the paper, we denote:
Dβv = (−∆v)β/2, Dsx = (−∆x)s/2. (1.4)
In the most simple situation as above, the result is the following:
Proposition 1.1. Assume that f , g ∈ L2(Rt ×RNx ×RNv ) satisfy (1.1) and that (1.3) holds
for some β  0. Then Dβ/(1+β)x f ∈ L2(Rt ×RNx ×RNv ) and∥∥Dβ/(1+β)x f ∥∥L2  CN,β∥∥Dβv f ∥∥1/(1+β)L2 ‖g‖β/(1+β)L2 , (1.5)
where CN,β is a constant depending only on N and β .
The optimal regularity of the averages (1.2) under assumption (1.3) has been obtained
recently in [13], and it can be also deduced from (1.5).
Corollary 1.2. Under the same assumptions as in Proposition 1.1,
f
1+ |v|β/(1+β) ∈H
β/(1+β)
t,x
(
Rt ×RNx ×RNv
)
, (1.6)
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and for any ψ ∈C∞c , ∫
f (t, x, v)ψ(v)dv ∈H
1
2+ 12 β1+β
t,x
(
Rt ×RNx
)
. (1.7)
We can also consider Lp data and derivatives in the right-hand side, as is done usually
in averaging. Our most general result in this direction is the following:
Theorem 1.3. Assume that f ∈ Lp(Rt ×RNx ×RNv ), 1 <p <∞, satisfies:
∂tf + v · ∇xf =
(
κ2 −∆x −Ω2∂2t
)r/2 ∑
|α|m
∂αv gα, (1.8)
for some gα such that(
1+Ω2|v|2)(|α|+1)/2gα ∈Lp(Rt ×RNx ×RNv ), (1.9)
and that
Dβv f ∈ Lp
(
Rt ×RNx ×RNv
)
, (1.10)
where
0 r  1, m ∈N, β  0, (1.11)
and κ > 0, Ω > 0 are given constants. Then f ∈Ws,pt,x (Rt ×RNx ×RNv ),
s = (1− r) β
m+ 1+ β , (1.12)
and
∥∥Dsxf ∥∥p +Ωs∥∥Dst f ∥∥p
 Cκs‖f ‖p
+C
∑
|α|m
∥∥Dβv f ∥∥ |α|+1|α|+1+βp (∥∥(1+Ω2|v|2)(|α|+1)/2gα∥∥pκ−(1−r) m−|α|m+1+β ) β|α|+1+β
+C
∑
|α|m
∥∥Dβv f ∥∥ 11+βp (Ω |α|∥∥(1+Ω2|v|2)1/2gα∥∥pκ−(1−r) mm+1+β ) β1+β , (1.13)
where C only depends on N,r,m,β,p, and not on κ,Ω .
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It is noticeable that the Sobolev exponent s in (1.12) does not depend on p. This is
very different from the usual case of the regularity of averages. Here, as p tends to 1,
the smoothing in time and space remains as efficient as in the L2 case. However, the
exponent p appears again if we write the regularity of averages that we deduce.
Corollary 1.4. Under the assumptions of Theorem 1.3 and if 1 < p  2, we have for any
ψ ∈ C∞c (RNv ), ∫
f (t, x, v)ψ(v)dv ∈W(1−r) β+1−1/pm+1+β ,p(Rt ×RNx ). (1.14)
The proofs of the results above are detailed in Section 2, and rely mainly on the tools
developed in averaging techniques.
Another type of proof of the direct estimate (1.5) on f is developed in Section 3. Indeed,
Proposition 1.1 is reminiscent of the regularity of the solution to hypoelliptic equations like
the Vlasov–Fokker–Planck equation:
∂tf + v · ∇xf − σ∆vf = g in Rt ×RNx ×RNv , (1.15)
with σ > 0. Indeed this equation gives obviously an estimate on ∇vf , and we are in the
situation of Theorem 1.3. However, this approach does not give the best Sobolev exponent
for the regularity in (t, x), which is known to be 2/3, as proved in [16]. It is possible
to prove this regularity directly via an explicit formula for the fundamental solution, that
was given in [12]. This approach was retained for example in [2,8]. However, when more
complicate operators than (1.15) are involved, it is desirable to prove the regularity of f
without any use of the fundamental solution, nor on Fourier transform representations.
That was done in [16], that improves the first work [12] of Hörmander, and the proof uses
a condition introduced also in [12] on the brackets of the vector fields involved. Here this
condition reduces to the simple commutator identity
∂xj = ∂vj (∂t + v · ∇x)− (∂t + v · ∇x)∂vj , (1.16)
which is the heart of the regularizing effect in Proposition 1.1. The drawback of [16] is
that the estimates are very complicate. A simplified approach was proposed in [6], but
however, the author does not get the optimal exponent. We propose here to improve this
last approach in order to get the optimal regularity. The key point is to prove that we have
indeed two derivatives in the variable v.
Theorem 1.5. Assume that (1.15) holds with
f,g ∈ L2(Rt ×RNx ×RNv ), ∇vf ∈ L2(Rt ×RNx ×RNv ).
Then ∂tf + v · ∇xf and σ∆vf both belong to L2(Rt ×RNx ×RNv ) and
‖∂tf + v · ∇xf ‖2 + σ‖∆vf ‖2  CN‖g‖2. (1.17)
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Moreover, D2/3x f ∈ L2(Rt ×RNx ×RNv ) and∥∥D2/3x f ∥∥2  CNσ 1/3 ‖g‖2. (1.18)
The technique is more general and is also able to prove other generalizations of
Proposition 1.1, when the right-hand side is itself regular.
Theorem 1.6. Assume that f , g ∈L2(Rt ×RNx ×RNv ) satisfy:
∂tf + v · ∇xf = g, (1.19)
and
Dmax(β,γ )v f, D
γ
v g ∈ L2
(
Rt ×RNx ×RNv
)
, (1.20)
with
γ  0, 0 1− γ  β. (1.21)
Then Dsxf ∈ L2(Rt ×RNx ×RNv ) with
s = β
1− γ + β , s = 1 if 1− γ = β = 0, (1.22)
and ∥∥Dsxf ∥∥2  CN∥∥Dβv f ∥∥1−s2 ∥∥Dγv g∥∥s2. (1.23)
We have to notice that it we make γ = 0 in Theorem 1.6, we recover Proposition 1.1, but
with the extra assumption that β  1. We conjecture that in the general case the assumption
1− γ  β is unnecessary in Theorem 1.6. Another interesting choice is γ = 1, in this case
s = 1 and we obtain a full derivative in x on f .
The remainder of the paper is organized as follows. Section 2 is devoted to the proof
of Proposition 1.1, Corollary 1.2, Theorem 1.3 and Corollary 1.4 via the classical tools of
velocity averaging which are the Fourier transform and interpolation techniques. Then, we
expose in Section 3 the proof of Theorems 1.5 and 1.6 by the commutator method of [6].
Finally, we show in Section 4 how it is possible, with very simple characteristics formulas,
to get similar results, at least in the case where there is no derivative in the right-hand side.
2. The Fourier method
The heart of this section is the proof of Theorem 1.3. We first show in Section 2.1
how simple L2 estimates via Fourier transform and smoothing in velocity can lead to
Proposition 1.1. Then in Section 2.2, we prove Theorem 1.3 and several results of the
same type.
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2.1. L2 estimates
Let us denote by f̂ (ω, k, v) the Fourier transform of f in the (t, x) variables. Then (1.1)
gives
i(ω+ v · k)f̂ = ĝ. (2.1)
Proof of Corollary 1.2. Let us denote s = β/(1+ β). Then from (2.1),
|ω|s f̂ = |ω|
sω
ω2 + |v|2|k|2
(
ĝ/i − v · kf̂ )+ |ω|s |v|2|k|2−s
ω2 + |v|2|k|2 |k|
s f̂ , (2.2)
and since by (1.5), |k|s f̂ ∈L2ω,k,v , we get obviously that |ω|s f̂ /(1+ |v|s) ∈L2ω,k,v , which
gives (1.6). Next, let ρ(t, x)= ∫ fψ(v)dv, and h=Dsxf ∈L2. Then
∂th+ v · ∇xh=Dsxg (2.3)
and by classical averaging,
∫
hψ(v)dv ∈H(1−s)/2, which means that Dsxρ ∈H(1−s)/2. We
get similarly that Dst ρ ∈H(1−s)/2, and therefore ρ ∈Hs+(1−s)/2. ✷
Proof of Proposition 1.1. We introduce a smoothing sequence in velocity:
ρε(v)= 1
εN
ρ1
(v
ε
)
, ρ1 ∈C∞c ,
∫
ρ1 = 1,∫
vαρ1 = 0 for 1 |α|< β. (2.4)
The idea is to decompose, at fixed (ω, k),
f̂ (ω, k, v)= (ρε ∗
v
f̂
)
(ω, k, v)+ (f̂ (ω, k, v)− (ρε ∗
v
f̂
)
(ω, k, v)
)
. (2.5)
Since by (2.4) |1− ρ̂ε(ν)| CN,β |εν|β , we can estimate the second term by:∥∥f̂ (ω, k, ·)− (ρε ∗
v
f̂
)
(ω, k, ·)∥∥
L2(RN)  CN,βε
β
∥∥Dβv f̂ (ω, k, ·)∥∥L2(RN). (2.6)
Then, we estimate the first term in (2.5) as usual in averaging lemma. We introduce an
interpolation parameter λ > 0, and from (2.1) we get:(
λ+ i(ω+ v · k))f̂ (ω, k, v)= λf̂ (ω, k, v)+ ĝ(ω, k, v), (2.7)
which yields
f̂ (ω, k, v)= λf̂ (ω, k, v)+ ĝ(ω, k, v)
λ+ i(ω+ v · k) , (2.8)
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and
(
ρε ∗
v
f̂
)
(ω, k, v)=
∫
λf̂ (ω, k, η)+ ĝ(ω, k, η)
λ+ i(ω+ η · k) ρε(v − η)dη. (2.9)
We estimate this integral by the Cauchy–Schwarz inequality,
∣∣(ρε ∗
v
f̂
)
(ω, k, v)
∣∣  (∥∥f̂ (ω, k, ·)∣∣ρε(v − ·)∣∣1/2∥∥L2(RN)
+ ∥∥ĝ(ω, k, ·)∣∣ρε(v − ·)∣∣1/2∥∥L2(RN)/λ)
×
( ∫
RN
|ρε(v − η)|
|1+ i(ω+ η · k)/λ|2 dη
)1/2
. (2.10)
In order to estimate the last integral, we notice that |ρε(v)| CN,βε−N1|v|<ε , and writing
the decomposition η= η˜ k|k| + η′ with η˜= η · k|k| and η′ · k = 0, we obtain:∫
RN
|ρε(v − η)|
|1+ i(ω+ η · k)/λ|2 dη
 CN,β
∫
R
1
ε
1| v·k|k| −η˜|<ε
|1+ i(ω+ |k|˜η )/λ|2 dη˜ CN,β
λ
ε|k| . (2.11)
Therefore, taking the L2 norm in velocity in (2.10), we get:
∥∥(ρε ∗
v
f̂
)
(ω, k, ·)∥∥
L2(RN)
 CN,β
(
λ
ε|k|
)1/2(∥∥f̂ (ω, k, ·)∥∥
L2(RN) +
∥∥ĝ(ω, k, ·)∥∥
L2(RN)/λ
)
. (2.12)
Now, we choose λ= ‖ĝ(ω, k, ·)‖L2/‖f̂ (ω, k, ·)‖L2 , which depends on ω and k, but this is
not a problem since the previous computations are valid at fixed ω and k, and this yields
∥∥(ρε ∗
v
f̂
)
(ω, k, ·)∥∥
L2 
CN,β√
ε|k|
∥∥f̂ (ω, k, ·)∥∥1/2
L2
∥∥ĝ(ω, k, ·)∥∥1/2
L2 . (2.13)
Together with (2.6), this enables to estimate (2.5),
∥∥f̂ (ω, k, ·)∥∥
L2 
CN,β√
ε|k|
∥∥f̂ (ω, k, ·)∥∥1/2
L2
∥∥ĝ(ω, k, ·)∥∥1/2
L2
+CN,βεβ
∥∥Dβv f̂ (ω, k, ·)∥∥L2 . (2.14)
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Next, we choose ε in order to optimize the right-hand side (thus ε also depends on ω and k),
and we obtain:
∥∥f̂ (ω, k, ·)∥∥
L2  CN,β
∥∥Dβv f̂ (ω, k, ·)∥∥1/(1+2β)L2
× (∥∥f̂ (ω, k, ·)∥∥
L2
∥∥ĝ(ω, k, ·)∥∥
L2/|k|
)β/(1+2β)
. (2.15)
Finally, we simplify this inequality to get:
∥∥f̂ (ω, k, ·)∥∥
L2 
[
CN,β
∥∥Dβv f̂ (ω, k, ·)∥∥1/(1+2β)L2
× (∥∥ĝ(ω, k, ·)∥∥
L2/|k|
)β/(1+2β)]1/(1−β/(1+2β))
 CN,β
∥∥Dβv f̂ (ω, k, ·)∥∥1/(1+β)L2 (∥∥ĝ(ω, k, ·)∥∥L2/|k|)β/(1+β), (2.16)
which yields (1.5) by integration in (ω, k). ✷
Remark 2.1. The same type of interpolation argument by convolution in velocity that uses
the regularity in v of f is used in [7].
2.2. Lp estimates
We shall first consider a simplified version of Theorem 1.3, that only takes into account
the regularity in x .
Theorem 2.1. Assume that f ∈ Lp(Rt ×RNx ×RNv ), 1 <p <∞, satisfies
∂tf + v · ∇xf =
(
κ2 −∆x
)r/2 ∑
|α|m
∂αv gα, (2.17)
for some gα ∈Lp(Rt ×RNx ×RNv ), and that
Dβv f ∈ Lp
(
Rt ×RNx ×RNv
)
, (2.18)
where
0 r  1, m ∈N, β  0, (2.19)
and κ > 0 is a given constant. Then f ∈Ws,px (Rt ×RNx ×RNv ),
s = (1− r) β
m+ 1+ β , (2.20)
and
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∥∥Dsxf ∥∥p  Cκs‖f ‖p +C ∑
|α|m
∥∥Dβv f ∥∥ |α|+1|α|+1+βp
× (‖gα‖pκ−(1−r) m−|α|m+1+β ) β|α|+1+β , (2.21)
where C only depends on N,r,m,β,p, and not on κ .
If moreover |v||α|+1gα ∈Lp(Rt ×RNx ×RNv ), then f ∈Ws,pt,x (Rt ×RNx ×RNv ).
Corollary 2.2. If in Theorem 2.1 we have Drx in the right-hand side of (2.17) instead of
(κ2 −∆x)r/2, then the same result holds, but with the estimate,
∥∥Dsxf ∥∥p  C ∑
|α|m
‖f ‖
m−|α|
m+1+β
p
∥∥Dβv f ∥∥ |α|+1m+1+βp ‖gα‖ βm+1+βp , (2.22)
where C only depends on N,r,m,β,p.
Before going into proofs, let us state the main tool that we use for getting Lp bounds. It
can be found in [1].
Lemma 2.3. Let m(k1, k2) be a function of (k1, k2) ∈ RN1 ×RN2 which is C∞ out of the
set (k1 = 0 or k2 = 0), verifying for all γ1, γ2,
∣∣∂γ1k1 ∂γ2k2 m(k1, k2)∣∣ Cγ1,γ2|k1||γ1||k2||γ2| . (2.23)
Then m defines a bounded Fourier multiplier on Lp(RN1 ×RN2) for any 1 <p <∞, with
a bound depending linearly on a finite number of constants Cγ1,γ2 .
Proof of Theorem 2.1. Consider as in the proof of Proposition 1.1 a smoothing sequence
in velocity,
ρε(v)= 1
εN
ρ1
(v
ε
)
, ρ1 ∈C∞c ,
∫
ρ1 = 1,∫
vαρ1 = 0 for 1 |α|< β. (2.24)
We choose ε = ε(k) with k the dual variable of x , as follows:
ε(k)= ε0
(κ2 + |k|2) 12 (1−r)/(m+1+β)
, (2.25)
where ε0 > 0 will be chosen later on. As in (2.5), we decompose f in several parts,
f = χκ ∗
x
f + (δ − χκ)∗
x
(f − Pf )+ (δ − χκ)∗
x
(Pf ), (2.26)
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where δ stands for the Dirac distribution in x at the origin,
χ̂κ (k)= χ̂1(k/κ), χ̂1 ∈C∞c ,
χ̂1(k)= 1 if |k|< 1/2, (2.27)
and the operator P is defined through
P̂f = ρε(k) ∗
v
f̂ . (2.28)
Here f̂ (ω, k, v) denotes again the Fourier transform of f in (t, x). The operator P is well-
defined because if we perform the Fourier transform F in all variables (t, x, v), it becomes
a multiplication by a bounded C∞ function,
F(Pf )(ω, k, ν)= ρ̂1
(
ε(k)ν
)Ff (ω, k, ν). (2.29)
We observe that the multiplier
ϒ(k, ν)= 1− ρ̂1(ε(k)ν)
ε(k)β |ν|β (2.30)
verifies the estimates
∣∣∂γ1k ∂γ2ν ϒ(k, ν)∣∣ Cγ1,γ2|k||γ1||ν||γ2| , (2.31)
for some constantsCγ1,γ2 independent of ε0 and κ . According to Lemma 2.3,ϒ is therefore
a bounded multiplier on Lp(RN ×RN) for any 1<p <∞. Thus,∥∥ε−β0 (κ2 −∆x)s/2(f − Pf )∥∥Lptxv  C∥∥Dβv f ∥∥Lptxv , (2.32)
where C depends neither on ε0, nor on κ . This enables to estimate (2.26) as follows:∥∥Dsxf ∥∥p  Cκs‖f ‖p +Cεβ0 ∥∥Dβv f ∥∥p + ∥∥Dsx(δ− χκ)∗x(Pf )∥∥p. (2.33)
It remains mainly to estimate the last term. In order to do so, we write that from (2.17),
i(ω+ v · k)f̂ = (κ2 + |k|2)r/2 ∑
|α|m
∂αv ĝα. (2.34)
We introduce in interpolation parameter λ(k) > 0, that is indeed chosen as
λ(k)= λ0
(
κ2 + |k|2) 12 (1− 1−rm+1+β ), (2.35)
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for some λ0 > 0, and we write:
f̂ = λ(k)
λ(k)+ i(ω+ v · k) f̂ +
(κ2 + |k|2)r/2
λ(k)+ i(ω+ v · k)
∑
|α|m
∂αv ĝα. (2.36)
By applying the operator P , this yields
P̂f (ω, k, v)
=
∫
λ(k)
λ(k)+ i(ω+ η · k)ρε(k)(v − η)f̂ (ω, k, η)dη
+
∫
(κ2 + |k|2)r/2
λ(k)+ i(ω+ η · k)ρε(k)(v − η)
∑
|α|m
(
∂αv ĝα
)
(ω, k, η)dη. (2.37)
Let us first study the first term by defining the operator Q by
Q̂f (ω, k, v)=
∫
λ(k)
λ(k)+ i(ω+ η · k)ρε(k)(v − η)f̂ (ω, k, η)dη, (2.38)
which can be written as Q= PM , with M defined by:
M̂f (ω, k, v)= λ(k)
λ(k)+ i(ω+ v · k) f̂ (ω, k, v). (2.39)
In order to prove the boundedness of Q on Lp , we introduce the transformation
f∗(t, x, v)= f (t, x + vt, v) (2.40)
and define an operator M∗ by:
M̂∗f∗(ω, k, v)= λ(k)
λ(k)+ iω f̂∗(ω, k, v). (2.41)
Since f̂∗(ω, k, v)= f̂ (ω− v · k, k, v), we have that
(Mf )∗ =M∗f∗. (2.42)
But the multiplier ϕ(ω, k)= 1/(1+ iω/λ(k)) satisfies the estimates
∣∣∂γ1ω ∂γ2k ϕ(ω, k)∣∣ Cγ1,γ2|ω||γ1||k||γ2| (2.43)
for some constants Cγ2,γ2 independent of λ0 and κ , thus we deduce by Lemma 2.3 that
it defines a bounded operator on Lp(R × RN) for any 1 < p < ∞. Therefore, by the
similarity formula (2.42) and since the transformation (2.40) is an isometry of Lp , we
conclude thatM is bounded onLp(R×RN×RN) with a constant independent of λ0 and κ .
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But by a direct estimate similar to (2.30)–(2.31), P is bounded on Lp(R × RN × RN),
hence Q also by composition,
‖Qf ‖Lp(Rt×RNx ×RNv )  C‖f ‖Lp(Rt×RNx ×RNv ), (2.44)
where C is independent of λ0, ε0 and κ . Next, we notice that the estimates (2.9)–(2.12) in
the proof of Proposition 1.1 give:
∥∥Q̂f (ω, k, ·)∥∥
L2(RN)  CN,β
(
λ(k)
|k|ε(k)
)1/2∥∥f̂ (ω, k, ·)∥∥
L2(RN), (2.45)
thus with the cutoff function 1− χ̂κ (k) from (2.27), and taking into account the definitions
(2.25), (2.35) of ε(k) and λ(k),
∥∥Qf − χκ ∗
x
(Qf )
∥∥
L2(Rt×RNx ×RNv )  CN,β
(
λ0
ε0
)1/2
‖f ‖L2(Rt×RNx ×RNv ). (2.46)
Now we interpolate (2.44) and (2.46). The exponent p being given, we choose either
1 < p1 < p if p < 2, or p < p1 <∞ if p > 2. Since from (2.44) ‖Qf − χκ ∗
x
(Qf )‖p1 
C‖f ‖p1 , we conclude by classical Lp interpolation that
∥∥Qf − χκ ∗
x
(Qf )
∥∥
p
C
(
λ0
ε0
)ι
‖f ‖p, ι= 12
1/p− 1/p1
1/2− 1/p1 > 0. (2.47)
Therefore we get:
∥∥Dsx(Qf − χκ ∗x(Qf ))∥∥p  C
(
λ0
ε0
)ι∥∥Dsxf ∥∥p, (2.48)
noticing that we can assume that Dsxf ∈ Lp even if we may need further smoothing of f
in x . Next, let us study the second term in (2.37). After integration by parts, we are led to
operators of the form
Ŵg(ω, k, v)=
∫
(κ2 + |k|2)r/2kα1
[λ(k)+ i(ω+ η · k)]|α1|+1 ∂
α2ρε(k)(v − η)ĝ(ω, k, η)dη, (2.49)
with |α1| + |α2| = |α|m. We can write
Ŵg = (κ
2 + |k|2)r/2kα1
λ(k)|α1|+1ε(k)|α2|
Ŵ g, (2.50)
with
Ŵ g(ω, k, v)=
∫ 1
[1+ i ω+η·k
λ(k)
]|α1|+1
1
ε(k)N
∂α2ρ1
(v − η
ε(k)
)
ĝ(ω, k, η)dη. (2.51)
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By the same analysis as that on Q above, (δ−χκ)∗
x
W is bounded on Lp(Rt ×RNx ×RNv )
in C(λ0/ε0)ι, with C a constant independent of λ0, ε0 and κ . Since the multiplier
(κ2 + |k|2)r/2kα1
λ(k)|α1|+1ε(k)|α2|
(
κ2 + |k|2)s/2
= 1
λ
|α1|+1
0 ε
|α2|
0 (κ
2 + |k|2) 12 (1−r) m−|α|m+1+β
kα1
(κ2 + |k|2)|α1|/2 (2.52)
is bounded on Lp(RN) in C/(κ(1−r)(m−|α|)/(m+1+β)λ|α1|+10 ε
|α2|
0 ), we deduce that
∥∥(κ2 −∆x)s/2(δ− χκ)∗
x
(Wg)
∥∥
p
 C(λ0/ε0)
ι
κ
(1−r) m−|α|
m+1+β λ|α1|+10 ε
|α2|
0
‖g‖p. (2.53)
Together with (2.48) and (2.37), we are now able to estimate the last term in (2.33), and
we obtain:
∥∥Dsxf ∥∥p  Cκs‖f ‖p +Cεβ0 ∥∥Dβv f ∥∥p +C(λ0/ε0)ι∥∥Dsxf ∥∥p
+C
∑
|α|m
∑
α1+α2=α
(λ0/ε0)ι−|α1|−1
κ
(1−r) m−|α|
m+1+β ε|α|+10
‖gα‖p. (2.54)
Since ι > 0, we can choose now λ0/ε0 small enough so that the third term on the right-hand
side has a coefficient which is less than 1/2, and this yields
∥∥Dsxf ∥∥p  Cκs‖f ‖p +Cεβ0 ∥∥Dβv f ∥∥p +C ∑
|α|m
‖gα‖p
κ
(1−r) m−|α|
m+1+β ε|α|+10
, (2.55)
for any ε0 > 0. By choosing
ε0 =
∑
|α|m
[ ‖gα‖p
κ
(1−r) m−|α|m+1+β
1
‖Dβv f ‖p
] 1|α|+1+β
, (2.56)
we finally obtain (2.21). The last statement of Theorem 2.1 concerning regularity in time
is indeed a consequence of Theorem 1.3 that is proved below, because (2.17) can be put in
the form (1.8) since (κ2 −∆x)r/2/(κ2 −∆x −Ω2∂2t )r/2 is bounded on Lp independently
of κ and Ω , and this ensures that (1.13) is valid for any Ω > 0. ✷
Proof of Corollary 2.2. We can write for any κ > 0,
Drxgα =
(
κ2 −∆x
)r/2[ Drx
(κ2 −∆x)r/2 gα
]
. (2.57)
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Since the term between brackets belongs to Lp with a norm less than C‖gα‖p independent
of κ , we can apply Theorem 2.1 and we get the estimate (2.21) for any κ > 0. In the case
s > 0, we just choose,
κs =
∑
|α|m
‖Dβv f ‖
|α|+1
m+1+β
p ‖gα‖
β
m+1+β
p
‖f ‖
|α|+1+β
m+1+β
p
, (2.58)
which gives the result. In the case s = 0, we notice that the term Cκs‖f ‖p in (2.21) comes
in fact from ‖Dsx χκ ∗x f ‖p in the proof. Thus we have for any κ > 0,
‖f ‖p  C
∥∥χκ ∗
x
f
∥∥
p
+C
∑
|α|m
∥∥Dβv f ∥∥ |α|+1|α|+1+βp ‖gα‖ β|α|+1+βp . (2.59)
But as κ → 0, ‖χκ ∗
x
f ‖p → 0 (argue by density of C∞c in Lp), therefore
‖f ‖p  C
∑
|α|m
∥∥Dβv f ∥∥ |α|+1|α|+1+βp ‖gα‖ β|α|+1+βp , (2.60)
and thus for any ε > 0, by distinguishing if ε  1 or ε  1,
‖f ‖p  ε‖f ‖p +C
∑
|α|m
‖Dβv f ‖
|α|+1
|α|+1+β
p ‖gα‖
β
|α|+1+β
p
ε
m−|α|
|α|+1+β
. (2.61)
Finally, by taking
ε =
∑
|α|m
‖Dβv f ‖
|α|+1
m+1+β
p ‖gα‖
β
m+1+β
p
‖f ‖
|α|+1+β
m+1+β
p
, (2.62)
we get the result. ✷
We wish now to establish estimates for derivatives with respect to time in order to obtain
Theorem 1.3. This is done by first proving a generalization of the estimate (2.11).
Lemma 2.4. Whenever Ω > 0 and (ω, k) ∈R×RN\{(0,0)},∫
R
dη˜
1+ (ω+ |k|˜η )2(1+Ω2η˜ 2) 
C
(|k|2 +Ω2ω2)1/2 . (2.63)
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Proof. Denote by I the integral above, then obviously
I 
∫ dη˜
1+ (ω+ |k|˜η )2 =
π
|k| . (2.64)
Then, ∫
|k||˜η| |ω|2
dη˜
1+ (ω+ |k|˜η )2Ω2η˜ 2 
∫
|k||˜η| |ω|2
dη˜
1+ ω24 Ω2η˜ 2
 2π
Ω |ω| , (2.65)
and ∫
|k||˜η|> |ω|2
dη˜
1+ (ω+ |k|˜η )2Ω2η˜ 2 
∫
|k||˜η|> |ω|2
dη˜
1+ (ω+ |k|˜η )2 Ω2ω24|k|2
 2π
Ω |ω| , (2.66)
which yields that I  4π/Ω |ω|. ✷
Proof of Theorem 1.3. It is very close to that of Theorem 2.1, but we need to treat further
growth of v at infinity. We take now ε = ε(ω, k) as follows:
ε(ω, k)= ε0
(κ2 + |k|2 +Ω2ω2) 12 (1−r)/(m+1+β)
, (2.67)
and we decompose f as
f = χκ ∗
tx
f + (δ− χκ) ∗
tx
(f − Pf )+ (δ− χκ) ∗
tx
(Pf ), (2.68)
where δ stands for the Dirac distribution in (t, x) at the origin,
χ̂κ (ω, k)= χ̂1
(
Ωω
κ
,
k
κ
)
, χ̂1 ∈C∞c ,
χ̂1(ω, k)= 1 if
(|k|2 +ω2)1/2 < 1/2 (2.69)
and
P̂f = ρε(ω,k) ∗
v
f̂ . (2.70)
The multiplier
ϒ(ω,k, ν)= 1− ρ̂1(ε(ω, k)ν)
ε(ω, k)β |ν|β (2.71)
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verifies the estimates
∣∣∂6ω∂γ1k ∂γ2ν ϒ(ω, k, ν)∣∣ C6,γ1,γ2Ω6
(|k|2 +Ω2ω2) 6+|γ1|2 |ν||γ2|
, (2.72)
for some constants C6,γ1,γ2 independent of ε0 and κ,Ω . According to Lemma 2.3, ϒ is
therefore a bounded multiplier on Lp(Rt ×RNx ×RNv ) for any 1< p <∞, and∥∥ε−β0 (κ2 −∆x −Ω2∂2t )s/2(f − Pf )∥∥Lptxv  C∥∥Dβv f ∥∥Lptxv , (2.73)
where C depends neither on ε0, nor on κ , Ω . Thus we can estimate (2.68) as∥∥Dsxf ∥∥p +Ωs∥∥Dst f ∥∥p  Cκs‖f ‖p +Cεβ0 ∥∥Dβv f ∥∥p + ∥∥Dsx(δ− χκ) ∗tx(Pf )∥∥p
+Ωs∥∥Dst (δ− χκ) ∗tx(Pf )∥∥p. (2.74)
We need to estimate the last two terms, and in order to do so we introduce λ(ω, k, v)
depending now on all variables,
λ(ω, k, v) = λ0
(1+Ω2|v|2)1/2
(
κ2 + |k|2 +Ω2ω2) 12 (1− 1−rm+1+β ), (2.75)
and with (1.8) we decompose f as
f̂ = λ(ω, k, v)
λ(ω, k, v)+ i(ω+ v · k) f̂ +
(κ2 + |k|2 +Ω2ω2)r/2
λ(ω, k, v)+ i(ω+ v · k)
∑
|α|m
∂αv ĝα. (2.76)
By applying the operator P , this yields
P̂f (ω, k, v)
=
∫
λ(ω, k, η)
λ(ω, k, η)+ i(ω+ η · k)ρε(ω,k)(v − η)f̂ (ω, k, η)dη
+
∫
(κ2 + |k|2 +Ω2ω2)r/2
λ(ω, k, η)+ i(ω+ η · k)ρε(ω,k)(v − η)
∑
|α|m
(
∂αv ĝα
)
(ω, k, η)dη. (2.77)
We denote as before by Q̂f the first term in the right-hand side, that is Q= PM , with M
defined by
M̂f (ω, k, v)= λ(ω, k, v)
λ(ω, k, v)+ i(ω+ v · k) f̂ (ω, k, v). (2.78)
Following the idea of [1], we introduce the transformation:
f∗(t, x, v)= f
(
R−1v (t, x), v
)
, (2.79)
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where Rv is a linear transformation on R×RN such that
|detRv| = 1,
∥∥Rtv(ω, k)∥∥= ∥∥(ω, k)∥∥,
(1, v) ·Rtv(ω, k)= ω
√
1+Ω2|v|2, (2.80)
where we denote ‖(ω, k)‖ =√|k|2 +Ω2ω2. Indeed we can take for Rv
Rtv(ω, k)=
(
ω− v · k√
1+Ω2|v|2 ,
(v · k) v|v|2 +Ω2ωv√
1+Ω2|v|2 + k −
(v · k)v
|v|2
)
. (2.81)
We define an operator M∗ by:
M̂∗f∗(ω, k, v)= λ(ω, k, v)
λ(ω, k, v)+ iω√1+Ω2|v|2 f̂∗(ω, k, v), (2.82)
and since f̂∗(ω, k, v)= f̂ (Rtv(ω, k), v), we have with (2.80)
(Mf )∗ =M∗f∗. (2.83)
But the multiplier
ϕv(ω, k)= 1
(1+ iω√1+Ω2|v|2/λ(ω, k, v))
satisfies the estimates ∣∣∂γ1ω ∂γ2k ϕv(ω, k)∣∣ Cγ1,γ2|ω||γ1||k||γ2| (2.84)
for some constants Cγ2,γ2 independent of λ0, κ , Ω and v, thus we deduce by Lemma 2.3
that it defines a bounded operator on Lp(R×RN) for any 1 < p <∞. Therefore, by the
similarity formula (2.83) and since the transformation (2.79) is again an isometry of Lp ,
we conclude that M is bounded on Lp(R × RN × RN) with a constant independent of
λ0, κ,Ω , hence Q also by composition. Next, we can perform again the estimates (2.9)–
(2.12) with the help of Lemma 2.4 that uses the v dependence of λ, and it gives:∥∥Q̂f (ω, k, ·)∥∥
L2(RN)
 CN,β
(
λ0
√
κ2 + |k|2 +Ω2ω2
ε0
√|k|2 +Ω2ω2
)1/2∥∥f̂ (ω, k, ·)∥∥
L2(RN), (2.85)
hence with the cutoff function (2.69),
∥∥Qf − χκ ∗
tx
(Qf )
∥∥
L2(Rt×RNx ×RNv )  CN,β
(
λ0
ε0
)1/2
‖f ‖L2(Rt×RNx ×RNv ). (2.86)
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Similarly as in the proof of Theorem 2.1 we conclude by interpolation that
∥∥Qf − χκ ∗
tx
(Qf )
∥∥
p
 C
(
λ0
ε0
)ι
‖f ‖p, ι= 12
1/p− 1/p1
1/2− 1/p1 > 0. (2.87)
Therefore we get:
∥∥Dsx(Qf − χκ ∗tx(Qf ))∥∥p  C
(
λ0
ε0
)ι∥∥Dsxf ∥∥p,∥∥Dst (Qf − χκ ∗tx(Qf ))∥∥p  C
(
λ0
ε0
)ι∥∥Dst f ∥∥p. (2.88)
For the second term in (2.77), after integration by parts, we are led to operators of the form
Ŵg(ω, k, v) =
∫
(κ2 + |k|2 +Ω2ω2)r/2kα1λ(ω, k, η)|α3|ϕ(Ωη)Ω |α3|+|α4|
[λ(ω, k, η)+ i(ω+ η · k)]|α1|+|α3|+1
× ∂α2ρε(ω,k)(v− η)ĝ(ω, k, η)dη, (2.89)
with |α1| + |α2| + |α3| + |α4| = |α|m, and ϕ satisfies
∣∣∂γ ϕ(v)∣∣ Cγ
(1+ |v|2)(|γ |+|α3|+|α4|)/2 . (2.90)
We can write
Ŵg = (κ
2 + |k|2 +Ω2ω2)r/2kα1Ω |α3|+|α4|
(λ(ω, k, η)
√
1+Ω2|η|2)|α1|+1ε(ω, k)|α2| Ŵ g (2.91)
with
Ŵ g(ω, k, v)
=
∫
ϕ(Ωη)
[1+ i ω+η·k
λ(ω,k,η)
]|α1|+|α3|+1
× 1
ε(ω, k)N
∂α2ρ1
( v − η
ε(ω, k)
)(
1+Ω2|η|2) |α1 |+12 ĝ(ω, k, η)dη, (2.92)
where we use an incorrect notation in (2.91), but in fact the term λ(ω, k, η)
√
1+Ω2|η|2
does not depend on η. By the same analysis as that on Q above,
∥∥Wg− χκ ∗
tx
Wg
∥∥
p
 C
(
λ0/ε0
)ι∥∥(1+Ω2|v|2) |α1 |+12 g∥∥
p
, (2.93)
with C a constant independent of λ0, ε0 and κ , Ω . Since the multiplier,
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(κ2 + |k|2 +Ω2ω2)r/2kα1Ω |α3|+|α4|
(λ(ω, k, η)
√
1+Ω2|η|2)|α1|+1ε(ω, k)|α2|
(
κ2 + |k|2 +Ω2ω2)s/2
= Ω
|α3|+|α4|
λ
|α1|+1
0 ε
|α2|
0 (κ
2 + |k|2 +Ω2ω2) 12 (1−r)
m−|α1|−|α2 |
m+1+β
× k
α1
(κ2 + |k|2 +Ω2ω2)|α1|/2 , (2.94)
is bounded on Lp(R×RN) in
CΩ |α3|+|α4|
(κ(1−r)(m−|α1|−|α2|)/(m+1+β)λ|α1|+10 ε
|α2|
0 )
,
we deduce that∥∥(κ2 −∆x −Ω2∂2t )s/2(δ− χκ) ∗tx(Wg)∥∥p
 C(λ0/ε0)
ιΩ |α3|+|α4|
κ
(1−r) m−|α1|−|α2 |m+1+β λ|α1|+10 ε
|α2|
0
∥∥(1+Ω2|v|2) |α1 |+12 g∥∥
p
. (2.95)
Together with (2.88) and (2.77), we are now able to estimate the last two terms in (2.74),
and we obtain:∥∥Dsxf ∥∥p +Ωs∥∥Dst f ∥∥p
 Cκs‖f ‖p +Cεβ0
∥∥Dβv f ∥∥p +C(λ0/ε0)ι(∥∥Dsxf ∥∥p +Ωs∥∥Dst f ∥∥p)
+C
∑
|α|m
α1+α2+α3+α4=α
(λ0/ε0)ι−|α1|−1
κ
(1−r) m−|α|m+1+β ε|α|+10
(
Ωε0
κ
1−r
m+1+β
)|α3|+|α4|
× ∥∥(1+Ω2|v|2) |α1|+12 gα∥∥p. (2.96)
Since ι > 0, we can choose now λ0/ε0 small enough so that the third term on the right-hand
side has a coefficient which is less than 1/2, and this yields∥∥Dsxf ∥∥p +Ωs∥∥Dst f ∥∥p
 Cκs‖f ‖p +Cεβ0
∥∥Dβv f ∥∥p
+C
∑
|α|m
1
κ
(1−r) m−|α|
m+1+β ε|α|+10
×
[∥∥(1+Ω2|v|2) |α|+12 gα‖p +( Ωε0
κ
1−r
m+1+β
)|α|∥∥(1+Ω2|v|2) 12 gα∥∥p], (2.97)
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for any ε0 > 0. By choosing
ε0 =
∑
|α|m
[
‖(1+Ω2|v|2) |α|+12 gα‖p
κ
(1−r) m−|α|
m+1+β
1
‖Dβv f ‖p
] 1|α|+1+β
+
∑
|α|m
[
Ω |α|
κ
(1−r) m
m+1+β
‖(1+Ω2|v|2)1/2gα‖p
‖Dβv f ‖p
] 1
1+β
, (2.98)
we finally obtain (1.13). ✷
Proof of Corollary 1.4. We have ψ(v)f ∈Ws,pt,x (Rt ×RNx ×RNv ), and h= (κ2 −∆x −
Ω2∂2t )
s/2ψf ∈Lp satisfies
∂th+ v · ∇xh=
(
κ2 −∆x −Ω2∂2t
)(r+s)/2 ∑
|α|m
ψ(v)∂αv gα. (2.99)
By the result of [1], we thus have:∫
h(t, x, v)dv ∈Wθ,p(Rt ×RNx ), (2.100)
with
θ = 1− (r + s)
m+ 1
(
1− 1
p
)
,
which gives that ∫
f (t, x, v)ψ(v)dv ∈Ws+θ,p(Rt ×RNx ). (2.101)
We just notice that
r + s = r(m+ 1)+ β
m+ 1+ β , θ =
1− r
m+ 1+ β
(
1− 1
p
)
, (2.102)
which gives the desired result. ✷
3. The Hörmander commutator
We prove here Theorems 1.5 and 1.6, with the method of [6], which is based on writing
the commutator identity
∂xj f = ∂vj (∂tf + v · ∇xf )− (∂t + v · ∇x)∂vj f, (3.1)
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and taking the L2 bracket of it against an x-derivative of f . We shall denote:
〈f,g〉 =
∫ ∫ ∫
R×RN×RN
fg dt dx dv. (3.2)
The main drawback of this method is however that it cannot handle Lp functions.
Proof of Theorem 1.6. By suitable smoothing and cutoff, we can reduce to the case where
f , g ∈ C∞c (this is the reason why we need thatDmax(β,γ )v f ∈L2, and not onlyDβv f ∈L2).
Therefore, let us assume that f , g ∈ C∞c (Rt ×RNx ×RNv ). Noticing that 1/2 s  1, we
compute that∥∥D−(1−s)x ∂xj f ∥∥22
= 〈D−2(1−s)x ∂xj f , ∂xj f 〉
= 〈D−2(1−s)x ∂xj f , ∂vj g− (∂t + v · ∇x)∂vj f 〉
=−〈∂vjD−2(1−s)x ∂xj f , g〉+ 〈(∂t + v · ∇x)D−2(1−s)x ∂xj f , ∂vj f 〉
=−〈D−2(1−s)x ∂xj ∂vj f , g〉+ 〈D−2(1−s)x ∂xj g, ∂vj f 〉
=−2Re〈D−2(1−s)x ∂xj ∂vj f , g〉
 2
∥∥D1−2(1−s)x D1−γv f ∥∥2∥∥Dγv g∥∥2. (3.3)
Therefore, ∥∥Dsxf ∥∥22  CN∥∥D1−2(1−s)x D1−γv f ∥∥2∥∥Dγv g∥∥2. (3.4)
Now, let θ = 2− 1/s ∈ [0,1]. We have 1− 2(1− s)= θs and 1− γ = (1− θ)β . Noticing
that ∥∥Dθsx D(1−θ)βv f ∥∥2  ∥∥Dsxf ∥∥θ2∥∥Dβv f ∥∥1−θ2 , (3.5)
which is nothing else than a Hölder inequality in the Fourier variables (k, ν) of (x, v),∫ ∫
|k|2θs|ν|2(1−θ)β∣∣f̂ (k, ν)∣∣2 dk dν

(∫ ∫
|k|2s∣∣f̂ (k, ν)∣∣2 dk dν)θ(∫ ∫ |ν|2β∣∣f̂ (k, ν)∣∣2 dk dν)1−θ , (3.6)
we deduce that ∥∥Dsxf ∥∥22 CN∥∥Dsxf ∥∥θ2∥∥Dβv f ∥∥1−θ2 ∥∥Dγv g∥∥2. (3.7)
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Therefore, after simplification,∥∥Dsxf ∥∥2−θ2 CN∥∥Dβv f ∥∥1−θ2 ∥∥Dγv g∥∥2, (3.8)
which yields (1.23). ✷
Proof of Theorem 1.5. Once we have proved (1.17), (1.18) follows obviously by applying
Theorem 1.6 (or Proposition 1.1) with β = 2 and γ = 0. Therefore, let us prove that (1.17)
holds, and again it is enough to do it when f,g ∈ C∞c (Rt ×RNx ×RNv ). We first write that
(∂t + v · ∇x − σ∆v)
(
D
1/3
x f
)=D1/3x g, (3.9)
and we take the L2 bracket against D1/3x f . We get:
σ
∫ ∫ ∫ ∣∣∇v(D1/3x f )∣∣2 =Re〈D1/3x f ,D1/3x g〉=Re〈D2/3x f , g〉, (3.10)
thus
σ
∥∥∇v(D1/3x f )∥∥22  ∥∥D2/3x f ∥∥2‖g‖2. (3.11)
Next, we take the bracket of (1.15) with −∆vf , which yields
Re〈−∆vf ,v · ∇xf 〉+ σ‖∆vf ‖22 =Re〈−∆vf ,g〉. (3.12)
But
Re〈−∆vf ,v · ∇xf 〉 = −∑
j
Re〈∂2vj f , v · ∇xf 〉
=
∑
j
Re〈∂vj f , (v · ∇x)(∂vj f )+ ∂xj f 〉
= Re〈∇vf ,∇xf 〉, (3.13)
thus (3.12) gives, with (3.11),
σ‖∆vf ‖22 = Re
〈−∆vf ,g〉−Re〈∇vf ,∇xf 〉
 ‖∆vf ‖2‖g‖2 +
∥∥∇v(D1/3x f )∥∥2∥∥D2/3x f ∥∥2
 ‖∆vf ‖2‖g‖2 + 1√
σ
∥∥D2/3x f ∥∥3/22 ‖g‖1/22 . (3.14)
By applying Theorem 1.6 (or Proposition 1.1) with β = 2 and γ = 0, we have also that∥∥D2/3x f ∥∥2  CN‖∆vf ‖1/32 ‖∂tf + v · ∇xf ‖2/32 , (3.15)
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and since from (1.15) ‖∂tf + v · ∇xf ‖ ‖g‖ + σ‖∆vf ‖, we obtain:∥∥D2/3x f ∥∥3/22  CN‖∆vf ‖1/22 (‖g‖2 + σ‖∆vf ‖2), (3.16)
and with (3.14)
σ‖∆vf ‖22  ‖∆vf ‖2‖g‖2 +
CN√
σ
‖∆vf ‖1/22 ‖g‖1/22
(‖g‖2 + σ‖∆vf ‖2). (3.17)
Finally, by simplifying, we obtain:
σ 3/2‖∆vf ‖3/22 
√
σ‖∆vf ‖1/22 ‖g‖2 +CN‖g‖1/22
(‖g‖2 + σ‖∆vf ‖2), (3.18)
and this yields obviously that σ‖∆vf ‖ CN‖g‖, which concludes the proof. ✷
4. The characteristics commutator
We prove here a result that is similar to Proposition 1.1, but with a very simple and direct
approach that is based on the characteristics of the transport operator. It enables to consider
data in Lp for any 1 p ∞, but however we get estimates in spaces that slightly differ
from the usual Sobolev spaces. At the present time, we are not able to treat derivatives in
the right-hand side.
Proposition 4.1. Assume that f,g ∈ Lp(Rt ×RNx ×RNv ), 1 p ∞, satisfy
∂tf + v · ∇xf = g, (4.1)
and that
∀η ∈RN ∥∥f (t, x, v+ η)− f (t, x, v)∥∥
L
p
txv
A|η|β, (4.2)
for some 0 β  1 and some constant A 0. Then
∀h ∈RN ∥∥f (t, x + h,v)− f (t, x, v)∥∥
L
p
txv
 CA
1
1+β ‖g‖
β
1+β
p |h|
β
1+β . (4.3)
Proof. For any τ = 0 we write the following decomposition, which involves somehow a
commutator of the characteristics of ∂t + v · ∇x and ∇v ,
f (t, x + h,v)− f (t, x, v)= δf 1 + δf 2 + δf 3 + δf 4, (4.4)
with
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δf 1 = f (t − τ, x − τv, v)− f (t, x, v),
δf 2 = f (t − τ, x − τv, v + h/τ)− f (t − τ, x − τv, v),
δf 3 = f (t, x + h,v + h/τ)− f (t − τ, x − τv, v + h/τ),
δf 4 = f (t, x + h,v)− f (t, x + h,v + h/τ). (4.5)
We have:
δf 1 =−
τ∫
0
g(t − σ,x − σv, v)dσ, (4.6)
thus ∥∥δf 1∥∥
L
p
txv
 |τ |‖g‖Lptxv . (4.7)
Next, we have obviously
∥∥δf 2∥∥
L
p
txv
A
∣∣∣∣hτ
∣∣∣∣β. (4.8)
Similarly,
‖δf 3‖Lptxv =
∥∥∥∥∥
τ∫
0
g
(
t − σ,x + h− σ(v + h/τ), v + h/τ )dσ∥∥∥∥∥
L
p
txv
 |τ |‖g‖Lptxv , (4.9)
and
∥∥δf 4∥∥
L
p
txv
A
∣∣∣∣hτ
∣∣∣∣β. (4.10)
Therefore, we conclude that∥∥f (t, x + h,v)− f (t, x, v)∥∥
L
p
txv
 2
(|τ |‖g‖p +A|h|β/|τ |β), (4.11)
which gives the result by choosing |τ |1+β = A|h|β/‖g‖p . ✷
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