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Abstract
Let g be a Borcherds superalgebra and let ω be a finite order automorphism of g satisfying certain
conditions. We prove that the fixed point subalgebra gω is equal to a Borcherds superalgebra. We
also compute the trace of ω on g from the twisted denominator identity of g, and derive closed form
formula for root multiplicities of gω.
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1. Introduction
Borcherds superalgebras (or generalized Kac–Moody superalgebras) are the general-
ization of Kac–Moody superalgebras by adding imaginary simple roots to Kac–Moody
superalgebras [1,2]. They share many important properties of Kac–Moody superalgebras
(for example, the Weyl–Kac–Borcherds character formula for integrable highest weight
modules [2,20,23]).
In [2], Borcherds showed that a graded Lie algebra with an almost positive definite
contravariant bilinear form is a Borcherds algebra (or generalized Kac–Moody algebra).
With this characterization, he constructed many interesting examples: the fixed point
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subalgebra of a Kac–Moody algebra under a diagram automorphism and Lie algebras
associated to certain Lorentzian lattices, which are constructed by using vertex algebras.
Let g be a Borcherds superalgebra. Let ξ be an automorphism of g which is induced
from a family of invertible linear maps on negative simple root spaces whose dimensions
are greater than or equal to 1 in our setting. Let σ be a diagram automorphism. Suppose that
the automorphism ω = σξ has a finite order. We denote by gω the fixed point subalgebra
of g with respect to ω.
This paper consists of two main results on gω. We first show that gω is equal
to a Borcherds superalgebra G except Cartan subalgebra if σ acts trivially on each
principal submatrix of type C(2)(2) and if ξ acts trivially on each principal submatrix
of type A(4)(0,2m) (m  1) (cf. [24]). More precisely, we prove that [gω,gω] is
isomorphic to [G,G]/a, the quotient of [G,G] by an ideal a consisting of central
elements (Theorem 4.5). Unlike Borcherds algebras, a standard invariant form of g does
not always yield a positive definite contravariant form, and hence we cannot use the
Borcherds’ characterization directly in our problem. But, in [3], Borcherds gave another
characterization, which says roughly that any Lie algebra with a nondegenerate invariant
bilinear form and a root system similar to that of a Borcherds algebra is a Borcherds
algebra under certain conditions. With this characterization, he removed the difficulty of
checking the positive definite condition of the contravariant bilinear forms in the first
characterization and made it easier to construct many examples of Borcherds algebras
(see [21,22] for other examples of this kind). We follow this approach to show that
gω is a Borcherds superalgebra. In other words, we construct a Borcherds superalgebra
by folding the Dynkin diagram of g and embed it into gω. Then we find all the
additional simple root vectors of gω using the standard invariant form induced from g,
and check that they satisfy the defining relations by using the properties of the root system
of gω.
Next, we derive the closed form formula for the root multiplicities of gω (Theorem 7.4)
which are the analogue of Kang’s root multiplicity formula for g [14,15]. In general,
the Borcherds–Cartan data of gω are not known. But gω has a root space decomposition
with respect to its Cartan subalgebra hσ and we compute the multiplicities of these root
spaces without knowing the explicit Borcherds–Cartan data of gω. One way to obtain
the root multiplicities of gω is to compute the trace of ωk (k  1) on each symmetric
root space of g and then take their averages. In order to compute the trace of ω, we
prove a more general fact that there exists a similar character formula for the twisted
characters of integrable highest weight modules with symmetric highest weights (cf. [6,
7,16]). In the same way as we derive the usual denominator identity of g, we can derive
the twisted denominator identity of g for ω and obtain the closed form trace formula for ω
on g.
2. Borcherds superalgebra
In this section, we give a brief review of general properties of Borcherds superalgebras.
We assume that the base field is C throughout this paper. Let L= L0¯ ⊕L1¯ be a Z2-graded
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vector space. We say that L is a Lie superalgebra if it has a bilinear operation [ , ] :L×
L→ L satisfying the following conditions:
[La,Lb] ⊂ La+b,
[x, y] = −(−1)ab[y, x],[
x, [y, z]] = [[x, y], z]+ (−1)ab[y, [x, z]], (2.1)
for all x ∈ La , y ∈ Lb , z ∈ L, and a, b ∈ Z2. For each homogeneous element x ∈ L, we
define deg(x)= a if x ∈La and call it the degree of x .
Let I be an index set which is countable. We usually take I to be N if I is infinite and
{1, . . . , n} if I is a finite set having n elements. A real square matrix A indexed by I is
called a Borcherds–Cartan matrix if it satisfies
(i) aii = 2 or aii  0,
(ii) aij  0 for i = j , and aij ∈ Z if aii = 2,
(iii) aij = 0 if aji = 0.
Set I re = {i ∈ I | aii = 2} and I im = {i ∈ I | aii  0}. The index i ∈ I is called real if
i ∈ I re and imaginary if i ∈ I im. A sequence m = (mi | i ∈ I) of nonzero integers is
called a charge of A if |mi | = 1 for each real index i . Set I even = {i ∈ I | mi > 0} and
I odd = {i ∈ I |mi < 0}.
We say that A is colored by m if aij ∈ 2Z0 for each i ∈ I re ∩ I odd. We call (A,m)
Borcherds–Cartan data if A is a Borcherds–Cartan matrix, m is a charge of A, and A is
colored by m. We also assume that A is symmetrizable throughout this paper, that is, there
exists a diagonal matrix D = diag(si | i ∈ I) with si > 0 such that DA is symmetric.
Definition 2.1. A Borcherds superalgebra g(A,m)= g associated with Borcherds–Cartan
data (A,m) is the Lie superalgebra generated by the elements hi, di (i ∈ I), eik , fik
(i ∈ I, k = 1,2, . . . , |mi |) with the defining relations:
[hi, hj ] = [hi, dj ] = [di, dj ] = 0, (2.2)
[hi, ejl] = aij ejl, [hi, fjl] = −aijfjl , (2.3)
[di, ejl] = δij ejl, [di, fjl ] = −δij fjl , (2.4)
[eik, fjl] = δij δklhi , (2.5)
(ad eik)1−aij (ejl)= (adfik)1−aij (fjl)= 0 if aii = 2 and i = j, (2.6)
[eik, ejl] = [fik, fjl] = 0 if aij = 0, (2.7)
deg(hi)= deg(di)= 0¯, (2.8)
deg(eik)= deg(fik)= 0¯ if i ∈ I even, (2.9)
deg(eik)= deg(fik)= 1¯ if i ∈ I odd, (2.10)
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for i, j ∈ I, k = 1, . . . , |mi |, l = 1, . . . , |mj |.
For convenience, we write ei1 = ei and fi1 = fi for each real index i .
The abelian subalgebra h spanned by hi and di (i ∈ I ) is called the Cartan subalgebra
of g. For each i ∈ I , a simple root αi of g is a linear functional on h defined by
αi(hj )= aji, αi(dj )= δij for all j ∈ I .
Let Π = {αi | i ∈ I } ⊂ h∗ be the set of simple roots. Let Q=⊕i∈I Zαi , which is called
the root lattice. Set Q+ =∑i∈I Z0αi and Q− =−Q+. We give a partial ordering on h∗
by λ µ if and only if λ−µ ∈Q+. For α =∑i∈I kiαi ∈Q±, we define the height of α to
be the sum of its coefficients, and denote it by ht(α) =∑i∈I ki . We define the support of
α to be supp(α)= {i ∈ I | ki = 0}. We say that supp(α) is connected if the corresponding
subdiagram of supp(α) in A is connected.
For each α ∈Q×, we define gα = {x ∈ g | [h,x] = α(h)x for all h ∈ h}. Then we have
g =⊕α∈Q gα . We call α a root of g if gα = 0 and call gα a root space. We denote
by Φ the set of all roots of g. Set Φ± = Φ ∩ Q±. We call Φ+ and Φ− the set of
positive and negative roots, respectively. Since every root is in either Q+ or Q− (see [11]),
Φ =Φ+ unionsqΦ− =Φ+ unionsq−Φ+. Set g± =⊕α∈Φ± gα .
The subalgebra g′ of g generated by eik and fik (i ∈ I , k = 1,2, . . . , |mi |) is called the
derived subalgebra of g. Note that g′ = [g,g] = g− ⊕ h′ ⊕ g+ where h′ =⊕i∈I Chi .
The defining relations in the above definition is maximal in the sense that there is no
nontrivial ideal of g which has a trivial intersection with h [8].
Since A is symmetrizable, there exists a symmetric bilinear form on h∗ defined by
(αi |αj ) = siaij for i, j ∈ I,
(λ|αi) = λ(sihi) for λ ∈B ′,
(λ|µ) = 0 for λ,µ ∈B ′, (2.11)
where B is a basis of h∗ extending Π , and B ′ = B \Π .
A root α is called real if (α|α) > 0 and imaginary if (α|α) 0. The set of real roots and
imaginary roots are denoted by Φre and Φ im, respectively. We set Π re =Π ∩Φre = {αi |
i ∈ I re} and Π im =Π ∩Φ im = {αi | i ∈ I im}.
We define a homomorphism of abelian groups p :Q→ Z2, which is called the parity
map, by p(αi)= 0¯ if i ∈ I even, and 1¯ if i ∈ I odd and we call α even if p(α)= 0¯ and odd if
p(α)= 1¯.
We denote the set of even roots and odd roots by Φ0¯ and Φ1¯, respectively. Note that g
is a Lie superalgebra and g= g0¯ ⊕ g1¯ where g0¯ = h⊕ (
⊕
α∈Φ0¯ gα) and g1¯ =
⊕
α∈Φ1¯ gα .
We can define a nondegenerate symmetric bilinear form on h by
(hi |h)= 1
si
αi(h) and (di |dj )= 0 (2.12)
for all h ∈ h and i, j ∈ I . The symmetric bilinear form ( | ) on h defined above can be
extended to a nondegenerate, supersymmetric and invariant bilinear form on g, which we
call a standard invariant form.
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Proposition 2.2 [8,11]. Let g= g(A,m) be a Borcherds superalgebra. Then there exists a
unique nondegenerate bilinear form ( | ) on g satisfying the following conditions:
(a) ( | ) is supersymmetric, i.e., (x|y)= (−1)p(α)p(β)(y|x) for x ∈ gα, y ∈ gβ.
(b) ( | ) is invariant, i.e., ([x, y]|z)= (x|[y, z]) for x, y, z ∈ g.
(c) ( | )|h is given by (2.12).
(d) For α,β ∈Φ , (gα|gβ)= 0 if α + β = 0.
(e) For α ∈Φ+, the bilinear form ( | )|gα+g−α is nondegenerate.
(f) If ψ :Q→ h is a linear map defined by ψ(αi )= sihi for all i ∈ I , then we have
[x, y] = (x|y)ψ(α) for x ∈ gα, y ∈ g−α.
The Weyl group W is the subgroup of GL(h∗) generated by the simple reflections wi ’s
for i ∈ I re, which is given by wi(λ) = λ − λ(hi)αi , for λ ∈ h∗. We denote the length of
w ∈W by l(w). W preserves the symmetric bilinear form on h∗ defined in (2.11).
For each i ∈ I re, define e′i , f ′i , and h′i by
e′i = ei, f ′i = fi, h′i = hi if i ∈ I even,
e′i = 14 [ei, ei], f ′i = 14 [fi, fi ], h′i = 12hi if i ∈ I odd.
(2.13)
Then, Ce′i ⊕Ch′i ⊕Cf ′i  sl2(C). Since ad e′i and adf ′i are locally nilpotent on g, we can
define wadi = exp(ad e′i ) exp(− adf ′i ) exp(ad e′i ) ∈ End(g). Then we have wadi ∈ Aut(g) and
wadi gα = gwiα for α ∈Φ (see [11]).
Set K =K ′ \K ′′ where
K ′ = {α ∈Q+ \ {0} ∣∣ α(hi ) 0 for i ∈ I re and supp(α) is connected},
K ′′ = {nαi ∣∣ mi = 1, (αi |αi) < 0, n 2} unionsq {nαi ∣∣ mi =−1, (αi |αi) < 0, n 3}
unionsq {nαi ∣∣ (αi |αi)= 0, n 2}.
Proposition 2.3.
(a) Φ is W -invariant.
(b) Φre =W · (Π re ∪ 2(Π re ∩Φ1¯)).
(c) Φ im ∩Φ+ =W ·K .
Furthermore, let α, β ∈Φ im ∩Φ+. Then we have:
(d) (α|β) 0.
(e) If α and β are not proportional roots and (α|β) < 0, then α + β ∈Φ im.
(f) If α and β are not proportional isotropic roots and α + β ∈Φ im, then (α|β) < 0.
Proof. All proofs are similar to those for (generalized) Kac–Moody algebras. See [11,
Chapter 5]. ✷
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Corollary 2.4 [2,24]. Let α and β be two positive orthogonal imaginary roots. We assume
that if they are proportional isotropic roots of an affine Lie superalgebra, then they are
both even. Then the corresponding root spaces commute with each other.
A g-module V is called h-diagonalizable if V =⊕µ∈h∗ Vµ, where Vµ = {v ∈ V |
h · v = µ(h)v for all h ∈ h}. If Vµ = 0, then µ is called a weight of V and Vµ is called the
µ-weight space. We denote by P(V ) the set of all weights of V .
An h-diagonalizable g-module V is called a highest weight module with highest weight
λ ∈ h∗ if there is a nonzero vector vλ ∈ V such that
(i) eik · vλ = 0 for all i ∈ I , k = 1, . . . , |mi |,
(ii) h · vλ = λ(h)vλ for all h ∈ h,
(iii) V =U(g) · vλ.
The vector vλ is called a highest weight vector.
Let b+ = h ⊕ g+. For λ ∈ h∗, let Cλ be the 1-dimensional b+-module defined by
h · 1 = λ(h)1 for all h ∈ h and g+ · 1 = 0. The induced module M(λ)=U(g)⊗U(b+) Cλ is
called the Verma module over g with highest weight λ. M(λ) contains a unique maximal
submodule N(λ) and hence the quotient V (λ)=M(λ)/N(λ) is irreducible.
Take a linear functional ρ ∈ h∗ satisfying ρ(hi) = 12aii for all i ∈ I . Such a linear
functional is called a Weyl vector of g. Note that (ρ|αi)= ρ(sihi)= 12 (αi |αi) for all i ∈ I .
Let P+ be the set of all linear functionals λ ∈ h∗ satisfying
λ(hi) ∈ Z0 for all i ∈ I re,
λ(hi) ∈ 2Z0 for all i ∈ I re ∩ I odd,
λ(hi) 0 for all i ∈ I im. (2.14)
The elements of P+ are called the dominant integral weights. For Λ ∈ P+, let
Φ+(Λ) =
{
β =
∑
i∈I im
kiαi ∈Q+
∣∣∣ (Λ|αi)= 0 for ki  1; (αi |αj )= 0 for ki, kj  1,
i = j, (αi |αi)= 0 for ki  2
}
. (2.15)
For β ∈Φ+(Λ), we set
ε(β)= (−1)ht(β)
∏
i∈I even
(|mi |
ki
) ∏
j∈I odd
(|mj | + kj − 1
kj
)
. (2.16)
Then the character of the irreducible highest weight module V (Λ) with highest weight
Λ ∈ P+ is determined by the Weyl–Kac–Borcherds character formula:
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Theorem 2.5 [16,20,23].
chV (Λ)=
∏
α∈Φ+1¯ (1+ e
−α)dimgα∏
α∈Φ+0¯ (1− e
−α)dimgα
∑
w∈W
β∈Φ+(Λ)
(−1)l(w)ε(β)ew(Λ+ρ−β)−ρ. (2.17)
For each α ∈Q, we define the superdimension of gα by
sdimgα = (−1)p(α) dimgα.
Also if τ is an automorphism of gα , then we define the supertrace of gα for τ by
str(τ |gα)= (−1)p(α) tr(τ |gα).
If we putΛ= 0 in (2.17) andEα = (−1)p(α)eα , then we obtain the denominator identity
of g: ∏
α∈Φ+
(
1−E−α)sdimgα = ∑
w∈W
β∈Φ+(0)
cw,βE
w(ρ−β)−ρ, (2.18)
where cw,β = ε(β)(−1)p(β)+l0(w) and l0(w) is the number of simple reflections corre-
sponding to even indices occurring in the reduced expression of w.
In fact, the denominator identity yields a root multiplicity formula. Consider a sequence
of nonnegative integers s = (sw,β | (w,β) ∈W ×Φ+(0) \ {(1,0)}). For each α ∈Q+, we
say that s is a partition of α if ∑w,β sw,β(ρ −w(ρ − β))= α.
Set
P(α)= {s = (sw,β ) | s is a partition of α}. (2.19)
Also we define the Witt partition function for α to be
W(α)=
∑
s∈P(α)
(−1)|s| (|s| − 1)!
s!
∏
w,β
(cw,β)
sw,β , (2.20)
where |s| =∑ sw,β and s! =∏ sw,β !. Then we have the following superdimension formula
for g given by Kang.
Theorem 2.6 [14,15]. For each α ∈Φ+, we have
sdimgα =
∑
d |α
1
d
µ(d)W
(
α
d
)
=
∑
d |α
1
d
µ(d)
∑
s∈P(α/d)
(−1)|s| (|s| − 1)!
s!
∏
w,β
(cw,β)
sw,β . (2.21)
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3. Automorphism ω of g
Let (A,m) be Borcherds–Cartan data with an index set I . Let σ : I → I be a bijection.
Then σ is called a diagram automorphism of (A,m) if it satisfies (i) aij = aσ(i)σ (j) for all
i, j ∈ I and (ii) mσ(i) =mi for all i ∈ I.
Naturally σ induces automorphisms of g and U(g), respectively (we still write these
automorphisms as σ ) which permute the generators of g as follows:
σ(eik)= eσ(i),k for i ∈ I, 1 k  |mi |,
σ (fik)= fσ(i),k for i ∈ I, 1 k  |mi |,
σ (hi)= hσ(i), σ (di)= dσ(i) for i ∈ I. (3.1)
Also, σ induces an automorphism σ ∗ of h∗:
σ ∗(λ)(h)= λ(σ−1(h)) for λ ∈ h∗, h ∈ h. (3.2)
For example, we have σ ∗(αi) = ασ(i) for i ∈ I . If σ is of finite order N , then σ ∗
also has order N , and we have an eigenspace decomposition h∗ =⊕N−1k=0 (h∗)(k), where
(h∗)(k) = {λ ∈ h∗ | σ ∗(λ)= e2π ik/Nλ}. The elements of (h∗)(0) = {λ ∈ h∗ | σ ∗(λ)= λ} are
called symmetric.
Lemma 3.1. For each i ∈ I , let ξi be an invertible endomorphism of g−αi . Then there exists
a unique automorphism ξ of g such that ξ = ξi on g−αi for i ∈ I and ξ = id on h.
Proof. For i ∈ I , set ξ ′i = (ξ ti )−1. Let g˜ be the free Lie superalgebra generated by eik , fik ,
hi , and di for i ∈ I and k = 1, . . . , |mi |. We define ξ ∈ End(g˜) by
ξ(hi)= hi, ξ(di)= di, ξ(eik)= ξ ′i (eik), ξ(fik)= ξi(fik), (3.3)
for i ∈ I and k = 1, . . . , |mi |.
Then we can check that ξ preserves all the defining relations of g = g(A,m). For
example, let
ξ(eik)=
|mi |∑
k′=1
aik′keik′, ξ(fjl )=
|mj |∑
l′=1
b
j
l′lfjl′ , (3.4)
for i, j ∈ I , k = 1, . . . , |mi |, l = 1, . . . , |mj | and aik′k, bjl′l ∈C. Then, we have
[
ξ(eik), ξ(fjl)
]= [ |mi |∑
k′=1
aik′keik′,
|mj |∑
l′=1
b
j
l′lfjl′
]
= δij hi
( |mi |∑
k′=1
aik′kb
i
k′l
)
. (3.5)
Note that ξ ′i = (aik′k) and ξi = (bik′l ). Since (ξ ′i )t ξi = I , we have
∑|mi |
k′=1 a
i
k′kb
i
k′l = δkl .
Therefore,
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[
ξ(eik), ξ(fjl)
]= δij δklξ(hi).
Other relations in Definition 2.1 can be checked easily. ✷
Set
ω= σξ. (3.6)
Then ω is an automorphism of g such that ω|h = σ and ω(gα)= gσ ∗(α) for all α ∈Φ.
Remark 3.2. For a Kac–Moody algebra g, AutC(g) is explicitly given in [13]. Furthermore,
if ω is a semisimple automorphism of the first kind, then ω is conjugate to σξ where σ is
a diagram automorphism and ξ is an automorphism defined as in Lemma 3.1 (see [13]).
In Sections 3 and 4, we impose some conditions on ω= σξ as follows:
(1) ω has a finite order M .
(2) σ acts trivially on each principal submatrix of type C(2)(2) in A.
(3) ξ acts trivially on each principal submatrix of type A(4)(0,2m) (m 1) in A.
(1) implies that σ is also of finite order, say N . Note that the order of σ divides the order of
ω, and that our assumption is not necessarily equivalent to saying that ξ is of finite order.
Let τ be an arbitrary automorphism of g. For a subalgebra s of g which is invariant
under τ , let sτ be the subalgebra consisting of elements in s fixed by τ , which we call the
fixed point subalgebra of s with respect to τ . For example, we have gω, (g±)ω = gω±, and
hω = hσ . Also, there is a triangular decomposition of gω; gω = gω− ⊕ hσ ⊕ gω+.
In order to describe the root system of gω with respect to hσ , we will first introduce a
Borcherds superalgebra corresponding to the diagram automorphism σ .
Since I can be divided into a disjoint union of σ -orbits, we can write I =⊔ [i] where
[i] = {σk(i) | k = 0,1, . . . ,N − 1}. Let Ni = |[i]| be the number of elements in the
σ -orbit [i]. We also denote by i¯ the smallest element of the σ -orbit of i and by I¯ the
set of such representatives. First, we define a real square matrix Â = (aˆi¯j¯ ) indexed by I¯
where
aˆi¯j¯ = εi
∑
0k<Ni
aσk(i)j (3.7)
and εi = 1−∑0<k<Ni aσk(i)i . Note that εi = εσ(i) for all i ∈ I .
Lemma 3.3.
(a) Â is a symmetrizable Borcherds–Cartan matrix.
(b) If we put m̂ = (mi¯ | i¯ ∈ I¯ ), then m̂ is a charge of Â and Â is colored by m̂. Hence
(Â, m̂) are Borcherds–Cartan data.
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Proof. (a) It is straightforward to show that Â is a Borcherds–Cartan matrix. But, we
should observe that aˆi¯i¯ = 2 if εi  2 for i ∈ I re and aˆi¯i¯  0 otherwise, because aˆi¯i¯ =
εi(aii + 1 − εi). Hence, we have I¯ re = {i¯ | i ∈ I re, εi  2} and I¯ im = I¯ \ I¯ re. Since we
assume that A is symmetrizable, there is a diagonal matrix D = diag(si | i ∈ I) such that
si > 0 and DA is symmetric. We can check that si = si′ if i ′ = σk(i) for some k (see [6]
and Chapter 2 in [11]). If we define D̂ = diag(sˆi¯ = si/(εiNi) | i¯ ∈ I¯ ), then sˆi¯ > 0 and
sˆ−1j aˆi¯j¯ = Njεj s−1j εi
∑
0k<Ni
aσk(i)j = εj εi
∑
0k<Ni
0l<Nj
s−1j aσk(i)σ l(j)
= εj εi
∑
0k<Ni
0l<Nj
s−1i aσ l(j)σ k(i) =Niεis−1i εj
∑
0l<Nj
aσ l(j)i = sˆ−1i aˆj¯ i¯ .
Hence, D̂Â is symmetric (or Â is symmetrizable).
The proof of (b) is obvious. ✷
Corollary 3.4. ω preserves the standard invariant form ( | ). That is, (ω(x)|ω(y))= (x|y)
for x, y ∈ g.
Proof. In the proof of the previous lemma, we have seen that si = sσ(i) for i ∈ I , where si
is the ith diagonal entry of D = diag(si | i ∈ I) such that DA is symmetric. By using this
fact and the definition of ( | ) on h, we have (h|h′) = (ω(h)|ω(h′)) for all h,h′ ∈ h. For
each α ∈Q+ \ {0}, let x ∈ gα, y ∈ g−α . Then by Proposition 2.2(f),
ω
([x, y])= (x|y)ω(ψ(α)) = (x|y)ψ(σ ∗(α))
ω
([x, y])= [ω(x),ω(y)]= (ω(x)|ω(y))ψ(σ ∗(α)). (3.8)
Hence, we obtain (ω(x)|ω(y))= (x|y). This completes the proof. ✷
Example 3.5. Let us consider the necessary and sufficient condition for aˆi¯i¯ = 0. Since
aˆi¯i¯ = εi(aii + 1− εi), aˆi¯i¯ = 0 if and only if (i) aii = 0 and εi = 1 or (ii) aii = 2 and εi = 3.
In (i), aσk(i)i = 0 for all k  0. In (ii), choose the smallest k  1 such that aσk(i)i = 0.
Then C = {σkl(i) | l ∈ Z} forms a subset of σ -orbit of i whose corresponding subdiagram
is a connected component in the subdiagram corresponding to [i]. Hence the subdiagram
corresponding to [i] is a disjoint union of subdiagrams corresponding to C.
Note that |C|  2 since εi = 3. If |C| = 2, then the principal submatrix of A
corresponding to C is of type A(1)1 or C(2)(2). If |C| > 2, then the principal submatrix
of A corresponding to C is of type A(1)N−1 where N = |C|.
Consider a Borcherds superalgebra gˆ= g(Â, m̂). Note that the definition of gˆ depends
on σ . We denote by eˆi¯k , fˆj¯ l , hˆi¯ , and dˆi¯ , the generators of gˆ ( i¯, j¯ ∈ I¯ and k = 1, . . . , |mi¯ |,
l = 1, . . . , |mj¯ | ). Let Q̂=
⊕
i¯∈I¯ Zαˆi¯ be the root lattice of gˆ where αˆi¯ is the positive simple
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root, and Φ̂ be the set of roots of gˆ. Let hˆ=⊕i¯∈I¯ (Chˆi¯ ⊕Cdˆi¯ ) be the Cartan subalgebra
of gˆ.
We define π :Q → Q̂ by assigning αi to αˆi¯ , which is a well-defined Z-module
homomorphism. Then we have the following lemma which will be useful for our later
arguments.
Lemma 3.6. For α,β ∈Q+, let Nα and Nβ be the number of elements in σ ∗-orbit of α
and β , respectively. Then( ∑
0k<Nα
σ ∗k(α)
∣∣∣∣ ∑
0l<Nβ
σ ∗l(β)
)
=NαNβ
(
π(α)|π(β)). (3.9)
Proof. For i¯, j¯ ∈ I¯ , we have( ∑
0k<Ni
ασk(i)
∣∣∣∣ ∑
0l<Nj
ασ l(j)
)
=
∑
0k<Ni
0l<Nj
siaσk(i)σ l(j) = siNj
∑
0k<Ni
aσk(i)j
= siNj
εi
aˆi¯j¯ =NiNj sˆi¯ aˆi¯j¯ =NiNj
(
αˆi¯ |αˆj¯
)
.
If α =∑i∈S kiαi and β =∑j∈T lj αj ∈Q+, then we can check that
∑
0k<Nα
σ ∗k(α)=Nα
∑
i∈S
ki
Ni
( ∑
0k<Ni
ασk(i)
)
.
Note that π(
∑
0k<Ni ασk(i))= Niπ(αi)= Niαˆi¯ . Combining the above equations, we
obtain the desired result. ✷
Next, we define a linear isomorphism ϕ :hσ → hˆ by ϕ(Hi¯)= hˆi¯ and ϕ(Di¯)= dˆi¯ where{Hi¯ = εi
∑
0k<Ni hσk(i), Di¯ =
∑
0k<Ni dσk(i) | i¯ ∈ I¯ } is a C-basis of hσ . Then, we get
a dual analogue of the previous lemma.
Lemma 3.7. For H,H ′ ∈ hσ , we have(
H |H ′ )= (ϕ(H)∣∣ϕ(H ′ )). (3.10)
Proof. By definition of ϕ, it is easy to check that for i¯, j¯ ∈ I¯ , (Hi¯ |Hj¯ ) = (hˆi¯ |hˆj¯ ) and
(Hi¯ |Dj¯ )= (hˆi¯ |dˆj¯ ). This completes the proof. ✷
For each α ∈Q×, set
(α)=
∑
0k<Nα
σ ∗k(α) and g(α) =
⊕
0k<Nα
gσ ∗k(α) (3.11)
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where Nα is the number of elements in σ ∗-orbit of α. Note that g(α) = g(σ ∗(α)) and ω acts
as an automorphism of g(α) which is diagonalizable. Therefore, g(α) has an eigenspace
decomposition
g(α) =
⊕
0k<M
g
(k)
(α), (3.12)
where g(k)(α) = {x ∈ g(α) | ω(x)= exp(2π ik/M)x}. For each αˆ ∈ Q̂, define
gω
αˆ
=
⊕
π(α)=αˆ
g
(0)
(α). (3.13)
Then, we have gω± =
⊕
αˆ∈Q̂± gωαˆ , and g
ω becomes a Q̂-graded Lie superalgebra. The
following lemma implies that Q̂-grading of gω gives a root space decomposition with
respect to hσ .
Lemma 3.8. [h,x] = αˆ(ϕ(h))x for h ∈ hσ and x ∈ gω
αˆ
.
Proof. Let x be an element in gω
αˆ
. Then we may assume that x ∈ g(0)(α) for some
α ∈ Q such that π(α) = αˆ. Write α =∑S kjαj where S is a finite subset of I . By
linearity of [ , ], it suffices to check when h = Hi¯,Di¯ . Note that [Hi¯, x] = α(Hi¯)x
and α(Hi¯) =
∑
S kjαj (Hi¯) =
∑
S kj aˆi¯j¯ . On the other hand, αˆ(hˆi¯ ) =
∑
S kj αˆj¯ (hˆi¯ ) =∑
S kj aˆi¯j¯ . Similarly, we have α(Di¯ )= αˆ(dˆi¯ ). This completes the proof. ✷
Proposition 3.9. Let ( | ) be a standard invariant form on g. Then ( | )|gω is a non-
degenerate, supersymmetric and invariant bilinear form.
Proof. It suffices to prove the nondegeneracy of ( | )|gω . By Lemma 3.7, ( | )|hσ
is nondegenerate. For each α ∈ Q+ \ {0}, let Vα = g(α) ⊕ g(−α). By (3.12), we have
an eigenspace decomposition Vα = ⊕0k<M V (k)α where V (k)α = {x ∈ Vα | ω(x) =
exp(2π ik/M)x}. By Proposition 2.2(e), ( | )|Vα is nondegenerate. Also, by Corollary 3.4,
we have (V (k)α |V (l)α ) = 0 unless k + l ≡ 0 (mod M). Hence, ( | )|V (0)α is nondegenerate.
Since gω
αˆ
⊕ gω−αˆ =
⊕
π(α)=αˆ V
(0)
α , ( | )|gω
αˆ
⊕gω−αˆ is nondegenerate. ✷
Let W = 〈wi | i ∈ I re〉 be the Weyl group of g and let Ŵ = 〈ŵ i¯ | i¯ ∈ I¯ re〉 be the Weyl
group of gˆ. We define a subgroup W of W generated by wi¯ for i¯ ∈ I¯ re, where
w i¯ =
{∏
0k<Ni wσk(i) if εi = 1,∏
0l<Ni/2wσl(i)wσ l+Ni /2(i)wσ l(i) if εi = 2
(3.14)
(for the well-definedness of w i¯ , see [6]).
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Proposition 3.10 [6,7].
(a) W is isomorphic to Ŵ of W under the map w i¯ "→ ŵ i¯ (i¯ ∈ I¯ re).
(b) W = {w ∈W |wσ ∗ = σ ∗w}. In particular, (h∗)(0) is invariant under W .
(c) For each λ ∈ (h∗)(0), we have
w i¯(λ)= λ− εiλ(hi)
∑
0k<Ni
ασk(i).
The action of W on the root lattice of g can be used to describe the Ŵ -action on the root
lattice of gω .
Lemma 3.11. For α ∈Q and ŵ ∈ Ŵ , we have
π(wα)= ŵπ(α)
where w=w i¯1 · · ·w i¯t and ŵ= ŵ i¯1 · · · ŵ i¯t .
Proof. For α ∈Q, let αˆ = π(α). Note that for each ŵ i¯ (i¯ ∈ I¯ re), ŵ i¯ (αˆ) = αˆ − αˆ(hˆi¯ )αˆi¯ .
On the other hand, if εi = 1, then
w i¯(α)=
( ∏
0k<Ni
wσk(i)
)
(α)= α−
∑
0k<Ni
α(hσk(i))ασk(i) (3.15)
and if εi = 2, then
w i¯(α) =
( ∏
0l<Ni/2
wσl(i)wσ l+Ni /2(i)wσ l(i)
)
(α)
= α −
∑
0l<Ni/2
α
(
hσ l(i) + hσ l+Ni /2(i)
)(
ασ l(i) + ασ l+Ni /2(i)
)
. (3.16)
Since α(Hi¯)= π(α)(ϕ(Hi¯))= αˆ(hˆi¯ ), the above two equations imply π(w i¯α)= ŵ i¯π(α).
Therefore, we have π(wα)= ŵπ(α), where ŵ = ŵ i¯1 · · · ŵ i¯t and w =w i¯1 · · ·w i¯t . ✷
Let us denote the set of roots of gω by
Φω = {αˆ ∈ Q̂×∣∣ gω
αˆ
= 0}.
Set Φω± =Φω ∩ Q̂±. Note that Φω =Φω+ unionsqΦω− =Φω+ unionsq−Φω+.
Proposition 3.12. If αˆ ∈Φω , then αˆ = nβˆ for some n ∈N and βˆ ∈ Φ̂ . That is, we have
Φω ⊂
⋃
n∈N
nΦ̂. (3.17)
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Proof. Let αˆ ∈ Φω+. Then αˆ = π(α) for some α ∈ Φ+. It is easy to check that supp(αˆ)
is connected since supp(α) is connected. Also by Lemma 3.11, supp(ŵαˆ) is connected
and ŵαˆ ∈ Q̂± for all ŵ ∈ Ŵ . Let βˆ be an element in {ŵαˆ | ŵ ∈ Ŵ } ∩ Q̂+ such that
ht(βˆ) is minimal. If supp(βˆ) contains at least two vertices, then βˆ(hˆi¯ ) 0 for all i¯ ∈ I¯ re,
which implies that βˆ ∈ Φ̂ im ∩ Φ̂+. If supp(βˆ) contains a single vertex, then βˆ = nαˆi¯ for
some i¯ ∈ I¯ and n ∈ N. In either case, we have βˆ ∈ nΦ̂+ for some n ∈ N, and therefore
αˆ ∈ nΦ̂+. ✷
Lemma 3.13.
(a) If βˆ =∑i¯∈I¯ ai¯ αˆi¯ ∈⋃n∈N nΦ̂ , then βˆ = mβˆ0 for some m ∈ N and βˆ0 ∈ Φ̂ such that
gcd(ai¯/m | i¯ ∈ I¯ )= 1.
(b) If βˆ ∈ Q̂ and dβˆ ∈⋃n∈N nΦ̂ for some positive integer d , then βˆ ∈⋃n∈N nΦ̂ .
(c) Let αˆ, βˆ ∈⋃n∈N nΦ̂ be such that (αˆ|αˆ) > 0 and they are not proportional. Then there
exists an integer @ 1 such that βˆ + @αˆ /∈⋃n∈N nΦ̂.
Proof. (a) We may assume that βˆ ∈ Q̂+. Choose the largest m such that βˆ ∈mΦ̂ and write
βˆ =mβˆ0 =m∑i¯∈I¯ (ai¯/m)αˆi¯ where βˆ0 ∈ Φ̂ .
Suppose that βˆ0 ∈ Φ̂re. If βˆ0 = ŵ(2αˆi¯ ) for some ŵ ∈ Ŵ and i¯ ∈ I¯ re, then it contradicts
the maximality of m. Hence βˆ0 = ŵ(αˆi¯ ) for some ŵ ∈ Ŵ and i¯ ∈ I¯ re. If there exists a d > 1
such that d | (ai¯/m) for all i¯, then ŵ−1((1/d)βˆ0) ∈ Q̂. But ŵ−1((1/d)βˆ0)= (1/d)αˆi¯ /∈ Q̂,
which is a contradiction.
Suppose that βˆ0 ∈ Φ̂ im. Then βˆ0 = ŵ(βˆ1) for some ŵ ∈ Ŵ and βˆ1 ∈ Φ̂ im ∩ Φ+ such
that βˆ1(hˆi¯ )  0 for all i¯ ∈ I¯ re. If there exists a d > 1 such that d | (ai¯/m) for all i¯,
then (1/d)βˆ1 ∈ Φ̂ im and therefore βˆ ∈ md Φ̂ , which also contradicts the maximality of
m. Therefore, gcd(ai¯/m | i¯ ∈ I¯ )= 1.
(b) We assume that βˆ ∈ Q̂+. By (a), there exists an m such that dβˆ = mβˆ0 with
βˆ0 =∑i¯∈I¯ bi¯ αˆi¯ ∈ Φ̂+ and gcd( bi¯ | i¯ ∈ I¯ ) = 1. Therefore, d | m and βˆ = (m/d)βˆ0 ∈⋃
n∈N nΦ̂+.
(c) Since (αˆ|αˆ) > 0, we can say that αˆ = mαˆ0 for some m and αˆ0 ∈ Φ̂re. By (a), we
may assume that m is maximal. Let ŵ ∈ Ŵ be such that ŵ(αˆ0) = αˆj¯ for some j¯ ∈ I¯ re.
By (a), we can write ŵ(βˆ)=m′βˆ0 =m′∑i¯∈I¯ ai¯ αˆi¯ where βˆ0 ∈ Φ̂ and gcd(ai¯ | i¯ ∈ I¯ )= 1.
Note that there exists an i¯ = j¯ such that ai¯ = 0 since αˆ and βˆ are not proportional. By
local nilpotency of the root system Φ̂ of gˆ, there exists a k  1 such that βˆ0 + kmαˆj¯ /∈ Φ̂ ,
and furthermore by choosing a suitable k, we may also assume that d  βˆ0 + kmαˆj¯ for all
d  2 (for example, take k to be a sufficiently large multiple of gcd(ai¯ | i¯ = j¯ )). Therefore
βˆ0 + kmαˆj¯ /∈
⋃
n∈N nΦ̂ , and by (b) ŵ−1(m′βˆ0 + km′mαˆj¯ ) = βˆ + @αˆ /∈
⋃
n∈N nΦ̂ where
@= km′. ✷
The following property of the root system of gω will be used in proving our main result
of the next section.
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Proposition 3.14.
(a) Let αˆ ∈ Φω be such that (αˆ|αˆ) > 0. Then for each βˆ ∈ Φω , there exists an integer
@  1 such that βˆ + @αˆ /∈ Φω. That is, ad(x) acts locally nilpotently on gω for
x ∈ gω
αˆ
.
(b) Let αˆ, βˆ ∈Φω+ be two orthogonal roots with non-positive norms. Assume that αˆ and βˆ
are both even if they are proportional. Then their corresponding root spaces commute
with each other.
Proof. (a) By Lemma 3.13(c), it suffices to show the assertion for the case when αˆ and βˆ
are proportional and thus we have only to show that gω
kαˆ
= 0 for all sufficiently large k.
There exists a ŵ ∈ Ŵ such that ŵ(αˆ) = mαˆi¯ for some i¯ ∈ I¯ re and m  1. Note that
if α ∈ Φ+ satisfies π(α) = αˆ, then α ∈ Φre by Proposition 2.3(d) and Lemma 3.6. By
Lemma 3.11, there exists a w ∈ W such that π(w(α)) = mαˆi¯ . If εi = 1, then m = 1,2
and w(α) = mασn(i) for some n. If εi = 2, then w(α) = ασ l(i) or ασ l(i) + ασ l+Ni /2(i)
for some l. In each case, kw(α) /∈ Φre for k  3 and hence, kα /∈ Φre for k  3. Since
gω
kαˆ
=⊕π(α)=αˆ g(0)(kα), we conclude that gωkαˆ = 0 for k  3. The proof completes.
(b) Since αˆ and βˆ are not proportional, we can check that supp(αˆ) and supp(βˆ) are
disjoint (see [2]). This means that for all α and β such that π(α) = αˆ and π(β) = βˆ ,
(σ ∗k(α)|σ ∗l (β))= 0 (k, l  0) and therefore, [gω
αˆ
,gω
βˆ
] = 0 by Corollary 2.4.
Now, we suppose that αˆ and βˆ are proportional (that is, (αˆ|αˆ) = 0). Consider
supp(αˆ)⊂ I¯ . First suppose that |supp(αˆ)|> 1. The principal submatrix of Â corresponding
to supp(αˆ) is of affine type (cf. [2]). Then by Kac’s classification of generalized Cartan
matrices [9], we can check that the subdiagram corresponding to ⋃0k<Nα supp(σ ∗k(α))
is a disjoint copy of diagrams of an affine type X(r)n . This implies that for x ∈ gωαˆ and
y ∈ gω
βˆ
, we have x =∑k ωk(epδ), y =∑k ωk(eqδ) for some p,q  1 where δ is a null root
of an affine Lie superalgebra of type X(r)n and e@δ is a root vector for @δ (@ 1). By our
hypothesis, δ is an even root and therefore by Proposition 2.4, we have [x, y] = 0. Finally,
suppose that supp(αˆ) consists of a single vertex. By Example 3.5 and our hypothesis on ω,
we may assume that x, y belong to an affine Lie algebra of A(1)n type for some n  2. In
this case, by direct calculation, we have [x, y] = 0. ✷
4. Characterization of gω
In this section, we will prove that gω is isomorphic to a Borcherds superalgebra. We
start with the construction of a subalgebra gˆ◦ of g. First let us set I¯ ◦ = {i¯ ∈ I¯ | gω
αˆi¯
= 0}.
Lemma 4.1. For i¯ ∈ I¯ re, i¯ ∈ I¯ ◦ if and only if ∏0k<Ni ξσk(i) = 1.
Proof. (⇒) Suppose that gω
αˆi¯
= 0. Let x be a nonzero element in gω
αˆi¯
. Then x =∑
0k<Ni ckeσk(i) for some ck ∈ C. Note that ωl(x)= x for all l ∈ Z0 and ω(eσk(i)) =
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ξσk(i)eσ k+1(i). Hence we have ωNi (x) = (
∏
0k<Ni ξσk(i))x = x, and this implies∏
0k<Ni ξσk(i) = 1.
(⇐) Set x =∑0k<Ni ckeσk(i) = 0 where c0 = 1 and ck =∏0lk−1 ξσ l(i) for 1 
k < Ni . Then it is easy to check that x ∈ gωαˆi¯ . This implies that i¯ ∈ I¯
◦
. ✷
Let Ŵ ◦ be the subgroup of Ŵ generated by ŵ i¯ for i¯ ∈ I¯ ◦ ∩ I¯ re. For each i ∈ I re and
k  1, we define an automorphism of g
ωk
(
wadi
)= exp(ωk(e′i)) exp(−ωk(f ′i )) exp(ωk(e′i)). (4.1)
Note that ωNi (wadi ) = wadi and ωk(wadi )(gα) = gwσk(i)(α). Then we define for each i¯ ∈
I¯ re ∩ I¯ ◦,
w ad
i¯
=
{∏
0k<Ni ω
k
(
wadi
)
if εi = 1,∏
0l<Ni/2ω
l
(
wadi
)
ωl+Ni/2
(
wadi
)
ωl
(
wadi
)
if εi = 2.
(4.2)
As in the case of W , we can check that w ad
i¯
is well-defined and furthermore, we have
ω ·w ad
i¯
=w ad
i¯
·ω.
Proposition 4.2.
(a) For i¯ ∈ I¯ re ∩ I¯ ◦ and αˆ ∈Φω, w ad
i¯
∈Aut(gω) and w ad
i¯
gω
αˆ
= gω
ŵ i¯ αˆ
.
(b) Φω is Ŵ ◦-invariant.
(c) sdimgω
αˆ
= sdimgω
ŵαˆ
for all ŵ ∈ Ŵ ◦ and αˆ ∈Φω .
Proof. (a) For any x ∈ gω and w ad
i¯
, we have ω(w ad
i¯
· x) = w ad
i¯
· ω(x) = w ad
i¯
· x . This
means that w ad
i¯
∈ Aut(gω). For x ∈ gω
αˆ
, x ∈ g(0)(α) for some α ∈ Q such that π(α) = αˆ.
Therefore, we have w ad
i¯
· x ∈ g(0)
(w i¯α)
and w ad
i¯
· x ∈ gω
ŵi¯ αˆ
. This proves (a). Note that (b) and
(c) follow directly from (a). ✷
Set Â◦ = (aˆi¯j¯ )i¯,j¯∈I¯ ◦ and m̂◦ = (m̂◦¯i = sdimgωαˆi¯ | i¯ ∈ I¯
◦). Note that 1  |m̂◦¯
i
|  |m̂i¯ |. It
is easy to check that (Â◦, m̂◦) are Borcherds–Cartan data. Let gˆ◦ be the subalgebra of gˆ
associated with (Â◦, m̂◦). Then we have the following proposition.
Proposition 4.3. gω contains a subalgebra that is isomorphic to gˆ◦.
Proof. For each i¯ ∈ I¯ ◦, we can choose bases {Ei¯m |1 m |m̂◦¯i |} of gωαˆi¯ and {Fi¯m |1 
m |m̂◦¯
i
|} of gω−αˆi¯ such that (Ei¯m|Fi¯n)= 0 for m = n and
Ei¯m =
√
εi
∑
0k<Ni
ωk(eαi ,m), Fi¯m =
√
εi
∑
0k<Ni
ωk(fαi ,m), (4.3)
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where eαi,m ∈ gαi and fαi ,m ∈ g−αi satisfy [eαi,m, fαi ,m] = hi for all i ∈ I and 1  m 
|m̂◦¯
i
|. We write Ei¯ =Ei¯1 for i¯ ∈ I¯ re ∩ I¯ ◦. Set
Hi¯ = εi
∑
0k<Ni
hσk(i), Di¯ =
∑
0k<Ni
dσk(i). (4.4)
Then, we have [Ei¯m,Fj¯n] = δij δmnHi¯.
We define a map
Θ1 : gˆ
◦ → gω (4.5)
by Θ1(eˆi¯m)=Ei¯m, Θ1(fˆi¯m)= Fi¯m (1m |mˆ◦¯i |), Θ1(hˆi¯ )=Hi¯ , and Θ1(dˆi¯ )=Di¯ .
In order to see that Θ1 is well-defined, we have to check that Ei¯m,Fi¯m,Hi¯ , and Di¯
satisfy the defining relations in Definition 2.1 corresponding to (Â◦, m̂◦). (2.2) is clear. For
i¯, j¯ ∈ I¯ ◦,
[Hi¯,Ej¯m] =
[
εi
∑
0k<Ni
hσk(i),
√
εj
∑
0l<Nj
ωl(eαj ,m)
]
= εi√εj
∑
0k<Ni
0l<Nj
[
hσk(i),ω
l(eαj ,m)
]
= εi√εj
∑
0k<Ni
0l<Nj
aσk(i)σ l(j)ω
l(eαj ,m)= εi√εj
∑
0k<Ni
0l<Nj
aσk(i)jω
l(eαj ,m)
=
(
εi
∑
0k<Ni
aσk(i)j
)(√
εj
∑
0l<Nj
ωl(eαj ,m)
)
= aˆi¯j¯Ej¯m.
Similarly, we can check that other relations in (2.3) and (2.4). (2.5) is clear. For i¯ ∈ I¯ re∩ I¯ ◦
and j¯ ∈ I¯ ◦, note that (adEi¯)@(Ej¯m) ∈ gωαˆj¯+@αˆi¯ for @  0. By considering the root system
of gω (see Proposition 3.14(a)) and using the representation theory of sl2(C), we see that
(adEi¯)
1−aˆi¯j¯ (Ej¯m)= 0. Hence, (2.6) holds.
Let i¯, j¯ ∈ I¯ such that aˆi¯j¯ = 0. If i¯ = j¯ , then [Ei¯m,Ej¯n] ∈ gωαˆi¯+αˆj¯ . Since (αˆi¯ |αˆj¯ )= 0, we
have αˆi¯ + αˆj¯ /∈Φω by Proposition 3.14(b), and this implies that [Ei¯m,Ej¯n] = 0. If i¯ = j¯ ,
then we also have [Ei¯m,Ei¯n] = 0 by Example 3.5. Therefore, (2.7) holds. Therefore, Θ1
is a well-defined homomorphism. Since Θ1|hˆ◦ = ϕ−1|hˆ◦ is one-to-one (hˆ◦ is the Cartan
subalgebra of gˆ◦), KerΘ1 is a graded ideal in gˆ◦ which intersects hˆ◦ trivially. Therefore,
KerΘ1 is trivial and Θ1 is one-to-one. This completes the proof. ✷
Remark 4.4. Note that I¯ ◦ = I¯ if ω = σ . When g is a Borcherds algebra (or generalized
Kac–Moody algebra) and ω = σ , the above proposition was proved by Naito and gˆ = gˆ◦
was called a folding subalgebra [22].
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Now we are in a position to state and prove the main theorem of this section.
Theorem 4.5 (cf. [2,24]). Let g be a Borcherds superalgebra, ω the finite order
automorphism given in (3.6) and gω the fixed point subalgebra of g. Then there exists
a Borcherds superalgebra G containing gˆ◦ such that
[gω,gω] ∼= [G,G]/a, (4.6)
where a is an ideal of G′ lying in its center.
Proof. We will prove in a similar way as in [3]. For each n ∈N, we set
gω±n =
⊕
αˆ∈Φ̂
ht(αˆ)=±n
gωαˆ
and define gω(n) to be the subalgebra of gω generated by gωk (|k| n). We will show by
induction that
(F) there exists a Borcherds superalgebra Gn and a surjective homomorphism
Θn :G
′
n→ gω(n)
satisfying
(F1) Θn preserves the triangular decomposition,
(F2) Θn preserves the standard invariant form,
(F3) KerΘn ⊂Z(G′n)⊂H′n where H′n is the Cartan subalgebra of G′n.
Note that (F2) implies that the standard invariant form on gω is nondegenerate when it is
restricted to gω(n) ∩ (gω+ ⊕ gω−).
For n= 1, takeG1 = gˆ◦ (see Proposition 4.3). ThenΘ1 satisfies (F1)–(F3). Suppose that
(F) holds for n− 1 for n 2. First, we denote by (Â(n− 1), m̂(n− 1)), the corresponding
Borcherds–Cartan data of Gn−1, where the index set is I¯ (n−1) and Â(n− 1)= (aˆst ). Note
that (Â(1), m̂(1))= (Â◦, m̂◦). Let eˆt , fˆt , and hˆt (t ∈ I¯ (n−1)) be the generators of G′n−1 and
put Et =Θn−1(eˆt ), Ft =Θn−1(fˆt ), and Ht =Θn−1(hˆt ) (t ∈ I¯ (n−1)). For convenience, we
omit the second subscript for charges in positive and negative generators but it does not
affect our arguments in this proof.
Set Vn = gωn ⊕ gω−n and Wn = gω(n − 1) ∩ Vn. By Proposition 3.9, ( | )|Vn is
nondegenerate and by our induction hypothesis, ( | )|Wn is also nondegenerate. Let W⊥n
be the orthogonal complement of Wn in Vn. Then, we have Vn =Wn ⊕W⊥n and ( | )|W⊥n
is nondegenerate (see [17, Chapter 15]). Choose dual bases {Et | t ∈ I¯n} and {Ft | t ∈ I¯n}
of W⊥n ∩ g+ and W⊥n ∩ g−, respectively, for some index set I¯n, so that (Et |Ft) > 0 and
(Et |Fs)= 0 for s = t . For such Et and Ft , we can write
Et =
∑
0k<Nα
ωk(eα), Ft =
∑
0k<Nα
ωk(fα), (4.7)
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where eα ∈ gα and fα ∈ g−α for some α ∈ Q+ with ht(α) = n. Note that Et ∈ gωαˆ and
Ft ∈ gω−αˆ where αˆ = π(α). Since ω preserves ( | ), (Et |Ft )=Nα(eα|fα) and we have
[Et,Ft ] = (Et |Ft )
Nα
∑
0k<Nα
ψ
(
σ ∗k(α)
) = 0 (4.8)
where ψ is defined in Proposition 2.2(f). Set Ht = [Et,Ft ]. In fact, Ht =∑i¯∈I¯ ci¯Hi¯ with
ci¯  0.
Now, we define aˆst by [Hs,Et ] = aˆstEt where either of s and t is in I¯n and then
extend Â(n − 1) to Â(n) where I¯ (n) = I¯ (n−1) unionsq I¯n. If aˆt t > 0, we assume that aˆt t = 2
with (Et |Ft) > 0 by multiplying suitable scalars to Ht , Et , and Ft . We can also check that
[Et,Fs ] = 0 if t = s because (Et |Fs)= 0 for t = s.
Lemma 4.6. Â(n) is a symmetrizable Borcherds–Cartan matrix.
Proof. Note that for each s, t ∈ I¯ (n),
aˆst (Et |Ft)=
([Hs,Et ]∣∣Ft)= (Hs |Ht)= aˆts(Es |Fs). (4.9)
Since (Et |Ft ) > 0 for all t ∈ I¯ (n), Â(n) is symmetrizable; if we put D̂n = diag(1/(Et |Ft ) |
t ∈ I¯ (n)), then D̂nÂ(n) is symmetric.
Also note that if Es ∈ g(0)(α) ⊂ gωπ(α) and Et ∈ g(0)(β) ⊂ gωπ(β) for some α,β ∈Q+, then by
Lemma 3.6, we have
1
(Es |Fs)(Et |Ft) (Hs |Ht) =
1
NαNβ
( ∑
0k<Nα
ψ
(
σ ∗k(α)
) ∣∣∣∣ ∑
0l<Nβ
ψ
(
σ ∗l (β)
))
= 1
NαNβ
( ∑
0k<Nα
σ ∗k(α)
∣∣∣∣ ∑
0l<Nβ
σ ∗l (β)
)
= 1
NαNβ
NαNβ
(
π(α)
∣∣ π(β))= (π(α) ∣∣ π(β)). (4.10)
Now, let us check that Â(n) is a Borcherds–Cartan matrix. It is clear that aˆss = 2 or
 0 for all t ∈ I¯ (n). For s, t ∈ I¯ (n) (s = t), suppose that aˆss, aˆt t  0. If Es ∈ gωαˆ and
Et ∈ gω
βˆ
for some αˆ, βˆ ∈ Φω+, then we have (αˆ|αˆ), (βˆ|βˆ)  0 by (4.9) and (4.10). From
Propositions 2.3(d) and 3.12, we can deduce that (αˆ|βˆ)  0 and therefore aˆst , aˆts  0.
Suppose that aˆss = 2, then by Proposition 3.14(a) and the representation theory of sl2(C),
we have (adEs)1−aˆst (Et ) = 0, which implies that aˆst ∈ Z0 (aˆst ∈ 2Z0 if s is an odd
index) and aˆts  0 by (4.9). Finally, aˆst = 0 implies aˆts = 0 by (4.9). Therefore, Â(n) is
a Borcherds–Cartan matrix. ✷
Note that if Et,Es, . . . ∈ g(0)(α) for some α ∈ Q, then we may assume that [Et,Ft ] =[Es,Fs ] = · · · and rewrite them as Et1,Et2, . . . using the second subscript for charges.
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Lemma 4.7. The generators Et,Ft ,Ht (t ∈ I¯ (n)) satisfy the relations given in Defini-
tion 2.1.
Proof. (2.2) is clear. For (2.3), let [Hs,Ft ] = cFt . Then c(Et |Ft ) = (Et |[Hs,Ft ]) =
−(Ht |Hs) = −aˆst (Et |Ft ) by definition of aˆst . Hence [Hs,Ft ] = −aˆstFt . (2.5) is clear
since we have chosen {Et } and {Ft } such that (Et |Fs)= 0 for s = t . (2.6) has already been
shown in Lemma 4.6.
It remains to show (2.7). Suppose that aˆst = 0. We may assume that aˆss, aˆt t  0. Let
Et ∈ g(0)(α) ⊂ gωπ(α) and Es ∈ g(0)(β) ⊂ gωπ(β). By (4.10), we have
aˆst = (Es |Fs)
(
π(α)
∣∣π(β))= (Es |Fs)(αˆ∣∣βˆ)= 0, (4.11)
where αˆ = π(α) and βˆ = π(β). By our hypothesis on ω and Proposition 3.14(b), we have
[Et,Es] = 0. ✷
Now, we set Gn = g(Â(n), m̂(n)). By construction, Gn−1 ⊂ Gn. Let eˆt , fˆt , and hˆt
(t ∈ I¯ (n)) be the generators of G′n and define Θn :G′n → gω(n) by Θn(eˆt )=Et, Θn(fˆt )=
Ft , and Θn(hˆt )=Ht , which is an extension of Θn−1. Then, Θn is a well-defined surjective
homomorphism preserving the triangular decomposition. Note that (hˆs |hˆt )= (Es |Fs)aˆts =
(Hs |Ht) = (Θn(hˆt )|Θn(hˆs)) for all hˆs , hˆt . By following the proof of Proposition 2.2
(see [8,11]), we can say that Θn preserves standard invariant form. Therefore, Θn satisfies
(F1) and (F2).
Suppose that KerΘn∩(G+n ⊕G−n ) = 0 and x ∈ KerΘn∩(G+n ⊕G−n )\{0}. Since KerΘn
is a graded ideal, we may assume that x is a root vector in G+n . By Proposition 2.2, there
exists y ∈G−n such that (x|y) > 0. Then (Θn(x)|Θn(y))= (x|y) = 0 and this implies that
Θn(x) = 0. This is a contradiction. Therefore, KerΘn ∩ (G+n ⊕G−n )= 0.
Let z ∈ KerΘn. For each root vector x ∈ G+n , [z, x] = cx for some c ∈ C. Since
cΘn(x)=Θn([z, x])= [Θn(z),Θn(x)] = 0 and Θn(x) = 0, we have c= 0 or equivalently
[z, x] = 0. Similarly we have [z, y] = 0 for each root vector y ∈ G−n . This implies that
KerΘn ⊂Z(G′n), which proves (F3). Our induction completes.
Let G = lim−→Gn be the direct limit of the direct system {Gn | n  1}. Then G is also
a Borcherds superalgebra and G′ = [G,G] = lim−→G′n. Note that [gω,gω] = lim−→ gω(n) since[gω,gω] is the subalgebra generated by gω±, and we have a surjective homomorphism
Θ = lim−→Θn : [G,G]→ [gω,gω]. Therefore, Θ induces an isomorphism
[G,G]/a∼= [gω,gω] (4.12)
where a=KerΘ ⊂ Z(G′). ✷
Example 4.8. (a) If g is finite-dimensional, then [gω,gω] is a direct sum of finite-
dimensional contragradient Lie superalgebras.
(b) Let L be a free Lie superalgebra generated by a Z2-graded vector space V = V0¯⊕V1¯
over C. Let I = Z2. Consider the Borcherds–Cartan data (A,m) where A = (aij ) with
aij < 0 and mi = sdimVi for i, j ∈ Z2. Then L is isomorphic to the positive (or negative)
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part of g(A,m). Let ω be a finite order automorphism of L induced from an element in
GL(V0¯)×GL(V1¯). Then the fixed point subalgebra Lω is also free since there is no relation
on the generators of Lω as we have seen in the proof of the previous theorem. Furthermore,
it is also known that the rank of Lω is infinite if dimV > 2 (see [5,19]).
Finally, let us close this section with some remarks on the case ω = σ . In this case,
I¯ ◦ = I¯ and Ŵ ◦ = Ŵ .
Proposition 4.9. If αˆ ∈Φσ has a positive norm, then αˆ ∈ Φ̂re and dimgσ
αˆ
= 1.
Proof. Choose βˆ ∈ (Ŵ · αˆ) ∩ Q̂+ such that ht(βˆ) is minimal. If |supp(βˆ)|  2, then
βˆ(hˆi¯ )  0 for all i¯ ∈ I¯ re, which implies that βˆ ∈ Φ̂ im and (βˆ|βˆ)  0. Hence βˆ = nαˆi¯
for some n  1 and i¯ ∈ I¯ . Also (αˆ|αˆ) > 0 implies that i¯ ∈ I¯ re and εi  2 since aˆi¯i¯ =
εi(1+ aii − εi). By Proposition 4.2(c), sdimgσαˆ = sdimgσnαˆi¯ .
It is easy to check that gσ
nαˆi¯
= 0 only if (i) n = 1 or (ii) n = 2 and i ∈ I odd with
dimgσ
nαˆi¯
= 1. ✷
Corollary 4.10. Let g be a Kac–Moody algebra with a diagram automorphism σ . Then we
have
(a) Φσ = Φ̂.
(b) sdim gˆαˆ  sdimgσαˆ for all αˆ ∈ Φ̂ .(c) gσ is isomorphic to gˆ if g is a finite-dimensional simple Lie algebra.
Proof. For (a), Φσ ⊂ Φ̂ follows from the proof of Proposition 4.9. Φσ ⊃ Φ̂ follows from
Proposition 4.3. (b) follows from Proposition 4.3. (c) is direct from (a) and (b). ✷
5. Orbit Lie superalgebras
Now, we will construct a Borcherds superalgebra g˘= g(σ ) associated with the diagram
automorphism σ of g(A,m). Let σ be a diagram automorphism of the Borcherds–Cartan
data (A,m).
Let Aˇ= Aˇ(σ )= (aˇi¯,j¯ )i¯,j¯∈I¯ be the square matrix indexed by I¯ whose entries are defined
by
aˇi¯j¯ = εj
∑
0k<Nj
aiσ k(j) for i¯, j¯ ∈ I¯ . (5.1)
Let
I˘ = {i ∈ I¯ | εi  2 for i ∈ I re, εi = 1 for i ∈ I im}. (5.2)
Since aˇi¯i¯ = εi(aii + 1− εi), the condition on I˘ is equivalent to aˇi¯i¯ = aii for all i¯ ∈ I¯ .
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One can easily verify that Aˇ is a symmetrizable Borcherds–Cartan matrix. For instance,
let sˇi¯ = Niεisi (i¯ ∈ I¯ ) and let Dˇ = diag(sˇi¯ | i¯ ∈ I¯ ). Then DˇAˇ is symmetric. We define a
charge mˇ= (mˇi¯ | i¯ ∈ I¯ ) by mˇi¯ =mi. By using the similar arguments in Lemma 3.3, we can
check that (Aˇ, mˇ) are also Borcherds–Cartan data.
Consider the Borcherds superalgebra gˇ = g(Aˇ, mˇ) associated with the Borcherds–
Cartan data (Aˇ, mˇ). We denote by eˇi¯k , fˇi¯k , hˇi¯ , dˇi¯ (i¯ ∈ I¯ ,1  k  |mi |), the generators
of gˇ, and by hˇ= (⊕i¯∈I¯ Chˇi¯ )⊕ (⊕i¯∈I¯ Cdˇi¯ ), the Cartan subalgebra of gˇ.
Definition 5.1. The orbit Lie superalgebra g˘ = g(σ ) is the subalgebra of gˇ generated by
eˇi¯k , fˇi¯k (i¯ ∈ I˘ ,1 k  |mi |), and hˇ.
Remark 5.2. The notion of orbit Lie algebras were introduced by Fuchs, Schellekens,
and Schweigert in [6] in solving the problem of fixed point resolution in conformal field
theory. They used orbit Lie algebras to compute twisted characters of integrable highest
weight modules over symmetrizable Kac–Moody algebras for diagram automorphisms.
Their results were generalized to the case of Borcherds algebras in [7] and to the case of
Borcherds superalgebras in [16].
We denote by Π˘ = {αˇi¯ | i¯ ∈ I˘ }, the set of simple roots of g˘ and denote by Φ˘ , the set of
roots of g˘. Note that I˘ re = I˘ ∩ I re, I˘ im = I˘ ∩ I im, I˘ even = I˘ ∩ I even, and I˘ odd = I˘ ∩ I odd.
As in the case of g, there is a symmetric bilinear form on hˇ∗ satisfying (λ|αˇi¯ )= λ(sˇi¯ hˇi¯ )
for λ ∈ hˇ∗, i¯ ∈ I¯ (see (2.12)). Define a C-linear isomorphism φ : (h∗)(0)→ hˇ∗ by
φ(λ)
(
hˇi¯
)= λ(hi), φ(λ)(dˇi¯)= ε−1i λ(di) (5.3)
for λ ∈ (h∗)(0), i¯ ∈ I¯ . First, observe that, φ−1(αˇi¯ )= εi
∑
0k<Ni ασk(i) for i¯ ∈ I¯ . Then we
obtain the following lemma similar to Lemma 3.6.
Lemma 5.3. For λ, µ ∈ (h∗)(0), we have
(λ|µ)= (φ(λ)∣∣φ(µ)).
Equivalently, for λˇ, µˇ ∈ hˇ∗, we have(
λˇ
∣∣µˇ)= (φ−1(λˇ)∣∣φ−1(µˇ)).
Let W˘ be the Weyl group of g˘ and let w˘i¯ be a simple reflection (i¯ ∈ I˘ re). Note that
I¯ re = I˘ re. Then we have the following proposotion.
Proposition 5.4.
(a) W˘ is isomorphic to W under the map w˘i¯ "→wi¯ (i¯ ∈ I˘ re).
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(b) For each simple reflection w˘ i¯ ∈ W˘ , we have
w i¯ = φ−1w˘ i¯φ. (5.4)
Proof. (b) is clear. (a) Note that
aˆi¯j¯ aˆj¯ i¯ =
(
εi
∑
0k<Ni
aσk(i)j
)(
εj
∑
0l<Nj
aσ l(j)i
)
= εiεj NiNj
N2
( ∑
0k<N
aσk(i)j
)( ∑
0l<N
aσ l(j)i
)
= εiεj NiNj
N2
( ∑
0k<N
aiσk(j)
)( ∑
0l<N
ajσ l(i)
)
=
(
εj
∑
0l<Nj
aiσ l(j)
)(
εi
∑
0k<Ni
ajσk(i)
)
= aˇi¯j¯ aˇj¯ i¯
for all i¯, j¯ ∈ I¯ re. This implies that two Coxeter groups Ŵ and W˘ are isomorphic. By
Proposition 3.10(a), we get the desired result. ✷
From the above identification of W with W˘ , we define the sign function ε¯ :W → {±1}
of W by
ε¯(w)= ε(φwφ−1) for w ∈W,
where ε denotes the sign function of W˘ . Note that, even though W is a subgroup of W , we
use the sign function of W˘ , not the sign function of W .
Let ξ be the automorphism of g induced from {ξi ∈GL(g−αi ) | i ∈ I } (see Lemma 3.1).
For each i ∈ I , the map
ξ¯i = ξσNi−1(i)ξσNi−2(i) · · · ξσ(i)ξi (5.5)
is a C-linear automorphism of g−αi . If σξ is of finite order, then ξ¯i is also a finite order
automorphism and it is easy to check that for k  1,
tr
(
ξ¯i
∣∣g−αi )= tr(ξ¯σ k(i)∣∣g−ασk(i)). (5.6)
For each i¯ ∈ I˘ , choose ξ˘i¯ ∈GL(g˘−αˇi¯ ) such that
tr
(
ξ˘i¯
∣∣g˘−αˇi¯ )= tr(ξ¯i∣∣g−αi ). (5.7)
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Note that ξ˘i¯ is not uniquely determined. For example, if λi1, . . . , λi|mi | are eigenvalues
of ξ¯i , we may take ξ˘i¯ = diag(λi1, . . . , λi|mi |). By Lemma 3.1, there exists a unique
automorphism ξ˘ of g˘ such that
ξ˘ =
{
ξ˘i¯ on g˘−αˇi¯ for i¯ ∈ I˘ ,
id on hˇ.
(5.8)
6. Twisted characters
From now on, we fix an automorphism ω = σξ where σ is a diagram automorphism
and ξ is induced from {ξi ∈ GL(g−αi ) | i ∈ I }. We assume that the order of ω is M and the
order of σ is N .
For Λ ∈ P+, let M(Λ) be the Verma module, and V (Λ) the irreducible highest weight
module with highest weightΛ. Denote by Z(Λ) either M(Λ) or V (Λ). Then we can check
that ω induces a C-linear isomorphism
ω :Z(Λ)→Z(σ ∗(Λ)). (6.1)
Note that we have ω(Z(Λ)λ)=Z(σ ∗(Λ))σ ∗(λ) for all λΛ.
In particular, if Λ ∈ (h∗)(0), then ω induces C-linear automorphisms on Z(Λ) and we
can consider the twisted characters for ω:
chω Z(Λ)=
∑
λΛ
tr
(
ω
∣∣Z(Λ)λ)eλ, (6.2)
where the sums are taken over the weights λ with σ ∗(λ)= λ.
For a symmetric weight λ such that λ  Λ, we have Λ − λ =∑i¯∈I¯ ki¯ (αi) for some
ki¯  0. Let ξ ′ be an automorphism of g induced from {ξ ′i | i ∈ I } such that ξ ′i = id for
i ∈ I re and ξ ′i = ξi for i ∈ I im. Then we have
tr
(
ω
∣∣Z(Λ)λ)= ( ∏
i¯∈I¯ , aii>0
ξ¯
ki¯
i
)
tr
(
σξ ′
∣∣Z(Λ)λ). (6.3)
Therefore, it suffices to compute traces for σξ ′, and we assume from now on that
ξi = id for i ∈ I re. (6.4)
Note that σ ∗(Φ±)=Φ±, σ ∗(Φ±0¯ )=Φ
±
0¯ , σ
∗(Φ±1¯ )=Φ
±
1¯ . Thus Φ
± is a disjoint union
of σ ∗-orbits of the elements in Φ±. Let S± denote the set of representatives of σ ∗-orbits
in Φ± and set S±0¯ = S± ∩Φ0¯, S±1¯ = S± ∩Φ1¯.
Then, by the PBW Theorem, we have
U
(
g±
)∼= Sym(g±0¯ )⊗Λ(g±1¯ ), (6.5)
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where Sym(g±0¯ )
∼=⊗α∈S±0¯ Sym(g(α)), and Λ(g±1¯ )∼=⊗β∈S±1¯ Λ(g(β)) as C-vector spaces.
Hence the twisted character of the Verma module M(0) for ω is given by
chω M(0) =
∑
λ0
tr
(
ω
∣∣M(0)λ)eλ
=
∏
α∈S+0¯
( ∞∑
m=0
tr
(
ω
∣∣Symm(g(−α)))e−m(α)/Nα)
×
∏
β∈S+1¯
( ∞∑
n=0
tr
(
ω
∣∣Λn(g(−β)))e−n(β)/Nβ)
=
∏
α∈S+0¯
exp
( ∞∑
m=1
1
m
tr(ωm|g(−α))e−m(α)/Nα
)
×
∏
β∈S+1¯
exp
(
−
∞∑
n=1
(−1)n
n
tr(ωn|g(−β))e−n(β)/Nβ
)
=
∏
α∈S+
exp
( ∞∑
m=1
1
m
str(ωm|g(−α))E−m(α)/Nα
)
=
∏
α∈Φ+
exp
( ∞∑
m=1
1
mNα
str(ωm|g(−α))E−m(α)/Nα
)
.
Set Rω = chω M(0)−1. Then we have the following proposition.
Proposition 6.1. For all w ∈W , we have
w
(
eρRω
)= ε¯(w)eρRω. (6.6)
Proof. It suffices to prove our assertion for w i¯ ∈W (i¯ ∈ I˘ re). Since we assume that ξi = id
for i ∈ I re, we have I˘ re = I¯ re ∩ I¯ ◦ = I¯ re.
We first consider the case when εi = 1. Suppose α = αi and α = 2αi . Let w adi¯
be the automorphism defined in (4.2). Then we have w ad
i¯
= ∏0k<Ni ωk(wadi ) =∏
0k<Ni w
ad
σk(i)
.
By definition, w ad
i¯
commutes with ω and it follows that
str(ωm|g(−α))= str
(
w ad
i¯
ωmw ad−1
i¯
∣∣g(−wi¯α))= str(ωm|g(−wi¯α)). (6.7)
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Suppose α = αi and i ∈ I even. Since
str(ωm|g(−αi))=
{
Ni if m≡ 0 (mod Ni),
0 otherwise, (6.8)
we have
exp
(
−
∞∑
m=1
1
m
str(ωm|g(−αi))E−m(αi)/Ni
)
= (1−E−(αi )), (6.9)
and w i¯(eρ(1−E−(αi )))= eρ−(αi)(1−E(αi))=−eρ(1−E−(αi)).
Similarly, if α = αi or α = 2αi for i ∈ I odd, then
exp
(
−
∞∑
m=1
1
m
str(ωm|g(−αi))E−m(αi)/Ni
)
exp
(
−
∞∑
m=1
1
m
str(ωm|g(−2αi))E−m(2αi)/Ni
)
= (1−E−(αi ))−1(1−E−(2αi)),
and
w i¯
(
eρ
(
1−E−(αi))−1(1−E−(2αi))) = eρ−(αi)(1−E(αi))−1(1−E(2αi))
= eρ−(αi)(1+ e(αi))−1(1− e(2αi))
= −eρ(1−E−(αi))−1(1−E−(2αi)).
Next, we consider the case when εi = 2. In this case, we have ai,σNi /2(i) = −1, which
implies that i ∈ I even. Suppose α = αk and α = αk + ασNi /2(k) for any k = σ l(i) (0 l <
Ni/2). As in the case of εi = 1, we have
w ad
i¯
=
∏
0l<Ni/2
wad
σ l (i)
wad
σ l+Ni /2(i)w
ad
σ l (i)
. (6.10)
Also we have ωw ad
i¯
=w ad
i¯
ω. Hence
str(ωm|g(−α))= str
(
w ad
i¯
ωmw ad−1
i¯
∣∣g(−wi¯α))= str(ωm|g(−wi¯α)). (6.11)
If α = αk or α = αk + ασNi /2(k) for some k = σ l(i) (0  l < Ni/2) (that is, (α) = (αi)),
then
exp
(
−
∞∑
m=1
1
m
str(ωm|g(−αi))E−m(αi)/Ni
)
= (1−E−(αi )),
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exp
(
−
∞∑
m=1
1
m
str
(
ωm
∣∣g(−αi−ασNi /2(i)))E−2m(αi+ασNi /2(i))/Ni
)
= (1+E−(αi)),
and w i¯(eρ(1 − E−(αi))(1 + E−(αi))) = −eρ(1 − E−(αi))(1 + E−(αi)), which completes
the proof of our assertion. ✷
Proposition 6.2. For Λ ∈ P+ and w ∈W , we have
w
(
chω V (Λ)
)= chω V (Λ). (6.12)
Proof. The proof is similar to the one given in [16]. ✷
Let φ : (h∗)(0) → hˇ∗ be the C-linear isomorphism given by (5.3), and extend it to a
C-linear map φ :C[[(h∗)(0)]]→C[[hˇ∗]] by φ(eλ)= eφ(λ) for λ ∈ (h∗)(0).
Now, we can show that the twisted character chω V (Λ) satisfies a certain character
formula, which is a main result of this section.
Theorem 6.3 (cf. [6,7,16]). For Λ ∈ P+ ∩ (h∗)(0), we have
φ
(
chω V (Λ)
)= chξ˘ V˘ (φ(Λ)), (6.13)
where V˘ (φ(Λ)) is the irreducible highest weight g˘-module with highest weight φ(Λ) and
ξ˘ is the automorphism of g˘ induced from ξ given in (5.8).
Proof. To prove the theorem, we need several lemmas. The main idea is to follow the
original proof of Weyl–Kac–Borcherds character formula (Theorem 2.5), modifying it to
the twisted case.
By following the arguments in [11, Sections 9.6, 9.7], we obtain the following lemma.
Lemma 6.4. Under the above hypothesis, we have
chω V (Λ)=
∑
λΛ
|λ+ρ|2=|Λ+ρ|2
cλ chω M(λ), for some cλ ∈C. (6.14)
Since chωM(λ)= eλ chωM(0), by (6.14), we have
eρRω chω V (Λ)=
∑
λΛ
|λ+ρ|2=|Λ+ρ|2
cλe
λ+ρ. (6.15)
We may assume that the sum in the right-hand side of (6.15) is taken over the symmetric
weights λ.
Let Φ+(Λ) be the set defined in (2.15) and let Φ+(Λ)σ =Φ+(Λ) ∩ (h∗)(0). Then it is
easy to check that Φ+(Λ)σ is the set of elements
∑
i¯∈I˘ im ni¯(αi) such that ((αi)|(αj ))= 0
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if ni¯ , nj¯  1 for i¯ = j¯ , (Λ|(αi))= 0 if ni¯  1, and ((αi)|(αi))= 0 if ni¯  2. Then by the
same argument as in [16], we obtain the following lemma.
Lemma 6.5.
eρRω chω V (Λ)=
∑
w∈W
ε¯(w )
∑
β∈Φ+(Λ)σ
cΛ−βew(Λ−β+ρ).
Now, it remains to determine cΛ−β for β ∈Φ+(Λ)σ . First, we observe that chω V (Λ)
contains no term of the form eΛ−
∑
i∈I im niαi , where (Λ|αi)= 0 for all i such that ni  1.
Hence, in order to determine cΛ−β , we have only to compute the coefficient of e−β
in Rω . Note that ((αi)|(αj )) = 0 implies that ασk(i) + ασ l(j) /∈ Φ for all k, l. Let β =∑
i¯∈I˘ im ni¯(αi) ∈Φ+(Λ)σ .
Case 1. ni¯ = 0 and (αi |αi) < 0 (or ((αi)|(αi)) < 0).
Then
⊕∞
n=1 g−nαi is a free Lie superalgebra generated by g−αi and
∞∏
n=1
exp
(
−
∞∑
m=1
1
m
str(ωm|g(−nαi))E−m(nαi)/Ni
)
=
∞∏
n=1
exp
(
−
∞∑
k=1
1
k
str
(
ξ¯ ki
∣∣g−nαi )E−k(nαi )
)
= 1− str(ξ¯i ∣∣g−αi )E−(αi¯ ) = 1− tr(ξ¯i ∣∣g−αi )e−(αi¯ ),
where the last equation comes from the twisted denominator identity of
⊕∞
n=1 g−nαi for ξ¯i
(see [16]). Note that 1− tr(ξ¯i |g−αi )e−(αi¯ ) is the only factor of Rω, which contains the term
e−(nαi) (n 1).
Case 2. ni¯ = 0 and (αi |αi)= 0 (or ((αi)|(αi))= 0).
Then, the only factor of Rω, which contains the term e−(nαi) (n 1) is as follows:
exp
(
−
∞∑
m=1
1
m
str(ωm|g(−αi))E−m(αi)/Ni
)
= exp
(
−
∞∑
k=1
1
k
str
(
ξ¯ ki
∣∣g−αi )E−k(αi)
)
=
{∑
m0(−1)m tr
(
ξ¯i
∣∣∧m(g−αi ))E−m(αi ) if i ∈ I even,∑
m0 tr
(
ξ¯i
∣∣Symm(g−αi ))E−m(αi) if i ∈ I odd,
=
{∑
m0(−1)m tr
(
ξ¯i
∣∣∧m(g−αi ))e−m(αi) if i ∈ I even,∑
m0(−1)m tr
(
ξ¯i
∣∣Symm(g−αi ))e−m(αi) if i ∈ I odd, (6.16)
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where the second equation comes from simple combinatorial identities on symmetric
functions (see [18]).
Hence we obtain
cΛ−β = (−1)
∑
ni¯
∏
i¯∈I˘ even
tr
(
ξ¯i
∣∣Λni¯ (g−αi )) ∏
i¯∈I˘ odd
tr
(
ξ¯i
∣∣Symni¯ (g−αi )). (6.17)
Note that by definition of ξ˘ we have
cΛ−β = (−1)
∑
ni¯
∏
i¯∈I˘ even
tr
(
ξ˘i¯
∣∣Λni¯ (g˘−αˇi )) ∏
i¯∈I˘ odd
tr
(
ξ˘i¯
∣∣Symni¯ (g˘−αˇi )). (6.18)
Set
ε
(
φ(β), ξ˘
)= (−1)ht(φ(β)) ∏
i¯∈I˘ even
tr
(
ξ˘i¯
∣∣Λni¯ (g˘−αˇi )) ∏
i¯∈I˘ odd
tr
(
ξ˘i¯
∣∣Symni¯ (g˘−αˇi )). (6.19)
In particular, we have ε(φ(β), id)= ε(φ(β)) (see (2.16)). When Λ= 0, we get
Rω =
∑
w∈W
ε¯(w )
∑
β∈Φ+(0)σ
c−βew(β+ρ)−ρ. (6.20)
Since φ((αi)) = αˇi¯ for i¯ ∈ I˘ im, Lemma 5.3 implies that ((αi)|(αj )) = 0 if and only if
(αˇi¯ |αˇj¯ )= 0, and (Λ|(αi))= 0 if and only if (φ(Λ)|αˇi¯ )= 0. It follows that φ(Φ+(Λ)σ )=
Φ˘+(φ(Λ))⊂ hˇ∗. Note that if ρ is a Weyl vector of g, then φ(ρ)= ρ˘ is a Weyl vector of g˘.
Therefore, we obtain
φ
(
chω V (Λ)
) = ∑w∈W ε¯(w )∑β∈Φ+(Λ)σ cΛ−βeφ(w(Λ−β+ρ)−ρ)∑
w∈W ε¯(w )
∑
γ∈Φ+(0)σ c−γ eφ(w(−γ+ρ)−ρ)
=
∑
w˘∈W˘ ε(w˘)
∑
βˇ∈Φ˘+(φ(Λ)) cΛ−φ−1(βˇ)e
w˘(φ(Λ)−βˇ+ρ˘)−ρ˘∑
w˘∈W˘ ε(w˘)
∑
γˇ∈Φ˘+(0) c−φ−1(γˇ )ew˘(−γˇ+ρ˘)−ρ˘
=
∑
w˘∈W˘ (−1)l(w˘)
∑
βˇ∈Φ˘+(φ(Λ)) ε(βˇ, ξ˘ )e
w˘(φ(Λ)−βˇ+ρ˘)−ρ˘∑
w˘∈W˘ (−1)l(w˘)
∑
γˇ∈Φ˘+(0) ε(γˇ , ξ˘ )ew˘(−γˇ+ρ˘)−ρ˘
. (6.21)
Also, if we apply the arguments in the proof to the case of σ = id, we observe that the
last equation is a twisted character of V˘ (φ(Λ)) for ξ˘ . Therefore, we have φ(chω V (Λ))=
chξ˘ V˘ (φ(Λ)). This completes the proof. ✷
Corollary 6.6. For Λ ∈ P+, we have
chξ V (Λ)=
∑
w∈W(−1)l(w)
∑
β∈Φ+(Λ) ε(β, ξ)ew(Λ−β+ρ)−ρ∑
w∈W(−1)l(w)
∑
γ∈Φ+(0) ε(γ, ξ)ew(−γ+ρ)−ρ
, (6.22)
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where
ε(β, ξ)= (−1)ht(β)
∏
i∈I even
tr
(
ξi
∣∣Λni (g−αi )) ∏
i∈I odd
tr
(
ξi
∣∣Symni (g−αi )). (6.23)
Corollary 6.7. For Λ ∈ P+ ∩ (h∗)(0), we have
φ
(
chωM(Λ)
)= chξ˘ M˘(φ(Λ)) (6.24)
where M˘(φ(Λ)) is the Verma module over g˘ with highest weight φ(Λ).
Proof. By (6.20), we have
φ(Rω)= φ
(
chω M(0)
)−1 = ∑
w˘∈W˘
(−1)l(w˘)
∑
γˇ∈Φ˘+(0)
ε(γˇ , ξ˘ )ew˘(−γˇ+ρ˘)−ρ˘ . (6.25)
Also by following the same argument in the proof of the above theorem, we can say that
chξ˘ M˘(0)
−1 =
∏
αˇ∈Φ˘
exp
(
−
∞∑
m=1
1
m
str
(
ξ˘m
∣∣g˘−αˇ)E−mαˇ
)
=
∑
w˘∈W˘
(−1)l(w˘)
∑
γˇ∈Φ˘+(0)
ε(γˇ , ξ˘ )ew˘(−γˇ+ρ˘)−ρ˘ .
Therefore, we get
φ
(
chω M(Λ)
) = φ(eΛ chω M(0))= eφ(Λ)φ(R−1ω )
= eφ(Λ) chξ˘ M˘(0)= chξ˘ M˘
(
φ(Λ)
)
. ✷
Now, let ξ be an automorphism not necessarily satisfying the condition (6.4). Let ξ ′ be
the automorphism of g induced by {ξ ′i | i ∈ I } such that ξ ′i = id for i ∈ I re and ξ ′i = ξi for
i ∈ I im. By (6.3), we have
tr
(
ω
∣∣Z(Λ)λ) = ( ∏
i¯∈I¯ , aii>0
ξ¯
ki¯
i
)
tr
(
σξ ′|Z(Λ)λ
)= ( ∏
i¯∈I¯ , aii>0
ξ¯
ki¯
i
)
tr
(
ξ˘ ′
∣∣Z˘(φ(Λ))φ(λ))
= tr(ξ˘ ∣∣Z˘(φ(Λ))φ(λ)).
Therefore, Theorem 6.3 and Corollary 6.7 hold without the condition (6.4) on ξ .
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7. Root multiplicity formula for gω
Let d be a nonnegative integer. Consider the orbit Lie superalgebra g(σ d) associated
with σd . Note that if d ≡ d ′ (mod N) where |σ | =N , then g(σ d)= g(σ d ′).
Let ξ(d) be the automorphism of g such that
ξ(d)|g−αi = ξσd−1(i) · · ·ξσ(i)ξi (7.1)
for all i ∈ I . Then it is easy to check that
ωd = σdξ(d). (7.2)
As in the case of g˘= g(σ ), we can define the following objects corresponding to σd :
• I¯ (d): the set of representatives of σd -orbits in I .
• Ni(d): the number of elements in σd -orbit of i ∈ I .
• εi(d)= 1−∑0<k<Ni(d) aσdk(i)i .
• Q̂(d)=⊕i¯∈I¯ (d)Zαˆi¯ .
For each d  1, we define the extended root lattice of g(σ d),
Qˇe(d)=
⊕
i¯∈I¯ (d)
Z
1
ci(d)
αˇi¯ ,
where ci(d) = εi(d)Ni(d). Let ιd : Q̂(d)→ Qˇe(d) be the Z-linear isomorphism defined
by
ιd(αˆi¯ )=
1
ci(d)
αˇi¯ .
We define a map φd :Q→ Qˇe(d) by
φd(αi)= 1
ci(d)
αˇi¯ ,
and define φd : Qˇe(d)→ Qˇe(1)= Qˇe by
φd
(
1
ci(d)
αˇi¯
)
= 1
ci(1)
αˇi¯ .
Also we define πd :Q→ Q̂(d) by πd(αi)= αˆi¯ and πd : Q̂(d)→ Q̂ by πd(αˆi¯ )= αˆi¯ . Note
that φ1|Q∩(h∗)(0) = φ and π1 = π where φ was defined in (5.3) and π was defined in
Section 3. For convenience, we write ι= ι1, φ = φ1, and π = π1.
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Then we have the following commutative diagram:
Qˇe(d)
φd
Q̂(d)
πd
ιd
Q
φd πd
φ π
Qˇe Q̂
ι
Let W˘ (d) be the Weyl group of g(σ d) and let Φ˘+d (0) be the set defined in (2.15)
corresponding to g(σ d). Set
Qˇ+(d)=
∑
i¯∈I¯ (d)
Z0
1
ci(d)
αˇi¯ .
For α ∈ Qˇ+(d), we define Pd(α) to be the set of partitions of α (see (2.19)). For w ∈ W˘ (d)
and β ∈ Φ˘+d (0), set
cw,β
(
ωd
)= ε(β, ξ˘(d))(−1)p(β)+l0(w) (7.3)
where ξ˘ (d) is the automorphism of g(σ d) induced from ξ(d) (see (5.8)) and ε(β, ξ˘ (d)) is
defined in (6.19). Then we define the twisted Witt partition function of α for ωd to be
Wωd (α)=
∑
s∈Pd(α)
(−1)|s| (|s| − 1)!
s!
∏(
cw,β
(
ωd
))sw,β . (7.4)
Note that
Rωd =
∏
α∈Φ+
exp
(
−
∞∑
m=1
1
mNα(d)
str
(
ωdm
∣∣g(−α))E−m(α)/Nα(d)
)
(7.5)
where Nα(d) is the number of elements in the (σ ∗)d -orbit of α and
g(−α) =
⊕
0k<Nα(d)
g(σ ∗)dk(−α).
Then we have
φd(Rωd ) =
∏
α∈Φ+
exp
(
−
∞∑
m=1
1
mNα(d)
str
(
ωdm
∣∣g(−α))E−mφd ((α))/Nα(d))
=
∏
β∈Qˇ+(d)
exp
(
−
∞∑
m=1
1
m
str
(
ωdm
∣∣g[−β]d )E−mβ
)
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=
∑
w∈W˘ (d)
∑
γ∈Φ˘+d (0)
cw,γ (ω
d)Ew(ρ−γ )−ρ by (6.25),
where g[−β]d =
⊕
φd (α)=β g−α. Taking logarithm on both sides of the above equation, we
get
∑
β∈Qˇ+(d)
∞∑
m=1
1
m
str
(
ωdm
∣∣g[−β]d )E−mβ = ∑
α∈Qˇ+(d)
Wωd (α)E
−α. (7.6)
Again by taking φd on both sides of the above equation,
∑
β∈Qˇ+
∞∑
m=1
1
m
str
(
ωdm
∣∣g[−β])E−mβ = ∑
α∈Qˇ+
Wωd [α]dE−α (7.7)
where g[−β] = g[−β]1 and Wωd [α]d =
∑
φd(γ )=α Wωd (γ ). Comparing the coefficients of
E−β in both sides, we obtain∑
k>0
β=kτ
1
k
str
(
ωdk
∣∣g[−τ ])=Wωd [β]d. (7.8)
Finally, if we apply Möbius inversion, we have the following supertrace formula for ωk
(compare with Theorem 2.6):
Theorem 7.1. For α ∈ Qˇ+ and k  0, we have
str
(
ωk
∣∣g[−α])=∑
d |α
1
d
µ(d)Wωdk
[α
d
]dk
. (7.9)
Note that (7.9) implies the following two corollaries which were obtained in [16].
Corollary 7.2. If ξ = 1 (that is, ω= σ), then we have
str
(
σk
∣∣g[−α])=∑
l|α
1
l
∑
m|l
µ(m) sdimg
(
σmk
)
[α/l]mk (7.10)
where g(σmk)[α/l]mk =
⊕
φmk(γ )=α/l g(σmk)γ .
Proof. By Corollary 6.7, we observe that for all β ∈ Qˇ+(d),
Wσd (β)=
∑
a|β
1
a
sdimg
(
σd
)
β/a
. (7.11)
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Then we obtain (7.10). ✷
Corollary 7.3 (cf. [4,12]). Let g= g(A,m) be a Borcherds superalgebra such that aij < 0
for all i, j ∈ I . Then g± are free Lie superalgebras graded by Q±, respectively. Let ξ
be an automorphism of g such that ξ |g−αi = ξi ∈ GL(g−αi ) for i ∈ I . Then for each
α =∑i∈I kiαi ∈Q+, we have
str(ξ |g−α)=
∑
d>0
d |α
1
d
µ(d)
(∑
ki/d − 1
)!∏
(ki/d)!
∏
i∈I
(
str
(
ξdi
∣∣g−αi ))ki/d . (7.12)
Proof. It suffices to compute the twisted Witt partition function for ξd (d > 0). Note
that the Weyl group W = {1} and Φ+(0) = {αi | i ∈ I }. For each i ∈ I , set ci(ξd) =
− str(ξi |g−αi ). Also, for each α =
∑
kiαi ∈Q+, P(α)= {(ki)i∈I }. Then by (7.4), we have
Wξd (α) = (−1)
∑
ki
(∑
ki − 1
)!∏
(ki)!
∏
i∈I
ci
(
ξd
)ki
=
(∑
ki − 1
)!∏
(ki)!
∏
i∈I
(
str
(
ξdi
∣∣g−αi ))ki . ✷ (7.13)
Recall that gω is a Q̂-graded Lie superalgebra. We defined gω
αˆ
=⊕π(α)=αˆ g(0)(α) for
αˆ ∈ Q̂. Hence, the root multiplicity of gω
αˆ
is given by
sdimgω
αˆ
= 1
M
M−1∑
k=0
str
(
ωk
∣∣∣∣ ⊕
π(α)=αˆ
g(α)
)
= 1
M
M−1∑
k=0
str
(
ωk
∣∣∣∣ ⊕
φ(α)=ι(αˆ)
g(α)
)
= 1
M
M−1∑
k=0
str
(
ωk
∣∣g[ι(αˆ)]). (7.14)
Combining with Theorem 7.1, we obtain the following root multiplicity formula for gω
αˆ
.
Theorem 7.4. For αˆ ∈ Q̂, we have
sdimgω
αˆ
= 1
M
∑
0k<M
d |ι(αˆ)
1
d
µ(d)Wωdk
[
ι(αˆ)
d
]dk
, (7.15)
where M is the order of ω.
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Example 7.5. Suppose that σ is a diagram automorphism with prime order p. Then for
α ∈ Qˇ+ and 1 k  p− 1, we have
str
(
σk
∣∣g[−α])=∑
l|α
1
l
∑
m|l
µ(m) sdimg
(
σmk
)
[α/l]mk . (7.16)
Put fl(m)= sdimg(σmk)[α/l]mk . Then we can check that
fl(m)=
{
fl(1) if gcd(m,p)= 1,
fl(p) if gcd(m,p)= p. (7.17)
Also, by elementary number theory, we get
∑
m|l
µ(m)fl(m)=

fl(1)− fl(p) if l = pn (n 1),
fl(1) if l = 1,
0 otherwise.
(7.18)
Therefore, we can rewrite the above trace as follows:
str
(
σk|g[−α]
)= sdimg(σ )α + ∞∑
n=1
1
pn
(
sdimg(σ )α/pn − sdimg[α/pn]
)
. (7.19)
More generally, let σ be a diagram automorphism of order pt (t  1). Then, in a similar
way, we can derive the trace as follows:
str
(
σk |g[−α]
) = sdimg(σpm)[α]pm
+
∞∑
n=1
1
pn
(
sdimg
(
σp
m)
[α/pn]pm − sdimg
(
σp
m+1)
[α/pn]pm+1
)
(7.20)
where 0 k < pt and pm = gcd(k,pt ).
Example 7.6 (Rank 2 case). Consider the following Borcherds–Cartan data (A,m):
A=
(
2 −a
−a 2
)
(7.21)
with I = {1,2}, m1 =m2 =±1, and a  2. Let σ be an order 2 diagram automorphism.
Case 1 (a  3). In this case, we have ε1 = 1 + a > 3 and I˘ = ∅. Hence g˘= Ch1¯ ⊕ Cd1¯.
Also, Qˇe = Z(αˇ1¯/2(1+ a)) and Q̂= Zαˆ1¯ = Z. From (7.19), we have
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sdimgσn =
1
2
sdimg[n] −
∞∑
k=1
1
2k+1
sdimg[ n
2k
] (7.22)
where g[n] =⊕ht(α)=n gα (n  1). Since (αˆ1¯|αˆ1¯) < 0, it follows that gσ± is a free Lie
superalgebra.
Case 2 (a = 2, m1 =m2 = 1). g(A,m) is the affine Lie algebra of type A(1)1 . In this case,
ε1 = 3 and I˘ = ∅. Hence g˘=Ch1¯ ⊕Cd1¯ and Q̂= Zαˆ1¯ = Z. For n 1, we have
dimgσn =
1
2
dimg[n] −
∞∑
k=1
1
2k+1
dimg[ n
2k
] = {0 if n is even,1 if n is odd. (7.23)
Since (αˆ1¯|αˆ1¯) = 0, we can choose x±k ∈ gσ±(2k−1) up to scalar multiplication for each
k  1 such that gσ± =
⊕
k∈NCx
±
k and[
x±k , x
±
l
]= 0, [x+k , x−l ]= δkl(h1 + h2), [h1 + h2, x±k ]= 0, (7.24)
which implies that [gσ ,gσ ] = gσ−⊕C(h1 +h2)⊕gσ+ is an infinite-dimensional Heisenberg
algebra.
Case 3 (a = 2, m1 = m2 = −1). g(A,m) is the affine Lie superalgebra of type C(2)(2).
And ε1 = 3 and I˘ = ∅. g˘=Ch1¯ ⊕Cd1¯ and Q̂= Zαˆ1¯ = Z. By considering the root system
of C(2)(2) (see [10]), we have
sdimg[n] =
{−2 if n≡ 1,3 (mod 4),
1 if n≡ 0 (mod 4),
3 if n≡ 2 (mod 4).
Hence, we have
sdimgσn =
{−1 if n≡ 1,3 (mod 4),
0 if n≡ 0 (mod 4),
2 if n≡ 2 (mod 4).
In fact, gσ is not a Borcherds superalgebra. For example, e1 + e2 ∈ gσ1 = gσαˆ1¯ and
(αˆ1¯|αˆ1¯)= 0. But, [e1 + e2, e1 + e2] = [e1, e1] + [e2, e2] + 2[e1, e2] = 0.
For affine Lie superalgebras, our formula often yields the traces for diagram automor-
phisms more efficiently than direct calculations on root vectors.
Example 7.7. Let g be the affine Lie algebra of type C(1)2m (m 2) and let σ be the unique
diagram automorphism of order 2. Then gˆ is the affine Lie algebra of type C(1)m and g˘ is the
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affine Lie algebra of type A(2)2m. Denote by δ, δˆ, and δˇ the corresponding imaginary roots.
Following the notations in this section, we have ι(δˆ)= 12 δˇ, π(δ)= 2δˆ, and φ(δ)= δˇ. Note
that Φσ = Φ̂ by Corollary 4.10, and dimgσ
αˆ
= dim gˆαˆ = 1 for αˆ ∈ Φ̂re by Proposition 4.9.
Let Q=⊕2mi=0Zαi be the root lattice of g. For 0 k m− 1, set
βk =
{
α0 + 2∑m−k−1i=1 αi +∑m+kj=m−k αj if 0 k m− 2,∑2m−1
i=0 αi if k =m− 1.
(7.25)
Then we can check that nδ + βk ∈Φre for all n 0, 0 k m− 1, and
g[nδˇ] = gnδ, g[ 2n+12 δˇ] =
⊕
0km−1
(
gnδ+βk ⊕ gnδ+σ ∗(βk)
)
, (7.26)
which implies that dimg[
nδˇ
] = dimg[ 2n+12 δˇ] = 2m. If n is a positive odd integer, then by(7.19)
dimgσ
nδˆ
= 1
2
(
dim g˘ n
2 δˇ
+ dimg[ n
2 δˇ
])+ ∞∑
k=2
1
2k
(
dim g˘ n
2k
δˇ
− dimg[ n
2k
δˇ
])
= 1
2
(0+ 2m)+ 0 =m. (7.27)
If n is a positive even integer (say n= 2sn′ where s  1 and gcd(2, n′)= 1), then
dimgσ
nδˆ
= 1
2
(
dim g˘ n
2 δˇ
+ dimg[ n
2 δˇ
])+ ∞∑
k=2
1
2k
(
dim g˘ n
2k
δˇ
− dimg[ n
2k
δˇ
])
= 1
2
(m+ 2m)+ 1
4
(m− 2m)+ · · · + 1
2s
(m− 2m)+ 1
2s+1
(0− 2m)
Table 1
g gˆ sdim gˆ
kδˆ
sdim gσ
kδˆ
k (mod 4)
A(2)(0,3) A(4)(0,2) −1 −1 1,3
2 3 2
1 1 0
A(2)(0,2n− 1) A(4)(0,2n− 2) −1 −1 1,3
n n+ 1 2
n− 1 n− 1 0
C(2)(2n+ 1) B(1)(0, n) n n
C(2)(2n+ 2) A(4)(0,2n) −1 −1 1,3
n+ 1 n+ 2 2
n n 0
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= m+ m
2
− m
4
− m
8
− · · · − m
2s
− m
2s
=m. (7.28)
Since dim gˆ
nδˆ
=m for all n 1, we deduce that gσ  gˆ.
Example 7.8. Let g be an affine Lie superalgebra with a unique order-2 diagram
automorphism σ as follows: A(2)(0,3), A(2)(0,2n − 1) (n  3), C(2)(2n + 1) (n  1),
C(2)(2n+ 2) (n 1).
Let gˆ be the corresponding folding subalgebra with the imaginary root δˆ. As we have
done in the previous examples, we obtain Table 1.
Note that gσ  gˆ only if g = C(2)(2n + 1). We observe that all additional imaginary
simple root vectors have even degrees and they are mutually orthogonal, hence they form
an infinite-dimensional Heisenberg algebra.
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