Abstract-The wide-sense stationary-uncorrelated scattering (WSSUS) channel model is a commonly employed model for the multipath channel experienced in mobile communications. The second-order statistics of these channels are described by the delay cross-power density h (;1t) or by its 1t-Fourier transform, the scattering function S h (;). This paper presents an analysis of the delay cross-power density and scattering functions for mobile communications channels. We assume an arbitrary spatially uncorrelated scattering (US) field with arbitrary propagation-loss factors. Our first result is a general integral expression for h (;1t) that holds with both transmitter and receiver being mobile. We then derive more detailed results for the case of a stationary base station. We derive an infinite Bessel series for h (;1t) and a closed-form expression for S h (; ). 
I. INTRODUCTION
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denote the time-varying complex baseband impulse response of a multipath channel. When a narrowband signal having complex envelope and center frequency is transmitted, the received narrowband signal has complex envelope We consider multipath channels that are randomly varying in time. The channel is said to exhibit delay uncorrelated scattering (US) if (1) and it is wide-sense stationary (WSS) if . The second-order statistics of the wide-sense stationary-uncorrelated scattering (WSSUS) channel are represented by its delay cross-power density or by the scattering function (2) where is just the -Fourier transform of and is the Doppler frequency variable. Other related functions of interest include the multipath intensity profile Publisher Item Identifier S 0018-9545(98)00099-1.
, the time-correlation function , and the Doppler power spectrum .
[ is also known as the delay power spectrum]. See [3] or [15, ch. 14] for general expositions on these WSSUS channel statistics.
There has been a good deal of research into the particular WSSUS channels that arise in mobile communications [1] , [2] , [4] - [10] , [12] , [13] , [16] , [18] . The classical result was derived by Clarke [5] , and later by Jakes [13] , for the case of a mobile communicating with a stationary base in a two-dimensional (2-D) propagation geometry. [Aulin [1] , where is the maximal Doppler frequency for a mobile speed , carrier frequency , and speed of propagation . The Clarke/Jakes derivations are based on the assumption that the physical scattering environment is so chaotic that at the mobile, the angle of arrival of a received plane wave is a uniformly distributed random variable. This assumption seems plausible for urban environments, but perhaps not in the suburban or rural environments. Suburban or rural scattering fields are much less dense, and potentially strong scatterers located far from the mobile result in much larger multipath delay spreads than would be typical for the urban case.
A consequence of the Clarke/Jakes assumption is that the results do not depend on the mobile's direction of travel. In addition, the time-correlation function is strictly real valued, and the Doppler power spectrum is symmetric. Conversely, a nonuniform distribution of the angle of arrival will skew the Doppler power spectrum, which corresponds to a nonzero imaginary component of the correlation function. For example, if the angle of arrival is biased in the direction of the base station, then the Doppler power spectrum will be skewed toward when the mobile is moving toward the base and skewed toward when moving away the base. Another consequence of the Clarke/Jakes assumption is delay/temporal separability, that is, , or equivalently, . Often the Clarke/Jakes Doppler power spectrum is used with an ad hoc or perhaps measured multipath intensity profile . For example, an exponential intensity profile is a popular model for urban environments [12] . Separability is also commonly assumed in RAKE receiver analysis [15] .
0018-9545/98$10.00  1998 IEEE In this paper, we present a new analysis that does not rely on the Clarke/Jakes uniform angle of arrival assumption. Consequently, our results do indicate dependency on the direction of travel angle (relative to the base-mobile baseline), and and are generally not separable. A main result derived here is the Bessel function series
The series coefficient functions are determined by the physical model that includes the spatial scattering field distribution and the mean-square propagation losses (including shadowing). We will also derive a general closed-form expression for the scattering function . Observe that Clarke's result is just the zeroth term in the above series. Moreover, since for , we see that the multipath intensity profile is . Our main results are not delay/temporal separable. However, since for all , clearly
Thus, while mobile moving in a fixed (and known) direction results in a nonseparable WSSUS channel model, we do obtain separability when direction of travel is averaged out. We present three numerical examples. In all three cases we consider a uniformly distributed scattering field. In the first case, the mean-square propagation losses are . This might be a reasonable model for rural or suburban channels. Urban channels, on the other hand, must include strong shadowing, which in turn concentrates strong multipath scattering near the mobile. We present two examples with a mean-squared propagation-loss factor that represents the shadowing effect. For example, m results in delay spreads in the 1-2 s range, which is the typical for urban environments. The two urban model examples are and , where is the distance between the mobile and base. In the former case, the mobile is near the base station, while the latter might be a typical situation near a cell boundary.
We believe that our spatial analysis removing the Clarke/Jakes uniform angle of arrival assumption is an informative and perhaps significant contribution. However, we must point out that we still do make two important assumptions. First, we assume a spatially uncorrelated scattering field, which in turn yields a WSSUS channel. In reality, scattering elements are buildings and other large structures such as trees, hills, etc. As pointed out by Braun and Dersch [4] , a receiver of bandwidth has a spatial resolution of roughly . If dimensions of physical scatterers are smaller than this spatial resolution, then the scatterers are indistinguishable from "point scatterers," and the spatially US approximation is plausible. For example, kHz ( the bandwidth of a GSM channel) and the spatial resolution is km. For MHz ( the bandwidth of a IS-95 CDMA channel), m. See Lauritzen et al. [14] for channel models that do not assume US.
Our second assumption is that we consider only single scatterer propagation paths. This assumption may be questionable in indoor propagation environments and perhaps in very cluttered urban environments, but it is a reasonable assumption for suburban and rural multipath models [4] , [8] .
II. THE SPATIAL SCATTERING FIELD
In this section, we derive spatial response formulas for the received complex envelope resulting from the transmission of a signal
. Both transmitter and receiver may be in motion, and the geometry may be 2-D or 3-D. Section A describes the propagation model. Section B derives an exact spatial response expression. Section C examines the appropriate narrowband and constant velocity approximations. The compound Poisson scattering field, which encompasses the model building framework of [4] and [8] , is examined in Section D. Section E characterizes as a "proper complex process" and derives a spatial integral expression for its complex autocorrelation function.
A. The Scattering and Propagation Models
Let denote the spatial coordinate vector. Let and denote, respectively, the transmitter and receiver positions, with respective velocity vectors and . The transmitted narrowband signal is of the form , where is the carrier frequency and is the complex envelope having bandwidth . The carrier wavelength is . will denote the spatial scattering field. We assume a spatially uncorrelated and WSS scattering field. That is, the complex autocovariance is (3) and the "pseudo-autocovariance" is (4) and the mean field . Ultimately, and play no role in the final results, but condition (4) is still an important part of the US condition. The function is the spatial scattering intensity function. Examples of stochastic fields of this type include Gaussian white noise fields, compound Poisson white noise fields (see Section D), and mixtures of these two. and will denote, respectively, the loss factors for propagation paths (transmitter-toscatterer) and (scatterer-to-receiver). These loss factors account for amplitude attenuation due to both propagation loss and directional antenna gain patterns. They may be complex quantities due, perhaps, to directional phase response of the antennas, but usually these are nonnegative real-valued quantities. Free-space propagation loss with an omnidirectional antenna is characterized as , where and . It has been suggested [4] , [8] that with 2 is a more appropriate model for urban radio propagation. These loss factors may be random variables. Shadowing, for example, can be modeled as a lognormal random loss, with mean-square loss for some .
B. An Exact Spatial Response Formula
Consider a narrowband signal transmitted over the propagation path . The signal received at position at time was transmitted from position at time , and the propagation delay satisfies the nonlinear equation (5) The time-delayed bandpass signal is which has complex envelope . The total complex gain for a propagation path is . Thus, integrating over the entire spatial scattering field, we find that the total channel response is (6) where we have lumped the loss factors together as .
C. Approximations
The spatial response formula (6) is simplified by applying approximations resulting from mobile speeds and that are very small in comparison to the speed of propagation and by utilizing the narrowband condition . The maximal Doppler frequency shift of the channel is . Note that implies . Another important parameter is the coherence time for . By the Fourier transform relationship between and , we deduce that , at least to the order of magnitude. Clearly, we need to characterize the correlation function only for . For radio communications, it is also appropriate to assume that the mobile velocity is constant on the time scale of . For example, MHz with a maximal mobile speed of 200 km/h yields a maximal Doppler (for two mobiles) Hz, and, hence, is on the order of 3 ms. This time scale is extremely fast relative to vehicular dynamics. Thus, we hereafter use and , where , , and is some arbitrarily fixed reference time. In order to simplify the notation a bit, we hereafter orient the coordinate system so that . The baseline distance between transmitter and receiver will be denoted . For a scatterer located at position , is the transmitter-to-scatterer distance and is the scatterer-to-receiver distance at time . This geometry is illustrated in Fig. 1 .
The first step is to derive a good linear approximation for from (5) that accounts for time variations on the order . The linearization about a fixed time is Since , the term . Thus
Next, differentiation of (5) leads to where and are the transmitter and receiver line-of-sight unit vectors to the scatterer. Since , the term may be neglected in the denominator of the last display. Define the Doppler frequency variable (8) Then
, and the linear approximation of becomes (9) Now, consider application of the approximation (9) to the channel response formula (6) . By (9) , putting , we obtain the following bound for the maximal delay change: (10) Since , for this time scale is on the order of . Since is a low-pass signal with bandwidth , we have the narrowband approximation for . The other place that occurs in (6) is in the complex exponential.
Here, we do have to retain the Doppler term in (9) because we must account for the resulting temporal phase change. Thus, applying the above approximations to (6) yields (11)
D. The Compound Poisson Scattering Field
At this point it is worthwhile to relate the above formulation to some practical model building issues. We do this in the context of the compound Poisson scattering field.
A The field (12) applied to (11) results in the impulse response formula (13) This last expression is useful for Monte Carlo channel simulation [8] .
The second-order statistics of the s are determined by a mean function (which does not depend on by the WSS assumption), the autocorrelation function and the pseudo-autocorrelation Following the derivation in [11, p. 401] , it is a straightforward task to show that the scattering field second-order statistics are and Note that while and are covariance functions, as defined in (3) and (4), they are determined by the autocorrelation (not covariance) functions and .
In the urban environment, discrete scatterers are buildings and other structures, not delta functions. However, as indicated in the introduction, if the scatterer dimensions are small in comparison to the spatial resolution 2 , then position variations over the scatterer's surface produce delay variations that are smaller than the receiver's delay resolution 1 . Such scatterers are thus indistinguishable from spatial functions, and hence, the field model (12) . That is, a compound scatterer is still indistinguishable from a point scatterer. However, the small variations in Doppler will result in a fading of the compound scatterer's response. Let denote the amplitude of the th component response. The phase of will include the factor . Component scatterer dimensions and displacements may be small relative to the spatial resolution, but generally will be large in comparison to the wavelength . Thus, the differential delay induced phase factor can result in a nearly uniform phase distribution for some of the s. Combining the responses of all components and utilizing the narrowband approximation yields the total response where the total scatterer response process is The term is reserved for the large smooth reflecting surface component called the specular component [8] . For this component, and , which implies that the phase distribution of should allow little or no phase variation. Notice that this in turn implies that and . Other components, 0, form the diffuse component, which is often modeled as a slow Rayleigh fading process [8] .
We have considered a spatially distributed compound scatterer having small physical dimensions in comparison to the spatial resolution of the receiver. Due to the effect of slight differences in Doppler shifts relative to the centroid Doppler , such a scatterer may be approximated as a time-varying (fading) point scatterer. For the specific case that does not vary with time, we will say that the scattering field is time invariant. (Of course, a time-invariant scattering field does not imply that is time invariant as we still have vehicular motion to account for.) is not a complete descriptor of the channel's second-order moments. Braun and Dersch [4] previously gave an argument resulting in proper complex symmetry for the Poisson scattering field discussed in the previous section. However, they assume that the scatterer response processes have a uniformly distributed random phase. In effect, their result obtains the proper complex symmetry for the channel as a consequence of assumed proper complex symmetry of the scattering field . Here, we have shown that has proper complex symmetry even when does not! Our extension is of some interest because the uniform phase assumption may not be physically justifiable for scattering fields with strong specular components.
E. The Complex Process
Given proper complex symmetry, the second-order moments of are completely determined by the complex autocorrelation function . In Appendix B, we determine that this autocorrelation function is (14) where is the mean square propagationloss factor for the propagation path when and for the propagation path when .
III. THE TWO-DIMENSIONAL MOBILE MULTIPATH CHANNEL
In this section, we obtain expressions for and for 2-D propagation geometry. The first section derives a general integral expression for . This first integral formula allows both transmitter and receiver to be mobiles. The rest of the section considers communications with a stationary base. Section B derives our Bessel function series for the correlation function, and Section C derives the corresponding scattering function series. Section C also derives a closed-form expression for time-invariant scattering fields. Section D gives the separability results discussed in the introduction.
The analysis of this section is carried out for the case of a transmitter at position and a receiver at position , as illustrated in Fig. 1 .
A. A General Integral Expression for the Delay Cross-Power Density
Consider two fictitious channels each having the same impulse response . Signals and are transmitted over the two channels, and the respective responses are and . Then, from (1) we find that the cross correlation between and is (15) and this holds for all low-pass and . Likewise, the arguments used to derive the autocorrelation function spatial integral expression (14) in Appendix B are easily modified to consider two fictitious channels with identical scattering fields, but different input signals. The result is (16) The expression in brackets depends on and only through the time difference , which indicates a WSS channel. Thus, relating (16) to (15), we immediately identify (17) where (18) Note that the only dependency in definition (18) is due to the scattering field intensity . In practice, this time variation is due to slow apparent fading of discrete scatterers as discussed in Section II. The factors in (18) are real valued, except for , which is a conjugate symmetric function of .
B. The Stationary Base Station-
We now consider the case of a mobile transmitter and a stationary receiver. The transmitter's velocity vector is written , where 0 is the mobile's speed and is the mobile's direction angle relative to the transmitter-receiver baseline. By reciprocity, the results hold equally for a mobile receiver and a stationary transmitter. (Just reorient the coordinate system about the receiver.)
First, consider the Doppler frequency variable. Since , we have . Together with , this reduces the Doppler expression (8) to (19) where is the maximal Doppler shift. The delay cross-power density integral (17) then becomes is periodic in , and hence, the domain of integration may be taken to be any interval of length 2 . Applying the change of variables and then centering the domain of integration yields The resulting series is clearly real valued, as it must be. For very slow fading scattering fields, we very nearly have . This leads to obvious reduction of (26).
We can also derive a direct expression for for the case of a time-invariant scattering field (that is, ). The first step is to apply the transformation to (20). This transformation is not one-to-one; we must split the integral into two parts. For , we have and . This implies or . For , we have and , but the negative sign in the differential will be used to flip the limits of integration. Combining the two resulting integrals, (20) becomes the equation given at This function depends only on the spatial statistics of the scattering field and loss model and not on the mobile velocity . Moreover, observe that the zeroth term of (22) clearly corresponds to the classical result. This term depends on only through the speed (via ) and not the mobile's direction . In fact, since for , averaging with respect to mobile direction reduces the series (22) to the satisfying result (29) where the approximation holds for very slow fading or timeinvariant scattering fields. Of course, this last result is the delay/temporal separability discussed in the introduction.
IV. EXAMPLES
In this section, we present some numerical examples. We consider only time-invariant and uniformly distributed spatial scattering fields, that is, constant. In the first example, the loss factors are . As discussed in the introduction, this type of model would be appropriate for a sparse scattering field, as in the rural or suburban case. Strong shadowing effects must be accounted for in the urban environment. We thus present two examples with . The factor represents the mean-square value of the shadowing (which could be a lognormal random variable). The two examples of this type are and , which represent, respectively, the situation when the mobile is near the base station and on the cell boundary.
A. The Rural/Suburban Model
For the case , we can determine some explicit closed from expressions for the Bessel series coefficients. First, plug the Jacobian expression (36) from Appendix A into (18) (and use (35) to eliminate ). This yields (30) where and . By partial fractions expansion we obtain Applying the above identity to the previous display and then expanding the geometric series, we obtain From this, we deduce that (31) and (32) for . As the delay is reduced to the minimal delay , equivalently, as , the coefficients . This singularity is a result of the loss model. Of course, is not physically justifiable within the antenna's near field. Thus, (32) is valid only when the distance is larger than the near field radius.
Finally, applying (30) and (31) to (27) yields the closedform expression scattering function. The impact of the direction of travel is clearly apparent. As ranges from 0 when the mobile is traveling directly toward the base to 180 when the mobile is traveling directly away from the base, the dominant Doppler shifts from to .
B. The Urban Model
As an example of an urban model, we modify the above model to have scatterer-to-mobile mean-square loss . It is presumed that the base station is in a prominent position so that shadowing is not a significant factor on the base-to-scatterer path. Thus, we retain . It is not possible to obtain closed-form expressions for Bessel series coefficients for the urban model. Likewise, the closed-form expression for the scattering function (27) cannot be reduced to a compact expression, as we have done for the rural/suburban model in (33). Nonetheless, the loss model and Jacobian formulas (from Appendix A) can be used to evaluate point-by-point. Thus, (27) is easily evaluated numerically. Figs. 3 and 4 illustrate these numerically computed scattering functions again for and . Fig. 3 shows the case , which would be typical of the case when the mobile is near the base. Fig. 4 shows the case , which might be typical of the case when the mobile is far from the base, hence, near the cell boundary.
C. Ensemble Averaging
It should be understood that the statistical expectations used to define the delay cross-power density and the scattering function are ensemble averages. An empirically measured scattering function, or one generated by simulation, may differ significantly from the ensemble average result. This is particularly true for scattering fields characterized by a sparse distribution of discrete scatterers. These simulations do not include the apparent slow fading due to compound scatterers, as discussed in Section II-D. Fig. 5(c) shows the result of averaging 10 000 snap-shot simulations of the type illustrated in 5(a) and (b). Fig. 5(c) is very similar to the ensemble average result plotted in Fig. 2(b) .
V. CONCLUSION
We have presented a new analysis of the mobile WSSUS channel model without imposing the assumption of uniformly distributed angles of arrival. Our results are determined by the spatial scattering intensity function and the propagation-loss model. We have worked through to give precise expressions for the Bessel series coefficients only for the case of a uniform scattering field. We obtain our best results for the case of a time-invariant scattering field, that is, . For this case, we obtained the closed-form expression for the scattering function (27), and in Section IV, we presented several numerical examples that utilize this expression. As discussed in Section II, a physical scatterer (having dimensions smaller that the spatial resolution 2 ) can be modeled as a slow fading point scatterer. In this case, the delay cross-power density and scattering function can be numerically evaluated using the Bessel series results of Section III-B and C. For fixed and , evaluate for and then apply the FFT to get the series coefficients. . The narrowband approximation thus yields . There is a weakness in the above argument. The Jacobian is singular on the baseline between the transmitter and receiver, and hence, is not a slowly varying function of near the minimal delay . The question that we must address is how close to is the approximation valid? We address this issue using the condition that the relative change of over one carrier wave period 1 should be small. Formally, we consider the condition Put and write , where after some algebra and . Then, using and , we get Substituting in expressions for and yields
Clearly we see that (38) is singular as (equivalently, as ). The approach here is to determine the small behavior of (38). Ultimately, we want to determine the smallest values of for which . First, we must examine the role of the variable . As ranges from zero to , is a strictly increasing function of , and hence, the worst case values of are those near zero. Consider the spatial integral only on the half plane . This determines a minimal value , denoted , as illustrated in Fig. 6 . In Fig. 6, , and, hence, . For small , which implies small , we have and , which implies . Thus, when collecting the dominant small terms, we must take care not to eliminate the appropriate terms. Now, eliminate the small negligible terms in (38), for example, and . We treat the terms as to handle values near . The result is
For , the second term is negligible, and we have . For near , using , we obtain . We thus conclude that the condition is equivalent to or equivalently which is the condition stated in Section II-E. The above arguments hold only for spatial integrals over the half plane . For the other half plane, we simply reorient the coordinate system about the receiver in Fig. 1 rather than the transmitter. By the obvious symmetry, the results are the same. Now, consider the pseudo autocorrelation. Again, starting with (11), we obtain The above display is expanded into two integrals using the spatial US condition (4):
. After applying the change of variables , the integral resulting from is By the same arguments as above, as a function of the bandwidth of the integrand of the integral is essentially the bandwidth of , which is 2 . But then the modulating frequency is 2 . Thus, the above integral vanishes. Next, consider the integral resulting from where we write to minimize the notation. For fixed , the integral in brackets is again seen to be the integral of a modulated low-pass function, so it too vanishes.
We have now shown that the mean and pseudoautocorrelation function of the channel response vanish:
and . Thus, has proper complex symmetry.
Finally, the complex autocorrelation function is similarly obtained from (11) . We have By (3), we have . With very minor changes, the same argument as in the previous paragraph is used to deduce that the integral vanishes. In condition 2), we assume that the moments of the losses are essentially constant functions of . Recalling by condition 2), we have , where we recall . Now, after applying the change of variables, the integral resulting from the term yields which is precisely the desired expression (14) .
