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Abstract
A large scale introduction of wind energy in power sector causes a number of challenges for electricity market and wind farm
operators who will have to deal with the variability and uncertainty in the wind power generation in their scheduling and trading
decisions. Numerical wind power forecasting has been identiﬁed as an important tool to address the increasing variability and
uncertainty and to more eﬃciently operate power systems with large wind power penetration. It has been observed that even
when the wind magnitude and direction recorded at a wind mast are the same, the corresponding energy productions can vary
signiﬁcantly. In this work we try to introduce improvements by developing a more accurate wind forecast system for a complex
terrain. The system has been operational for eight months for the Bessaker Wind Farm located in the middle part of Norway in a
very complex terrain. Operational power curves have also been derived from data analysis. Although the methodology explained
has been developed for an onshore wind farm, it can very well be utilized in an oﬀshore context also.
c© 2014 The Authors. Published by Elsevier Ltd.
Selection and peer-review under responsibility of SINTEF Energi AS.
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1. Introduction
So far wind farm siting /micrositing has been either based on observations or on linearized Navier Stokes equations
based models which are meant to be used reliably in neutral atmospheric conditions over mild terrain with suﬃciently
gentle slopes in order to ensure fully attached ﬂows. However, partly due to the simplicity of the model and partly due
to their computational eﬃciency, the model has also been used in situations outside the range of its applicability. To
model ﬂow in complex terrain, a model needs to take into account the non-linearity of the equations. Fortunately, with
the increasing computation power, such models are a reality now. The models have great potential in enabling a large
scale introduction of wind energy in power sector by giving a more accurate forecast of power production thereby
dealing with the variability and uncertainty associated with wind energy. This will help the concerned players in the
energy market in taking a more informed scheduling and trading decisions.
In this paper, we start with a brief discussion of the characteristics of ﬂow in complex terrain that needs to be
addressed in a computational model. The discussion is followed by a brief description of the multiscale model based
on Reynolds Averaged Navier Stokes equations (the applicability of such models although not as accurate as LES see
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[1] is reasonably ﬁne for the kind of applications we are interested in) and then we present the potential of the model
in making accurate wind forecasts. The model has been highly optimized to model ﬂow in complex terrain and has
been operational as a turbulence and wind shear forecast system for Norwegian airports ([2]). The model has been
extensively validated against wind tunnel / ﬁeld data ([3], [4]) as well as against ﬂight data ([5] and [2]) and can be run
in oﬄine mode thus making it an ideal tool not only for microscale wind forecasting but also for siting / micrositing
activities ([5]). In the forecast mode the model can be coupled to a meso scale atmospheric code. The mulstiscale
model has been made operational for forecasting wind at one of the Norwegian wind farms. Results from the analysis
of data from the wind farm and forecasted results have also been presented. Towards the end we present an operational
power curve for the turbines in the same wind farm. Such power curves can be used to convert the forecasted wind
into power.
2. Characteristics of ﬂow in Complex terrain
Flow in mountainous regions can be characterized by mountain waves, rotors and wind shears. In this section we
present a brief description of the ﬂow characteristics in a complex terrain relevant to wind engineering related activities
that we intend to investigate and model. Basically, ﬂow in an uneven terrain can be inﬂuenced by atmospheric stability,
kinetic energy in the ﬂow, local terrain and large scale phenomenon happening may be far away from the sites of
interest. We enumerate the eﬀects of these factors below
1. Atmospheric Stability: It is a measure of the degree to which atmosphere resists turbulence and vertical motion.
Unstable / neutral atmosphere causes the air to easily ascend a mountain while stable atmosphere resists the
same. The more stable an atmosphere is, the more resistant it is to lifting of air packet and greater the likelihood
that it will ﬂow around, be forced through gaps, or be blocked by barriers. A layer of stable air can split with air
above the dividing streamline height ﬂowing over the mountain barrier and air below this streamline, splitting
upwind of the mountains, ﬂowing around the barrier and reconverging on the leeward side. Atmospheric stability
can be determined by diﬀerent thermal forces at work in nature at diﬀerent scales.
2. Kinetic Energy of the ﬂow: As a packet of air rises up a hill, the gain in altitude is at the expense of its kinetic
energy. This implies that a packet of air with higher kinetic energy will have a greater tendency to ascend a
hill. Contrary to that air packet with low kinetic energy will either stagnate or ﬂow around an obstacle. The
kinetic energy of a ﬂow is determined by the inertial forces at play in nature like the pressure gradients or terrain
eﬀects. Strong wind ﬂow over an isolated hill or mountain chain also results in rotors on the leeward side of the
mountain.
3. Eﬀects of the terrain: A number of terrain characteristics inﬂuence both the speed and direction of terrain forced
ﬂows. The height and length of a mountain barrier can determine whether air ﬂows over or around the barrier.
The amount of energy required for air to ﬂow over a high mountain ridge is much greater than that required to
ﬂow over a small hill. More energy is required to ﬂow around an extended ridge than around an isolated peak.
Thus, high wind speed is required to carry air over a high mountain range or around an extended ridge. When
stable air ﬂows around an isolated peak or the edges of an elongated mountain range, the highest wind speeds
are on the hillsides where the ﬂow is parallel to the peak’s contour lines.
4. Large scale Eﬀects: The three factors mentioned above are inﬂuenced by large scale developments happening far
away from the sites of interest.
The factors mentioned above leads to some frequently experienced phenomena:
1. Mountain Waves:As stable air ﬂows over a mountain range, gravity waves can be generated either over the
mountains or in the lee of the mountains. Stable air that is lifted over a mountain barrier cools, becomes denser
than the air around it and under the inﬂuence of gravity, sinks again on the lee side of the barrier to its equilibrium
level. The air overshoots and oscillates about its equilibrium height. Buoyancy perturbations develop when stably
stratiﬁed air (dθ/dz > 0, θ being the potential temperature) ascends a steep mountain barrier. These perturbations
often trigger disturbances that propagate away from the mountain as gravity (or buoyancy) waves. These waves
triggered by the ﬂow over a mountain are referred to as mountain waves. Large-amplitude mountain waves can
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Table 1. Details about Vilje
Operating system Linux
Queueing/scheduling system PBS
Total space for shared temporary storage 395 TB
Total space for home directories 113 TB
Max addressable memory 1440x32 GB
generate regions of clear-air-turbulence that pose a hazard to aviation. A relevant non-dimensional number to
characterize mountain waves is the Froude number deﬁned as
Fr =
U
NL
(1)
where U is a reference velocity and L a reference length. N is called the buoyancy frequency given by
N2 =
g
θ
dθ
dz
(2)
The relevant quantities for mountain waves are the free stream wind velocity, vertical potential temperature
proﬁle and mountain width or height distributing the ﬂow, or actually a natural length of the mountain(s) that can
create an internal wave of wavelength 2L. Mountain waves may occur if the actual Froude number is of the order
of one, Fr = O(1). A good review of the nature of these waves was given in [6]. Observations and simulations
of mountain waves are described in [7].
2. Flow channeling: Wind through gaps, channels, and passes are driven by diﬀerence in pressure from one side
of the gap to the other. The wind blows across the pressure contours from the area of high pressure to the area
of low pressure. Some wind, however, result when strong ﬂows aloft under neutral or unstable conditions are
channeled by landform features, such as parallel mountain ranges or valleys. Forced channeling, in contrast to
pressure-driven channeling, requires the downward transfer of momentum into the channel from winds aloft that
are blowing parallel to pressure contours. Forced channeling often occurs in mountain passes.
3. Vortex, rotors and recirculations
The ﬂow characteristics mentioned above results in horizontal and vertical wind shear. Such wind wind shear can
signiﬁcantly impact power production from turbines and might also result in unfavorable loading of the wind turbine
structures and blades ultimately resulting in structural failure.
3. Model description
3.1. Atmospheric codes
The multiscale model used in this work is a unidirectionally nested HARMONIE-SIMRA model. The non-
hydrostatic HARMONIE model with the default horizontal resolutions ≤ 2.5km, is based on the AROME model
from Me´te´o−France ([8]). The microscale model is called SIMRA which is based on the Reynolds-AveragedNavier
Stokes equations with standard K- turbulence closure. It has the capability of predicting ﬂows with separation, at-
tachment, hydraulic transition, internal wave breaking and mountain waves. It has the ability to dynamically estimate
the turbulent kinetic energy and dissipation. The governing equations of mass, momentum, energy, turbulent kinetic
energy and dissipation is solved using ﬁnite element method. More details, description and validation results can be
found in [9] and [10]. The code is run on the supercomputing facility ”Vilje” which is an SGI Altix ICE X distributed
memory system that consists of 1440 nodes interconnected with a high-bandwidth low-latency switch network (FDR
Inﬁniband). Each node has two 8-core Intel Sandy Bridge (2.6Ghz) and 32GB memory. The total number of cores is
23040. The system is well-suited (and intended) for large scale parallel MPI applications. More details are provided
in the Table 1.
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Fig. 1. Flow characteristics as a function of Fr, Top-Left Fr = 0.25, Top-Right Fr = 0.5, Bottom-Left Fr = 1.0, Bottom-Right Fr = 1.5.
3.2. Demonstration of the code to model ﬂow in complex terrain
Without getting into the details of the simulation setup, we present here a case of ﬂow in complex terrain studied
using the microscale model SIMRA. The simulations were conducted by changing the Froud number to evaluate if
the model was capable of resolving the characteristics discussed in Section 2. Figures 1 show the evolution of ﬂow
in the vicinity of the mountain range (called the Seven Sisters) as a function of the Fr number. Fr = 0.25 represents
light wind and a stable atmosphere. This leads to the stagnation of air on the upwind side of the mountain chain. The
ﬁgure conﬁrms the tendency of the ﬂow to move laterally around the mountain chain. Streamlines in Figure 2 show
the lateral movement of the ﬂow at low Fr numbers. Fr = 0.5 represents slightly faster winds and weaker stability.
Air in such cases ﬂows both around and over the mountain. The air that ﬂows over is perturbed by the mountains to
form lee waves above non-oscillating wind that ﬂows around the hill. When Fr = 1 most of the air ﬂows over the hill
and in the event of doing so, produces large amplitude lee waves and rotor circulations close to the ground on the lee
side. When the Fr increases to 1.5, the winds are even stronger and the stability is relatively weaker. Boundary layer
separation is observed on the lee-side of the hill, which creates a reversal of the surface ﬂow close to the ground on the
lee side. The formation of rotors and vertical perturbation of the ﬂow on the leeward side results in strong wind shear
consequently giving rise to shear generated turbulence close to the height of the mountain peaks. From the ﬁgures it is
also easy to visualize the presence of three-dimensional eddies which are more pronounced at lower Froude numbers.
3.3. Filters for postprocessing
One of the most successful methods used for the reduction of the inaccuracies in numerical forecasts is the Kalman
ﬁltering approach, an estimation approach for dynamic systems. The ﬁlter combines a set of mathematical equations
using weight between recent observational and recent forecasting data in order to minimize the corresponding bias.
The easy adaptation to any alteration of the observations in connection with the need of short series of background
294   Adil Rasheed et al. /  Energy Procedia  53 ( 2014 )  290 – 299 
Fig. 2. Streamlines corresponding to the Figure 1 Top-Left Fr = 0.25, Top-Right Fr = 0.5, Bottom-Left Fr = 1.0, Bottom-Right Fr = 1.5.
information makes the methodology advantageous. More details on the implementation of the ﬁlter can be found in
[11] and [12].
It is also well known that the wind speed observations are point measurements recorded at discrete times without
smoothing and are therefore discontinuous and highly variable. On the other hand model output are always smoothed
in time and space having, therefore having a smooth evolution. In order to reduce the inﬂuence of these qualitative
diﬀerences between the time series under consideration, the use of a low pass ﬁlter is proposed. Here we use a
Kolmogorov-Zurbenko (KZ) ﬁlter which is based on iterative moving averages and are able to remove high frequency
variations. More on KZ ﬁlters can be found in [13]
4. Bessaker Wind Farm
Having gained conﬁdence in the models ability to resolve the desired ﬂow characteristics in complex terrain (Sec-
tion 3.2), we now employ it to resolve some of the mysteries associated with the Bessaker Wind Farm located in the
middle part of Norway. The wind farm is located on the top of Bessaker hill and has 25 turbines numbered from
1 − 25 (as shown in the Figure 4(b)).The model (the domain and mesh are shown in Figure 3(b)) has been coupled to
a mesosclae model HARMONIE that runs over the whole of Norway and is shown in Figure 3(a). Figure 4(a) gives
the wind rose compiled using the wind data recorded during the period 01.01.2007 − 31.12.2010 at the mast located
on a nearby hill at the height of 35m above the ground surface. The results of the measurements have provided an
annual average wind speed of 8m/s at 30m height. Using proven methods of calculation to estimate the wind speed
measurement point, the most cautious estimate of these gives a speed of 8 − 10m/s at the height of 50m above the
ground surface. The ﬁgure also conﬁrms that very seldom very strong or very weak wind prevails that would render
the turbines idle. The windrose shows that there are two dominant wind directions: westerly and south-easterly.
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(a) HARMONIE domain (b) SIMRA domain and mesh
Fig. 3. HARMONIE-SIMRA coupling
Table 2. Details of the operational model
Model Nodes Proc. Grid Cells (x,y,z) Domain(km) (x,y,z) Sim. time
HARMONIE 115 1840 750,960,65 1875,2400,26 87
SIMRA 3 48 101,101,41 30,30 13
4.1. Oﬄine Simulations
Figure 5 gives the average power production by individual turbines. The average is based on a 10 minute production
data for a whole year. It is evident that the turbines 17, 18, 19, 20 consistently underperform compared to the other
turbines. At the ﬁrst glance it can be argued that the ineﬃciency could be attributed to the wakes generated by the
turbines located in front of them. However, the argument is valid only for the westerly wind but the dominant wind
direction is south easterly implying that the underperforming turbines should have been the most eﬃcient ones most
of the time.
In order to resolve the mystery we conducted a few numerical simulations for a domain shown in Figure 3(b). The
horizontal resolution of 101 × 101 × 41 was ﬁne enough to resolve the important features of the local topography of
the region and coarse enough for the model to be run in a forecast mode. Meteorological data hints at strong stable
stratiﬁcation in the region and we used a characteristic proﬁle of wind, temperature and turbulence and two wind
directions to create a situation close to that existing for westerly and south easterly wind.
The results are shown in Figure 7 The streamlines in the ﬁgure helps in visualizing the ﬂow ﬁeld. For both the
dominant wind directions it appears that there are strong channeling eﬀect which results in the horizontal movement
of air instead of a vertical movement resulting in lesser availability and hence lower production.
4.2. Online Simulations
The model was then nested with the operational mesoscale model HARMONIE (Figure 3). The domain and mesh
resolution of both the models are given in Table 2. The SIMRA model runs on 3 nodes with 16 processors each
resulting in a total of 48 processors. Table 3 gives an idea of the stability of the code. A value of 72% does not look
encouraging given the fact that similar systems for almost 20 diﬀerent sites (airports) have a value of more than 95%
each. The system can be improved for this site by optimizing the domain extent and quality of mesh and also by
making better choice for the execution parameters for the code all of which are very site speciﬁc. Figure 7(a) shows a
comparison of the model predicted and the corrected prediction using a Kalman ﬁlter to the observed wind data from
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Table 3. Robustness of the operational model
Domain All data missing Some data missing No. of forecast possible % operated with all data % operated with some data
Bessaker 199 13 730 71 72.7
(a) Wind rose (b) Bessaker Wind farms
Fig. 4. Wind condition and layout of Bessaker Wind Farm
the wind mast. One can see the added value of the kalman ﬁlters. The predicted wind can be converted into power
using the calibrated power curve of the turbines.
4.2.1. Statistical Analysis of the forecast
The model has been operational in an online mode for the last eight months and gives an hourly forecast of the
wind conditions at the site. The model makes two hourly forecasts each day and the hourly output is compared to the
measurements from the wind mast. The model data comes from the mean of the 4× 4 grid points nearest to the mast’s
location in the mesh.
Diﬀerent variants of Kalman ﬁlters were tested. Figure 7(b) shows the error associated with the three variants (of
order 1(linear) ,2, 3) of the kalam ﬁlter and the unﬁltered forecast. Filtering clearly results in signiﬁcant reduction in
mean error.
Figure 8(a) shows the hit rate of the ﬁlter (of order 1 and 2) compared to the pure model output for diﬀerent
thresholds wind speed. If both observation and prediction exceed the threshold, it is regarded as a hit. The unﬁltered
signal does not have prediction over 13m/s Both the ﬁlters improves the hit rate signiﬁcantly.
Figure 8(b) shows the equitable threat score (ETS) for diﬀerent thresholds. ETS takes into account hits, false
alarms and misses. A perfect forecast gives ETS=1. When ETS=0, the forecast is considered useless. The ETS is
calculated as follows:
ETS =
′hits′ −′ hits expected by chance′
′hits′ +′ f alse alarms′ +′ misses′ −′ hits expected by chance′
(3)
where
′hits expected by chance′ =
′total f orecasts o f the event′ ×′ total observations o f the event′
′samplesize′
(4)
The ETS for the unﬁltered signal in Figure 8(b) is slightly higher for lower wind speeds, but the Kalman ﬁlter giver
a clear improvement for wind speeds of 5 m/s and higher. When the wind speed is increasing, the number of hits
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Fig. 5. Average power production by each turbine (MWh)
(a) Westerly Wind (b) Southerly Wind
Fig. 6. Streamlines for two diﬀerent wind directions
are increasing as well as the number of false alarms. Figure 7(a) shows a time series of the event where the model
underestimates the wind speeds. The ﬁltered signal is clearly increasing the wind speed so that it is closer to the
observed values. Figure 9 gives the operational power curve. By simple curve ﬁtting we got a relationship log(P) =
2.965 ∗ log(U)−6.4which can be used to convert the ﬁltered wind speed into power. More work is warranted to make
this curve not only a function of the current wind speed but also a function of the power produced in the past.
5. Conclusion and Future Work
The main contribution of the work can be enumerated as follows:
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1. Ability of a non-linear model based on Reynolds Averaged Navier Stokes Equations to resolve the ﬂow charac-
teristics in a complex terrain is demonstrated. The model was used to explain some of the mysteries associated
with the underperformance of some of the turbines.
2. The model as such is capable of forecasting wind in real time. Although the wind magnitude is always under-
predicted, it can be calibrated since there is a regular trend in the underprediction. Application of Kalman ﬁlter
to reduce inaccuracies in the numerical prediction is also evident.
3. Power curve for turbines in operating condition was derived.
Overall the results are encouraging. However more research is warranted in quantifying the error associated with the
forecasts. Such uncertainty quantiﬁcation requires many ensembles of the forecast to be run simultaneously and is
therefore computationally expensive. However, considering the exponential growth in the computational power it can
soon be a reality. It is also planned to use this multisclae wind prediction system to provide high resolution boundary
conditions to ﬂuid structure interaction simulation tool for wind turbine designs [14].
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