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Abstract
LetL be a J-subspace lattice on a Banach space and letA be a subalgebra of AlgL which contains
F(L), where F(L) denotes the algebra of all finite rank operators in AlgL. A left (right) centralizer
of A is an additive map  :A→A satisfying (AB) = (A)B((AB) = A(B)) for all A,B ∈A,
and a centralizer of A is a both left and right centralizer. In this paper, we describe the general form of a
centralizer of A, and show that every linear local left (right) centralizer of A is a left (right) centralizer.
Also, it is proved that if a linear map  :F(L) →F(L) satisfies (P ) = (P )P = P(P ) for every
idempotent P inF(L), then φ is a centralizer.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
Throughout, all algebras and vector spaces are over the real or complex field F, and the letter
X denotes a Banach space with topological dual X∗. By B(X) we mean the algebra of all
bounded linear operators on X and by I the identity operator on X. For x ∈ X and f ∈ X∗,
the operator x ⊗ f is defined by y → f (y)x for y ∈ X, which has rank one if and only if both
x and f are nonzero. For any non-empty subset L ⊆ X, L⊥ stands for its annihilator, that is
L⊥ = {f ∈ X∗ : f (x) = 0 for all x ∈ L}.
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A subspace lattice on X is a family of (closed) subspaces of X which contains (0),X, and
is closed under the operations ∩ (set theoretic intersection) and ∨ (closed linear span). Given a
subspace latticeL on X, the associated subspace lattice algebra is defined by
AlgL = {T ∈ B(X) : T (L) ⊆ L for every L ∈L}.
Clearly, AlgL is a unital weakly closed operator algebra. Denote byF(X) the algebra of all finite
rank operators inB(X). Usually, a subalgebraA ⊆ B(X) is called a standard operator algebra
on X if it containsF(X). Similarly, we call a subalgebraA ⊆ AlgL an standard subalgebra
of AlgL if it contains F(L), where F(L) denotes the algebra of all finite rank operators in
AlgL. Put
J(L) = {K ∈L : K /= (0) and K− /= X},
where K− = ∨{L ∈L : K L}. CallL aJ-subspace lattice if
(1) ∨{K : K ∈ J(L)} = X,
(2) ∩{K− : K ∈ J(L)} = (0),
(3) K ∨ K− = X for every K ∈ J(L),
(4) K ∩ K− = (0) for every K ∈ J(L).
The class of J-subspace lattices was defined in [14] and subsequently discussed in [10,11].
From these references, we know that both pentagon subspace lattices and atomic Boolean sub-
space lattices areJ-subspace lattices. For information concerning these two special subclasses of
J-subspace lattices, we refer to [1,3]. The relevance of J(L) is due to the following lemma,
from which it follows that everyJ-subspace lattice algebra is rich in rank one operators.
Lemma 1.1 (Longstaff [8]). If L is a subspace lattice on a Banach space X, then the rank
one operator x ⊗ f ∈ AlgL if and only if there exists some K ∈ J(L) such that x ∈ K and
f ∈ K⊥− , where K⊥− means (K−)⊥.
Let A be an algebra or a ring, and  :A→A be an additive map. Call  a left (right)
centralizer ofA if
(AB) = (A)B, ((AB) = A(B))
for all A,B ∈A, and a centralizer ofA if it is a both left and right centralizer [15–17]. Also,
motivated by some local maps, such as local derivations and local isomorphisms [2,5], we call
 a local left centralizer of A, if for each A ∈A there is a left centralizer A of A such
that (A) = A(A). Similarly, we can define a local right centralizer and a local centralizer.
Obviously, ifT ∈A thenLT (A) = TA (RT (A) = AT ) is a left (right) centralizer and conversely,
a left (right) centralizer must be of this form in caseA has an identity element.
In [6,7,12,13], derivations, isomorphisms, Jordan derivations, Jordan isomorphisms and ele-
mentary operators on standard subalgebras ofJ-subspace lattice algebras were studied. Here we
consider centralizers. LetL be aJ-subspace lattice on a Banach space X andA be a standard
subalgebra of AlgL, whereA need not contain the identity operator. The present paper describes
the general form of a centralizer of A, and shows that every linear local left (right) centralizer
ofA must be a left (right) centralizer. Also, we prove that if a linear map  :F(L) →F(L)
satisfies (P ) = (P )P = P(P ) for every idempotent P in F(L) (in particular, if  is a
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local centralizer), then  is a centralizer. It should be mentioned that the motivation of this last
result is from Brešar and Šemrl [2], who proved that Jordan homomorphisms and derivations of
some algebras, such as matrix algebras and the algebra of all finite rank operators in B(X), are
determined by the action on the idempotents.
We remark that for a 2-torsion free semiprime ringA, the main results of [15–17] say that the
additive map  :A→A must be a centralizer if one of the following holds:
(1) 2(A2) = (A)A + A(A) for all A ∈A;
(2) (ABA) = A(B)A for all A,B ∈A;
(3) 2(ABA) = (A)BA + AB(A) for all A,B ∈A.
These results holds also true ifA is a standard subalgebra of aJ-subspace lattice algebra, since
such an algebra is semiprime [9].
2. Centralizers
This section is devoted to describing the form of centralizers. We begin with two easy lemmas;
for the proof of the first lemma, see [4, Lemma 2.3].
Lemma 2.1. LetL be aJ-subspace lattice on a Banach space X, and T ∈ B(X).
(1) If RT = 0 for every rank one operator R in AlgL, then T = 0.
(2) If TR = 0 for every rank one operator R in AlgL, then T = 0.
Lemma 2.2 [12, Lemma 2.7]. Let L be a J-subspace lattice on a Banach space X, and
K1, . . . , Kn be distinct elements in J(L). If xi ∈ Ki such that∑ni=1 xi = 0, then x1 = · · · =
xn = 0.
Theorem 2.1. LetL be aJ-subspace lattice on a Banach space X,A be a standard subalgebra
of AlgL and  be a centralizer ofA.
(i) IfA contains the identity operator, then there is T ∈A such that (A) = TA = AT for
all A ∈A.
(ii) If A does not contain the identity operator, then there exists a densely defined, closed
linear operator T : D ⊆ X → X with its domain D invariant under every element ofA,
such that (A)x = TAx = AT x for all A ∈A and x ∈ D.
Proof. Since  is a centralizer of A, we have (AB) = (A)B = A(B) for all A,B ∈A.
Obviously, (i) holds.
To prove (ii), we first show that  is linear. Let A ∈A and λ ∈ F. For any rank one operator
R in AlgL, we have(λA)R = (λAR) = (A(λR)) = λ(A)R. Hence(λA) = λ(A) by
Lemma 2.1, as desired.
Next, for every K ∈ J(L), because of K ∩ K− = (0), we can fix xK ∈ K and fK ∈ K⊥−
with fK(xK) = 1. Then by Lemma 1.1, x ⊗ fK ∈A for every x ∈ K . Define a linear map
TK : K → K by
TKx = (x ⊗ fK)xK for x ∈ K.
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If A ∈A and x ∈ K , then Ax ∈ K and (Ax ⊗ fK) = (A)x ⊗ fK = A(x ⊗ fK). So we
have
TKAx = (A)x = ATKx. (2.1)
Denote by 〈J(L)〉 the (not necessarily closed) linear span of ∪{K : K ∈ J(L)}. From
Lemma 2.2, we can see that every x ∈ 〈J(L)〉 has a representation as follows: x =∑ni=1 xi
with xi ∈ Ki , 1  i  n, where K1, . . . , Kn are distinct elements in J(L). If x is nonzero and
each xi is required to be nonzero, this representation is unique up to permutations of x1, . . . , xn.
Therefore, we can define a linear map
T0 : 〈J(L)〉 → 〈J(L)〉 by T0x =
n∑
i=1
TKi xi .
Applying (2.1), it is easy to see that
(A)x = T0Ax = AT0x (2.2)
for all A ∈A and x ∈ 〈J(L)〉.
PutD = {x ∈ X : (x, y) ∈ G(T0) for some y ∈ X}, where G(T0) = {(x, T0x) : x ∈ 〈J(L)〉}
is the graph of T0. Then D is a linear manifold and 〈J(L)〉 ⊆ D. Clearly, D is dense in X.
For every x ∈ D, we want to prove that there exists a unique y ∈ X such that (x, y) ∈ G(T0).
Without loss of generality, assume that (0, y) ∈ G(T0). Then there is a sequence {xn}∞1 in 〈J(L)〉
such that xn → 0 and T0xn → y. Let K ∈ J(L) and f ∈ K⊥− be arbitrary. Choose a nonzero
u ∈ K . Then u ⊗ f ∈A, and by (2.2) we have
f (y)u = lim
n→∞ f (T0xn)u = limn→∞(u ⊗ f )T0xn
= lim
n→∞ T0(u ⊗ f )xn = limn→∞ f (xn)T0u = 0.
Accordingly, f (y) = 0. Recalling that ∩{K− : K ∈ J(L)} = (0), then the span of {K⊥− : K ∈
J(L)} is weak∗ dense in X∗. Thus we have y = 0, as required.
Therefore, we can define a map T : D ⊆ X → X in an obvious way, such that G(T ) = G(T0).
Clearly, T is a densely defined, closed linear operator and extends T0.
Finally, we show thatD is invariant under every element ofA, and(A)x = TAx = AT x for
all A ∈A and x ∈ D. For this , let A ∈A and x ∈ D. Then (x, T x) ∈ G(T0). Hence there exists
a sequence {xn}∞1 in 〈J(L)〉 such that xn → x, T0xn → T x. So Axn → Ax, AT0xn → AT x and
(A)xn → (A)x. By (2.2) we have(A)xn = AT0xn = T0Axn. Consequently,(A)x = AT x
and
(Axn, T0Axn) = (Axn,AT0xn) → (Ax,AT x).
Then (Ax,AT x) ∈ G(T ) and so Ax ∈ D, TAx = AT x. The proof is complete. 
3. Local centralizers
This section includes two main results. The first is the following.
Theorem 3.1. Let L be a J-subspace lattice on a Banach space X and A be a standard
subalgebra of AlgL. Then every linear local left (right) centralizer of A is necessarily a left
(right) centralizer.
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Proof. Suppose that  is a linear local left centralizer of A. Let A,P ∈A where P is an
idempotent. Then there is a left centralizer 1 of A such that (AP ) = 1(AP ). So, for any
B ∈A, we have
(AP )(B − PB) = 1(AP )(B − PB) = 1(AP (B − PB)) = 0.
Hence (AP ) = (AP )P by Lemma 2.1. On the other hand, let 2 be a left centralizer ofA
such that (A − AP) = 2(A − AP). Then
(A − AP)P = 2(A − AP)P = 2((A − AP)P ) = 0
and so (A)P = (AP )P . Consequently, (AP ) = (A)P .
We now want to prove that (AR) = (A)R for every A ∈A and every rank one operator
R ∈A. To do this, let R = x ⊗ f where x ∈ K and f ∈ K⊥− for some K ∈ J(L). We consider
two cases.
Case 1. f (x) /= 0. Then 1
f (x)
R is an idempotent and so(A( 1
f (x)
R)) = (A)( 1
f (x)
R). Hence
(AR) = (A)R by linearity.
Case 2. f (x) = 0. Since x /= 0 and K ∩ K− = (0), there is g ∈ K⊥− such that g(x) = 1. Thus
x ⊗ g and x ⊗ (f + g) are both idempotents inA. Hence
(AR) = (Ax ⊗ (f + g)) − (Ax ⊗ g) = (A)x ⊗ (f + g) − (A)x ⊗ g = (A)R.
In order to complete the proof, let A,B ∈A. For any rank one operator R ∈A, since BR
has rank at most one, we have (AB)R = (ABR) = (A)BR. Therefore (AB) = (A)B
by Lemma 2.1, and then  is a left centralizer.
Similar arguments can apply to the “right” case. This completes the proof. 
We now turn to the second main result of this section, which reads as follows.
Theorem 3.2. LetL be aJ-subspace lattice on a Banach space X. If a linear map :F(L) →
F(L) satisfies (P ) = (P )P = P(P ) for every idempotent P inF(L) (in particular, if 
is a local centralizer), then  is a centralizer.
To prove this theorem, we need several lemmas.
Lemma 3.1. Let R be a commutative ring with an identity element such that 1/2 exists, and
Mn(R) be the algebra of all n × n matrices over R. If an R-linear map  : Mn(R) → Mn(R)
satisfies (P ) = (P )P ((P ) = P(P )) for every idempotent P in Mn(R), then  is a left
(right) centralizer.
Proof. The idea used here is from [2, Theorem 2.1]. Suppose that  : Mn(R) → Mn(R) is an
R-linear map such that (P ) = (P )P for every idempotent P in Mn(R). Denote by Eij the
matrix unit, that is, the matrix which has one in (i, j)-position and zeros elsewhere. Obviously,
every matrix can be written as a linear combination of matrix units. Then in order to prove that
 is a left centralizer, it suffices to show that
(EijEkl) = (Eij )Ekl (3.1)
holds for all i, j, k, l.
To establish (3.1), we shall prove that
(Eij ) = (Eii)Eij (3.2)
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for all i, j . In fact, if i = j there is nothing to prove, since Eii is an idempotent. So let i /= j . In
this case, it is easy to see that Eii + Eij and Eii − Eij are both idempotents. We then have by the
hypothesis
2(Eii) = (Eii + Eij ) +(Eii − Eij )
= (Eii + Eij )(Eii + Eij ) +(Eii − Eij )(Eii − Eij )
= 2(Eii) + 2(Eij )Eij .
So (Eij )Eij = 0. Furthermore,
(Eii) +(Eij ) = (Eii + Eij ) = (Eii + Eij )(Eii + Eij )
= (Eii)Eii +(Eij )Eii +(Eii)Eij +(Eij )Eij
= (Eii) +(Eij )EijEji +(Eii)Eij +(Eij )Eij
= (Eii) +(Eii)Eij .
It follows that (3.2) holds.
Now we are ready to complete the proof of (3.1). If j = k, then by (3.2)
(EijEkl) = (Eil) = (Eii)Eil = (Eii)EijEjl = (Eij )Ekl.
If j /= k, then
(Eij )Ekl = (Eii)EijEkl = 0 = (EijEkl).
This proves (3.1).
We can similarly treat the “right” case. The proof is complete. 
In what follows, letL be aJ-subspace lattice on a Banach space X. For K ∈ J(L), we write
F(K) for the linear span of {x ⊗ f : x ∈ K, f ∈ K⊥−}.
Lemma 3.2 [12, Proposition 3.2]. Every finite rank operator in AlgL can be written as a finite
sum of rank one operators in AlgL.
Lemma 3.3. Let A,B ∈F(K) for some K ∈ J(L). Then there is an idempotent P ∈F(K)
such that A = PAP and B = PBP.
Proof. See the proof of [12, Lemma 3.6]. 
Lemma 3.4. Let  be as in Theorem 3.2, and K, E be two distinct elements in J(L). If A =
x ⊗ f and B = y ⊗ g, where x ∈ K, f ∈ K⊥− , y ∈ E and g ∈ E⊥− are nonzero, then (A)B +
B(A) = 0.
Proof. By the linearity of , we need only consider the following four cases.
Case 1. f (x) = g(y) = 1. Then A and B are idempotents. Since K /= E, we have K ⊆ E−
and E ⊆ K− by the definition of “−”. Hence AB = BA = 0 and A + B is also an idempotent.
We then have
(A) + (B) = (A + B) = (A + B)(A + B)
= (A)A + (A)B + (B)A + (B)B
= (A) + (A)B + (B)A + (B).
Consequently, (A)B + B(A) = 0.
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Case 2. f (x) = 0 and g(y) = 1. Since K ∨ K− = X and f /= 0, we can take u ∈ K such that
f (u) = 1. Let C = u ⊗ f . Then by Case 1, we have
(C)B + B(C) = 0 = (A + C)B + B(A + C).
So the desired result follows.
Case 3. f (x) = 1 and g(y) = 0. An argument similar to that in Case 2 can imply the desired
result.
Case 4. f (x) = g(y) = 0. Take v ∈ E such that g(v) = 1 and let D = v ⊗ g. Then by Case 2
(A)D + D(A) = 0 = (A)(B + D) + (B + D)(A),
from which we can obtain the desired result, completing the proof. 
Proof of Theorem 3.2. For every K ∈ J(L), we claim that
(AB) = (A)B = A(B) (3.3)
for all A,B ∈F(K). To see this, let A,B ∈F(K). Then by Lemma 3.3, there exists an
idempotent P inF(K) such that
A = PAP and B = PBP. (3.4)
Suppose that {x1, x2, . . . , xn} be a basis of the range of P , which is in K . It is easily seen
that every xi does not belong to the closed subspace S+ ker P , where S is the linear span of
{x1, . . . , xi−1, xi+1, . . . , xn}. By the Hahn-Banach Theorem, there are linear functionals
f1, f2, . . . , fn in X∗ such that
fi(xj ) = δij for 1  i, j  n,
fi(z) = 0 for z ∈ ker P , 1  i  n.
Let x ∈ X. Since Px − x ∈ ker P , we have fi(x) = fi(Px) for every fi . Thus we can write
Px =∑ni=1 fi(x)xi , which implies that
P =
n∑
i=1
xi ⊗ fi. (3.5)
Noting that P(K−) ⊆ K ∩ K−, we have K− ⊆ ker P . So fi ∈ K⊥− and xi ⊗ fj ∈F(K) for all
i, j . Denote by D the set of all operators D of the form
D =
n∑
i,j=1
λij xi ⊗ fj , λij ∈ F.
Then D is a subalgebra ofF(K). Obviously, D is isomorphic to Mn(F) via D → [λij ]n×n. By
Lemma 3.1, the restriction of  to D is a centralizer. From (3.4) and (3.5), we can see that A,B
are both in D. Hence (3.3) holds, as required.
Let K be an arbitrary element in J(L). Fix xK ∈ K and fK ∈ K⊥− such that fK(xK) = 1.
Then x ⊗ fK ∈F(K) for any x ∈ K . Define a linear map WK from K into K by
WKx = (x ⊗ fK)xK for x ∈ K.
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For every C ∈F(K) and x ∈ K , applying (3.3) we get that
(Cx ⊗ fK) = (C)x ⊗ fK = C(x ⊗ fK),
and so
WKCx = (C)x = CWKx. (3.6)
Let A ∈F(L) be arbitrary. Suppose that C ∈F(K) and x ∈ K . Since Ax ∈ K , we have
WKCAx = (C)Ax = CWKAx
by (3.6). Also, since AC and CA are both inF(K), we get that
2(AC + CA)x = 2(AC)x + 2(CA)x
= WKACx + ACWKx + 2WKCAx
= WKACx + A(C)x + (C)Ax + CWKAx. (3.7)
On the other hand,
2(AC + CA)x = 2(AC)x + 2(CA)x
= 2ACWKx + WKCAx + CAWKx
= AWKCx + A(C)x + (C)Ax + CAWKx. (3.8)
Taking Lemma 3.2 into account, we write
A = A1 + A2 + · · · + An,
where each Ai ∈F(Ki), and K1,K2, . . . , Kn are distinct elements in J(L). If Ki /= K for
some i, then AiC + CAi = 0 and by Lemma 3.4,
(Ai)C + C(Ai) = (C)Ai + Ai(C) = 0. (3.9)
This implies that if every Ki is different from K , then
(AC + CA) = (A)C + C(A) = (C)A + A(C) = 0.
Assume that K1 = K . Then Ki /= K for i = 2, 3, . . . , n. From (3.3) and (3.9), we see that
2(AC + CA) = 2(A1C + CA1)
= (A1)C + A1(C) + (C)A1 + C(A1)
+
n∑
i=2
((Ai)C + Ai(C) + (C)Ai + C(Ai))
= (A)C + A(C) + (C)A + C(A).
Thus for all x ∈ X,
2(AC + CA)x = (A)Cx + A(C)x + (C)Ax + C(A)x. (3.10)
It follows from (3.7) and (3.10) that
(WKA − (A))CxK = −C(WKA − (A))xK
and from (3.8) and (3.10) that
(AWK − (A))CxK = −C(AWK − (A))xK.
236 Q. Wei, P. Li / Linear Algebra and its Applications 426 (2007) 228–237
In particular, for all x ∈ K ,
(WKA − (A))(x ⊗ fK)xK = −(x ⊗ fK)(WKA − (A))xK, (3.11)
(AWK − (A))(x ⊗ fK)xK = −(x ⊗ fK)(AWK − (A))xK. (3.12)
It follows that
(WKA − (A))x = λ1x and (AWK − (A))x = λ2x,
where λ1, λ2 ∈ F are both independent of x. Thus (3.11) and (3.12) become λ1x = −λ1x and
λ2x = −λ2x, respectively. Then λ1 = λ2 = 0 and hence
(A)x = WKAx = AWKx (3.13)
for all x ∈ K and A ∈F(L).
In order to complete the proof, let A,B ∈F(L). Suppose that K is an arbitrary element in
J(L). Then for every x ∈ K , Bx ∈ K and applying (3.13) we see that
(AB)x = WKABx = (A)Bx,
(AB)x = ABWKx = A(B)x.
Recalling that the linear span ofJ(L) is dense in X, we have(AB) = (A)B = A(B). This
proves that  is a centralizer, completing the proof. 
Finally, for a Banach space X, let L = {(0),X}. Then AlgL = B(X), J(L) = X and
F(L) =F(X). Thus Theorems 2.1, 3.1 and 3.2 can be applied to standard operator algebras on
X. For example, Theorem 3.2 has the following corollary.
Corollary 3.1. For a Banach space X, if a linear map  :F(X) →F(X) satisfies (P ) =
(P )P = P(P ) for every idempotent P in F(X) (in particular, if  is a local centralizer),
then  is a centralizer.
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