We solve a Riemann-Hilbert problem with almost periodic coefficient G, associated to a Toeplitz operator T G in a class which is closely connected to finite interval convolution equations, based on a generalization of the socalled table method. The explicit determination of solutions to that problem allows one to establish necessary and sufficient conditions for the invertibility of the corresponding Toeplitz operator, and to determine an appropriate factorization of G, providing explicit formulas for the inverse of T G . Some unexpected properties of the Fourier spectrum of the solutions are revealed which are not apparent through other approaches to the same problem.
Introduction
For p > 0, let H ± p = H p (C ± ) denote the Hardy spaces of the upper/lower half-planes C ± , and let L p := L p (R). Let moreover e λ be the function defined by e λ (x) = e iλx .
For every class X of functions introduced so far (or below), let X m×n denote the class of m × n matrices with entries in X, and let X m = X m×1 . The diagonal n × n matrix with diagonal entries f 1 , . . . , f n will be denoted by diag[f 1 , . . . , f n ]. It is well known that the study of several properties of Toeplitz operators T G : (H + p ) n −→ (H + p ) n , with G ∈ L n×n ∞ and 1 < p < ∞, in particular Fredholmness and invertibility, is closely connected with the study of an associated Riemann-Hilbert problem
where ϕ ± belong to certain spaces of analytic functions in C ± . In this paper we consider Toeplitz operators with 2 × 2 matrix symbols of the form
, g ∈ L ∞ , λ > 0, (
which we call Toeplitz operators of finite interval type, given their close connection with convolution operators on a finite interval of length λ (cf. [2] ), focusing mainly on the case where the non-diagonal function g is an almost periodic polynomial, i.e., g ∈ AP P . Recall that AP P consists, by definition, of all finite linear combinations
with complex c j and real λ j . We will say that the set of all λ j in (1.3) corresponding to c j ̸ = 0 is the Bohr-Fourier spectrum sp(f ) of f , while the respective coefficients c j are its Bohr-Fourier coefficients. For matrix functions of the form (1.2) the problem (1.1) with ϕ ± ∈ (H ± ∞ ) n is equivalent to gϕ 1+ = ϕ 2− − e λ ϕ 2+ with ϕ 1+ , ϕ 2+ ∈ H + ∞ , e −λ ϕ 1+ , ϕ 2− ∈ H − ∞ .
(
1.4)
It is clear that, if a function ϕ 1+ satisfying (1.4) exists, then it determines ϕ 1− and ϕ 2± uniquely. Analogously, if ϕ 1− exists, then it determines ϕ 1+ and ϕ 2± uniquely. Since ϕ ± are completely defined by either ϕ 1+ or ϕ 1− , we will say that ϕ 1+ (or ϕ 1− ) is a solution to the Riemann-Hilbert problem (1.4). One of the main goals of this paper is to obtain, whenever possible, explicit solutions to (1.4) (or, equivalently, (1.1)) for almost periodic polynomials g satisfying sp(g) ⊂ αZ + βZ, with particular emphasis on the case where g is a trinomial of the form g = ce −σ + be µ + ae α , −σ < µ < α, abc ̸ = 0.
(1.5)
Our approach to this problem is based on the so-called table method which was first presented in [5] and was later extended and developed in [8] , as a systematic procedure to obtain explicit solutions of (1. These results are presented in Sections 3 and 4, central to our paper. Namely, in Section 3 we review the essentials of the table method and discuss its implementation in the context of this paper. This (non trivial) generalization of the table method is illustrated by solving a scalar problem (1.4), called Problem g, for a particular case with trinomial g. The explicit determination of solutions to Problem g, for g given by (1.5), under certain additional restrictions, is obtained in Section 4. The reason for imposing these restrictions is explained in Section 2. There we also settle the notation and present the third subject that will play a main role in this paper, along with Toeplitz operators T G and the Riemann-Hilbert problem (1.1), namely, the (AP ) factorization of G and its partial(AP ) indices.
In Section 5 we demonstrate how the results of Section 4 can provide explicit solutions to (1.4) satisfying certain corona type conditions, thus yielding existence criteria for a canonical (that is, having zero partial indices) factorization of G and, under rather general assumptions, formulas of the canonical factorization itself. They also provide expressions for its partial AP indices if the factorization is not canonical in terms of the parameters α, µ and σ. Moreover, new lower estimates of the partial AP indices are obtained, raising the question whether they hold in a broader context. These results are used in Section 6 to obtain a complete solution of the factorization problem for G and the invertibility problem for the respective Toeplitz operator T G , for a class of matrix symbols G with parameters α, µ, σ in (1.5) lying in a certain domain for which a graphical interpretation of the results is possible. It is clear from the table method itself that it can also be applied to solve Riemann-Hilbert problems of the form (1.4) where sp(g) has more than three points in the same two-parameters group. More importantly, the explicit form of the solutions thus obtained makes it clear that their expressions remain valid for non-constant (and even non almost periodic) coefficients in a certain range, henceforth revealing some stability properties that are yet to be fully understood. These generalizations, and related open problems are presented and discussed briefly in the final Section 7.
Almost periodic symbols and factorization
The algebra AP of Bohr almost periodic functions is defined as the closure of AP P , the set of almost periodic polynomials, with respect to the uniform norm. The notions of Bohr-Fourier spectra and coefficients extend from AP P to AP . Namely, the Bohr-Fourier coefficient f (λ) is defined as M(e −λ f ); recall that the Bohr mean value
exists for any f ∈ AP , see e.g. [16, 17] for details. The Bohr-Fourier spectrum sp(f ) = {λ : f (λ) ̸ = 0} is at most countable, so the (formal) BohrFourier series ∑ λ f (λ)e λ can be put in correspondence with f . The set of f ∈ AP for which this series converges absolutely, that is,
AP ± are closed subalgebras of AP . The subalgebras AP W ± and AP P ± are defined as the intersections of AP ± with AP W and AP P , respectively. Note that 
If a bounded factorization (2.2) exists, the respective Toeplitz operator is invertible, and (2.2) provides an expression for its inverse:
where P + denotes the Riesz projection acting from L n p onto (H + p ) n entrywise. For matrix functions G ∈ (AP W ) n×n this sufficient invertibility condition is also necessary [2, Theorem 5.16] . Moreover, (2.2) is then automatically an AP W factorization of G. This is the main reason because of which the AP factorization of matrices (1.2) with g ∈ AP W is of interest. Note that the factorability criterion for such matrices, even with g ∈ AP P , is presently not known. Here is a brief summary of what is known for matrix functions of the form (1.2) with g given by (1.5): If α ≥ λ or σ ≥ λ, the respective term in (1.5) is inconsequential, and effectively g becomes, at most, a binomial. If α or σ are non-positive, then sp(g) lies to one side of the origin. Either way, G is then AP P factorable, and an explicit factorization was constructed in [12] , see also [2] , Sections 14.1 and 14.3. Further, if (α − µ)/(µ + σ) is rational, then the distances between the points of sp(g) are commensurable. This again guarantees the AP P factorability, with factorization formulas given in [15] and [2, Section 14.4 ]. We will therefore suppose that
and, without loss of generality, that µ ≥ 0 (see [2, Section 13.2] ). We will assume, in addition to (2.3) , that
Some factorability results are known for α + σ < λ, see e.g. [6] , [7] , and [8] , but we will not pursue this case here. If in (2.4) the equality holds, i.e., if α + σ = λ, and in addition µ = 0, then G is not AP P factorable. More specifically, it admits a canonical AP W (but not AP P ) factorization if |a| σ |c| α ̸ = |b| λ , and it is not AP factorable otherwise. This criterion was established in [11, 13] , while the explicit factorization formulas were obtained in [1] ; see also [2] [5] , where a more general class of almost periodic polynomials g was treated. Explicit formulas for the case of a trinomial g with α + σ = λ, µ ̸ = 0 were obtained in [14] , showing that this factorization is actually canonical. Explicit (non-recursive) criteria for existence of a canonical factorization for G, i.e., invertibility of T G , as well as explicit formulas for the factors G ± , when
have not been obtained before. This is why we concentrate in the forthcoming sections on g given by (1.5) and in addition satisfying (2.3), (2.5).
The table method and Problem g
The factorization problem for 2 × 2 matrices of the form (1.2) is closely connected to the solution of the Riemann-Hilbert problem (1.1) which in its turn, can be equivalently formulated as a scalar problem (1.4). In [5] , a Riemann-Hilbert problem of the form (1.4), denoted by Problem (A, g) where 
which was linearly independent from the previous one, by applying a simple transformation ξ → −ξ to a solution, satisfying (3.2), of an associate Problem (A,g (−) ), where g (−) (ξ) = g(−ξ). As a consequence it was possible to establish the existence of a canonical factorization of G in all cases that were considered, as well as the explicit formulas for the factors.
Let now
with a, b, c ∈ C\{0} and 5) assuming moreover that if
Consider the following:
for g satisfying (3.4) and (3.5).
The most obvious difficulty arising in this case is the fact that g is now a linear combination of exponentials involving three parameters, instead of just two as in the case considered in [5, 8] . On the other hand, as will be shown later, it turns out that in this case it is no longer possible to obtain a solution to the Riemann-Hilbert problem (1.4) satisfying (3.2), nor can we apply a simple change of variables such as ξ → −ξ in order to obtain a second linearly independent solution to the same problem when µ > 0. Moreover, as already shown in [2] , an AP factorization of G in this case is not necessarily canonical. In order to apply the table method in this case, we start by reducing the Riemann-Hilbert problem (1.4) with g given by (3.4) to an equivalent problem depending only on two parameters. To this end, let
Problem g can then be restated as either one of the following:
Secondly, we replace (3.2) by an equivalent condition which is more appropriate to study the case when µ ̸ = 0 in (3.4). Considering for simplicity that n = 1 in (3.1), in which case
we easily see that imposing (3.2) is equivalent to imposing that
We will show in the next section that it is always possible to find a solution to Problem g satisfying either (3.3) or (3.8). Now we present an example which does not involve elaborate computations, in order to illustrate how the results of the following sections were obtained by the table method. Remark however that, while the solutions would have been very difficult to obtain without this graphical algorithm, the proofs of the results in the following sections are all of analytic nature.
By the corona theorem (cf. [9] ), (f 1± , f 2± ) satisfies this condition if and only if there exists a pair (
Assume that α, µ, σ are such that (3.5) holds and, in addition,
In terms of the parameters x and y defined by (3.7) we have
We start by looking for a solution to Problem (g, r) in the form of a linear combination of exponentials e jx−ly with j, l ∈ N∪{0}, requiring 0 ∈ sp(ϕ 2− ). This implies x ∈ sp(φ 1+ ). Following the table method, we obtain the results shown in Table 1 , where the (j, l) entry in the boxed area is the Bohr-Fourier coefficient ofφ 1+ corresponding to e jx−ly . The positions marked with * and * * correspond to the points in the spectra of ϕ 2− and e λ ϕ 2+ respectively. Note that the point 2x − 2y belongs to both sp(φ 1+ ) and sp(e λ ϕ 2+ ). Table 1 Thus we have, for Problem (g, r),
which implies that the solution to Problem g is given by
For x − y < α it is not possible to continue the same procedure and obtain a solution to Problem (g, r) satisfying (3.8). However, we can obtain a solution to Problem (g, v) for which (3.3) holds, according to the table below. The (j, l) entry in the boxed area there is the Bohr-Fourier coefficient of ϕ 1− ) corresponding to e jx−ly , while * and * * correspond to the points in the spectra of e −α+y ϕ 2+ and e −λ−α+y ϕ 2− respectively. Note that 0 ∈ sp(ϕ 1− ) ∩ sp(e −α+y ϕ 2+ ). Table 2 Thus we have the following solution of the Problem (g, v):
For the case when (3.9) and, in addition, (3.15) hold, we see from (3.12)-
and ϕ c 1+ , ϕ c 2+ ∈ AP P + . On the other hand, as suggested by Table 1 , we havẽ
whereφ 1+ = e α−y ϕ 1+ , which shows that
for any strip of finite width parallel to the real axis (see the proof of Theorem 2.3 in [3] ), while
is a corona pair in C + , and we can see analogously that (ϕ 1− , ϕ 2− ) is a corona pair in C − . Consequently, G admits an AP P factorization with partial AP indices ±δ defined by (3.19) [4, Theorem 3.8] . Similarly, if (3.9) holds and x − y ≤ α, the partial AP indices are ±δ with
We conclude, in particular, that an AP factorization of G, with x, y, α satisfying (3.9), is canonical if and only if
Indeed, for these values of x, y, α we always have α > y, 2x − 2y > λ,, while x = λ if and only if x − y = α. Finally, for x − y = α, (3.12)-(3.14) and (3.16)-(3.18) yield two linearly independent solutions of the Riemann-Hilbert problem (1.1) which define the factors
in a canonical factorization (2.2) of G, where
Subgroup supported solutions to problem g: the trinomial case
Using the notation (3.7) introduced in Section 3, the conditions (3.5)-(3.6) imposed on sp(g) can be rewritten as
We define P as the set of all triples (x, y, α) satisfying (4.1) and (4.2). From x + y ≥ λ and y ≤ α it follows that x + α ≥ λ and, taking (4.2) into account, we have
Below we will repeatedly use the standard notation [x] for the integer part of x ∈ R, that is, the largest integer not exceeding x. On the other hand, ⌊x⌋ will stand for the largest integer strictly smaller than x:
and so
] is an integer, the result follows from (4.4) and (4.5).
For any (x, y, α) ∈ P, let
To prove our next result, the one-dimensional version of Kronecker's theorem will be needed, see e.g. [10] . For convenience of reference, we provide its statement below.
Theorem 4.2. Let p be a positive irrational number. Then the set {np −
Proof. If x + y > λ, according to Kronecker's Theorem 4.2, there is some n ∈ N ∪ {0} such that
Since ∈ N and therefore, by Lemma 4.1 we have
If x + y = λ, from Kronecker's Theorem we have that there is some n ∈ N ∪ {0} such that
It follows that 
Therefore we must have
, which is impossible because
Since J 1(x,y,α) ⊂ J (x,y,α) , we immediately conclude the following:
Having fixed (x, y, α) ∈ P, let now
7)
S −1 = 1, (4.8)
and on the other hand we have ] , which is impossible for l < N . Therefore (4.13) must hold. The rest follows immediately from (4.11) and (4.12).
Remark that we have
We can now present a solution to the Riemann-Hilbert problem (1.1). Recall that, by Theorem 4.5, either λ 
14)
then an AP P solution to the Riemann-Hilbert problem (1.1) is given by (4.15) where
Respectively, if 20) then an AP P solution to the Riemann-Hilbert problem (1.1) is given by
Note that in (4.21) we have 0 ∈ sp(ϕ v 1− ), while 0 ∈ sp(ϕ r 2− ) in (4.19). To prove Theorem 4.6 we use the following two results.
Lemma 4.7.
Let (x, y, α) ∈ P, and let N and S l be defined by (4.9) and (4.10), respectively. Then 
To prove (ii), it suffices to show that
25)
S l x − ly < λ (4.26)
since, for j = S l−1 , . . . , S l , we have
Now, since l − 1 < N , we have from Theorem 4.5
and S l x − ly < λ. Thus, (4.25) and (4.26) hold. In its turn, (iii) easily follows from the definition of S l . The same is true for (iv), taking into account that λ − y ≤ x because x + y ≥ λ.
Theorem 4.8. Let (x, y, α) ∈ P, and let N be defined by (4.7). If
λ ≤ (S N + 1)x − N y ≤ λ + α − y ,(4.
27) then an AP P solution to Problem (g, r) is given bỹ
Proof. A straightforward computation shows that
To 
. . , S l , it suffices to show that
which is indeed the case due to Lemma 4.7 and (4.27), respectively. On the other hand, it is easy to see from (4.27), that (4.28) holds. It remains to prove that ϕ r 2± ∈ H ± ∞ . As to ϕ r 2+ , we have:
. . , S l+1 . But due to Lemma 4.7, (S l + 1)x − ly − λ ≥ 0.
• From (v) of the same lemma, it follows that (S N + 1)x − N y − λ ≥ 0.
• Taking into account that 0 ≤ x + y − λ ≤ jx + y − λ, for all j = S −1 , . . . , S 0 and (4.27), we conclude that ϕ r 2+ ∈ H + ∞ .
By (iv) of Lemma 4.7, we have (S
Proof of Theorem 4.6: Note that λ ≤ λ + α − y ≤ α + x. So, according to Theorem 4.5 we have either 
where ϕ 1+ = e α−yφ1+ . Therefore, the Riemann-Hilbert problem (1.1) admits a solution ϕ 1+ if and only ifφ 1+ = e −α+y ϕ 1+ is a solution to Problem  (g, r) . Therefore, the solution to (1.1) immediately follows from the above mentioned equivalence with Problem (g, r) and from Theorem 4.8; in this case 0 ∈ sp(ϕ r 2− ). Let (4.30) hold. We will prove now that sp(ϕ 
Therefore from (4.37) and (4.38) we have (4.36) and we conclude that
Finally, a straightforward computation shows that in fact (4.21)-(4.24) is an AP P solution to (1.1) with 0 ∈ sp(ϕ v 1− ).
Partial AP indices and canonical factorization
As was already mentioned in Section 2, matrix functions (1.2) with g defined by (3.4)-(3.6) are AP P factorable. We will now use Theorem 4.6 to extract some additional information concerning the partial AP indices ± δ of this factorization. To this end, observe the following:
2)
We now conclude: Recall that the Toeplitz operator T G with matrix n × n symbol G acts according to the formula
Various settings are possible, depending on the choice of the space X and the respective meaning of the (acting entry-wise) projection P + . In particular, X may be a Hardy space H + p of functions analytic in the upper half space with 1 < p < ∞; P + is then the projection of L p onto H + p parallel to H − p , and G can be any matrix function in L n×n ∞ . For G ∈ AP n×n one may also take X to be the Besicovitch space, and for G ∈ AP W n×n the case X = AP W + can be considered; see [2] for the detailed treatment. In all the settings mentioned above, the relation between certain properties of T G (Fredholmness, one-or two-sided invertibility, dimensions of kernel and cokernel, etc.) and an appropriate factorization of the symbol G are the same, and therefore we will not specify the spaces in the forthcoming statements.
Corollary 5.2.
Let (x, y, α) ∈ P and let N be defined by (4.7). A necessary condition for T G to be invertible is that δ, given by (5.1)-(5.2) is equal to 0, i.e.:
These conditions are necessary and sufficient if (ϕ 1+ , ϕ 2+ ) and (ϕ 1− , ϕ 2− ) are corona pairs in C + and C − , respectively.
These results yield some simple criteria for the invertibility of Toeplitz operators T G . For example, we have the following, in the notation of the previous theorem. , S 0 = n − 1, and ϕ 2− = c. Therefore (ϕ 1− , ϕ 2− ) is a corona pair in C − . On the other hand it is clear that (4.14) is satisfied and it follows from Theorem 4.6 and from Theorem 2.3 in [3] that (ϕ r 1+ , ϕ r 2+ ), given by (4.15) and (4.17) , is a corona pair in C + . We can follow a similar reasoning if x = The existence of a canonical factorization can also be proved by determining two linearly independent solutions to the Riemann-Hilbert problem (1.1) satisfying the conditions of the following theorem. In that case δ, given by (5.1)-(5.2), is 0 and (ϕ 1± , ϕ 2± ) are corona pairs in C ± , respectively.
Theorem 5.4 ([5])
. Let ϕ 1+ , ψ 1+ be solutions to Problem (1.1) . Then G admits a canonical bounded factorization (2.2) with
Now we have the following.
Theorem 5.5. Under the assumptions of Corollary 5.2, the necessary conditions established in this corollary for T G to be invertible are also sufficient if: (i) (5.3) holds and
(ii) (5.4) holds and 
if (5.5) is satisfied, and
if (5.6) is satisfied.
Note that x + y = α + σ, so the case x + y = λ is covered by [14] .
(ii) Assume now that (5. 
if (5.7) is satisfied, and
If y = α, that is, µ = 0, the operator T G is invertible by [5] .
The proof of Theorem 5.5 provides an explicit canonical factorization for G, revealing in particular additional information concerning the Bohr-Fourier spectra of the entries of G ± . To put this in perspective, recall that according to [19] for any G admitting an AP factorization and such that sp(G) ⊂ Σ for some additive subgroup of R, it is possible to choose a factorization in such a way that sp(G ± ), sp(G
In particular, the partial AP indices of G lie in Σ. If the AP factorization of G is a priori canonical, the latter statement is redundant, and the property (5.9) holds for every factorization of G, as was shown earlier in [1, 20] . For matrix functions (1.2) this observation was strengthened in [6] . Skipping technical details, for which we refer to Theorem 6.1 of [6] , the result is as follows: if sp(g) ⊂ Σ 0 for some subgroup Σ 0 of R and (1.2) admits a canonical factorization, then each entry of G ± (and thus G −1 ± as well) has its Bohr-Fourier spectra located in exactly one of the three sets Σ 0 , Σ 0 + λ and Σ 0 − λ. In our setting of g given by (1.5), Σ 0 = xZ + yZ + αZ. However, the formulas obtained while proving Theorem 5.5 show that in fact the BohFourier spectra of each entry of G ± , G 
Example
Assume now that α, µ, σ are such that (3.5) holds, and in addition 
3)
where
Theorem 6.2. For all (x, y, α) ∈ P satisfying (6.1), the partial AP indices ±δ of G are given by the following formulas
Proof. We prove this result for the case (I)-(i); in the remaining cases the proof is similar, using (6.2) and Theorem 2.3 in [3] . Let λ ≤ 2x ≤ α + x and 2x ≤ λ + α − y. Then from (6.2)-(6.4) we obtain
It is easy to check that ( From here we immediately obtain:
Note that we may have δ = µ, and therefore Corollary 6.3 provides optimal estimate for the partial AP indices.
Corollary 6.4. Let (x, y, α) ∈ P satisfy (6.1). A necessary and sufficient condition for T G to be invertible is that
The factors in a canonical factorization of G can be obtained, for It may be worth noting that the borderline cases α + σ = λ and α + σ > λ, µ = 0 for which explicit necessary and sufficient conditions for existence of a canonical factorization of G were previously known, as mentioned in Section 1, correspond only to the boundary lines of the polygon which are given by the equations x + y = λ, y = α in the (x, y) plane.
Final remarks

More general AP polynomials
The table method approach is by no means exhausted by the class of symbols studied in the previous sections. The following examples illustrate this point. if x − y < α. For x − y = α, (7.1)-(7.3) and (7.4)-(7.6) yield two linearly independent solutions of Gϕ + = ϕ − which define the factors G ± in a canonical factorization of G. . For x − y = α, (7.7)-(7.9) and (7.10)-(7.12) yield two linearly independent solutions of Gϕ + = ϕ − which define the factors G ± in a canonical factorization of G.
These examples raise several interesting questions such as the following. Can the table method be applied to obtain solutions to the Riemann-Hilbert problem (1.1), with G given by (1.2), for any APP g? Is there always an AP P solution to that Riemann-Hilbert problem? What are the optimal solutions with respect to the Bohr-Fourier spectrum, and the best estimate of the partial AP indices in terms of the spectrum of g?
Non-AP symbols
Finally, we see that knowing the explicit expressions of the solutions to Problem g enables one to extend the results to some cases where the constant coefficients of the exponentials in g are replaced by functions, not even necessarily belonging to AP . To illustrate this point, note for example that in case (I) of Theorem 6.1 a bounded factorization of G exists, and exactly the same factorization formulas persist, when a constant coefficient a is replaced by an arbitrary function a ∈ H + ∞ . This factorization is in fact AP , AP W , or AP P if and only if a belongs respectively to AP + , AP W + , or AP P + .
