Abstract. Draisma recently proved that polynomial representations of GL ∞ are topologically noetherian. We generalize this result to algebraic representations of infinite rank classical groups.
1. Introduction 1.1. Background. In recent years, a number of novel noetherianity results have been discovered and exploited; for but a few examples, see [AH, Co, Co2, CEF, DE, DES, DK, Eg, HS, NSS, PSa, Sn, SS2] . It is not yet clear where the ultimate line between noetherianity and non-noetherianity lies: of the reasonable structures to consider, some are known to be noetherian and some not, and in between is a vast unknown territory.
Recently, Draisma [Dr] proved a breakthrough result claiming a large tract of the unknown for the noetherian side. To state it, we must recall some terminology. Fix an algebraically closed field k and let GL = n≥1 GL n (k). A representation of GL is called polynomial if it is a subquotient of a finite 1 direct sum of tensor products of the standard representation V = n≥1 k n . If E is a polynomial representation then the dual spaceÊ is canonically identified with the k-points of the spectrum of the ring Sym(E), and in this way inherits a Zariski topology. Recall that if a group G acts on a space X (such as GL onÊ) then we say that X is topologically G-noetherian if every descending chain of G-stable closed subsets of X stabilizes. We can now state Draisma's theorem: Theorem 1.1 (Draisma) . Let E be a polynomial representation of GL. ThenÊ is topologically GL-noetherian.
This result has already found application: Erman-Sam-Snowden [ESS] have combined it with the resolution of Stillman's conjecture by to establish a vast generalization of Stillman's conjecture.
1.2. The main theorem. Draisma's theorem elicits a few natural follow-up questions. Does noetherianity hold for any non-polynomial representations of GL? And what about representations of similar groups, such as the infinite orthogonal group? The purpose of this paper is to provide some answers to these questions.
Let O = n≥1 O n (k) be the infinite orthogonal group, and let Sp = n≥1 Sp 2n (k) be the infinite symplectic group. We say that a representation of O or Sp is algebraic if it appears as a subquotient of a finite direct sum of tensor powers of the standard representation V. representation of GL is called algebraic if it appears as a subquotient of a finite direct sum of representations of the form V ⊗n ⊗V ⊗m * . We note that V ∼ = V * as representations of O and Sp, so one does not get a larger category of representations by using V * . In characteristic 0, algebraic representations of GL, O, and Sp have been studied in [DPS, PSe, PSt, SS] .
The main theorem of this paper is: Theorem 1.2. Let G ∈ {O, Sp, GL} and let E be an algebraic representation of G. Then E is topologically G-noetherian.
In §5, we show that certain very similar looking statements are false. It would be interesting to see if this theorem has any applications in commutative algebra along the lines of [ESS] . We note, however, that [ESS] makes use of the kind of statements found in §5 that are true in the case of polynomial representations, but false for algebraic representations.
1.3. Possible generalizations. There are two directions in which Theorem 1.2 might be generalized. First, one might hope for a statement at the level of ideals. That is, suppose that E is an algebraic representation of G (for G as in the theorem), and let A = Sym(E). The theorem is equivalent to the statement that any ascending chain of G-stable radical ideals in A stabilizes. A plausible stronger statement is that every ascending chain of Gstable ideals stabilizes. More generally, if E ′ is a second algebraic representation, one might hope that every ascending chain of G-stable submodules of A ⊗ E ′ stabilizes. Second, one might hope to extend topological noetherianity to certain analogs of algebraic representations. Let A = Sym(Sym 2 (C ∞ )), equipped with its natural action of GL. One can then consider the category Mod A of A-modules equipped with a compatible polynomial action of GL. Let Mod tors A be the Serre subcategory of torsion modules. It is known [NSS] that the quotient category Mod A / Mod tors A is equivalent to the category of algebraic representations of O (as a tensor category). Thus Theorem 1.2 in the case G = O can be stated as: every finitely generated algebra in the category Mod A / Mod tors A is topologically noetherian. It seems plausible that this statement might hold true for any A of the form Sym(E), with E a polynomial representation of GL.
1.4.
Outline. In §2, we show that it suffices to prove Theorem 1.2 for any one of the three groups. In §3, we go over some preliminary material. The main theorem (in the general linear case) is proved in §4. In §5, we discuss counterexamples to certain variants of the main theorem.
Lemma 2.1. Suppose that G, H ∈ {GL, Sp, O} and that H → G is a homomorphism such that the standard representation of G pulls back to an algebraic representation of H. Suppose also that Theorem 1.2 holds for H. Then Theorem 1.2 holds for G.
Proof. The hypothesis implies that any algebraic representation of G pulls back to an algebraic representation of H. Let E be an algebraic representation of G. Suppose that Z • ⊂Ê is a descending chain of G-stable closed subset. Then it is also a descending chain of H-stable closed subsets, and thus stabilizes. ThusÊ is topologically G-noetherian. Proposition 2.2. If Theorem 1.2 holds for any one of the three groups then it holds for the other two.
Proof. Suppose the theorem holds for GL and char(k) = 2. Consider the representation V ⊕ V * of GL. This representation carries both a symmetric form and a symplectic form, defined by the formulas (v+λ,
. These forms give group homomorphisms GL → O and GL → Sp. These homomorphisms have the property that the standard representation pulls back to the representation V ⊕ V * . Thus Theorem 1.2 holds for O and Sp by Lemma 2.1.
If char(k) = 2 then a similar argument works. The bilinear form defined in the previous paragraph is alternating in characteristic 2 (i.e., it satisfies (v + λ, v + λ) = 0) and thus yields a map GL → Sp that again allows us to apply Lemma 2.1. The representation V ⊕ V * also admits a quadratic form defined by (v, λ) → λ(v), which affords a homomorphim GL → O to which we can apply Lemma 2.1. Now suppose that Theorem 1.2 holds for O. Applying Lemma 2.1 to the inclusion O → GL, we see that Theorem 1.2 holds for GL. Appealing to the previous two paragraphs, we thus see that Theorem 1.2 holds for Sp as well. Similarly, if Theorem 1.2 holds for Sp then we get it for GL and then O.
A similar argument is used in the following proposition, which we also require. A representation of GL × GL is polynomial if it appears as a subquotient of a finite sum of representations of the form
Proposition 2.3. Let E be a polynomial representation of GL×GL. ThenÊ is topologically GL × GL noetherian.
Proof. Consider the diagonal copy of GL in GL × GL. The restriction E| GL is then polynomial: indeed, if E is a subquotient of
SinceÊ| GL is topologically noetherian by Draisma's theorem, the result follows.
3. Preliminaries 3.1. Spaces of matrices. LetM be the set of matrices (a i,j ) i,j∈N with a i,j ∈ k. Let M ⊂M be the subset consisting of matrices with only finitely many non-zero entries. We have a trace pairing
that identifiesM with the linear dual of the space M. We let M n ⊂ M be the set of matrices (a i,j ) with a i,j = 0 for i > n or j > n. We defineM n similarly, but regard it as a quotient ofM. Thus M is the union of the M n andM is the inverse limit of theM n . Let U, L ⊂ M andÛ,L ⊂M be the spaces of upper-triangular and lower-triangular matrices. The trace pairing identifiesL with the linear dual of L andÛ with the dual of U. One cannot multiply arbitrary elements ofM, as this would typically involve infinite sums. However, the product AB is defined for A ∈L and B ∈M, or for A ∈M and B ∈Û. We define L n , U n ,L n , andÛ n in the obvious ways.
We let V n = k n and V = n≥1 V n . We letV andV n be the dual spaces to V and V n , so thatV is the inverse limit of the spacesV n .
3.2. Polynomial representations. Let E be a polynomial representation of GL. Then the action of GL n ⊂ GL extends uniquely to an action of the monoid M n , and these assemble to an action of M. Furthermore, the action of U on the dualÊ extends uniquely to a continuous action ofÛ, where continuous means that for fixed v ∈Ê the quantity uv depends only on the projection of u toÛ n , for some n depending only on v. This is easy to see when E = V: the point is that, if e i denotes the ith basis vector of V, then ue * i only depends on the top left i × i block of u. The action of L onÊ does not similarly extend to an action ofL.
We can then equivalently think of the representation E as a polynomial functor E on the category of k-vector spaces. We let E n be the value of the functor E on k n , so that E itself is identified with the union of the E n . We letÊ andÊ n be the linear duals of E and E n , so thatÊ is the inverse limit of theÊ n . We note that E n ⊂ E is stable under the action of U andÛ. It follows that the projection mapÊ →Ê n is compatible with the action ofÛ.
For the purposes of this paper, we really only need to consider E's that are finite sums of tensor powers of V. In this case, one does not need to think about polynomial functors: the space E n is then the corresponding sum of tensor powers of V n .
We identifyÊ with the spectrum of the ring Sym(E) (or more accurately, the k-points of the spectrum), and equip it with the Zariski topology. By definition, a regular function f onÊ is an element of Sym(E). Since E is the union of the E n , it follows that f belongs to Sym(E n ) for some n; we say that f has level n. This implies that f factors through the projectionÊ →Ê n .
The general linear case
Let G = GL×GL, and let H be the subgroup of elements of the form (g, t g −1 ). Of course, H is isomorphic to GL. By definition, every algebraic representation of H is a subquotient of E| H for some polynomial representation E of G, so it suffices to prove noetherianity of E| H for all such E. We therefore fix E for the rest of this section, and prove thatÊ| H is noetherian.
Let G act on M by the formula (g, h) · A = gA t h. The dual action of G onM is given by the formula (g, h) · A = t g −1 Ah −1 . Let I ∈M be the identity matrix. Note that the stabilizer of I in G is exactly H. Given an H-stable closed subset Z ofÊ, let Z + be the closure of the G-orbit of the set {I} × Z inM ×Ê. (The topology on the product is the Zariski topology on the product of schemes, which is not the product topology.) We will prove:
Before proving the proposition, we note an important consequence. Proof. It is clear that Z → Z + is order preserving. By the proposition, we can recover Z from Z + , and so the map is injective. SinceM ×Ê is the dual of the polynomial representation M ⊕ E of G, Proposition 2.3 shows that it is topologically G-noetherian. In particular, the right side of (4.3) satisfies the descending chain condition. It follows that the left side does as well, and soÊ is topologically H-noetherian.
LetÛ
′ be the subset ofÛ consisting of matrices where all diagonal entries are 1, and let W =Û ×Û ′ . Let ϕ :Ŵ →M be the function defined by ϕ(u, v) = t uIv. Note that since t u ∈L and v ∈Û, this matrix product is defined. Let ϕ n :Ŵ n →M n be defined by the same formula. We note that the diagram
commutes. That is, if i, j ≤ n then the (i, j) entry of ϕ(u, v) only depends on the top left n × n blocks of u and v.
Lemma 4.4. Let X be an affine variety over k, and let h :Ŵ n × X → k be a regular function. Then there is a monomial m in the diagonal entries ofÛ n and a regular function
Proof. Consider the polynomial ring R = Sym(
The morphism ϕ n induces an injective ring homomorphism Sym(M n ) ⊗O X → R, so we may view the former as a subring of the latter. Note that this subring is generated (as an O X -algebra) by terms of the form i k=1 u ki v kj for i < j and terms of the form u ji + j−1 k=1 u ki v kj for i ≥ j. We denote these terms by a ij . It thus suffices to show that all u ij and v kl can be expressed as a quotient of a polynomial in the a ij by a monomial in the u ii . We do so by induction.
We have u 1i = a i1 for any i ≥ 1 and v 1j = a 1j u 11
for any j > 1. Both of these are expressions of the desired form. Now suppose that u ki and v kj can be expressed in the desired form for all k ≤ i < j with k < K, for some K. For i ≥ K we see that a iK is equal to u Ki plus terms of the form u ki v kK with k < K; since we have an expression of the desired form for each of these other terms, we find one for u Ki . For j > K, we find that a Kj is equal to u KK v Kj plus terms of the form u kK v kj with k < K; once again, this yields an expression of the desired form for v Kj . This concludes the proof of the lemma.
Let f be a regular function onÊ of level n that vanishes on Z. We define a function h f onŴ ×Ê by h f (w, x) = f (w · x).
Note that the above formula makes use of the action mapÛ ×Û ×Ê →Ê, which exists sinceÊ is a polynomial representation of G.
We claim that h f is a regular function of level n. Consider the diagram
The left horizontal maps are the action maps. Both squares commute, so the whole diagram does, and thus h f factors through the left map and so has level n. It follows from the Lemma 4.4 that there is a monomial m f in the diagonal entries ofÛ n such that m f h f induces a regular function onM ×Ê of level n; call this function H f . Proof. Let G m = GL m ×GL m , and let H m ⊂ G m be the set of matrices of the form (g, t g −1 ). It suffices to show that H f vanishes on a dense subset of the G m -orbit of {I} × Z for all m ≫ 0. Now, the set W m H m ⊂ G m is dense, since a generic element of GL m can be written as a product of an upper triangular and lower triangular matrix. Suppose that g = wh, with m ≥ n. Writing w = (u, v), we have g = (uh, v t h −1 ). Note that
Let z ∈ Z. We then have
Now, by definition, we have
Since Z is H-stable, we have hz ∈ Z. Since f vanishes on Z, we thus see that this expression vanishes.
Lemma 4.6. Suppose z ∈Ê does not belong to Z. Then there exists f vanishing on Z such that H f (I, z) = 0.
Proof. Let n be such that the projection z of z toÊ n does not belong to Z n . We can thus find a regular function f onÊ n that vanishes on Z n but does not vanish at z. We have
Since m f (u) is monomial in the diagonal entries of u, it follows that m f (I) = 0. Furthermore, we have h f (I, I, z) = f (z) = 0. We thus see that H f (I, z) = 0.
Proof of Proposition 4.1. It is clear that {I} × Z is contained in the intersection of {I} ×Ê and Z + . Suppose that z ∈Ê does not belong to Z. Let f be as in Lemma 4.6. By Lemma 4.5, we see that H f belongs to the ideal of Z + . Since H f (I, z) = 0, it follows that (I, z) ∈ Z + , which proves the result.
Some counterexamples
Draisma's theorem states that if E is a polynomial representation of G thenÊ is topologically G-noetherian. One can identify E n with the spectrum of Sym(Ê n ), and in this way regard E = lim − → E n as an ind-scheme. (The elements of Sym(Ê) define functions on E, and their zero loci define the closed sets.) It is therefore sensible to ask if E is topologically noetherian. In [ESS] it is proved that this is the case: in fact, the G-stable closed sets of E andÊ are shown to be in bijection, and so noetherianity of E follows from Draisma's theorem.
We now explain that ind-version of Theorem 1.2 fails. In fact, noetherianity fails due to an obvious obstruction in each case.
First consider the GL case. If m is an element of M then one can make sense of the determinant χ(m) = det(1 − tm), a polynomial in t. The action of GL on M by conjugation defines an algebraic representation, and leaves χ invariant. Let c i (m) be the coefficient of t i in χ(m). Then c i : M → A 1 is a GL-invariant function. Taken together, the c i define an GL-invariant function c : M → A ∞ , where the target is the ind-scheme lim − → A n . It is easy to see that c is surjective, from which it follows that M is not topologically H-noetherian. (If Z • is an infinite strictly descending chain of closed subsets of A ∞ then c −1 (Z • ) is an infinite strictly descending chain of H-stable closed subsets of S.)
The other cases are similar. In the symplectic case, one considers the characteristic polynomial of anti-symmetric matrices, while in the orthogonal case one uses symmetric matrices. We remark thatV (and more generallyV d for any d ≥ 1) is known to be topologically S-noetherian [Co, Co2, AH, HS] , where S is the infinite symmetric group, and for similar reasons V is not topologically S-noetherian (one makes an invariant polynomial by using the coordinates as roots, so that the c i 's are elementary symmetric functions).
It is interesting to observe that these counterexamples do not apply in the pro-setting since the invariants they use no longer make sense: one cannot take the characteristic polynomial of an element ofM, as this would involve infinite sums. Similarly, the proof of noetherianity in the pro-setting does not apply in the ind-setting since the element I ∈M does not belong to M.
