Let N be sufficiently large odd integer. It is proved that the equation N = n 1 + n 2 + n 3 has solutions, where n i has a fixed number of prime factors, and an asymptotic formula holds for the number of representations.
Introduction and results
In 1937, Vinagradov [8] proved that every sufficiently large odd integer is the sum of three primes, which is called the Goldbach-Vinagradov theorem or the three primes theorem. Let (n) denote the number of distinct prime factors of positive integer n>1. The purpose of this paper is to study the solvability of the following generalized E-mail address: mengxm@beelink.com. 1 Supported by the Foundation of Shandong Provincial Education Department in China (Grant: 03F06). For k = 1, Theorem 1 is the famous Goldbach-Vinagradov theorem. In fact, we give another method to prove this theorem in this paper. We start from the estimate of the exponential sum S( , x) = n x f k (n)e(n ), for all ∈ [0, 1]. To estimate S( , x), we have to define the following two functions:
and
The later one has been studied by many authors (for example, see [2] , for details). We will use the following famous result of Sathe [5] and Selberg [6] , which is Here a j , b j are constants, a k−1 = 1, and
Notation. The letters n and k denote positive integers, x denote sufficiently large positive number, and c with or without subscripts always denotes positive constant. ε, ε and denote any small positive constant, with 0 < ε < ε < . m∼M denotes the sum over
denotes the rectangle 1 Re s 2 , T 1 Im s T 2 ; log 2 x = log log x; e(x) = e 2 ix . As usual, (q) and (q) stand for the functions of Eular and Mobius, respectively. x denotes the distance of x from the nearest integer.
Some lemmas
We need the following lemmas to prove Theorem 2. 
If =˜ , 2 |t| 2x 2 , we can shift the line of integration to Re w = 1 − (log q|t|) −2 . Then by Lemma 6 in [4] , for = 0 , we have
We can obtain the proof of the other cases by Lemma 2 in [9] .
Lemma 2. Let
Let be the largest real part of all zeros of L(s, ) in the rectangle
and be the character of modulo q. Then for
For U = 0, = 0 , and
Proof. We first consider the case U = 0, and = 0 . For − , s = 1 and s is not zero, we have (see [3] , for example) 5) where = + i is zero of (s). By this and
holds for |t| (log 2 x) 2 , and Re s 1 − (log 2 x) −1 . Then in the rectangle
with |s − 1| (log 2 x) −2 excepted, we have
Therefore by Borel-Coratheodory Theorem, we get
Then, for Re
The other cases are the results of Lemma 3 in [9] . Since we have proved the case of = 0 in Lemma 1, (2.2) also holds for = 0 .
This follows easily from (1.2).
Lemma 4. Let 1 < q < x, and be the character of modulo q, then we have
Proof. Let 0 = 1 + 1 log x . By Theorem 14.3.1 in [3] , we have
Moreover, 
Moreover for,
we have
Proof. By Siegel's Theorem, for ε 1 > 0, there exists c 1 , such that Then (2.9) follows.
Lemma 6. Let
Then for Re s > 1 and |z| < 1, we have
where
. Furthermore, we have the following estimates
Proof. (2.10) can be checked easily by some calculation, and the estimates follow by the following estimate:
Lemma 7.
For any 1 q x 1−ε , s = + it, in the region
Proof. We have 
This is Lemmas 3.3 and 3.4 in [7] .
Lemma 9. We have
where c 1 denotes the contour got by traversing the circle of positive radius with 1 as center in anti-clockwise direction and (s) has no zeros in the interior and on the boundary of c 1 .
Proof. We have
In the last step, we have applied the fact that (s − 1) (s) is regular, and equal to 1 if s = 1.
The modified Hooley-Huxley contour
We apply the modified Hooley-Huxley contour (Ramachandra [4] called it H-H contour in brief) to prove Theorem 2. Wolke and Zhan [9] applied a kind of H-H contour. However our H-H contour is different from theirs and that of Ramachandra [4] . Let R n (n = 0, ±1, ±2, . . .) denote the rectangle
where |(40n±20)(log x) 2 | 2x 2 . Let denote the largest real part of zeros of L(s, )(
, where B will be specified in the proof of Theorem 2 later. Let n 0 be the largest integer satisfying
Then we define a new right edge l n of R n as follows:
1. if q (log x) B , n n 0 , and =˜ , take
2. if q (log x) B , n n 0 , and =˜ , take
is the same as that of Lemma 5. < , take
if (log x) B < q x
l n : Re s = + ε (1 − ), |Im s − 40n(log x) 2 | 20(log x) 2 .
1 2 , or n > n 0 is true, and > , take
If q < (log x) B , n = 0, = 0 , we define a new l 0 as follows:
with the change that l 0 shall not cross the real line but shall traverse from 0 (where 0 is the same as that of Lemma 7) below the real axis and then makes a circular detour round the point 1 with (log 2 x) −1 as radius and comes back to 0 from above the real axis. Let C 0 denote the contour from below the real line making a circular detour round the point 1 with (log 2 x) −1 as radius and comes back to 0 from above the real axis. We now connect l n and l n+1 by a horizontal line l n (n = 0, ±1, ±2, . . .) and then obtain a contour 1 ( ) which consists of all the line l n and l n (or part of them) in the range (|Im s| x 2 ). Finally join the two points 0 ± ix 2 to 1 ( ) by two horizontal lines l(x 2 ) and l(−x 2 ). This gives the required contour
By Lemma 7 and the zero distribution of L-functions, there is no zeros and singularities of L-function in the interior and on the boundary of ( )∪{Re s = 0 , |Im s| x 2 }. So the function in the integrand is analytic on the edges and in the interior of the contour ( ) ∪ {Re s = 0 , |Im s| x 2 }. Then we can change the estimate of the integrate on the line Re s = 0 , |Im s| x 2 into the estimate of the integrate on the other edges of the contour (Re s = 0 , |Im s| x 2 is its right edge). We apply the zero density estimates and zero free regions for L-functions. It is proved that the integrates on l(x 2 ), l(−x 2 ) and 2 ( ) are errors. The integrate on C 0 is the main term.
The preliminary of Theorem 2
Transform S( , x), we have
We estimate S 1 ( , x) and S 2 ( , x), and obtain Proposition A. Let be given by (1.3), Q = x 1−ε , ε be any small positive constant and A be any large positive constant. Then the estimate
Proposition B. Under the conditions of Proposition A, the estimate
Remark.
We prove Proposition A firstly, and Proposition B can be proved similarly. Theorem 2 follows easily from Proposition A and B.
Proof of Proposition A. Transform S 1 ( , x), we have
,
denote the sum over all non-principle characters modulo q. 
By (4.1), to prove Proposition A, we have to prove
By Lemma 7 and the zero distribution of L-functions, in the interior and on the boundary of the contour ( )∪{Re s = 0 , |Im s| x 2 }, L(s, ) has no zeros and singularities. So by Lemma 6, G(z, s, ) is analytic in the interior and on the boundary of ( )∪{Re s = 0 , |Im s| x 2 }. Then by Cauchy's Theorem, we have
where we have exchanged the integrates, since G(z, s, ) is analytic for |z| < 1, and s ∈ ( ). If = 0 , we consider the left inner sum of (4.2)
Here we have used the fact that G(z, s, ) is analytic for s ∈ ( ). Define
Let s = + it. By Lemma 8, we have
Insert this into J, we have
Then we have
To evaluate I (x), we have
where a j , j = 1, . . . , k − 1 are constants, and a k−1 = 1. Here we have applied Lemma 9 and the residue theorem. Then we have the derived function
Combining the results, we have
s, ) dz ds + O(log x).
The first term of the last step reduces to the main term. To estimate the second term, we define
Similarly as before, for = 0 , we have
s, ) dz |ds| + O(log x). (4.4)
For s ∈ l(±x 2 ), and |z| = 1, by (4.3) and (4.4), we obtain that J and J 0 both
The estimate above has applied Lemma 3 and Lemma 2. Consequently, by (4.2), the integrates of J and J 0 on s ∈ l(±x 2 ) is permitted. We only have to prove that the integrates of J and J 0 on s ∈ 2 ( ) is permitted. Hence, by (4.2), (4.3) and (4.4), to prove Proposition A, we only have to show that for
and s = + it, the estimate
holds.
The estimate of R 1
We first prove (4.6) for q > log B x. Consider two cases separately. Case 1:
where the "sup" is taken over s ∈ M( , T 1 , ), |z| = 1, = q , and q > log B x. To prove (4.6), we only have to show that
Applying the well-known zero density estimate due to Ingham (see [3] , for example), we have
Hence, by (5.1) and (5.2), we have
By (4.5), for T 1 ∈ [1, 2 −1 | |x], we have max
, we have max
2 . By (5.2), we obtain
For =˜ and q > log B x, we havẽ
Consequently for =˜ , and s ∈ M, we have |Im s| 20(log x) 2 . By Lemma 3 and Lemma 2, we obtain that the right sides of (5.3), (5.4), (5.5) and (5.6) each (x, k) log −A−4 x, for q Q, and 1 k (2 − ε) log 2 x. So (5.1) holds for log B x < q Q and 1 k (2 − ε) log 2 x. Hence (4.6) follows.
Case 2: 1 < 0 . By (5.2), for > 1 , we have
Take B = 6(A + 17 + B 1 ), (B 1 will be specified later). As the discussion in the Case 1, to prove (4.6) it suffices to prove
Therefore, to prove (4.6), we have to prove that However, the right side of (5.7)
x(log x) B 1 +1 .
Take B 1 + 1 c 3 . (5.7) follows for Re s = 0 .
Then for s ∈ 2 ( ), and 1 < Re s < 0 , we have to consider all the horizontal lines involved in 2 ( ) (Re s 1 ). Let l be any of these lines, such that l :
Without loss of generality, we can assume that L(s, ) = 0 holds for s ∈ R (1) . We first give an estimation to log L(s, ). Take U = + 20(log x) 2 
Therefore, (5.7) holds for 1 < 0 . Consequently, for q > log B x, (4.6) follows. Then we show (4.6) for q log B x. We first assume that T 1 > (40n 0 + 20)(log x) 2 (n 0 is specified as before). By the choice of n 0 , we have T 1 (log x) B 1 . Since there is a factor T
on the right side of (5.2), and the estimates
hold, in this case (4.6) can be shown by the same way as for q > log B x. So we only have to prove (4.6) for q log B x, and T 1 (40n 0 + 20)(log x) 1 (log x) B . By (5.1)-(5.6), to prove (4.6), it suffices to prove that for s ∈ 2 ( ), |Im s| (log x) B , |z| = 1, = q , and q log B x, there exists an absolute constant c 4 > 0, such that
We treat the cases as follows:
In this case L(s, ) = 0 holds for Re s = 1 − c 5 log 2 x and |Im s| T 1 . Therefore by Lemma 3 and Lemma 2, we have
(b) = 0 , |Im s| < 20 log 2 x. In this case we have Re s = 0 = 1 − (log 2 x) −1 . Therefore 
Proof of Proposition B
Transform S 2 ( , x), we have
where q 1 = q d , and the first step has used q Q = x 1−ε . Here is character modulo q 1 , and = 0 denotes the sum over all the non-principle characters modulo q. Then Proposition B follows similarly as Proposition A. 
Solutions of the equation
where P , Q are parameters. Take P = (log N) A+1 and Q = N 1−ε where A will be specified later.
Then the number of the solutions of the equation in Theorem 1 is
Lemma 10 (Vinagrador [8] 
Proof of Theorem 1. We have
Define
T 10 (N ) =:
Now we evaluate T 10 (N ). By Proposition A, for ∈ E 1 , and 1 k (2 − ε) log 2 x, we have
By the definition of I (u) in Theorem 2, we have
Then we obtain that Therefore for ∈ E 1 and 1 k (2 − ε) log 2 x, we have
. By the well-known estimate (see [1] for example)
and Abel's summation formula, we have
Moreover we have
By (1.2), for any given > 0, and 1 k (2 − ) log 2 N , we havẽ
By this and (7.4), for 1 k (2 − ) log 2 N, we have Therefore by (7.5), we obtain 
Combining the above and (7.6), we obtain By this and (7.7), using Lemma 10, we have Similarly as the above, we can estimate T 1i (N ), i = 1, 2, 3. By Proposition B, for ∈ E 1 we have Take A = 7 in (7.9), then we have
Combining the above and (7. Combining the results, Theorem 1 follows.
