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ABSTRACT
This paper describes the use of word triggers in the con-
text of statistical language modeling for speech recogni-
tion. It consists of two parts: First we describe the use
of trigram models and smoothing in language modeling;
smoothing techniques are necessary due to unseen events
in training data. In the second part we consider the use
of word triggers in language modeling to capture long-
distance dependencies. The experimental results present-
ed are based on the Wall Street Journal task.
1. INTRODUCTION
The need for a stochastic language model in speech
recognition arises from Bayes' decision rule for min-
imum error rate [1]. The word sequence w
1
:::w
N
to be recognized from the sequence of acoustic ob-
servations x
1
:::x
T
is determined as that word se-
quence w
1
:::w
N
for which the posterior probability
Pr(w
1
:::w
N
jx
1
:::x
T
) attains its maximum. This rule
can be rewritten in the form:
argmax
w
1
:::w
N
fPr(w
1
:::w
N
)  Pr(x
1
:::x
T
jw
1
:::w
N
)g ;
(1)
where Pr(x
1
:::x
T
jw
1
:::w
N
) is the conditional proba-
bility of, given the word sequence w
1
:::w
N
, observing
the sequence of acoustic measurements x
1
:::x
T
and
where Pr(w
1
:::w
N
) is the prior probability of pro-
ducing the word sequence w
1
:::w
N
.
The task of the stochastic language model is
to provide estimates of these prior probabilities
Pr(w
1
:::w
N
). Using the denition of conditional
probabilities, we obtain the decomposition:
Pr(w
1
:::w
N
) =
N
Y
n=1
Pr(w
n
jw
1
:::w
n 1
) : (2)
The organization of this paper is as follows. In Sec-
tion 2, we review our baseline method for trigram
modeling and smoothing; the smoothing is based
on the leaving-one-out method. In Section 3, we
study the word triggers to model long-distance de-
pendencies. As we will see, we again apply some
sort of leaving-one-out concept to select good trigger
pairs. In both sections, we present experimental re-
sults that were obtained on the Wall Street Journal
corpus.
2. M{GRAM MODELING AND
SMOOTHING
2.1. Bigram and Trigram Modeling
For large vocabulary speech recognition, these con-
ditional probabilities are typically used in the fol-
lowing way [1]. The dependence of the conditional
probability of observing a word w
n
at a position n
is assumed to be restricted to its immediate m pre-
decessor words w
n m
:::w
n 1
. The resulting model is
that of a Markov chain and is referred to as (m+1)-
gram model. For m = 1 and m = 2, we obtain the
widely used bigram and trigram models, respective-
ly. These bigram and trigram models are estimat-
ed from a text corpus during a training phase. But
even for these restricted models, most of the pos-
sible events, i.e. word pairs and word triples, are
never seen in training because there are so many of
them. Therefore in order to allow for events not seen
in training, the probability distributions obtained in
these m-gram approaches are smoothed with more
general distributions.
Strictly speaking, to evaluate the quality of a
stochastic language model, we would have to run a
whole recognition experiment. However, to a rst ap-
proximation, we can separate the two types of prob-
ability distributions in Bayes' decision rule and con-
ne ourselves to the probability that the language
model produces for a sequence of (test or training)
words w
n
; n = 1; :::; N . To normalize this prior
probability with respect to the number N of words,
we take the inverse of the N -th root and obtain the
so-called corpus perplexity [1]:
PP := [Pr(w
1
:::w
N
)]
 1=N
:
Inserting the decomposition into conditional proba-
bilities of Eq. (2) and taking the logarithm, we obtain
the so-called log-perplexity:
log PP =  
1
N
N
X
n=1
log Pr(w
n
jw
1
:::w
n 1
) : (3)
2.2. Smoothing Method
To obtain a non-zero probability mass for unseen
events, we review the method of absolute discounting.
The basic idea of the absolute discounting [6] model
is to leave the high counts virtually unchanged. We
consider a word bigram or word trigram and denote
it by (h;w) where h stands for history.
The count r = N (h;w) with which the event (h;w)
has been observed in the training data is likely to
change in another set of training data of the same
size N . However, we can expect the dierence to
be small. Typically we would expect to see values
like r   1; r; r + 1. To take this type of variability
into account, we introduce an average and therefore
non-integer count oset which is assumed to be in-
dependent of the count value N (h;w). Observing
the normalization constraint, we obtain the model of
absolute discounting:
p(wjh) =
(4)
8
>
>
>
>
<
>
>
>
:
N (h;w)   b
N (h)
if N (h;w)>0
b  [W n
0
(h)]
N (h)
(wjh)
X
w
0
:N(h;w
0
)=0
(w
0
jh)
if N (h;w)=0 :
Here we have used the following symbols:
W : vocabulary size, typically 20000 words;
N : size of the training corpus, typically several
millions of words;
N (h;w): the number of observations of the
event (h;w) in the training corpus;
N (h): the number of observations of the history
h in the training corpus;
b: the discounting parameter, which here is as-
sumed to be history independent;
n
0
(h): the number of words that were not ob-
served as successor words of the history h;
(wjh): the more generalized distribution for a
generalized history h, to which we back o [5].
E.g. for a word trigram (u; v; w) with h = (u; v),
we typically use the level of word bigrams as
generalized events, i.e. h = v.
The discounting parameter b is determined by the
leaving-one-out method in combination with maxi-
mum likelihood estimation. There is no closed-form
solution, but the following approximation is su-
ciently close in most cases [5]:
b

=
n
1
n
1
+ 2n
2
;
where n
1
is the number of `singleton' events, i.e.
events (h;w) with N (h;w) = 1 and n
2
is the num-
ber of `doubleton' events, i.e. events (h;w) with
N (h;w) = 2.
Interpolation. The smoothing method presented
above is based on backing-o, which amounts to a
strict choice between a specic and a generalized
probability distribution. An alternative is to add
the two probabilities distributions, where of course
the normalization constraint must be satised. The
advantage of interpolation over backing-o is that
the computationally expensive renormalization can
be avoided. In the experiments (e. g. see [5]), we
always found that in principle the perplexities are
virtually not aected. Thus we have the following
interpolation for absolute discounting using the dis-
counting parameter b
I
:
p(wjh) =
(5)
max

0;
N (h;w)   b
I
N (h)

+ b
I

W   n
0
(h)
N (h)
 (wjh) :
Multi-Level Smoothing. When smoothing a tri-
grammodel with a bigrammodel, we have to keep in
mind that the generalized distribution itself requires
smoothing. Thus the bigram itself is smoothed by
a unigram which again may be smoothed by a ze-
rogram model, i.e. a uniform distribution over the
words of the vocabulary. Thus, we can dene the
following levels for a trigram event (u; v; w):
 the trigram level (u; v; w), which denes the rel-
ative trigram frequencies as the level to start
with;
 the bigram level (v; w);
 the unigram level w;
 the zerogram level if the unigram estimates are
unreliable.
Cache Model. A simple method to include a
short-term memory into a language model is by
means of the so-called cache [3]. In a cache mod-
el, the probability of the most recent M words is
increased as compared to the position independent
unigram probability. A typical value of M is be-
tween 100 and 1000. For the following the history
h
n
= w
n 1
n M
consists of the M predecessor words of
Table 1: Perplexity (PP ) results and word error
rates (WER) for three types of language models.
Language model PP WER[%]
Bigram: without cache 198.1 16.5
Trigram: without cache 130.2 14.3
with cache 113.2 13.8
w
n
. The cache model p
C
(w
n
jw
n 1
n M
) is dened as:
p
C
(w
n
jw
n 1
n M
) =
1
M
M
X
m=1
(w
n
; w
n m
); (6)
with (w; v) = 1 if and only if w = v and (w; v) = 0
otherwise. The cache model is combined with the
baseline model through linear interpolation (see [2]).
For the resulting extended model we get:
p
E
(w
n
jw
n 1
n M
) =
  p
tri
(w
n
jw
n 2
; w
n 1
) + (1  )  p
C
(w
n
jw
n 1
n M
);
where  is the so-called interpolation parameter.
2.3. Experimental Results
The eect of the perplexity on the word error rate in
speech recognition is well known and has been con-
rmed in a large number of recognition experiments.
As a specic result of our baseline language model
and our recognition system, we show the recognition
results obtained in a recent recognition experiment
on a speech corpus from the Wall Street Journal
task [7]. Table 1 shows the eect that the dier-
ent types of language models have on the word error
rate in speech recognition. Three types of language
models were tested: a bigram model without cache,
a trigram without cache and a trigram model with
cache. For the integration of the language model in-
to the recognition process, see [7]. For each of the
three types of language models, Table 1 reports the
language model perplexity (on the test set) and the
word error rate. As can be seen, the improvement of
the perplexity goes hand in hand with a consistent
reduction of the word error rate.
3. WORD TRIGGERS
3.1. Methods
In this section we describe how long-distance depen-
dencies can be included into our language model by
so-called \trigger pairs". A trigger pair is a long
distance word pair. We restrict ourselves to trigger
pairs, where both the triggered and triggering events
are single words. For a vocabulary of size V , there
are V
2
possible word trigger pairs. We present only
the main results of our work with trigger pairs here,
for further details see [10].
p
ab
(wjh) =
(7)
8
>
>
>
>
>
<
>
>
>
>
>
>
:
q(bja) if a 2 h and w = b
[1  q(bja)] 
p(wjh)
P
w
0
6=b
p(w
0
jh)
if a 2 h and w 6= b
q(bja) if a =2 h and w = b
[1  q(bja)] 
p(wjh)
P
w
0
6=b
p(w
0
jh)
if a =2 h and w 6= b ,
The basic approach to selecting the best trigger pairs
is as follows. We consider the possible word trigger
pairs one by one and extend the baseline language
model p(wjh) by the word trigger pair under consid-
eration. Then for each word trigger pair, we compute
the perplexity improvement on a training corpus and
select the best trigger pairs. A specic trigger pair is
denoted by a! b, where a is the triggering word and
b the triggered word. The extended model p
ab
(wjh)
is dened as in Eq. (7), where q(bja) and q(bja) are
two interaction parameters of the word trigger pair
a ! b. For symmetry reasons, we have introduced
a special interaction parameter q(bja), when a has
not been seen in the history. The unknown parame-
ters q(bja) and q(bja) will be estimated by maximum
likelihood.
We consider the dierence between the log-perplexity
F
ab
of the extended model p
ab
(wjh) and the log-
perplexity F
0
of the baseline model p(wjh) on a cor-
pus w
1
; :::; w
n
; :::; w
N
. Choosing a unigram model
p(w) as baseline model p(wjh), we obtain after some
rearrangements:
F
ab
  F
0
=
(8)
N (a; b) log
q(bja)
p(b)
+ N (a;

b) log
1  q(bja)
1  p(b)
+N (a; b) log
q(bja)
p(b)
+ N (a;

b) log
1  q(bja)
1  p(b)
;
where the counts N (; ) are dened in a natural way,
e.g. N (a; b) is the number of times the word b oc-
curred in a corpus with a in its history. Formally we
dene:
N (a; b) =
X
n:a2h
n
;b=w
n
1: (9)
The other counts are dened accordingly. From
Eq. (8) we derive the maximum likelihood estimates
for the interaction parameter q(bja) (similarly for
q(bja)):
q(bja) =
N (a; b)
N (a; b) +N (a;

b)
: (10)
Identifying the probability p(a; b) with the relative
frequency N (a; b)=N and similarly for the other joint
events (a;

b); (a; b); (a;

b), we obtain exactly the mu-
tual information criterion as suggested in [4, 9]. In
other words, this criterion is simply the improvement
of the log-perplexity for a unigram model using the
above backing-o model for the trigger pair a ! b.
The trigger pairs selected by this criterion are called
unigram level triggers.
The model dened by Eq. (7) might have a drawback
due to the following observation. If w
n
6= b for a
trigger pair a ! b, the baseline language model is
always discounted by a factor [1   q(bja)] or [1  
q(bja)] in the model dened by Eq. (7), which may
hurt in terms of perplexity. As conrmed by the
experimental results, there is another approach to
integrating a trigger pair into a baseline language
model. The idea is to use the trigger pair a! b only
in positions h
n
where the baseline language model
provides a poor probability. To give a quantitative
formulation, we assume a linear interpolation of a
unigram distribution (w) and a specic language
model p
S
(wjh), e.g. an unsmoothed trigram/cache
model. For the baseline language model p(wjh), we
have then the form:
p(wjh) = (1  )  p
S
(wjh) +   (w):
To incorporate a trigger pair a! b into the baseline
language model, we replace the unigram distribution
(w) by a new quasi-unigram distribution 
ab
(w),
which is dened in a similar fashion as Eq. (7). The
extended language model p
ab
(wjh) is then given by
linear interpolation:
p
ab
(wjh) = (1  )  p
S
(wjh) +   
ab
(wjh) :
As expressed by this equation, the trigger pairs are
incorporated into the baseline model at the lowest
possible level, namely at the level of the unigram
distribution. Therefore these trigger pairs will be
referred to as low level triggers. This term was chosen
to distinguish these triggers from high level triggers
[10] which are integrated at the highest level of the
baseline language model as specied by Eq. (7).
Using a probability threshold p
0
, we dene the set
of words whose probabilities cannot be improved by
the trigger model for a given history h:
V (h) =

w : p
S
(wjh) > p
0
	
:
For the dierence F
ab
 F
0
in the log-likelihoods, we
use the approximation:
F
ab
  F =
N
P
n=1
log
p
ab
(w
n
jh
n
)
p(w
n
jh
n
)
=
"
P
n: w
n
=2V (h
n
)
+
P
n: w
n
2V (h
n
)
#
log
p
ab
(w
n
jh
n
)
p(w
n
jh
n
)

=
P
n: w
n
=2V (h
n
)
log
p
ab
(w
n
jh
n
)
p(w
n
jh
n
)

=
P
n: w
n
=2V (h
n
)
log

ab
(w
n
jh
n
)
(w
n
)
:
(11)
Applying the probability threshold p
0
can also be
interpreted as a sort of leaving-one-out or cross-
validation approach in the following sense. Among
the word bigrams and trigrams of the baseline lan-
guage model, there are many accidental bigrams and
trigrams whose probabilities tend to be overestimat-
ed. By leaving-one-out, these low-count events are
aected most and we obtain more honest estimates
of these events. It is easy to see that applying the
probability threshold p
0
produces a similar result be-
cause it excludes the low-count (i.e. low-probability)
events too. As to the cache eect, we have to keep in
mind that the cache eect is not related to the train-
ing corpus, and therefore applying a threshold p
0
is,
at least in spirit, equivalent to considering only those
words for which there is no cache eect (see [10]).
The above approximation amounts to reducing the
training corpus by considering only positions n with
w
n
=2 V (h
n
). Then the set of these positions can be
processed as in the case of the unigram level trig-
gers. In particular, the trigger interaction parame-
ters q(bja) and q(bja) are estimated on the reduced
corpus, too. In informal experiments, we found that
the quality of the selection criterion could be im-
proved by computing (w) also only on the reduced
corpus of all words w
n
=2 V (h
n
) rather than the
whole corpus.
3.2. Experimental Results
The experimental tests were performed on the Wall
Street Journal (WSJ) task [8] for a vocabulary size
of W = 20000. We computed trigger pairs for two
selection criteria:
A: unigram level selection criterion in Eq. (8)
B: low level selection criterion in Eq. (11).
For the baseline language model, there were three
training corpora with sizes of 1; 5 and 38 million run-
ning words. Unlike the baseline language models, the
word trigger pairs were always selected from the 38-
million word training corpus. The low level triggers
were computed on a reduced corpus (resulting in 1; 8
million positions). For these experiments, the base-
line model was a bigram/cache model [5], where the
Table 2: List of best triggered words b for some trig-
gering words a for the selection criteria A and B
(training corpus of 38 million words) .
a b
asked A: point replied Mr. I he percent asked one seven eight
B: replied answered responded refused replies
responses reply yes request requesting
airlines A: airlines airline air passenger fares carriers trac
ights miles continental
B: American's passengers Airlines' Eastern's United's
hubs fares Northwest's carriers ights
Ford A: Ford Ford's cars auto Chrysler car G. Jaguar
models M.
B: Ford's Dearborn Bronco Taurus Escort Chrysler's
Tempo Mustang Thunderbird subcompact
love A: her love she point his I said dollars percent You
B: beautifully passion sweet sexy romantic hero pop
lovers pale wit
says A: says said point million dollars adds seven he ve one
B: concedes explains adds agrees recalls asks insists
acknowledges asserts predicts
bigram component and the cache component were
linearly interpolated using a cache with a weight of
0:1. In the rst part of this section, we present ex-
amples of the selected trigger pairs for the two selec-
tion criteria. These examples were chosen because
we deemed them to be typical. In the second part,
we present perplexity results for the combination of
trigger pairs with a baseline language model.
Examples of Trigger Pairs. For a chosen set of
triggering words a, Table 2 shows the best triggered
words b. The words b are ordered by decreasing per-
plexity improvement. For each of the two selection
criteria, the trigger pairs were taken from a list of
the best 500 000 trigger pairs. The low level trigger
pairs yield the best overall result of the two selection
criteria. Some words produce very interesting trigger
pairs, e.g. the triggering words \asked" and \says"
in Table 2. These verbs mostly trigger verbs again,
which even have the same tense. Additional inter-
esting examples are the triggering words \airlines"
and \Ford" in Table 2, where the triggered words
are airlines or car models produced by the \Ford"
company. The corresponding unigram level triggers
look worse for the same verbs, but for some nouns
as triggering words, the triggered words seem to be
more general.
Perplexity Results. In the following we present
perplexity results for the trigger pairs. The trigger
pairs were selected as described before in this subsec-
tion and were used to extend the baseline language
model p(w
n
jh
n
) which was a trigram model. To in-
corporate the selected trigger pairs along with the
cache model p
C
(w
n
jh
n
) into a full language model,
we dene the extended language model p
E
(w
n
jh
n
):
p
E
(w
n
jh
n
) = (1  
C
  
T
)  p(w
n
jh
n
)
+ 
C
 p
C
(w
n
jh
n
) + 
T
 p
T
(w
n
jh
n
);
(12)
Table 3: Perplexity results for the combination of
trigger pairs (1:5 million pairs) with a trigram/cache
language model (1, 5 and 38 million training words).
model 1 Mio 5 Mio 38 Mio
trigram with no cache 252 168 105
trigram/cache 197 138 92
+ unigram level triggers 191 135 91
+ low level triggers 180 128 87
where the history h
n
= w
n 1
n M
consists of the M
predecessor words of w
n
and 
C
and 
T
are the in-
terpolation parameters. The cache model is dened
as in Eq. (6). The trigger model p
T
(w
n
jh
n
) is dened
as:
p
T
(w
n
jw
n 1
n M
) =
1
M
M
P
m=1
(w
n
jw
n m
) :
The (bja) are obtained by renormalization:
(bja) =
q(bja)
P
b
0
q(b
0
ja)
;
where the interaction parameters q(bja) are the max-
imum likelihood estimates given by Eq. (10). In the
experiments, the history h was dened to start with
the most recent article delimiter.
The baseline trigram model was based on absolute
discounting in combination with interpolation. Al-
though the interpolation parameters 
C
and 
T
in
Eq. (12) could be trained by the EM procedure [2],
they were adjusted by trial and error in informal ex-
periments. For the dierent extended language mod-
els, the perplexity was computed on a test corpus of
325 000 words from the WSJ task. In an experiment,
the trigram/cache baseline model was extended by
two dierent sets of trigger pairs. The perplexity
results are given in Table 3. For comparison purpos-
es, the eect of the cache component in the baseline
model was studied, too. Thus the Table 3 shows
the perplexities for the following conditions: trigram
with no cache, trigram/cache and its extensions us-
ing a set of 1.5 million unigram level trigger pairs,
and a set of 1.5 million low level trigger pairs. By far
the best results were obtained for the low level trig-
ger pairs (criterion B in Table 2). As expected, the
combination of the low level trigger pairs produced
the best perplexity improvement using the model de-
ned in Eq. (12). The problem with both selection
criteria presented is that the combination of the se-
lected trigger pairs into one global language model
is not captured by any of the two. However, the low
level criterion provides a better approximation to the
use of the trigger pairs in Eq. (12).
4. SUMMARY
In this paper, we rst reviewed the basic methods
in language modeling for speech recognition, name-
ly m-gram word models and smoothing. As specif-
ic smoothing method, we studied the absolute dis-
counting method. Often, the bigram and trigram
language models are extended by the cache mod-
el, which provides a sort of short-term memory for
the most recent words. We presented experimental
results on the Wall Street Journal corpus, both in
terms of perplexity and word error rates.
In the second part of the paper, we considered the
problem of selecting word trigger pairs for language
modeling. Instead of using some more or less arbi-
trary ad-hoc selection criterion, we presented a new
method for nding word trigger pairs: given a base-
line language model to start with, we extend it by in-
cluding one word trigger pair at a time and compute
the perplexity improvement of this extended model
over the baseline model. This perplexity improve-
ment is used to select the most important word trig-
ger pairs. For the special case that the baseline lan-
guage model is a unigram model, this new method
results in the well-known mutual information crite-
rion. The more interesting case is that the trigger
pair under consideration is integrated at a lower lev-
el of the baseline language model, which leads to the
so-called low level selection criterion. In the experi-
mental tests, we found the following results:
1. The low level selection criterion produced intu-
itively better word trigger pairs than the usual
mutual information criterion.
2. When combined with a full baseline language
model, namely a trigram/cache model, the low
level triggers reduced the perplexity from 138 to
128 for the 5-million training set and from 92 to
87 for the 38-million training set. In compari-
son, when using the conventional mutual infor-
mation criterion, the perplexity improvements
were signicantly smaller.
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