Bell's seminal paper shows that some correlations in quantum theory are not reconcilable with hidden variables and the classical notion of locality. Yet, a weaker notion of locality, known as nosignalling, survives the no-go-result. Here, we study its restrictiveness by considering the full set of local quantum observables. This leads to a much larger set of no-signalling constraints than usually considered, which is enough to exclude PR-boxes and other types of super-quantum correlations. We emphasise the close connection with contextuality, in particular, we show how no-signalling arises naturally from context composition. Finally, we prove a one-to-one correspondence between quantum states and collections of (non-signalling) probability distributions over product contexts under an additional consistency condition between time arrows in subsystems.
I. INTRODUCTION
A common version of Bell's theorem is the CHSH inequality, which bounds correlations in the outcome statistics of local Stern-Gerlach experiments on two space-like separated spin-1 2 systems [1] . Measuring the spin component along an arbitrary direction in space, one always obtains either one of two outcomes: spin-up or spindown. A natural notion of locality has that the individual choices of (spin) measurements as well as their outcomes neither affect the choice nor outcome of the (spin) measurement at the space-like separated site. In fact, this notion is natural for classical state spaces (more generally, deterministic hidden variable models) [2] and constrains the expectation value of the physical quantity c = ab + ab ′ + a ′ b − a ′ b ′ , where a, a ′ and b, b ′ denote local Stern-Gerlach measurements:
Quantum correlations famously exceed this bound and are themselves subject to Tsirelson's bound [3] ,
A violation of Eq. (1) in the CHSH experiment has been reported in recent years after previous attempts had been shown to allow for certain loopholes [4] [5] [6] . It is now widely accepted that nature is not classical and quantum correlations do exceed those in Eq. (1) as well as higher dimensional, multipartite generalisations thereof. The usual interpretation is that nature is non-local. However, note that another crucial condition in deriving Eq. (1) is the existence of a classical state space, whose impossibility features famously in many theorems within foundations, most notably, the Kochen-Specker theorem [7] . In Sec. IV we thus explicitly incorporate contextuality into the discussion of non-locality by defining composition in terms of the partial orders of contexts of the component systems. * markus.frembs13@imperial.ac.uk
Given the violation of classical correlation bounds, understanding the limitations on quantum correlations is of particular interest. Tsirelson noted a stunning connection with Grothendieck's inequality in deriving the particular bound in Eq. (2), however, general bounds are still unknown and have proven to be hard to obtain already in going to local measurements with three rather than two outcomes in the bipartite case [8, 9] . One particular line of research has focused on the fact that while quantum mechanics is hardly reconcilable with the classical notion of locality, it does satisfy the more general notion of no-signalling. A natural question is then to ask how restrictive no-signalling is. We give a definite answer to this question based on contextuality in Sec. V, complementing previous results in [10] [11] [12] , which we recall in some detail in Sec. III. Sec. II introduces the principle of no-signalling and Sec. VI summarises.
II. NON-SIGNALLING DISTRIBUTIONS
We first recall the condition of no-signalling on joint probability distributions. Let a, b represent measurements in systems 1, 2, respectively, and let A, B represent corresponding measurement outcomes. Then the measurement statistics satisfy no-signalling if the joint probability distribution marginalises to local probability distributions conditioned on the choice of local measurements only.
In studying no-signalling for the CHSH experiment, Popescu and Rohrlich designed a particular nonsignalling probability distribution, known as a PR-box [13] , which does not correspond to any quantum state and violates the classical bound maximally: E PR (c) = 4 (see Fig. 1 ). It thus seems that no-signalling as a physical principle is too weak to single out quantum theory and other, often information theoretically motivated principles, e.g., information causality [14] , have been suggested to complement it.
Shown are quantum correlations in the CHSH experiment that exceed the classical bound in Eq. (1) maximally, while still satisfying no-signalling in Eq. (3). The latter allows for even stronger than quantum correlations including the interval of (symmetric) distributions between the quantum CHSH and a PR-box distribution [13] .
Yet, one thing is often overlooked in these discussions: Eq. (3) ranges over multiple measurement settings. In order to evaluate all constraints one must therefore specify the possible choices of, e.g., spin measurements on either particle first. From this perspective PR-boxes are probability distributions constrained by just two possible measurement settings on either side. A physically more interesting scenario is that in which we allow arbitrary local spin measurements. There are then many more constraints inherent to Eq. (3) and it is interesting to ask how restrictive no-signalling is over the set of all local observables.
As it turns out this question is intimately related to the study of frame functions in [10] . In the next section we thus recall the relevant ideas and make explicit their connection with no-signalling, before we move on to show how the constraints imposed by the latter are more naturally encoded by the order relations between product contexts in Sec. IV.
III. FRAME FUNCTIONS AND GLEASON'S THEOREM
Mathematically, we will represent local observables by self-adjoint operators in Hilbert space B(H), in particular, we take their outcomes to correspond to closed subspaces in H spanned by basis vectors in orthonormal bases or, equivalently, sets of orthogonal projections.
In taking the set of all outcomes as projections in Hilbert space, P(H), the following question arises: What measures exist on this set? A measure in this setting is a map, µ ∶ P(H) → [0, 1], such that µ(P +Q) = µ(P )+µ(Q) whenever QP = 0 and µ(1) = 1. First proposed by Mackey it prompted Gleason to prove the following powerful result [15] . A closely related concept is that of frame functions of weight W ∈ R on the unit sphere S(H):
In fact, Thm. 1 is a consequence of the following theorem about frame functions.
Of course, we can apply Thm. 1 to composite quantum systems and consider frame functions, f ∶ S(H) → R, where H = ⊗ n i=1 H i is the tensor product Hilbert space. However, in doing so we no longer restrict to outcomes of local measurements only. From an operational perspective the only outcomes accessible to local observers correspond to elements in σ(
It is thus natural to consider unentangled frame functions with domain σ(H) ⊊ S(H) and constraints restricted to ONB(σ(H)) ⊊ ONB(H) instead. This was studied in [10] .
Note that in contrast to Thm. 1, Thm. 3 does not imply positivity of T . A further restriction compared to ONB(σ(H)) are frame functions over product bases:
Clearly, S(H) contains many non-local states. But even unentangled bases cannot always be implemented with local operations and classical communication only [16] , suggesting product bases as the most natural choice of constraints. Yet, it was shown that a similar result to Thm. 3 no longer holds for frame functions over product bases (cf. Prop. 5 in [10] ).
To gain some insight into what is 'missing', it is helpful to consider examples of frame functions over product bases. Wallach gives a whole family of examples in [10] , which are easily seen to correspond to signalling distributions. We thus add more constraints in the form of nosignalling:
where we use the shorthand
In light of PRboxes one might still expect such non-signalling frame functions to be more general than quantum states. However, this turns out not to be the case. To show this, we introduce yet another choice of basis: let B ∈ β(H),
The unentangled basis in [16] (top left corner) is transformed into a product basis (bottom left corner) by successively applying local unitaries, e.g., in the first step Fig. 2 ). This follows since any d i × d i -unitary matrix can be written as a product of two-level unitaries. In particular, any two bases related by local unitary transformations, i.e., unitaries acting on subsystems H i , are therefore related by ∼.
We call the elements in T (β(H)) ∶= {B ′ ∈ ONB(H) B ′ ∼ B ∈ β(H)} twisted product bases [17] . Note that β(H) ⊊ T (β(H)) ⊆ ONB(σ(H)). Clearly, the first inclusion is strict already for local dimensions dim(H i ) ≥ 2. In fact, the latter inclusion is strict as well, there are unentangled bases in dimension at most ten that do not correspond to twisted product bases (cf. [18] ).
Proposition 1. T (β(H)) ⊊ ONB(σ(H))
Proof. We give the proof in App. A.
Thm. 3 fails for product bases, yet, it already holds for frame functions over twisted product bases. Since the latter contain strictly fewer conditions than unentangled frame functions, this generalises Thm. 3.
Proof. We give the proof in App. B.
For instance, the unentangled basis in [16] is easily transformed into a product basis (cf. Fig. 2 ) and is thus in particular a twisted product basis. For frame functions over product bases compatibility with such twisting operations is equivalent to no-signalling. Lemma 1. Non-negative, non-signalling frame functions, f ∶ σ(H) → R over product bases with finite local dimension dim(H i ) ≥ 3 bijectively correspond to nonnegative frame functions over twisted product bases.
As twisted product bases are generated from local unitaries acting on two-dimensional subspaces of the form
, f is also a frame function over twisted product bases. Conversely, for the latter Eq. (4) holds since it holds already for two-dimensional subspaces.
Proof. Follows immediately from Lm. 1 and Prop. 2.
Note that our results only apply to finite local dimensions, dim(H i ) ≥ 3, this restriction in Thm. 4 is due to Thm. 2. Nevertheless, generalisations of Thm. 2 to two dimensions exist based on (subsets of) positive operatorvalued measures (POVMs) [19] [20] [21] . More precisely, nonnegative frame functions f ∶ E(H) → R + of weight W ∈ R + with domain E(H) the set of all effects, i.e., convex combinations of projections, and such that ∑ i∈I f (E i ) = W whenever ∑ i∈I E i = 1, correspond to density matrices:
Similarly, replacing σ(H) by σ(E(H)) (equivalently, projection-valued measures (PVMs) by POVMs) in the otherwise analogous definitions of (twisted) product frame functions and no-signalling in Eq. (4), one obtains a generalisation for systems with dimension dim(H i ) = 2. We thus find that no-signalling is almost enough to restrict frame functions (of weight 1) over product bases to quantum states. To be precise, by Prop. 2 the correspondence is with self-adjoint operators (of unit trace), which are positive on product states. This is enough to prove that non-signalling correlations correspond to quantum ones [12] . In particular, no-signalling does not allow for PR-boxes over local POVMs. We combined this result with earlier work in [10] and added the important distinction between unentangled and (twisted) product basis frame functions, as no-signalling becomes redundant in the latter case by Lm. 1 and Prop. 2. A more direct way to study non-signalling probability distributions is by means of contextuality. In the next section we thus reformulate our results in contextual form and show how no-signalling arises as a subset of the marginalisation constraints over product contexts.
IV. CONTEXTUALITY AND COMPOSITION
At the core of contextuality lies the notion of simultaneous measurability. We say that a physical system is contextual if not all its observables, O, can be measured simultaneously in every state. Clearly, classical systems are non-contextual, but also contextual systems might contain sets of simultaneously measurable observables called contexts. Moreover, the set of contexts carries an intrinsic order relation arising from coarse-graining on outcomes of observables. The resulting structure is called the partial order of contexts. While this setup seems rather simplistic at first, in the case of quantum theory it already captures most aspects of the theory. In fact, the only missing information is a choice of time orientation [22] . This will become particularly important in discussing composition of contexts below.
To this end, we take observables to be given by selfadjoint operators on some Hilbert space, O = B sa (H), contexts by commutative subalgebras denoted V ⊆ B(H) and ordered by inclusion into the corresponding partial order of contexts denoted by V(H) ∶= V(B(H)).
For simplicity we only consider finite dimensional systems, in particular,
In this setup a measure on the projection lattice, µ ∶ P(H) → [0, 1], becomes a collection of probability distributions, (µ V ) V ∈V(H) , one for every context. Moreover, non-contextuality further constrains these across different contexts: let µṼ , µ V be measures over contextsṼ , V , V ≤ V , then µṼ is obtained from µ V by marginalisation, µṼ = µ V Ṽ .
We can formalise this idea by introducing the concept of a map between contexts and their order relations. This naturally leads to functors and categorical constructions in general, however, for the purposes of this paper the following terminology will be sufficient. 
In words, Π assigns to every context, V ∈ V(H), the set of probability distributions on its projections and every inclusion relation between contexts, V ≤ V , is represented by the marginalisation map between corresponding sets of probability distributions, Π(V ) → Π(Ṽ ). (Note that Π thus reverses the order on V(H).) From this it is easy to see that global sections contain exactly the same information as measures on P(H).
Next we consider composition of contexts. The canonical product on partial orders, denoted V 1 × V 2 , is the cartesian product of elements with order relations such that for allṼ 1 
Given the results on frame functions over product bases in [10] , one might be sceptical whether global sections over product contexts always correspond to quantum states. However, the following lemma shows that nosignalling is already contained within the contextual constraints between product contexts. Proof. Clearly, a frame function over twisted product bases defines a global section on product contexts. Conversely, a global section over product contexts, V ∈ V(H 1 )×V(H 2 ) defines a map f γ ∶ σ(H) → R + . Moreover, it satisfies the constraints encoded in twisted product bases, which for global sections arise from marginalisation between product contexts of the form (and by symmetry for i = 1 ↔ i = 2):
Here, we defined contexts via their projections P ji,i ∶= v ji,i ⟩⟨v ji,i , Q ki,i ∶= w ki,i ⟩⟨w ki,i corresponding to product bases (v ji,i ) di ji=1 , (w ki,i ) di ki=1 ∈ ONB(H i ) such that V 1 = {P 1,1 , ⋯, P d1,1 } and P 1,2 + P 2,2 = Q 1,2 + Q 2,2 (cf. proof of Lm. 1).
The generalisation to the multipartite setting is analogous. Note that in going over to contexts (equivalently from frame functions to measures) we achieve a type of trade-off: while we do not consider contexts corresponding to twisted product bases directly, there are more constraints between contexts that effectively contain the same information as frame functions over twisted product bases. In particular, no-signalling is contained in the marginalisation maps between product contexts. We thus obtain the following reformulation of Thm. 4. Theorem 6. For every global section of the probabilistic presheaf over product contexts
Proof. This follows directly from Lm. 2 and Thm. 4.
Thm. 4 and Thm. 6 are very close to a bijective correspondence: for every global section there exists a corresponding self-adjoint operator T of unit trace. Moreover, if T is positive it is necessarily unique since local measurement statistics are sufficient to distinguish between arbitrary quantum states [23] .
Note also that we did not need to impose any additional principle such as information causality to arrive at Thm. 4/Thm. 6. Yet, in Sec. V we will impose an additional principle in the form of a consistency condition between time arrows in local subsystems. This will allow us to prove positivity for the operator in Thm. 4/Thm. 6 and thereby establish the relation between non-signalling correlations and quantum states unambiguously.
V. QUANTUM STATES AND TIME ORIENTATION
In keeping with the spirit of this paper we restrict the discussion to H = C d and B(C d ) = M d (C). The similar, but more technical analysis for general von Neumann algebras and infinite dimensions will be given elsewhere. . Nevertheless, it turns out that commutators can be added to J d (C) in exactly two ways (cf. [24, 25] ), which are distinguished by a sign: 1 2 (ab + ba) ± 1 2 (ab − ba). We denote the corresponding associative algebras by,
at most up to Jordan structure (cf. [26] ). On this level one has the following lemma.
Proof. We give the proof in App. C It is not hard to see that φ γ ∶ M d1 (C) → M d2 (C) in Lm. 3 is positive, however, it is generally not completely positive. Consequently, no-signalling or, equivalently, the mere order structure on product contexts, is not enough to single out quantum states on M d1d2 (C) = M d1 (C) ⊗ M d2 (C). Nevertheless, it is evident from Lm. 3 what additional constraint is necessary in order for global sections to bijectively correspond to quantum states. Namely, we need Φ γ to lift from a Jordan *homomorphism to a * -homomorphism. Since the former already preserves anticommutators, this is equivalent to imposing a consistency condition between commutators in M d1 (C) and M d2 (C). Moreover, since commutators arise from infinitesimal time evolution and Jordan *homomorphisms already fix commutators up to sign, this extra information can be interpreted as a choice of local time orientation.
To be more precise, we introduce time orientations on V(C d ) as maps ψ ∶ H d (C) × R → Aut(V(C d )), where by Wigner's theorem every element ψ(t, a) ∈ Aut(V(C d )) corresponds to conjugation by a unitary or antiunitary operator, V ↦ ψ(t, a)(V ) = U V U * . What is more, every antiunitary operator is the product of the time reversal operator and a unitary operator e ita with a ∈ H d (C) and t ∈ R the time parameter. In particular, ψ thus fixes the direction in which t moves forward. Importantly, for every associative algebra M d (C) there is a canonical orientation ψ given by the respective commutators since d dt t=0 (e ±ita be ∓ita ) = ±i[a, b]. We thus define the time-oriented context category,Ṽ(C d ), as the partial order of contexts V(C d ) together with its canonical time orientation ψ. Note that for the product context order V(C d1 ) × V(C d2 ) we can choose orientations on systems 1 and 2 independently. Finally, we call a global section
(6) For more details on time orientations we refer to [22] .
There is a one-to-one correspondence between the set of orientation-preserving global sections of the composite presheaf, Γ[Π(Ṽ(C d1 ) × V(C d2 ))], and states S(M d1 (C) ⊗ M d2 (C)).
Proof. Clearly, every state s ∈ S(M d1 (C) ⊗ M d2 (C)) defines a unique orientation-preserving global section of the composite presheaf by restriction to contexts in V(C d1 ) × V(C d2 ) (additivity follows from linearity).
For the converse direction,
Since γ is also orientation-preserving, Eq. (6) holds and Φ γ becomes a * -homomorphism. By Stinespring's theorem φ γ is completely positive and by Choi's theorem ρ φ γ is a density matrix. Hence, tr(ρ φ γ ⋅ ) ∈ S(M d1 (C) ⊗ M d2 (C)).
In fact, every global section γ ∈ Γ[Π(V(C d1 )×V(C d2 ))] corresponds to a quantum state since by the classification in [24, 25] we can always lift Φ γ to a * -homomorphism by choosing orientations in the target space to either M d2 (C) or M d2 (C). This generalises a previous result in [12] by making explicit the connection between general non-signalling correlations and quantum states: nonsignalling correlations always correspond to a unique quantum state, yet, with respect to the algebra with appropriate time orientation.
In summary, the product of time-oriented contexts encodes the same information as the tensor product: every global section of Π over product contexts, V(H 1 ) ×Ṽ(H 2 ), has a unique extension to a global section over contexts in V(H 1 ⊗ H 2 ). This is surprising as the latter includes by far more contexts, namely all non-local contexts:
In particular, contexts such as the one corresponding to the example in [18] are not contained in ⨉ iṼ (H i ). We will explore how the product on contexts presents an alternative to the tensor product construction in quantum theory in more detail elsewhere.
VI. DISCUSSION
We have discussed the physical principle of nosignalling and its relation to contextuality. While nosignalling is often constrained to a few contexts only, we argued that in order to study its restrictiveness on physical theories, one also has to fix the set of observables at least locally. Our main theorem, Thm. 7, is then a refined version of Thm. 1 over product contexts, which generalises an earlier result in [10] . In particular, we relate non-signalling correlations with quantum states unambiguously. Succinctly: (i) no-signalling arises naturally in the form of marginalisation constraints between product contexts, (ii) composition of contexts is sufficient to restrict to quantum states in general and, in particular, (iii) non-signalling distributions bijectively correspond with quantum states for appropriate local time orientations.
In this contextual reading, locality (here, in the form of no-signalling) becomes a derived concept intrinsic to contextuality and composition. Following this idea, in [27] we give a reformulation of Bell's theorem based on contextuality, applicable to both classical and quantum theories.
Clearly, every twisted product basis is also an unentangled basis. The fact that the other direction fails is non-trivial, but can be concluded from a counterexample to Keller's tiling conjecture [18] : for n ≥ 10 construct the following tiling of R n by cubes of length 2 such that (a) the centers of all cubes are in Z n , (b) the tiling is 4Z n -periodic, (c) no two cubes have a complete facet in common.
More precisely, let C ∶= {(x 1 , ⋯, x n ) −1 ≤ x i ≤ 1 ∀i ∈ {1, ⋯, n}} denote a cube (of length 2). Then a tiling corresponds to 2 n equivalence classes of translates of C of the form m + C + 4Z n for
Next, consider the conditions: (i) m and m ′ have some m i − m ′ i = 2 and (ii) m and m ′ differ in two coordinate directions. Finally, denote by G n and G * n two graphs, each of which has 4 n vertices labeled by the 4 n vectors in Eq. (A1) and G n has an edge between vertices m and m ′ if (i) holds, while G * n is defined to have an edge between vertices m and m ′ if (i) and (ii) hold.
Then a set S of 2 n vectors of the form in Eq. (A1) yields a 4Z n -periodic cube tiling if and only if S forms a clique in G n ; it yields a 4Z n -periodic cube tiling with no two cubes having a complete facet in common if and only if S forms a clique in G * n . We now translate this into a basis of H = (C 2 ) ⊗10 . Consider the qubit states 0⟩, 1⟩, +⟩ ∶= 1 √ 2 ( 0⟩ + 1⟩) and −⟩ ∶= 1 √ 2 ( 0⟩ − 1⟩) and define the correspondence m i ↦ ψ(m i )⟩ as follows:
First, note that ψ(S)⟩ ∶= { ψ(m 1 )⟩⊗⋯⊗ ψ(m n )⟩ m ∈ S} forms a basis of (C 2 ) ⊗10 : there are 2 10 vectors and it is easily seen that ⟨ψ(m) ψ(m ′ )⟩ = 0 for m, m ′ ∈ S, m ≠ m ′ by condition (i) above. Moreover, ψ(S)⟩ ∈ σ((C 2 ) ⊗10 ) is an unentangled basis by construction. However, any two vectors ψ(m)⟩, ψ(m ′ )⟩ for m, m ′ ∈ S, m ≠ m ′ differ on at least two sites by condition (ii). It follows that no twodimensional subspace of the form x jr ,r ⊗ (v ji,i + v j ′ i ,i ) is spanned by vectors in ψ(S)⟩. Yet, any twisted product basis has at least one two-dimensional subspace of this form, hence, ψ(S)⟩ cannot be a twisted product basis.
In every context V = V 1 × V 2 ∈ V 1&2 , the probability distribution P γ V ∈ Π(V 1&2 )(V ) corresponding to the global section γ takes the form: ∀A ∈ P(V 1 ), B ∈ P(V 2 ),
is a global section of the probabilistic presheaf Π(V 1&2 (V 1 )), which also depends on A ∈ P(V 1 ). Since Π(V 1&2 (V 1 )) ≅ Π(V(C d2 )), by Gleason's theorem there is a unique den-
defines an additive map into the positive matrices on C d2 .
Step 2 -Naimark's theorem. Note that ϕ γ (A) corresponds to a density matrix up to the factor P γ V1 (A). We can thus find a Hilbert space K = H ′ ⊗ C d2 and a purification ψ⟩ γ,A ∈ K such that ϕ γ (A) = tr H ′ ( ψ⟩ γ,A ⟨ψ γ,A ). This is a special case of Naimark's theorem [28] . In fact, for every context V 1 ∈ V(C d1 ), ϕ γ V1 is a positive operator-valued measure. By Naimark's theorem there exists a Hilbert space K, a linear map v ∶ C d2 → K and a spectral measure µ V1 ∶ P(C d1 ) → P(K) such that ϕ γ V1 = v * µ γ V1 v. We will apply Naimark's theorem to all contexts V 1 ∈ V(C d1 ) in order to obtain a type of globally defined purification. Following [29] , we give a proof of Naimark's theorem for a single context V 1 first.
Consider the tensor product V 1 ⊗ C d2 and denote by φ γ V1 the extension of ϕ γ V1 ∶ P(
Since V 1 is abelian and φ γ V1 is positive it follows that (⋅, ⋅) V1 defines a positive Hermitian bilinear form.
Define the multiplication map Φ γ V1 (a)(∑ i b i ⊗ y i ) ∶= ∑ i (ab i ) ⊗ y i . We obtain a Hilbert space K V1 by taking the completion of (V 1 ⊗ C d2 ) N V1 with respect to the norm ⋅ V1 ∶= (⋅, ⋅) V1
2 . Finally, set v V1 x = 1 ⊗ x + N V1 for all x ∈ C d2 such that v V1 x 2 ≤ (φ γ V1 (1)x, x), hence, v V1 ∶ C d2 → K V1 defines a linear map. From this it follows,
Hence, φ γ V1 = v * V1 Φ γ V1 v V1 , and by restricting to projections P(V 1 ) in µ γ V1 ∶= Φ γ V1 P(V1) we also have ϕ γ V1 = v * V1 µ γ V1 v V1 .
Step 3 -Gleason's theorem II. Next, we extend this construction to all contexts V 1 ∈ V(C d1 ). Note first that φ γ extends to a linear map φ γ ∶ M d1 → M d2 by [30] . We thus obtain an inner product (⋅, ⋅) on M d1 (C) ⊗ C d2 by applying Eq. (C2) to all contexts V 1 ∈ V(C d1 ). In particular, (⋅, ⋅) V1 = (⋅, ⋅) V1 . Furthermore, N ∶= {ξ ∈ M d1 (C) ⊗ C d2 (ξ, ξ) = 0} is a linear subspace of M d1 (C) ⊗ C d2 and N V1 = N V1 for all V 1 ∈ V(C d1 ). In particular, N = ⋃ V1∈V(C d 1 ) N V1 . We thus define K ∶= (M d1 (C) ⊗ C d2 ) N and find K V1 = K V1 , finally, by setting vx ∶= 1 ⊗ x + N , also v V1 = v V1 for all contexts V 1 ∈ V(C d1 ). Since dim(K) ≤ d 2 1 d 2 , let K = C d ′ 2 for a suitable d ′ 2 ∈ N. In particular, the map µ γ = (µ γ V1 ) V1∈V(C d 1 ) thus sat-
is a kind of globally defined purification of ϕ γ . More precisely, µ γ is an orthomorphism, i.e., µ γ (0) = 0, µ γ (1 − P ) = 1 − µ γ (P ) and ∀P ⊥ Q ∶ µ γ (P ) ⊥ µ γ (Q), µ γ (P + Q) = µ γ (P ) + µ γ (Q).
This follows immediately since µ γ = (µ γ V1 ) V1∈V(C d 1 ) is a family of spectral measures by Naimark's theorem. In particular, there is a spectral measure µ γ V1 with P, Q ∈ V 1 .
Step 4 -Dye's theorem. By a variant of Dye's theorem in [31] , µ γ now lifts to a Jordan homomorphism Φ γ ∶ H d1 (C) → H d ′ 2 (C). Recall that a linear map is a Jordan homomorphism if it preserves the anticommutator, {a, b} ∶= ab + ba for all a, b ∈ H d1 (C).
There are two steps to this theorem. First, the quasilinear map Φ γ is lifted to a linear map by the generalisation of Gleason's theorem in [30] , applied before to φ γ = v * Φ γ v. In particular, Φ γ is the unique extension of µ γ . Second, since ϕ γ = v * µ γ v and µ γ is an orthomorphism, Φ γ preserves squares. Namely, for every a ∈ M d1 (C) with spectral decomposition a = ∑ n i=1 a i P i one computes,
Hence, Φ γ is a Jordan homomorphism. Finally, we extend Φ γ to a Jordan *-homomorphism on the complexified algebras H d1 (C) + iH d1 (C), H d ′ 2 (C) + iH d ′ 2 (C) by setting Φ γ (a + ib) ∶= Φ γ (a) + iΦ γ (b) for all a, b ∈ H d1 (C). Then, Φ γ ((a + ib) * ) = Φ γ (a + ib) * . This completes the proof.
