Message passing on networks with loops by Cantwell, George T. & Newman, M. E. J.
Message passing on networks with loops
George T. Cantwell1 and M. E. J. Newman1, 2
1Department of Physics, University of Michigan, Ann Arbor, Michigan, USA
2Center for the Study of Complex Systems, University of Michigan, Ann Arbor, Michigan, USA
In this paper we offer a solution to a long-standing problem in the study of networks. Message
passing is a fundamental technique for calculations on networks and graphs. The first versions of
the method appeared in the 1930s and over the decades it has been applied to a wide range of
foundational problems in mathematics, physics, computer science, statistics, and machine learning,
including Bayesian inference, spin models, coloring, satisfiability, graph partitioning, network epi-
demiology, and the calculation of matrix eigenvalues. Despite its wide use, however, it has long
been recognized that the method has a fundamental flaw: it only works on networks that are free of
short loops. Loops introduce correlations that cause the method to give inaccurate answers at best,
and to fail completely in the worst cases. Unfortunately, almost all real-world networks contain
many short loops, which limits the usefulness of the message passing approach. In this paper we
demonstrate how to rectify this shortcoming and create message passing methods that work on any
network. We give two example applications, one to the percolation properties of networks and the
other to the calculation of the spectra of sparse matrices.
I. INTRODUCTION
Networks occur in a wide range of contexts in physics,
biology, computer science, engineering, statistics, the so-
cial sciences, and even arts and literature [1]. Message
passing, also known as belief propagation or the cavity
method, is a fundamental technique for quantitative cal-
culation of a wide range of network properties [2–4], with
applications to Bayesian inference [3], NP-hard compu-
tational problems [4], statistical physics [4–6], epidemi-
ology [7], community detection [8], and signal process-
ing [9, 10], among many other areas. Message passing
can be used both as a numerical method for performing
explicit computer calculations and as a tool for analytic
reasoning about network properties, leading to new for-
mal results about percolation thresholds [6], algorithm
performance [8], spin glasses [11], and other topics. Many
of the most powerful new results concerning networks in
recent years have been derived from applications of mes-
sage passing in one form or another.
Despite the central importance of the message passing
method, however, it also has a substantial and widely dis-
cussed shortcoming: it only works on trees, i.e., networks
that are free of loops [4]. More generously, one could say
that it works to a good approximation on networks that
are “locally tree-like,” meaning that they contain only
long loops but no short ones, so that local neighborhoods
within the network take the form of trees. However, most
real-world networks, those that occur in practical appli-
cations of the method, contain many loops, including
many short ones. When applied to such “loopy” net-
works the method can give poor results, and in the worst
cases can even fail to converge to an answer at all.
In this paper, we propose a remedy for this problem.
We present a series of methods of increasing elaboration
for the solution of problems on networks with loops. The
first method in the series is equivalent to the standard
message passing algorithm of previous work, which gives
poor results in many cases. The last in the series gives
exact results on any network with any structure, but is
too complicated for practical application in most situ-
ations. In between lies a range of methods that give
progressively better approximations, and which can be
highly accurate in practice, as we will show, yet still sim-
ple enough for ready implementation. Indeed even the
second member of the series—just one step better than
the standard message passing approach—already gives
remarkably good results in real-world conditions. We
demonstrate the efficacy of our approach with two exam-
ple applications. The first is to the solution of the bond
percolation problem on an arbitrary network, including
the calculation of the size of the percolating cluster and
the complete distribution of sizes of small clusters. The
second is to the calculation of the spectra of sparse sym-
metric matrices, where we show that our method is able
to calculate the spectra of matrices far larger than those
accessible by conventional numerical methods.
A number of approaches have been proposed previ-
ously for message passing on loopy networks. The most
basic, which goes by the name of “loopy belief propaga-
tion,” is simply to deploy the standard message passing
equations, ignoring the fact that they are known to be
incorrect in general. While this might seem rash, it gives
reasonable answers in some cases [10] and there are for-
mal results showing that it can give bounds on the true
value of a quantity in others [4, 6]. Perturbation theo-
ries that treat loopy belief propagation as a zeroth-order
approximation have also been considered [12]. Broadly,
it is found that these methods are suitable for networks
that contain only a handful of short loops, but not for
networks with many loops.
Some progress has been made for the case of networks
that are composed of small subgraphs or “motifs” which
are allowed to contain loops but which on a larger scale
are connected in a loop-free way [13–15]. For such net-
works one can write down exact message passing equa-
tions that operate at the higher level of the motifs and
which give excellent results for problems such as struc-
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2tural phase transitions in networks, network spectra, and
the solution of spin models [5, 13–16]. While effective for
theoretical calculations on model networks, however, this
approach is of little use in practical situations. To apply
it to an arbitrary network one would first need to find
a suitable decomposition of the network into motifs, and
no workable method for doing this is currently known,
nor even whether such a decomposition exists.
A third approach is the method known as “generalized
belief propagation,” which has some elements in com-
mon with the motif-based approach but is derived in a
different manner, from approximations to the free en-
ergy [17, 18]. This method, which is focused particularly
on the solution of inference problems and related proba-
bilistic calculations on networks, involves a hypergraph-
like extension of traditional message passing that aims
to calculate the joint distributions of three or more ran-
dom variables at once, by contrast with the standard ap-
proach which focuses on two-variable distributions. Gen-
eralized belief propagation was not originally intended
as a method for solving problems on loopy networks but
can be used in that way in certain cases. It is, however,
quite involved in practice, requiring the construction of a
nested set of regions and sub-regions within the network,
leading to complex sets of equations.
In this paper we take a different approach. In the fol-
lowing sections we directly formulate a message passing
framework that works on real-world complex networks
containing many short loops by incorporating the loops
themselves directly into the message passing equations.
In traditional message passing algorithms each node re-
ceives a message from each of its neighbors. In our ap-
proach they also receive messages from nodes they share
loops with. By limiting the loops considered to a fixed
maximum length, we develop a series of progressively bet-
ter approximations for the solution of problems on loopy
networks. The equations become more complex as loop
length increases but, as we will show, the results given
by the method are already impressively accurate even at
shorter lengths.
II. MESSAGE PASSING
Suppose we wish to calculate some value or property
on the nodes of a network. For example, we might want
to calculate the probability that each person in a pop-
ulation contracts a disease during an epidemic or the
probability that a node belongs to a particular group or
community in a community detection problem. To com-
pute a property of a node it is in many cases sufficient
to know the properties only of the node’s neighbors. For
example consider the spread of a disease over the contact
network of individuals in a population. The probabil-
ity that node i contracts the disease can be calculated
from a knowledge of its neighbors only, since these are
the only nodes from which the disease could spread. The
probability of catching the disease from a neighbor j is
equal to the probability that j contracts the disease times
the probability that the disease is communicated from j
to i. If we assume that these probabilities are indepen-
dent for different neighbors, then we can easily combine
them to find the total probability that i is infected. Thus
each node can calculate its own probability of infection in
terms of those of its neighbors, a relation that can be ex-
pressed in a set of self-consistent equations. The message
passing approach involves solving these equations itera-
tively by guessing initial values of the probabilities for all
nodes, for instance at random, and feeding those into the
equations to calculate an updated set of values. Then
we repeat the process, iterating the calculation until the
values converge to a fixed point, which is, by definition,
a solution of the self-consistent equations.
A crucial feature of this approach is the assumption
that the probabilities of different neighbors being infected
are independent. This requires that the neighbors of
node i not be connected to one another, other than via i
itself. If two neighbors are directly connected by an edge,
for instance, and one is infected with the disease, it makes
it more likely the other is infected too, so their disease
states are correlated. An edge between two neighbors of i
forms a loop of length three in the network—a triangle—
so another way to say the same thing is that the network
must contain no triangles. Indeed, any short path be-
tween neighbors will introduce some level of correlation,
so the network cannot contain short loops of any length if
the method is to give correct answers. Correlations typ-
ically die off rapidly with path length, however, so long
loops may be admissible, introducing only small inaccu-
racies into the calculation. (This explains why message
passing works well on locally tree-like networks, which
can contain long loops but not short ones.)
As discussed in the introduction, most real-world net-
works contain many short loops, which creates problems
for the message passing method. One solution, as we
have said, is just to ignore the loops and assume that
the method works nonetheless, but in many practical sit-
uations this gives poor answers. Here we propose an
alternative approach in which loops are explicitly incor-
porated into the calculation.
In our approach we define a succession of approxima-
tions to the solution of the problem of interest. In the
zeroth approximation, which is equivalent to the stan-
dard message passing method described above, we as-
sume there are no loops in our network. Equivalently, we
assume that the neighbors of a node have uncorrelated
states. In the next approximation we no longer assume
that neighbors are uncorrelated. Instead, we assume that
any correlation can be accounted for by direct edges be-
tween the neighbors, which is equivalent to allowing the
network to contain triangles. In the next approxima-
tion after this, we assume that neighbor correlations can
accounted for by direct edges plus paths of length 2 be-
tween neighbors. Generally, in the rth approximation we
assume that correlations between neighbors can be fully
accounted for by paths of length r and shorter.
3(a)
(b) (c) (d)
FIG. 1. (a) Sketch of the focal node in our approximations
(open circle) and its immediate surroundings. (b) In the
zeroth (tree) approximation the neighborhood we consider
consists of the neighbors of the focal node only. (c) In the first
approximation we also include all length 1 paths between the
neighbors. (d) In the second approximation we include length
2 paths as well.
These successive approximations can be thought of as
expressing the properties of nodes in terms of increasingly
large neighborhoods and the edges they contain. The
zeroth neighborhood N
(0)
i of node i contains i’s immedi-
ate edges and nothing else. The first neighborhood N
(1)
i
contains node i’s edges plus all length one paths between
neighbors of i. The second neighborhood N
(2)
i contains
node i’s edges plus all length one and two paths between
neighbors of i, and so forth. Figure 1 shows an example
of how these neighborhoods are constructed.
Just as the conventional message passing algorithm is
exact on trees, our algorithms will be exact on networks
with short loops. We define a primitive cycle of length r
to be a loop such that at least one node is not on a
shorter loop beginning and ending at the same node.
Then our rth approximation is exact on networks that
contain primitive cycles of length r+2 and less only. For
networks that contain longer primitive cycles it will be
an approximation, although as we will see it may be a
good one.
III. MESSAGE PASSING ON NETWORKS
WITH LOOPS
Our approach is best demonstrated by example. In this
section we derive message passing algorithms on loopy
networks for two specific applications: the calculation of
cluster sizes for bond percolation and the calculation of
the spectra of sparse matrices.
A. Percolation
Consider the bond percolation process on a network of
n nodes, where each edge is occupied independently with
probability p [19, 20]. Occupied edges form connected
clusters and we wish to know the distribution of the sizes
of these clusters and whether there exists a giant or per-
colating cluster that occupies a non-vanishing fraction of
the network in the limit of large size.
Let us define the rth neighborhood N
(r)
i of node i as
in Section II, then define a random variable Γi for our
percolation process to be the set of nodes within N
(r)
i
that are reachable from i by traversing occupied edges
only, for some specified configuration of occupied edges.
Our initial goal will be to compute the probability pii(s)
that node i belongs to a non-giant cluster of size s. We
will do this in two stages. First we will compute the
conditional probability pii(s|Γi) of belonging to a cluster
of size s given the set of reachable nodes. Then we will
sum over Γi to get the full probability pii(s).
Suppose that node i belongs to a cluster of size s. If our
network contains no primitive cycles longer than r + 2,
then the set of nodes Γi would become disconnected from
one another were we to remove all edges in the neigh-
borhood N
(r)
i —the removal of these edges removes any
connections within the neighborhood and there can be
no connections via paths outside the neighborhood since
such a path would constitute a primitive cycle of length
longer than r + 2. Hence the sizes sj of the clusters to
which the nodes in N
(r)
i would then belong must sum
to s − 1 (the sth and last node being provided by i it-
self). This observation allows us to write
pii(s|Γi) =
∑
{sj :j∈Γi}
[∏
j∈Γi
pii←j(sj)
]
δ(s−1,∑j∈Γi sj), (1)
where pii←j(s) is the probability that node j is in a cluster
of size s once the edges in N
(r)
i are removed.
We define a generating function for pii(s|Γi) as follows:
Hi(z|Γi) =
∑
s
pii(s|Γi) zs
=
∑
s
zs
{ ∑
{sj :j∈Γi}
[∏
j∈Γi
pii←j(sj)
]
δ(s− 1,∑j∈Γi sj)
}
= z
∏
j∈Γi
∑
sj
zsjpii←j(sj) = z
∏
j∈Γi
Hi←j(z)
= z
∏
j∈N(r)i
[Hi←j(z)]
wij , (2)
where in the last line we have introduced the random
variable wij which takes the value 1 if j ∈ Γi and 0
otherwise. In other words, wij = 1 if there is a path of
occupied edges from i to j.
To calculate the full probability pii(s) we now aver-
age pii(s|Γi) over sets Γi to get pii(s) =
〈
pii(s|Γi)
〉
Γi
,
4where the average is weighted appropriately according
the probability that each set Γi is realized, which is sim-
ply pk(1 − p)m−k, where p is the edge occupation prob-
ability as previously, m is the number of network edges
in the neighborhood N
(r)
i , and k is the number that are
occupied. Performing the same average on (2) gives us
Hi(z) =
∑
s
pii(s) z
s =
〈
Hi(z|Γi)
〉
Γi
= z
〈 ∏
j∈N(r)i
[
Hi←j(z)
]wij〉
Γi
= zGi
(
Hi←(z)
)
, (3)
where Gi(y) is a generating function for wij :
Gi(y) =
〈 ∏
j∈N(r)i
y
wij
j
〉
Γi
, (4)
and Hi←(z) is the vector with elements Hi←j(z) for
nodes j in N
(r)
i .
To complete the calculation we still need to evaluate
the Hi←j(z), whose computation follows the same logic
as for Hi(z), the only difference being that in considering
the neighborhood N
(r)
j of node j we must remove the
entire neighborhood of i first, as described above. We
can then derive a generating function
Hi←j(z|Γj\i) = z
∏
k∈N(r)
j\i
[
Hj←k(z)
]wjk , (5)
where N
(r)
j\i is N
(r)
j with N
(r)
i removed and Γj\i is the
set of nodes that can be reached from j by traversing
occupied edges in N
(r)
j\i , for some realization of edge oc-
cupancies. Then, averaging over Γj\i, we obtain
Hi←j(z) = zGi←j
(
Hj←(z)
)
. (6)
If we can solve this equation self-consistently for Hj←(z),
we can substitute the solution into Eq. (3) to compute the
full cluster size generating function. The message passing
method solves (6) by simple iteration: we choose suitable
starting values, for instance at random, and iterate the
equations to convergence.
From the cluster size generating function we can cal-
culate a range of quantities of interest. For example, the
probability that node i belongs to a small cluster (of any
size) is Hi(1) =
∑
s pii(s). If it does not belong to a small
cluster then necessarily it is in the percolating cluster and
hence the expected fraction S of the network taken up
by the percolating cluster is
S = 1− 1
n
∑
i
Hi(1). (7)
Similarly, the average value of si is
〈si〉 =
∑
s
spii(s) = H
′
i(1)
= Hi(1) +
∑
j∈N(r)i
H ′i←j(1) ∂jGi(Hi←), (8)
where H ′ is the derivative of H and ∂jGi is the par-
tial derivative of Gi with respect to its jth argument.
H ′i←j(1) can be found by differentiating Eq. (6) and set-
ting z = 1 to give the self-consistent equation
H ′i←j(1) = Hi←j(1) +
∑
k∈N(r)
j\i
H ′j←k(1) ∂kGi←j (Hj←) .
(9)
While these equations are straightforward in princi-
ple, implementing them in practice presents some addi-
tional technical challenges. Computing the generating
functions Gi(y) and Gi←j(y) can be demanding, since
it requires us to perform an average over the occupancy
configurations of all edges within the neighborhoods N
(r)
i
and N
(r)
j\i , and the number of configurations increases ex-
ponentially with neighborhood size. For small neighbor-
hoods, such as those on low-dimensional lattices, it is
feasible to average exhaustively, but for many complex
networks this is not possible. In such cases we instead
approximate the average by Monte Carlo sampling of
configurations—see Appendix A for details. A nice fea-
ture of the Monte Carlo procedure, as described in the
appendix, is that the samples only need be taken only
once for the entire calculation and can then be reused on
successive iterations of the message passing process.
In practice the method gives excellent results. We
show example applications to two real-world networks in
Fig. 2. The first is a social network of coauthorship rela-
tions between scientists in the field of condensed matter
physics [21]. The second is a network of trust relations
between users of the PGP encryption software [22]. Both
have a high density of short loops. For each network the
figure shows, as a function of p, several different esti-
mates of both the average size 〈s〉 of the small clusters
and the size S of the percolating cluster as a fraction of n.
First we show an estimate made using standard message
passing (dashed line)—the r = 0 approximation in our
nomenclature—which ignores loops and is expected to
give poor results. Second, we show the next two approx-
imations in our series, those for r = 1 and r = 2 (dotted
and solid lines respectively). For these approximations
we estimate Gi(y) and Gi←j(y) by Monte Carlo sam-
pling as described above. We use only eight samples for
each node i but the results are nonetheless impressively
accurate. Third, we show for comparison a direct nu-
merical estimate of the quantities in question made by
conventional simulation of the percolation process.
For both networks we see the same pattern. The tradi-
tional message passing method fares poorly, as expected,
giving estimates that are substantially in disagreement
with the simulation results, particularly for the calcula-
tions of average cluster size. The r = 1 approximation,
on the other hand, does much better, agreeing almost
perfectly with the numerical results in most cases, al-
though less well for the average cluster size results in
the PGP network. The r = 2 approximation does even
better, agreeing closely with the numerical results for all
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FIG. 2. Percolating cluster size (× symbols) and average
cluster size (+ symbols) for two real-world networks. Top:
the largest component of a coauthorship network of 13 861
scientists [21]. Bottom: a network of 10 680 users of the PGP
encryption software [22].
measures on all networks. In these examples at least, it
appears that the r = 2 method gives accurate results for
bond percolation, where standard message passing fails.
The message passing algorithm is relatively fast. For
r ≤ 1 each node receives a message from each neighbor on
each iteration, and so on a network with mean degree c
there are cn messages passed per iteration. For r ≥ 2 the
number of messages depends on the network structure.
On trees the number of messages remains unchanged at
cn as r increases but on networks with loops it grows and
for large numbers of loops it can grow exponentially. In
the common case of sparse networks, however, the size of
the neighborhoods does not grow with n, so each iteration
is linear in n for fixed r. It is not known in general how
many iterations are needed for message passing methods
to reach convergence, but elementary heuristic arguments
suggest the number should be on the order of the diame-
ter of the network, which is typically O(log n) [23]. Thus
we expect overall running time to be O(n log n) for sparse
networks at fixed r.
This makes the algorithm quite efficient, although di-
rect numerical simulations of percolation run compara-
bly fast, so the message passing approach does not of-
fer a speed advantage over traditional approaches. How-
ever, the two approaches are calculating different things.
Traditional simulations of percolation perform a calcula-
tion for one particular realization of bond occupancies.
If one wants average values over many realizations one
must perform the average explicitly, repeating the whole
simulation for each realization. The message passing ap-
proach, on the other hand, computes the average over
realizations in a single calculation and no repetition is
necessary.
In the next section we demonstrate another example
application of our methods, to the calculation of the spec-
trum of a sparse matrix, where traditional and message
passing calculations differ substantially in their running
time, the message passing approach being much faster,
making calculations possible for large systems whose
spectra cannot be computed in any reasonable amount
of time by traditional means.
B. Matrix spectra
For our second example application we show how the
message passing method can be used to compute the
eigenvalue spectrum of a sparse symmetric matrix. Any
n × n symmetric matrix can be thought of as an undi-
rected weighted network on n nodes and we can use this
equivalence to apply our message passing method to such
matrices.
The spectral density of a symmetric matrix A is the
quantity
ρ(x) =
1
n
n∑
i=1
δ(x− λi), (10)
where λi is the ith eigenvalue of A, and δ(x) is the Dirac
delta function. Following standard arguments [24], we
can show that the spectral density is equal to the imagi-
nary part of the complex function
ρ(z) = − 1
npi
n∑
i=1
1
z − λi = −
1
npi
Tr(zI−A)−1
= − 1
npiz
∞∑
s=0
n∑
i=1
Xsi
zs
, (11)
where Xsi = [A
s]ii is the ith diagonal element of A
s, and
z = x + iη and we take the limit as η → 0 from above.
The imaginary part η acts as a resolution parameter that
broadens the delta-function peaks in (10) by an amount
roughly equal to its value.
The quantities Xsi = [A
s]ii can be related to sums over
closed walks in the equivalent network. If we consider
the “weight” of a walk to be the product of the matrix
elements on the edges it traverses, then Xsi is the sum of
the weights of all closed walks of length s that start and
end at node i.
A closed walk from i need not visit i only at its start
and end. It can return to i any (positive) number of times
over the course of the walk. The simplest case, where it
returns just once at the end of the walk, we will call an
excursion. A more general closed walk that returns to
6FIG. 3. An example excursion from the central node (open
circle). The excursion is equivalent to an excursion inside the
neighborhood, shown with green arrows, plus closed walks to
regions outside of the neighborhood, shown in blue.
node i exactly m times can be thought of as a succession
of m excursions. Such a walk will have length s if those
m excursions have lengths s1, . . . , sm with
∑m
u=1 su = s.
With this in mind, let Y si be the sum of the weights of
all excursions of length s that start and end at node i.
Then the sum Xsi over closed walks of length s can be
written in terms of Y si as
Xsi =
∞∑
m=0
[ ∞∑
s1=1
· · ·
∞∑
sm=1
δ
(
s,
∑m
u=1su
) m∏
u=1
Y sui
]
. (12)
Substituting this expression into Eq. (11) we get
ρ(z) = − 1
npiz
n∑
i=1
∞∑
m=0
m∏
u=1
[ ∞∑
s=1
Y si
zs
]
, (13)
and, defining the function
Hi(z) =
∞∑
s=1
Y si
zs−1
, (14)
we find that
ρ(z) = − 1
npiz
n∑
i=1
∞∑
m=0
[
Hi(z)
z
]m
= − 1
npi
n∑
i=1
1
z −Hi(z) .
(15)
Thus, if we can calculate Hi(z) then we can calcu-
late ρ(z). This we do by message passing as follows.
Consider the neighborhood N
(r)
i around i as defined
in Section II. If there are no primitive cycles of length
longer than r + 2 in our network then all loops starting
at i are already included within the neighborhood, which
means that any excursion from i takes the form of an
excursion w within the neighborhood plus some number
of additional closed walks outside the neighborhood that
each start at one of the nodes in w and return some time
later to the same node—see Fig. 3. The additional walks
must necessarily return to the same node they started at
since if they did not they would complete a closed walk
from i that lies outside the neighborhood, of which by
hypothesis there are none.
Let the length of the excursion w be l+1, meaning that
it visits l nodes j1 . . . jl (not necessarily distinct) within
the neighborhood other than the starting node i, and let
sj be the length of the external closed walk (if any) that
starts at node j, or zero if there is no such walk. The
total length of the complete excursion from i will then
be l + 1 +
∑
j∈w sj and the sum of the weights of all
excursions of length s with w as their foundation will be
|w|
∑
{sj :j∈w}
δ
(
s, l + 1 +
∑
j∈w sj
) ∏
j∈w
X
sj
i←j , (16)
where |w| is the weight of w itself and Xsi←j is the sum
of weights of length-s walks from node j if the neighbor-
hood N
(r)
i is removed from the network. By a similar
argument to the one that led to Eq. (12), we can express
Xsi←j in terms of the sum Y
s
i←j of excursions from j thus:
Xsi←j =
∞∑
m=0
[ ∞∑
s1=1
· · ·
∞∑
sm=1
δ
(
s,
∑m
u=1su
) m∏
u=1
Y sui←j
]
.
(17)
And the quantity Y si appearing in Eq. (14) can be calcu-
lated by summing (16) first over the set W li of excursions
of length l + 1 in the neighborhood of i and then over l,
thus:
Y si =
∞∑
l=0
∑
w∈W li
|w|
∑
{sj :j∈w}
δ
(
s, l + 1 +
∑
j∈w sj
) ∏
j∈w
X
sj
i←j .
(18)
Combining Eqs. (17) and (18) and substituting into (14)
we now find that
Hi(z) =
∞∑
l=0
1
zl
∑
w∈W li
|w|
∏
j∈w
∞∑
m=0
m∏
k=1
∞∑
s=1
Y si←j
zs
=
∑
w∈Wi
|w|
∏
j∈w
1
z −Hi←j(z) , (19)
where Wi is now the complete set of excursions of all
lengths in the neighborhood of i and we have defined
Hi←j(z) =
∞∑
s=1
Y si←j
zs−1
. (20)
Following an analogous line of argument for this function
we can show similarly that
Hi←j(z) =
∑
w∈Wj\i
|w|
∏
k∈w
1
z −Hj←k(z) . (21)
Equation (21) defines our message passing equations
for the spectral density. By iterating these equations to
convergence from suitable starting values we can solve
for the values of the messages Hi←j(z), then substitute
into Eqs. (19) and (15) to get the spectral density itself.
As with our percolation example, the utility of this ap-
proach relies on our having an efficient method for eval-
uating the sum in Eq. (21). Fortunately there is such a
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FIG. 4. Matrix spectra for the same two networks that were
used in Fig. 2. Top: the spectrum of the graph Laplacian of
the coauthorship network. Bottom: the spectrum of the ad-
jacency matrix of the PGP network. The shaded areas show
the spectral density calculated by direct numerical diagonal-
ization. The black lines show the r = 1 message-passing ap-
proximation. The broadening parameter η was set to 0.05 in
the top panel and 0.01 in the bottom panel.
method, as follows. Let vi←j,k = Ajk if nodes j and k
are directly connected in N
(r)
j\i and 0 otherwise. Further,
let Ai←j be the adjacency matrix of the neighborhood of
j with the neighborhood of i removed, such that
Ai←jkl =
{
Akl for k, l 6= j and edge (k, l) ∈ N (r)j\i ,
0 otherwise,
(22)
and let Di←j(z) be the diagonal matrix with entries
Di←jkk = z−Hj←k(z). Equation (21) can then be written
as
Hi←j(z) = vTi←j
(
Di←j −Ai←j)−1vi←j +Ajj . (23)
Since the matrices in this equation are the size of the
neighborhood, each message update requires us to invert
only a small matrix, which gives us a linear-time algo-
rithm for each iteration of the message passing equations
and an overall running time of O(n log n) for sparse net-
works with fixed degree distributions, or for the equiva-
lent sparse matrices.
As an example of the application of this method, we
show in Fig. 4 spectra for the same two real-world net-
works that we used in Fig. 2. To demonstrate the flexi-
bility of the method we calculate different spectra in the
two cases: for the coauthorship network we calculate the
spectrum of the graph Laplacian; for the PGP network
we calculate the adjacency matrix spectrum.
For each network we calculate the spectral density us-
ing our message passing method with r = 1, shown as
the black curve in each panel. We also calculate the full
set of eigenvalues of each network directly using tradi-
tional numerical methods and substitute the results into
Eq. (11) to compute the spectral density, shown as the
shaded area in each panel. As the figure shows, the agree-
ment between the two is excellent. There are a few re-
gions where small differences are visible but in general
they agree closely. Extending the calculation to the next
(r = 2) approximation gives a modest further improve-
ment in the results.
The O(n log n) running time of the message pass-
ing algorithm significantly outstrips that of traditional
numerical diagonalization. Complete spectra are nor-
mally calculated using the QR algorithm, which runs
in time O(n3) and is consequently much slower as sys-
tem size becomes large. The Lanczos algorithm runs in
O(n log n) time on sparse matrices, but typically gives
only a few leading eigenvalues and not a complete spec-
trum. The kernel polynomial method [25] is capable of
computing complete spectra for sparse matrices, but re-
quires Monte Carlo evaluation of the traces of large ma-
trix powers which has slow convergence and is always
only approximate, even in cases where our method gives
exact results.
This opens up the possibility of using our approach to
calculate the spectral density of networks and matrices
significantly larger than those that can be tackled by tra-
ditional means. As an example, we have used the message
passing method to compute the spectral density of one
network with 317 080 nodes. This is significantly larger
than the largest systems that can be diagonalized using
the QR algorithm, which on current (non-parallel) com-
modity hardware is limited to a few tens of thousands of
nodes in practical running times.
IV. CONCLUSIONS
In this paper we have described a new class of message
passing methods for performing calculations on networks
that contain short loops, a situation in which traditional
message passing often gives poor results or may fail to
converge entirely. We derive message passing equations
that account for the effects of loops up to a fixed length
that we choose, so that calculations are exact on networks
with no loops longer than this. In practice, however,
we achieve excellent results on real-world networks by
accounting for loops up to length three or four only.
We have demonstrated our approach with two example
applications, one to the calculation of bond percolation
properties of networks and the other to the calculation
of the spectra of sparse matrices. In the first case we de-
velop message passing equations for the size of the per-
8colating cluster and the average size of small clusters and
find that these give good results, even on networks with
an extremely high density of short loops. For the calcu-
lation of matrix spectra, we develop a message passing
algorithm for the spectral density that gives results in
good agreement with traditional numerical diagonaliza-
tion but in much shorter running times. Where tradi-
tional methods are limited to matrices with at most a
few tens of thousands of rows and columns, our method
can be applied to cases with hundreds of thousands at
least.
There are a number of potential directions for further
work on this topic. Chief among them is the applica-
tion of the method to other classes of problems, such as
epidemic models, graph coloring, or satisfiability prob-
lems. Many extensions of the calculations in this paper
are also possible, including the inclusion of longer primi-
tive cycles in the message passing equations, development
of more efficient algorithms for very large systems, and
applications to individual examples of interest such as
the computation of spectra for very large graphs. These
possibilities, however, we leave for future research.
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Appendix A: Monte Carlo algorithm for Gi(y)
In the message passing construction for bond percola-
tion described in Section III A, the quantity Gi(y) is a
generating function encoding the probability that we can
reach nodes in the neighborhood N
(r)
i of a given node i
by following occupied edges. It is defined by
Gi(y) =
〈 ∏
j∈N(r)i
y
wij
j
〉
Γi
, (A1)
where wij is a binary (zero/one) random variable indi-
cating whether node j is reachable from node i and the
average is performed over all sets Γi of reachable nodes
in the neighborhood. As discussed in Section III A, the
number of possible such sets can become large as the
size of the neighborhood grows, making exhaustive aver-
ages difficult to perform numerically. For larger neigh-
borhoods, therefore, we employ a Monte Carlo averaging
scheme as follows.
Suppose that node i has degree ki and that there are
ki +M edges in the neighborhood N
(r)
i , with ki of them
directly connected to i and M additional edges that com-
plete cycles between i’s neighbors. For locally tree-like
networks there are no cycles and M = 0, but in general
M ≥ 0. Let Gi(y|m) be the value of Gi(y) when exactly
m of the M additional edges are occupied, which hap-
pens with probability
(
M
m
)
pm(1 − p)M−m. Then we can
write Gi(y) itself in the form
Gi(y) =
M∑
m=0
Gi(y|m)
(
M
m
)
pm(1− p)M−m. (A2)
Our algorithm works by making a Monte Carlo esti-
mate of Gi(y|m) using a version of the algorithm of New-
man and Ziff [26] and then applying Eq. (A2). The basic
idea is to occupy edges one by one and keep track of the
connected percolation clusters using an efficient union-
find data structure based on pointers [26]. Using this
data structure the algorithm is able to determine whether
two nodes belong to the same cluster, or to join two clus-
ters together, in (very nearly) O(1) time. To compute
Gi(y|m) itself, the algorithm maintains a record of two
quantities for each cluster, a real value x and a probabil-
ity q. In detail the algorithm works as follows.
The clusters we consider are the sets of nodes other
than i that are connected via occupied edges in Ni(r)
but not via node i itself, i.e., via the M additional edges
mentioned above. Initially none of the M edges is occu-
pied and each node is a cluster in its own right. For each
of these one-node clusters j we assign xj = yj and we set
qj = 1 − p if node j is a direct neighbor of i or qj = 1
otherwise. We also compute the quantity
u0 =
∏
j
(qj + (1− qj)xj) . (A3)
Now we occupy the M edges one by one in random
order. Let j1 and j2 be the nodes at the ends of the mth
edge added. If j1 and j2 are already part of the same
cluster before the edge is added (which, as we have said,
we can determine in time O(1)), then we set
um ← um−1. (A4)
Otherwise, if j1 and j2 are in different clusters r and s,
then the addition of the mth edge joins r and s together
(which again we can achieve in O(1) time) to make a
larger cluster which, without loss of generality, we will
label r. At the same time we also set
um ← um−1(
qr + (1− qr)xr
)(
qs + (1− qs)xs
) , (A5)
xr ← xrxs, (A6)
qr ← qrqs, (A7)
um ← um (qr + (1− qr)xr) . (A8)
After all M edges have been occupied, the M +1 quanti-
ties um with m = 0 . . .M give us an estimate of Gi(y|m)
and Gi(y) can be calculated from Eq. (A2) as
Gi(y) '
∞∑
m=0
um
(
M
m
)
pm(1− p)M−m. (A9)
9The computation for Gi←j(y) is identical except for the
replacement of the neighborhood by N
(r)
j\i . Finally, we
average the results over repeated runs of the algorithm
to get our estimate of the generating functions. As men-
tioned in Section III A, we find surprisingly good results
with averages over a relatively small number of runs—we
used just eight runs for each neighborhood to generate
the results shown in Fig. 2.
Note that the sequence of edges added and cluster joins
performed does not depend on the values of either y or p,
which means we can use the same sequence to calcu-
late Gi(y) for many different y and p. We can also use
the same sequence on successive iterations of the mes-
sage passing process, which has the benefit of removing
any statistical fluctuations between iterations and is use-
ful when estimating convergence of the message passing
process, which can otherwise be difficult to do.
[1] M. Newman, Networks. Oxford University Press, Oxford,
2nd edition (2018).
[2] H. A. Bethe, Statistical theory of superlattices. Proc. R.
Soc. London A 150, 552–575 (1935).
[3] J. Pearl, Reverend Bayes on inference engines: A dis-
tributed hierarchical approach. In Proceedings of the 2nd
National Conference on Artificial Intelligence, pp. 133–
136, AAAI Press, Palo Alto, CA (1982).
[4] M. Me´zard and A. Montanari, Information, Physics, and
Computation. Oxford University Press, Oxford (2009).
[5] S. Yoon, A. V. Goltsev, S. N. Dorogovtsev, and J. F. F.
Mendes, Belief-propagation algorithm and the Ising
model on networks with arbitrary distributions of mo-
tifs. Phys. Rev. E 84, 041144 (2011).
[6] B. Karrer, M. E. J. Newman, and L. Zdeborova´, Perco-
lation on sparse networks. Phys. Rev. Lett. 113, 208702
(2014).
[7] B. Karrer and M. E. J. Newman, A message passing ap-
proach for general epidemic models. Phys. Rev. E 82,
016101 (2010).
[8] A. Decelle, F. Krzakala, C. Moore, and L. Zdeborova´, In-
ference and phase transitions in the detection of modules
in sparse networks. Phys. Rev. Lett. 107, 065701 (2011).
[9] R. G. Gallager, Low-Density Parity-Check Codes. MIT
Press, Cambridge, MA (1963).
[10] B. J. Frey and D. J. C. MacKay, A revolution: Belief
propagation in graphs with cycles. In M. I. Jordan, M. J.
Kearns, and S. A. Solla (eds.), Proceedings of the 1997
Conference on Neural Information Processing Systems,
pp. 479–485, MIT Press, Cambridge, MA (1998).
[11] M. Me´zard, G. Parisi, and M. A. Viasoro, Spin Glass
Theory and Beyond. World Scientific, Singaport (1987).
[12] M. Chertkov and V. Y. Chernyak, Loop calculus in sta-
tistical physics and information science. Phys. Rev. E 73,
065102 (2006).
[13] M. E. J. Newman, Random graphs with clustering. Phys.
Rev. Lett. 103, 058701 (2009).
[14] J. C. Miller, Percolation and epidemics in random clus-
tered networks. Phys. Rev. E 80, 020901 (2009).
[15] B. Karrer and M. E. J. Newman, Random graphs con-
taining arbitrary distributions of subgraphs. Phys. Rev.
E 82, 066118 (2010).
[16] M. E. J. Newman, Spectra of networks containing short
loops. Preprint arXiv:1902.04595 (2019).
[17] J. S. Yedidia, W. T. Freeman, and Y. Weiss, Generalized
belief propagation. In T. G. Dietterich, S. Becker, and
Z. Ghahramani (eds.), Proceedings of the 14th Annual
Conference on Neural Information Processing Systems,
pp. 689–695, MIT Press, Cambridge, MA (2001).
[18] J. S. Yedidia, W. T. Freeman, and Y. Weiss, Construct-
ing free-energy approximations and generalized belief
propagation algorithms. IEEE Transactions on Informa-
tion Theory 51, 2282–2312 (2005).
[19] H. L. Frisch and J. M. Hammersley, Percolation processes
and related topics. J. SIAM 11, 894–918 (1963).
[20] D. Stauffer and A. Aharony, Introduction to Percolation
Theory. Taylor and Francis, London, 2nd edition (1992).
[21] M. E. J. Newman, The structure of scientific collabora-
tion networks. Proc. Natl. Acad. Sci. USA 98, 404–409
(2001).
[22] M. Bogun˜a´, R. Pastor-Satorras, A. Dı´az-Guilera, and
A. Arenas, Models of social networks based on social dis-
tance attachment. Phys. Rev. E 70, 056122 (2004).
[23] D. J. Watts and S. H. Strogatz, Collective dynamics of
‘small-world’ networks. Nature 393, 440–442 (1998).
[24] R. R. Nadakuditi and M. E. J. Newman, Spectra of ran-
dom graphs with arbitrary expected degrees. Phys. Rev.
E 87, 012803 (2013).
[25] A. Weiße, G. Wellein, A. Alvermann, and H. Fehske, The
kernel polynomial method. Rev. Mod. Phys. 78, 275–306
(2006).
[26] M. E. J. Newman and R. M. Ziff, Efficient Monte
Carlo algorithm and high-precision results for percola-
tion. Phys. Rev. Lett. 85, 4104–4107 (2000).
