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Dépourvues de contenu matériel, les idées sont, théoriquement, les actifs le moins limités 
dans l'espace, qui peuvent ￪tre restreints, dans leur transmission, uniquement par l’indisponibilit￩ 
des  moyens  de  communication.  Cette  qualité  découle  du  fait  que  les  informations  et  les 
connaissances ne peuvent pas être appropriées entièrement, puisque leur utilisation même dans le 
processus de production les révèle au moins partiellement (Arrow, 1962). 
Les externalit￩s se produisent lorsqu’une entreprise s’approprie des connaissances provenant 
d'une  autre  firme,  université  ou  organisme  gouvernemental,  sans  payer  pour  cet  avantage.  Les 
retomb￩es  r￩v￨lent  l'impact  des  id￩es  ￠  suite  d’efforts  de  recherche  men￩s  par  d’autres  agents 
(Griliches, 1990). Bien que la théorie traditionnelle de la croissance économique ait toujours mis 
l'accent sur les op￩rations produites dans le temps, le concept d’externalit￩s de connaissances a 
accru  l’int￩r￪t  pour  les  processus  d￩roul￩s  tant  dans  le  temps,  que  dans  l’espace,  puisque  les 
externalités sont perçues comme un phénomène local qui fournit aux entreprises environnantes des 
intrants clés pour la production d'innovations. 
En révisant la littérature sur les externalités de connaissances, ce papier est organisé de la 
manière  suivante :  la  première  partie  donne  un  aperçu  sur  les  contributions  théoriques  de 
l’￩conomie du savoir et les canaux de distribution des retomb￩es, la seconde examine la litt￩rature 
empirique, tandis que la dernière section présente quelques remarques finales, signalant, en même 
temps, les limites des études examinées. 
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1. LE CADRE THEORIQUE 
 
De nombreuses études ont montré que les externalités de connaissances ont une importance 
économique considérable notamment grâce à leur impact sur la croissance des revenus régionaux. Il 
faut  cependant  regarder  de  plus  près  les  conditions  de  transfert  des  connaissances  au  niveau 
microéconomique. 
L'un des principaux mécanismes de transmission des externalités de R&D est la mobilité de la 
main  d’œuvre.  Ce  raisonnement  suppose  que  les  travailleurs  poss￨dent  des  connaissances 
spécialisées qui peuvent être transférées vers d'autres sociétés au moment du changement d'emploi
5. 
Une  limite  des  études  qui  soutiennent  cet  argum ent  émane  du  fait  qu'elles  ne  testent  pas 
l’am￩lioration de la productivit￩ ou des performances innovatrices des firmes qui embauchent ces 
personnes. Autrement dit, tel que Breschi et Lissoni (2001) soulignent, la mobilité des travailleurs 
peut aisément contribuer au transfert de connaissances d'une entreprise ￠ l’autre, mais pas ￠ leur 
absorbation effective. Cette dissémination peut générer, en outre, des externalités pécuniaires
6 par le 
biais  de  l’accord  contractuel  entre  l'entreprise  et  le  scientifique,  accord  qui  récompense 
partiellement l'expérience obtenue auparavant. 
Les réseaux d'innovation localisés sont d'une importance particulière pour la diffusion des 
connaissances. Selon Camagni (1991), les réseaux d'innovation (ou les « milieux  innovateurs ») 
peuvent  être  définis  comme  « l'ensemble  ou  le  réseau  complexe  de  relations  sociales, 
essentiellement informelles, développées dans une zone géographique délimitée, qui créent souvent 
une  « image »  externe  distincte,  une  « représentation »  interne  précise  et  un  sentiment 
d'appartenance  qui  augmentent  la  capacit￩  locale  d’innovation  ￠  travers  des  synergies  et  des 
processus d'apprentissage collectif » (Camagni,  1991, p. 2). Les réseaux  locaux sont considérés 
comme générateurs de comportements novateurs. Deux éléments définissent, en théorie, leur rôle: 
1) les processus d'apprentissage collectif qui améliorent la créativité et les synergies locales et 2) les 
proc￩d￩s de suppression des ￩l￩ments d’incertitude dynamique dans les contextes locaux. Schrader 
(1991)  argumente  que  les  employés  transfèrent  les  informations  techniques  aux  collègues  dans 
d’autres ￩tablissements (ou m￪me aux concurrents directs) selon l'int￩r￪t ￩conomique de leur propre 
entreprise. En outre, il constate une relation positive entre la participation des salariés aux réseaux 
informels de transfert de connaissances et les performances innovatrices des firmes. La stabilité 
perçue et la fiabilité des réseaux sociaux sont essentielles car elles garantissent la diffusion rapide 
des connaissances. 
                                                             
5 Pour plus d'études qui examinent ce mécanisme, voir Feldman (1999). 
6 Les externalités pécuniaires sont définies dans la section suivante.    
C CE ES S   W Wo or rk ki in ng g   P Pa ap pe er rs s, ,   I II I, ,   ( (1 1) ), ,   2 20 01 10 0    44 
Les  interactions  locales  entre  les  entrepreneurs,  les  universités  et  les  organismes 
gouvernementaux entrainent, simultan￩ment, la cr￩ation d’institutions informelles qui favorisent les 
activités  d'innovation.  Lamoreaux  et  Sokoloff  (1999)  montrent  que  les  entreprises  peuvent 
s’installer dans une certaine r￩gion ou pays  sans d￩localiser  leur R&D tant que les  institutions 
informelles  (tel  que  la  confiance,  les  normes  et  les  codes  de  communication)  peuvent  être 
remplacées  par  des  institutions  formelles  (les  droits  de  propriété  intellectuelle,  les  marchés 
financiers) qui les aident à renforcer les mécanismes de marché indispensables aux relations avec 
les  investisseurs,  les  fournisseurs  de  capitaux  et  les  entrepreneurs.  Par  conséquent,  le  cadre 
institutionnel exerce une influence directe sur la capacit￩ d’absorption des connaissances. Alors que 
certaines régions innovatrices exploitent intensivement les externalités de connaissances, d'autres 
les ignorent ou sont incapables de les convertir en technologies efficaces à cause des politiques 
inadéquates. 
Un autre aspect des externalités de connaissances, qui ne devrait pas être négligé, concerne la 
capacité d'absorption du récepteur : le bénéficiaire des retombées doit posséder des compétences 
sp￩cifiques afin d’utiliser les connaissances re￧ues. L’aptitude d'une entreprise de rep￩rer la valeur 
d’une information externe nouvelle, de l’assimiler et de l’appliquer ￠ des fins commerciales est 
primordiale pour sa capacité d'innovation. 
Cohen et Levinthal (1989) démontrent que ces compétences sont souvent identiques à celles 
requises pour la cr￩ation du savoir. En autres termes, la r￩ception et l’affectation des retomb￩es, 
d'une  part,  et  la  production  de  connaissances,  de  l’autre,  sont  deux  processus  qui  peuvent  ￪tre 
difficilement  dissoci￩s.  La  capacit￩  d'absorption  de  l’entreprise  d￩coule  notamment  des 
connaissances connexes préalablement acquises, et son évolution (et, subséquemment, celle des 
comp￩tences  innovatrices)  se  caract￩rise  par  la  d￩pendance  de  chemin,  puisque  l’insuffisance 
initiale  des  investissements  dans  un  secteur  d’expertise  peut  bloquer  le  d￩veloppement  d'autres 
capacités techniques dans le même domaine. 
L'importance de la proximité dans la propagation des externalités est attribuée habituellement 
à la nature tacite des connaissances. Von Hippel (1994) démontre que lorsque les connaissances 
sont informelles, non-codifiées et tacites, elles sont transmises le mieux par le biais des interactions 
personnelles  et  des  contacts  r￩p￩t￩s,  c’est-à-dire  elles  se  diffusent  surtout  grâce  à  la  proximité 
géographique
7. Bien que la révolution communicationnelle ait considérablement réduit le coût 
marginal  de  la  dissémination  d'informations  et  ait  accéléré  leur  transfert,  la  propagation  de 
connaissances tacites reste difficile et coûteuse, particulièrement sur de longues distances. Tel que 
                                                             
7 « Les découvertes intellectuelle traversent les couloirs et les rues plus facilement que les océans et les continents. » 
(Glaeser et al., 1992, p. 1126).    
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Morgan (2004) soutient : « la proximité virtuelle peut être un substitut de la proximité physique 
dans  le  cas  des  transactions  standards,  mais  pas  pour  les  transactions  de  grande  complexité  et 
ambiguïté » (Morgan, 2004, p. 5). 
Cowan et al. (2000) désavouent la tendance générale des économistes de négliger les origines 
psychologiques et épistémologiques de la notion de savoir « tacite ». À leur avis, un concept issu de 
la  psychologie  des  compétences  individuelles  a  ￩t￩  converti,  premi￨rement,  d’une  cat￩gorie 
épistémologique dans un phénomène des relations inter-organisationnelles inarticulables, et puis 
dans un des concepts cl￩s de l’avantage comp￩titif, et m￪me comparatif. Selon les auteurs, une telle 
confusion sémantique et taxonomique n'est justifiée ni analytiquement, ni empiriquement, du fait 
qu’elle se traduit dans une terminologie amorphe qui d￩concentre plus qu’elle n’￩lucide. 
Nelson et Winter (1982) révèlent que le silence n'est pas inné au savoir. En fonction de la 
capacité d'absorption du récepteur, une connaissance peut être codifiée pour une personne, tacite 
pour une autre et un mystère impénétrable pour une troisième
8 (Cowan et al., 2000). En outre, « si 
une certaine connaissance peut être, en principe, articul￩e ou si elle est forc￩ment tacite n’est pas 
révélateur pour la plupart des situations comportementales. Plutôt, la question qui se pose est de 
savoir si les coûts sont assez élevés pour que le savoir reste, en fait, tacite » (Nelson et Winter, 
1982,  p.  78-80,  italiques  des  auteurs).  Il  s'ensuit  que  la  demande  de  connaissances  tacites  ou 
codifiées n'est pas prédéterminée par des considérations non-économiques, mais par les coûts et les 
avantages des procédés de stockage, de récupération et de transmission des informations. Ces coûts 
et bénéfices dépendent, à leur tour, de l'existence préalable des langues, modèles et techniques qui 
réduisent les coûts fixes de la codification. 
 
1.1. Les externalités MAR, Porter et Jacobs 
 
Au fil du temps, il y a eu des discussions approfondies sur la catégorie d'externalités qui 
suscite la localisation de certaines industries. La polémique se nuance en 1890 quand, dans une 
approche  originale,  Alfred  Marshall  décrit  le  concept  d'  « économies  externes »  en  prenant 
l’exemple de la localisation industrielle. La plupart des ￩tudes qui analysent le ph￩nom￨ne adoptent 
la  classification  de  Marshall  qui  identifie  trois  raisons  de  concentration  géographique  des 
                                                             
8 D'où l'importance du contexte – temporel, spatial, culturel et social - dans la création du savoir.    
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industries. Dans la reformulation de Breschi et Lissoni (2001), les trois raisons de la localisation 
sont
9 : 
a.  Les économies qui découlent de la spécialisation industrielle : une activité localisée 
peut  soutenir  la  production  de  biens  intermédiaires  spécialisés,  en  réduisant  leurs  coûts  de 
fabrication. 
b.  Les  économies  réalisées  sur  le  marché  du  travail :  la  concentration  spatiale  de 
plusieurs entreprises crée une offre abondante de travailleurs ayant des compétences similaires, 
ce que r￩duit le taux de ch￴mage ou le risque de main d’œuvre d￩ficitaire. 
c.  Les externalités de connaissances : grâce aux interactions fréquentes qui stimulent la 
confiance  mutuelle,  les  clusters  géographiques  offrent  des  possibilités  d'innovation 
supplémentaires, et donc une meilleure fonction de production que celle des producteurs isolés. 
Les deux premières catégories sont des externalités « pécuniaires », tandis que la troisième 
classe comprend  les externalités « technologiques ». Les externalités pécuniaires permettent aux 
entreprises d'accéder à des intrants moins chers que les concurrents situés ailleurs. Elles émanent 
donc des transactions. Par contre, les externalités technologiques ne sont pas conditionnées par des 
interactions sur le marché et sont accessibles, a priori, à tous les membres de la communauté locale.  
En conclusion, les externalit￩s marshalliennes s’inscrivent dans la logique des ￩conomies de 
localisation  intra-industrielles. Le  modèle est complété par  les contributions de  Kenneth  Arrow 
(1962)  et  Paul  Romer  (1986),  raison  pour  laquelle  les  retombées  intra-industrielles  sont  aussi 
appelées des externalités MAR (Glaeser et al., 1992). Un raisonnement similaire est présenté plus 
tard par Porter (en 1990), sauf si l’on consid￨re le r￴le de la concurrence locale sur la diffusion et 
l'assimilation des connaissances. 
En 1969, la théoricienne urbaniste Jane Jacobs conteste l'hypothèse de Marshall selon laquelle 
les externalit￩s de connaissances sont diffus￩es seulement au niveau des entreprises d’un m￪me 
secteur. Elle  développe  un  nouveau  modèle  qui  soutient  que  la  source  la  plus  importante  des 
externalités technologiques n'est pas liée à l'industrie de l'entreprise. 
Les  trois  théories  de  la  croissance  urbaine  (Marshall-Arrow-Romer,  Porter  et  Jacobs) 
constituent le fondement de la littérature sur les externalités intra- et interindustrielles. Une analyse 
comparative est menée par Glaeser et al. (1992) et résumée dans la section suivante. 
i)   Les externalités MAR 
Le modèle Marshall-Arrow-Romer formalise le raisonnement selon lequel la concentration 
des  industries  dans  une  ville  favorise  les  externalités  de  connaissances  entre  les  firmes  et,  par 
                                                             
9 Henderson (1986) ajoute à cette liste une quatrième source d'externalités localisées, reconnues, dans la littérature de 
l'économie urbaine, sous la forme de l'infrastructure publique que les autorités locales assurent au cas où les industries 
qui s’y localisent sont d￩cisives au bien-être de la communauté locale.    
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conséquent,  facilite  l'innovation  dans  la  « ville-industrie ».  L’hypoth￨se  de  base  est  que  les 
externalités de connaissances entre les entreprises existent, mais elles sont limitées à leur secteur. 
Leur  diffusion  vers  d’autres  industries  est  suppos￩e  inexistante  ou,  du  moins,  insignifiante 
(Feldman et Audretsch, 1999). 
En réitérant les assertions de Schumpeter (1942), la théorie MAR affirme également que le 
monopole local, plus que la concurrence locale, stimule la croissance économique car le monopole 
emp￪che  la circulation des  id￩es  vers  les concurrents et permet ￠  l'innovateur d’internaliser  les 
externalités. Celui-ci se rend compte qu’une fraction de ses id￩es est imit￩e ou am￩lior￩e par les 
autres  entreprises  locales,  sans  que  ce  transfert  de  connaissances  ne  s’accompagne  d’une 
compensation. L'absence des droits de propri￩t￩ intellectuelle l’am￨ne ￠ r￩duire les investissements 
dans les activit￩s g￩n￩ratrices d’externalit￩s, tel que la recherche-d￩veloppement. Si l’innovateur 
avait eu le monopole sur ses idées novatrices, les innovations auraient multipliées et les taux de 
croissance auraient augmentés. 
ii)  Les externalités Porter 
Comme  MAR,  Porter  (1990)  observe  que  les  retombées  de  savoir  entre  les  industries 
connexes  concentrées  dans  la  même  zone  géographique  relancent  la  croissance  économique. 
Toutefois, il insiste que la concurrence locale, et pas le monopole, stimule la recherche et l'adoption 
rapide d’innovations. Gr￢ce ￠ la concurrence, les id￩es sont reprises et am￩lior￩es. M￪me si les 
revenus de l’innovateur se diminuent, l’incitation ￠ innover augmente car les entreprises qui ne 
progressent pas technologiquement sont éliminées du marché par les concurrents innovateurs. À la 
longue, un second effet se révèle plus marquant. La concurrence locale intense stimule continûment 
les  innovations  et  pousse  au  développement  des  industries,  tandis  que  le  monopole  affaibli  la 
motivation d’innover.  
Les externalités décrites par Porter sont donc maximisées dans les villes où les industries sont 
compétitives et appartiennent au même secteur. 
iii)  Les externalités Jacobs 
Contrairement  aux  modèles  précédents,  Jacobs  (1969)  estime  que  les  transferts  de 
connaissances  les  plus  fréquents  sont  interindustriels.  La  diversité  des  industries  concentrées 
géographiquement, et pas leur sp￩cialisation, stimule l’innovation. Il devrait y avoir, forc￩ment, une 
logique dans l’interaction entre les diff￩rents secteurs. De ce point de vue, une base scientifique 
commune facilite la génération et l'échange des idées existantes entre les industries distinctes, mais 
complémentaires (Feldman et Audretsch, 1999). 
Dans le débat sur les effets de la concurrence, Jacobs, comme Porter, défend la concurrence 
locale puisqu’elle facilite l'adoption des technologies : « les monopoles desservissent les villes et    
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anéantissent  ce  que  leurs  économies  sont  en  mesure  de  réaliser.  [...]  Les  prix  exorbitants,  peu 
importe leur nocuité, sont l’inconv￩nient le plus anodin des monopoles, car ils [les monopoles] 
suppriment les modes, les produits et les services alternatifs » (Jacobs, 1984, p. 227). Un grand 
nombre d'entreprises assure non seulement une forte concurrence d'idées, mais facilite aussi l'entrée 
des entreprises spécialisées sur certaines niches. 
La  polémique  « diversification  versus  spécialisation »  reflète  les  difficultés  dérivées  de  la 
généralisation  des  effets  des  deux  types  d'externalités.  Il  existe  plusieurs  critères  qui  peuvent 
indiquer  l’importance  relative  de  celles-ci.  Le  premier  est  l'hypothèse  que  les  entreprises  qui 
s'engagent dans  la R&D  incrémentale  inclinent à s'appuyer davantage sur  les externalités  intra-
industrielles, tandis que les entreprises intéressées à la réalisation de découvertes révolutionnaires 
dépendent hautement des retombées interindustrielles. De même, on peut s'attendre que l'intensité 
de la concurrence dans un secteur et le degré d'intégration verticale de la production aient des effets 
négatifs sur les externalités MAR. 
Conséquemment, les théories de la croissance urbaine diffèrent sur deux paliers. Tout d'abord, 
elles se contredisent sur l'origine intra ou interindustrielle des externalités et, deuxièmement, elles 
tirent des prédictions antinomiques au regard de la fa￧on dont la concurrence influence l’impact des 
retombées de savoir sur la croissance économique locale. 
 
1.1.2. Les externalités de connaissances et les externalités pécuniaires  
   
Il  y  a  également  une  autre  distinction  à  laquelle  on  a  fait  brièvement  allusion  dans  les 
paragraphes précédents et qui est essentielle dans notre étude. 
Dans son article de r￩f￩rence, Griliches (1979) remarque qu’ « il y a deux notions distinctes 
d’externalit￩s de  R&D,  souvent  confondues  dans  la  littérature ».  Il  s’agit  des  externalit￩s 
pécuniaires et des externalités de connaissances. Les externalités pécuniaires apparaissent lorsque 
les prix d'intrants ne tiennent pas compte des améliorations de qualité réalisées via l'innovation, à 
cause  soit  de  l’imperfection  des  prix,  soit  de  l’asym￩trie  informationnelle  ou  des  coûts  de 
transaction. Puisque ces externalités se produisent lorsque les produits sont commercialisés, elles ne 
peuvent pas être considérées comme des externalités « réelles » parce qu'elles sont engendrées par 
les erreurs de mesure au cours des transactions économiques. Plus précisément, les externalités 
pécuniaires comprennent les  variations dans  la structure des prix et du  marché et découlent de 
l’￩change de biens interm￩diaires ou lorsque les entreprises multinationales entrent sur les marchés 
des pays d'accueil (Criscuolo, 2004).    
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Si  les  externalités  pécuniaires  émanent  des  transactions,  les  externalités  de  connaissances 
proviennent de l’appropriation imparfaite des connaissances, i.e. de la qualit￩ de bien public du 
savoir : « L’aspect le plus difficile ￠ quantifier, et peut-être le plus intéressant et plus prépondérant 
des retombées de R&D, est l'impact des idées sur la productivité des efforts de recherche des autres. 
Il  s'agit  d'une  externalité  non-pécuniaire  qui  n'est  pas  contenue  dans  un  service  ou  un  produit 
particulier, bien qu'elle puisse être transmise à travers un article imprimé ou un communiqué de 
presse. Elle ressemble à un bien non-rival et c’est tr￨s difficile d’approprier plus d'une fraction 
infime de ses avantages sociaux. Même s'il était possible d'introduire des droits de propriété sur une 
idée (par exemple par le biais des brevets), les prix dérivés seraient non-linéaires et ils ne nous 
fourniraient pas une mesure adéquate des bénéfices sociaux marginaux ou totaux » (Griliches, 1992, 
p. 252). 
Par conséquent, les externalités de connaissances sont des transferts non-intentionnés que le 
propriétaire de connaissances ne peut pas empêcher. Elles comprennent: la mobilité des chercheurs 
ou des ingénieurs réputés ; les « réseaux » informels d’￩change de savoir-faire (Von Hippel, 1987) ; 
les fuites involontaires d'informations lors des conférences ou des foires commerciales ; l'imitation 
des produits ou des secrets technologiques par reverse engineering ou en examinant les biens des 
concurrents ;  les  informations  procédant  des  brevets ;  l'espionnage  industriel ;  la  littérature 
scientifique ;  l'octroi  de  licences  pour  des  technologies  brevetées ;  les  projets  de  recherche 
conjoints. 
Bien que, du point de vue théorique,  la distinction entre  les deux types d'externalités est 
évidente, en pratique, elles peuvent se produire simultanément et, par conséquent, dans les analyses 
empiriques, la ligne de démarcation entre les deux dimensions est floue. 
La  section  suivante  r￩sume  les  plus  importantes  ￩tudes  empiriques  sur  l’amplitude 
géographique des transferts de connaissances, soulignant leurs résultats et les méthodes utilisées 
pour quantifier les retombées. 
 
2. LES ETUDES EMPIRIQUES SUR LES EXTERNALITES DE CONNAISSANCES 
 
Dans la littérature théorique examinée dans la première partie, on peut identifier seulement 
quelques situations où les approches sont profondément contradictoires. Dans la plupart des cas, les 
prédictions théoriques des modèles diffèrent partiellement ou reposent sur des hypothèses dont la 
pertinence empirique n'est pas, a priori, clairement définie. Ainsi, il est nécessaire de compléter la 
vision à travers une analyse des études empiriques effectuées sur ce sujet jusqu'à présent.    
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La littérature décrit deux types d'approches empiriques. Une première catégorie, et peut-être 
la plus significative, groupe les études économétriques qui utilisent la « fonction de production » 
des innovations, saisissant l'impact des activités externes de R&D (notamment publiques et / ou 
universitaires) sur la capacité d'innovation des entreprises privées. 
La deuxi￨me cat￩gorie inclut un ensemble mixte, bien plus restreint, d’￩tudes r￩centes qui 
tentent de quantifier directement l'existence et l'importance des externalit￩s localis￩es. Ces œuvres 
proviennent d'un groupe hétérogène d'économistes (concernés par les questions de développement 
urbain  et  régional)  et  s'avèrent  innovatrices  du  point  de  vue  méthodologique.  Feldman  (1999) 
énumère les suivantes techniques de collecte et d'analyse des données: 
1.  les  interdépendances  des  citations  de  brevets,  considérées  preuves 
écrites des externalités de connaissances; 
2.  la mobilité de la main-d'œuvre qualifiée, à partir de l'hypothèse que 
les externalités sont transmises à travers l’interaction personnelle; 
3.  les connaissances incorporées dans les biens échangés. 
Utilisant ces méthodologies, on peut spéculer sur l'ampleur et l'intensité des externalités de 
connaissances. 
 
2.1. La méthode de la fonction de production 
 
L'approche  de la  fonction  de  production  peut  être  synthétisée  en  trois  axes  de  recherche 
(Breschi  et  Lissoni,  2001):  (i)  l’ensemble  d'￩tudes  qui  examinent  les  rendements  sociaux  des 
activités  de  recherche  et  développement
10 ; (ii) les papiers qui évaluent l 'efficacité des projets 
publiques de R&D
11 ; (iii) les articles moins nombreux, mais plus ciblés, qui traitent directement le 
problème des externalités de connaissances localisées. Le premier groupe estime que la recherche et 
le développement sont des intrants et les utilisent comme variables explicatives de la croissance de 
la productivit￩ totale.  A  la diff￩rence,  les deux  derniers groupes d’￩tudes utilisent des versions 
modifiées  de  la  fonction  de  production  formulée  par  Griliches  (1979),  reliant  la  R&D  à  la 
production d'innovations (i.e. le nombre de brevets ou d'innovations). 
La première découverte en la matière (sauf la contribution originale de Thompson, 1962) est 
due à Jaffe (1989). Afin d’￩valuer les effets r￩els de la recherche universitaire, Jaffe reclasse les 
brevets  en  quelques  secteurs  technologiques  et  démontre  ensuite  que  le  nombre  de  brevets  de 
chaque état américain, pour chaque domaine technologique, est une fonction positive de la R&D 
                                                             
10 Ces études économétriques ont été examinées en détail par Mohnen (1996) et David, Hall et Toole (1999). 
11 Certains articles sont décrits par Klett, Moen et Griliches (1999).    
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menée par les universités locales. La relation entre les brevets et la R&D académique est alors 
interprétée comme un signe de l'existence des « externalités technologiques » localisées provenant 
des  établissements  d'enseignement  et  absorbées  par  les  entreprises  locales. Cependant,  cette 
méthode  ne  tient  pas  compte  de  la  dimension  g￩ographique  des  retomb￩es,  puisqu’elle  mesure 
l'effet de la concentration spatiale de la recherche sur la production d'innovations ￠ l’int￩rieur d’un 
même état. En outre, tel que l'auteur même le reconnaît, peu importe la corrélation entre la R&D 
locale  et  la  production  d’innovations,  aucune  de  ces  estimations  n’explique  les  raisons  de  ces 
connexions: «  les  mécanismes  des  retombées n'ont  pas  été  modélisés. Malgré  la  tentative  de 
contrôler  la  "qualité"  inaperçue  des  universités,  nous  ne  pouvons  pas  interpréter  ces  résultats 
structurellement, c’est-à-dire anticiper les changements du nombre de brevets si les dépenses de la 
recherche augmentent d’une mani￨re exog￨ne » (Jaffe, 1989, p. 968, italiques de l’auteur). 
Acs, Audretsch et Feldman (1992) reprennent l'exercice de Jaffe (1989), en remplaçant les 
brevets  par  le  nombre  d’innovations  enregistr￩es  dans  la  base  de  donn￩es  Small  Business 
Innovation Data Base (SBDIB). L'objectif est de démontrer que le nombre d'innovations (considéré 
comme un indicateur plus précis de la capacité d'innovation) peut saisir l'effet de la "coïncidence 
géographique"  qui  avait  échappé  aux  brevets. Toutefois,  leur  analyse  ne  concerne  que  deux 
domaines technologiques (les secteurs électronique et mécanique), tous les deux définis encore plus 
vaguement que par Jaffe (1989). En outre, la taille des états n'est pas contrôlée. 
Acs,  Audretsch  et  Feldman  (1994)  poursuivent  l'analyse  des  retombées,  en  divisant 
l'￩chantillon d’entreprises en fonction de la taille des firmes et en proposant, ainsi, deux fonctions 
différentes  de  la  production  d'innovations.  Ils  constatent  que  l'indice  de  « coïncidence 
géographique » est significatif uniquement pour les petites sociétés, ce que suggère que celles-ci 
remplacent  la  R&D  interne  avec  la  R&D  universitaire  lorsqu'elles  ne  peuvent  pas  réaliser  des 
investissements  substantiels  dans  leurs  propres  activités  de
  recherche. L’effet  du  cycle  de  vie 
explique  partiellement  ce  raisonnement,  puisque  les  secteurs  relativement  petits,  avec  peu 
d’activit￩s de routine, manifestent une demande sup￩rieure de connaissances nouvelles et une forte 
propension à les utiliser, par rapport aux secteurs matures où la plupart des activités est menée selon 
des habitudes bien ancrées, difficiles à remplacer à cause des coûts élevés. En outre, en début du 
cycle  de  vie,  les  entreprises  n'ont  pas  la  capacité  de  développer  des  départements  de  R&D  et 
s'appuient sur des sources externes de connaissances plus souvent que les sociétés qui ont atteint la 
maturité  et  qui  développent  leurs  propres  activités  de  R&D,  en  poursuivant  une  strategie 
d’int￩gration  verticale. Toutefois,  selon  Breschi  et Lissoni (2001),  les résultats  ne prouvent pas 
l'existence des externalités directes. Ils indiquent seulement que les petites entreprises innovatrices 
sont plus disposées à externaliser leurs projets de recherche aux établissements universitaires. En    
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outre, elles peuvent ￪tre forc￩es ￠ s’appuyer sur les institutions locales en raison des difficult￩s de 
contacter ou solliciter les services des universités éloignées (même si celles-ci sont peut-être plus 
efficaces). Enfin,  les  auteurs  ne  mentionnent  pas  que  de  nombreuses  petites  entreprises  non-
innovatrices,  situées  dans  la  même  zone  géographique,  ne  bénéficient  pas  de  la  recherche  des 
universités locales et, subséquemment, ne sont pas touchées par les externalités. 
En essayant d'illustrer le caractère spatial des externalités, Audretsch et Mahmood (1994) 
utilisent comme variables indépendantes, outre les dépenses académiques et privées de R&D, le 
nombre  d'￩tablissements  de  recherche  au  niveau  de  la  ville  et  de  l’￩tat. Alors  que  le  nombre 
d’institutions  des  villes  influe  significativement  l'innovation  locale,  les  institutions  au  niveau 
￩tatique  n’exerce  pas  le  m￪me  effet. Selon  les  auteurs,  cela  montre  que  les  externalités  de 
connaissances sont un phénomène local. 
Feldman et Florida (1994) proposent un modèle basé sur l'hypothèse que l'innovation est une 
fonction de l'infrastructure technologique régionale qui intègre: la recherche universitaire, la R&D 
industrielle, l'agglomération d'industries connexes et les services spécialisés. Les résultats révèlent 
d'importantes  synergies  et  le  renforcement  mutuel  des  éléments  constitutifs  de  l'infrastructure 
technologique. Cependant, Breschi et Lissoni (2001) observent la tendance de forcer l'interprétation 
des données et la confusion faite entre les différents types d'externalités : la base de connaissances 
techniques créée par la concentration des industries pourrait, en fait, constituer un bassin de main-
d'œuvre qualifi￩e (voire une externalit￩ marshallienne de deuxi￨me type) et les effets de r￩seau 
peuvent être définis soit à partir des relations non-commerciales entre les entreprises, soit comme 
une externalit￩ m￩di￩e par les fournisseurs sp￩cialis￩s (c’est-a-dire une externalité marshallienne de 
premier type). En outre, selon les deux chercheurs, il est difficile de croire que, dans sa forme tacite, 
le savoir (qui  exige  la  compréhension  mutuelle  des pratiques de travail) peut se déplacer entre 
divers secteurs à travers les contacts informels. 
Audretsch  et  Feldman  (1996)  affinent  leur  étude  antérieure,  en  essayant  de  tester  plus 
directement le r￴le de la R&D universitaire dans la production d’innovations localis￩es, en utilisant 
des  domaines  technologiques  moins  agrégés.  Plus  précisément,  leur  analyse  démontre  que  la 
polarisation géographique de la production d'innovations est positivement corrélée à l'intensité de la 
R&D industrielle (après avoir contrôlé la concentration spatiale de la production). Selon les auteurs, 
les activités d'innovation des industries intensives en savoir sont menées dans les mêmes zones 
géographiques afin de bénéficier des externalités de connaissances générées par la R&D industrielle 
et universitaire ou par la mobilité des travailleurs hautement qualifiés. Toutefois, l'existence de ces 
externalités est, de nouveau, plutôt supposée que démontrée (Breschi et Lissoni, 2001).    
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Dans  un  modèle  développé  pour  démontrer  l'émergence  des  externalités  locales  entre  la 
recherche universitaire et les innovations des entreprises high-tech de petite taille, Anselin et al. 
(1997)  insèrent,  de  façon  explicite,  une  variable  spatiale  décalée:  les  coûts  de  la  recherche 
académique conduite à différentes distances de la société bénéficiaire. Les auteurs se sont servis 
également  des  unités  géographiques  d'observation  plus  petites  que  les  états,  à  savoir  les  zones 
métropolitaines. Contrairement à la conclusion de Jaffe (1989), leurs résultats montrent que les 
retombées de la recherche universitaire ont un impact positif significatif sur les taux d'innovation 
régionale (par le biais de la R&D du secteur privé) et que celles-ci s'étendent sur un rayon de 75 
miles de la région innovatrice. Les auteurs se sont concentrés, cependant, sur la corrélation entre la 
recherche  et  l'innovation dans des endroits où  les deux activités sont observées. On  ignore, en 
conséquence, les raisons pour lesquelles certaines régions se sont engagées dans la R&D, tandis que 
d'autres n’en sont pas concern￩es. 
Dans  l’ensemble  de  la  litt￩rature,  les  preuves  qui  confirment  l'importance  relative  des 
différents types d'externalités de connaissances sont ambiguës. Il y a des études empiriques qui 
soutiennent l'hypothèse que les externalités Jacobs sont les plus productives (Feldman et Audretsch, 
1999,  Partridge  et  Rickman,  1999,  Kelly  et  Hageman,  1996)  et  des  travaux  qui  font  valoir 
l’importance des externalit￩s MAR (Bernstein et Nadiri, 1988). Par conséquent, même si les effets 
de ces deux cat￩gories restent ￩quivoques, l’id￩e que les deux types de retomb￩es sont significatifs 
du point de vue empirique ne laisse aucune incertitude (Forni et Paba, 2001; Henderson, 1997). 
Feldman et Audretsch (1999) utilisent à nouveau la fonction de production des innovations 
(au niveau des villes et des industries) afin de tester l'impact de la spécialisation et de la diversité 
sur  les  performances  novatrices,  autrement  dit,  ils  effectuent  une  analyse  antagoniste  des 
externalités marshalliennes versus les externalités de type Jacobs. Ils concluent que la diversité est 
plus  importante  que  la  spécialisation et  interprètent  leurs  résultats  comme  des  preuves  de 
l’apparition des retomb￩es de savoir au niveau intersectoriel, plut￴t qu’intra-sectoriel. Les limites de 
l'étude sont ponctuées par les auteurs mêmes: « Nous insistons sur le caractère descriptif de ces 
résultats, car il peut y avoir des explications alternatives. Plus précisément, les relations peuvent 
￪tre endog￨nes d'une mani￨re qu’on avait ignor￩e. Les entreprises innovatrices peuvent ￪tre plus 
rentables  et  donc  peuvent  montrer  une  probabilité  supérieure  de  s'engager  dans  diverses 
activités. De même, les régions connues pour le caractère innovateur d'une industrie peuvent attirer 
d'autres  secteurs. La  nature  mixte  des  données  utilisées  ne  nous  permet  pas  d'examiner  ces 
questions » (Feldman et Audretsch, 1999, p. 427). 
Réitérant les constatations de Glaeser et al. (1992), Partridge et Rickman (1999) remarquent 
qu’￠ long terme les externalit￩s dynamiques de Jacobs sont plus importantes que celles de type    
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MAR. Kelly et Hageman (1996) inf￨rent la m￪me conclusion dans une tentative de d￩montrer qu’au 
niveau des états américains il y a un impact direct des retombées inter- et intra-industrielles sur le 
nombre de demandes de brevets. Ils constatent que les externalités Jacobs sont positives dans 11 des 
12 secteurs industriels observés, tandis que les externalités intra-industrielles affectent seulement 
deux  des  12  secteurs.  Ce  résultat  soulève  du  scepticisme  quant  à  l'importance  relative  des 
externalités MAR. 
En revanche, les hésitations sur l'efficacité des externalités Jacobs sont révélées par Bernstein 
et  Nadiri  (1988)  qui  examinent  les  retombées  de  savoir  entre  les  entreprises  manufacturières 
américaines appartenant à différents secteurs de production, pendant la période 1961-1981. Les 
résultats sur les rendements sociaux attirent l'attention de manière particulière. Ils montrent que les 
entreprises  appartenant  à  quatre  sur  cinq  secteurs  sont  sources  d'externalités  de  R&D,  mais 
seulement dans deux industries les firmes exploitent de facto ces flux de connaissances. 
 
2.2. Méthodes alternatives de quantification des externalités de connaissances 
 
Bien  qu'elles  soient  relativement  importantes,  les  approches  de  la  fonction  de  production 
d’innovations  ne  repr￩sentent  pas  la  seule  m￩thode  pour  tester  l'existence  d'externalit￩s  de 
connaissances localisées et pour analyser leur caractère. Récemment, plusieurs alternatives ont été 
proposées. 
L'une des plus notables contributions appartient à Jaffe, Trajtenberg et Henderson (1993). En 
contredisant  Krugman  et  en  déclarant  que,  malgré  leur  forme  invisible,  les  externalités  de 
connaissances laissent une trace documentaire sous la forme des citations de brevets, les auteurs 
parviennent à détecter des flux de connaissances directs entre la recherche universitaire et la R&D 
corporative. Ils  constatent  que  les  entreprises  innovatrices  sont  les  plus  susceptibles  à  citer  les 
brevets  des  universités  proches  engagées  dans  des  recherches  profitables  à  leur  industrie.  Le 
problème le plus compliqué rencontré dans le test de la localisation des externalités découle de la 
difficulté  de  séparer  les  retombées  des  autres  causes  qui  pourraient  expliquer  la  concentration 
géographique  des  activités  technologiques. Pour cette  raison,  Jaffe  et  al. (1993)  construisent  un 
échantillon de brevets de «contrôle» qui ont la même distribution temporelle et technologique que 
les citations. Puisqu’ils excluent les autocitations et estiment que, dans l'￩chantillon de contr￴le, 
aucun  effet  sur  la  localisation  n'est  pas  dû  aux  retombées,  les  auteurs  considèrent  ce  test  « 
conservateur  ». En  même  temps,  leurs  résultats  semblent  montrer  que  l'effet  de  la  localisation 
géographique disparaît au fil du temps, i.e. au fur et à mesure que l'innovation perd sa nouveauté, la 
proximité des sources de savoir devient moins importante. Il y a aussi des preuves que l'impact de la    
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localisation est susceptible à disparaître pour les brevets universitaires au niveau de la métropole et 
de l'état. 
D'autres ￩tudes ont appliqu￩ ensuite une m￩thodologie similaire afin d’analyser la dimension 
géographique des externalités de connaissances. Leurs résultats confirment la nature localisée des 
retombées dans le contexte européen. Cependant, l'analyse des citations de brevet porte la même 
limite que la méthode de la fonction de production, i.e. elle n'identifie pas les moyens par lesquels 
les externalités sont transmises (Criscuolo, 2004). Telles approches sont proposées par Maurseth et 
Verspagen (1999) et Verspagen et Schoenmakers (2000). Maurseth et Verspagen (2002) présentent 
une version modifiée de la méthode de Jaffe et al. (1993) qui sert à analyser l'effet de la proximité 
géographique  dans  les  régions  européennes,  en  utilisant  les  brevets  déposés  à  l'OEB  (Office 
Européen des Brevets). Les résultats de cette étude montrent que le nombre de citations diminue 
considérablement avec l'augmentation de la distance. Verspagen et Schoenmakers (2000) tirent la 
même  conclusion,  en  confirmant  l'effet  de  la  proximité  géographique  sur  les  externalités  de 
savoir
12 et que l’innovation est un processus fermement ancr￩ dans l'espace. 
Bode (2004) prouve que les externalités de connaissances interrégionales représentent l'un des 
d￩terminants des activit￩s d’innovation dans l’Allemagne de l'ouest apr￨s 1990. Il remarque que les 
externalités ne dépendent pas seulement des conditions dans la région d'origine, mais aussi dans les 
zones  bénéficiaires. Les résultats empiriques  montrent que seule une petite fraction des  flux de 
connaissances se déverse vers les régions voisines et strictement les zones à faible niveau de R&D 
tirent les avantages des externalités interrégionales. Pour les régions à forte intensité en recherche, 
les retombées semblent négligeables car la plupart des activités innovatrices ainsi que des brevets 
issus est produite via l'exploitation de leurs propres ressources. 
D'autres travaux analysent la localisation des retombées de R&D en mettant l'accent sur l'un 
des  mécanismes  par  lesquels  elles  se  produisent,  à  savoir  la  mobilité  de  la  main 
d’œuvre. L'hypothèse sous-jacente est que les travailleurs ont des connaissances spécialisées qui 
peuvent être transférées vers d'autres soci￩t￩s lorsqu’ils changent d'emploi. 
Zellner (2003) présente des preuves du transfert de connaissances par le biais des émigrations 
des scientifiques. En utilisant des données sur les anciens employés de la société Max Planck (l'une 
des principales organisations du syst￨me d’innovation allemand), il teste l'hypoth￨se selon laquelle 
une grande partie des avantages économiques apportés à la société est associée à la migration des 
scientifiques  de  la  recherche  fondamentale  publique  vers  le  secteur  commercial  du  système 
d'innovation. En analysant 21 pays de l'OCDE pendant 20 ans, Park (2004) apporte de nouvelles 
                                                             
12 Le coefficient de la distance géographique est négatif et statistiquement significatif.    
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preuves du transfert des connaissances incorporées aux individus ; il consid￨re les flux d’￩tudiants 
comme canal des externalités de R&D. 
Un autre volet de la littérature empirique se réfère aux problèmes spécifiques à l'économie 
urbaine, mais, une fois de plus, les preuves des externalités sont indirectes et ne peuvent pas être 
considérées irrécusables (Breschi et Lissoni, 2001). À cet égard, Glaeser et al. (1992) concluent leur 
étude en reconnaissant que « nos preuves sur les externalités sont indirectes, et beaucoup de nos 
résultats  peuvent  être  expliqués  par  le  modèle  néo-classique  dans  lequel  les  industries  se 





Malgré  la  diversité  de  ces  approches  et  résultats,  il  y  a  un  consensus  général  que  les 
externalités de connaissances localisées sont un important phénomène économique, ayant un impact 
significatif sur les performances économiques. 
En analysant la litt￩rature, tant sous ses aspects th￩oriques, qu’empiriques, on peut toujours 
remarquer  quelques  questions  qui  restent  sans  réponse  (Döring  et  Schnellenbach,  2006).  Ainsi, 
aucune des contributions théoriques ou empiriques ne parviennent à fournir une explication claire 
de l'impact de la proximité géographique sur les externalités de connaissances. Simultanément, le 
couple dichotomique « savoir codifié - savoir tacite » continue à semer une confusion taxonomique 
à cause de la mauvaise interprétation des concepts. La faible distinction entre les externalités de 
connaissances et les externalités pécuniaires et l'existence d'autres forces économiques « de nature 
diff￩rente, mais d’effets équivalents, dans le modèle de la fonction de production des connaissances 
» (Bode, 2004, p. 45) n￩cessitent l’investigation des m￩canismes commerciaux et non-commerciaux 
à travers lesquels le savoir est diffusé. Enfin, les implications normatives de ce phénomène sont soit 
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