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COMPUTER EVALUATION OF REFERENCE CURVES
FOR THE ESTIMATION OF EXTRINSIC
COAGULATION FACTORS
H. L. L. FnnNr,* V. DnsrssnN and H. C. Hpurrn
Department of Biochemistry, Biomedical Cenlra State University Limburg, Maastricht,
(Receiued 2 December 1976)
Abstract-A program is described that, when fed the clotting times obtained by a given reagent
with a series of known clotting factor concentration, gives the chemical constants of the reagent
system and a table from which the clotting factor concentration in an unknown sample can
be read from the clotting time obtained with that sample.
Clotting time Clotting factor (concentration of) Reference curve Blood coagulation
Clinical pathology
I N T R O D U C T I O N
Estimation of a coagulation factor resembles a pharmacological bioassay more closely
than a chemical determination: Some agent (the coagulation factor) produces an effect
(coagulation) that can be quantitated (coagulation time). In a series of concentrations
(dilutions) of normal plasma an empirical relation between dose and effect is determined
without consideration of the underlying mechanism. The effect of the agent present
in an unknown sample is then assessed and compared to the effects of the known
samples. From this compadson the concentration in the sample is inferred. Most often
this is carried out by means of the double logarithmic reference curve. The use of
a double logarithmic representation is a purely practical one: often such a curve is
indistinguishable from a straight line, which is very convenient for the manual elabo-
ration of the graphs.
In a chemical determination and therefore also in an enzymological one, the base
of the determination is a known reaction mechanism. From the reaction mechanism
the type of relation between the concentration of a reactant and the phenomenon
measured (either a reaction velocity or the concentration of a product) is known. There-
fore, the type of function relating the unknown concentration to the effect measured
is known. In simple titrations e.g. this is a simple proportionality. In simple enzymatic
reactions it is given by the Briggs-Haldane formula [1]. This markedly restricts the
degrees of freedom of the cause-effect curve. Aberrations from this curve can be inter-
preted as random error, and statistical methods can be applied accordingly.
In coagulation, this difference between chemical and pharmacological estimations has
not always been sufficiently realised. A coagulation assay sufficiently resembles a chemi-
cal determination to make the investigator believe that the double logarithmic represen-
tation must hold, as if it were resulting from a chemical law.
The literature provides ample examples of the mistakes due tp this attitude, and
every day practice in the coagulation laboratory provides even more. The most serious
mistakes are
(a) points deviating from a straight line on a log-log reference curve are neglected.
(b) points deviating from a straight line on a log-log reference cruve are thought
to deviate by random error.
(c) the rectilinear log-log reference curve is extended beyond the points tested
experimentally.
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T H E  R E L A T I O N  B E T W E E N  C L O T T I N G  T I M E  A N D
C L O T T I N G  F A C T O R  C O N C E N T R A T I O N S
In a series of articles [2*6] we have shown that the reaction mechanism of extrinsic
blood coagulation (i.e. involving the factors II, V, VII and X) as it is generally accepted
on basis of experiments in a purified system is compatible with the kinetics of an unpuri-
fied system. In experiments in which the experimental error was reduced by carrying
out estimations in several hundred fold it was shown that for'each of the factors of
the extrinsic system (i.e. factors II, V, VII, and X) the relation between the concentration
of the rate limiting factor and the coagulation time is of the type:
1
t c : t ^ i n + - ' %
ctot
where l" : coagulation time, l-1n : co&gulation time at infinite concentration of the
rate limiting coagulation factor, c,o, : the total concentration of the rate limiting factor
and a: t^in.K-i k^being the concentration of the rate limiting factor at which twice
minimal coagulation time is observed. In this set c,o, is the independent variable, t"
is the dependent variable and /-,. and a are constants for a given system of estimation.
The reaction mixture in which this relation has been proven to exist consists of
0.1 ml of reagent, i.e. of plasma deficient in the factor to be tested containing all other
factors in a fixed high concentration
0.1mI of a dilution of normal plasma c.q. sample
0.1 ml of thromboplastin
0.1ml of CaCl2, 1/30 or 1/40 M.
Complete details on reagents etc. are to be found in Ref. [7].
In such a mixture the concentration of the rate limiting coagulation factor is the
sum of two concentration: (a), that added with the normal plasma or the sample Cu6,
and (b), that added with the reagent C,.
In the ideal reagent C, is zero, it hardly ever is because reagents completely deficient
in a given factor are hard to obtain in practice. Recently, a factor II reagent with
C, : 0 has been described, though [8]. Taking into account the double source of C,o,,
formula 1 becomes
(1)
1
t " :  t ^ i n  *  
, *  *  , r ' t ^ t nK* '
(2)
C"o is the independent variable, r" is the dependent variable and C, is another constant
(in a given system).
When in a given system for a series of Cuo, l" is measured, the constants t^in, K-
and C, can be calculated. It is the advantage of this type of approach that deviations
of t" are now justified to be regarded as random error or experimental drop-outs (see
paragraph on experimental errors).
Once l-,,, K* and C, are known, formula (2) can be used to calculate Coa from
any value of f" found experimentally, the formula being:
u a d  -
This formula is too complicated to be used as such in the daily practice of the
laboratory; therefore a reference table is printed in which C"o belonging to a useful
series of /" can be read.
The program was developed on a PDP-12 computer, programmed in FOCAL-l2
(8K) and then transcribed and tested in FORTRAN-4 on an IBM 1800 (32K) and
in ALGOL-60 on a X-8.
K* (3)
t c 1
fmi.
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T H E  E R R O R  I N  C O A G U L A T I O N  T I M E  E S T I M A T I O N
As can be judged from Table 1, the error in a coagulation factor assay is almost
independent of the coagulation time when expressed as a percentage of that time. This
means that long coagulation times show bigger absolute errors than small ones. There-
fore. points in the higher concentration range have to be weighed more heavily when
a curve is fitted through a series of t, - Cuo points.
From Table 1 it can also be seen that the error in a coagulation time determination
drops appreciably with experience. The error of an individual coagulation time deter-
mination is seen to improve from 8 to ca. 61.
A further peculiarity of the errors in coagulation time determinations is that it is
relatively often observed that individual points of a Cuo - t" set drop out more than
three standard deviations from the line that can be fitted through the rest of the points.
It is justified to discard these points, because the change of these deviations being
due to random error in the determination is less than 1/,.
Table 1. Clotting times at different clotting factor concentrations
C,a (%) t" (sec) S.D. (sec) S.D.(%) tc (sec) S.D. (sec) s.D.(%)
10
5
2.5
1.67
1.25
1
0
mean
25.0
29.5
J ) .  I
40.8
45.3
47.9
72.7
25.5
) z . J
38.0
44.6
47.1,
50.3
72.5
o.4
6.8
6.6
5.9
5.7
6.'l
6.r
t.6
2.0
2.3
1 A
z - o
) . 2
3.3
2.2
2.2
J .  t
2.9
J . J
5.0 1
6.6
8.6
6.8
8.2
6.5
7.1
0.0
9 .1
8.0
The figures give the mean and standard deviations of 30 individual estimations expressed as seconds or
as percentage of the mean as obtained by two experienced technicians (A) and an unexperienced one (B).
The cause for these drop-outs is obscure, probably they are related to errors in prep-
arations of the dilutions, unclear glassware etc. In the program therefore a procedure
was built in to discard these points. This serves as an independent means of control
for the consistency of the method. When systematically points in a defined range of
concentrations in a series of reference curves happen to be discarded, the deviation
must be due to a systematic error. This error has to be explained then c.q. the method
has to be judged not applicable. When the drop-outs are random this means that the
T H E  C O M P U T E R  P R O G R A M
The computer program makes a three parameter fit of formula (2) to the Cua, t"
data pairs.
This is carried out by making a two parameter fit at different
C" until that C, is found at which the best fit is obtained. The
line at a given C" is carried out by calculating the minimum of
assumed values of
fitting of a straight
D: + fgo-vuY
"?r 
\J Yk
(4)
where c1 : axr * b and a and b are the two parameters to be found. This minimum
(D) is a function of c,. The value for c, for which D in its turn reaches a minimum
is the third parameter. Flowchart 1 shows how this is found. Formula (4) causes a
weighing of the data points inversely proportional to Yu. This is because the experimental
error is proportional to Yu (see above). When the three parameters are obtained the
pooled standard error (P) is estimated from the sum of least squares used to fit the
line. Any points deviating more than three times the S.D. from their theoretical counter-
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parts on the line obtained are discarded and the procedure b repeated. Thus a new
C,, t^in, K- and P are found. Anyone of the discarded points that with these new
values falls within three times the S.D. is taken back in the set of used points and,
the case being, the procedure is repeated again.
Table 2 shows an example of the input. Table 3 shows the output of the constants
and statistical parameters calculated. The Table relating clotting times to concentrations
is shown as Table 4.
Table 2. The input
Concentration Clotting time
10.0q"
5.m
2.50
1.67
1.25
1.00
25.0 sec
29.5
35.1
,f0-8
453
479
Reagent factor
Batch No.
Normal plasma No.
Thromboplastin No.
Ca-Chloride
Buffer time
Number of points
2
202
1
602
1/30 molair
72.7 sec
6
Table l. Output I, the constants calculated from the data in Table I
Standard deviation
Factor in reagent
Minimum time
K_
0.48%
0.8r%
20.46 sec
2.46%
0.88%
0.9s%
20.75 sec
2.46%
Sub B are added the calculations obtained with the clotting times
from colum B in Table 1. 
'
Fig. 1.
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Table 4. Output II, the reference table
Clotting time (sec) Concentration (/.)
25
26
2'l
28
29
30
31
32
4()
47
The program is available in an English or French version, in either of the program-
ming languages FOCAL-12, FORTRAN-4 or ALGOL-60 at cost price from the authors.
P R A C T I C A L  C O N S E Q U E N C E S
In Table 3 the results are shown obtained with the program being applied to the
data of Table 1. It is seen that the difference in experimental error readily shows up.
It is also seen that where accurate determinations are needed, each investigator should
use only his own reference table. This is because the moment of clotting is an arbitrary
point, subject to individual differences between different workers.
In its calculations, the computer program does not use the buffer time. With the
data from the program, the concentration of coagulation factor responsible for the buffer
time can be calculated. When this concentration is compared to C" found by the pro-
gram, they are equal to within t4/". This has been observed in a series of 22 estimations
of each of the factors II, V, VIL and X, tested with l0-l% of normal plasma. This
can be considered a reasonable proof that the method is valid for all concentrations
below 10/,, i.e. also for these below I/, This has been corroborated by observations
gn a completely deficient reagent reported elsewhere [8].
At high concentrations (above l5'/,) of the normal plasma the method no longer
applies. This is probably due to the high amounts of the other factors added with
the sample in these cases. This problem is further investigated.
S U  M  M A R Y
Clotting factors are estimated by comparing clotting times (r") obtained with unknown
samples to clotting times obtained with samples of known concentration (C). From
fundamental work the type of the relation between t, and C is known to be
t": t^in'KJ(C + C") + t*i".
(see text for exirlanation of the symbols).
As basis of this formula a program is developed that determifles f-i, 'K^'C,, (constant
for a given reagent) and that prints a table from which the concentration belonging
to a clotting tirne observed with an unknown sample can be read.
It is discussed why this approach is to be preferred to the usual log-1og reference
curves. The types of errors occurring in coagulation factor determinations are discussed.
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