Abstract-We consider the estimation of the state transition matrix in vector autoregressive models when the time sequence data is limited but nonsequence steady-state data is abundant. To leverage both sources of data, we formulate the problem as the least-squares minimization regularized by a Lyapunov penalty. Explicit cardinality or rank constraints are imposed to reduce the complexity of the model. The resulting nonconvex, nonsmooth problem is solved by using the proximal alternating linearization method (PALM). An advantage of PALM is that for the problem under investigation, it is globally convergent to a critical point and the objective value is monotonically decreasing. Furthermore, the proximal operators therein can be efficiently computed by using explicit formulas. Our numerical experiments on synthetic and real-world data demonstrate the effectiveness of the developed approach. In particular, our approach is advantageous over gradient projection method for the cardinality and for the 1 constraints.
I. INTRODUCTION
Vector autoregressive (VAR) models are widely used in the analysis of linear interdependence in time series. A key step in building the autoregressive model is the identification of the state transition matrix. When time sequence data is readily available, the standard approach is to solve a leastsquares problem. In several modern applications, however, the dimension of the model is significantly larger than the number of time sequence measurements, which makes the model unidentifiable through the simple least-squares. Such scenarios include, for example, tracking the progression of brain neurological diseases, because the number of comprehensive brain scans is limited due to the cost or medical concerns [1] . In inferring the gene expression networks, the number of genes is typically much larger than the number of measurements because of the intrusive nature of the measuring techniques [2] - [4] .
In such situations, regularization is a typical rescue. Regularization techniques may introduce structures to the transition matrix. In particular, sparsity and low-rank structures are extensively studied, in part because of the convenience of convex optimization [1] , [3] , [5] - [11] . In [5] , a sparse VAR model is found via Lasso for gene regulatory networks. In [10] , the state transition matrix is decomposed into a sparse matrix and a low-rank matrix by using convex penalty functions. Other approaches based on convex optimization can be found in [1] , [3] , [6] - [9] , [11] In this work, we consider a regularization that takes advantage of additional data sources. When the VAR model is stable and the steady-state data are abundant, the steady-state data can be used to improve the estimation accuracy [1] , [3] , [4] , [8] , [12] , [13] . In [1] , the Lyapunov penalty is proposed to make use of the steady-state nonsequence data in conjunction with the standard least-squares estimator. In [3] , the perturbed steady-state data is used to infer the sparse, stable gene expression models. In [4] , both steady-state and temporal data are integrated for estimating gene regulatory networks. Other work that employs steady-state data for system identification includes [8] , [12] , [13] .
Hence, we move one step further, leveraging the availability of limited time sequences and the abundant steady-state data, meanwhile imposing additional structural constraints to reduce the complexity of the model. The resulting estimator is a least-squares estimator, regularized by the Lyapunov penalty, and constrained by an explicit sparsity or low-rank requirement. That is, the state transition matrix is constrained to have a specific number of nonzeros or a specific rank. The identification problem then becomes nonconvex (due to the Lyapunov penalty and the low-complexity constraint) and nonsmooth (due to the low-complexity constraint). We propose solving the problem by the proximal alternating linearization method (PALM). An advantage of PALM is that it is globally convergent to a critical point and the objective value monotonically decreases. Moreover, the proximal operators therein admit closed-form expressions and therefore the implementation is particularly simple. It is also straightforward for PALM to handle stability constraints and other convex low-complexity constraints (e.g., 1 constraint or nuclear norm constraint).
Our contributions can be summarized as follows. First, we propose the use of explicit cardinality or rank constraints for the identification of low-complexity VAR models. By doing so, one can directly control the number of nonzero elements or the rank of the transition matrix. Second, we reformulate the objective function that lends itself to a powerful PALM algorithm. In particular, we show that the proximal operators therein can be computed via closed-form expressions. Third, we prove that the problem formulation satisfies Lipschitz conditions and the Kurdyka-Lojasiewicz (KL) property. As a result, we establish the global convergence of our algorithm to a critical point. Finally, we demonstrate by numerical experiments that our method outperforms the gradient projection method, for both the cardinality constraint and the 1 constraint.
The presentation is organized as follows. In Section II we formulate the optimization problem for a low-complexity VAR model. In Section III we present the PALM algorithm and derive explicit formulas for the proximal operators. We show convergence by establishing the Lipschitz conditions and the KL property in Section IV. In Section V, we demonstrate the effectiveness of PALM and compare it with gradient projection. Finally, we summarize and discuss future directions in Section VI.
II. VAR MODEL IDENTIFICATION VIA LYAPUNOV PENALTY
Consider a p-dimensional vector autoregressive model:
where x(t) ∈ R p is the state vector at time t, A ∈ R p×p is the state transition matrix, and (t) ∈ R p is a zero-mean white stochastic process. We assume that the autoregressive model (1) is stable; that is, all eigenvalues of A have modulus less than one. Then, the state vector x(t) has a steady-state distribution whose covariance matrix P is determined by the discrete-time Lyapunov equation
where Q ∈ R p×p is the covariance matrix of (t) and (·)
T denotes the matrix transpose operation. Linear systems theory says that P is positive definite if and only if A is stable. Our objective is to identify the state transition matrix A. For the convenience of developing optimization details, we use X to replace the unknown A in what follows. Given a set of n time sequence measurements of x(t), the standard least-squares estimation amounts to
where
, and · F denotes the Frobenius norm. When the number of time sequence data is less than the dimension of the states (i.e., p > n − 1), infinitely many solutions exist for (3) and hence the state transition matrix is unidentifiable.
We are interested in the scenario when the time sequence data is scarce but the steady-state nonsequence data is readily available. This situation arises in several applications [1] , [7] , [8] , [12] , [14] including identification of cancer expression networks [7] and gene regulatory networks [14] . In this case, Huang and Schneider [1] propose to use the Lyapunov penalty
as a regularization term. They show that the Lyapunov penalty in conjunction with least-squares may improve the accuracy of the estimation. Since the covariance matrix P is unknown in practice, we approximate it by using the sample covariance
is the steady-state nonsequence data. Then, the identification problem becomes
where ρ is a positive coefficient that balances the estimation error between time sequence and nonsequence data.
A. Stability Constraint
Since stability is a necessary condition for the use of Lyapunov penalty, it is natural to constrain the formulation (4) by stability. Let τ (X) denote the spectral radius of X, that is, τ (X) := max{|λ i |} p i=1 . Since τ (X) ≤ X 2 and since X 2 ≤ X F , we have
Thus, a stable VAR model can be obtained by solving the following problem:
Alternatively, one can incorporate the stability constraint in the cost function with a sufficiently large coefficient µ ≥ 0
Note that both the Lyapunov penalty and the stability penalty are quadratic functions of X in the Frobenius norm squared; in particular, they coincide when S = Q = I. Thus, the additional term XX T 2 F is inconsequential in the design of solution algorithms. For this reason and for the ease of presentation, in what follows we omit the stability constraint in the general discussion, but comment on the modifications of algorithm when necessary.
B. Low-Complexity Models
In several applications, it is desired to impose sparsity or low-rank structures on the state transition matrix [1] , [3] , [5] - [11] . In identification of gene expression networks, for example, the nonzero elements of A determine the interaction graph of the expression network [3] , [5] . In this context, a sparse A is desired because one can construct a sparse network to explain data.
A common approach to promote sparsity is to impose an 1 constraint:
where l is a prescribed positive number. Since the 1 norm promotes sparsity implicitly, the actual number of nonzeros in the solution is indirectly controlled by the threshold l. However, given a desired level of sparsity, the correct choice of l is typically not known a priori. Practical choice of l typically requires grid search or cross validation. Alternatively, an explicit way to guarantee sparsity is to directly control the number of nonzeros by the cardinality constraint:
card(X) := number of nonzero entries of X ≤ s, (8) where s is a positive integer. Note that the cardinality constraint is harder to deal with than the 1 constraint, because cardinality is nonconvex and nonsmooth. An essential ingredient of this work is the solution method that handle this difficulty.
Another approach to obtain low-complexity VAR models is to impose a low-rank constraint. A low-rank state transition matrix is useful because it implies that the data can be explained by a simpler VAR model. It is common practice to employ model reduction techniques to obtain a low-rank model as a post-processing step [15] , [16] .
An implicit way to promote low-rank solutions in system identification is to use a nuclear norm constraint [17] - [20] 
where u is a positive number and the σ i 's denote the singular values of X. Similar to the sparsity case, the threshold u may be challenging to prescribe. Alternatively, we may impose a low-rank constraint by explicitly controlling the rank of the state transition matrix:
where r is a positive integer. This integer may be determined from resource limitations in practice.
To summarize, we consider the estimation problem of the low-complexity VAR model:
subject to constraint (7), (8), (9), or (10).
For convex constraints (i.e., the 1 and the nuclear norm), one may employ gradient projection methods, namely, taking a descent direction of the objective function and projecting onto the convex constraint sets. A gradient projection method is proposed in [1] to solve (11) with the 1 constraint (7). For nonconvex constraints (i.e., the cardinality and the rank constraints), we develop PALM in the subsequent section. Note that this method can also be applied to convex constraints as well.
III. PROXIMAL ALTERNATING LINEARIZED METHOD (PALM)
In this section, we reformulate (11) into a form well suited to PALM. One advantage of PALM is its global convergence to a critical point for both convex and nonconvex constraints. We begin with replacing one of the two X's in the quadratic Lyapunov term by a new variable Y and rewrite (11) as
, (8), (9), or (10).
This change of variable will allow us to establish the Lipschitz conditions required for convergence analysis.
Let f denote the least-squares term
and let H denote the coupling term
where the penalty parameter ρ 1 > 0 resumes the role of ρ in (11) and ρ 2 > 0 is sufficiently large to penalize the discrepancy between X and Y . Then we obtain the following formulation
where g is the indicator function of the constraints (7)- (10). For example,
for the cardinality constraint (8), or
for the rank constraint (10).
A. Generic PALM Method
PALM alternates between computing the proximal operators of the uncoupled functions f and g around the linearization of the coupling function H at the previous iterate, hence the name [21] - [24] . To put PALM in the context of other alternating methods, suppose for the moment that Φ(X, Y ) is a strictly convex function. One approach for minimizing Φ is the Gauss-Seidel iteration (also known as coordinate descent):
For convergence, a unique solution in each minimization step is required. Otherwise, Gauss-Seidel may cycle indefinitely [25] . When Φ is convex but not strictly convex, uniqueness can be achieved by including a quadratic proximal term
where c k and d k are positive coefficients. This class of proximal methods is well studied; see [23] for a recent survey. It is worth noting that the celebrated alternating direction method of multipliers (ADMM) can be viewed as a class of proximal methods for convex problems [23] . When Φ is nonconvex, as in our case (14) , we need to modify the proximal terms to ensure convergence. As opposed to taking the proximal term around X k as in (18a), we take the term around X k modified with a scaled partial gradient of H:
The parameter c k is chosen to be greater than the Lipschitz constant of ∇ X H. That is, if L 1 satisfies
for all X 1 and X 2 , then we let
Similarly, we take the proximal term around Y k modified with a scaled partial gradient of H,
for all Y 1 and Y 2 . PALM updates (X, Y ) by using the iterations (19)- (20) .
B. Explicit Formulas
To implement the PALM iterations (19)- (20) , one needs the Lipschitz constants L 1 and L 2 in order to determine the coefficients c k and d k , respectively. To this end, we take the partial gradients of H and obtain
Since ∇ X H is linear in X and ∇ Y H is linear in Y , it follows that the Lipschitz constants admit explicit formulas
We next show that the proximal operators can be computed efficiently. The proximal operator (19) can be expressed as
Solving this least-squares problem yields
where I denotes the identity matrix. When p > n − 1, one can gain some computation efficiency by inverting C T C + c k I instead of CC T + c k I, since the Woodbury formula gives equivalently,
On the other hand, the proximal operator (20) is expressed as minimize
subject to (7), (8), (9), or (10).
For the cardinality constraint (8) , the optimal Y is obtained by keeping the s largest elements of V k in magnitude and zero out the rest of the elements in V k . This is because the Frobenius norm squared is the squared sum of the elements of Y − V k . For the rank constraint (10), by the Eckart-Young theorem, the optimal Y is the best rank-r approximation of V k obtained by the truncated SVD.
For the 1 constraint (7), the projection onto the 1 -ball can be computed by an algorithm developed in [26] . For the nuclear norm constraint (9), the optimal solution Y can be computed by performing the singular value decomposition of V k and then projecting the singular values of V k onto the
With these details, we summarize the computational steps in Algorithm 1. Two remarks follow.
Algorithm 1 PALM for problem (14) with cardinality constraint (15) or rank constraint (16) .
Initialization: Start with any
Compute the Lipschitz constant
, where (I s ) ij = 1 if (|V k |) ij is greater than or equal to the s-th largest element of |V k |, and (I s ) ij = 0 otherwise. else if g is the rank constraint (10) then Y k+1 is the rank-r truncated SVD of V k . end if end for Remark 1 (Stepsize). Typical descent-type methods (e.g., gradient projection) require an appropriate stepsize to ensure sufficient decrease in the objective value. In contrast, PALM needs no stepsize rule. We will see in the convergence analysis in Section IV that the objective function is guaranteed to decrease sufficiently. This feature provides computational advantage of PALM over descent-type algorithms, when the computation of the projection is nontrivial.
Remark 2 (Stability). As discussed in Section II-A, we can incorporate the stability constraint by penalizing XX T 2 F in the cost function. In this case, the coupling term becomes
Its partial gradients are given by
and the Lipschitz constants are
With these modifications, Algorithm 1 is directly applied to the problem (6) subject to low-complexity constraints.
IV. CONVERGENCE ANALYSIS
In this section, we show that Algorithm 1 globally converges to a critical point of the nonconvex, nonsmooth problem (14) . Furthermore, the objective value is monotonically decreasing. Our analysis builds upon the seminal work in [24] for the global convergence of the generic PALM algorithm. Our contributions are the establishments of Lipschitz conditions and the KL property of (14) . In particular, the Lipschitz conditions ensure sufficient decrease of the objective value and the KL property is the key step for the convergence to a critical point.
We begin with a technical lemma on the Lipschitz conditions of Φ. Lemma 1. The objective function Φ in (14) satisfies the following properties:
globally Lipschitz, that is,
for all X 1 and X 2 . Likewise, for a fixed X, the partial gradient ∇ Y H(X, Y ) is globally Lipschitz, that is,
for all Y 1 and Y 2 .
3) There exist bounded constants q A few comments are in order. Property 1) ensures that each proximal operator in PALM is well defined and the minimization of Φ is also well defined. Property 2) on the boundedness of the Lipschitz constants is critical for convergence. Note that the block-Lipschitz property in X and Y is weaker than standard assumptions in proximal methods that require Φ to be globally Lipschitz in joint variables (X, Y ). Property 3) guarantees that the Lipschitz constants for the partial gradients are lower and upper bounded by finite numbers. Property 4) is a technical condition for controlling the distance between two consecutive steps in the sequence (X k , Y k ).
Proof. Property 1) is a direct consequence of the nonnegativity of f in (12) , H in (13), and the indicator function g in (15) and (16) . Property 2) follows from the Lipschitz constants derived in (21) . To show property 3), note that L 1 (Y ) in (21) is clearly bounded below for all Y , in particular,
. On the other hand, since Y k is the minimizer of a feasible problem over a bounded set, it is bounded for all k and hence L 1 (Y k ) is bounded above. Thus, the entire sequence L 1 (Y k ) satisfies the upper and lower bounds in (24) . An analogous argument shows that the Lipschitz constant L 2 (X) satisfies (24) . Property 4) is a direct consequence of the twice continuous differentiability of H and the mean value theorem.
Applying Lemma 1, it follows that the objective value is monotonically decreasing. Specifically, we have the following result.
be a sequence generated by Algorithm 1. Then the following result holds
Proof. Apply our Lemma 1 to the Lemma 3 of [24] .
Note that δ > 0 throughout iterations because γ 1 , γ 2 > 1 (see Algorithm 1) and q − 1 , q − 2 > 0 (see Lemma 1) . Thus, the convergence of the decision variable Z k can be measured by the convergence of the objective value. The numerical experiments in Section V verify this convergence behavior.
We next show that Algorithm 1 converges to a critical point of Φ. We need a few definitions.
Definition 1 (KL property). Let f : R d → (−∞, +∞] be proper and lower semicontinuous. The function f is said to have the Kurdyka-Lojasiewicz (KL) property atū ∈ dom ∂f := {u ∈ R d : ∂f (u) = ∅} if there exist η ∈ (0, +∞], a neighborhood N ofū, and a function ψ such that for all u ∈ N ∩ {f (ū) < f (u) < f (ū) + η}, the following inequality holds:
where dist(x, s) := inf{ y − x : y ∈ s} denotes the distance from a point x ∈ R d to a set s ⊂ R d . A function f is called a KL function if f satisfies the KL property at each point of the domain of the gradient ∂f .
Definition 2 (Semialgebraic function). A subset S of R
d is a real semi-algebraic set if there exists a finite number of real polynomial functions g ij and h ij :
It is known that a proper, lower semicontinuous, and semialgebraic function satisfies the KL property (see Theorem 3 of [24] ). Based on this relation, we show that Φ is such a function.
Lemma 2. The objective function Φ in (14) satisfies the KL property.
Proof. Since Φ is the summation of smooth functions f , H and the indicator function g that is lower semicontinuous, it follows that Φ is a proper and lower semicontinuous function. To see that Φ is semi-algebraic, let us examine each term. Clearly, f and H are semi-algebraic because they are real-valued polynomials. Moreover, the indicator function of the semi-algebraic set {Y | card(Y ) ≤ s} is semialgebraic, and the indicator function of the semi-algebraic set {Y | rank(Y ) ≤ r} is also semi-algebraic; see Examples 2 and 3 of [24] . Then, a finite sum of semi-algebraic functions is semi-algebraic, which concludes the proof.
The KL property of Φ established in Lemma 2 allows us to invoke the convergence results in [24] .
be a sequence generated by Algorithm 1. The following results hold.
1) The sequence {Z k } has a finite length, that is,
2) The sequence {Z k } converges to a critical point
Proof. Apply our Lemmas 1 and 2 to the Theorem 1 of [24] .
V. NUMERICAL EXPERIMENTS In this section, we evaluate the performance of PALM on synthetic data and real-world data. We demonstrate that the PALM solution converges to a matrix with the prescribed level of sparsity or rank. Furthermore, the objective value decreases monotonically as predicted by the convergence analysis.
We also compare the estimation errors for VAR models obtained from nonconvex and convex constraints; in particular, we focus on the cardinality constraint and the 1 constraint. Our numerical results show that the cardinality constraint achieves a smaller estimation error than the 1 constraint on a variety of systems drawn from the COMPLeib library [27] , [28] , if both constraints are handled by PALM. Moreover, we compare the PALM algorithm with gradient projection and show that the former outperforms the latter for handling the 1 constraint.
In our experiments, we assume Q = σ 2 I for the covariance matrix of (t) in (1). We set γ 1 = γ 2 = 2 in Algorithm 1. The hyperparameters ρ 1 and σ are determined through cross validation.
A. Synthetic Data
We test the performance of PALM on a sparse example and a low-rank example with the matrix size 200 × 200. In both examples, we use time series of length n = 50 for training and m = 800 for testing. For the length of steady-state data, N = 1600. The performance of the identified VAR model is evaluated by using the normalized error and the cosine score proposed in [1] Normalized error:
Cosine score:
A smaller normalized error (lower bounded by 0) and a higher cosine score (upper bounded by 1) imply better performance. 1) Sparse Example: The sparse matrix is generated by using the rule A = (0.95M )/ max k (|λ k (M )|), where M has 5000 normally distributed nonzeros and λ k (M ) denotes the eigenvalues of M . We set s = 5000 in the cardinality constraint (8) . Figure 1 shows the convergence results. The objective value monotonically decreases, as Proposition 1 indicates. The errors in two consecutive PALM steps, namely,
all decrease quickly. It takes PALM fewer than 300 iterations to reach e X , e Y ≤ 10 −5 and e XY ≤ 2 × 10 −3 . Note that the solution has exactly 5000 nonzeros as required by the cardinality constraint. For the estimated matrix A, the normalized error is 0.3268 and the cosine score is 0.9447.
2) Low-Rank Example: The low-rank matrix is generated by using the rule A = UΣV, where Σ ∈ R 25×25 is a diagonal matrix with random diagonal entries uniformly distributed in [0, 1), and U ∈ R 200×25 and V ∈ R 25×200 are random orthonormal matrices. By construction A ∈ R 200×200 is stable with rank(A) = 25. Thus we set r = 25 in the rank constraint (10) . Figure 2 shows the convergence results. Similar to those for the sparse example in Figure 1 , we observe that the objective value Φ monotonically decreases and the errors in two consecutive PALM steps decrease quickly. It takes PALM less than 300 iterations to reach e X , e Y ≤ 2 × 10 −6 and e XY ≤ 2 × 10 −4 . The solution has a numerical rank 25, as required by the rank constraint. For the estimated matrix A, the normalized error is 0.6977 and the cosine score is 0.7164.
B. Electricity Load Data
We explore the utility of the low-complexity models on an electricity load data set from the UCI repository. 1 The data set consists of 15-minute interval load readings of clients over a few years. To investigate the daily dynamics, we aggregate the data in every 24-hour interval. Because over half of the clients are not registered in the first year, we start from the second-year data and collect clients whose time series are uninterrupted. Interruptions may arise from late registration of clients, missing data, or a period of low electricity consumption due to inactivity. Such a preprocessing results in 272 clients and 1095 daily readings per client. We further subtract each time series by its seasonal mean, that is, the mean of the same day along all the years, and normalize it by the standard deviation.
We first use the least-squares estimator (3) to obtain a baseline model. To this end, the first 995 days are used for training and the last 100 days are used for testing. Next, we test the low-complexity models (11) with different thresholds for the cardinality and the rank constraint. In particular, we set s ∈ {100p, 125p, 150p, 175p, 200p, p 2 } and similarly r ∈ {100, 125, 150, 175, 200, p}. We take the first n days with n ∈ {25, 50, 75, 100} as the training data, the last 100 days as the testing data, and 600 randomly sampled days in the remaining dataset as the steady-state data. We repeat the experiment five times for each set of s, r, and n.
1 http://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014 Figure 3 shows the performance measures as the number n of training data and the sparsity level s vary. Three observations are made. First, the results are not sensitive to the length of the training data, because the performance varies slightly with n. In particular, the curves are approximately horizontal. Second, as the complexity of the transition matrix increases (e.g., a larger s), the performance gets closer to that of the least-squares estimator. Third, in the case of no constraints (i.e., s = p 2 ), the Lyapunov-penalized VAR model (4) performs as well as the least-squares estimator (3) . In other words, the Lyapunov-penalized VAR model with a small number of time sequence data and a large number of nonsequence data is as competitive as the least-squares estimator with a large amount of time sequence data. This result demonstrates the utility of the proposed method when time sequence data is limited.
The error bars in Fig. 3 , due to random sampling of steadystate data, are much narrower than the size of the markers and hence they are not visible. The results for the rank constraints are similar to Fig. 3 and hence they are omitted for brevity.
C. Comparison between nonconvex and convex constraints, PALM and gradient projection
As mentioned earlier, PALM can handle both nonconvex constraints (i.e., (8) and (10)) and convex constraints (i.e., (7) and (9)). It is thus of interest to compare the performance of both classes of constraints in identifying low-complexity models. We test sparse models with cardinality and 1 constraints. When the 1 constraint is employed, we also compare the performance of PALM and that of the gradient projection method.
We test a variety of systems from the COMPleib library [27] , [28] that includes applications from aircraft, helicopter, jet engine, reactor, decentralized interconnected systems, and wind energy. The set consists of 40 continuous-time systems with the dimension of the state matrix A c ∈ R them are unstable. To get stable VAR models, we scale the transition matrix A ← A/(2τ ) where τ is the spectral radius of A. For each model, we generate n = p/2 and m = p time sequence data for training and testing, respectively, and N = 5n nonsequence data. We use PALM to solve problem (11) with the cardinality constraint (8) and the 1 constraint (7). For a fair comparison, the number of nonzero elements of the solution A must be the same in both cases. For the cardinality constraint, we set the desired number of nonzeros to be s = αp 2 for α ∈ {1/2, 1/4, 1/8}. For the 1 constraint X 1 ≤ l, the upper bound l that yields the desired number of nonzeros is not known a priori. To find the matching l, we use a simple bisection method: Starting from an interval [l low , l up ] that contains the unknown l, repeatedly solve (11) and divide the interval by half, until the desired l is found or the interval is sufficiently small. Additionally, we use gradient projection (GP) to solve (11) with the 1 constraint. Table I shows the performance of PALM-card, PALM-1 , and GP-1 methods. PALM-card outperforms the other two approaches in achieving a smaller normalized error and a higher cosine score. The percentage of cases that PALM-card outperforms the others increases with the level of sparsity, from 62.5% for α = 1/4 to 82.5% for α = 1/8. Similarly PALM-card yields the highest cosine score in 60% of the systems when α = 1/4 and in 77.5% of the systems when α = 1/8. When the 1 constraint is used, PALM outperforms GP when α = 1/2 and α = 1/4. Figure 4 shows the normalized error and the cosine score for the three methods when α = 1/4. Note that for 14 test problems, the errors resulted from GP-1 is at least two times (and up to 43 times) of the errors from PALM-card and PALM-1 . Similar observations can be made for the cosine score. For 12 test problems, PALM-card and PALM-1 result in cosine scores that are at least twice of those obtained from GP-1 . These results suggest that (i) the cardinality constraint is more effective than the 1 constraint and (ii) PALM outperforms GP by converging to better solutions.
Finally, we comment on the computational efficiency of the two methods. As mentioned earlier, PALM requires no tuning for the stepsize but GP does. This feature makes PALM computationally more efficient when the projection onto the constraint set becomes nontrivial. For the projection onto the 1 -ball, it turns out that the most time-consuming computation in GP is to compute the stepsize by using the Armijo rule along the projection-arc [29] . This is because GP requires a number of 1 projections to compute the stepsize. As a consequence, PALM is computationally more efficient than GP for the 1 constraint.
VI. CONCLUSIONS
In this paper, we formulate a constrained optimization problem for estimating the state transition matrix of a vector autoregressive model, with limited time sequence data but abundant nonsequence steady-state data. To reduce the complexity of the model, we propose imposing a cardinality or a rank constraint on the transition matrix. We develop a PALM algorithm to solve the resulting nonconvex, nonsmooth problem and establish its global convergence through verifying the crucial technical conditions required by PALM. Our numerical experiments verify the convergence theory and demonstrate the effectiveness of the developed method.
Several directions may be pursued following this work. First, we observe a linear convergence of the algorithm in practice (e.g., Fig. 1 and Fig. 2) . It is thus of interest to investigate the convergence rate of PALM in a theoretical setting. Second, the identified model is only one of many legitimate models that explain the given data, depending on formulation. One wants to understand under what conditions the proposed model is asymptotically consistent with the ground truth. Finally, although the model itself has a low complexity, the optimization still requires the storage and the computation with p × p matrices. It would be interesting to investigate methods (e.g., randomized SVD) that approximately update the unknowns and render the optimization also of low complexity. 
