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ON THE C∗-ALGEBRAIC APPROACH TO TOPOLOGICAL
PHASES FOR INSULATORS
JOHANNES KELLENDONK
Abstract. The notion of a topological phase of an insulator is based on the
concept of homotopy between Hamiltonians. It therefore depends on the choice
of a topological space to which the Hamiltonians belong. We advocate that this
space should be the C∗-algebra of observables. We relate the symmetries of
insulators to graded real structures on the observable algebra and classify the
topological phases using van Daele’s formulation of K-theory. This is related
but not identical to Thiang’s recent approach to classify topological phases by
K-groups in Karoubi’s formulation.
1. Introduction
An insulator is described by a Hamiltonian with a gap in its spectrum. It may
be subject to certain symmetries of order two. Inside a symmetry class insulators
are grouped into topological phases. In fact, two insulators of the same symmetry
type are in the same topological phase if their Hamiltonians can be continuously
deformed into each other while preserving the symmetry and the gap. The delicacy
of this notion lies in the question in which background space and with respect to
which topology should continuous paths of Hamiltonians be considered.
Often in the literature this question is considered from a slightly different point
of view, namely from the point of vector bundles (this goes back to the early work
on the Quantum Hall Effect [26], for recent mathematically advanced develop-
ments see [6, 12]): It is supposed that the Hamiltonian fibers over the space of
(quasi) momenta, called the Brillouin zone. The occupied states being separated
by a spectral gap from the conducting states they define a vector bundle over the
Brillouin zone. Topological phases are then defined as the homotopy classes of
these vector bundles with certain symmetries (or, depending on the point of view,
pseudo-symmetries). Here homotopy between two vector bundles is considered
inside a common larger bundle. This would be satisfactory if the assumption that
the Hamiltonian fibers over momenta would always be satisfied. But disorder,
which is indispensible to understand certain aspects of topological quantisation,
distroys that fibration.
Freed and Moore propose an answer which is inspired by the fact that insula-
tors are usually described by Hamiltonians which are represented on some Hilbert
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space H. They consider continuous paths in B(H) or, more generally taking into
account a variation of the Hilbert spaces, continuous paths in some bundle whose
fibers are operators on some Hilbert space. The subtle issue is the topology to
be considered. Equipped with the norm topology B(H) is non-separable (if the
dimension is infinite) and its K-theory trivial. This makes K-theory rather use-
less. Indeed, Freed and Moore propose to consider the compact open topology
(topology of uniform convergence on compact subsets) which is close to the strong
topology. This however makes index theory trivial (see their remark in [15]). Since
index theory has proven very successful applied to insulators [25, 16] we would not
like to dispense with it and therefore find the compact open topology unsuited.
Also the weak topology destroys all topological information, as there would be too
many continuous paths. Thus we need something better.
In the spirit of describing physical systems (including those with disorder) by
their C∗-algebra of observables and their topology by the non-commutative topol-
ogy of C∗-algebras it is much more natural to consider an approach where homo-
topy is considered in a C∗-algebra. The difficulty here is to translate the notion of
symmetry type from a symmetry which is represented on some Hilbert space to a
symmetry on a C∗-algebra. Once this is achieved we can define homotopy in the
C∗-observable algebra using the C∗-topology. This topology has proven useful in
K-theory and in index theory. The point is that a norm closed subalgebra of B(H)
may have much more structure than all of B(H). In particular, in the examples
we have in mind the C∗-algebras are separable.
In some sense this is the approach proposed by Thiang [27]. He takes the
symmetry into account by considering graded, twisted crossed products of the
C∗-algebra by actions which may partly be given by anti-linear automorphisms.
While this is very nice, I have difficulties to understand the physical interpretation.
Neither is it properly argued for why this way of incorporating the symmetries is
the correct one, nor precisely explained how the elements of the K-group he uses
are related to insulators. We come back to Thiang’s approach after providing a
rough overview of our approach which is based on van Daele’s formulation of K-
theory. Indeed, van Daele’s formulation of K-theory is so close to the problem of
classifying topological phases that it could have been invented for this purpose.
1.1. Short description of our approach. We start somewhat abstractly by
cnsidering the (complex) C∗-algebra of observables A. Specific examples exist, e.g.
for the quantum Hall effect, or a quasicrystal, or other kinds of disordered systems
described in the one-particle approximation. The observable algebra depends on
the long range order properties of potential of the material; like periodicity or
quasiperiodicity or randomness. It also depends on the external magnetic fields.
But for the general theory we don’t need to know any details about A. Only one
property is us important: there is a preferred family of representations of A so that
the operation of complex conjugation on the Hilbert space of such a representation
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may give rise to a natural real structure on A. This real structure will serve as a
reference real structure.
An abstract insulator is a self adjoint element h ∈ A which has a gap in its
spectrum at the Fermi energy which we fix to be at 0. In other words, the set of
insulators with observable algebra A is the set of self-adjoint invertible elements
of A which we denote As.a.inv . Topological phases are defined via homotopy in A
s.a.
inv .
If no symmetries are present, this is it. The topological phases are classified by
π0(A
s.a.
inv ), the homotopy classes in A
s.a.
inv . An abstract functorial machinery applied
to π0(A
s.a.
inv ) turns it into a group, the K0-group of the complex C
∗-algebra A.
What about symmetries? In the C∗-algebraic approach symmetries are imple-
mented by automorphisms of the algebra. A chiral symmetry is therefore imple-
mented by a complex linear automorphism of order two γ on A and an insulator
with chiral symmetry is an element h ∈ As.a.inv which satisfies γ(h) = −h. Auto-
morphisms of order two are the nothing else than gradings: invariant elements
are even and anti-invariant elements odd. The topological phases of chiral insula-
tors are therefore classified by the homotopy classes of odd elements in As.a.inv . The
abovementionned machinery applied to these classes yields a group which is the
K1-group of the complex graded algebra (A, γ).
Time reversal is implemented by an anti-linear automorphism of order two t on
A and an insulator with time reversal symmetry is a self adjoint invertible element
of At, the t-invariant elements of A. These elements form a real C∗-algebra. Now
to describe topological phases of time reversal invariant insulators we have to look
at homotopy in the set of self adjoint invertible elements the real algebra At, or, if
there is also a chiral symmetry γ, in its subset of odd elements. The machinery of
making a group now yields the K0 group of the real algebra A
t or, in the presence
of a chiral symmetry, theK1-group of the graded real algebra (A
t, γ). Equivalently,
instead of speaking about real algebras one may formulate these matters also in
C∗,r-algebras (Real C∗-algebras) (A, t) or (A, γ, t).
Also particle hole exchange is implemented by an anti-linear automorphism of
order two p on A. But now we are interested in insulators which transform as
p(h) = −h under this exchange. Thus h is not in Ap. There is a trick: replace A
by A⊗Cl1, the complex Clifford algebra of one generator and extend p to p⊗ l0,1
where l0,1 is complex conjugation on Cl1 ∼= C ⊕ C followed by exchange of the
summands. The inclusion h 7→ (h,−h) then maps an insulator which transforms
as p(h) = −h to a p⊗ l0,1-invariant element and thus turns particle hole exchange
into a genuine symmetry. Developing this further one finds the K2-group of A
p as
group associated with topological phases of insulators with particle hole symmetry.
We study these K-groups using van Daele’s formulation of K-theory for graded
real or complex Banach algebras [7]. We like his formulation because of its sim-
plicity and similarity with insulators: In an only slightly oversimplified way one
may say that the elements of van Daele’s K-group are insulators with symmetries.
Furthermore, it treats even and odd K-groups in a unified manner. The recent
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formulation of KO-theory by unitaries [5, 16] can be easily obtained from van
Daele’s formulation.
We have summarized so far the description of five cases, the results which the
reader can find in Table 3. The famous classification in the 8 + 2-fold way will be
obtained under further assumptions.
The first of these assumptions is that the grading is an inner grading. This
means that γ (the chiral symmetry) is given by conjugation with a so-called grading
operator Γ, a self-adjoint unitary of A (or the multiplier algebra of A in case the
latter is not unital). Given that, we have to ask how Γ transforms under time
reversal. If the only central projections of A are 0 and 1 (the Gelfand spectrum
of the center of A is connected) then there are only the two possibilities that
t(Γ) = ±Γ. These two possibilities (called real inner and imaginary inner) split
the case of insulators with time reversal and chiral symmetry into two subcases.
The second assumption is that the real structures (time reversal or particle hole
exchange) are related in a specific way to the reference structure f on the observable
algebra coming from complex conjugation in its preferred representations. What
we mean is that t (or p) is f followed by a conjugation with a unitary Θ. The sign
of f(Θ)Θ can be interpreted as the parity (even / odd) of time reversal (or particle
hole exchange).
Taking the above two times two possibilites into consideration leads to the finer
classification presented in Table 5 and Table 7. Applied to the strong invariants
of a tight binding model (Table 8) or to the observable algebra A which we get
if the disorder space Ω is reduced to one point and there is no external magnetic
field, these tables correspond to the famous periodic table established in [23, 13].
1.1.1. Thiang’s approach. We summarize very shortly the elements of Thiang’s
work [27] which have direct relevance to ours. The symmetries of the insulator
determine a subgroup of what Freed and Moore call the CT -group [15]. This
subgroup G comes with two group homomorphisms φ, c : G → Z2. Thiang imple-
ments this symmetry on the C∗-algebraic level by considering the twisted crossed
product A = A ⋊α,σ G of a C
∗-algebra A with G. A ought to depend on the
additional structures, like periodicities or a disorder space and therefore seems to
play a role comparable to the C∗-algebra of observables, although it has to be a
real C∗-algebra in case there are real symmetries. The homomorphism φ encodes
whether a group element acts complex- or anti-linearly on A. This together with
the parity of the real symmetries is taken into account by the action α and the
twisting cocycle σ. The other homomorphism c is interpreted as a grading on
G and therefore induces a grading on the crossed product A. Thiang’s and our
approach share therefore a variety of features, but there are subtle differences.
Thiang’s grading on the algebra comes from a grading of the symmetry group. In
particular, the unitary corresponding to particle hole exchange is an odd element
of his algebra and the spectrally flattened insulator is represented as a grading
operator, hence an even element. In our approach, the grading is given by the
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chiral symmetry, if such a symmetry is present, and the insulator appears as an
odd element.
Thiang defines his K-group by considering homotopy classes of gradings on
A-modules. More precisely, he considers finitely generated projective graded A-
modules (W,Γ). Here W is a finitely generated projective A-module and Γ a grad-
ing operator on W such that the A-action becomes a graded action (the suggested
interpretation is that Γ is the spectrally flattened Hamiltonian). The elements
generating Thiang’s K-group are homotopy classes of triples (W,Γ,Γ0), where Γ
and Γ0 are two grading operators which are compatible with the graded action on
A and homotopy is considered w.r.t. the norm topology on the endomorphism ring
of bounded linear maps on W (W is a Banach space whose topology ultimately
comes from the norm topology on A). Thiang’s answer to the question posed
above after the background space in which homotopy is considered is therefore
the following: The space is the set of grading operators on W equipped with the
norm topology. I find this construction far removed from the physical problem.
Unfortunately [27] offers little explanation as to why W with its Banach topology
is the correct object to look at from the point of view of physics.
A better understanding of the precise relationship between Thiang’s and our
approach is work in progress.
2. C∗-algebraic approach to topological insulators
The C∗-algebraic approach to topological insulators is based on the non com-
mutative topology of the C∗-algebra of observables A of the insulator in the one-
particle approximation. The construction of such a C∗-algebra for aperiodic and
in particular disordered media was developped by Jean Bellissard in the eighties,
inspired by the use of covariant families of (one-particle) Schrödinger operators in
disordered systems. Bellissard used non-commutative topology to study the Gap-
Labelling [1, 3] and the Integer Quantum Hall Effect [2] (which is a topological
insulator without symmetry). Most of what follows won’t need the details of the
construction, but only the discussion of two issues: the construction of a reference
real form f on A and the triviality of the center of A.
2.1. Observable algebra. A presentation of the details of the construction of
the observable algebra can be found in [3]. We refer to [14] for details on the
twisting related to variable magnetic fields but also to [11] for the link with non-
commutative topology.
A particular feature of the construction is that the medium is not described
by a single configuration of its atoms, but that there is a whole set Ω of such
configurations, the so-called hull of the medium, which is closed under the opera-
tion of shifting the configuration in Euclidean space Rd. This can be understood
in a probabilistic way, because we can say only with a certain probability that
a specific configuration is the actual one, the (shift invariant ergodic) probability
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measure on Ω being part of the physical data (it can be seen as a choice of phase)
[3]. Properties of the medium are then obtained as expectation values w.r.t. to
the probability measure and so one does not study a single Hamiltonian but a
whole family of Hamiltonians {Hω}ω∈Ω, for each configuration one. The different
Hamiltonians are related through a so-called covariance relation.
In our context it is very important is that Ω can be equipped with a topology in
which it is compact, and with respect to which the shift action α of the group of
translations Rd is continuous. There are several ways to understand this topology
one being by interpreting an element ω ∈ Ω as a measure on Rd and using the
vague topology on measures [3]. For instance, one can attach to the position of an
atom a Dirac measure and then take for ω the sum over all these Dirac measures,
possibly weighted to take the atomic type into account.
Internal degrees of freedom like spin or pseudo-spin can be incorporated by
tensoring the above algebra with a finite dimensional algebra Mn(C).
A configuration dependent external magnetic field Bω can be taken care of by
means of a 2-cocycle σ : Rd × Rd → C(Ω, S1)
σ(x, y)(ω) = exp(−iΦω(0, x, x+ y))
where Φω(a, b, c) is the flux of the magnetic field Bω through the (oriented) triangle
with corners {a, b, c}. For this we require that the dependence of the magnetic field
on the configuration ω is such that the fluxes Φω(0, x, x+ y) are continuous in Ω.
Taking into account the above one is led to define the C∗-algebra of observables
as the twisted crossed product algebra
A = C(Ω,Mn(C))⋊α,σ R
d.
Here the action on f ∈ C(Ω,Mn(C)) is by pull back αx(f)(ω) = f(α
−1
x (ω)).
A is the completion of the convolution algebra L1(Rd, C(Ω,Mn(C))) which has
convolution product
F1 ∗ F2 (x) =
∫ d
R
F1(y))αy(F2(x− y)) σ(x, x− y)dy
and ∗-structure F ∗(x) = αx(F (−x))∗.
The algebra A is the abstraction of families of covariant operators like a group
is the abstraction of its defining representations. Indeed, given any twisted crossed
product B⋊β,τ G, any representation ρ of B on some Hilbert space H induces in a
canonical way a representation ind[ρ] of B⋊β,τ G on L
2(G,H) [18]. Following this
induction principle we can assign to each configuration ω ∈ Ω a representation πω
of A on L2(Rd,Cn) by combining the representation ρω of C(Ω,Mn(C)) with the
representation Tω of R
d on L2(Rd,Cn) [18]
ρω(f)Ψ(x) = f(α
−1
x (ω))Ψ(x)
Tω(a)Ψ(x) = σ(x, a)(ω)Ψ(x+ a).
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The (Mn(C)-valued) integral kernel of πω(F ), F ∈ L
1(Rd, C(Ω,Mn(C))), is then
given by
(1) (πω(F ))xy = σ(x, y − x)(ω)F (y − x)(α
−1
x (ω)).
The family {πω(F )}ω∈Ω satisfies the covariance relation
πα−1x (ω)(F ) = Uω(x)πω(F )Uω(x)
−1
where
Uω(a)Ψ(x) = σ(a, x)(ω) Ψ(x+ a).
Thus a covariant family of bounded Hamiltonians (or bounded functions of Hamil-
tonians, like resolvants or heat kernels) corresponds to the family {πω(h)}ω∈Ω for
some self adjoint element h ∈ A. With this in mind a Hamiltonian describing
particle motion in the medium will be considered as an element of A.
While A has many more representations (we even have to expect that its rep-
resentations are unclassifiable) the above representations are from the physical
perspective the natural ones. We will use these representations lateron to define a
reference real structure on A.
2.1.1. Tight binding approximation. The above description of the observable alge-
bra is appropriate to describe covariant families of Hamiltonians which are differ-
ential operators on Rd. Often Hamiltonians in the tight binding approximation
are used, as they are technically simpler and the corresponding observable algebra
unital.
The essential difference in the construction is the replacement of derivatives by
difference operators. This is obtained by restricting the Rd shift action to the so-
called canonical transversal Ξ of Ω. If we view the elements of Ω as point sets then,
fixing an origin 0 ∈ Rd, Ξ is the subset of point sets ω ∈ Ω which contain the origin.
We make the common assumption that Ω has finite local complexity, that is, given
R > 0 the set {BR(0)∩ω : ω ∈ Ξ} of possible intersections of the R-ball at 0 with
the configurations ω ∈ Ω, is finite (there are only finitely many local configurations
of size R). Then Ξ is a closed subset of Ω whose topology admits a base of clopen
sets which are in one to one correspondance to the local configurations of size R.
Given a discrete subset P of BR(0) the set UP = {ω ∈ Ξ : BR(0)∩ω = P} is clopen
and these sets define the topology. Restricting the Rd action on Ω to Ξ leads to
an étale groupoid G ⊂ Ω × Rd and the observable algebra of the tight binding
approximation is the groupoid C∗-algebra [10], possibly twisted by a cocycle to
incorporate the magnetic field. We can dispense, however, to work with groupoids
by reducing Ξ further to a closed subset X on which the Rd-action induces a Zd
action. This is guaranteed by [22] and means effectively that we can identify in
each configuration ω ∈ Ω a (possibly distorted) lattice Zd by inspection of the
local configurations of a given finite size. It follows that the observable algebra for
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the tight binding approximation is a crossed product
A = C(X,MN(C))⋊α Z
d
where X is a totally disconnected compact space on which Zd acts continuously.
Here we have excluded external magnetic fields1 since the examples we will discuss
are invariant under a real symmetry and therefore incompatible with such fields,
as we will argue below.
A Hamiltonian in the tight binding approximation will thus be seen as a self
adjoint operator h ∈ C(X,MN(C)) ⋊α Z
d and, as in the case of Rd-actions, any
configuration ω ∈ X gives rise to a representation πω of C(X,MN(C)) ⋊α Z
d on
ℓ2(Zd,CN) so that the Hω = πω(h) form a covariant family of operators describing
the particle motion in the solid.
The simplest case is when Ω consists of the translates of a completely periodic
configuration ω, that is, ω is the periodic repetition of a finite set of K points (the
elementary cell). This yields the description of a crystal. Most models considered
in the context of topological insulators are of that type. In this case Ω is a d-torus
and X can be taken to be a single point. The translation action induces on X the
trivial action and A = MN (C)⋊id Z
d ∼= C(Zˆd,MN(C)). The isomorphism is given
by the Fourier transform and Ẑd = Rd/Γrec is the dual group to Zd (Γrec is the
reciprocal of the periodicity lattice). Though this is also a d-torus it should not
be confused with Ω, as this d-torus is in momentum space and corresponds to the
Brillouin zone. A Hamiltonian h ∈ A is thus a matrix valued function on Ẑd
h(k) =
∑
n∈Zd
tne
2πink
k ∈ Rd/Γrec. Since X has only one point, the covariant family consists of one
member only, namely πω(h) =
∑
n∈Zd tnu
n where un = un11 · · ·u
nd
d are translation
operators on ℓ2(Zd,CN), notably uiΨ(n) = Ψ(n−ei) is the translation in direction
i.
2.2. Disorder and triviality of the center. In the periodic case (crystal) the
observable algebra A, or its multiplier algebra, has a center which usually corre-
sponds to the continuous functions over the Brillouin zone. One of the features of
disorder is that it distroys the Brillouin zone. In the algebraic language this means
that center becomes trivial. We provide below a precise criterion for that.
The multiplier algebra of the C∗-algebra A, denoted M(A), is the smallest
unital C∗-algebra which contains A as an essential ideal. It is determined up to
isomorphism and coincides with A if A has already a unit. We denote by Z(A)
the center of M(A). This is the set of elements in M(A) which commute with
all elements of A (and hence ofM(A)). Z(A) is a unital commutative C∗-algebra
1While there is no difficulty to include homogenuous external magnetic fields by means of
cocycles, variable fields need more care in the tight binding approximation.
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and as such is isomorphic to C(X (A)) for some compact Hausdorff space X (A),
its so-called Gelfand spectrum. Note that X (A) is connected if Z(A) does not
contain any non-trivial projection. Furthermore, Z(A) is trivial if and only if A
admits a faithful irreducible representation. We will need the following result.2
Theorem 2.1. Let (A,G, α) be a C∗-dynamical system where A is a separable
C∗-algebra and α a continuous action of a locally compact abelian group G. Let ρ
be a representation of A.
(1) If the intersection ideal
⋂
g∈G ker ρ ◦ αg is the 0 ideal then the induced rep-
resentation ind[ρ] of A⋊α G is faithful.
(2) If the stabiliser GP = {g ∈ G : ker ρ ◦ αg = ker ρ} is the trivial group then
the induced representation ind[ρ] of A⋊α G is irreducible.
Proof. (1) Since the induced representations ind[ρ] and ind[ρ◦αg] of ρ and of ρ◦αg
are unitarily equivalent they have the same kernel and this kernel is also the kernel
of the direct sum representation
⊕
g∈G ind[ρ ◦ αg]. Moreover
⊕
g∈G ind[ρ ◦ αg] is
the induced representation of
⊕
g∈G ρ◦αg. As ker
⊕
g∈G ρ◦αg =
⋂
g∈G ker ρ◦αg the
representation
⊕
g∈G ρ◦αg is faithful by assumption. Since induced representations
of faithful representations are faithful we conclude that ker ind[ρ] is trivial, that
is, ind[ρ] is faithful.
(2) This is a direct application of Thm. 1.7 of [9] applied to the representation
ρ. 
Proposition 2.2. Let (X,G, α, σ) be a twisted dynamical system where X is a
compact metrisable space, α a continuous action of a locally compact abelian group
G, and σ a twisting cocycle.
(1) If X contains a dense orbit then the center Z(A) of the multiplier algebra
of A = C(X)⋊α,σ G has connected Gelfand spectrum.
(2) If X contains a free dense orbit then Z(A) = C.
Proof. (1) Let p ∈ Z(A) be a non-zero projection and p⊥ = 1 − p 6= 0. Then
C(X) can be written as a direct sum of abelian sub-algebras pC(X)⊕p⊥C(X). It
follows that X is the disjoint union of two compact subsets Xp and Xp⊥. Since p
is central, it is G-invariant and hence Xp and Xp⊥ are G-invariant. But any dense
orbit intersects both. Hence p⊥ = 0.
(2) Let x be a point in a free dense orbit of X. If σ is trivial then we apply
the last theorem to the evaluation representation ρ = evx. Clearly, the orbit being
dense implies that the intersection ideal
⋂
g∈G ker ρ ◦ αg is trivial, and the orbit
being free that the stabiliser GP = {g ∈ G : ker ρ ◦ αg = ker ρ} is trivial. By
Thm. 2.1 the induced representation of evx is a faithful irreducible representation
of C(X)⋊α G.
2 A proof of the first assertion of the theorem in the case that A is commutative, but the action
is twisted, can be found in [14]. I am thankful to Siegfried Echterhoff for discussions about this
result and bringing Thm. 1.7 of [9] to my attention.
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Suppose now that the twisting cocycle σ is non-trivial. By the Packer-Raeburn
stabilisation trick [18] there exists an action α˜ of G on K ⊗ C(X) such that,
K⊗C(X)⋊1⊗α,1⊗σG is isomorphic to K⊗C(X)⋊α˜G and α˜g(K⊗I) = K⊗αg(I) for
any ideal P of C(X). Applied to the prime ideal P = ker evx of C(X) we therefore
find that the representation ρ = id⊗evx satisfies the assumptions of Thm. 2.1 and
thus conclude that Z(K ⊗ A) is trivial. Finally the multiplier algebras of K ⊗ A
and of A have isomorphic center. 
Corollary 2.3. The C∗-algebra of the Bernoulli shift has trivial center.
Proof. The Bernoulli shift contains a free dense orbit. 
Since the Bernoulli shift is the prototype of a tight binding system with disorder
we may expect that the observable algebra for a disordered system has trivial
center.
2.3. Abstract insulators. The observable algebra is a complex C∗-algebra. If it
is not unital we add a unit to it to obtain the minimal unitisation.
Definition 2.4. Given an observable C∗-algebra A an abstract insulator is a self-
adjoint element h ∈ A which is invertible. We denote these elements by As.a.inv .
The reasoning behing the definition should be clear: whenever we have a non-
degenerate representation π of A on some Hilbert space then π(h) is a self adjoint
operator whose spectrum does not contain 0 and thus has a gap at energy 0.
Assuming that the Fermi energy is at 0 (we work in the one-particle approximation
and add a constant to move the Fermi energy to 0) π(h) would describe an insulator
at low temperature.
To motivate the C∗-algebraic approach to topological phases of insulators let us
consider a situation in which we ignore all symmetries. We say that two abstract
insulators h1 and h2 belong to the same topological phase if they are homotopic
in As.a.inv . This then implies that in each representation πω the Hamiltonians πω(h1)
and πω(h2) are homotopic, the homotopies preserving the covariance relation. For
the ease of formulation we drop the adjective abstract and speak about insulators
when we mean elements of As.a.inv .
Our "classifying space" is thus As.a.inv/∼h. This is just a set. In order to say
something more about it it is turned into an abelian group. There is a formal way
to do this: Consider Mn(A) in place of A with homotopy in Mn(A)
s.a.
inv . Then the
disjoint union
S(A) :=
⊔
n
(Mn(A)
s.a.
inv/∼h)
is a semigroup under the operation [x] + [y] = [x ⊕ y]. An application of the
Whitehead lemma shows that addition is abelian. Apply the Grothendieck functor
to this semigroup to get a group GS(A). This is a universal abelian group which
can be obtained as the quotient S(A) × S(A)/ ∼ where ([x1], [y1]) ∼ ([x2], [y2])
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whenever there exists [z] ∈ S(A) such that [x1] + [y2] + [z] = [x2] + [y1] + [z].
Now define d : S(A) → N by d([x]) = n if x ∈ Mn(A). This is an additive
map and by the functorial properties of the Grothendieck construction it induces
a group homomorphism d : GS(A) → Z. Van Daele’s K0-group of A (in Roe’s
reformulation [20]) is the subgroup
ker d = {[[x], [y]] ∈ GS(A)|∃n ∈ N : x, y ∈Mn(A)}.
It is isomorphic to KU0(A) the standard K0-group of the ungraded complex C
∗-
algebra A. We thus see how KU0(A) arrises directly from a standard construction
in algebraic topology applied to the classifying space of topological phases.
Note that we need a pair of insulators to define an element of ker d. By choosing
the second insulator to be a trivial one we can assign to a single insulator an
element of the group. Indeed, let e ∈ As.a.inv be such a choice. Abstractly, e can be
any element of As.a.inv , but physically we think of e as being a trivial insulator, that
is, one which has strictly positive spectrum. This means that the entire spectrum
of e lies above the Fermi-energy and hence no state is occupied. Now define an
equivalence relation ∼eh on
⊔
nMn(A)
s.a.
inv as follows. Two elements x ∈ Mk(A)
s.a.
inv ,
y ∈Ml(A)
s.a.
inv are equivalent (we write x∼
e
hy) if x⊕ e⊕ · · · ⊕ e and y⊕ e⊕ · · · ⊕ e
are homotopic in Mm(A)
s.a.
inv for some large enough m. Then [x]e + [y]e = [x ⊕ y]e
(we denote here equivalence classes for ∼eh by [·]e) defines an abelian semi-group
structure on
Se(A) :=
(⊔
n
Mn(A)
s.a.
inv
)/
∼eh
and the map ker d ∋ [[x], [y]] 7→ [[x]e, [y]e] defines an isomorphism between ker d
and the Grothendieck group GSe(A) of Se(A). Furthermore the map h 7→ [[h], [e]]
assigns to an insulator h an element of GSe(A). This is van Daele’s version of van
Daele’s K0-group of A which depends on a choice of "basepoint" e.
To be precise, the enlargement of the space and the equivalence relation lead
to a different notion of phase, which we call extended topological phase. We say
that two abstract topological insulators are in the same extended topological phase
provided they define the same element in GSe(A), the K0-group of A. If Se(A) has
the cancelation property, that is, [x]e + [z]e = [y]e + [z]e implies [x]e = [y]e, then
two abstract topological insulators are in the same extended topological phase if
and only if after adding on trivial insulators they are homotopic (the homotopy
preserving selfadjointness and invertibility).
We should mention that there exist insulators which are in the same extended
topological phase without being in the same topological phase. Kennedy and
Zirnbauer have obtained a Bott periodicity result for unextended phases [12].
One more observation before we proceed with the detailed definitions. In a
C∗-algebra A any invertible self adjoint element h is homotopic to a self-adjoint
unitary, namely its sign sgn(h); this is referred to as spectral flattening in the
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literature. As a result, we may replace in the definition of the group of extended
topological phases self-adjoint invertibles by self-adjoint unitaries.
3. Graded C∗-algebras and real structures
The symmetries of topological insulators can mathematically most effectively be
described using real structures and gradings.
3.1. Graded C∗-algebras. A short discussion on graded C∗-algebras can be
found in [4].
Definition 3.1. A grading on a (complex or real) C∗-algebra A is a ∗-automorphism
γ of order two.
A graded C∗-algebra (A, γ) is a C∗-algebra A equipped with a grading γ. γ-
invariant elements are called even and elements with γ(a) = −a are called odd.
An element which is either even or odd is called homogeneous. A grading is called
trivial (and the algebra ungraded) if γ = id in which case there are only even
elements.
3.1.1. Clifford algebras. Most important for the present subject are the (real and
complex) Clifford algebras. Clr,s is the graded real C
∗-algebra generated by r
self-adjoint generators e1, · · · , er which square to 1, e
2
k = 1, and s anti-self adjoint
generators f1, · · · , fs which square to −1 and all generators anticommute pairwise.
The grading is defined by declaring the generators to be odd. The complex Clifford
algebras are the complexification of Clr,s, but due to the possibility of multplying
the generators with i the distinction between r and s becomes irrelevant and so
we denote C ⊗R Clr,s also by Clr+s. We denote all gradings on Clifford algebras
simply by st as the context is always clear.
We have Cl1 ∼= C⊕C with grading given by exchange of the summands φ(a, b) =
(b, a). Similarily Cl1,0 ∼= R⊕ R with grading given by φ, the odd generator being
given by (1,−1). Finally Cl0,1 ∼= {C ⊕ C ∋ (a, a¯)} with grading given by φ, the
odd generator being given by (i,−i).
We will make frequent use of the Pauli matrices
σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
σz =
(
1 0
0 −1
)
which are always considered as self-adjoint elements. They allow for convenient
descriptions of Cl2 and Clr,s with r + s = 2. Indeed, Cl2,0 is generated by σx, σy,
Cl1,1 by σx, iσy, and Cl0,2 by iσx, iσy. Furthermore Cl2 is generated by σx, σy as a
complex Clifford algebra. In particular (Cl2, st) ∼= (M2(C),Adσz) and (Cl1,1, st)
∼=
(M2(R),Adσz).
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3.1.2. Tensor products. We work with real and complex C∗-algebras. A⊗B shall
therefore mean the tensor product over C in case both algebras are complex, but
the tensor product over R if one of the algebras is real. As a consequence, if A is
a complex but B a real C∗-algebra then A ⊗ B is the tensor product of A with
the complexification of B. In particular A ⊗ Clr,s = A ⊗ Clr+s provided A is a
complex algebra.
The algebra Mn(A) of n × n matrices with entries in A can be identified with
A ⊗Mn(R), as this is simply A ⊗Mn(C) provided A is complex. The standard
way to extend a grading γ from A to Mn(A) is to apply it entry wise, i.e. as γ⊗ id
on A⊗Mn(R). We denote this grading by γn or simply also by γ if the context is
clear.
The graded tensor product between two graded algebras will be written ⊗ˆ. It
can be understood as the ordinary tensor product as far as the linear structure is
concerned, but multiplication takes care of the Koszul sign rule:
(a1⊗ˆb1)(a2⊗ˆb2) = (−1)
|a2||b1|(a1a2⊗ˆb1b2)
where |a| denotes the degree of the (homogeneous) element a. Furthermore the
standard choice for the grading on the graded tensor product is the product grad-
ing. A readily checked important example is the following:
(2) (Clr,s⊗ˆClr′,s′, st⊗ st) ∼= (Clr+r′,s+s′, st).
Note that (B1⊗ˆB2, γ1⊗γ2) is isomorphic as a graded algebra to (B1⊗B2, γ1⊗γ2)
if one of the gradings is trivial.
Recall that the quaternions H form a real C∗-algebra which is spanned as a
vector space by {1, iσx, iσy, iσz}. We consider H always as trivially graded.
Lemma 3.2. We have
(1) (H⊗ Cl1,0, id⊗ st) ∼= (Cl0,3, st).
(2) (H⊗ Cl0,1, id⊗ st) ∼= (Cl3,0, st).
(3) (H⊗ Cl1,1, id⊗ st) ∼= (Cl0,4, st).
(4) (H⊗ Cl2,0, id⊗ st) ∼= (Cl1,3, st).
(5) (H⊗ Cl0,2, id⊗ st) ∼= (Cl3,1, st).
(6) (Cl1,1 ⊗ Clr,s, st⊗ st) ∼= (Clr+1,s+1, st).
Proof. We provide in each case a set of odd generators. The signs of the squares
of these generators determine the resulting Clifford algebra. (1) {iσx ⊗ e, iσy ⊗
e, iσz ⊗ e} where e
2 = 1. (2) {iσx ⊗ f, iσy ⊗ f, iσz ⊗ f} where f
2 = −1. (3)
{1⊗iσy, iσx⊗σx, iσy⊗σx, iσz⊗σx}. (4) {1⊗σx, iσx⊗σy, iσy⊗σy, iσz⊗σy}. (5) {1⊗
iσx, σx⊗σy, σy⊗σy, σz⊗σy}. (11) is Eq.(3) which will be proven furtherdown. 
3.1.3. Balanced and inner gradings. A useful description of the multiplier algebra
M(A) is the following. If π is a faithful non-degenerate representation of A on
some Hilbert space then the multiplier algebra of A is (isomorphic to) the set of
operators T such that Ta ∈ π(A) and aT ∈ π(A) for all a ∈ A. Any automorphism
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and any anti-automorphism extends from A to M(A). In particular any grading
of A extends to a grading onM(A). The minimal unitization of A is isomorphic to
the C∗-algebra generated by π(A) and the identity operator on the Hilbert space.
Definition 3.3. A grading on a C∗-algebra is called balanced if its multiplier
algebra contains an odd self-adjoint unitary e.
A grading γ is called inner if γ = AdΓ for some self-adjoint unitary Γ in the
multiplier algebra of A. The self-adjoint unitary Γ is called the generator of γ or
the grading operator.
In the literature and in particular also in [4] an inner grading is referred to as
an even grading. But since even / oddness is an abundant property for insulators
we prefer to use the more intuitive word inner.
The grading Adσz onM2(C) or onM2(R) is inner; it is referred to as the standard
even grading and we denote it also by st.
Given (A, γ), besides the standard extension of γ there is another important
grading on M2(A) = A ⊗M2(R), namely γev := γ ⊗ st. Applied to γ = id, that
is, for trivially graded A, one obtains an inner grading on M2(A) which is called
standard even grading on M2(A).
Lemma 3.4 ([4]). If γ1 is an inner grading then (B1⊗ˆB2, γ1 ⊗ γ2) is isomorphic
as a graded algebra to (B1 ⊗B2, γ1 ⊗ γ2).
Proof. If Γ is a generator for γ then b1⊗ˆb2 7→ b1Γ
|b2| ⊗ b2 defines a graded isomor-
phism between (B1⊗ˆB2, γ1 ⊗ γ2) and (B1 ⊗ B2, γ1 ⊗ γ2). 
A simple application is the following:
(M2(R)⊗ Clr,s,Adσz ⊗ st)
∼= (Clr+1,s+1, st)(3)
(M2(C)⊗ Cln,Adσz ⊗ st)
∼= (Cln+2, st).(4)
If γ is an inner grading we set Π± = Γ±12 and Aǫ,ǫ′ = ΠǫAΠǫ′ .
Proposition 3.5. Let (A, γ) be a graded C∗-algebra.
(1) [7] If γ is balanced then (M2(A), γ2), (M2(A), γev) and (A⊗ˆCl1,1, γ⊗st) are
all isomorphic graded C∗-algebras. If A is unital then (M2(A), γ2) contains
(Cl2,0, st) as a subalgebra.
(2) [4] If γ is an inner grading then
(M2(A), γev) ∼= (A⊗ Cl1,1, id⊗ st).
(3) If γ is balanced and inner then (M2(A), γ2) ∼= (A⊗ˆCl1,1, id⊗ st) and more-
over
(A, γ) ∼= (A++ ⊗ Cl1,1, id⊗ st).
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Proof. (1) Suppose that M(A) contains an odd self adjoint unitary e. Define
Ψe : M2(A)→M2(A)
Ψe
(
a b
c d
)
=
(
a be
ec ede
)
.
This map is easily seen a C∗-algebra isomorphism (it is its own inverse) and such
that Ψe ◦ γ = γev ◦ Ψe. It follows that (M2(A), γ2) is isomorphic to (M2(A), γev).
Since γev is an inner grading, (M2(A), γev) = (A⊗M2(R), γ ⊗ st) is isomorphic as
graded algebra to (A⊗ˆCl1,1, γ ⊗ st). Now if A is unital and hence e belongs to A
then e⊗ˆ1 and 1⊗ˆx, x ∈ Cl1,1 generate a copy of Cl2,1 which contains Cl2,0 as a
graded subalgebra.
(2) Let γ = AdΓ with some self adjoint unitary Γ. Then (M2(A), γev) = (A ⊗
M2(R),AdΓ⊗σz). Let
(5) U =
1
2
(
(1− Γ)⊗ σx + (1 + Γ)⊗ 1)
)
One verifies easily that U(Γ⊗σz)U
∗ = 1⊗σz and hence AdU induces a isomorphism
between (A⊗M2(R),AdΓ⊗σz) and (A⊗M2(R), id⊗ Adσz).
(3) The spectral decomposition of Γ can be employed to decompose the elements
of A into block form:
A =
(
A++ A+−
A−+ A−−
)
.
If e ∈ M(A) is an odd self adjoint unitary of then eΠ+ = Π−e and eΠ− = Π+e.
This allows to define ψe :
(
A++ A+−
A−+ A−−
)
→M2(A++)
ψe
(
a b
c d
)
=
(
a be
ec ede
)
which provides a graded isomorphism between (A, γ) and (M2(A++), st) ∼= (A++⊗
Cl1,1, id⊗ st). 
Corollary 3.6. We have
(1) (M2(C)⊗ Cln, id⊗ st) ∼= (Cln+2, st), if n ≥ 1.
(2) (M2(R)⊗ Clr,s, id⊗ st) ∼= (Clr+1,s+1, st) if r + s ≥ 1.
Proof. Apply Prop. 3.5 to (M2(C),Adσz) = (Cl2, st) and to (M2(R),Adσz) =
(Cl1,1, st) and then use (4), (3). (If r = 0 then Cl0,s contains only an odd ele-
ment e of square e2 = −1, but we can still argue as in Prop. 3.5 if we take Ψe to
be conjugation with 1⊕ e.) 
3.2. Real structures on graded C∗-algebras.
Definition 3.7. A real structure on a complex graded C∗-algebra (A, γ) is an
anti-linear ∗-automorphism r of order two which commutes with the grading γ
(and preserves the norm).
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A transposition τ : A → A is a complex linear map of order two which ex-
changes the order of product (is an anti-homomorphism). There is a one to one
correspondance between real structures and transpositions, namely if r is a real
structure then r∗ : A→ A defined by r∗(a) := r(a∗) is a transposition.
A complex C∗-algebra with a real structure (A, r) is also referred to as a C∗,r-
algebra3 or as a Real C∗-algebra (with upper case R). The r-invariant elements
furnish a (graded) real C∗-algebra which we call the real subalgebra of the C∗,r-
algebra.
We write (A, γ, r) for a graded C∗,r-algebra and call the pair (γ, r) a graded real
structure for A. A graded real structure is called balanced if the multiplier algebra
of A contains an odd self-adjoint unitary e which is r-invariant.
An example of a real structure is complex conjugation on C or complex conju-
gation of the entries of a matrix. We denote these real structures by c. Note that
they depend on the choice of base in which the matrix is represented.
Let (A, r) and (A′, r′) be two C∗-algebras with real structures. Then r ⊗ r′ is a
real structure on A⊗ A′ and
(A⊗ A′)r⊗r
′
= Ar ⊗A′r
′
.
Indeed, we have A = Ar + iAr and hence A⊗A′ = Ar ⊗ A′r
′
+ iAr ⊗ A′r
′
.
The standard way to extend a real structure r from A to Mn(A) is entry wise.
We write rn or simply r for this extension, if there is not danger of confusion.
Upon the identification of Mn(A) with A ⊗Mn(R) (tensor product over R!) the
standard extension becomes r ⊗ id. But if we identify Mn(A) with A ⊗Mn(C)
(tensor product over C) then the extension is r⊗ c where c is complex conjugation
on C. If n = 2 there will be another extensions of r to M2(A) which will play a
role, namely rh which is, upon identification of Mn(A) with A ⊗Mn(R) given by
r⊗Adiσy .
3.2.1. Real Clifford algebras. We have defined the real Clifford algebras above.
They may be seen as the real subalgebra of a graded C∗,r-algebra whose algebra is
a complex Clifford algebra. This is almost tautological, as Clr+s ∼= C⊗ Clr,s and
so we may take c ⊗ id as the real structure. More useful for us is to start with
another realisation of Cln and provide the real structures. It will be sufficient to
do this for n = 1 and n = 2.
Recall that the complex Clifford algebra (Cl1, st) can be seen as (C ⊕ C, φ)
where φ(λ, µ) = (µ, λ) is the exchange of summands. Indeed (1,−1) is then its
odd generator. There are two possible real structures on Cl1 which commute with
the grading φ.
(1) l1,0 = c, the complex conjugation. (C ⊕ C, φ, c) is a graded C
∗,r-algebra
whose real subalgebra is (R⊕ R, φ) ∼= (Cl1,0, st), since (C⊕ C)
c ∼= R⊕ R.
3A lot of the literature in the C∗-algebra-community is written for C∗-algebras equipped with
transpositions and the expression C∗,r-algebra is also used for that case.
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(2) l0,1 = φ ◦ c, complex conjugation followed by exchange of the summands.
Now (C⊕C)φ◦c ∼= {C⊕C ∋ (λ, µ) : µ¯ = λ} and (C⊕C)φ◦c, φ) ∼= (Cl0,1, st)
as the odd elements are purely imaginary and thus (i,−i) the generator
(which squares to −1).
Recall that the complex Clifford algebra (Cl2, st) can be seen as (M2(C),Adσz).
There are three interesting real structures which commute with the grading Adσz .
(1) l1,1 = c. We have M2(C)
c = M2(R). Odd elements are thus real multiples
of σx and iσy and hence
(M2(C)
c,Adσz)
∼= (M2(R),Adσz)
∼= (Cl1,1, st).
(2) l2,0 = Adσx ◦c. Now odd elements are real multiples of σx and σy and hence
(M2(C)
l2,0 ,Adσz)
∼= (Cl2,0, st).
We remark that whileM2(C)
l2,0 is isomorphic toM2(R) as an ungraded real
algebra, the isomorphism does not commute with Adσz and so the graded
versions are not isomorphic as graded real algebras.
(3) l0,2 = h := Adiσy ◦ c. Now odd elements are real multiples of iσx and iσy
and hence M2(C)
h = H and
(M2(C)
h,Adσz)
∼= (H,Adσz)
∼= (Cl0,2, st).
As an aside we remark that the choice r = Adσz ◦ c does not yield anything new, as
(M2(C),Adσz ,Adσz ◦c) is isomorphic to (M2(C),Adσz , c) (as graded C
∗,r-algebras).
The isomorphism is given by conjugation with the element
(
1 0
0 i
)
.
3.2.2. Real and imaginary inner gradings. Consider an inner graded algebra (A,AdΓ)
together with a real structure r which commutes with AdΓ. The latter is the case
if r(Γ)ar(Γ) = ΓaΓ for all a ∈ A (in the non-unital case we use the unique exten-
sion of r to the multiplier algebra). This is satisfied if and only if r(Γ) = zΓ for
some z in the center of the multiplier algebra of A. Since r(Γ)2 = 1 the element
must satisfy z2 = 1 and hence is constant equal to +1 or −1 provided the Gelfand
spectrum of Z(A) is connected. We distinguish the two cases which arrise if z is
a multiple of the identity.
Definition 3.8. A grading γ on a C∗,r-algebra (A, r) is called balanced if M(A)
contains an r-invariant odd self-adjoint unitary. It is called real inner (or imag-
inary inner) if γ is inner and the grading operator Γ satisfies r(Γ) = Γ (or
r(Γ) = −Γ).
(Cl2, st) is inner graded, as st = Adσz , σz ∈ Cl2, and σ
2
z = 1. Of the above
discussed real subalgebras, (Clr,s, st), 0 ≤ r, s, r + s = 2, only Cl1,1 is are inner
graded. The C∗,r-algebra (Cl2, st, l1,1) is real inner graded and the C∗,r-algebras
(Cl2, st, l2,0) and (Cl2, st, l0,2) are imaginary inner graded.
18 JOHANNES KELLENDONK
Lemma 3.9. Let (B1, γ1, r1) and (B2, γ2, r2) be two inner graded C
∗,r-algebras. If
γ1 is inner with grading operator Γ then the isomorphism b1⊗ˆb2 7→ b1Γ
|b2| ⊗ b2
intertwines r1 ⊗ r2 with r1 ⊗ r2 provided the grading is real, and with r1 ⊗ r2 ◦ γ2
provided the grading is imaginary.
Proof. If r1(Γ) = Γ then r1 ⊗ r2(b1Γ
|b2| ⊗ b2) = r1(b1)Γ|b2| ⊗ r2(b2) from which the
statement follows. r1(Γ) = −Γ then r1 ⊗ r2 ◦ γ2(b1Γ
|b2| ⊗ b2) = (−1)|b2|r1(b1)Γ|b2| ⊗
(−1)|b2|r2(b2) = r1(b1)Γ|b2| ⊗ r2(b2). 
Note that if γ is real inner then r preserves the decomposition of A with the
help of the spectral projections of Γ, and moreover γ induces an inner grading on
Aτ . We denote the restriction of r to A++ by r++. If, however, γ is imaginary
inner then r maps A++ to A−− and A+− to A−+.
Theorem 3.10. Let (A, γ, r) be a graded C∗,r-algebra.
(1) If (γ, r) is balanced then (M2(A), γ2, r2), (M2(A), γev, r2) and (A⊗ˆCl2, γ ⊗
st, r⊗ l1,1) are isomorphic as graded C
∗,r-algebras. In A is unital their real
subalgebra contains (Cl2,0, st) as a graded subalgebra.
(2 +) If γ is a real inner grading then (M2(A), γev, r2) ∼= (A⊗Cl2, id⊗st, r⊗ l1,1).
(2 –) If γ is an imaginary inner grading for (A, r) then (M2(A), γev, r2) ∼= (A ⊗
Cl2, id⊗ st, r⊗ l2,0).
(3 +) If γ is a balanded real inner grading then
(M2(A), γ2, r2) ∼= (A⊗ Cl2, id⊗ st, r⊗ l1,1).
Moreover (A, γ, r) ∼= (A++ ⊗ Cl2, id ⊗ st, r++ ⊗ l1,1) so that in particular,
(Ar, γ) ∼= (Ar++ ⊗ Cl1,1, id⊗ st). Furthermore (A
r, id) ∼= (M2(A
r
++), id).
(3 –) If γ is a balanded imaginary inner grading for (A, r) then
(M2(A), γ2, r2) ∼= (A⊗ Cl2, id⊗ st, r⊗ l2,0).
Moreover γ is a real inner grading for Ade ◦ r, where e is an r-invariant
odd selfadjoint unitary, and (A, γ, r) ∼= (A++ ⊗ Cl2, id ⊗ st, (Ade ◦ r)++ ⊗
l2,0). In particular (A
r, γ) ∼= (AAde◦r++ ⊗ Cl2,0, id ⊗ st). Finally (A
r, id) ∼=
(M2(A
Ade◦r
++ ), id).
Proof. Some elements of this proof are very similar to that of Prop. 3.5 to which
we refer for the following notions.
(1) The same map Ψe : M2(A) → M2(A) commutes with the real structure
(as r(e) = e). This allows to conclude as before. If follows in particular that
(M2(A)
r, γ) is isomorphic to (Ar⊗ˆCl1,1, γ ⊗ st). Now the last claim follows as
before from the observation that e⊗ˆ1 and 1⊗ˆx, x ∈ Cl1,1 belong to A
r⊗ˆCl1,1 if A
is unital.
(2+) The unitary U from (5) is r2-invariant an hence provides the isomorphism
between the C∗,r-algebras.
(2–) The unitary U from (5) intertwines r2 with AdU ◦ r2 ◦AdU∗ = AdUr2(U∗) ◦ r2.
Now it is easily seen that Ur2(U
∗) = 1⊗σx. Note that Ad1⊗σx ◦r2 = r⊗ l2,0. Hence
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AdU provides an isomorphism between (A⊗Cl2,AdΓ⊗st, r⊗c) and (A⊗Cl2,Adid⊗
st, r⊗ l2,0) from which follows also the statement about the real subalgebras.
(3+) The first statement is a direct consequenc of (1) and (2+).
The map ψe :
(
A++ A+−
A−+ A−−
)
→M2(A++) intertwines r with the real structure
ψe ◦ r ◦ ψ
−1
e on M2(A++). We have
ψe ◦ r
(
a b
c d
)
=
(
r(a) r(b)e
er(c) er(d)e
)
= r++,2
(
a be
ec ede
)
so that ψe ◦ r ◦ ψ
−1
e = r++,2. Thus ψe induces an isomorphism between (A, γ, r)
and (M2(A++), idev, r++,2) ∼= (A++ ⊗ Cl2, id⊗ st, r⊗ l1,1). Clearly ψe induces also
an isomorphism on the algebras with trivial grading, and hence (M2(A
r
++), id)
∼=
(Ar++ ⊗ Cl1,1, id⊗ id)
∼= (Ar, id).
(3–) The first statement is a direct consequenc of (1) and (2-).
Since e is odd we have r(Γ) = −Γ = eΓe which implies the next statement. Now
the above calculation for the case (3+) shows that ψe◦Ade◦r◦ψ
−1
e = (Ade◦r)++,2.
Note that ψe(e) = σx and hence ψe ◦ Ade ◦ ψ
−1
e = Adσx . Hence ψe ◦ r ◦ ψ
−1
e =
Adσx ◦ (Ade ◦ r)++,2. It follows that
(A, γ, r) ∼= (M2(A++), idev,Adσx ◦ (Ade ◦ r)++,2)
∼= (A++ ⊗M2(C), id⊗ st, (Ade ◦ r)++ ⊗ l2,0)
Finally, as in (3+) ψe induces an isomorphism between the trivially graded algebras
(M2(A
Ade◦r
++ ), id) ∼= (A
Ade◦r, id), and conjugation with the unitary 1√
2
(Γ+ieΓ) yields
an isomorphism between (AAde◦r, id) and (Ar, id). 
4. Comparing real structures on graded algebras
We would like to determine the possible real structures on a graded algebra (A, γ)
which commute with the grading. The natural notion of isomorphism between
graded C∗,r-algebras is conjugacy, that is, the existence of a ∗-isomorphism which
intertwines the grading and the real structure. Keeping the algebra and the grading
fixed one would therefore regard two real structures r and r′ as equivalent if there
is a (graded) isomorphism α on A such that r′ = α ◦ r ◦ α−1. A weaker form of
equivalence is when this ∗-isomorphism is inner; in this case we call the two real
structures inner conjugate. We would like to determine the possible real structures
on a given graded C∗-algebra (A, γ) up to inner conjugation. This seems in general
too difficult and so we consider here only the following simpler problems: Given
two real structures r, r′ which are inner related in the sense that r′ ◦ r is an inner
automorphism, when are they inner conjugate? Moreover, fix a real structure f on
(A, γ) which serves as a reference. How many real structures are there up to inner
conjugacy which are inner related to f?
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4.1. Inner related real structures.
Definition 4.1. Let A be a graded complex C∗-algebra with two real structures
r, s. We call them inner related if there exists a unitary u in the multiplier algebra
of A such that s ◦ r = Adu.
We call a unitary u such that r′ ◦ r = Adu a generator for r′ ◦ r or the pair r, r′. It
is determined up to left multiplication with a unitary element of the center Z(A)
of the multiplier algebra of A. We recall that real structures on graded algebras
must commute with the grading.
Below we will use frequently a simple consequence of Gelfand theory for normal
elements of commutative C∗-algebras: If x, y ∈ B are two commuting normal
elements with finite spectrum in a unital C∗-algebra B then xy has also finite
spectrum. Indeed, since x and y commute we may consider them as elements in
a unital commutative subalgebra. By Gelfand theory we may thus view them as
continuous functions on some locally compact Hausdorff space. The finiteness of
their spectrum is then equivalent to these functions taking values in a finite set.
Products of such functions take their values therefore also in a finite set. Note
that a continuous function on a locally compact space taking values in a finite set
is the same as a locally constant function.
Similarily one shows for a normal element x that if xn for some natural number
n > 0 has finite spectrum then also x has finite spectrum.
By an anti-homomorphism on an algebra we mean a linear map satisfying
ξ(ab) = ξ(b)ξ(a). If r is a real structure then r∗ : A → A, r∗(a) := r(a∗) is a
transposition, i.e. a complex linear ∗-anti-homomorphism of order two.
We also need the following criterion for taking square roots.
Lemma 4.2. Let u be a unitary in a unital C∗-algebra B. If its spectrum is
not fully S1 then it admits a unitary square root in B. Suppose furthermore that
ξ : B → B is a C-linear ∗-homomorphism or ∗-anti-homomorphism. If u is ξ-
invariant the square root is also ξ-invariant.
Proof. There is a complex number z of modulus 1 such that zu does not contain
−1 in its spectrum. Then the principal logarithm w = log(zu) is well defined. It
follows that v = z−
1
2 exp(1
2
w) is unitary and satisfies v2 = u.
Suppose now that ξ(u) = u. Since ξ(zu) = zξ(u) = zu also w is ξ-invariant
(by analyticity the invariance relation extends from the disk of convergence of
the power series expansion to the domain of the principal log). It follows that
v = z−
1
2 exp(1
2
w) is ξ-invariant. 
Given a complex- or anti-linear ∗-homo- or ∗-anti-homomorphism ξ, it will be
useful to set
ξ∗(a) = ξ(a∗)
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and consider the function ϕξ : U(M(A)) → U(M(A)) defined on the unitary
group of the multiplier algebra of A by
ϕξ(u) = uξ(u).
Lemma 4.3. ϕξ is invariant under left multiplication with elements from Z(A) if
and only if ξ∗ acts trivially on Z(A).
Proof. Let λ ∈ Z(A). Clearly ξ preserves the center. Hence ϕξ(λu) = ξ(λ)λξ(u)u.
Now ξ(λ)λ = 1 if and only if ξ∗(λ∗) = λ∗. 
The following lemma generalises a result from [17] on von Neumann factors.
Lemma 4.4. Let A be a C∗-algebra and ξ be a ∗-homomorphism of order two
which may be complex- or anti-linear (so ξ is a grading or a real structure). Let
u ∈ U(M(A)) and ξ′ = Adu ◦ ξ. We have:
(1) ξ′ and ξ commute if and only if ϕξ∗(u) ∈ Z(A).
(2) If ϕξ∗(u) ∈ Z(A) and ξ acts trivially on Z(A) then ϕξ∗(u)
2 = 1.
(3) ξ′ has order two if and only if ϕξ(u) lies in Z(A). In this case we have
furthermore:
(a) ξ(u) and u commute and ϕξ(u) is ξ-invariant.
(b) ϕξ(u) = ϕξ′(u).
(c) ξ′ and ξ commute if and only if u2 ∈ Z(A).
(d) If ξ∗ acts trivially on Z(A) then ϕξ(u)2 = 1.
Proof. (1) ξ′ and ξ commute if and only if Adu(a) = ξ(ξ′(a)) = ξ(u)aξ(u∗) for all
a. This is the case precisely if ξ(u∗)u ∈ Z(A).
(2) If ξ acts trivially on the center and ϕξ∗(u) belongs to it then ϕξ∗(u) =
ξ(ϕξ∗(u)) = ξ(u)ξ
2(u∗) = ϕξ∗(u)∗. Thus ϕξ∗(u) is a self-adjoint unitary element.
Such elements have square 1.
(3) We have ξ ◦Adu = Adξ(u) ◦ξ. Hence ξ
′2 = Aduξ(u) ◦ξ2 which is the identity if
and only if Aduξ(u) = id, and this is the case if and only if uξ(u) ∈ Z(A). (a) Since
uξ(u) ∈ Z(A) we have ξ(u)u = u∗ϕξ(u)u = ϕξ(u). Hence ξ(u) and u commute
and ϕξ(u) is ξ-invariant. (b) Since ξ
′(u)u = uξ(u) we see that ϕξ(u) = ϕξ′(u). (c)
Since u2 = ϕξ(u)ϕξ∗(u) and ϕξ(u) ∈ Z(A) the statement follows from (1). (d) If
ξ∗ acts trivially on the center then ϕξ(u) = ξ∗(ϕξ(u)) = (ξ(ϕξ(u)))∗ = ϕξ(u)∗. 
This lemma applies to gradings and real structures but in different ways. For
instance, the condition Statement 3d can never hold for gradings, because γ∗ is
complex conjugation on the center, and similarily, the condition of Statement 2
cannot hold for real structures.
Given two real structures on a graded C∗-algebra with grading γ we call a
generator u locally homogeneous if ϕγ∗(u) ∈ Z(A) and ϕγ∗(u)
2 = 1 (if X (A) is
connected this means that u is homogeneous).
Lemma 4.5. Let γ be a grading which acts trivially on Z(A) and u ∈ U(M(A)).
Then Adu ◦ γ = γ ◦ Adu if and only if u is locally homogeneous.
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Proof. If u is locally homogenuous then Adu is an even operator on A. Hence
the equation of the lemma is true when evaluated on even and when evaluated on
odd elements of A, hence true in general. For the converse, Adu ◦ γ = γ ◦ Adu
implies that Adu ◦ γ commutes with γ and hence Lemma 4.4 (1),(2) imply that
ϕγ∗(u)
2 = 1. 
The last lemma implies that a generator u for r′◦r, two real structures on (A, γ),
must be locally homogeneous, provided γ acts trivially on the center. Note that
this is the case for all inner gradings.
Let us summarize the conditions appearing in Lemma 4.2, Lemma 4.4, and
Lemma 4.5 (with a slight strenghening of the first):
(A1) r∗ and γ act trivially on the center Z(A) of the multiplier algebra of A.
(A2) There exists a generator for s ◦ r with two opposite holes in its spectrum,
more precisely, there is z ∈ S1 such that z and −z lie in the complement
of the spectrum of the generator.
The condition that r∗ and γ act trivially on the center of the algebra is crucial for
the independance of ϕr(u) and ϕγ∗(u) on the choice of the generator. It is clearly
satisfied if the center is trivial which is, as we argued, to be expected from a system
with disorder. However, since most of the literature on topological insulators takes
the point of view that the crystalline case is a sufficient approximation to study the
topological effects we wish to include this case in our discussion. In the crystalline
case we face the following problem: The center is not trivial, as it is isomorphic
to the algebra of continuous functions over the Brillouin zone, and moreover, the
standard time reversal symmetry is a real structure which flips the sign of the quasi-
momentum and therefore its corresponding transposition does not act trivially on
the center of the algebra. To treat such cases we consider alternatively the following
assumptions.
B1 r∗ (and hence also s∗) and γ preserve the connected components of the
Gelfand spectrum X (A) of the center Z(A) of multiplier algebra M(A).
B2 There exists a locally homogeneous generator for s◦ r with finite spectrum.
Note that B1 is trivially satisfied if X (A) is connected.
Lemma 4.6. Let A be a C∗-algebra with an anti-linear ∗-homomorphism ξ of
order two which preserves the connected components of X (A). Then ξ∗(λ) = λ for
each λ ∈ Z(A) with finite spectrum.
Proof. An element λ ∈ Z(A) with finite spectrum can be seen as a locally constant
(continuous) function on X (A). Since Z(A) is abelian, ξ∗ acts on Z(A) as a com-
plex linear automorphism of order two and hence corresponds to a homeomorphism
of order two on X (A). Since it preserves connected components it acts trivially on
functions which are constant on the connected components of X (A). 
Lemma 4.7. Let (A, γ) be a graded C∗-algebra with two inner related real struc-
tures s and r. Assume B1 and B2. Then ϕr(u) and ϕγ∗(u) are independent of the
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choice of generator u for r ◦ s (as long as it has finite spectrum). Moreover, they
are self-adjoint and hence have spectrum contained in {1,−1}.
Proof. Let ξ be r or γ∗. Suppose that u and v are two generators with finite
spectrum. Then λ = v−1u ∈ Z(A). In particular, u and v commute. It follows that
the spectrum of λmust be finite. By Lemma 4.6 ξ∗(λ) = λ which implies ϕξ(λ) = 1
and hence ϕξ(u) = ϕξ(v). The spectrum of u is finite if and only the spectrum of
ξ(u) is finite. By Lemma 4.4 u and ξ(u) commute, hence ϕξ(u) has finite spectrum
and belongs to the center. Again by Lemma 4.6 we have ξ∗(ϕξ(u)) = ϕξ(u). Since
ϕξ(u) is ξ-invariant this means that ϕξ(u) is self-adjoint. 
Definition 4.8. Let (A, γ) be a graded C∗-algebra with two inner related real
structures s, r. Suppose that assumption A1 or assumptions B1, B2 hold. The
relative signs between r and s are
ηr,s = (η
1
r,s, η
2
r,s) := (ϕr(u), ϕγ∗(u))
where, under assumption A1, u is any generator for s ◦ r or, if B1 and B2 are
satisfied, any generator with finite spectrum.
Indeed, in the first case Lemma 4.3 justifies that the sign is well-defined, whereas
under hypothesis B1 and B2 this is follows from Lemma 4.7.
Note that the sign can be understood as a Z2 × Z2-valued function associating
to each connected component of the Gelfand spectrum two signs. Below we will
consider the case in which the sign is a constant multiple of the unit, thus +1 or
−1. These are, of course, the only options if X (A) is connected.
4.1.1. r-invariant generators with finite spectrum. Note that, if we can choose u
such that r(u) = u then ϕr(u) = u
2. We shall see that this implies that u has
finite spectrum, a property which we are very much interested in. We provide a
criterion for the existence of an r-invariant generator.
Lemma 4.9. Let r and s be inner related real structures on a C∗-algebra A such
that Z(A) = C or that B1 and B2 are satisfied. The following are equivalent:
(1a) There exists a generator u with r(u) = u and finite spectrum.
(1b) There exists a generator u with r(u) = u.
(2) r and s commute.
(3) there exists a generator u such that u2 admits an even square root in Z(A)
which has finite spectrum.
Proof. Clearly 1a⇒ 1b.
1b ⇒ 2: If r(u) = u then r ◦ Adu = Adr(u) ◦ r = Adu ◦ r showing that r and s
commute.
2⇒ 3: Recall that if r and s commute then u2 ∈ Z(A).
If Z(A) = C then u2 ∈ C and hence admits a square root in C. Clearly the
square root has finite spectrum.
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If, by B2, the spectrum of u is finite then also u2 has finite spectrum and hence,
by Lemma 4.2, admits an even square root in the algebra it generates (which is
contained in Z(A)). This square must also have finite spectrum.
3 ⇒ 1: Let u be a generator and z ∈ Z(A) be an even square root of u2 with
finite spectrum. Then v = z−1u has finite spectrum and satisfies v2 = 1. Then
r(v) = r(v)v2 = ϕr(v)v. ϕr(v) is r
∗-invariant, even and has finite spectrum. It
thus admits an r∗-invariant even square root µ ∈ Z(A). Let w = µv. Then
r(w) = µ∗r(v) = µ∗µ2v = w. Clearly the spectrum of w is finite. 
4.2. Inner conjugacy.
Definition 4.10. Let A be a graded complex C∗-algebra with two real structures
r, s. We call them inner conjugate if there exists a unitary w ∈ M(A) such that
s(wbw∗) = wr(b)w∗ and Adw preserves the grading.
Lemma 4.11. Let s, r be real structures on a graded C∗-algebra A. They are inner
conjugate if and only if there exists a locally homogeneous unitary w ∈ M(A) such
that
Adwr(w∗) ◦ r = s.
A necessary condition for inner conjugacy is that the generator u = wr(w∗) is r∗
invariant and locally homogeneous or, if r∗ preserves the connected components of
X (A), even.
Proof. Suppose that there exists a unitary w ∈ M(A) such that s(wbw∗) =
wr(b)w∗. Then s(b) = wr(w∗bw)w∗ = wr(w∗)r(b)r(w)w∗. The other direction
follows similarily.
We assume now that u = wr(w∗). We have r∗(wr(w∗)) = wr(w∗) and hence
u = wr(w∗) is r∗-invariant. Since s preserves γ, hence Adw ◦ γ = γ ◦Adw, we must
have γ(w) = λw for some λ ∈ Z(A). Applying γ again we see that λ2 = 1. In
particular λ has discrete spectrum. Now γ(wr(w∗)) = λr(λ∗)wr(w∗) shows that
also γ(u)u∗ lies in the center and has square 1. Hence u is locally homogeneous.
Now if r∗ preserves the connected components of X (A) we have r∗(λ) = λ by
Lemma 4.6 and hence u is even. 
4.2.1. Graded real structures for algebras whose center has connected Gelfand spec-
trum. We assume now that (A, γ, f) is a graded C∗,r-algebra such that X (A) is
connected. We wish to classify all real structures r which commute with γ and
are inner related to f. We do this under assumptions A1, A2 or B2 (B1 is trivially
satisfied). We are interested in two cases: a balanced and a trivial grading.
Corollary 4.12. Let (γ, f) be a graded real structure for A and (γ, ri), i = 1, 2 be
two graded real structures which inner related to (γ, f). We assume A1, A2 or B1,
B2 for both real structures so that signs are well defined. If (γ, r1) and (γ, r2) are
inner conjugate then ηr1,f = ηr2,f.
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Proof. Let Θ and u be such that r2 = Adu ◦ r1 and r1 = AdΘ ◦ f. Then r2(uΘ)uΘ =
ur1(u)Θf(Θ). Since r1 and r2 are inner conjugate, ur1(u) = 1 by Lemma 4.11 thus
the first sign is the same. By the same lemma u is even and hence also the second
sign is the same. 
Thus if the signs are different then the real structures r and f cannot be inner
conjugated. The following theorem shows that (under appropriate conditions on
Θ) the signs determine r up to inner conjugation and stabilisation, provided X (A)
is connected.
Theorem 4.13. Let (A, γ, f) be a C∗-algebra with connected X (A) with either
balanced or trivial grading γ. Let r be a second real structure on (A, γ) which is
inner related to f and such that conditions A1, A2 or B2 (B1 is trivially satisfied)
are satisfied. Denote by Θ a corresponding generator for r ◦ f.
(1) (M2(A), γ2, r2) is inner conjugate to (A⊗ˆM2(C), γ ⊗ γ
′, f′ ⊗ r′) where the
grading γ′ and the real structures f′ and r′ depend on ηr,f and are listed
together with the real subalgebra in the following table.
ηr,f γ
′ f′ r′ (M2(A)r2 , γ2)
(+1,+1) id f l1,1 (A
f⊗ˆM2(R), γ ⊗ id)
(−1,+1) id f l0,2 (A
f⊗ˆH, γ ⊗ id)
(+1,−1) st f ◦ γ l2,0 (A
f◦γ⊗ˆCl2,0, γ ⊗ st)
(−1,−1) st f ◦ γ l0,2 (A
f◦γ⊗ˆCl0,2, γ ⊗ st)
If ηr,f = (+1,+1) then already (A, γ, r) is inner conjugate to (A, γ, f).
(2) (M2(A)⊗ˆC1, γ2⊗st, r2⊗s) is inner conjugate to (A⊗ˆCl3, γ⊗st, f
′⊗r′′) where
the real structures f′ and r′′, which depend on ηr,f and on the real structure
s on Cl1, are listed together with the real subalgebra in the following table.
ηr,f s f
′ r′′ (M2(A)⊗ˆCl1)r2⊗s, γ2 ⊗ st)
(+1,+1) l1,0 f l2,1 (A
f⊗ˆCl2,1, γ ⊗ st)
(−1,+1) l1,0 f l0,3, (A
f⊗ˆCl0,3,, γ ⊗ st)
(+1,+1) l0,1 f l1,2 (A
f⊗ˆCl1,2, γ ⊗ st)
(−1,+1) l0,1 f l3,0 (A
f⊗ˆCl3,0, γ ⊗ st)
(+1,−1) l1,0 f ◦ γ l3,0 (A
f◦γ⊗ˆCl3,0, γ ⊗ st)
(−1,−1) l1,0 f ◦ γ l1,2 (A
f◦γ⊗ˆCl1,2, γ ⊗ st)
(+1,−1) l0,1 f ◦ γ l2,1 (A
f◦γ⊗ˆCl2,1, γ ⊗ st)
(−1,−1) l0,1 f ◦ γ l0,3 (A
f◦γ⊗ˆCl0,3, γ ⊗ st)
If ηr,f = (+1,+1) then (A⊗ˆC1, γ⊗st, r⊗s) is inner conjugate to (A⊗ˆC1, γ⊗
st, f⊗ s).
Proof. Let Θ be a generator, that is r = AdΘ ◦ f, which satisfies the assumptions
A1, A2 or B2. They in particular imply that the signs ηr,f are well defined.
(1) (i) If ηr,f = (+1,+1) then f
∗(Θ) = Θ and Θ is even. By assumption its
spectrum is not fully S1. From Lemma 4.2 we conclude that Θ admits an even
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f∗-invariant square root w. Hence Θ = w2 = wr(w∗) and Lemma 4.11 implies
that (A, γ, r) is inner conjugate to (A, γ, f), which implies that (M2(A), γ2, r2) is
inner conjugate to (A⊗M2(C), γ ⊗ id, f⊗ c). Since M2(C) is trivially graded the
ungraded tensor product is here the same as the graded one.
(ii) If ηr,f = (−1,+1) then f
∗(Θ) = −Θ and Θ is even. Recall that (M2(A), γ2, r2)
can be seen as (A⊗M2(C), γ ⊗ id, r⊗ c). As l0,2 = Adσy ◦ c we may write
AdΘ ◦ f⊗ c = AdΘ⊗σy ◦ (f⊗ l0,2)
We have l0,2(σy) = −σy and f
∗(Θ) = −Θ so that η(1)r⊗c,f⊗l0,2 = 1. Furthermore, the
unitary 1⊗ σy is even and hence also η
(2)
r⊗c,f⊗l0,2 = 1 (Θ⊗ σy is even). Provided the
hypotheses B1, B2 or A1, A2 are satisfied for M2(A) and Θ⊗σy we can apply case
(1) to see that (A ⊗M2(C), γ ⊗ id, r ⊗ c) is inner conjugate to (A ⊗M2(C), γ ⊗
id, f⊗ l0,2). As above, the ungraded tensor product coincides with the graded one.
It remains to show that the hypotheses are satisfied for M2(A) and Θ⊗σy : The
multiplier algebras of M2(A) and A have the same center and r
∗ and r∗2 induce
the same action on the center. Furthermore, since σy has spectrum {+1,−1} the
spectrum of Θ⊗σy is spec(Θ)∪−spec(Θ) where spec(Θ) denotes the spectrum of
Θ. Hence if ±z /∈ spec(Θ) then ±z /∈ spec(Θ⊗ σy).
(iii) If ηr,f = (+1,−1) then Θr(Θ) = 1 and Θ is odd. Hence the grading is
non-trivial and hence balanced (by assumption) so that there exists an odd f-
invariant self-adjoint unitary e ∈ M(A). Then AdΘ(e) is an odd r-invariant self-
adjoint unitary and we can apply Thm. 3.10(1) to see that (M2(A), γ2, r2) is inner
conjugate to (A⊗ˆCl2, γ ⊗ st, r⊗ l1,1). We have
AdΘ ◦ f⊗ l1,1 = AdΘ ◦ f⊗Adσy ◦ l0,2
= AdΘ⊗ˆσy ◦ (f ◦ γ ⊗ l0,2 ◦ st)
= AdΘ⊗ˆσy ◦ (f ◦ γ ⊗ l2,0)
as Θ⊗ˆσy(fγ(a)⊗ˆl0,2st(c))(Θ
∗⊗ˆσy)∗ = (−1)|a|+|c|Θfγ(a)Θ∗⊗ˆσxl0,2st(c)σy. Now
ϕr⊗l1,1(Θ⊗ˆσy) = Θ⊗ˆσy r(Θ)⊗ˆl1,1(σy) = −Θr(Θ)⊗ˆσyl1,1(σy) = 1.
Furthermore 1⊗ˆσx is odd and hence Θ⊗ˆσx is even. Thus ηr⊗l1,1,f◦γ⊗l2,0 = (+1,+1)
and can apply case (1) to see that (M2(A), γ2, r2) is inner conjugate to (A⊗ˆCl2, γ⊗
st, f ◦ γ ⊗ l2,0), provided the hypotheses B1, B2 or A1, A2 are satisfied. The latter
is shown as in (ii).
(iv) If ηr,f = (−1,−1) then Θr(Θ) = −1 and Θ is odd. We persue exactly as in
case (iii) except for using the identity
AdΘ ◦ f⊗ l1,1 = AdΘ⊗ˆσx ◦ (f ◦ γ ⊗ l0,2).
This leads to ηr⊗l1,1,f◦γ⊗l0,2 = (+1,+1) and we can apply (1) to see that (A⊗ˆCl2, γ⊗
st, r⊗ l1,1) is inner conjugate to (A⊗ˆM2(C), γ ⊗ id, f ◦ γ ⊗ l0,2).
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(2) We apply the results from (1) to express (M2(A), γ2, r2) as a graded tensor
product (A, γ, f′)⊗ˆ(M2(C), γ′, r′) and then take the graded tensor product with
(Cl1, st, s). We have
(M2(C), γ
′, r′)⊗ˆ(Cl1, st, s) ∼= (Cl3, st, r′′)
where γ′, r′ depend on ηr,f as in the table of (1) and the real structure r′′ depends
on the grading γ′ and the structures r′, s. r′′ can be deduced from Lemma 3.2 and
is listed in the following tables.
γ′ r′ s r′′
id l1,1 l1,0 l2,1
id l0,2 l1,0 l0,3
id l1,1 l0,1 l1,2
id l0,2 l0,1 l3,0
γ r′ s r′′
st l2,0 l1,0 l3,0
st l0,2 l1,0 l1,2
st l2,0 l0,1 l2,1
st l0,2 l0,1 l0,3
This yields the table of (2). 
Corollary 4.14. Let (A, γ, f) be a C∗-algebra with connected X (A) and balanced
or trivial grading. Up to stabilisation and inner conjugation there are at most four
different real structures on A which are inner related to f and such that conditions
A1, A2 or B2 are satisfied. Likewise up to stabilisation and inner conjugation
there are at most four different real structures of the form r ⊗ s on A⊗ˆCl1 which
are inner related to f ⊗ l1,0 or to f ⊗ l0,1 and such that for r and f conditions A1,
A2 or B2 are satisfied.
4.2.2. Graded real structures on Mn(C) and Mn(C)⊗Cl1. As an example which is
important for insulators we discuss the possible graded real structures on Mn(C)
and on Mn(C) ⊗ Cl1 up to stabilisation and conjugation. We are actually only
interested in balanced real structures in the first case, and in real structures on
Mn(C)⊗ Cl1 for which the grading of the first factor is trivial, because these are
the relevant cases for insulators.
Corollary 4.15. Up to stabilisation and inner conjugation there are four different
balanced graded real structures on Mn(C) and four different graded real structures
of the form (id⊗ φ, r⊗ s) on Mn(C)⊗ Cl1.
Proof. All ∗-isomorphisms of Mn(C) are inner. Hence all gradings are inner. Since
the grading is balanced the dimension n must be even and the grading operator Γ
a self-adjoint operator with eigenvalues +1 and −1 of equal multiplicity. All such
operators are inner conjugated. We can therefore choose without loss of generality
the grading on Mn(C) = Mk(C) ⊗M2(C) to be the standard one, namely with
grading operator Γ = 1 ⊗ σz. Also, all reference structures are inner related. We
may therefore take the reference real structure to be anyone which preserves AdΓ
and choose f = c. Furthermore assumptions B1, B2 are satisfied, as the center is
trivial and all spectra finite anyway. We thus get from Cor. 4.14 that there are
at most four graded real structures up to stabilisation and inner conjugation for
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Mn(C) and for Mn(C)⊗Cl1. Table 1 and Table 2 list each four real structures for
Mn(C) and for Mn(C)⊗ Cl1, resp., realising the four different possiblities for the
signs. The given value for n is the smallest possible one. Indeed, in (M2(C),Adσz)
there is no even unitary which satisfies c(Θ)Θ = −1 which is why n > 2 in the
fourth case. 
Table 1. Balanced graded real structures forMn(C) and associated
real subalgebra.
n r ηr,f (Mn(C)
r,AdΓ)
2 c (+1,+1) Cl1,1
2 Adσx ◦ c (+1,−1) Cl2,0
2 Adσy ◦ c (−1,−1) Cl0,2
4 Adσy ◦ c⊗ c (−1,+1) H⊗ Cl1,1
∼= Cl0,4
Table 2. Graded real structures for (Mn(C)⊗ Cl1, id⊗ φ) and as-
sociated real subalgebra..
n r η1r,f s ((Mn(C)⊗ Cl1)
r, id⊗ φ)
1 c +1 l1,0 Cl1,0
1 φ ◦ c +1 l0,1 Cl0,1
2 Adσy ◦ c⊗ c −1 l1,0 H⊗ Cl1,0
∼= Cl0,3
2 Adσy ◦ c⊗ φ ◦ c −1 l0,1 H⊗ Cl0,1
∼= Cl3,0
4.3. Reference real structure on the observable algebra. For our applica-
tion to insulators we wish to define a reference real structure on the observable
algebra.
Quite generally, if A is a graded C∗-algebra represented faithfully on some graded
Hilbert space H, and if C is a complex conjugation on H, that is, an antilinear
operator of square 1 which we assume to preserve the grading on H, then a real
structure a 7→ f(a) may be defined through
(6) π(f(a)) = Cπ(a)C
provided AdC maps the image of the representation into itself. Of course, f depends
on the representation chosen. It also depends on the complex conjugation C.
If A is inner graded with grading operator Γ, then it is natural to consider the
grading on H defined π(Γ). It then follows that π(f(Γ)) = Cπ(Γ)C.
We consider first the case in which there is no magnetic field. Let G = Rd or
G = Zd (for the tight binding approximation). Let π = πω be a representation of
the type (1) of the observable algebra A (with σ = 1). Ψ ∈ L2(G,Cn) is Cn-valued
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and so if we fix a complex conjugation on Cn (by choice of a base) we can extend it
pointwise to a complex conjugation on L2(G,Cn). We denote it by Ψ 7→ Ψ. Then
the above equation (6)becomes πω(F )Ψ = πω(f(F ))Ψ. In terms of Mn(C)-valued
integral kernels this means (x, y ∈ G)
(7)
(
πω(f(F ))
)
xy
=
(
πω(F )
)
xy
where M = c(M), that is entrywise complex conjugation in Mn(C) (the matrices
are to be expressend in the above chosen base of Cn). We obtain from (1)
(8) f(F ) = F.
It is directly verified that f is anti-linear, multiplicative, equivariant w.r.t. the ∗-
operation and of order two. It is hence a real structure on A. It will serve us
as reference structure. In the case that A is inner graded with grading operator
Γ we consider the representation (1) as graded via the grading operator π(Γ) on
L2(G,Cn). We then need to suppose that the complex conjugation on Cn can
be chosen in such a way that π(Γ) commutes or anti-commutes with the defined
complex conjugation on L2(G,Cn). In that case f commutes or anti-commutes
with the grading.
If there is a magnetic field the above cannot just be generalised by incorporating
a non-trivial 2-cocycle σ but there are obstructions. This is not too surprising, as
it is known that a magnetic field breaks in general time reversal invariance. We
explain this obstruction in the case G = Rd.
It is closer to the physical problem to use another representation of A, one that
is unitarily equivalent to (1). We make the common assumption that Ω contains
a dense orbit, i.e. an element ω0 such that {αx(ω0)|x ∈ R
d} is dense. Then C(Ω)
is isomorphic to the C∗-algebra C of continuous functions f˜ : Rd → C which are
of the form f˜(x) = f(α−1x (ω0)) for some f ∈ C(Ω). As a result, A is isomorphic to
A ∼= C ⋊α˜,σ˜ R
d
where α˜ is the standard translation action α˜x(f˜)(y) = f˜(y+x) and σ˜ : R
d×Rd →
C ∩ C(Rd, S1) is given by σ˜(x, y)(q) = σ(x, y)(α−1q (ω0)). Furthermore, under this
isomorphism the representation ρω0 and the representation Tω0(a) turn into
ρ(f˜)Ψ(x) = f˜(x)Ψ(x)
T (a)Ψ(x) = σ˜(x, a)(0)Ψ(x+ a).
Finally, our condition on the magnetic field now reads Bω0 ∈ C.
We follow [14] to write the 2-cocycle σ˜ as a pseudo-co-boundary4 of a 1-cochain
λ : Rd → C(Rd, S1). Indeed, let A be a continuous vector potential for the
4σ˜ is not a genuine co-boundary of λ as λ need not to take values in C.
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magnetic field Bω0 , that is, a 1-form satisfying Bω0 = dA (Bω0 is a 2-form and d
the exterior derivative). Define λ : Rd → C(Rd, S1) by
λ(x)(q) = exp(−i
∫
[q,q+x]
A).
Then we have σ˜ = δλ where δ is the coboundary operator for group cohomology,
δλ(a, b) = λ(a)α˜b(λ(b))λ(a+ b)
−1. This allows to define another representation of
A on L2(Rd,Cn), namely
ρ(f˜)Ψ(x) = f˜(x)Ψ(x)
T λ(a)Ψ(x) = ρ(λ(a))T (A)Ψ(x) = λ(a)(x) Ψ(x+ a).
The transformation Ψ(x) 7→ λ(x)(0)Ψ(x) yields a unitary equivalence between
this representation and the one above. We now use the same complex conjugation
Ψ 7→ Ψ as above attempting to define a real structure f by the analog of Equ. 7
which now reads
f(F˜ )(y − x)(x) λ(y − x)(x) = F˜ (y − x)(x) λ(y − x)(x)
for all x, y ∈ Rd.
Theorem 4.16. Let λ be as above and define for F ∈ Cc(R
d, C)
f(F ) := Fλ−2
where F (z)(x) = F (z)(x). f is a real structure if and only if for all z ∈ Rd we have
λ(z) ∈ C, or, equivalently, the components of the vector potential belong to C.
Proof. Suppose that the above defines a real structure. Since Ω is compact, C
is unital. Thus, for any z there exists F ∈ Cc(R
d, C) such that F (z) is a non-
vanishing function of C. It follows that λ−2(z) = f(F )(z)
F (z)
. Hence λ2(z) ∈ C. By
definition of λ, z 7→ λ(z)(q) is continuous for all q and since (by assumption) λ2(z)
is uniformly continuous the map z 7→ λ2(z) is continuous in the sup-norm topology.
We can therefore define its logarithm via continuous functional calculus, provided
z is small enough (so that −1 is not in the image of λ2(z)). Hence q 7→
∫
[q,q+z]
1
2
A
belongs to C for all small z and hence, by additivity, for all z. Since A was assumed
continuous this implies that the components of A belong to C and then, of course,
also λ(z) ∈ C for all z.
On the other hand, if the condition is satisfied then f preserves Cc(R
d, C) (and
extends by continuity to the crossed product) so we only have to show that it
is anti-linear, multiplicative, commutes with the ∗-structure and has order two.
Anti-linearity is direct.
f(F ∗G)(x) = λ−2(x)
∫
dyF (y)αy(G(x− y))σ
−1(y, x− y)
f(F ) ∗ f(G)(x) =
∫
dyF (y)λ−2(y)αy(G(x− y))αy(λ−2(x− y))σ(y, x− y)
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These two expressions are equal if
σ2(y, x− y) = λ2(y)αy(λ
2(x− y))λ−2(x)
which is the square of the relation σ = δ1λ.
f(F ∗)(x) = αx(F (−x))∗λ−2(x) = αx(F (−x))λ−2(x)
f(F )∗(x) = αx(f(F )(−x))∗ = αx(F (−x)λ2(−x)) = αx(F (−x))αx(λ2(−x))
These two expressions are equal if λ−2(x) = αx(λ2(−x)) which follows since
αx(λ(−x))(q) = exp(−i
∫
[q+x,q]
A) = exp(i
∫
[q,q+x]
A) = λ−1(x)(q)
Finally
f2(F ) = f(Fλ−2) = Fλ−2λ−2 = F

Note that, if λ ∈ C then σ˜ is a proper coboundary in group cohomology with
coefficients in C. This does not imply that Bω0 vanishes but that the twisted
crossed product C ⋊α˜,σ˜ R
d is isomorphic to the untwisted one C ⋊α˜,1 R
d. We see
from the above that if C are periodic functions then a reference structure exists
if and only if the vector potential is periodic (with the same lattice of periods).
This implies, of course, that the magnetic field is periodic, but not any periodic
magnetic field will do it, its flux through a unit cell must be 0.
4.4. Graded real structures for tight binding models. Recall that the ob-
servable algebra of a tight binding model for the description of a particle in a solid
is given by the crossed product of C(X,Mn(C)) with a Z
d-action α on X. As we
have excluded external magnetic fields the reference real structure f(F ) = F¯ from
the last section is well defined.
The results of Section 4.2.2 allow to obtain real and graded real structures
for tight binding models which are inner related to the reference real structure.
Indeed the decomposition A = Mn(C)⊗ C(X)⋊α Z
d suggests to apply Cor. 4.15
to the first factor. If A is trivially graded we obtain next to f a second real
structure r = Ad1⊗σy ◦ f, provided Mn(C) = Mk(C) ⊗M2(C). The first case will
be interpreted as even and the second as odd time reversal symmetry. The famous
Kane Mele Hamiltonian has the form
h =
(
h1 R
R∗ h2
)
where h1, h2, R ∈ Mk(C)⋊id Z
2 ∼= Mk(C(T
2)) (k = 2). Indeed h1 and h2 are two
copies of the Haldane Hamiltonain which are related by time reversal f(h1) = h2
and R is a coupling between the two which satisfies f(R) = −R∗. Note that
r(h) = h is equivalent to f(h1) = h2, f(R) = −R
∗.
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Models with even or odd particle hole symmetry are obtained if one combines
the above choices for r with the real structure l0,1 on Cl1. We thus obtain four real
structures on A⊗ Cl1 similar as in Table 2.
If we restrict to internal chiral gradings, that is chiral gradings which affect only
the internal degrees of freedom thus having the form γ = γ′ ⊗ id in the above
decomposition of A then the possibilities are given by Table 1: We may take
γ′ = Ad1⊗σz on Mn(C) = Mk(C) ⊗M2(C), and then obtain four real structures,
r = f, r = Ad1⊗σx ◦ f, r = Ad1⊗σy ◦ f, and r = Adσy⊗1 ◦ f (in the latter case k must
be at least 2).
5. Van Daele K-theory for C∗,r-algebras
Our K-theoretical approach to topological insulators is based on van Daele’s
formulation of K-theory [7]. The particularity of his approach is that he works
with graded algebras. This point of view comes to full power in the context of
insulators, as a chiral symmetry can be interpreted as a grading.
5.1. Definition and general results. Van Daele’s formulates his K-theory for
general graded Banach algebras. We first recall his theory for graded C∗-algebras
(which simplifies a little bit matters, as on can work with self adjoint unitaries
instead of more general invertible elements which square to 1).
Let (A, γ) be a unital graded C∗-algebra. We denote
S(A, γ) = {x ∈ A : x = x∗ = x−1, γ(x) = −x},
S(A, γ) are the odd self adjoint unitaries of A.
Definition 5.1 ([7]). Let A be a graded unital C∗-algebra. Suppose that S(A, γ)
contains an element e which is homotopic to −e in S(A, γ). The K-group of van
Daele with basepoint e is
DKe(A, γ) :=
⊔
n∈N
S(Mn(A), γn)
/
∼eh
where x ∼eh y if there are k, l ∈ N such that x ⊕ ek is homotopic to y ⊕ el in
S(Mn(A), γn) for sufficiently large n. Addition is given by [x] + [y] = [x⊕ y].
Above we have used the standard extension of γn of γ toMn(A) and the notation
en for the direct sum e⊕ · · · ⊕ e of n copies of e.
The incorporation of a real structure r can be done in the following way. Let
(A, γ, r) be a graded unital C∗,r-algebra. We extend r in the usual way toMn(A) =
A⊗Mn(R) as r⊗ id: r((aij)) = (r(aij)) and define
S(A, γ, r) := {x ∈ A : x∗ = x−1, γ(x) = −x, r(x) = x}.
As γ and r commute γ induces a grading on the real C∗-algebra Ar (which we also
denote by γ) and
S(A, γ, r) = S(Ar, γ).
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Definition 5.2. Let (A, γ, r) be a graded unital C∗,r-algebra. Suppose thatS(A, γ, r)
contains an element e which is homotopic to −e in S(A, γ, r). The K-group of
van Daele is
DKe(A, γ, r) := DKe(A
r, γ).
We list the most basic results (see [7]).
(1) Addition is abelian, inversion is given by [x] 7→ [−exe], and [e] is the neutral
element.
(2) The map S(A, γ) ∋ x 7→ x ⊕ e ∈ S(M2(A), γ2) induces an isomorphism
DKe(A, γ) ∼= DKe⊕e(M2(A), γ2). We refer to this as stability of DKe.
(3) If e, f ∈ S(A, γ) are two self adjoint odd unitaries which are homotopic
to their negative in S(A, γ) then DKeA, γ) and DKf (A, γ) are isomorphic
groups.
(4) DKe is a functor from the category of graded unital C
∗-algebras with graded
unital ∗-morphisms to the category of abelian groups. Indeed, any such
morphism ϕ : (A, γ) → (B, γ′), extended component wise to matrices,
preserves odd self-adjoint unitaries and the equivalence relation and hence
induces a group homomorphism DKe(A, γ)→ DKϕ(e)(B, γ
′).
Note that (Cl2,0, st) is a (real) graded C
∗-algebra which contains an odd self-adjoint
unitary which is homotopic to its negative in S(Cl2,0, st). Indeed, whenever we
have two anticommuting odd self-adjoint unitaries–and here we can take the two
generators e1 and e2 of Cl2,0–then w(t) = cos(t)e1+sin(t)e2 is a continuous path of
odd self-adjoint unitaries. This shows that e1 = w(0) is homotopic to w(π) = −e1
and, by the way also, that e1 is homotopic to w(π/2) = e2. This observation allows
to extend the definition of van Daele’s K-group to cases in which A contains an
odd self adjoint unitary e but perhaps none which is homotopic to its negative.
Indeed, if e is an odd self adjoint unitary in A then
(
e 0
0 −e
)
is an odd self adjoint
unitary in (M2(A), γev) which anticommutes with σx. The latter is also odd and
therefore homotopic to its negative and we may define
(9) DK(A, γ) := DKσx(M2(A), γev).
This definition extends the one given above, because by Prop. 3.10 (M2(A), γev) is
isomorphic to (M2(A), γ2) and hence, if e happens to be homotopic to its negative
then DKe2(M2(A), γ2) is isomorphic to DKe2(M2(A), γev) which, in turn, is then
isomorphic to DK(A, γ). Finally, by stability DKe2(M2(A), γ2) is isomorphic to
DKe(A, γ).
Definition (9) works also for algebras which do not contain any odd self-adjoint
unitary. Indeed, van Daele shows that DKσx(M2(A), γev) is always a group which
is isomorphic to DKσz⊗σx(M2(M2(A)), γev2) [8][Prop. 4 and 5] and, by Prop. 3.5,
(M2(M2(A)), γev2) is isomorphic to (M4(A), γ4).
5
5In [7], DKσz⊗σx(M2(M2(A)), γev2) has been taken as the general definition of the K-group.
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Note that DK(A, γ) does not depend on any choice for e. However, this is
can lead to missconception for two reasons. First, the isomorphism between
(M2(A), γev) and (M2(A), γ2) depends on a choice of odd self-adjoint unitary, and
second, if x ∈ S(A, γ) then its class is not yet defined in DKσx(M2(A), γev), to
achieve this we need an inclusion S(A, γ) →֒ S(M2(A), γ2) which is not canonical.
Alternatively, one can define van Daele’s K-group for an algebra (A, γ) with a
choice of odd self-adjoint unitary e ∈ A as GVe(A, γ), the Grothendieck construc-
tion applied to
Ve(A, γ) :=
⊔
n∈N
S(Mn(A), γn)
/
∼eh
which is always a semigroup with the addition defined above. Indeed,
Lemma 5.3 ([7]). Let (A, γ) be a balanced graded algebra and e ∈ S(A, γ). The
map ie : S(A, γ) → S(M2(A), γ2), ie(x) =
(
x 0
0 −e
)
induces the group isomor-
phism G(ie) : GVe(A, γ)→ DKe⊕−e(M2(A), γ2) given by
G(ie)([[x], [y]]) =
[(
x 0
0 −enyen
)]
(for x, y ∈ S(Mn(A), γn)).
The class defined by an odd selfadjoint unitary x can therefore be seen in
DK(A, γ) in two ways. Either as the element [[x], [e]] ∈ GVe(A, γ) or as
[(
x 0
0 −e
)]
in DKe⊕−e(M2(A), γ2).
Corollary 5.4. Consider two odd selfadjoint unitaries x ∈ Mn(A), y ∈ Mm(A).
If Ve(A, γ) has cancelation then they define the same class in DK(A, γ) if and only
if there exist k such that x⊕ ek and y⊕ en+k−m are homotopic in S(Mn+k(A), γ).
Otherwise x and y define the same class in DK(A, γ) if and only if there exist k
such that x⊕ek⊕−en+k is homotopic to y⊕en+k−m⊕−en+k in S(M2(n+k)(A), γ).
Proof. If Ve(A, γ) has cancelation then GVe(A, γ) is the quotient of Ve(A, γ) ×
Ve(A, γ) by the equivalence relation ([x], [x
′]) ∼ ([y], [y′]) iff [x] + [y′] = [y] + [x′].
This implies the first statement. If Ve(A, γ) does not have cancelation then we work
with DKe⊕−e(M2(A), γ2) which coincides with Ve⊕−e(M2(A), γ2) and is exactly
defined by the homotopy formulated in the second statement. 
5.2. Higher K-groups. Van Daele’s higher K-groups are defined by tensoring
the algebra with Clifford algebras. Stability and Cor. 3.6 imply that
DKe(A⊗ˆClr,s, γ ⊗ st) ∼= DKe(A⊗ˆClr+1,s+1, γ ⊗ st)
and hence DKe(A⊗ˆClr,s, γ ⊗ st) depends only on the difference s− r.
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Definition 5.5. Let (A, γ) be a unital graded complex or real C∗-algebra containing
an odd self-adjoint unitary e. The Kn-group of (A, γ) in van Daele’s formulation
is
Kn(A, γ) := DKe(A⊗ˆCl1,n, γ ⊗ st).
Roe shows that Kn(A, γ) coincides with Kasparov’s KK-group KKn(C, A) (or
KKn(R, A)) for graded algebras [20].
For C∗,r-algebras the definition is similar, Kn(A, γ, r) = Kn(Ar, γ).
Since Cl8,0 ∼= M16(R) we have Kn = Kn−8. If A is a complex C∗-algebra then
the tensor product has to be understood over the reals, or equivalently A⊗ˆClr,s ∼=
A⊗ˆClr+s. It follows that in the complex case one has even Kn = Kn−2.6
5.3. Non-unital algebras. The Kn are functors yielding group homomorphisms
when applied to graded unital ∗-morphisms. Whenever one has such a functor from
unital C∗-algebras (or C∗,r-algebras) to abelian groups (which is split exact) there
is a standard procedure to extend it to non-unital C∗-algebras and non-unital
morphisms. This is based on adding a unit to A and then using the surjection
A+ → C (or A+ → R) to define Kn(A, γ, r) as the kernel of the induced map
on the groups, Kn(π) : Kn(A
+, γ+, r+) → Kn(C, id, c). Here γ
+ and r+ are the
standard extensions to A+. We won’t go into the details of that which are, for
instance, nicely explained in [21] for the ungraded case without real structure (but
the arguments extend easily).
5.4. Trivially graded algebras. A trivially graded algebra (A, id) has no odd
elements but this does not matter as (A⊗ Clr,s, id⊗ st) contains odd self-adjoint
unitaries as soon as r > 0 and so we can define Kn with n = s−r+1 for sufficiently
high r and s.
5.4.1. Trivially graded complex C∗-algebras. Van Daele shows [7] for a graded com-
plex C∗-algebra (A, id) that
Kn(A, id) = DK(A⊗ Cln+1, id⊗ st) ∼= KUn(A)
where KUn(A) is the standardKn-group (n taken modulo 2) of A seen as ungraded
complex C∗-algebra. We briefly describe this.
Let n = 0 so that Cl1 = C ⊕ C is the relevant Clifford algebra. The odd
elements of A ⊗ Cl1 are of the form (x,−x), x ∈ A. Suppose that A is unital.
(x,−x) is an odd self adjoint unitary provided x is a self adjoint unitary. In
particular, we can always take x = +1 or x = −1. None of the two choices leads
to an odd self-adjoint unitary which is homotopic to its negative, because the
spectra of self-ajoint unitary are contained in {+1,−1} and hence preserved by
homotopy. Therefore V(1,−1)(A ⊗ Cl1, id ⊗ st) is only a semigroup and DK(A ⊗
6This periodicity of the K-groups is a direct consequence of the definition of the higher K-
groups. The far deeper result referred to as Bott-periodicity concerns the isomorphism between
Kn+1(A, γ) and Kn(SA, γ) where SA is the suspension of A.
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Cl1, id⊗ st) its associated Grothendieck group. Given a self-adjoint unitary x let
p := 1−x
2
which is the projection onto to the eigenspace to eigenvalue −1. The
map (x,−x) 7→ 1−p
2
induces the isomorphism of semigroups between V(1,−1)(A ⊗
Cl1, id⊗st) and V (A) :=
⊔
n∈N Proj(Mn(A))/ ∼
0
h where the inclusion of projections
Proj(Mn(A)) →֒ Proj(Mn+1(A)) is defined by p 7→ p ⊕ 0. Now, in the standard
picture of K0-theory for complex algebras, KU0(A) is the Grothendieck group
associated to V (A). Hence K0(A, id) ∼= KU0(A). The non-unital case follows now
from the functoriality of adding a unit.
In case n = 1 we need to consider Cl2 = M2(C) and (A ⊗ Cl2, id ⊗ st) is
isomorphic to (M2(A), idev). Again we may assume that A is unital the non-unital
case following by functoriality. KU1(A) is constructed from unitaries:
KU1(A) =
⊔
n∈N
U(Mn(A))/ ∼
1
h
with addition induced by direct sum and x ∼1h y whenever x ⊕ 1 ⊕ · · · ⊕ 1 is
homotopic to x⊕ 1⊕ · · · ⊕ 1 in some U(Mn(A) with large enough n. An odd self-
adjoint unitary in (M2(A), idev) must be of the form
(
0 b
c 0
)
with c = b∗ = b−1.
Hence b is a unitary in A. The map
(
0 b
b∗ 0
)
7→ b induces the isomorphism
between K1(A, id) and KU1(A).
5.4.2. Trivially graded C∗,r-algebras. Let (A, id, r) be a unital C∗,r-algebra which
is trivially graded. As above we will employ the trick of passing to the algebra
A ⊗ Cln turning it into a graded algebra with grading γ = id ⊗ st. We have to
extend r to A⊗Cln. There are many inequivalent ways, namely each real structure
on Cln which commutes with the grading on Cln gives rise to such an extension.
Indeed, let lr,s be a real structure on Clr+s such that Cl
lr,s
r+s = Clr,s then
(10) DK(A⊗ Clr+s, id⊗ st, r⊗ lr,s) ∼= Ks−r+1(Ar, id) ∼= KOs−r+1(Ar),
where KOn(A) is the Kn-group of A as real ungraded C
∗-algebra. The second
isomorphism can be inferred from the work of Roe [20] via the identification of
KOn(A) with KKn(R, A) for real C
∗-algebras A (for r = s + 1 and r = s the
direct argument of van Daele sketched in Section 5.4.1 will also apply to this real
case).
5.5. Inner graded algebras. If (A, γ) is an inner graded algebra we can say
something more about DK(A, γ) = K1(A, γ).
5.5.1. Inner graded complex C∗-algebras.
Proposition 5.6. Let (A, γ) be an inner graded complex C∗-algebra. Then
DK(A, γ) ∼= K1(A, id) ∼= KU1(A).
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Proof. If S(A, γ) is not empty we apply Prop. 3.5 (2), notably (M2(A), γ2) ∼=
(A ⊗ Cl2, id ⊗ st), to obtain the first isomorphism. Otherwise we replace first
(A, γ) by (A ⊗ Cl2, γ ⊗ st), which by stability of the K-groups does not change
the group, and proceed as above. The second isomorphism was already discussed
above. 
The inner graded case contains of course the trivially graded as a special case
and Prop. 3.5 says that, up to stabilisation the two are the same. But if we have an
interest to avoid as much as possible stabilisation, namely to identify homotopy
classes of S(A) with those defining KU1(A) then we can do this provided A is
balanced. Indeed, the map Qe : S(A, γ)→ U(A++)
(11) Qe(h) = Π+ehΠ+
induces an isomorphismDKe(A, γ)→ KU1(A++). MoreoverKU1(A++) ∼= KU1(A)
(as follows from Prop. 3.5 (3)).
5.5.2. Inner graded C∗,r-algebras.
Proposition 5.7. Let (A, γ, r) be a graded C∗,r-algebra.
(1) If γ is real even then
DK(A, γ, r) ∼= K1(A
r, id) ∼= KO1(A
r).
(2) If γ is imaginary even then
DK(A, γ, r) ∼= K−1(Ar, id) ∼= KO−1(Ar).
Proof. For the same reason as in the last corollary we may assume the existence
of an odd self-adjoint unitary e. In the first case we apply Thm. 3.10 (2+) which
shows that (M2(A), γ2, r2) ∼= (A ⊗ Cl2, id ⊗ st, r ⊗ l1,1). The real subalgebra is
thus isomorphic to (Ar ⊗ Cl1,1, id⊗ st) which implies, similar to the complex case
DK(A, γ, r) ∼= K1(A
r, id). In the second case we apply Thm. 3.10 (2-) to obtain
(M2(A), γ2, r2) ∼= (A⊗Cl2, id⊗st, r⊗l2,0)). Now the real subalgebra is isomorphic to
(Ar⊗Cl2,0, id⊗st) and we get DK(A, γ, r) ∼= K−1(Ar, id). The other isomorphisms
had been discussed above. 
5.6. Boersema and Loring’s formulation of KO-theory. Recently Boersema
and Loring [5] have formulated KO-theory of ungraded unital real C∗-algebras by
means of unitaries with certain symmetries. This description can be obtained from
van Daele’s description as follows.
The real C∗-algebra is given as the real subalgebra Ar of a C∗,r-algebra (A, r)
and the symmetries are formulated with the help of the real structure r.7 Starting
point is the Eq. 10 for small values of r, s, at least one of them being strictly
positive. Given r, s we look for the smallest k for which (Mk(A)
rk ⊗ Clr,s, id⊗ st)
contains an odd self-adjoint element e such that e⊕e is homotopic inS(M2k(A)
r2k⊗
7In [5] the results are formulated in terms of the transposition r∗.
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Clr,s, id⊗ st) to its negative. In fact, k is 1 or 2, as M4(R)⊗Clr,s ∼= Clr+2,s+2. We
then equate KOn(A
r) with DKe(Mk(A)⊗Clr+s, id⊗st, rk⊗lr,s) where s−r = n−1.
We consider first values for r, s such that r + s = 1. An odd element x ∈
(A⊗ Cl1, id⊗ st) is of the form
x = u⊗ (1,−1)
and the conditions x = x∗ = x−1 translate into u∗ = u = u−1. There are two cases:
• The case s = 0 which corresponds to KO0(A
r). We may take e = σz ⊗
(1,−1) ∈M2(A)⊗Cl1 as a basepoint, as it is an r2⊗ l1,0-invariant odd self
adjoint unitary which is homotopic to its negative. Indeed, e anticommutes
with σz ⊗ (1,−1) ∈ M2(A) ⊗ Cl1. Clearly r ⊗ l1,0(x) = x is equivalent to
r(u) = u. Thus the elements of KO0(A
r) are represented by self adjoint
r-invariant unitaries u in M2(A) (or M2m(A)).
• In the case s = 1 corresponding to KO2(A
r) we take e = σy ⊗ (1,−1) ∈
M2(A)⊗Cl1 as a basepoint, as it is r2⊗l0,1-invariant and e⊕e homotopic to
its negative. Indeed, X :=
(
0 σx
σx 0
)
⊗ (1, 1) is homotopic to 14⊗ (1, 1) in
the set of unitaries of (M4(A)
r2k⊗Cl0,1, id⊗ st) and X(e⊕e)X
∗ = −(e⊕e).
Furthermore, r⊗ l0,1(x) = x iff r(u) = −u. Thus the elements of KO2(A
r)
are represented by self adjoint unitaries u ∈ M2(A) (or M2m(A)) which
satisfy r(u) = −u.
We consider next values for r, s such that r + s = 2. An odd element x ∈
(A⊗ Cl2, id⊗ st) is of the form
x = u⊗ σx + v ⊗ σy =
(
0 U
U∗ 0
)
, U = u+ iv
and the conditions x = x∗ = x−1 translate into U := u+ iv being unitary.
• Let s = 0 which corresponds to KO−1(Ar). We have l2,0(σx) = σx and
l2,0(σy) = σy. Then 1⊗σx ∈ A⊗Cl2 is an r⊗ l2,0-invariant odd self adjoint
unitary which is homotopic to its negative, as it anticommutes with 1⊗σy.
We thus take it as base point. Furthermore, r⊗ l2,0(x) = x is equivalent to
r(u) = u and r(v) = v which can be expressed as r(U) = U∗. The elements
of KO−1(Ar) are thus represented by unitaries U in A (or Mm(A)) which
satisfy r(U) = U∗.
• If s = 1 which corresponds to KO1(A
r) we have l1,1(σx) = σx and l1,1(σy) =
−σy. We may take e = 1 ⊗ σx as base point as e⊕ e anti-commutes with
the odd element
(
0 iσy
−iσy 0
)
∈ M2(A
r)⊗ Cl1,1 which has square 1. Now
r ⊗ l1,1(x) = x is equivalent to r(u) = u and r(v) = −v which can be
expressed as r(U) = U . This is a result we already discussed above, namely
the elements of KO1(A
r) are represented by r-invariant unitaries in A (or
Mm(A)).
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• In the case s = 2 corresponding to KO3(A
r) we have l0,2(σx) = −σx and
l0,2(σy) = −σy. We may not find an odd self adjoint unitary in A
r ⊗ Cl0,2.
But e = σy ⊗ σy ∈ M2(A)
r2 ⊗ Cl0,2 is an odd self adjoint unitary which
moreover anti-commutes with e = σy ⊗ σx ∈ M2(A)
r2 ⊗ Cl0,2 and is thus
homotopic to its negative. Now r ⊗ l2,0(x) = x is equivalent to r(u) = −u
and r(v) = −v, that is, r(U) = −U∗. The elements of KO3(Ar) are thus
represented by unitaries U ∈ M2(A) (or M2m(A)) which satisfy r(U) =
−U∗.
For the remaining degrees we need to take r + s = 3 and r + s = 4 and make use
of the isomorphisms listed in Lemma 3.2 (1-3), notably
(A⊗ Cl3, id⊗ st, r⊗ l0,3) ∼= (A⊗M2(C)⊗ Cl1, id⊗ id⊗ st, r⊗ h⊗ l1,0)
(A⊗ Cl3, id⊗ st, r⊗ l3,0) ∼= (A⊗M2(C)⊗ Cl1, id⊗ id⊗ st, r⊗ h⊗ l0,1)
(A⊗ Cl4, id⊗ st, r⊗ l0,4) ∼= (A⊗M2(C)⊗ Cl2, id⊗ id⊗ st, r⊗ h⊗ l1,1)
and apply the above reasoning to unitaries in M2(A) = A⊗M2(C) with r
h = r⊗h
in place of r. With similar arguments as above we obtain:
• In the case r = 0, s = 3 we may take σz⊗1⊗ (1,−1) ∈M2(A)
r2⊗H⊗Cl1,0
as basepoint and the elements of KO4(A
r) are represented by self-adjoint
unitaries u in M4(A) (or M4m(A)) which satisfy r
h(u) = u.
• If r = 3 and s = 0 we can take 1⊗σy⊗(1,−1) ∈ A
r⊗H⊗Cl0,1 as basepoint.
The elements of KO6(A
r) are represented by self-adjoint unitaries u in
M2(A) (or M2m(A)) which satisfy r
h(u) = −u.
• Finally, for r = 0, s = 4 we may take 1 ⊗ 1 ⊗ σz ∈ A
r ⊗ H ⊗ Cl1,1 as
basepoint, and the elements of KO5(A
r) are represented by unitaries U in
M2(A) (or M2m(A)) which satisfy r
h(U) = U .
6. Extended topological phases of abstract insulators
We now describe the classification of extended topological phases of insulators.
We have argued in Section 2.3 that, if no symmetries are present and A is unital,
then the extended topological phases are in bijection with the Grothendieck group
GSe(A) of Se(A) =
⊔
nMn(A)
s.a.
inv/∼
e
h. Furthermore, by spectral flattening Se(A)
can be identified with
⊔
n U
s.a.
n (A)/∼
e
h where U
s.a.
n (A) are the self-adjoint unitaries
in Mn(A). So we only have to bring a grading into the scheme to obtain van
Daele’s K-groups. This can be done by the trick: consider the graded algebra
(A⊗Cl1, id⊗φ) then the map (x,−x) 7→ x yields a bijection between S(Mn(A)⊗
C1, id⊗ st) and U
s.a.
n (A) which preserves the equivalence relation so that
GSe(A) ∼= DKe⊗(1,−1)(A⊗ Cl1, id⊗ φ).
Thus the extended topological phases correspond to the elements of the group
K0(A, id) ∼= KU0(A). In particular, an insulator h defines the element [[h ⊗
(1,−1)], [e⊗ (1,−1)]] ∈ DKe⊗(1,−1)(A⊗Cl1, id⊗φ). Corrolary 5.4 provides us with
a precise condition under which two insulators yield the same element and hence
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define the same extended topological phase. If Ve(A, γ) has the cancelation prop-
erty then two insulators define the same extended topological phase if and only
if after adding on trivial insulators they are homotopic, but if Ve(A, γ) does not
satisfy the cancelation property then two insulators of the same extended topo-
logical phases are in general only homotopic after adding on trivial and negative
trivial insulators. A negative trivial insulator is an insulator whose Hamiltonian
h has strictly negative spectrum, and thus all of its states are occupied and it is
homotopic to −1. While a negative trivial insulator will be sensitive to the gap-
labelling its topological transport coefficients obtained from pairings with higher
Chern characters must vanish.
6.1. Insulators with symmetry.
Definition 6.1. Let A be a C∗-algebra and h ∈ A an abstract Hamiltonian, i.e. a
sefl-adjoint element.
(1) h has chiral symmetry if there is a grading γ on A such that γ(h) = −h.
(2) h has time reversal symmetry (TRS) if there is a real structure t on A such
such that t(h) = h.
(3) h particle hole symmetry (PHS) if there is a real structure p on A such
such that p(h) = −h.
The reasoning behind this definition is the following: Usually the symmetries of
an insulator are implemented on the Hilbert space by unitary or anti-unitary op-
erators whose squares are ±1 and the action on the Hamiltonian (or any operator)
is given by conjugation. If we think of the algebra as being faithfully represented
on the Hilbert space and the conjugation by such an operator preserves the image
of the representation then it defines an automorphism of order 2 on the algebra,
or a real structure in case the operator is anti-linear.
Insulators may have several of these symmetries, but then these are assumed to
commute. An insulator may have other symmetries which are given by (complex)
automorphisms which leave the Hamiltonian invariant (of order two or not, like
periodicities). These kind of "ordinary" symmetries are treated separately, for
instance, by factoring them out or performing a Fourier-Bloch transformation.
We do not consider them here. For that reason, two distinct chiral symmetries,
two distinct time reversal symmetries, or two distinct particle hole symmetries will
not be considered, as their product would be an ordinary symmetry. Note that
the product of a time reversal symmetry together with a particle hole symmetry
(which commute) yields a chiral symmetry and we may as well describe the same
situation by saying that we have a time reversal symmetry and a chiral symmetry
(which commute). We thus have the following combinations:
• no symmetry
• chiral symmetry
• time reversal symmetry
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• particle hole symmetry
• chiral symmetry and time reversal symmetry which commute (and hence
also, by taking their product, particle hole symmetry).
Now it is a very suggestive guess that the first case is described by an ungraded
complex C∗-algebra, the second by a graded complex C∗-algebra, the third and the
fourth by an ungraded C∗,r-algebra, and the last case by a graded C∗,r-algebra.
This is indeed what happens, but with slight twists which bring in the various
different Kn-groups.
6.2. Rough classification. Under minimal assumptions we get the classification
of topological phases by C∗-algebras as displayed in Table 3 which we explain
below.
6.2.1. No symmetry. We have discussed the case of no symmetry above under the
assumption that A is unital: The relevant algebra is the trivially graded complex
C∗-algebra A but to apply the unifying framework of van Daele K-theory in which
insulators correspond to odd self-adjoint elements we employed the trick to extend
the algebra to A⊗ Cl1 graded by id⊗ φ. This leads to the K-group
DK(A⊗ Cl1, id⊗ φ) = K0(A, id) ∼= KU0(A).
A non-unital algebra does not contain any invertible elements and so the above
cannot just be applied to non-unital algebras. But we can argue as follows: Let
h ∈ A be a self-adjoint element in the non-unital C∗-algebra A whose minimal
unitization we denote by A+. Recall that all K-groups of A are defined as the
kernel of the map induced on K-theory by the projection π : A+ → C (or R
in the real case). Suppose that h has a gap at µ. µ can’t be 0. The spectral
projections P≤µ(h) and P≥µ(h) on the spectral part below and above µ belong
to A+, as these projections are continuous bounded functions of h. Furthermore,
π applied to a projection in A+ is either 1 or 0, in fact it is 0 iff the projection
belongs to A. Since 1 = π(P≤µ(h)+P≥µ(h)) = π(P≤µ(h))+π(P≥µ(h)) we see that
either P≤µ(h) or P≥µ(h)) belongs to A. We will assume that P≥µ(h)) belongs to
A, otherwise we work with −h instead of h. Let h˜ = sgn(h − µ), the spectrally
flattened Hamiltonian shifted in energy such that the gap is at 0. Then h˜ =
P≥µ(h)−P≤µ(h)) and π(h˜) = +1. It follows that the element in K0(A+, γ) defined
by h˜⊗ (1,−1) ∈ A+⊗ˆCl1 lies in the kernel induced by π and hence in K0(A, γ).
6.2.2. Chiral symmetry. If the insulator has only chiral symmetry then it is most
natural to consider the associated algebra as a graded complex C∗-algebra (A, γ)
the grading being given by the chiral symmetry. Indeed, the odd self-adjoint
unitaries of A are then precisely the flattened insulators with chiral symmetry. The
classification of extended topological phases of insulators with chiral symmetry is
thus given by the group
DK(A, γ) = K1(A, γ).
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Again the above argument requires that A is unital, as we worked with invertible
elements. But now we cannot argue for the non-unital case as above, because if h
has chiral symmetry, h − µ has no longer chiral symmetry. We will see that this
situation can be improved if we have an inner grading.
We should also mention that chiral symmetry is incompatible with strictly pos-
itive spectrum and hence there is no trivial insulator with chiral symmetry. The
classification of extended topological phases with chiral symmetry remains there-
fore relative.
6.2.3. Time reversal symmetry. If the insulator has only time reversal symmetry
then it is most natural to consider the associated algebra to be a trivially graded
C∗,r-algebra (A, t) the real structure being given by the time reversal symmetry.
We overcome the apparent difficulty that this algebra has no odd elements by the
same trick as above: We consider (A⊗Cl1, id⊗φ, t⊗c) and identify the Hamiltonian
h with the odd element h⊗(1,−1) ∈ A⊗Cl1. Since t⊗c(h⊗(1,−1)) = h⊗(1,−1)
we see that this element lies in the real subalgebra (A⊗ Cl1)
t⊗l1,1 . Therefore, the
classification of extended topological phases of insulators with only time reversal
symmetry is given by the group
DK(A⊗ Cl1, id⊗ φ, t⊗ l1,1) = K0(A
t, id) ∼= KO0(A
t).
Again the above direct reasoning needs a unital A, but it is easily seen that the
non-unital case can be handled in exactly the same way as the case where there is
no symmetry at all, because if t(h) = h then also t(h−µ) = h−µ. Hence the class
of the spectrally flattened shifted Hamiltonian h − µ belongs to KO0(A
t) also in
the non-unital case.
6.2.4. Partical hole symmetry. If the insulator has only particle hole symmetry
then we consider again a trivially graded C∗,r-algebra (A, p) which we extend to
(A ⊗ Cl1, id ⊗ φ). But this time we use another extension of the real structure,
namely we choose the extension p⊗ l0,1 = p⊗φ ◦ c. Indeed, this extension absorbs
the minus sign in the behaviour of the insulator under PHS: if we identify the
Hamiltonian h with the odd element h ⊗ (1,−1) ∈ A ⊗ Cl1 then p ⊗ φ ◦ c(h ⊗
(1,−1)) = −h ⊗ (−1, 1) so that h ⊗ (1,−1) belongs to the real subalgebra (A ⊗
Cl1)
p⊗l0,1 . Therefore, the relevant algebra is (A ⊗ Cl1, id ⊗ φ, p ⊗ l0,1) and the
classification of extended topological phases of insulators with only particle hole
symmetry is given by the group
DK(A⊗ Cl1, id⊗ φ, p⊗ l0,1) = DK(A
p ⊗ Cl0,1, id⊗ φ) = K2(A
p, id) ∼= KO2(A
p).
As in the case of chiral symmetry we can’t work here with a non-unital algebra
neither is there a trivial insulator with particle hole symmetry, as p(h − µ) =
−h− µ 6= −(h− µ).
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6.2.5. Chiral symmetry and time reversal symmetry. If the insulator has both,
chiral symmetry γ and time reversal symmetry t (which commute) then it is most
natural to consider (A, γ, t) as the relevant algebra. Indeed, the odd t-invariant
self-adjoint unitaries of A are then precisely the flattened insulators with chiral
symmetry and time reversal symmetry. The classification of extended topological
phases of such insulators is thus given by the group
DK(A, γ, t) = K1(A
t, γ).
Also in this case we have to assume A to be unital, except, see below, in the case
that the chiral symmetry is inner.
Table 3. Rough classification of topological phases.
Symmetries graded algebra real subalgebra K-group
none (A⊗Cl1, id⊗st) not applicable KU0(A)
chiral γ (A, γ) not applicable K1(A, γ)
TRS t (A⊗Cl1, id⊗st, t⊗l1,0) (A
t⊗Cl1,0, id⊗st) KO0(A
t)
PHS p (A⊗Cl1, id⊗st, p⊗l0,1) (A
p⊗Cl0,1, id⊗st) KO2(A
p)
chiral, TRS γ, t (A, γ, t) (At, γ) K1(A
t, γ)
6.3. Classification w.r.t. a reference real structure. A finer classification of
insulators with real symmetry arrises if we take into account the relative signs of
the symmetry w.r.t. a reference real structure. From the mathematical point of
view this is a bit ad hoc and the reference real structure (which we denote by f) can
be any real structure to which the real structure of the symmetry is inner related,
but for physical reasons we think of f as the complex conjugation defined via the
physical representations of A, that is, f is given by (8). Recall that this is only
possible for vanishing or very special external magnetic fields, something which is
not too surprising as magnetic fields tend to break time reversal symmetry.
For the below classification we make the assumptions needed for Thm. 4.13.
(H1) The Gelfand spectrum of the center of the multiplier algebra of the ob-
servable algebra is connected. Equivalently, this center contains no other
central projections then 0 and 1. We argued that this is the case for sys-
tems for which the space of configurations Ω (orX) has a dense orbit, which
is the case for crystalline models and ought to be the case for disordered
systems.
(H2) There is a reference real structure f to which time reversal symmetry (or
particle hole symmetry, in case there is no time reversal symmetry) is inner
related, that is, r = AdΘ ◦ f for some homogeneous unitary Θ in the mul-
tiplier algebra of the observable algebra. This unitary has finite spectrum
or, if f∗ acts trivially on the center, the complement of its spectrum in S1
contains two points ±z.
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These conditions imply in particular that the signs of the real structures are well
defined.
Definition 6.2. A real symmetry r is called even (odd) if the relative sign η
(1)
r,f to
the reference structure f is +1 (−1).
This definition is justified by the fact that, if f is defined via (6) and r = AdΘ ◦ f
then η
(1)
r,f = (π(Θ)C)
2 which is the usual definition of even and odd symmetries. The
first of the two signs, η
(1)
r,f , has thus the interpretation of parity of the symmetry.
We will see that η
(2)
r,f is of a similar nature, provided the grading is inner.
In the case with chiral symmetry we may assume that the graded real structure
(γ, t) (and hence also (γ, f)) is balanced, because otherwise there would be no
insulator. We obtain Table 4 the results following directly from Thm. 4.13(1).
Table 4. Classification for insulators with chiral and real symmetry
relative to a reference structure f.
ηt,f real subalgebra K-group
(+1,+1) (Af, γ) K1(A
f, γ)
(+1,−1) (Af◦γ⊗ˆCl2,0, γ ⊗ st) K−1(Af◦γ , γ)
(−1,+1) (Af⊗ˆH, γ ⊗ id) K5(A
f, γ)
(−1,−1) (Af◦γ⊗ˆCl0,2, γ ⊗ st) K3(Af◦γ, γ)
In the absence of chiral symmetry A is trivially graded and we have to consider
A⊗ Cl1 with graded real structure (id⊗ φ, r⊗ s). If follows that η
(2)
r,f = +1. The
first sign η
(1)
r,f is the parity of the symmetry. We summarise the results in Table 5,
they follow directly from Thm. 4.13(2).
Table 5. Classification for insulators with one real symmetry rela-
tive to a reference structure f (no chiral symmetry).
symmetry η
(1)
r,f s real subalgebra K-group
TRS even +1 l1,0 (A
f⊗ˆCl1,0, id⊗ st) KO0(A
f)
TRS odd −1 l1,0 (A
f⊗ˆCl0,3,, id⊗ st) KO4(A
f)
PHS even +1 l0,1 (A
f⊗ˆCl0,1, id⊗ st) KO2(A
f)
PHS odd −1 l0,1 (A
f⊗ˆCl3,0, id⊗ st) KO6(A
f)
6.4. Classification of inner chiral symmetry. Recall that a chiral symmetry is
called inner if it is a symmetry of the form γ = AdΓ for some self-adjoint unitary Γ.
This is the case usually considered in physics. Indeed, usually chiral symmetry is
implemented on the Hilbert space through conjugation with a self-adjoint unitary
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Γ. If we think of A as being represented non-degenerately and faithfully on the
Hilbert space H via π then conjugation with a self-adjoint unitary Γ ∈ B(H)
induces an order two automorphism on A, provided that the conjugation preserves
π(A). What we suppose here is that Γπ(a) and π(a)Γ belong to π(A) for all a ∈ A.
Then Γ is an element of the multiplier algebra of A.
Again we assume that the grading is balanced (otherwise there would not be an
insulator), that is, there is an odd selfadjoint unitary e.
The presence of inner chiral symmetry has several consequences. First, van
Daele’s Ki(A, γ) or Ki(A
t, γ) can be related to standard KO-groups, second we
can define and work with A++ the compression of A onto the positive spectral part
of Γ. This will allow us to consider also non-unital A.
6.4.1. Only inner chiral symmetry. Recall that insulators which have chiral sym-
metry are described by a graded complex C∗-algebra (A, γ). If the grading is
inner then, by Prop. 5.6, the classification of extended topological phases of such
insulators is given by the group
K1(A, γ) ∼= KU1(A).
Furthermore, by Prop. 3.5, (A, γ) ∼= (A++⊗Cl2, id⊗ st) and the grading operator
Γ allows us to treat the case of non-unital algebras. Suppose that A is non-unital
but that h is an invertible element of the algebra AΓ generated by A and Γ, which
is certainly unital. This algebra contains the projections Π+ and Π− and assuming
that the grading is balanced it is easy to see that the isomorphism Ψe from Prop. 3.5
extends to an isomorphism between (AΓ,AdΓ) and (M2(A
+
++),Adσz) where A
+
++
is the minimal unitization of A++. It identifies h with Ψe(h) =
(
0 Qe(h)
Qe(h)
∗ 0
)
where Qe(h) = Π+ehΠ+. Let h˜ = sgn(h) and denote by π the projection A
+
++ → C
extended to 2 × 2-matrices. Then π(Ψe(h˜)) =
(
0 z
z¯ 0
)
for some complex number
z of modulus 1. This matrix is homotopic to σx inside the set of odd self-adjoint
unitaries. If we take e = σx as base point we see that [π(Ψe(h˜))] represents the
trivial class in DKe(Cl2, st) and hence [h˜] ∈ DKe(A++ ⊗ Cl2, id⊗ st) ∼= KU1(A).
6.4.2. Inner chiral symmetry and time reversal symmetry. Recall that insulators
which have inner chiral symmetry and time reversal symmetry are described by a
graded C∗,r-algebra (A, γ, t). If the grading is inner we have two possibilities which
are subject to Thm. 3.10: either the grading operator is time reversal invariant -
we said that in this case γ is a real inner grading - or it is anti-invariant - the case
of an imaginary inner grading.
In the first case, t(Γ) = Γ, we apply Prop. 5.7 to see that extended topological
phases are classified by
DK(A, γ, t) ∼= K1(A
t, id) ∼= KO1(A
t).
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The same argument as for complex inner chiral symmetry allows us to treat the
case in which we have a non-unital algebra with a real inner grading. Indeed, by
Thm. 3.10 (3+) we have (A, γ, t) ∼= (A++ ⊗ Cl2, id⊗ st, t++ ⊗ l1,1) and so we can
identify h with the odd element Ψe(h) of A
+
++⊗Cl2. Time reversal invariance now
means t++,2(π(Ψe(h))) = π(Ψe(h)) and hence π(Ψe(h˜)) =
(
0 z
z¯ 0
)
for z = ±1. We
may assume the positive sign, π(Ψe(h˜)) = σx, otherwise changing h to −h. In that
case [h˜] ∈ KO1(A
t).
In the case of inner chiral symmetry with time reversal anti-invariant generator,
t(Γ) = −Γ, Prop. 5.7 yields
DK(A, γ, t) ∼= K−1(At, id) ∼= KO−1(At).
Also in this case a non-unital algebra can be handled. The arguments are
parallel, except that now (A, γ, t) ∼= (A++ ⊗ Cl2, id ⊗ st, (Ade ◦ t)++ ⊗ l2,0) and
time reversal invariance means (Adσx ◦ t)++,2(π(Ψe(h))) = π(Ψe(h)). Contrarily
to the real inner graded case time reversal invariance does not put any further
restriction on π(Ψe(h˜)) =
(
0 z
z¯ 0
)
so that we can conclude as in the complex case
that [h˜] ∈ KO−1(At) for non-unital A as well.
We summarize these results in Table 6.
Table 6. Classification for insulators with inner chiral symmetry.
Here t˜ = Ade ◦ t.
Symmetries graded algebra real subalgebra K-group
only inner chiral (A++⊗Cl2, id⊗st) not applicable KU1(A)
real inner chiral (A++⊗Cl2, id⊗st, t⊗l1,1) (A
t
++⊗Cl1,1, id⊗st) KO1(A
t)
imag. inner chiral (A++⊗Cl2, id⊗st, t˜⊗l2,0) (A
t˜
++⊗Cl2,0, id⊗st) KO−1(A
t)
6.4.3. Classification of inner chiral symmetry w.r.t. a reference structure. We dis-
cuss the cases in which the chiral symmetry γ is inner and there is time reversal
symmetry which is inner related to a reference structure f. We assume that there is
an f-invariant odd self adjoint unitary e in M(A) and furthermore the conditions
H1 and H2.8
The grading is inner, that is, γ = AdΓ, with Γ
2 = 1. The time reversal symmetry
is inner related to f, i.e. t = AdΘ ◦ f, for a homogeneous unitary Θ. Therefore the
particle hole symmetry p := γ ◦ t can be written
p = AdΓΘ ◦ f
8Note that the existence of e is equivalent to the existence of a t-invariant self adjoint unitary,
as AdΘ(e) is AdΘ ◦ f-invariant if and only if e is f-invariant.
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and hence we see that its parity relative to f is
η
(1)
p,f = ΓΘf(ΓΘ) = ΓΘf(Γ)Θ
−1Θf(Θ) = Γt(Γ)η(1)t,f .
Since Γt(Γ) = ±1 depending on whether the grading is real or imaginary inner (for
the real structure t), we see that the parity of PHS equals to the parity of TRS
provided the grading is TRS invariant, and opposite otherwise. Furthermore
t(Γ)Γ = f(Γ)Γη
(2)
t,f .
Thus if f preserves the grading operator then η
(1)
t,f η
(2)
t,f is the parity of PHS. If f is
defined by (6) then f(Γ) = ±Γ means that π(Γ) is a real or an imaginary operator.
We treat first the case that Θ is even. We apply Thm. 4.13 to obtain
(M4(A), γ4, t4) ∼= (M2(A), γ2, f2)⊗ˆ(M2(C), id, r
′)
where r′ = l1,1 if η
(1)
t,f = +1 and r
′ = l0,2 if η
(1)
t,f = −1. Next we apply Thm. 3.10 to
obtain
(M2(A), γ2, f2)⊗ˆ(M2(C), id, r
′) ∼= (A, id, f)⊗ˆ(Cl2, st, r′′)⊗ˆ(M2(C), id, r′)
∼= (A, id, f)⊗ˆ(Cl4, st, l
′)
where r′′ = l1,1 if f(Γ)Γ = 1 and r′′ = l2,0 if f(Γ)Γ = −1 and l′ depends on r′, r′′
and can be determined by Lemma 3.2. This yields the following table in which we
include the real subalgebra and the K-group. Recall that Θ is even for that table
and thus t(Γ)Γ = f(Γ)Γ.
t(Θ)Θ f(Γ)Γ r′ r′′ l′ real subalg. K-group
+1 +1 l1,1 l1,1 l2,2 A
f ⊗ Cl2,2 KO1(A
f)
+1 −1 l1,1 l2,0 l3,1 A
f ⊗ Cl3,1 KO−1(Af)
−1 −1 l0,2 l2,0 l1,3 A
f ⊗ Cl1,3 KO3(A
f)
−1 +1 l0,2 l1,1 l0,4 A
f ⊗ Cl0,4 KO5(A
f)
We now consider an odd generator Θ. Thm. 4.13 yields now
(M2(A), γ2, t2) ∼= (A, γ, f ◦ γ)⊗ˆ(Cl2, st, r
′)
where r′ = l2,0 if η
(1)
t,f = +1 and r
′ = l0,2 if η
(1)
t,f = −1. Note that s := f ◦ γ = AdΓ ◦ f
is inner related to f with signs ηs,f = (Γf(Γ),+1). Note that e˜ =
(
0 ie
−ie 0
)
is an
s-invariant odd self adjoint unitary in the multiplier algebra of M2(A). We may
therefore apply Thm. 4.13 to (M2(A), γ2, s2) to obtain
(M2(A), γ2, (f ◦ γ)2) ∼= (A, id, f)⊗ˆ(Cl2, st, r
′′)
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with r′′ = l1,1 if Γf(Γ) = +1 and r′′ = l0,2 if Γf(Γ) = −1. Hence
(M4(A), γ4, t4) ∼= (A, γ, f ◦ γ)⊗ˆ(Cl2, st, r
′′)⊗ˆ(Cl2, st, r′)
∼= (A, γ, f ◦ γ)⊗ˆ(Cl4, st, l
′)
with l′ depending on r′′ and r′. We summarize the results for odd Θ in the following
table.
t(Θ)Θ t(Γ)Γ f(Γ)Γ r′ r′′ l′ real subalg. K-group
+1 +1 −1 l2,0 l0,2 l2,2 A
f ⊗ Cl2,2 KO1(A
f)
+1 −1 +1 l2,0 l1,1 l3,1 A
f ⊗ Cl3,1 KO−1(Af)
−1 −1 +1 l0,2 l1,1 l1,3 A
f ⊗ Cl1,3 KO3(A
f)
−1 +1 −1 l0,2 l0,2 l0,4 A
f ⊗ Cl0,4 KO5(A
f)
We observe that the K-group of the graded real subalgebra depends only on η
(1)
t,f
and t(Γ)Γ, or equivalently on the parities of the real symmetries. We summarize
our results in Table 7. (The grading is called real, if it is TRS invariant.)
Table 7. Classification for insulators with balanced inner chiral
symmetry and real symmetry relative to a reference structure f.
TRS PHS grading η
(1)
t,f t(Γ)Γ K-group
even even real +1 +1 KO1(A
f)
even odd imag. +1 −1 KO−1(Af)
odd even imag. −1 −1 KO3(A
f)
odd odd real −1 +1 KO5(A
f)
6.5. K-groups for tight binding models with real symmetry. As an appli-
cation we consider the K-groups of the observable algebra A = C(X,Mn(C))⋊αZ
d
and its real subalgebra Af = C(X,Mn(R)) ⋊α Z
d for tight binding models with
real symmetry. By stability of the K-functor we may assume that n = 1.
The general technique to determine the K-theory of a crossed product B⋊αZ is
by means of the Pimsner Voiculescu exact sequence [19] which has been adapted
to the real case in [24]. This is a 6-term or a 24-term exact sequence in complex
or real K-theory, respectively, and can be cut into 2 or 8 short exact sequences,
for each degree i one.
(12) 0→ CαKi(B)→ Ki(B ⋊α Z)
δ
→ IαKi−1(B)→ 0.
Here Ki(B) = Ki(B, id) is either complex or real K-theory for the ungraded
complex or real C∗-algebra B. Furthermore Cα is the coinvariant functor, that is,
for a module M with Z-action α, CαM = M/ ∼α is the quotient ofM by elements
of the form m−α(m), and Iα the invariant functor, IαM := {m ∈M : α(m) = 0}.
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In our case A can be written as an iterated crossed product: the Zd-action α is
given by d commuting Z-actions α1, · · · , αd and A = C(X) ⋊αd Z · · · ⋊α1 Z. We
thus need to iterate the above d times to obtain the K-theory of A. This becomes
quickly complicated, in particular as IαjCαkM need not to be the same as CαkIαjM
and that the exact sequence (12) may not split into a direct sum. However we can
make some general remarks.
1) If X is totally disconnected, which is true in our case since we assumed that
our configurations have finite local complexity, then Ki(C(X,F)) ∼= C(X,Ki(F))
where F = C or F = R. This follows from the fact that compact totally discon-
nected spaces are inverse limits of finite discrete spaces and the continuity of the
K functor. Under this isomorphism the action of Zd on Ki(C(X,F)) corresponds
to its action on X.
2) If X contains a dense orbit then IαC(X,Ki(F)) = Ki(F).
3) After d fold application of (12) the composition of the quotient maps δj ,
j = 1, · · · , d, is a surjective map
δ˜ = δd ◦ · · · ◦ δ1 : Ki(C(Ω,F)⋊α Z
d))→ IαC(X,Ki−d(F)).
An insulator h defines and element [h] of KUi(C(Ω,C)⋊α Z
d) or KUi(C(Ω,R)⋊α
Zd) with degree i depending to its symmetry (see Table 5,7). The strong invariant
of h is δ˜[h] ∈ IαC(X,Ki−d(F)). We list below in the case that X has a dense orbit
the group I = IαC(X,Ki−d(F)) of strong invariants. This table can be compared
with the the famous periodic table established in [23, 13].
Table 8. The group I of strong invariants for d-dimensional tight
binding models.
TRS PHS I
even - KO−d(R)
odd - KO4−d(R)
- even KO2−d(R)
- odd KO6−d(R)
even even KO1−d(R)
even odd KO7−d(R)
odd even KO3−d(R)
odd odd KO5−d(R)
4) The quotient map δ of (12) has a right inverse which is essentially given by the
Bott map [19]. Thus its pre-images may be computed. In the Kane-Mele model,
or any other two dimensional with odd TRS and no PHS the group of strong
invariants is I = KO2(R) ∼= Z2 (dense orbit assumed). Its generator corresponds
to the Bott projection over the 2-sphere, twice the Bott projection being trivial in
real the K-theory of the sphere (but not in the complex K-theory).
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5) For periodic models (band models) X is a single point and the action triv-
ial. The above calculation computes then the complex and real Ki-group of the
Brillouin zone Zˆd, with i as in the tables. The genuine Bott map is then a right
inverse to δ˜ and the preimage of I corresponds to the Ki-group of the d-sphere.
This is the invariant Kitaev describes as π0(Ri−d), the "non weak" invariant [13].
6) The periodic table of insulators established in [23, 13] can also be obtained
in the context of models described by differential operators (continuous mod-
els), that is, from the algebra A = Mn(C) ⋊id R
d, which arises if Ω is taken
to be a point and there is no magnetic field, again with reference real structure
f(F ) = F (from Section 4.3). Indeed, the Fourier transform yields an isomorphism
(Mn(C) ⋊id R
d, f) ∼= (C0(R
d,Mn(C)), r) where r(Fˆ (k)) = c(Fˆ (−k)). Furthermore
C0(R
d,Mn(C))
r is the n-fold dual suspension of Mn(R) [24] and therefore
KOi(A
f) ∼= KOi(C0(R
d,Mn(C))
r) ∼= KOi−d(R).
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