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This paper considers the effects of intermittent injection of a liquid jet or spray on the initial break-up and
mixing of one ﬂuid with the surrounding ambient ﬂuid. The aim of the analysis is to describe the physical
process and indicate the mechanisms that control the mixing under different ﬂow conditions (time-
dependent injection and its frequency relative to the time scales of the ﬂow) and ﬂuid properties (density
ratio), Schmidt number for a single phase case which is studied for comparison, or the Weber number for
the two-phase cases. The computations use Large Eddy Simulation (LES) to account for turbulence, and
either Volume Of Fluid (VOF) for the initial break-up or Lagrangian Particle Tracking (LPT) with droplet
break-up model in the case of liquid droplets injected into the ambient gas. The results show that,
depending on the physical properties of the liquid and ambient gas, the initial break-up and turbulent
mixing can be enhanced substantially with intermittent injection. The numerical modeling is validated
by recovering key results of experimental and analytical works. It can be observed that a main effect dur-
ing the mixing is the suction of ambient ﬂuid at the tail of the injected liquid, which depends on the ﬂuid
properties. Increased injection frequency shows to increase the mixing signiﬁcantly during the initial
transient phase.
 2014 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Turbulence is a well-known mechanism to enhance mixing.
Steady, i.e. continuously injected, turbulent jets generate large
scale vortices which enhance the large scale mixing and the
entrainment of ambient ﬂuid into the jet. The shear-layer of the
jet produces also small scale turbulent eddies that are responsible
for the local mixing. For many applications, such as a fuel jet
injected into a combustion chamber, the time and space that is
allowed for mixing is limited. The mixing time of a species by
molecular diffusivity is proportional to l2=Dm, where Dm is the
molecular diffusivity and l is a characteristic length-scale of the
ﬂow. The corresponding time for turbulent mixing is proportional
to l=u, where u is the mean turbulent velocity ﬂuctuation. The ratio
of the former to the later time is Re  Sc where Re and Sc (¼ m=Dm)
are the Reynolds and Schmidt numbers, respectively. This product
is large in most engineering applications (in gases mainly due to
large Re), implying that in turbulent ﬂow the mixing is dominated
primarily by turbulence.However, it was observed in the past that pulsatile injection,
instead of continuous, enhances entrainment and mixing. In the
review paper of Nathan et al. [27] mixing in jets is considered to
be subjected to some means of jet exit nozzle pattern excitations.
These excitations include acoustic excitation, ﬂapping planar jet
ﬂows, and precessing round jet ﬂows. The authors [27] note the fact
that even relativelyminor changes to the exit ﬂowpatternof a round
jet, through changes to the exit nozzle proﬁle are found to propagate
downstream into the far ﬁeld. It is noted that increased large-scale
mixing does not necessarily result in increased ﬁne-scale mixing.
The importance of generation of such structures on far ﬁeld mixing
is also questionable. However, in the situations considered here, the
jet has limited length and hence we consider the near ﬂow ﬁeld,
where the generated large scale structures have been proved to be
beneﬁcial formixing, as is described below. By running the jet under
unsteady conditions, improvement in terms of mixing can be
attained. Borée et al. [4] carried out hot-wire measurements of a
suddenly decelerating circular jet. They found large radial inﬂow
of external ﬂuidoccurringduring thephase of velocitydecrease. This
radial inﬂow causes enhanced entrainment. Additionally, a local
negative energy production from the turbulent ﬁeld to the mean
ﬁeld was found, which appears on the jet axis during the transient
evolution. The effects of jet unsteadiness on mixing have been
noticed some time ago. Joshi and Schreiber [18] studied impulsively
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phase. Favre-Marinet and Binder [13] showed that the entrainment
of external ﬂuid in a jet is increased signiﬁcantly in the ﬁrst few jet
diameters by a large amplitude modulation (40 %) of the fuel injec-
tion velocity. However, these authors have shown that the devel-
oped zones of both pulsed and steady jets are very similar. Tanaka
[34], Bremhorst and Hollist [7] measured the characteristics of air
jets intermittently discharged into ambient ﬂuid. This type of jet
shows a much higher rate of entrainment than steady jets at the
samemass ﬂowdo. In the LDVmeasurements of Bremhorst andHol-
list [7] a pulsed subsonic jet with a signiﬁcant no-ﬂow period
between pulses has been studied. It is shown that such a jet has
much higher entrainment than steady or partially pulsed jets of
the same mass ﬂow. The effect of pulsations is observed up to dis-
tances of 50 nozzle diameters. Reynolds stresses are considerably
larger than for a steady jet and are considered to be responsible for
the increased entrainment. Kato et al. [19] showed, using pH indica-
tors, that the mixing process in the jet is signiﬁcantly modiﬁed by
unsteady effects. The entrainment velocity depends not only on
the jet velocity, but also on its time derivative. Similar ﬁndings of
the effects of jet unsteadiness have been observed by Johari and
Paduano [17] in their gravity-driven ﬂow, in which they used dyed
ﬂuid from a vertical tube ﬂowing into a large water tank. The mea-
surements revealed that the portionof the unsteady jet, correspond-
ing to the deceleration phase, dilutes more than the steady jet. By
using acid-base neutralization reaction, it was shown that the jet
mixes in a shorter distance than the steady jet. Modern diesel
engines use so called common rail injectors. The injectors can be
steered electronically with respect to duration and frequency of
injection. Doudou [10] studied a single nozzle of such an injector.
The axial velocity of the dropletswas studied. The radial distribution
of the normalized axial mean velocity was similar to that of the free
gas jet within r=r0:5 = 1.0–1.5 regardless of time (r0:5 is the radius
where the jet velocity attains half of the velocity at the center-line).
The effects of intermittent injections on entrainment were not con-
sidered. Experiments and experience in the diesel engine industry
indicated the beneﬁts of staged/multiple injection of fuel. The initial
purpose has been to generate stratiﬁed charges, but it has been
observed that enhancedmixing is attained at the endof the injection
pulse. A related engineering solution is using so called rotating fuel
injectors (c.f. Choi et al. [9]). Borée et al. [4] measured the spatial
and temporal evolution of axial velocities after a deceleration phase
and showed that the region of increased entrainment grows in axial
extent as it propagates downstream. Measurements carried out in
recent years have shown that diesel jets experience greater mixing
rates during and after a deceleration phase [26]. There have been
some attempts to explain the observed effect of mixing at the end
of injection. Pastor et al. [28] proposeda1-Dmodel for studyingmix-
ing of an inert diesel spray. The main assumptions of the model are
the mixing-controlled hypothesis. The authors claim, that by mak-
ing some further assumptions, the model would enable the estima-
tion of the distribution of properties within the spray as well as the
tip penetration. A more detailed analysis by Musculus and Kattke
[25], Musculus [24] using also a 1-D model, indicates the formation
of a so called entrainment wave. This entrainment wave propagates
at a speedwhich is twice the speedof the (center-line) velocity of the
jet.With the focus on the decelerating phase of a single phase jet, Hu
et al. [16] performed three-dimensional simulations, which showed
that mainly the large scale turbulent structures are responsible for
the enhanced entrainment.
It is interesting to note that the effects of pulsed injection can
also be observed in natural jets: there are objects in space, e.g.
young stars, compact objects or galactic supermassive black holes,
that generate astrophysical jets [3,14,30]. These jets consist of
mass, momentum, energy or magnetic ﬂuxes that are transported
either through the interstellar or the intergalactic ambient med-ium. These jets have been modeled experimentally [2] and numer-
ically [35]. Despite the fact that the properties of these kinds of jets
are of a complete different parameter range than the above
described fuel jets, similar features could be observed: the tail of
the jet pulse moves with a different speed than the head. In this
case, it was observed that the tail moves faster for jets that are den-
ser than the ambient medium and slower for jets that are less
dense than the ambient medium.
In the following we study numerically the behavior of an inter-
mittent fuel jet into quiescent surrounding gas and analyze this
behavior for different parameter set-ups; i.e. variations in the
liquid/surrounding ﬂuid density ratio, surface tension and injection
repetition rate (relative to injection time). Enhanced mixing by
intermittent injection is conﬁrmed and explained by the axisym-
metric vortex that is generated in the wake of the fuel jet whereby
the speed at the tail increases relative to the head of the jet. The
effect of intermittent injection of different frequencies on the
atomization region, as well as on the spray region, is studied apply-
ing the VOF and the LPT method respectively.
2. Theoretical considerations
A typical injection scheme into a modern internal combustion
engine includes several pulses. The intermittent injection has mul-
tiple functions. The ﬁrst group of injections is to deliver the major
portion of fuel used by the engine, whereas the later injections are
aimed at improving emission formation properties of the engine. A
late injection may also be added in order to allow enough hot fuel
in the exhaust gas, so as to enable the re-burning of soot in the
after-treatment system. As already mentioned above, partitioned
injection has been found beneﬁcial for the combustion process.
Mixing may be regarded as the outcome of two (interlinked) pro-
cesses. Larger scale vortices may transport species (scalars in the
following) over longer distances in a given time, whereas smaller
scale turbulence can account for local mixing that is mandatory
for combustion and determines the formation of emissions. In
the following, we study the contribution of different terms to the
formation and strength of large scale vortices for different cases.
Examining the vorticity (x) transport equation (Eq. (1)),
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shows the contribution to production through vortex stretching (I),
the dilation term (II) and the so called baroclinic term (III). The vor-
tex stretching term is essential for maintaining turbulence and in
the enhanced mixing process found in non-circular exit nozzles,
chevrons, and ﬂuidic injections. The vortex stretching term is not
directly related to the mechanisms of intermittent injection. Yet it
plays an important role at the wake of the jet, where stopping the
fuel injection leads to the formation of a shear-layer with a role-
up of an annular vortex as a result. The baroclinic term (relates vor-
ticity generation to the non-alignment of pressure and density gra-
dients) may be important for non-isothermal cases. This situation
may occur when density variations are formed by local heat-release
(i.e. combustion) or transients of the type expected in our cases. The
dilation term (ii) can be expressed, by using the continuity equa-
tion, as:
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As seen, the term depends directly on the temporal and spatial
gradients of the density. Thus, for ﬂows with large density non-uni-
formities there is a contribution to the generation/destruction of
vorticity. It is also observed that large positive temporal density
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This may happen in the wake of the liquid fuel jet. As the injection
stops, thedensitybehind the endof the jet is lowand, as ambientﬂuid
is sucked in, the density increases gradually; at the same time the
spatial derivative of the density in the jet axis direction may also
bepositive.Altogether, the enhancedentrainment is explainedqual-
itatively through such simple arguments. However, such a simple
explanation does not account for the complete phenomenon in
detail. As it is pointed out by Zeman [38] the dilatation term may
lead also to enhanced dissipation (the so called dilatation
dissipation).
3. Governing equations and numerical methods
In this study, the atomization region of a liquid jet and the spray
region are investigated independently. The term atomization region
is used herein for the location in space where an intact liquid core
is present and disintegrates, by primary breakup, into a dense spray.
The term spray region is used for the location in space where the
liquid droplets occupy a very small volume compared to the sur-
rounding air, also referred to as dilute spray or far ﬁeld in literature.
TheVOFmethod is applied to describe the atomization region,while
the LPT method is applied to describe the spray region.
3.1. Atomization region
The VOF method is used to handle the liquid and the gaseous
phase. The ﬂow ﬁeld is described in Eulerian framework by the
incompressible, isothermal Navier–Stokes equations for multi-
phase ﬂows without phase changes. The equations are non-dimen-
sional, normalized by the nozzle diameter (dnoz), the injection
velocity (Uinj), the liquid density (ql), and the liquid kinematic vis-
cosity (ml). Evaporation takes place at the liquid surface, but, as the
liquid surface to mass ratio in this ﬂow regime is low, evaporation
can be neglected [12]. Thus, it is reasonable to assume constant
temperature. Mass conservation is given by Eq. (3a) and momen-
tum conservation by Eq. (3b).
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The last term on the right hand side of themomentum equation rep-
resents the effect of the surface tension of the liquid at the phase
interfaces, where j is the non-dimensional interface curvature, d is
the Dirac function, and ni a unit vector normal to the interface. The
jet Reynolds number (Rejet) andWeber number (Wejet) are deﬁned as
Rejet ¼ Uinjdnozml ð4Þ
and
Wejet ¼
qlU
2
injdnoz
r
: ð5Þ
To compute the phase interface, a transport equation for the liquid
volume fraction a in a computational cell is solved additionally,
@a
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þ @uia
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¼ 0; ð6Þ
where a ¼ 1 represents a computational cell which is fully ﬁlled by
liquid and a ¼ 0 represents a computational cell which is fully ﬁlled
by gas. The viscosity l and density q in the momentum equation
are non-dimensional parameters, relating to 1 for cells completely
ﬁlled with liquid, and to the gas–liquid viscosity and density ratio
for cells completely ﬁlled with gas. For cells that contain an inter-
face, l and q obtain a value between 1 and the gas–liquid viscosity
and density ratio, assuming a linear dependency on a.The surface tension term in the momentum conservation equa-
tion is modeled as described in Brackbill et al. [6], where the prod-
uct of the Dirac function and the interface unit normal is in non-
dimensional quantities expressed by
dni ¼ @a
@xi
: ð7Þ
The interface curvature is estimated from the a ﬁeld using the
Direction Averaged Curvature model [20]. To reduce the computa-
tional effort, the curvature is calculated in the direction of the larg-
est normal component of the curvature. The interface capturing
method has shown second order global accuracy when applied to
a transient rising bubble [21]. The maximum error in the curvature
for a droplet under static equilibrium, using this method has been
investigated in Löstad et al. [22]. It has been shown that, if the drop-
let is resolved by ten cells over the diameter, the maximum error for
j is approximately 4 %.
The governing equations are discretized by the Finite Difference
Method (FDM). The convective terms are approximated by a third-
order accurate scheme, the diffusive and pressure terms by fourth-
order schemes, and the time derivatives by an implicit second-
order backward scheme. The large scale structures in the ﬂow ﬁeld
are simulated by LES, where the discretization scheme applied on a
grid acts as a low-pass ﬁlter. The grid size, h, is considerably smal-
ler than the largest scale, but it is as well much larger than the Kol-
mogorov scale eddies (l0  h  g) for large Reynolds numbers. In
this work, the implicit turbulence model [5,29] with no explicit
Sub-Grid-Scales expression is used. By not including explicit dissi-
pation, the overall dissipative properties of the discrete system are
reduced. It must be emphasized that such a model is only reliable if
the resolution is ﬁne enough to allow a clear separation of scales of
the integral and the dissipative scales. This is reasonable if a con-
siderable part of the turbulence energy spectrum is resolved, i.e.
the computational grid is ﬁne enough. In that case, the implicit tur-
bulence model is also accurate for the liquid–gas interface of drop-
lets: droplets are small, thus, to distort a droplet, the turbulence
spectrum needs to contain a signiﬁcant amount of energy in the
small scales. As the largest part of the turbulence energy is trans-
ported by large scales, the effect of the small scale motions on
the liquid–gas interface can be neglected.
In the cases considered here, the grid is chosen to be approxi-
mately three times ﬁner than the size of Taylor scale eddies.
3.2. Spray region
The continuous gaseous phase is described in Eulerian frame-
work by the Navier–Stokes equations with constant diffusivities
and coupled to the liquid phase by two-way coupling [11]. As
the spray is dispersed and its droplets are small, the isothermal
assumption taken in the atomization region may not suit any
longer, and temperature changes as well as droplet evaporation
are taken into account. Low Mach number ﬂow is assumed, which
means that the density is a function of the temperature only. The
continuous phase volume fraction is assumed to be unity. Mass,
momentum, energy, and mixture fraction conservation are given
in dimensional form by Eqs. (8a)–(8d).
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Fig. 1. Geometry of the the domain and boundary conditions.
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Fig. 2. Average streamwise velocity at z ¼ 27:5 and y ¼ 0 for different grid
resolutions.
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Source terms for mass, momentum, energy and mixture fraction,
_qg;s;qgFs;i; _Q s and _Zs, are introduced, which account for the coupling
of the liquid to the gaseous phase.
The system of equations is closed by the equation of state,
qg ¼
qg;inTg;in
Tg
¼ pin
RTg
; ð9Þ
where R is the speciﬁc gas constant, and the subscript ‘in’ denotes
the inlet conditions. Thus, the gas density is only depending on
the temperature and is independent of the pressure.
The convective terms are approximated by an up to ﬁfth-order
WENO scheme, the diffusive and pressure terms by fourth-order
central differences, and the time derivatives by an implicit sec-
ond-order backward scheme. The large scale structures in the ﬂow
ﬁeld are simulated by LES. The residual stresses are modeled by the
implicit SGS modeling, as discussed in Section 3.1.
Aerodynamic drag forces are taken into account for the momen-
tum exchange between the gaseous and liquid phases. The acceler-
ation of an isolated, rigid, spherical droplet is, according to
Newton’s second law of motion, given by
d~ud
dt
¼  3qg
4qldd
Cwjureljurel; ð10Þ
where Cw is the drag coefﬁcient of the droplet and urel the velocity
of the droplet relative to the air. Following Schiller and Neumann
[32], Cw is deﬁned depending on the droplet Reynolds number,
Red, as:
Cw ¼ 24Red 1þ
1
6
Re2=3d
 
for Red 6 1000; ð11Þ
Cw ¼ 0:424 for Red > 1000: ð12Þ
The inﬂuence of droplet deformation on the drag and resulting lift
forces is not taken into account. The droplet Reynolds number is
deﬁned as
Red ¼ urelddmg : ð13Þ
For secondary breakup, the bag breakup and the stripping
breakup regimes are assumed to be dominant. They are modeled
according to Caraeni et al. [8], which combines the Wave Breakup
model and the Taylor Analogy Breakup Model. The evaporation of
liquid mass is taken into account by an evaporation model, which
assumes that the droplet is composed of a single-component and
has a spherical shape with uniform properties [1].
4. Code veriﬁcation
The used computer codes are veriﬁed, according to Roache [31],
to check if the used equations are solved correctly. To verify the
VOF and LPT codes, simulations are run for different grid resolu-
tions on domains as sketched in Fig. 1. The error estimates below
are based on time-averaged quantities, thus, continuous jets are
run for the grid resolution study.
4.1. VOF code
As boundary conditions at the inlet, Dirichlet condition is
applied, i.e. the velocity vector is given, and at the outlet zero-gra-
dient condition is applied to the velocity components and scalars.
At the walls, no-slip condition is applied for the velocity compo-
nents and zero-gradient condition is applied to the scalars.
The liquid jet inlet has a diameter of dnoz ¼ 104 m, and the
injection speed is Uinj ¼ 500 m/s. The simulation and the results
in the following are normalized to dnoz and Uinj. The cases for codeveriﬁcation are all run for a liquid–gas density ratio qlqg ¼ 10, a
liquid–gas viscosity ratio lllg ¼ 3:42, a jet Reynolds number
Rejet = 15,000, and a jet Weber number Wejet = 10,000.
The inﬂuence of the cell size on the jet is investigated for cell
sizes of h ¼ 0:2;0:1 and 0:05 dnoz. The domain is of the dimension
equal to 8  8  24 dnoz. The average streamwise velocity at the
downstream position z ¼ 27:5 dnoz for the different grid resolutions
is shown in Fig. 2. The coarse grid in the case of h ¼ 0:2 causes high
numerical diffusion, which damps turbulence. Thus, the spray does
not widen up as much as it can be seen in the cases with a ﬁner
grid. Comparing the centerline velocity of the cases h ¼ 0:1 and
0.05, a difference of less than 4 % is observed, therefore the simu-
lations are performed with a grid resolution of h ¼ 0:05 dnoz.
A Richardson extrapolation has been performed for the average
streamwise velocity at three points in the domain. The location of
the points and the results are given in Table 1. The apparent order
of discretization, v, is between 2.5 and 3.7, which is in the expected
range. The relative errors, w1, are considered to be sufﬁciently low.
It has to be noted that for all grids there is no grid point exactly
located at the above mentioned coordinates, but the values for
hustr;1i are interpolated linearly from the neighboring grid points,
introducing interpolation errors.
Table 1
Error estimates of the VOF results based on the Richardson extrapolation. Derived for
the average streamwise velocity at points located at z ¼ 27:5 and y ¼ 0.
x = 0.0 x = 0.5 x = 1.0
h1 0.05 0.05 0.05
h2 0.1 0.1 0.1
h3 0.2 0.2 0.2
hustr;1i 0.812 0.707 0.466
hustr;2i 0.827 0.689 0.415
hustr;3i 0.975 0.454 0.133
v 3.3 3.7 2.5
w1 0.2 % 0.4 % 10.6 %
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the present case of a steady jet in Grosshans [15], where the above
results are compared to cases applying low-order methods (1st
order for convective terms, 2nd order for pressure, and diffusive
terms and 1st order for time derivatives). It has been shown that
the usage of high order schemes is preferable over the usage of
low order schemes in conjunction with a ﬁner grid, which is in
accordance with the previous study of Mosedale and Drikakis [23].
4.2. LPT code
Grid dependency is an inherent problem for simulations in LPT
framework. On one hand, one wishes the grid to be ﬁne to reduce
the discretization error. On the other hand, the cells have to be
large enough so that the droplets are so small that the volume it
displaces is negligible. Thus, convergence of the results cannot be
expected for ﬁner grids, and results on ﬁner grids are not necessar-
ily more accurate (a detailed discussion can be found in Sirignano
[33]).
However, simpliﬁed cases are run with the LPT approach to ana-
lyze its behavior for grid reﬁnements. The injection nozzle has a
diameter of 150 lm. The inﬂuence of the cell size on the jet is
investigated for cell sizes of h ¼ 4;2, and 1 dnoz. The domain is a
cuboid of the dimension equal to 33  33  66 dnoz. A dispersed
liquid is injected with a velocity of 150 m/s. The droplet diameters
follow, at injection, aRosin–Rammler distribution. The SMD of the
droplets at the injection nozzle is 5 lm. As variable, /, the average
streamwise velocity (normalized to the injection velocity), hustri,
and the average droplet diameter, hddi, of two points has been cho-
sen. The location of the points and the results are given in Table 2.
5. Simulation set-up
Liquid is injected through a nozzle with the diameter
dnoz ¼ 100 lm into quiescent air according to the velocity proﬁleTable 2
Error estimates of the LPT results based on the Richardson extrapolation. Derived for
the average streamwise velocity and the average droplet diameter at points located at
z ¼ 55 and y ¼ 0.
hustri hddi
x = 11.6 x = 15 x = 5 x = 11.6
h1 1.0 1.0 1.0 1.0
h2 2.0 2.0 2.0 2.0
h3 4.0 4.0 4.0 4.0
/1 0.011 0.243 0.0 lm 0.81 lm
/2 0.013 0.261 0.96 lm 11.2 lm
/3 0.067 0.213 0.88 lm 9.2 lm
v 1.25 1.44 3.61 2.04
w1 30.7 % 6.2 % 12.1 % 35.1 %shown in Fig. 3. s1 denotes the time duration of liquid injection
at a constant velocity, Uinj. s2 denotes no injection. s1 and s2 are
given in non-dimensional units relating to dnoz=Uinj.
Simulations of the primary breakup of the jet are run by apply-
ing the VOF code and simulations of the liquid spray are run by
applying the LPT method. The VOF domain is of the dimension
equal to 8  8  24 dnoz. The nozzle diameter is resolved by at least
20 grid cells, which results in totally 13,5 million cells that are
equally distributed on 16 processors. The ﬂow properties of the
VOF simulations are given in Table 3. The LPT domain is of the
dimension equal to 40  40  200 dnoz. Grid reﬁnements are used,
resulting in a grid that resolves the nozzle diameter with 2 grid
cells, which results in 500,000 cells. The ﬂow properties of the
LPT simulations are given in Table 4.6. Results
The propagation of the jet of case vof.bI is shown in Fig. 4. As the
Weber number is very high and the liquid density equals the gas-
eous density, the case is similar to a single-phase jet. In Fig. 4(a) the
ﬁrst pulse enters the domain. Clearly, the mushroom cape shape,
typical for a Rayleigh–Taylor instability, can be observed, identical
to a continuous jet. In Fig. 4(b) the pulse still disintegrates at the
head just like a continuous injected jet, but also break-ups at the
tail can be seen. The tail of the liquid jet generates an axisymmetric
vortex which drives in ambient ﬂuid into the tail of the injected
ﬂuid; this is in accordance to the ﬁndings in Hu et al. [16]. As it
was already presumed in Section 2, vortex stretching is a main con-
tributor for the increased axial velocity of the tail, as it is compared
to the head of the jet. Therefore, the pulsed jet breaks up faster into
droplets and mixes faster than a continuous jet. Fig. 4(c) shows
that the ﬁrst pulse is already completely broken up when the sec-
ond pulse starts to enter the domain. In Fig. 4(d) the third pulse
enters the domain.
Fig. 5 shows the propagation of the jet of case vof.cII. This case is
oriented on Diesel conditions, hence surface tension effects and the
liquid density are taken into account. Compared to case vof.bI, theτ τ
Fig. 3. Velocity proﬁle of pulsed liquid injection.
Table 3
Characteristics of the VOF simulations for pulsed liquid injection.
CASE Rejet qlqg
ll
lg
Wejet s1 s2
vof.aI 9300 1 2.8 108 10 10
vof.aII 9300 20 2.8 108 10 10
vof.bI 9300 1 2.8 108 10 20
vof.bII 9300 20 2.8 108 10 20
vof.cII 9300 20 2.8 500 10 10
vof.dII 9300 20 2.8 500 5 5
vof.eII 9300 20 2.8 500 20 20
Table 4
Characteristics of the LPT simulations for pulsed liquid injection.
CASE Red qlqg
Wed s1 s2
lpt.aI 2200 250 10 10 10
lpt.aII 2200 250 20 10 10
lpt.bI 2200 250 10 10 20
lpt.bII 2200 250 20 10 20
H. Grosshans et al. / Computers & Fluids 107 (2015) 196–204 201faster jet propagation due to the larger liquid inertia is observed.
The larger surface tension stabilizes the pulse and it thereforeFig. 4. Pulsed liquid injection, case vof.bI, blue color represents the liquid phase. (For inte
web version of this article.)
Fig. 5. Pulsed liquid injection, case vof.cII, blue color represents the liquid phase. (For inte
web version of this article.)disintegrates less compared to case vof.bI. The surface tension
has the effect of keeping the integrity of the liquid structures and
making the ligaments more spherical in character. Again, the ﬁrst
pulse breaks up at its head in the same way as a continuous jet.
A large ligament can be observed at the tail that separates from
the jet, see Fig. 5(d). This corresponds to the break-up of the tail,
which was also observed for the case vof.bI; this leads to a faster
liquid disintegration compared to a continuous jet. In Fig. 5(d),
the second pulse can be observed entering the domain. The head
of the pulse collides with slower droplets originating from the ﬁrst
pulse. This can be identiﬁed as another additional mechanismrpretation of the references to color in this ﬁgure legend, the reader is referred to the
rpretation of the references to color in this ﬁgure legend, the reader is referred to the
202 H. Grosshans et al. / Computers & Fluids 107 (2015) 196–204enhancing the breakup of the pulse, which is not present in contin-
uous jets.
In order to monitor the centerline velocity two points are intro-
duced in the domain, similar to experimental settings Witze
[36,37]. The corresponding results for two exemplary VOF and
two exemplary LPT cases are shown in Fig. 6. The propagation
speed of the second injection pulse is analyzed. In general, the axial
velocity at both positions decreases to close to zero when no injec-
tion pulse is present. The axial velocity increases suddenly, reach-
ing a plateau, and then decreases suddenly again. The time span
between the point in time where the plateau velocity is reached
and where it leaves the plateau is considered to be the presence
of the injection pulse. It can be seen that this plateau is clearly
deﬁned for the cases vof.cII (Fig. 6(b)), vof.aII, vof.bII and vof.eII.
In opposite, high ﬂuctuations are present in the cases vof.bI
(Fig. 6(a)) and vof.aI. This results from the low surface tension
and, therefore, faster liquid disintegration and low density ratio;
those conditions lead to a higher turbulence level in the jet, a
stronger distortion caused by the inertia of the surrounding air, a
faster breakup of the jet, and therefore higher ﬂuctuations.
For all simulations, it can be observed that the time span
between the arrivals of the head of the injection pulse is larger
than the time span between the arrivals of the tail of the pulses.
This means that a region of deceleration propagates faster down-
stream than the head of the jet. This effect was also found experi-
mentally by Witze [36,37] and analytically in Musculus [24]. BothFig. 6. Center-line axial velocity of thfound that the transit time for the tail is half the transit time for the
head and related the effect to an entrainment wave traveling dou-
ble as fast as the injection pulse itself. This factor of two can also be
observed here for the cases vof.cII (Fig. 6(b)), vof.dII and vof.eII,
which are characterized by realistic physical properties. From this,
it can be concluded that the current simulation set-up recovers the
key results obtained by analytical and experimental studies, in
terms of the speed of the entrainment wave. Also, it can be con-
cluded that the injection frequency has no effect on the relative
tail-speed, within the studied parameter range. In the cases vof.aII
and vof.bII, where the surface tension is reduced to zero, this factor
is slightly reduced to 1.8 and 1.75, respectively. In the cases vof.aI
and vof.bI (Fig. 6(a)), where the surface tension is reduced to zero
and the liquid–gas density ratio is reduced to 1, the transit time
factor is reduced to 1.35 and 1.4, respectively. It is interesting to
see whether the effects discussed above depend on the initial
break-up of the fuel jet, or it is the effect of intermittent injection.
Hence, we compare the case of a continuous jet case with break-up
(using VOF) and a case where the injected jet consists of discrete
droplets undergoing secondary break-up (using LPT). These cases
correspond to realistic values of the surface tension and Weber
number. The liquid–gas density ratio is close to those found in a
high compression engine. Cases lpt.bI (Fig. 6(c)) and lpt.bII
(Fig. 6(d)) capture the effect of the accelerated tail completely
and a ratio of 2 between the head and tail velocities is shown. Thus,
also the LPT simulations are able to recover the key results of thee jet vs. time, VOF and LPT cases.
Fig. 7. Mixing indicator for cases vof.cII, vof.dII and vof.eII.
H. Grosshans et al. / Computers & Fluids 107 (2015) 196–204 203previous experimental and analytical ﬁndings. For the case LPT.aI,
the corresponding factor is reduced to 1.8, which implies that the
injection frequency has small inﬂuence on the tail-speed in the
spray region, in opposite to the atomization region.
To quantify the achieved mixing, the rms of the liquid volume
fraction in the domain is monitored. This value is normalized to
the worst possible rms related to the amount of liquid that is cur-
rently present in the domain. This worst possible rms corresponds
to a theoretical case where no mixing occurs, thus all liquid is
located in a certain amount of cells, whereas in the other cells no
liquid is present. Thus, if the normalized value becomes 1 it relates
to no mixing at all, whereas a value 0 relates to a perfect mixing in
the domain. The evolution of this mixing indicator is shown in
Fig. 7 for the cases vof.cII, vof.dII and vof.eII. The mixing directly
after the beginning of the injection is low, but the negative gradi-
ent of the curve indicates the improvement of the mixing stem-
ming from the break-up of liquid structures in the domain. The
positive gradients at later stages correspond again to injection of
liquid mass, which will later mix. Due to this mixing, the indicator
decreases again during the timespans when no liquid is injected. It
can be seen that the mixing, at least for the ﬁrst few injection
pulses (in which we are interested in the present study), improves
with a higher injection frequency. This can be explained by the
mechanisms discussed above already: a higher injection frequency
leads to more pulses, which in turn means more vortices at the
tails, which entrain more ambient air, more break-ups at the tail
and more head to drop collisions.7. Summary and conclusions
The effects of intermittent injection of a jet (an intact core and
composed of a large number of individual droplets) has been stud-
ied numerically, for the atomization region as well as for the spray
region. The set of cases include variation in the ratio of the fuel jet
density to ambient ﬂuid density, surface tension effects and varia-
tion in the injection rate scheme.
The simulations conﬁrmed the enhanced mixing due to pulsed
injection. To assess the effect of the entrainment wave, the relative
speed of the jet head and jet tail has been evaluated. The simula-
tion results show a very good agreement with previous experimen-
tal and analytical works, in terms of the increase of the tail-speed.
It has been shown that the speed of the tail increases less if the
liquid surface tension is decreased. If the liquid density is reduced,
the tail-speed increases even less. The injection frequency, on the
other hand, has not shown an effect on the tail-speed in the atom-
ization region, while a small effect could be observed in the spray
region. However, an increase of the injection frequency leads to a
signiﬁcant improvement of the mixing during the ﬁrst fewinjection pulses. The results show that a high surface tension leads
to stabilized liquid structures and a slower breakup.
Several mechanisms have been identiﬁed to enhance the gas–
liquid mixing for pulsed jets: enhanced air entrainment, a pulse
disintegrates when it collides with ligaments stemming from a
preceding pulse, additional break-ups at the tail of the pulse and
vortex stretching.
It is worth to study the effect of each of these mechanisms on
the mixing behavior of pulsed jets in future work to get a deeper
understanding of the underlying physics. The current paper is seen
as a step towards the utilization of these individual effects to be
able to control the enhancement of mixing, which is crucial in
many industrial applications, such as combustion devices. It can
be concluded that three-dimensional simulations are a valuable
tool if one wishes a well-founded prediction of gas–liquid mixing
in pulsed jets, or if the study of isolated physical mechanisms is
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