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Abstract
In this work, a MIMO broadcast channel under the energy harvesting (EH) constraint and the peak power
constraint is investigated. The transmitter is equipped with a hybrid energy storage system consisting of a perfect
super capacitor (SC) and an inefficient battery, where both elements have limited energy storage capacities. In
addition, the effect of data processing circuit power consumption is also addressed. To be specific, two extreme
cases are studied here, where the first assumes ideal/zero circuit power consumption and the second considers
a positive constant circuit power consumption where the circuit is always operating at its highest power level.
The performance of these two extreme cases hence serve as the upper bound and the lower bound of the system
performance in practice, respectively. In this setting, the offline scheduling with ideal and maximum circuit power
consumptions are investigated. The associated optimization problems are formulated and solved in terms of weighted
throughput optimization. Further, we extend to a general circuit power consumption model. To complement this
work, some intuitive online policies are presented for all cases. Interestingly, for the case with maximum circuit
power consumption, a close-to-optimal online policy is presented and its performance is shown to be comparable
to its offline counterpart in the numerical results.
Index Terms
MIMO-BC, energy harvesting, battery imperfection, resource allocation.
I. INTRODUCTION
In recent decades, MIMO communication has attracted increasing attention due to its capability in
improving network capacity without incurring additional bandwidth or power usage. A typical example
is the MIMO broadcast (BC) channel, consisted of one multi-antenna transmitter (base station) and
several multi-antenna receivers (mobile users), as employed in the cellular downlink transmission. It
was extensively studied in [1]-[6] on its capacity region, capacity-achievable approach, as well as the
optimal power allocation policy. As observed in [1][2][5], dirty paper coding (DPC) was shown to be
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2capable of achieving the capacity region, however the proposed successive water-filling strategy was of
high complexity. Therefore, zero-forcing DPC (ZF-DPC) was introduced in [3][4] to reduce the problem
of precoder design by decomposing a MIMO BC into a series of parallel interference-free point-to-
point channels, while its performance close to the capacity region was also demonstrated. To further
reduce computation complexity, the authors in [6] proposed a ZF-DPC strategy based on the single QR
decomposition (QRD), which is adopted in this work to find the transmit covariances.
In addition, due to the smart exploitation of available energy resources in the ambient environment,
energy harvesting (EH) powered communication systems arise in recent decades [7]-[27], where various
channel models with EH constraints were studied. In [7]-[10] energy management policies for EH en-
abled sensor networks were investigated. In [11] and [12] the optimal off-line scheduling for one-hop
transmission over static channels was designed, provided full knowledge of energy harvested and link
gains in all considered slots from the beginning of transmission at the transmitter side. In [13]-[14],
the optimal off-line scheduling for relay networks over static channels was investigated. In [15]-[17] the
optimal one-hop transmission policy over fading channels was studied, for both the off-line scheduling
and online scheduling. Specifically, in online scheduling, only causal information of the link gains and
harvested energy of the current and previous slots is known at the transmitter.
Compared with the previous works assuming perfect batteries with infinite capacity and no energy
storage loss, in [18][19], optimal transmission policies under EH constraints with a finite capacity battery
were investigated. In [20], battery imperfection was addressed for a general framework for EH commu-
nication optimization. In [21], energy storage loss was investigated for a one-hop unicast system with
EH constraints. Further, in [22]-[27], circuit power consumption as well as transmit power consumption
were both taken into account for throughput optimization over a point-to-point link. More interestingly,
in [27], a hybrid energy storage system was considered for a point-to-point Gaussian channel, consisting
of an imperfect battery with unlimited storage capability and an ideal super capacitor (SC) with limited
storage capability. It is worthy to note that the physical peak power constraint was not taken into account
in these works.
In fact, the data processing circuit power consumption is an important factor which affects system
performance for a communication system with energy harvesting. Hence, we shall take it into account in
this work. To do so, two extreme cases are firstly studied, where the first one is that the data processing
3circuit power consumption is ideal/zero, which is the ideal target of the future circuit design. In fact,
we believe that the circuit power consumption will become much lower in the future along with the
development of novel circuit design techniques as well as new introduced/discovered circuit materials.
The second one is that the data processing circuit power always consumes at its highest level (a constant
level for sure), which can be regarded as the circuit system in the transmitter always works with its
maximum admitted power. Further, the general case where the circuit power consumption ranges between
these two extreme values are discussed to complement this work.
In this work, we are hence motivated to study the weighted sum throughput problem for a MIMO
BC channel under EH constraints and peak transmit power constraints, which is commonly employed in
cellular networks on the downlink. A hybrid energy storage system of two energy buffers is considered,
where both buffers are with limited storage capacity. In addition, the impact of circuit power consumption
on system performance is investigated. For offline scheduling, convex optimization tools are employed to
find the optimal weighted sum throughput with a given deadline. Some observations are made based on
the optimal Karush-Kuhn-Tucker (KKT) conditions. On the other hand, for online scheduling, we utilize
the observations found in solving its offline counterpart to design a good online policy. Interestingly, for
the case with imperfect circuit, a close-to-optimal online policy is proposed. The contributions of this
work are hence summarized as follows.
• Under both perfect circuit and nonzero circuit power consumption scenarios, the associated optimiza-
tion problems to obtain the maximum weighted sum throughput are formulated and solved for offline
scheduling, where the sum power allocation is found to be of the water-filling structure with a ceiling
level.
• For optimal offline scheduling, some observations on energy transfer and transmit power allocation
through time are derived, based on the KKT conditions.
• For online scheduling, some heuristic algorithms are designed for both scenarios and are shown to
perform good in simulations. Especially, for the case with nonzero circuit power consumption, the
proposed online algorithm is shown to perform comparable to its offline counterpart.
The rest of this work is structured as follows. In Section II, system model of our work is presented. In
Section III and Section IV, the offline weighted sum throughput optimization problems are formulated and
solved, for both cases with zero or nonzero circuit power consumption, respectively. Some observations
4are also made based on the optimal solutions to the associated problems. In Section V, an extension to
the general circuit power consumption scenario is discussed. In Section VI, the online policy for all cases
are designed. Numerical results are presented in Section VII and we conclude this work in Section VIII.
II. SYSTEM MODEL
In this work, a MIMO broadcast channel consisting of one transmitter/base station and K receivers/users
is studied, as shown in Fig. 2, where the transmitter is equipped with M (M > 1) antennas and the kth
user is equipped with nk (nk ≥ 1 and k = 1, . . . , K) antennas. It is also assumed here that M ≥
∑K
k=1 nk.
The channel between the transmitter and the kth receiver is denoted by a matrix Hk ∈ Cnk×M , where
each entry of the matrix is modeled by a mutually independent Gaussian random variable with zero mean
and unit variance. The noise vector at receiver k is denoted by nk and is modeled by a complex Gaussian
variable vector with zero mean and covariance matrix Ink where Ink is a nk × nk identity matrix.
In addition, the transmitter is assumed to have two energy buffers consisting of an inefficient battery
and an ideal super-capacitor (SC), where the battery is assumed to have a large storage capacity of Ebmax
units of energy while the SC can store at most Escmax (Escmax < Ebmax) units of energy. The battery is
assumed to be inefficient in energy storage in the sense that the energy drained from it is less than the
amount stored. On the contrary, the SC is perfect in energy storage. It is assumed that Ei amount of
energy arrives at ti at the transmitter. The transmitter stores Esci and Ebi = Ei −Esci in the energy buffer
of the SC and the battery at time ti, respectively. The initial amounts at the beginning of transmission at
the SC and the battery hence are Esc0 and Eb0, respectively. Throughout this work, an epoch is defined as
the time duration between two energy arrivals, i.e., epoch i is the time interval [ti, ti+1] and the associated
length is li = ti+1 − ti, as depicted in Fig. 1. We also denote a random variable N as the number of
energy arrivals by deadline T. In addition, the energy storage efficiency of battery is assumed to be η,
where only ηEbi can be drained from the battery assuming Ebi amount of energy is stored at battery. Due
to the fact that the SC has perfect storage efficiency, we are tempted to allocate the incoming energy to
the SC first and then allocate the rest to the battery. However, it will be observed that it is beneficial to
smooth the transmit power sequences with the aid of the battery, although at the cost of some energy
loss. In addition, it is noted that the sum transmit power pi at epoch i is pi = psci + pbi where psci li and
pbi li are drained from the SC and the battery, respectively.
Note that our goal is to maximize the weighted sum throughput before the deadline, where for simplicity
5a natural ordering of users is assumed in this work. However, it is worth noting that different ordering
can affect the achieved sum throughput, as observed in the literature. In this work, zero-forcing DPC is
employed to decompose the MIMO broadcast channel into K parallel SISO Gaussian channels [3][4][6].
To be specific, for receiver k, the interference caused by receiver 1 to receiver k− 1 is canceled by DPC,
and the interference caused by receiver k + 1 to receiver K is eliminated by zero forcing at each epoch,
i.e., by designing that HkWj(i) = 0 for j > k where Wj ∈ CM×nj is the precoder of the jth receiver at
epoch i. Hence, the resulting rate of the kth user at epoch i is given by
RZF−SPCk (i) = log |I+HkWk(i)W
H
k (i)H
H
k |. (1)
Further, we can write Wk(i) = Bk(i)Dk(i) where Bk(i) ∈ CM×n¯k is designed to remove the interference
where n¯k = M −
∑k−1
i=1 nk, and Dk(i) ∈ Cn¯k×nk is for performance optimization. It is hence required
M >
∑K
i=1 nk for all users to guarantee rank(Bk(i)) = n¯k ≥> rank(Hk(i)) = nk (∀k). It is further
observed that by design Bk(i) should lie in the null space of H˜k, i.e., N (Hk), where
H˜k = [H
T
1H
T
2 . . .H
T
k−1] ∈ C
∑k−1
i=1 ni×N .
Bk(i) is chosen to be an orthonomal basis of N (Hk) in [4] where the singular value decomposition
(SVD) was utilized to find the optimal precoder at a relatively high complexity. However, noting that
rank(HkBk) = nk ≤ rank(Bk) = M − n¯k by the assumption M ≥
∑K
k=1 nk, Bk(i) need not be a basis
for H˜k, instead, it is valid in removing interference as long as it is in the subspace of N (Hk). In this
sense from [6], we have
HkWk = HkBkDk = [Lk, 0][D
T
k,1, D
T
k,2]
T = LkDk,1.
where 0 follows from rank(Hk) < rank(Bk). Dk,1 contains the top nk rows of Dk, and Dk,2 contains
the remaining n¯k − nk rows, since rank(Dk) = min(nk, n¯k) = nk. Hence the selection of Dk,2 does not
affect the optimal precoder design [6]. It is noted that here we employ the GQRD-base algorithm with
a lower computation complexity in [6] to find the optimal precoder given the sum power constraint. The
detailed algorithm is however omitted here for brevity as it is not related to the contribution of this work.
Interested readers can refer to [6] for details. In this sense, the rate of user k at epoch i in (1) can be
transformed to be
RZF−SPCk (i) = log |I+ LkDk,1(i)D
H
k,1(i)L
H
k |. (2)
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Fig. 1. The system model with random energy arrivals, with 7 random energy arrivals exclusive of the initial energy arrival at the beginning
of the transmission. Hence totally there are 8 epochs in transmission, where the epoch is defined as the duration between two adjacent energy
arrival events. The deadline in this example is set to be 5 seconds.
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Fig. 2. System model of a MIMO BC channel with a hybrid energy storage system, where energy storage efficiency is ideal for the SC
and η for the battery.
Assigning a weighting factor to user k, i.e., γk, the weighted sum throughput hence is given by,
T =
N∑
i=1
K∑
k=1
γkli log |I+ LkΦk(i)L
H
k | (3)
where Φk(i) = Dk,1(i)DHk,1(i) for short. In the following, we shall aim to find the optimal weighted sum
throughput till the deadline T for all considered cases.
III. OFFLINE OPTIMIZATION WITH IDEAL CIRCUIT POWER CONSUMPTION
The problem to maximize the weighted sum throughput of a MIMO-BC channel with ideal/zero circuit
power consumption, termed as P1, is formulated as follows,
max
psci ,p
b
i ,E
sc
i ,E
b
i
N∑
i=1
K∑
k=1
γkli log |I+ LkΦk(i)L
H
k | (4)
subject to
i∑
j=1
pscj lj ≤
i−1∑
j=0
Escj , ∀i (5)
i∑
j=0
Escj −
i∑
j=1
pscj lj ≤ E
sc
max, ∀i (6)
7i∑
j=1
pbjlj ≤
i−1∑
j=0
ηEbj , ∀i (7)
i∑
j=0
ηEbj −
i∑
j=1
pbjlj ≤ E
b
max, ∀i (8)
psci + p
b
i =
K∑
k=1
Φk(i) ≤ ppeak, ∀i. (9)
Esci + E
b
i = Ei ∀i (10)
Esci , E
b
i , p
sc
i , p
b
i ≥ 0, ∀i (11)
where γk is the weighting factor associated with the rate of user k. (5) is the energy causality constraint
for SC and (6) is the non-energy-overflow constraint of SC. (7) and (8) are the energy causality constraint
and the non-energy-overflow constraint at battery, respectively. (9) is the physical constraint and the peak
power constraint of all antennas for transmission power splitting from SC and battery. In addition, (10)
is for the energy harvesting splitting of the hybrid energy storage system and (11) is for the positiveness
requirement for all design variables.
It is readily observed that P1 is a standard convex optimization problem and can be solved by Karush-
Kuhn-Tucker (KKT) conditions. The Lagrangian function of P1 is therefore given by,
L(Esci , E
b
i , p
sc
i , p
b
i ,Φk(i))
=
N∑
i=1
K∑
k=1
γkli log |I+ LkΦk(i)L
H
k |
−
N∑
i=1
λsc1i
(
i∑
j=1
pscj lj −
i−1∑
j=0
Escj
)
−
N−1∑
i=1
λsc2i
(
i∑
j=0
Escj −
i∑
j=1
pscj lj −E
sc
max
)
−
N∑
i=1
λb1i
(
i∑
j=1
pbjlj −
i−1∑
j=0
ηEbj
)
−
N−1∑
i=1
λb2i
(
i∑
j=0
ηEbj −
i∑
j=1
pbjlj −E
b
max
)
+
N∑
i=1
µi
(
pscj + p
b
j −
K∑
k=1
Φk(i)
)
−
N∑
i=1
̟i
(
K∑
k=1
Φk(i)− ppeak
)
8+
N∑
i=1
νi
(
Escj + E
b
j −Ej
)
+
N∑
i=1
ρsc1iE
sc
i
+
N∑
i=1
ρsc2ip
sc
i +
N∑
i=1
ρb1iE
b
i +
N∑
i=1
ρb2ip
b
i (12)
where λsc1i and λsc2i are the multipliers associated with the energy causality constraint and the energy-non-
overflow constraint at epoch i at SC, respectively. λb1i and λb2i are the multipliers associated with the
energy causality constraint and the energy-non-overflow constraint at epoch i at battery, respectively. µi
and ̟i are for the physical constraint of power and the peak power constraint, respectively. ρsc1i and ρb1i
are for the harvested energy allocated to SC and battery at epoch i, respectively. ρsc2i and ρb2i are for the
transmit power drained from SC and battery at epoch i, respectively.
By deriving the first-order derivatives of the design variables with respect to the Lagrangian function
(12), the KKT conditions are given as follows,
−
N∑
j=i
λsc
∗
1j +
N−1∑
j=i
λsc
∗
2j + µ
∗
i + ρ
sc∗
2i = 0 (13)
−
N∑
j=i
λb
∗
1j +
N−1∑
j=i
λb
∗
2j + µ
∗
i + ρ
b∗
2i = 0 (14)
N∑
j=i+1
λsc
∗
1j −
N−1∑
j=i
λsc
∗
2j + ν
∗
i + ρ
sc∗
1i = 0 (15)
N∑
j=i+1
ηλb
∗
1j −
N−1∑
j=i
ηλb
∗
2j + ν
∗
i + ρ
b∗
1i = 0 (16)
− (̟∗i + µ
∗
i ) I+ γkL
H
k
(
I+ LkΦ
∗
k(i)L
H
k
)−1
Lk = 0 (17)
where the asterisks denote optimality. In addition, (13) and (14) are KKT conditions for psci and pbi ,
respectively. (15) and (16) are KKT conditions for Esci and Ebi , respectively. (17) is the KKT condition
for the optimal precoder design of user k (k = 1, . . . , K). Correspondingly, the slackness conditions are
given by,
λsc
∗
1i
(
i∑
j=1
psc
∗
j lj −
i−1∑
j=0
Esc
∗
j
)
= 0 (18)
λsc
∗
2i
(
i∑
j=0
Esc
∗
j −
i∑
j=1
psc
∗
j lj −E
sc
max
)
= 0 (19)
9λb
∗
i
(
i∑
j=1
pb
∗
j lj −
i−1∑
j=0
ηEb
∗
j
)
= 0 (20)
λb
∗
2i
(
i∑
j=0
ηEb
∗
j −
i∑
j=1
pb
∗
j lj −E
b
max
)
= 0 (21)
µ∗i
(
psc
∗
j + p
b∗
j −
K∑
k=1
Φ
∗
k(i)
)
= 0 (22)
̟∗i
(
K∑
k=1
Φ
∗
k(i)− ppeak
)
= 0 (23)
ν∗i
(
Esc
∗
j + E
b∗
j − Ej
)
= 0 (24)
ρsc
∗
1i E
sc∗
i = ρ
sc∗
2i p
sc∗
i = ρ
b∗
1iE
b∗
i = ρ
b∗
2ip
b∗
i = 0 (25)
Combining (13), (14) as well as (17) together, the optimal precoder design for the kth user is then derived
as follows,
Φ
∗
k(i) = (Lk)
−1(
γk
∆∗i
LkL
H
k − I)(L
H
k )
−1, (26)
where
∆∗i = µ
∗
i +̟
∗
i =
N∑
j=i
λsc
∗
1j −
N−1∑
j=i
λsc
∗
2j − ρ
sc∗
2i +̟
∗
i
=
N∑
j=i
λb
∗
1j −
N−1∑
j=i
λb
∗
2j − ρ
b∗
2i +̟
∗
i (27)
Incorporating (9) and (26) and taking some arithmetic operations, the corresponding optimal sum power
allocated at the ith epoch is given by,
K∑
k=1
Tr(Φ∗k(i)) = p
sc∗
i + p
b∗
i =
K∑
k=1
∑
λck
(
γk
∆∗i
−
1
λck
)+
(28)
where λck is the nonzero singular values of the matrix LkLHk for the kth user and (·) is nonzero if {·}
is positive and zero otherwise. The detailed proof of (26) and (28) is left to Appendix A and is omitted
here for brevity.
Further, noting that ̟∗i is positive with active peak power constraint and zero otherwise, the sum power
allocated in epoch i can be transformed as follows,
K∑
k=1
Tr(Φ∗k(i)) = min
(
ppeak,
K∑
k=1
∑
λck
(
γk
∆∗i
−
1
λck
)+)
(29)
where ∆∗i = µ∗i . In other words, the peak power constraint sets a ceiling level for power allocation and
cannot be violated [28].
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In addition to the optimal decoder design of each user as well as the optimal sum power level, we are
also interested in the properties of the optimal solution to P1. Some of them are hence summarized in
the following lemmas and propositions.
Lemma 1: In the optimal solution, the accumulated harvested energy must be used up in the N th epoch,
i.e.,
N∑
i=1
psc
∗
i li =
N−1∑
i=0
Esc
∗
i (30)
N∑
i=1
pb
∗
i li =
N−1∑
i=0
ηEb
∗
i (31)
and the corresponding slackness conditions
λsc
∗
1N , λ
b∗
1N > 0 (32)
λsc
∗
2N = λ
b∗
2N = 0 (33)
The proof is left to Appendix B and is omitted here. It intuitively reveals that the harvested energy should
be used up for optimality.
Lemma 2: In the optimal solution to P1, we have
λsc
∗
1i λ
sc∗
2i = 0 (34)
λb
∗
1iλ
b∗
2i = 0 (35)
Proof: Intuitively, it is impossible to meet both (5) and (6) with equality since Emax > 0, and
therefore at least one of the inequalities is inactively met. From (18) and (19), it is concluded that λsc∗1i
and/or λsc∗2i = 0 and (34) is verified. Similarly, (35) can be demonstrated and the details are omitted here.
Intuitively, Lemma 2 reveals that the energy causality constraint and energy-non-overflow constraint
cannot be active simultaneously at battery and SC.
A. Monotonic Properties of Transmit Power Transition
Based on the derived KKT conditions and slackness conditions, some observations on monotonic
properties of the sum transmit power allocations are summarized in Lemmas 3-5 as follows.
Lemma 3: In the optimal solution to P1, if psc∗i and psc
∗
i+1 > 0 (pb
∗
i and pb
∗
i+1 > 0), the associated energy
causality constraint and the energy-non-overflow constraint in (5) and (6) for psc∗i (for pb∗i (7) and (8) )
11
at the ith epoch at SC (battery) are inactively met, and the peak power constraint is not actively met in
these two epochs, the sum power allocated from the ith epoch to the (i + 1)th epoch remains constant,
i.e.,
psc
∗
i + p
b∗
i = p
sc∗
i+1 + p
b∗
i+1.
Proof: We shall first consider the case of the power drained from the SC. Since psc∗i , psc∗i+1 > 0, we
have ρsc∗2i = ρsc
∗
2,i+1 = 0 from the slackness condition in (25). Since (5) and (6) are inactively met at SC at
epoch i, we have λsc∗1i = λsc
∗
2i = 0 from the slackness conditions in (18) and (19). In addition, since the
peak power constraint is not actively met, we have ̟i = ̟i+1 = 0. Combining them together with (27),
we have
∆∗i −∆
∗
i+1 = λ
sc∗
1i − λ
sc∗
2i = 0 (36)
In addition, the proof for the case of the power drained from the battery is identical to that of the power
drained from the SC and is omitted here for brevity. Lemma 3 is verified.
Lemma 4: In the optimal solution to P1, if psc∗i > 0 or pb
∗
i > 0, the associated energy causality
constraint in (5) for psc∗i or (7) for pb
∗
i at the ith epoch is actively met, and the peak power constraint is
inactively met in the two consecutive epochs i and i+ 1, the sum power allocated from the ith epoch to
the (i+ 1)th epoch is strictly increasing, i.e.,
psc
∗
i + p
b∗
i < p
sc∗
i+1 + p
b∗
i+1.
Proof: We focus on the case at SC as the case at battery is similar and omitted. Since psc∗i > 0, we
have ρsc∗2i = 0 due to the corresponding slackness condition in (25). In addition, we have ̟i = ̟i+1 = 0
due to the inactive peak power constraints in the two epochs. Further, as the harvested energy at the SC
is used up at the ith epoch, we have λsc∗1i > 0 and λsc
∗
2i = 0. Combining these together derives,
∆∗i −∆
∗
i+1 = λ
sc∗
1i + ρ
sc∗
2,i+1 > 0. (37)
Hence Tr(Φ∗k(i)) <
∑K
k=1 Tr(Φ
∗
k(i+ 1)) and Lemma 4 is verified.
Lemma 5: In the optimal solution to P1, if psc∗i+1 > 0 or pb
∗
i+1 > 0, the associated energy-non-overflow
constraint in (6) or (8) at the ith epoch is actively met, and the peak power constraint is inactively met in
epoch i and i+ 1, the sum power allocated from the ith epoch to the (i+ 1)th epoch is decreasing, i.e.,
psc
∗
i + p
b∗
i > p
sc∗
i+1 + p
b∗
i+1.
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Proof: Since psc∗i+1 > 0, we have ρsc∗2,i+1 = 0 due to the corresponding slackness condition in (25). In
addition, we have ̟i = ̟i+1 = 0 due to the inactive peak power constraints in the two epochs. Further,
the energy-non-overflow constraint is actively met at the ith epoch at SC, we have λsc∗1i = 0 and λsc
∗
2i > 0.
Combining these together derives,
∆∗i −∆
∗
i+1 = −λ
sc∗
2i − ρ
sc∗
2i < 0. (38)
Note that the proof of the case for the power drained from the battery is similar and is omitted. Lemma
5 is hence proved.
Remark 1: Lemmas 3-5 disclose some general monotonic properties of the optimal power allocated
from the SC and the battery through the epochs, where the exact expressions for the optimal precoder
design and sum power allocations are however presented in (26) and (28).
IV. OPTIMIZATION WITH MAXIMAL CIRCUIT POWER CONSUMPTION
In this section, we investigate the case with a constant circuit power consumption in data transmission,
where the circuit is assumed to operate with the maximum power consumption. It hence can serve as
a lower bound of the performance under the general circuit power consumption model. Specifically, the
maximum circuit power consumption is denoted by ǫ. It is also assumed that the circuit operates only
when the base station is in the active transmission state. Therefore, the total power assumption is given
by psc(t) + pb(t) + ǫI{psc(t)+pb(t)>0}, where I{·} is an indication function which returns unity if the event
{·} is true and zero otherwise. In the following, we shall first discuss the optimization problem over a
single epoch to gain some insights and then naturally extend to the scenario of multiple epochs.
A. The Scenario of A Single Epoch
To be intuitive, we start by considering transmission over a single epoch. Assuming that Esc and Eb
are available at the SC and the battery before the start of transmission, respectively, the weighted sum
throughput optimization problem over a single-epoch, termed as P2, can be formulated as follows.
max
psc(t),pb(t),ǫsc(t),ǫb(t)
∫ t
0
K∑
k=1
γk log |I+ LkΦk(t)L
H
k | (39)
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subject to
∫ t
0
psc(t) + ǫsc(t) ≤ Esc (40)∫ t
0
pb(t) + ǫb(t) ≤ ηEb (41)
ǫsc(t) + ǫb(t) = ǫI{psc(t)+pb(t)>0} (42)
psc(t) + pb(t) =
K∑
k=1
Tr(Φk(t)) ≤ ppeak (43)
Due to the concavity of the logarithm function, psc(t) + pb(t) must remain constant whenever the total
transmit power is positive. It is also noted that, unlike [22], P2’ has an infinite number of optimal solutions
since one can arbitrarily drain energy from the SC and the battery as long as p∗(t) = psc∗(t) + pb∗(t) is
satisfied (where asterisks denote optimality). Therefore, to simplify P2, by assuming that only 0 < τ ≤ t
of t is used for transmission, the following problem, termed as P2’, can be formulated by,
max
τ,psc,pb,ǫ
sc,ǫb
τ
K∑
k=1
γk log |I+ LkΦkL
H
k | (44)
subject to
τ(psc + ǫsc) ≤ Esc (45)
τ(pb + ǫb) ≤ ηEb (46)
ǫsc + ǫb = ǫ (47)
psc + pb =
K∑
k=1
Tr(Φk) ≤ ppeak (48)
0 < τ ≤ t (49)
It is readily found that, to achieve optimality, (45) and (46) must hold in equality. Hence, we have
τ =
Esc
psc + ǫsc
=
ηEb
pb + ǫb
=
Esc + ηEb
psc + pb + ǫ
(50)
Therefore, relaxing the peak power constraint, the objective function of P2’ in (44) can be further
simplified as,
max
psc, pb
Esc + ηEb
psc + pb + ǫ
K∑
k=1
γk log |I+ LkΦkL
H
k | (51)
with the constraint in (48).
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It is readily observed that P2’ indeed aims to optimize the energy usage efficiency given the rate weight
of each user. Incorporating (48) into the simplified version of P2’ results in a non-conditional optimization
problem, as shown below,
max
Tr(Φk)
Esc + ηEb∑K
k=1 Tr(Φk) + ǫ
K∑
k=1
γk log |I+ LkΦkL
H
k | (52)
It can be solved by setting the first order derivative of each Φk (k = 1, . . . ,M) to zero, i.e.,
γk
(
K∑
k=1
Tr(Φk) + ǫ
)
L
H
k
(
I+ LkΦk(i)L
H
k
)−1
Lk−
K∑
n=1
γn log |I+ LnΦnL
H
n | · I = 0, k = 1, . . . , K. (53)
By solving the equations numerically ( the exact expressions cannot be derived as (53) is a transcendental
equation), the optimal (Φk) (k = 1, . . . , K) as well as the sum transmit power
∑K
k=1 Tr(Φk) are therefore
determined.
Assuming po =
∑K
k=1 Tr(Φ
∗
k) is the optimal solution to (52), by comparing
(
Esc + ηEb
)
/ (po + ǫ)
with t, as well as taking into account the peak power constraint ppeak, the optimal sum power to P2’ is
therefore given by,
• If po < ppeak, we have
psc
∗
+ pb
∗
=


po, if Etol < t(po + ǫ),
ppeak, if Etol > t(ppeak + ǫ),
Etol
t
− ǫ, otherwise.
(54)
where Etol = Esc + ηEb.
• Otherwise we have
psc
∗
+ pb
∗
= ppeak. (55)
Note that (54) follows from that if the available energy cannot support the optimal power level for the
entire epoch, we should transmit po for optimality, otherwise, the sum transmit power level is determined
by the minimum of the peak power and the power level of Etol
t
− ǫ. For (55), however, the optimal power
level po is not achievable as it violates the peak power constraint.
In addition, the optimal transmission duration τ is given by
τ ∗ =min{t,
Esc + ηEb
psc∗ + pb∗ + ǫ
} (56)
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Fig. 3. An example of the optimal sum power level and the optimal transmission duration τ over one epoch versus different peak power
constraints, where po = 2.46 J/sec.
and the optimal circuit consumed power splitting at SC and battery are
ǫsc
∗
=
Esc − psc
∗
τ ∗
τ ∗
(57)
ǫb
∗
=
Eb − pb
∗
τ ∗
τ ∗
(58)
Note that P2’ has an infinite number of optimal solutions as p∗sc and p∗b can be arbitrarily drained from SC
and battery as long as the constraints in (45)-(49) are satisfied. It is also noted that the derived optimal
sum power po is independent of the harvested energies Esc and Eb and is only related to the non-ideal
circuit power consumption.
Fig. 3 shows an example of showing the introduction of ppeak and the existence of po over one epoch,
where Escmax = 5 J, Ebmax = 100 J, T = 5 sec, Esc = 5 J, Eb = 5 J, η = 0.5 and ǫ = 1 J/sec. It is observed
that if ppeak < po, the optimal sum power level is always ppeak. However, if ppeak > po, the optimal sum
power level is po if τ < T .
Further, Fig. 4 shows the optimal sum power level versus ǫ subject to the peak power constraint ppeak,
where we set Escmax = 5 J, Ebmax = 100 J, T = 5 sec, Esc = 5 J, Eb = 5 J, η = 0.6. It is observed that the
optimal sum power level increases with the increasing of ǫ till it reaches the peak power constraint and
remains at the peak power level, which hence further validates (54) and (55). The intuition follows from
that, with higher ǫ, the BS should transmit at a higher transmit power level and hence spend less time in
transmission to compensate for the circuit energy consumption for optimality.
B. The Scenario of Multi-Epoch
Based on the single epoch optimization problem, for the scenario of N epochs, we can partition each
epoch li into a transmission interval τi and a silent interval 1 − τi and the base station transmits during
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Fig. 4. An example of the optimal sum power level and the optimal transmission duration τ over one epoch versus different peak power
constraints.
the τi interval and keeps silent in the rest of the ith epoch. The associated constraints can be given by,
i∑
j=1
(
pscj + ǫ
sc
j
)
τj ≤
i−1∑
j=0
Escj , ∀i (59)
i∑
j=0
Escj −
i∑
j=1
(
pscj + ǫ
sc
j
)
τj ≤ E
sc
max, ∀i (60)
i∑
j=1
(
pbj + ǫ
b
j
)
lj ≤
i−1∑
j=0
ηEbj , ∀i (61)
i−1∑
j=0
ηEbj −
i∑
j=1
(
pbj + ǫ
b
j
)
lj ≤ E
b
max, ∀i (62)
ǫsci + ǫ
b
i = ǫ, ∀i (63)
0 ≤ τi ≤ li, ∀i (64)
Esci , E
b
i , p
sc
i , p
b
i , ǫ
sc
i , ǫ
b
i ≥ 0, ∀i (65)
and the harvested energy splitting constraint and sum transmit power usage constraint in (9) and (10),
respectively.
Therefore, the problem to maximize the weighted sum throughput of a MIMO-BC channel with the
non-ideal circuit power consumption over multiple epochs, termed as P3, can be formulated as follows,
max
psci ,p
b
i ,E
sc
i ,E
b
i ,ǫ
sc
i ,ǫ
b
i ,τi
N∑
i=1
K∑
k=1
γkτi log |I+ LkΦk(i)L
H
k | (66)
subject to the constraints in (9), (10) and (59)-(65).
Note that P3 is a nonconvex optimization problem, but in nature geometric programming. To circumvent
this difficulty, P3 need to be transformed to be in convex form and some variables are introduced as:
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αsci = p
sc
i τi, σ
sc
i = ǫ
sc
i τi, α
b
i = p
b
iτi, σ
b
i = ǫ
b
iτi and Φk(i)τi = Θk(i). The constraints are therefore given as
follows,
i∑
j=1
(
αscj + σ
sc
j
)
≤
i−1∑
j=0
Escj , ∀i (67)
i∑
j=0
Escj −
i∑
j=1
(
αscj + σ
sc
j
)
≤ Escmax, ∀i (68)
i∑
j=1
(
αbj + σ
b
j
)
≤
i−1∑
j=0
ηEbj , ∀i (69)
i−1∑
j=0
ηEbj −
i∑
j=1
(
αbj + σ
b
j
)
≤ Ebmax, ∀i (70)
σsci + σ
b
i = ǫτi, ∀i (71)
αsci + α
b
i =
K∑
k=1
Θk(i), ∀i (72)
K∑
k=1
Θk(i) ≤ τippeak, ∀i (73)
The objective function in P3 is correspondingly transformed to be
max
αsci ,α
b
i ,E
sc
i ,E
b
i ,σ
sc
i ,σ
b
i ,τi
N∑
i=1
K∑
k=1
γkτi log |I+ Lk
Θk(i)
τi
L
H
k |. (74)
Following from the convex preservation property of the perspective operation of convex functions, (74)
is convex with respect to τi and the transformed version of P3 is a convex optimization problem as the
constraints are affine functions with respect to the design parameters. The associated Lagrangian function
is however omitted for brevity and the KKT conditions are thereby given as follows,
−
N∑
j=i
λsc
∗
1j +
N−1∑
j=i
λsc
∗
2j + µ
∗
i + ρ
sc∗
2i = 0 (75)
−
N∑
j=i
λsc
∗
1j +
N−1∑
j=i
λsc
∗
2j + ω
∗
i + ρ
sc∗
3i = 0 (76)
−
N∑
j=i
λb
∗
1j +
N−1∑
j=i
λb
∗
2j + µ
∗
i + ρ
b∗
2i = 0 (77)
−
N∑
j=i
λb
∗
1j +
N−1∑
j=i
λb
∗
2j + ω
∗
i + ρ
b∗
3i = 0 (78)
N∑
j=i+1
λsc
∗
1j −
N−1∑
j=i
λsc
∗
2j + ν
∗
i + ρ
sc∗
1i = 0 (79)
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N∑
j=i+1
ηλb
∗
1j −
N−1∑
j=i
λb
∗
2j + ν
∗
i + ρ
b∗
1i = 0 (80)
− (̟∗i + µi) I+
γk
τ ∗i
L
H
k
(
I+ Lk
Θ
∗
k
(i)
τ ∗i
L
H
k
)−1
Lk = 0 (81)
−
K∑
k=1
γk
τ ∗i
Tr
((
I+ Lk
Θ
∗
k(i)
τ ∗i
L
H
k
)−1
LkΘ
∗
k(i)L
H
k
)
+
K∑
k=1
γk log |I+ Lk
Θ
∗
k(i)
τ ∗i
L
H
k |+̟
∗
i ppeak
− ǫω∗i + κ
∗
i − z
∗
i = 0 (82)
The associated complementary slackness conditions are given by,
λsc
∗
1i
(
i∑
j=1
(
αsc
∗
j + σ
sc∗
j
)
−
i−1∑
j=0
Esc
∗
j
)
= 0 (83)
λsc
∗
2i
(
i∑
j=0
Esc
∗
j −
i∑
j=1
(
αsc
∗
j + σ
sc∗
j
)
−Escmax
)
= 0 (84)
λb
∗
1i
(
i∑
j=1
(
αb
∗
j + σ
b∗
j
)
−
i−1∑
j=0
ηEb
∗
j
)
= 0 (85)
λb
∗
2i
(
i∑
j=0
ηEb
∗
j −
i∑
j=1
(
αb
∗
j + σ
b∗
j
)
− Ebmax
)
= 0 (86)
µ∗i
(
αsc
∗
i + α
b∗
i −
K∑
k=1
Θ
∗
k(i)
)
= 0 (87)
̟∗i
(
K∑
k=1
Θ
∗
k(i)− τ
∗
i ppeak
)
= 0 (88)
ν∗i
(
Esc
∗
j + E
b∗
j − Ej
)
= 0 (89)
ω∗i
(
σsc
∗
i + σ
b∗
i − ǫτ
∗
i
)
= 0 (90)
z∗i (τ
∗
i − li) = 0 (91)
ρsc
∗
1i E
sc∗
i = ρ
sc∗
2i α
sc∗
i = ρ
sc∗
3i σ
sc∗
i = 0 (92)
ρb
∗
1iE
b∗
i = ρ
b∗
2iα
b∗
i = ρ
b∗
3iσ
b∗
i = κ
∗
i τ
∗
i = 0 (93)
where the asterisk denotes optimality. λsc∗1i and λsc
∗
2i are the optimal multipliers associated with the energy
causality constraint and the energy-non-overflow constraint at epoch i at SC, respectively. λb∗1i and λb
∗
2i are
the multipliers associated with the energy causality constraint and the energy-non-overflow constraint at
epoch i at battery, respectively. µ∗i and ̟∗i are for the physical constraint of power and the peak power
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constraint, respectively. ν∗i is for the physical energy splitting constraint at SC and battery and ω∗i is
for physical circuit power consumption splitting constraint at SC and battery. ρsc∗1i and ρb
∗
1i are for the
positiveness constraints of the harvested energy allocated to SC and battery at epoch i, respectively. ρsc∗2i
and ρb∗2i are for the positiveness constraints of the transmit power drained from SC and battery at epoch
i, respectively. ρsc∗3i and ρb
∗
3i are for the positiveness constraints of the amount of energy drained from SC
and battery for circuit power consumption, respectively. z∗i and κ∗i are for the physical constraints of τi
at epoch i.
Giving the above KKT conditions and slackness conditions, the optimal precoder design for the kth
user of P2 can be derived in a similar way for P1 and is given by,
Φ
∗
k(i) = (Lk)
−1(
γk
τ ∗i ∆
∗
i
LkL
H
k − I)(L
H
k )
−1, (94)
and the corresponding optimal sum power allocated at the ith epoch is
K∑
k=1
Tr(Φ∗k(i)) = p
sc∗
i + p
b∗
i =
K∑
k=1
∑
λck
(
γk
τ ∗i ∆
∗
i
−
1
λck
) (95)
where
∆∗i = µ
∗
i +̟
∗
i =
N∑
j=i
λsc
∗
1j −
N−1∑
j=i
λsc
∗
2j − ρ
sc∗
2i +̟
∗
i
=
N∑
j=i
λb
∗
1j −
N−1∑
j=i
λb
∗
2j − ρ
b∗
2i +̟
∗
i (96)
and γk/(τ ∗i ∆∗i ) can be regarded as the water level for the kth user at the ith epoch for the MIMO-BC
channel.
To be intuitive, some new observations on the properties of an optimal solution due to the non-ideal
power consumption, are summarized in the following propositions and lemmas.
Proposition 1: If 0 < τi < li, then
∑K
k=1 Tr(Φ
∗
k(i)) = min(p
o, ppeak).
Proof: Note that in the ith epoch, the energy used for transmission and circuit power consumption is
Ealloti = τ
∗
i
(
K∑
k=1
Tr(Φ∗k(i)) + ǫ
)
.
Hence, a weighted sum throughput optimization problem for the ith epoch only with available energy
Ealloti is formulated as
max
Φk(i)
Ealloti∑K
k=1 Tr(Φk) + ǫ
K∑
k=1
γk log |I+ LkΦk(i)L
H
k | (97)
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and Φ∗k(i) is optimal to the above problem, due to its optimality for the global optimal solution to P3.
Note that (97) is exactly (52) for the single epoch optimization problem P2’ with Ealloti being the amount
of available energy. Hence from (54) and (55), since τi < li, Ealloti is used up and the optimal sum power
is po if po < ppeak and ppeak otherwise. Proposition 1 is therefore proved.
Proposition 2: If τ ∗i = li, then
∑K
k=1 Tr(Φ
∗
k(i)) ≥ p
o if po < ppeak and otherwise ppeak.
The proof directly follows from (54) and (55) for the single epoch case and is omitted.
Lemma 6: If psc∗i and pb
∗
i are both strictly positive and the peak power constraint is inactive in epoch
i, then ǫsc∗i , ǫb
∗
i > 0.
Proof: If psc∗i , pb∗i > 0, we have ρsc∗2i = ρb∗2i = 0 from the slackness conditions. In addition, with
inactive peak power constraint, we have ̟∗i = 0. Combining the analysis above with (96) we arrive at
µ∗i =
N∑
j=i
λsc
∗
1j −
N−1∑
j=i
λsc
∗
2j =
N∑
j=i
λb
∗
1j −
N−1∑
j=i
λb
∗
2j . (98)
Comparing both sides of (76) and (78) then derives ρsc∗3i = ρb∗3i from (98). Hence there are only two feasible
possibilities: 1) ρsc∗3i = ρb
∗
3i > 0 and 2) ρsc
∗
3i = ρ
b∗
3i = 0. If ρsc
∗
3i = ρ
b∗
3i > 0, we then arrive at ǫsc
∗
i = ǫ
b∗
i = 0
due to slackness condition, which however is impossible since ǫsc∗i + ǫb
∗
i = ǫ > 0 with positive sum power
at epoch i. Therefore, we must have ρsc∗3i = ρb
∗
3i = 0 and then ǫsc
∗
i , ǫ
b∗
i > 0. Lemma 6 is proved.
Lemma 7: For the case that psc∗i pb
∗
i = 0 and the peak power constraint is inactive in epoch i, we have
• if psc∗i > 0 and pb
∗
i = 0, then ǫsc
∗
i > 0 and ǫb
∗
i = 0.
• if psc∗i = 0 and pb
∗
i > 0, then ǫsc
∗
i = 0 and ǫb
∗
i > 0.
• if psc∗i = pb
∗
i = 0, then ǫsc
∗
i = ǫ
b∗
i = 0.
The proof is omitted due to its similarity to that of Lemma 6.
Remark 2: Lemmas 6-7 reveal some properties of the optimal portion of energy usage for the non-
ideal circuit power consumption drained from the SC and the battery. It is concluded from such lemmas
that only two cases are possible for optimality: 1) both energy units contribute a nonzero portion to the
transmit power as well as the circuit power consumption. 2) transmit power and the non-ideal circuit
power consumption are both drained from only one energy unit (either SC or battery). This observation
is useful as discussed in Sec. VI-B for online strategy design.
In summary, the above propositions and lemmas reveal useful properties on the optimal power allocation
in designing a useful algorithm structure for the scenario with a non-ideal circuit power consumption ǫ,
as will be presented in the online scheduling part and demonstrated in the numerical part.
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V. OPTIMIZATION OVER THE GENERAL CIRCUIT POWER CONSUMPTION SCENARIO
In the above sections, the two extreme cases including the ideal (ǫ = 0) circuit power consumption and
the maximum circuit power consumption are discussed, here we further extend to a more general circuit
power consumption model, denoted by ǫ(t) = ǫ(t)I{psc(t)+pb(t)>0} (0 ≤ ǫ(t) ≤ ǫ), where ǫ(t) is assumed
to be zero if the transmitter remains silent at t. Further, it is assumed to be constant for one epoch during
transmission and can change from epoch to epoch. As discovered above, po is independent of any other
factors except ǫ(t), and hence we have po(t) = po(ǫ(t)) as the optimal power level with regard to ǫ(t),
which can be readily determined by solving (53) given ǫ(t). In this sense, one can compute po(t) for all
possible ǫ(t) and build a lookup table associating po(t) with ǫ(t). The corresponding optimization problem
for this general circuit power consumption model, termed as P4, is then formulated as follows.
max
psci ,p
b
i ,E
sc
i ,E
b
i ,ǫ
sc
i ,ǫ
b
i ,τi
N∑
i=1
K∑
k=1
γkτi log |I+ LkΦk(i)L
H
k | (99)
subject to the constraints in (9), (10), (59)-(62), (64)-(65), and the circuit power splitting constraint
ǫsci + ǫ
b
i = ǫ(i), ∀i (100)
It is worthy to note that the only difference of P4 in contrast to P3 is that ǫ is replaced by ǫ(i) in
(100). Akin to P3, P4 can be transformed to be an equivalent convex optimization problem and can be
solved efficiently. Note also that the KKT conditions, the derived optimal power allocations, as well as
the Lemmas derived for P3 are still valid for P4 (where appropriate ǫ is replaced by ǫ(t)), and the details
are therefore omitted for brevity.
VI. ON-LINE STRATEGIES
In this section, some online strategies are considered for ideal/non-ideal circuit power consumptions.
Instead of applying dynamic programming, which requires exhaustive search and with exponential com-
plexity, we resort to some simple but intuitive algorithms which can be easily implemented for large-scale
applications with promising performance, as discussed in the following.
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A. Ideal Circuit Power Consumption With ǫ = 0
A heuristic time-energy-aware online algorithm for the ideal-circuit case with ǫ = 0 is considered here,
where for energy efficiency Escoi and Esc
o
b are determined by
Esc
o
i = min (Ei, E
sc
max − B
sc
i ) (101)
Eb
o
i = min
(
Ei −E
sco
i , E
b
max − B
b
i
) (102)
where Bsci and Bbi are the amount of available energy stored at SC and battery at the end of epoch i.
In this algorithm, the sum power level of this strategy is determined at the start of each epoch.
Specifically, for the ith epoch, it is given by,
poni =
Esc
o
i−1 +B
sc
i−1 + ηE
bo
i−1 + ηB
b
i−1
T −
∑i−1
j=1 lj
. (103)
where the numerator accounts for the totally drainable energy for the ith epoch, and the denominator is
the remaining time before the deadline.
B. Non-Ideal Circuit Power Consumption With ǫ > 0
Under the case with non-ideal circuit power consumption, it is observed from the optimal solutions to
P2 and P3 that there exists a threshold power level min(po, ppeak). If the energy harvested can support a
power level less than min(po, ppeak) over the entire epoch, it is optimal to transmit a portion of the time
with the transmit power min(po, ppeak), otherwise transmit at a constant power (no higher than ppeak) over
the entire epoch. Motivated by such an observation and recalling that po is independent of the harvested
energies Esc and Eb and is only related to ǫ, an online algorithm with promising performance is presented
as follows.
• Input: T , Esc0 , Eb0, po, ppeak.
1) Initialization: Given Esc0 and Eb0, the sum power level, the optimal precoder design, as well as
the transmission duration at the first epoch are determined by (54)-(55) and (56) with Etol =
Esc0 + ηE
b
0.
2) At the start of the ith epoch (the ith energy arrival), Esci−1 and Ebi−1 are determined by (101)
and (102). In addition, the sum power level and the transmission duration of the ith epoch are
determined by (54)-(55) and (56), where the total available energy hence is Etol = Esci−1 +
Bsci−1 + ηE
b
i−1 + ηB
b
i−1.
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Fig. 5. Accumulated weighted sum throughput of different policies with time, where η = 0.6. The deadline is 10 seconds.
3) If ∑i−1j=1 lj ≤ T , go to Step 2), otherwise terminate.
• Output: psci , pbi , ǫsci , ǫbi , τi.
Remark 3: It is noted that to improve energy storage efficiency in online scheduling, transmit power
is drained from the SC first, i.e., we let psci be the sum power level and ǫsci = ǫ (pbi = 0 and ǫbi = 0) at
the start of the transmission duration of the ith epoch, and then drain harvested energy from the battery
if the energy at SC is used up, i.e., we let pbi be the sum power level and ǫbi = ǫ. In this way, we can
make full use of SC in the following epochs and the energy storage efficiency as well as the weighted
throughput are improved, as observed in Lemma 7.
Remark 4: The transmitter/base station transmits at the optimal power level po (if po < ppeak) if the
amount of the harvested energy is not sufficiently large. In this case, it is argued that our algorithm can
achieve comparable performance to its offline counterpart, as will be observed in the numerical results
part.
Remark 5: Further, it is noted that for the general ǫ(t) model, po is replaced by po(ǫ(t)) and the above
algorithm for the case with a maximum ǫ > 0 applies.
VII. NUMERICAL RESULTS
In this section, both the optimal offline solutions and the heuristic online algorithms are numerically
evaluated. The channels between the antennas of all users and those of the transmitter are assumed to be
mutually independent Gaussian channels with zero mean and unit variance. The noise is additive white
Gaussian noise with zero mean and unity variance. The sum peak power constraint at the transmitter is
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Fig. 6. Weighted sum throughput of different policies versus varying battery storage efficiency η. The deadline is 10 seconds.
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Fig. 7. Average weighted sum throughput of different policies versus the varying η, where Eavg = 5 J. The deadline is 10 seconds.
assumed to be 4 J/sec. The storage capacities at SC and battery are 5 J and 100 J, respectively. The
deadline is assumed to last for 10 seconds, if not otherwise noted.
Firstly, to gain insights, we consider the scenario of deterministic energy arrivals in Figs. 5-6. It is
assumed that the amounts of energy E = [4, 7, 3, 5, 1, 8] J arrive at time instants t = [0, 2, 3, 5, 8, 9] sec.
In Fig. 5, the performances with respect to time for both offline and online scheduling are plotted,
given the deterministic energy arrival profiles. It is observed in the ideal circuit power consumption case
that, compared with the offline strategy, the online policy performs poorly in the beginning, and their gap
shrinks with the reducing remaining time length (T −∑i−1j=1 lj) towards the deadline, as observed in (103).
Actually, the online strategy finally captures roughly 75% performance of its offline counterpart in terms
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Fig. 8. Average weighted sum throughput of different policies versus the varying Eavg, where η = 0.6. The deadline is 10 seconds.
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Fig. 9. Average weighted sum throughput of different policies versus different deadlines, where η = 0.6 and Eavg = 5 J.
of weighted sum throughput. On the other hand, the performances of both offline and online strategies
match with each other well under the scenario with maximum circuit power consumption. The advantage
of the proposed online policy utilizing the optimal po is therefore validated.
In Fig. 6, the performances of different strategies with respect to the varying battery energy efficiency
η are plotted, given the deterministic energy arrival profiles. It is observed that the offline strategy with
ideal circuit power consumption (ǫ = 0) outperforms the offline strategy with maximum circuit power
consumption (ǫ = 1 J/sec), due to the introduction of circuit power consumption. In addition, the online
policy for the ideal case with ǫ = 0 can capture at least 60% performance compared to its offline
counterpart. In fact, the performance gap shrinks with the enhancement of battery storage efficiency. With
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Fig. 11. Average weighted sum throughput of different policies versus transmission deadline, where a general circuit power consumption
model is evaluated. The deadline ranges from 10 seconds to 50 seconds and η = 0.6.
perfect battery storage efficiency, the online strategy can achieve roughly 86% in terms of the weighted
sum throughput. In addition, for the case with non-ideal circuit power consumption, the performance of
the online policy matches perfectly with that of the offline counterpart, due to the utilization of the optimal
po.
In the following, we consider stochastic energy arrivals. Specifically, we model the energy arrival as a
compound Poisson process with uniform density fe over the interval [0, 2Eavg] where Eavg is the average
harvested amount each time. The arrival rate is taken as 1 arrival per second. In addition, the amount of
the initial energy arrival is assumed to be 5 J at the BS. The weighted throughput are averaged by running
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1000 simulations for accuracy.
In Fig. 7, the performances of different strategies with respect to the varying battery energy efficiency
η are plotted. Similar to the deterministic energy arrival profiles, for the case with zero/ideal circuit power
consumption, the online strategy performs better compared to its offline counterpart with the increasing η,
due to the improved energy storage efficiency of battery. Specifically, with η = 1, the online policy captures
roughly 86% performance of its offline counterpart, as in the case the SC and the battery can be regarded
as one perfect energy storage unit. For the case with maximum/constant circuit power consumption, the
online strategy performs quite close to its offline counterpart, i.e., over 92% performance of the offline
scheduling can be achieved by employing the proposed online policy, which is promising in practical
applications.
In Fig. 8 and Fig. 9, the performances of different strategies with respect to the varying Eavg and the
deadlines are shown, respectively. It is observed in Fig. 8 that, with the increasing Eavg, the performance
of all policies monotonically increases. It is also observed in Fig. 9 that, under the scenario with zero/ideal
circuit power consumption, the time-energy aware online policy performs better with smaller deadlines. In
addition, for the case with maximum circuit power consumption, the proposed online policy still performs
close to its offline counterpart.
To complete this work, we consider a general circuit power consumption model ǫ(t) in Fig. 10 and Fig.
11, where ǫ(t) is modeled as a stochastic process following the uniform distribution ranging in [0, ǫ] at
each epoch whenever the sum transmit power is positive. It is not surprisingly observed in Fig. 10 that the
performance of the offline scheduling with ǫ(t) performs worse than the ideal circuit case but outperforms
the maximum circuit power consumption case. Interestingly, it is observed that the performance of the
online policy with ǫ(t) can capture no less than 90% performance of its offline counterpart with η ≥ 0.4
and is also promising in practice.
Finally, we evaluate the performance of different schemes with respect to deadline T in Fig. 11. It
is observed that under ideal circuit power consumption case, the online policy performs worse with the
increasing of the deadline, which follows from that saving too much energy for future use absolutely
deteriorates performance. Still, it can capture roughly 75% performance of its offline counterpart when
T = 50 sec. For the case with maximum circuit power consumption, it is still observed that the online
policy performs quite close to its offline counterpart. For the case with a random ǫ(t) circuit power
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consumption, the gap between the online policy and its offline counterpart slightly enlarges with the
increasing of the deadline T . However, the online policy can still achieve 88% roughly of its offline
counterpart even when T = 50 sec and is hence promising in practice.
VIII. CONCLUSION
In this work, a MIMO broadcast channel under the energy harvesting (EH) constraint and the peak
power constraint was investigated, where the transmitter was equipped with a hybrid energy storage
system consisting of a perfect SC and an inefficient battery. Both elements were assumed to be of limited
energy storage capacities. In addition, two extreme circuitry power consumption cases including the ideal
and the maximum (constant) circuit power consumptions were discussed. The associated optimization
problems in offline scheduling were formulated and solved in terms of weighted throughput optimization.
Furthermore, the general case where the circuit power consumption ranges between the two extreme cases
was also discussed. Some intuitive online policies were presented to complement this work. Interestingly,
for the maximum circuit power consumption case, a close-to-optimal online policy was presented and
its performance was shown to be comparable to its offline counterpart in the numerical results, which
is of practical importance in contemporary energy harvesting communication systems with nonnegligible
processing power consumption.
Further, it is expected that the circuit power consumption will get lower with the innovative development
of circuit technology. Therefore, how to improve the online scheduling performance by taking such facts
into account would be one of the interesting research directions in future. In addition, improving the
efficiency of battery storage should also be of fundamental importance in the near future, especially for
low-cost sensor networks.
REFERENCES
[1] H. Weingarten, Y. Steinberg and S. Shamai, “The capacity region of the Gaussian multiple-input multiple-output broadcast channel,”
IEEE Trans. Inf. Theory, vol. 52, no. 9, 3936–3964, 2006.
[2] N. Jindal, W. Rhee, S. Vishwanath, S. A. Jafar and A. Goldsmith, “Sum power iterative water-filling for multi-antenna Gaussian
broadcast channels,” IEEE Trans. Inf. Theory, vol. 51, no. 4, 1570–1580, 2005.
[3] G. Caire and S. Shamai, “On the achievable throughput of a multiantenna Gaussian broadcast channel,” IEEE Trans. Inf. Theory, vol.
49, no. 7, pp. 1691–1706, 2003.
[4] A. D. Dabbagh and D. J. Love, Precoding for multiple antenna Gaussian broadcast channels with successive zero-forcing,” IEEE Trans.
Sig. Processing, vol. 55, no. 7, pp. 3837–3850, 2007.
[5] A. Dabbagh and D. Love, “Precoding for multiple antenna Gaussian broadcast channels with successive zero-forcing,” IEEE Trans.
Sig. Processing, vol. 55, no. 7, 3837–3850, 2007.
[6] L. N. Tran, M. Juntti, M. Bengtsson, and B. Ottersten, “Weighted sum rate maximization for MIMO broadcast channels using dirty
paper coding and zero-forcing methods,” IEEE Trans. Communi., vol. 61, no. 6, 2362–2373, 2013.
[7] A. Kansal, J. Hsu, S. Zahedi, and M. B. Srivastava, “Power management in energy harvesting sensor networks,” ACM Trans. Embedded
Comput. Syst., vol. 7, no. 4, pp. 1–8, 2007.
29
[8] H. Li, N. Jaggi and B. Sikdar, “Relay Scheduling for Cooperative Communications in Sensor Networks with Energy Harvesting,” IEEE
Trans. Wireless. Communi., vol. 10, no. 9, pp. 2918–2928, 2011.
[9] S. Reddy and C. R. Murthy, “Dual-stage management algorithms for energy harvesting sensors,” IEEE Trans. Wireless Commun., vol.
11, no. 4, pp. 1434–1445, 2012.
[10] V. Sharma, U. Mukherji, V. Joseph, and S. Gupta, “Optimal energy management policies for energy harvesting sensor nodes,” IEEE
Trans. Wireless Commun., vol. 9, no. 4, pp. 1326–1336 2010.
[11] J. Yang and S. Ulukus, “Optimal packet scheduling in an energy harvesting communication system,” IEEE Trans. Communi., vol. 60,
no. 1, pp. 220–230, 2012.
[12] O. Ozel, and S. Ulukus, “Information-theoretic analysis of an energy harvesting communication system,” in IEEE Int. Symp. Personal,
Indoor and Mobile Radio Communications Workshops (PIMRC’10), Sep. 2010, pp. 330–335, 2010.
[13] C. Huang, R. Zhang and S. Cui, “Throughput maximization for the Gaussian relay channel with energy harvesting constraints,” IEEE
Journal. Selected Areas. Communi., vol. 31, no. 8, pp. 1469–1479, 2011.
[14] D. Gunduz and B. Devillers, “Two-hop communication with energy harvesting,” Proc. 4th Int. Workshop Computational Advances
MultiSensor Adaptive Process (IWCAMAP’11), Dec. 2011, pp. 1-5.
[15] O. Ozel, and K. Tutuncuoglu, J. Yang, S. Ulukus and A. Yener, “Transmission with energy harvesting nodes in fading wireless channels:
Optimal policies,” IEEE Journal. Selected Areas. Communi., vol. 29, no. 8, pp. 1732–1743, 2011.
[16] O. Ozel, and K. Tutuncuoglu, J. Yang, S. Ulukus and A. Yener, “Resource management for fading wireless channels with energy
harvesting nodes,” Proc. IEEE Int. Conf. Computer Communi. (Infocom’11)., Apr, pp. 456–460, 2011.
[17] C. K. Ho and R. Zhang, “Optimal energy allocation for wireless communications with energy harvesting constraints,” IEEE Trans.
Signal Processing, vol. 60, no. 9, pp. 4808–4818, 2012.
[18] O. Ozel, J. Yang, and S. Ulukus, “Optimal broadcast scheduling for an energy harvesting rechargeable transmitter with a finite capacity
battery”, IEEE Trans. Wireless Commun., vol. 11, no. 6, pp. 2193–2203, 2012.
[19] K. Tutuncuoglu and A. Yener, “Optimum transmission policies for battery limited energy harvesting nodes,” IEEE Trans. Wireless
Commun., vol. 11, no. 3, pp. 1180–1189, 2012.
[20] B. Devillers and D. Gunduz, “A general framework for the optimization of energy harvesting communication systems with battery
imperfections,” J. Commun. Netw., vol. 14, no. 2, pp. 130–139, 2012.
[21] K. Tutuncuoglu and A. Yener, “Communicating using an energy harvesting transmitter: optimum policies under energy storage losses,”
IEEE Trans. Wireless Comm., Aug. 2012, Available at [arXiv:1208. 6273].
[22] J. Xu and R. Zhang, “Throughput optimal policies for energy harvesting wireless transmitters with non-ideal circuit power,” 2012
[Online]. Available: http://arxiv.org/abs/1204.3818, [arXiv:1204.3818]
[23] O. Orhan, D. Gunduz, and E. Erkip, “Throughput maximization for an energy harvesting system with processing cost,” in Proc. IEEE
ITW, Sep. 2012.
[24] Q. Bai, J. Li, and J. A. Nossek, Throughput maximization for energy harvesting nodes with generalized circuit power modeling,” in
Proc. IEEE Int. Workshop Signal Process. Adv. Wireless Comm., Jun. 2012, pp. 485–489.
[25] M. Gregori and M. Payaro, Throughput maximization for a wireless energy harvesting node considering the circuit power consumption,”
In Proc. IEEE Vehicle Techlogy Conf. (VTC’12), Quebec, QC, Canada, Sep. 2012.
[26] O. Orhan, D. Gunduz, and E. Erkip, “Energy harvesting broadband communication systems with processing energy cost,” IEEE Trans.
Wireless Communi., vol. 13, no. 11, pp. 6095-6107, Nov. 2014.
[27] O. Ozel, K. Shahzad, and S. Ulukus. “Optimal energy allocation for energy harvesting transmitters with hybrid energy storage and
processing cost,” IEEE Trans. Signal Processing, vol. 62, no. 12, pp. 3232–3245, 2014.
[28] A. D’Amico, L. Sanguinetti, and D. P. Palomar. “Convex separable problems with linear constraints in signal processing and
communications.” IEEE Trans. Sig. Processin vol. 62, no. 22, 6045-6058, 2014.
[29] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, UK, Cambridge University Press, 2004.
APPENDIX A
PROOF OF OPTIMAL PRECODER DESIGN
Proof: From the KKT condition in (17) for P1, we arrive at
L
H
k
(
I+ LkΦk(i)L
H
k
)−1
Lk =
∆∗i
γk
I. (104)
As Lk is nonsingular, by letting Lk = (L−1k )−1, LHk = ((LHk )−1)−1 and by getting the inverse matrix on
both sides of (104), we obtain
(L−1k )
(
I+ LkΦk(i)L
H
k
)
(LHk )
−1 =
γk
∆∗i
I. (105)
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Applying some arithmetic operations, we hence arrive at
Φk(i) =
γk
∆∗i
I− (L−1k )(L
H
k )
−1
=L−1k
(
γk
∆∗i
LkL
H
k − I
)
(LHk )
−1 (106)
In addition,
Tr(Φk(i)) =Tr(
γk
∆∗i
I− (L−1k )(L
H
k )
−1)
=Tr(
γk
∆∗i
I− (LHk Lk)
−1)
=Tr(
γk
∆∗i
I− (LkL
H
k )
−1) (107)
=
∑
λck
(
γk
∆∗i
−
1
λck
) (108)
where λck is the singular values of the matrix LkLHk and (107) follows from the cyclic property Tr(AB) =
Tr(BA) for all matrices A of dimension m by n and B of dimension n by m.
APPENDIX B
PROOF OF LEMMA 1
Proof: We prove Lemma 1 by contradiction. Suppose under the optimal solution, the constraints in
(5) and (7) are met with strict inequality at the N th epoch. In this case, one can always increase the
transmit power to meet the corresponding constraint(s) with equality. The weighted sum throughput is
therefore improved, which contradicts the optimality. Hence, (30) and (31) are verified. From the slackness
conditions for the energy causality constraints at SC and battery in (18) and (20), it is further concluded
that λsc∗1N , λb
∗
1N > 0, and (32) is verified. Since the energy causality constraint is active at epoch N , the
non-energy-overflow constraint is hence inactive at the last epoch, and (32) is immediately deduced.
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