Abstract-Chip multiprocessors (CMPs) present a unique scenario for software data prefetching with subtle tradeoffs between memory bandwidth and performance. In a shared L2 based CMP, multiple cores compete for the shared on-chip cache space and limited off-chip pin bandwidth. Purely software based prefetching techniques tend to increase this contention, leading to degradation in performance. In some cases, prefetches can become harmful by kicking out useful data from the shared cache whose next usage is earlier than the prefetched data, and the fraction of such harmful prefetches usually increases when we increase the number of cores used for executing a multi-threaded application code. In this paper, we propose two complementary techniques to address the problem of harmful prefetches in the context of shared L2 based CMPs. These techniques, namely, suppressing select data prefetches (if they are found to be harmful) and pinning select data in the L2 cache (if they are found to be frequent victim of harmful prefetches), are evaluated in this paper using two embedded application codes. Our experiments demonstrate that these two techniques are very effective in mitigating the impact of harmful prefetches, and as a result, we extract significant benefits from software prefetching even with large core counts.
I. INTRODUCTION
Prefetching has been shown to be a very effective technique in improving performance by hiding memory accesses latencies. However, timing and scheduling of prefetch instructions is a critical issue in software data prefetching and prefetch instructions must be issued in a timely manner for them to be useful. If a prefetch is issued too early, there is a chance that the prefetched data will be replaced from the cache before its use or it may also lead to replacement of other useful data from the higher levels of the memory hierarchy. If the prefetch is issued too late, the requested data may not arrive before the actual memory reference is made, thereby introducing processor stall cycles. Software data prefetching (e.g., implemented through compiler-inserted explicit prefetch calls) is inherently less speculative in nature than its hardware counterpart. However, scheduling prefetch instructions is the key for the success of any software prefetching algorithm. The criticality of scheduling the prefetch instructions increases in chip multiprocessors prefetching data to the shared L2 caches, due to the additional possibility of negative interactions among different processor cores.
The latest versions of many architectures have chip multiprocessors (CMPs) with a shared L2/L3 cache [9] , [12] , [22] . In these CMPs, the cores compete for the cache as any other shared resource. In the context of CMPs with shared on-chip caches, existing compiler algorithms for scheduling software prefetch instructions and static techniques to compute prefetch distances may not be very effective. The L2 cache itself is the last line of defense before off-chip memory accesses in these systems and therefore achieving a high accuracy of prefetches is of critical importance. Apart from useless prefetches, the impact of harmful prefetches is also high in case of chip multiprocessors with shared L2 cache. We refer to a prefetch as harmful if the prefetched data is used later than the data it displaces from the on-chip cache. Note that, harmful prefetches can occur among the accesses made by a single core, or among the accesses from different cores.
We can summarize the main contributions of this paper as follows:
• We quantify the impact of harmful prefetches in the context of shared L2 based CMPs. Our experiments with two data-intensive embedded applications indicate that the effectiveness of compiler-directed prefetching drops significantly as we move from single-core execution to multi-core execution.
• We show that the contribution of harmful prefetches also increases with the increased number of cores. And, therefore, there is a direct correlation between the degradation in the effectiveness of prefetching and the increase in the fraction of harmful prefetches.
• We further demonstrate that harmful prefetch patterns change dramatically across the different phases of a given application, and in many execution phases, the total number of processor cores that are involved in harmful prefetches is relatively small. • Based on these observations, we propose two dynamic and adaptive complementary techniques to mitigate the impact of harmful prefetches. These techniques, namely, suppressing select prefetches (if they are found to be harmful) and pinning select data in the L2 cache (if they are found to be frequent victim of harmful prefetches), are evaluated in this paper using two embedded application codes. Our experiments demonstrate that these two techniques are very effective in mitigating the impact of harmful prefetches, and as a result, we are able to extract significant benefits from data prefetching even with large core counts. The rest of this paper is structured as follows. The next section briefly explains the software based data prefetching scheme used in this work, and Section III presents an experimental evaluation of it using two embedded applications. Our two optimization techniques are detailed in Section IV, and their impact in reducing harmful prefetches and improving performance is quantified in Section V. Possible extensions to our baseline approach are discussed in Section VI, and the paper is concluded in Section VIII.
II. SOFTWARE-DIRECTED PREFETCHING
The baseline software based data prefetching approach used in this paper is similar to that proposed in [20] . In this approach, prefetches are inserted into the code based on data reuse analysis. More specifically, an optimizing compiler analyzes the application code and identifies future accesses to data elements that are not likely to be in the data cache. It then inserts explicit prefetch instructions to bring such elements into the data cache ahead of time to ensure that data is in the cache when it is actually referenced. As a result, a successful data prefetch effectively hides the off-chip memory latency. Figure 1 illustrates an example application of this prefetching scheme. In this example, three N -element arrays (a, b, and c) are referenced using three references (a[i], b [i] , and c [i] ). D denotes the block size, which is assumed to be the unit for data prefetching (i.e., a prefetch targets a data block of size D). Figure 1(a) shows the original loop (without any data prefetching), and Figure 1(b) illustrates the compiler-generated code with explicit prefetch calls embedded. The original loop is modified to operate on a block size granularity. As can be seen in the compiler generated code of Figure 1(b) , the outermost loop iterates over individual blocks, whereas the innermost loop iterates over the elements within a block. This way, it is possible to prefetch a data block and operate on the data elements it contains. The first set of prefetch statements in the optimized code are used to load the first data block into the cache prior to loop execution. In the steady state, we first issue prefetch requests for the next set of blocks and then operate on the current set of blocks. The last loop nest is executed separately as the total number of remaining data elements may be smaller than a full block size.
We now briefly discuss the compiler analysis required for implementing this software based data prefetching in more detail. First, the compiler analyzes the given application code and predicts the future data access patterns. This is done using data reuse analysis, a technique developed originally in the context of cache locality optimization [29] . After that, potential cache misses are isolated through loop-splitting and prefetches are scheduled using software pipelining based on the data locality information generated by the compiler. In deciding the loop splitting point, the prefetching algorithm takes into account the estimated off-chip memory latencies as well (i.e., the time it takes to bring the data from the off-chip memory to the on-chip cache). In our implementation of this software prefetching algorithm, we also have a runtime layer that monitors the prefetch requests made by the application, and filters unnecessary prefetches as much as possible. This is done to minimize the cost of useless prefetch calls.
III. AN EVALUATION OF SOFTWARE PREFETCHING IN
MULTICORE EXECUTION In this work, we use two embedded applications. The first of these, called curve-r, is an image rendering code in which a sequence of images are captured by multiple cameras located at different positions along a curve. In this application, advanced radiosity estimation is coupled with a high quality ray tracing algorithm and therefore images exhibit convincing realism. The second application we use, called cc, is a motion compensation code that also uses compression. This application divides up the current frame into non-overlapping regions, and the motion compensation vector indicates where those regions come from.
We implemented the compiler-directed software prefetching algorithm explained in Section II, targeting the shared L2 cache of a CMP. We used the SUIF compiler infrastructure from Stanford University for this purpose (a Microsoft Phoenix based implementation is also underway). SUIF is an optimizing compiler infrastructure that can be used as a source-tosource translator. It consists of a small kernel and a suite of compiler passes built on top of the kernel. The SUIF kernel defines the intermediate representation, provides functions to access and manipulate the intermediate representation, and structures the interface between compiler passes. Our prefetch insertion algorithm is implemented as a standalone phase within SUIF. We observed that the impact of our prefetch implementation on compilation time was not too much (less than 8% for the two applications used in this work).
We used SIMICS [18] , a full-system simulator, to implement our two schemes. In the simulated CMP architecture, the cores share a total on-chip L2 cache space of 2MB (with 8 cycle access latency), and each core (which is single-issue) has 16KB private instruction and data caches (each with 1 cycle access latency).
As stated earlier, we define a harmful prefetch as a prefetch that leads to the removal of a data block from the data cache and the prefetched data block is referenced only after the reference to the removed block.
Our goal in this section is to evaluate the impact of the software prefetching scheme explained above for our two embedded applications (curve-r and cc). The percentage improvements due to prefetching for different number of cores are given in Figure 2 . These savings are with respect to the no-prefetch case. We see that the impact of prefetching suffers significantly as we increase the number of processor cores. For example, when we increase the number of cores from 1 to 12, the improvement the data prefetching brings drops from 27.3% to 0.09% in curve-r, and from 22.6% to 0.13% in cc. In fact, we can observe that the prefetching does not bring any tangible benefits beyond nine cores in our CMP. Amount of L2 space required to achieve the same prefetch performance in the single core case.
gives the fraction of harmful prefetches as we increase the number of cores. We note from this plot that the contribution of harmful prefetches increases with increasing number of cores. Considering Figures 2 and 3 together, we can see a direct correlation between the increase in the contribution of harmful prefetches (to overall prefetches) and the reduction in the effectiveness of data prefetching.
The main reason behind the poor performance of prefetching, observed from Figure 2 , when the number of cores is increased is the increasing pressure on the limited L2 capacity. We also performed an additional set of experiments where we recorded the required amount of L2 space (as the number of cores is increased) to maintain the same prefetching performance as in the single core execution case. Recall that the default L2 capacity used in our experiments in 2MB. The results of these experiments are presented in Figure 4 for core counts of 2, 4, 8 and 12. We see that, for example, when 8 cores are used, we need 6MB L2 cache space to achieve the same percentage benefits from the baseline software prefetching in application curve-r when it is used on a single core with 2MB cache space. That is, to maintain the same percentage benefits of prefetching, the L2 cache capacity should be increased by three times. Obviously, one cannot keep increasing the on-chip L2 capacity continuously. Therefore, in this paper, we take an alternate path where we try to optimize the performance of prefetching rather than increasing L2 cache capacity. We believe this is a particularly promising option for embedded systems where area concerns are an important factor.
In our next set of plots, we take a closer look at the patterns exhibited by harmful prefetches. We can divide harmful prefetches into two categories: intra-core harmful prefetches and inter-core harmful prefetches. In the first case, the prefetch discards the data used by the same core, and in the second case the prefetching core and the core that makes reference to the discarded data are different. To understand these intracore and inter-core harmful prefetch patterns, we study four different scenarios plotted in Figure 5 . In each of these plots, we illustrate how harmful prefetches happen. In these graphs, "prefetching core " is the core that performs the prefetch to the shared L2 cache and "affected core" is the core whose data got removed from the cache as a result of this prefetching, i.e., whose data is the victim of a harmful prefetch.
We start our discussion with Figure 5 (a) which gives us the breakdown of harmful prefetches from an epoch at the beginning of execution of application curve-r. We see that one particular core (core5) causes an overwhelming majority of harmful prefetches (nearly about 74% of total harmful prefetches). An entirely different pattern can be observed in Figure 5 (b), that belongs to one of the epochs toward the end of the same application. In this case, there is not a single culprit core that causes most of the harmful prefetches, but, there is a single (victim) core that is affected from a large majority of harmful prefetches (caused probably by different cores). Specifically, nearly 73% of total harmful prefetches affect core3.
The next two patterns in Figure 5 are taken from two different epochs of application cc that occur around the half way through its execution. In Figure 5 (c), we can see a small clustering where a large majority of harmful prefetches involve three prefetching cores (core3, core4 and core5) and two affected cores (core5 and core6). Finally, in Figure 5 (d), we see a pattern which looks like a combination of the two patterns shown in Figures 5(a) and (b) .
Overall, we can conclude from these results that harmful prefetches are not uniformly distributed across all available cores. In a given program execution phase, there is typically a small set of cores that are causing and/or being affected by the harmful prefetches. Another important observation is that the observed harmful prefetch patterns can change dramatically from one execution phase to another (consider for example the graphs in Figures 5(a) and (b) which belong to the same application). In fact, during our experiments with these two application codes, many other interesting harmful prefetching patterns were observed. If we can develop an adaptive scheme that can take advantage of these two observations, we may be able to eliminate a large fraction of harmful prefetches, without affecting useful prefetches.
IV. OUR APPROACH
We propose two complementary techniques to cope with harmful prefetches in shared cache SPMs. Both of these techniques are history based, that is, the execution of the application is divided into epochs and the observations made during the execution of the current epoch are used to optimize the behavior of the next epoch. The first technique suppresses prefetches from select cores. Consider once more the pattern illustrated in Figure 5 (a). In this figure, one core is responsible for most of the harmful prefetches. If this pattern is detected in epoch K, we can prevent this processor from issuing prefetches in epoch K+1. Assuming that the similar pattern will occur in epoch K+1 as well (i.e., assuming that there is a kind of locality regarding harmful prefetches), we can expect this scheme to reduce a large number of harmful prefetches and hence improve performance. It has to be noticed however that it is very likely that this core is also issuing some useful prefetches. Therefore, there is an associated cost of suppressing prefetches issued by a core. To address this potential problem, our approach suppresses data prefetches from a core only if its contribution to the total harmful prefetches (i.e., sum of the harmful prefetches issued by all cores combined) exceeds a certain (preset) threshold. The suppressed core is allowed to prefetch in epoch K+2. In other words, we suppress a core if it really contributes to a large fraction of harmful prefetches, and we release it in the next epoch (later we will discuss what happens if we do not release it in the next epoch).
To implement this scheme, we have to keep track of the harmful prefetches issued by each core. Specifically, when a data block is prefetched into the cache, we record the block it discards, and then later check whether the prefetched block or the discarded block is accessed first. If it is the latter, we increase a counter (which counts the number of harmful prefetches) attached to the prefetching core by one. In addition to these core-local harmful prefetch counters, we also keep track of the total number of harmful prefetches using a global counter. At the end of each epoch, the contents of the local counters and the global counter are used for calculating the contribution of each core to the total number of harmful prefetches. The cores whose contributions to harmful prefetches are above a preset threshold value are prevented from issuing further prefetches in the next epoch. In addition, the counters (including the global one) are reset to 0 before the next epoch starts to ensure that we capture the dynamic variations in the behavior of the application.
Our second technique pins data blocks brought to the shared cache by select processing cores, and is designed to handle the type of patterns illustrated in Figure 5(b) . In this technique, select data blocks brought to the shared L2 cache by a core are marked as non-removable (i.e., pinned in the shared cache) for a certain period of time. This helps those cores which are affected from harmful prefetches significantly (as illustrated in Figure 5(b) ). We implement data pinning using a preset threshold value, similar to the one used in the case of our first technique. This time, however, we keep record -for each core -the fraction of cache misses it incurs because of harmful prefetches. This is done by employing a counter for each core that records the number of cache misses it incurs due to harmful prefetches and another counter which keeps track of all misses (across all processor cores) due to harmful prefetches. When, for a given core, the fraction of Percentage improvements in execution cycles when our two optimization schemes are used with prefetching. misses due to harmful prefetches exceeds the threshold value in epoch K, the data blocks brought by that core to the cache are pinned during the entire epoch K+1. In this case, when a prefetch tries to kick out a data block of this core, another victim (from another core) is selected, again based on the LRU policy. In other words, the new victim is the block that has not been brought into the cache by that core and has the lowest LRU value among all such blocks. As in the case of our first technique, the counter values are reset to 0 at the beginning of each epoch. Note also that the data blocks brought into the cache in epoch K+2 (by the core whose blocks are pinned in epoch K+1) are not pinned.
Note that many CPU architectures today provide performance counters and thus the proposed counters are not difficult to implement in practice.
V. RESULTS
The results presented below include the overheads incurred in maintaining the counters used by our schemes (e.g., counter updates, comparison operations, etc). The performance improvements brought by our techniques are presented in Figure 6 with varying number of cores. That is, this graph plots the benefits software prefetching brings (over the case with no prefetching) when it is supported by our two optimization techniques explained above. Comparing this graph with that in Figure 2 , we see that our schemes boost the performance of prefetching significantly. For example, when 6 (resp. 12) cores are used, the percentage improvements brought by data prefetching to shared L2 supported by our two techniques are 22.1% (resp. 16.2%) and 14% (resp. 10.5%) with applications curve-r and cc, respectively. These results clearly demonstrate the impact of our techniques in rendering compiler-directed prefetching an effective approach in the CMP context.
We now present the breakdown of the performance benefits brought by our approach. In Figure 7 , each bar represents the total benefits brought by suppressing prefetches and data pinning, and is set to 100. The lower portion of a bar gives the percentage benefits brought by suppressing select prefetches, while the upper portion captures those obtained through data pinning. We see that suppressing prefetches seems more beneficial than data pinning for these two applications.
VI. DISCUSSION Our two techniques that are designed to cope with harmful prefetches in shared L2 based CMPs can be considered as coarse grain as they both keep track of harmful prefetches and misses due to them from an individual core perspective rather than in a core-pair centric manner. In other words, if the prefetches of a core are suppressed, some useful prefetches issued by that core will also be suppressed, and this can affect the overall performance negatively in some cases. Similarly, when data blocks of a CPU are pinned, they are pinned against all prefetches from all processor cores. Some of these prefetches may in fact be useful and can improve performance if enabled. At this point, one can envision a fine-grain version of our schemes, which is oriented to address the problems associated with the coarse grain version explained above, we keep track of harmful prefetches and misses due to harmful prefetches for each core-pair. In a sense, we try to captureat runtime -the information represented in bar-charts of the type shown in Figure 5 . Note that this level of information can allow us to perform some detailed optimizations which could not be possible under the coarse grain implementation. However, we also note that this fine grain version requires more counters than the course grain version. Figure 8 presents the results with this finer grain version of our approach. We see that these results are better than the corresponding results with the coarse grain version (Figure 2) , and the gap between this fine grain version and optimal savings is not too high. Consequently, we can conclude that, if the resulting hardware (counter) increase and complexity can be tolerated, the fine-grain version can be chosen for maximizing benefits extracted from the compiler-directed data prefetching.
We now summarize the results obtained when a simpler prefetching algorithm is used. Recall that the baseline data prefetching approach used so far in our experimental evaluation is a compiler based one. As explained earlier in Section II, this approach makes use of data reuse analysis to identify the data blocks for which to issue prefetches and most suitable points in the code to insert explicit prefetch instructions. As a result, this software prefetching scheme is careful in inserting prefetches and this in turn helps minimize the number of unnecessary or useless prefetches. To quantify the effectiveness of our approach under a different data prefetch scheme, we also implemented a simpler prefetching scheme, whereby whenever a cache block is fetched (not through prefetching) from the off-chip memory to the on-chip cache, the next block in the memory is prefetched automatically. Note that this is a hardware-based data prefetching scheme. Clearly, as compared to the compiler based scheme, this simpler scheme can issue many more prefetches. We collected the results with this scheme as well. These results showed that our approach generates better savings with the simple prefetch scheme for all the core counts tested (on average 11% better as compared to the compiler-based prefetching case). The main reason for this is the fact that, as the number of prefetches increases, the percentage of harmful prefetches also increases. For example, although we do not present here in detail, for the 8 core case, when we move from the compiler based prefetching scheme to the simple scheme, we observed that the percentage of harmful prefetches increased by about 13% and 12% for our two applications. Since suppressing prefetches and data pinning target harmful prefetches, their effectiveness increases with the simple scheme (the hardware-based prefetching scheme).
As explained earlier, when our approach decides, during epoch K, suppressing prefetches or data pinning for epoch K+1, in the next epoch (K+2), these optimizations are disabled. However, this can potentially lead to miss some optimization opportunities. In particular, epoch K+2 (and possibly the next several epochs that follow it) could also benefit from the prefetch suppressing and data pinning decisions taken for epoch K+1. To test this, we performed another set of experiments where the decisions taken during epoch K are applied to epochs K+1 through K+s, where s is a parameter that can be changed. Note that in our experiments discussed up to this point s is set to 1. We performed experiments with 6 and 12 cores using the coarse grain version of our approach. Our results showed that, for both applications, the s value which generated the best results was 3. This can be explained as follows. As the value of s is increased, the percentage improvements first increase, but then beyond a point, they start to decrease. This means that the same harmful prefetch pattern lasts a few consecutive epochs but does not go beyond that. Therefore, setting the value of s to 3 seems to be the right choice for our two benchmarks. In our current work, we are investigating whether it is possible to determine the best s value dynamically during execution.
VII. RELATED WORK Data prefetching has received considerable attention in the literature as a potential way of boosting performance in uniprocessor systems and loosely-coupled multiprocessor systems. A comprehensive survey of most popular prefetching schemes for multiprocessors (also applicable to uniprocessors) is presented in [27] . This survey paper discusses various prefetching schemes including pure hardware [2] , [10] , [4] , [30] , [11] , software [5] , [8] , [19] , [20] , [15] and integrated schemes.
Among the integrated schemes, Gornish et al [6] describe an integrated prefetching scheme, which is a variation of tagged hardware prefetching, in which the degree of prefetching for a particular reference stream is calculated at compile time and passed on to the prefetch hardware. To implement this scheme, a prefetching degree field is associated with every cache entry. A special prefetch instruction is provided that prefetches the specified block into the cache and then sets the tag bit and the value of the prefetch degree field of the cache entry holding the prefetched block. VanderWiel and Lilja [26] propose a prefetch engine that is external to the processor. This engine is a simple processor that executes its own program to prefetch data for the CPU. Through a shared second-level cache, a producer-consumer relationship is established in which the engine prefetches new data blocks into the cache, but only after previously prefetched data is accessed by the processor. The processor also partially directs the actions of the prefetch engine by writing control information to memory-mapped registers within the prefetch engine's support logic.
Our work can be thought of as an extension of single core based data prefetching to the CMP domain. Observing that harmful prefetches can be an important issue with large number of processor cores, this paper proposes and evaluate two techniques to cope with them.
VIII. CONCLUSIONS Due to the huge and continuously increasing disparity between processor speeds and off-chip memory access latencies, data intensive applications that frequently exercise offchip memory components tend to waste a disproportionate percentage of their execution times waiting for memory requests to complete. Data prefetching has been employed in the past as one of the mechanisms to hide memory access latencies. However, prefetching requires an accurate timing to be effective in practice. This timing problem is particularly problematic when multiple processors share the same on-chip cache (L2/L3) space, which is the case in some of the emerging chip multiprocessors (CMPs). In this paper, we (i) quantify the impact of software prefetching on shared L2 cache in a CMP; (ii) identify inter-core misses due to harmful prefetches as one of the main sources of this reduction in performance with increased number of cores; and (iii) propose and evaluate two complementary techniques to mitigate the negative impact of harmful prefetches. Our experiments with two data-intensive embedded applications reveal that the proposed techniques can improve the performance of a baseline software prefetching scheme significantly by reducing the number of harmful prefetches. In fact, our results show that the proposed two optimization schemes render software prefetching a very effective technique for CMP based execution platforms.
