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RELATIONS IN THE COHOMOLOGY RING OF THE MODULI SPACE
OF FLAT SO(2n+ 1)-CONNECTIONS ON A RIEMANN SURFACE
ELISHEVA ADINA GAMSE AND JONATHAN WEITSMAN
Abstract. We consider the moduli space of flat SO(2n + 1)-connections (up to gauge
transformations) on a Riemann surface, with fixed holonomy around a marked point. There
are natural line bundles over this moduli space; we construct geometric representatives
for the Chern classes of these line bundles, and prove that the ring generated by these
Chern classes vanishes below the dimension of the moduli space, generalising a conjecture
of Newstead.
1. Introduction
Let G be a compact Lie group with Lie algebra g, and pick a maximal torus T ⊂ G.
Spaces of the form (Hompi1(Σ), G)/G, where Σ is a Riemann surface of genus g ≥ 2, arise in
various branches of geometry. Such spaces have interpretations as the moduli space of flat
connections up to gauge transformations (see [7, 8, 16]); they also occur as a building block
in the topological quantum field theoretical construction of invariants of 3-manifolds with
boundary Σ. See also the related discussions of character varieties ([12, 13]), of parabolic
Higgs bundles ([6]) and of polygon spaces ([1]).
A related space is obtained by marking a point p ∈ Σ and prescribing the holonomy of
the connections around that point. That is, fix a generator c ∈ pi1(Σ \ p) that represents a
small curve around p, and for t ∈ T , let Sg(t) := {ρ ∈ Hom(pi1(Σ \ p), G|ρ(c) ∼ t}/G, where
∼ denotes conjugacy in G. In the case where the holonomy ζ lies in the centre of G, the
spaces Sg(ζ) are moduli spaces of stable holomorphic vector bundles over Σ (see for example
[2, 14, 3, 4, 10, 9]).
We will consider the space Sg(t), where t is a generic torus element with Stab t = T . In
this paper, we will take G = SO(2n + 1). Consider the torus bundle Vg(t) → Sg(t) given
by Vg(t) := {ρ ∈ Hom(pi1(Σ \ p), G)|ρ(c) = t}. If φ ∈ Φ(g) is a root of g, let Lφ be the
line bundle associated to Vg(t) via the torus representation with weight φ. We will construct
geometric representatives for the first Chern classes of these line bundles. By considering
these geometric representatives, we are able to identify several particular products of Chern
classes which vanish in H∗(Sg(t)); we also give a combinatorial proof that any monomial
in the c1(Lφ) is equivalent in H
∗(Sg(t)) to a combination of those particular monomials
and hence also vanishes. Our geometric representatives are analogous to Schubert cycles
for flag manifolds; however, a key difference is that there is no canonical complex structure
on Sg(t), and our geometric representatives for Chern classes will not generally be complex
subvarieties of Sg(t) with respect to an arbitrary choice of Ka¨hler structure. Thus a feature
of our topological approach is that it enables us to make use of these particular geometric
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representatives which would not show up under an algebraic geometric treatment of the
subject.
This paper builds on our earlier work [5], where we used a similar approach for the case
G = SU(n), making Sg(t) the moduli space of parabolic holomorphic vector bundles over
Σ. (For a different approach to finding generators and relations for the cohomology of this
moduli space, see [4].) This itself was based on the earlier paper [15], which used this
geometric approach in the case G = SU(2) to provide a geometric proof to a conjecture of
Newstead ([11]).
Let us now take G = SO(2n+ 1), and fix generators a1, . . . , ag, b1, . . . , bg, c for the funda-
mental group pi1(Σ\{p}), such that c represents the boundary of Σ\{p} and
∏g
l=1[al, bl] = c.
Recall that the set of roots of g is Φ(g) = {±(ηi + ηj) | 1 ≤ i ≤ j ≤ n} ∪ {±(ηi − ηj) | 1 ≤
i < j ≤ n}. Choose the maximal torus T ⊂ G consisting of elements
cos θ1 − sin θ1
sin θ1 cos θ1
. . .
cos θn − sin θn
sin θn cos θn
1
 ;
for ease of notation such elements will be denoted (θ1, . . . , θn).
Definition 1.1. We say an element t = (θ1, . . . , θn) is generic if Stab t = T , and if the only
relation λ1θ1 + · · ·+ λnθn ∈ 2piZ with λi ∈ {±1, 0} is the trivial relation λ1 = · · · = λn = 0.
Let t ∈ T be generic, and set
Sn,g(t) := {ρ ∈ Hom(pi1(Σ \ p), SO(2n+ 1)) | ρ(c) ∼ t}/G.
Let C(±(ηi±ηj)) denote the 1-dimensional torus representation
T × C(±(ηi±ηj)) → C(±(ηi±ηj))
(θ1, . . . , θn) · z 7→ e±
√−1(ηi±ηj)z.
For φ ∈ Φ(g) a root of g, we consider line bundles Lφ := (Vg(t)×C(φ))/T → Vg(t)/T = Sn,g(t),
where the quotient is by the diagonal T -action. We will also denote L(ηi±ηj) by L
±
ij; observe
that L−(ηi±ηj) ∼= (Lηi±ηj)∗.
Theorem 1.2. The product
∏
φ∈Φ(g) c1(Lφ)
kφ ∈ H∗(Sn,g(t);Q) vanishes whenever
∑
φ∈Φ(g) kφ ≥
2gn2 + 1
2
(n− 1)(n− 2).
The dimension of Sn,g(t) is 2gn(2n+ 1)− 2n(n+ 1), so when g ≥ 3n2 , our theorem shows
that the top cohomology classes of Sn,g(t) must be generated by elements other than the
c1(Lφ).
We begin in the case n = 1, the proof for which is analogous to Weitsman’s proof ([15]) of
the Newstead conjecture. When n = 1, we have just the one pair of roots ±φ of so(3), and the
corresponding pair of line bundles Lφ and L−φ = L∗φ; of course c1(Lφ) = −c1(L∗φ) = −c1(L−φ).
In this case, the theorem is that c1(Lφ)
2g = 0, as follows:
2
Proposition 1.3. Let G = SO(3). Let t ∈ T be generic, and let L → S1,g(t) be the line
bundle associated to Vg(t) by the representation
 cos θ − sin θsin θ cos θ
1
 · z = e2iθz. Then
(c1(L))
2g = 0 in H4g(S1,g(t);Q).
Proof. For x ∈ {a1, . . . , ag, b1, . . . , bg}, consider the section sx of L induced by the T -
equivariant map
fx : Vg(t)→ C
ρ 7→ (ρ(x))11 − (ρ(x))22 +
√−1((ρ(x))21 + (ρ(x))12)
(where the subscript ij denotes the (i, j)th matrix entry). If sx = 0, then
ρ(x) =
 a b c−b a d
e f g
 ∈ SO(3).
But since ρ(x) ∈ SO(3), we also have |c| = |d| and cd = 0, thus c = d = 0. Simi-
larly e = f = 0, and so a2 + b2 = 1 and g = 1; that is, ρ(x) ∈ T . Suppose ρ(x) = 0
for all x ∈ {a1, . . . , ag, b1, . . . , bg}. Then ρ(a1), . . . , ρ(ag), ρ(b1), . . . , ρ(bg) ∈ T . But then
ρ(c) =
∏g
i=1[ρ(ai), ρ(bi)] = 1 6= t, so in fact there are no such ρ in Vg(t). Hence the section
(sa1 , . . . , sag , sb1 , . . . , sbg) of L
⊕2g is nowhere zero, so c2g(L⊕2g) = (c1(L))2g = 0. 
When n > 1, the combinatorics of the vanishing loci of the relevant sections becomes more
complicated. The key idea in the proof of Theorem 1.2 is similar to that in our earlier paper
[5], but the combinatorics required in this case is more intricate.
The outline of the rest of this paper is as follows.
In section 2, we prove the theorem for the case G = SO(5). As in [5], the proof begins by
identifying specific products of Chern classes which must vanish because there are sections
(constructed explicitly) of the relevant line bundles with no common zeros. The proof is
completed by showing that any monomial of sufficiently high degree is equivalent to a com-
bination of these products of Chern classes which have already been shown to vanish. In
section 3 we allow n to be an arbitrary positive integer, exhibit some collections of sections
of the appropriate line bundles with no common zeros, and conclude that the corresponding
products of Chern classes vanish. In section 4 we turn to the combinatorial heart of the
argument, showing that every product of Chern classes of sufficient degree is equivalent in
H∗(Sn,g(t)) to a combination of those shown to vanish in section 3.
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2. G = SO(5)
We have chosen to devote a section to proving our result in the case G = SO(5). This is
intended to provide intuition for the general case in a more tractable context. Let G = SO(5)
3
and let T ⊂ G be the maximal torus
T =


cos θ1 − sin θ1
sin θ1 cos θ1
cos θ2 − sin θ2
sin θ2 cos θ2
1

 ⊂ G;
to simplify notation we will also denote elements of T by (θ1, θ2). Choose an element t ∈ T
that is generic in the sense that θ1± θ2 /∈ 2piZ. Recall that the roots of g are ±(2η1, 2η2, η1 +
η2, η1 − η2). If φ = ±(ηj ± ηk) we denote by C(φ) the one dimensional torus representation
(θ1, θ2) · z = e±i(θj±θk)z. Consider the line bundles Lφ = Vg(t) ×T C(φ) → Vg(t)/T = S2,g(t)
for φ ∈ Φ(G). Observe that L−φ ∼= L∗φ, and Lφ+ψ ∼= Lφ ⊗ Lψ. Hence c1(L∗φ) = −c1(Lφ), and
c1(Lφ+ψ) = c1(Lφ) + c1(Lψ). In this case, Theorem 1.2 says
Proposition 2.1. The product
∏
φ∈Φ(G) c1(Lφ)
kφ vanishes whenever
∑
φ∈Φ(G) kφ ≥ 8g.
As in the case of G = SO(3), and following the strategy for G = SU(n) in [5], we prove
this by identifying collections of sections of the Lφ with no common zeros, thus observing
that the corresponding products of first Chern classes c1(Lφ) vanish. We will identify three
such vanishing products, and then prove that any other monomial of degree at least 8g is
equivalent in H∗(S2,g(t)) to a combination of those three.
Definition 2.2. For x ∈ {al, bl | 1 ≤ l ≤ g}, let s±ij(x) be the section of Lηi±ηj induced by
the T -equivariant map
Vg(t)→C(ηi±ηj)
ρ 7→(ρ(x))2i−1,2j−1 ∓ (ρ(x))2i,2j +
√−1((ρ(x))2i,2j−1 ± (ρ(x))2i−1,2j).
(Note that s−ii(x) is a section of the trivial bundle L0.)
Observe that if s±ij(x) vanishes, then the (i, j)
th 2-by-2 block in ρ(x) takes the form(
a b
∓b ±a
)
; if for any given i, j, both s+ij(x) and s
−
ij(x) vanish, then the (i, j)
th 2-by-2
block in ρ(x) is zero.
To simplify notation, will will write c±ij := c1(L
±
ij)
Lemma 2.3. The monomial z1 := (c
+
11c
+
12c
−
12)
2g vanishes in H12g(S2,g(t)).
Proof. Let x ∈ {al, bl}, and consider the sections s+11(x), s+12(x), s−12(x). If these all vanish,
then ρ(x) =

a b 0 0 c
−b a 0 0 d
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
, for some a, b, c, d ∈ R. Since ρ(x) ∈ SO(5), c = d = 0,
so in fact ρ(x) =

a b 0 0 0
−b a 0 0 0
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗
, for some a, b ∈ R with a2 + b2 = 1. If all 6g sections
4
s+11(x), s
+
12(x), s
−
12(x), for x = a1, . . . , ag, b1, . . . , bg vanish, then
ρ(c) =
g∏
l=1
[ρ(al), ρ(bl)]
=
g∏
l=1


cosαl − sinαl 0 0 0
sinαl cosαl 0 0 0
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗
 ,

cos βl − sin βl 0 0 0
sin βl cos βl 0 0 0
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗


=

1 0 0 0 0
0 1 0 0 0
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗
 6= t
(since t was chosen to be generic). But ρ(c) = t for ρ ∈ Vg(t), and so these 6g sections have
no common zeros; thus (c+11c
+
12c
−
12)
2g = 0 as claimed. 
Similarly, z2 := (c
+
22c
+
12c
−
12)
2g = 0.
Lemma 2.4. Suppose Al ∈ SO(5) for 1 ≤ l ≤ g, and each Al has the form

0
Rαl Rβl 0
0
Rγl Rδl 0
0 0 0 0 1
,
where Rθ represents the 2-by-2 block
(
cos θ − sin θ
sin θ cos θ
)
. Then
∏g
l=1[A2l−1, A2l] cannot be a
generic torus element.
Proof. Consider the map
κ : U(2) ↪→ SO(5)
κ :
(
a b
c d
)
7→

<a −=a <b −=b 0
=a <a =b <b 0
<c −=c <d −=d 0
=c <c =d <d 0
0 0 0 0 1
 .
This is an injective homomorphism, and κ(M) ∈ T ⇐⇒ M is diagonal in U(2). Each Al is
in the image of κ; say Al = κ(Ml), for Ml ∈ U(2). Then
g∏
l=1
[A2l−1, A2l] =
g∏
l=1
[κ(M2l−1), κ(M2l)]
= κ
(
g∏
l=1
[M2l−1,M2l]
)
.
5
Observe that M =
∏g
l=1[M2l−1,M2l] has determinant 1. If M is not diagonal, then κ(M) 6= t.
If M is diagonal, then it must be
(
eiθ
e−iθ
)
for some θ, so κ(M) =
 Rθ R−θ
1
 is
not generic. Thus in particular,
∏g
l=1[A2l−1, A2l] 6= t. 
Corollary 2.5. The monomial p = (c+11c
+
12c
+
21c
+
22)
2g vanishes in H16g(S2,g(t)).
Proof. For each x ∈ {al, bl | 1 ≤ l ≤ g}, consider the sections s+11(x), s+12(x), s+21(x), and s+22(x).
If these were all to vanish, then each ρ(x) would have the form

a b c d
−b a −d c
e f g h
−f e −h g
1
,
where a, b, c, d, e, f ∈ R. By Lemma 2.4, if these 8g sections all vanish, then∏gl=1[ρ(al), ρ(bl)] 6=
t. Thus these 8g sections have no common zeros, so (c+11c
+
12c
+
21c
+
22)
2g = 0. 
Lemma 2.6. Suppose Bk ∈ SO(5) for 1 ≤ k ≤ 2g, and each Bk has the form

a b c d
−b a d −c
e f g h
f −e −h g
1
.
Then
∏g
k=1[B2k−1, B2k] 6= t.
Proof. Let E =

0 1
1 0
1
1
1
. Observe that EBkE−1 has the form described in
Lemma 2.4. So by Lemma 2.4,
∏g
k=1[EB2k−1E
−1, EB2kD−1] cannot be a generic torus
element. If
∏g
k=1[B2k−1, B2k] = t, then
∏g
k=1[EB2k−1E
−1, EB2kD−1] = EtE−1. Note that
E
 Rθ1 Rθ2
1
E−1 =
 R−θ1 Rθ2
1
 ,
so EtE−1 is a generic torus element. This is impossible by Lemma 2.4, hence
∏g
k=1[B2k−1, B2k] 6=
t. 
Corollary 2.7. The monomial q = (c+11c
+
22c
−
12c
−
21)
2g vanishes in H16g(S2,g(t)).
Proof. Consider the sections s+11(x), s
+
22(x), s
−
12(x), and s
−
21(x) for each x ∈ {al, bl|1 ≤ l ≤
g}. If these all vanish, then each ρ(x) has the form described in Lemma 2.6, and so∏g
l=1[ρ(al), ρ(bl)] 6= t = ρ(c). So these 8g sections have no common zeros, so (c+11c+22c−12c−21)2g =
0. 
Lemma 2.8. Let 0 ≤ m ≤ 2g. The monomials
(1) y+m := (c
+
11)
2g(c+22)
2g(c+12)
2g+m(c−12)
2g−m
6
and
(2) y−m := (c
+
11)
2g(c+22)
2g(c+12)
2g−m(c−12)
2g+m
vanish in H16g(S2,g(t)).
Proof. For fixed x, we have seen above that the sections s+11(x), s
+
12(x), s
+
21(x), and s
+
22(x) all
vanish when ρ(x) has the form
(3)

a b c d
−b a −d c
e f g h
−f e −h g
1
 .
Observe that if the sections s+11(x), s
−
12(x), s
+
12(x), and s
+
22(x) all vanish, then ρ(x) has the
form

a b 0 0 0
−b a 0 0 0
0 0 c d 0
0 0 −d c 0
0 0 0 0 1
, which is in particular also in the form (3). Thus if Xm is any
m-element subset of {a1, . . . , ag, b1, . . . , bg}, then the collection of sections
s+11(x), s
+
22(x), s
+
12(x) for all x ∈ {a1, . . . , ag, b1, . . . , bg},
s−12(x) for all x ∈ Xcm,
s+21(x) for all x ∈ Xm
has no common zeros, so the monomial (1) vanishes.
Similarly, the collection of sections s+11(x), s
+
22(x), s
−
12(x), and s
−
21(x) vanishes when ρ(x)
has the form

a b c d
−b a d −c
e f g h
f −e −h g
1
, and the collection s+11(x), s+22(x), s−12(x), and s+12(x)
vanishes when ρ(x) has the form

a b 0 0 0
−b a 0 0 0
0 0 c d 0
0 0 −d c 0
0 0 0 0 1
, so by Lemma 2.6 the collection of
sections
s+11(x), s
+
22(x), s
−
12(x) for all x ∈ {a1, . . . , ag, b1, . . . , bg},
s+12(x) for all x ∈ Xcm,
s−21(x) for all x ∈ Xm
has no common zeros, so the monomial (2) vanishes. 
Proposition 2.9. Suppose ζ is a monomial in the c±ij with degree at least 8g. Then ζ is a
combination of monomials z1, z2, y
+
m, and y
−
m.
7
Proof. Use the relations
c+12 =
1
2
(c+11 + c
+
22)
c−12 =
1
2
(c+11 − c+22)
c−ij = −c−ji
to write ζ as a sum of terms (c+11)
a(c+22)
b, where a+b ≥ 8g, and consider each term separately.
We must have a ≥ 2g or b ≥ 2g; without loss of generality assume a ≥ 2g. Rewrite this term
as (c+11)
2g(2c+12−c+22)a−2g(c+22)b, and consider each term λ(c+11)2g(c+12)a−2g−m(c+22)b+m. Note that
a− 2g + b ≥ 6g, so either a− 2g −m ≥ 2g or b+m ≥ 2g.
• If a− 2g−m ≥ 2g, rewrite this term as λ′(c+11)2g(c+12)2g(c−12 + c+22)a−m−4g(c+22)b+m, and
consider each term λ˜(c+11)
2g(c+12)
2g(c−12)
a−m−4g−s(c+22)
b+m+s in the resulting expansion.
Note that a+ b− 4g ≥ 4g, so either a−m− 4g − s ≥ 2g or b+m+ s ≥ 2g.
– If a−m− 4g − s ≥ 2g, this term is a multiple of z1.
– If b + m + s ≥ 2g, rewrite this term as λ¯(c+11)2g(c+22)2g(c+12)2g(c−12)a−m−4g−s(c+12 −
c−12)
b+m+s−2g. Each term in the expansion of this polynomial is a multiple of
some y±m.
• If b + m ≥ 2g, rewrite the term as λ(c+11)2g(c+22)2g(c+12)a−2g−m(c+12 − c−12)b+m−2g. Each
term in the expansion of this polynomial is a multiple of some y±m.
Hence ζ is equal to a sum of multiples of the monomials z1, z2 and y
±
m as claimed. 
Corollary 2.10.
∏
φ∈Φ(SO(5)) c1(Lφ)
kφ vanishes whenever
∑
φ∈Φ(SO(5)) kφ ≥ 8g. 
3. The general case
We now begin our study of the general case G = SO(2n + 1). As we did for SO(5) in
the previous section, we will show that some particular products of the c1(Lφ), for roots φ
of so(2n + 1), vanish, by finding sections of the Lφ with no common zeros.
A T -equivariant map Vg(t)→ C(φ) induces a section of Lφ = (Vg(t)×C(φ))/T → Vg(t)/T =
Sn,g(t). Let x ∈ {a1, . . . , ag, b1, . . . , bg} be one of our chosen generators of pi1(Σ \ {p}) other
than c, and consider the maps
f±ij (x) : Vg(t)→ C(ηi±ηj)
ρ 7→ (ρ(x))2i−1,2j−1 ∓ (ρ(x))2i,2j +
√−1((ρ(x))2i,2j−1 ± (ρ(x))2i−1,2j).
These maps are T -equivariant and induce sections s±ij(x) of L
±
ij. The nature of the T action
on SO(2n + 1) is such that top left 2n-by-2n corner of elements of SO(2n + 1) can be
divided into 2-by-2 matrices on which the behaviour of the torus action can be considered
separately. Thus it will often be convenient to write elements of SO(2n + 1) in the form
b1A11 · · · A1n b2
...
. . .
...
...
b2n−1An1 · · · Ann b2n
c1 c2 · · · c2n−1 c2n d
, adopting the notational convention that capital letters
denote 2-by-2 arrays whereas lowercase letters represent real numbers.
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The next lemma is the direct generalisation of Lemma 2.4 to the general case.
Lemma 3.1. Suppose Ml ∈ SO(2n+ 1) for 1 ≤ l ≤ 2g, and each Ml has the form
(4)

0
R11l · · · R1nl 0
...
. . .
...
...
0
Rn1l · · · Rnnl 0
0 0 · · · 0 0 1
 ,
where each Rijl is a 2-by-2 block of the form
(
x y
−y x
)
, with x, y ∈ R. Then∏gl=1[M2l−1,M2l]
cannot be a generic torus element.
Proof. Consider the map
κ : U(n) ↪→ SO(2n+ 1)
κ :
 a11 · · · a1n... . . . ...
an1 · · · ann
 7→

<a11 −=a11 · · · 0
=a11 <a11 0
. . .
...
<ann −=ann 0
=ann <ann 0
0 0 · · · 0 0 1
 .
This is an injective homomorphism, and κ(M) ∈ T ⇐⇒ M is diagonal in U(n). Under
the hypothesis of this lemma, each Ml is in the image of κ; say Ml = κ(Nl), for Nl ∈ U(n).
Then
g∏
l=1
[M2l−1,M2l] =
g∏
l=1
[κ(N2l−1), κ(N2l)] = κ
(
g∏
l=1
[N2l−1, N2l]
)
.
Observe that if N =
∏g
l=1[N2l−1, N2l] has determinant 1. If N is not diagonal, then κ(N)
is not a torus element (so certainly not a generic torus element). Assume κ(N) is a torus
element. Then N is a diagonal matrix in U(n) of determinant 1, so is
 eiθ1 . . .
eiθn
,
where θ1 + . . . + θn ∈ 2piZ. Thus κ(N) is (θ1, . . . , θn) ∈ T , which is not generic in the sense
of Definition 1.1 because θ1 + . . .+ θn ∈ 2piZ. 
Corollary 3.2. The sections {s+ij(x)|1 ≤ i, j ≤ n, x ∈ {a1, . . . , ag, b1, . . . , bg}} of the line
bundles L+ij have no common zeros.
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Proof. Fix x ∈ {a1, . . . , ag, b1, . . . , bg} and consider the sections {s+ij(x) | 1 ≤ i, j,≤ n}.
These sections all vanish when
ρ(x) =

x11 −y11 · · · x1n −y1n z1
y11 x11 · · · y1n x1n z2
...
...
. . .
...
...
...
xn1 −yn1 · · · xnn −ynn z2n−1
yn1 xn1 · · · ynn xnn z2n
w1 w2 · · · · · · w2n u
 .
Since ρ(x) ∈ SO(2n + 1), we must have z22l−1 = z22l, and z2l−1z2l = 0, so z1 = · · · = z2n = 0.
Similarly w1 = · · · = w2n = 0, hence u = 1, so ρ(x) is in the form (4) from Lemma 3.1.
At points in Sn,g(t) where all of our sections vanish, therefore, ρ(x) is in this form for every
x ∈ {a1, . . . , ag, b1, . . . , bg}, so by Lemma 3.1,
∏g
l=1[ρ(al), ρ(bl)] cannot be a generic torus
element. However,
∏g
l=1[ρ(al), ρ(bl)] = ρ(c) = t which was chosen to be a generic torus
element. Thus there are no such points in Sn,g(t), that is, the locus on which every one of
these sections vanishes is empty. 
In the coming discussion, we will make use of the following definition from our earlier
paper [5].
Definition 3.3. Let X be a finite set. A block B in X × X is a subset of X × X of the
form V × V c, where ∅ ( V ( X is a proper nonempty subset of X. We denote the set of
all blocks in X ×X by B[X]. If B = V × V c, let B¯ = V c × V . We will also make use of the
indicator functions
B(i, j) :=
{
1 (i, j) ∈ B unionsq B¯
−1 otherwise
and
V (i) :=
{
1 i ∈ V
−1 otherwise .
Notation. For a positive integer m, we will denote by [m] the set {1, . . . ,m}.
For l ∈ [n], let El ∈ O(2n+ 1) be the matrix

2l
1
. . .
1
0 1
2l 1 0
1
. . .
1

(so conjugation by El switches the (2l− 1)th and (2l)th rows, and the (2l− 1)th and (2l)th
columns).
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Lemma 3.4. Let B = V × V c ∈ B[[n]]. Suppose Ml ∈ SO(2n+ 1) for each 1 ≤ l ≤ 2g, and
each Ml has the form
(5)

0
S11l · · · S1nl 0
...
. . .
...
...
0
Sn1l · · · Snnl 0
0 0 · · · 0 0 1
 ,
where Sijl takes the form 
(
x −y
y x
)
(i, j) /∈ B unionsq B¯(
w z
z −w
)
otherwise.
Then
∏g
l=1[M2l−1,M2l] cannot be a generic torus element.
Proof. Let E =
∏
k∈V Ek, and observe that if Ml is in the form (5) then EME
−1 is in
the form (4). Thus E
∏g
l=1[M2l−1,M2l]E
−1 is not a generic torus element. Notice that if
h = (θ1, . . . , θn) ∈ T is a generic torus element, then EhE−1 = (V (1)θ1, . . . , V (n)θn) is also
generic. Hence
∏g
l=1[M2l−1,M2l] is not a generic torus element. 
Corollary 3.5. Let B ∈ B[[n]]. The sections
{s−B(i,j)ij (x)|1 ≤ i, j ≤ n, x = a1, . . . , ag, b1, . . . , bg}
have no common zeros.
Proof. Consider the sections {s−B(i,j)ij (x)|1 ≤ i, j ≤ n, x = a1, . . . , ag, b1, . . . , bg}. These
sections all vanish when each
ρ(x) =

z1R11x · · · R1nx z2
...
. . .
...
...
z2n−1Rn1x · · · Rnnx z2n
w1 w2 · · · w2n−1 w2n u
 ,
where Rijx takes the form 
(
x y
−y x
)
B(i, j) = −1(
z w
w −z
)
B(i, j) = 1
.
Since ρ(x) ∈ SO(2n + 1), this forces z1 = · · · = z2n = w1 = · · · = w2n = 0, and thus u = 1.
So the sections we are considering all vanish when every ρ(x) is of the form (5) described in
Lemma 3.4, in which case
∏g
l=1[ρ(al), ρ(bl)] cannot be a generic torus element. But again,∏g
l=1[ρ(al), ρ(bl)] = ρ(c) = t was chosen to be generic, so these sections have no common
zeros. 
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Now fix x ∈ {a1, . . . , ag, b1, . . . , bg}, and let C = U × U c ∈ B[[n]] be another block (not
necessarily distinct from B). Consider the sections
(6)
{s+ij(x)|B(i, j) = C(i, j) = −1}∪{s−ij(x) | B(i, j) = 1, c(i, j) = −1}∪{s+ij(x), s−ij(x) | (i, j) ∈ C}.
If these sections all vanish, then
ρ(x) =

z1T 11x · · · T 1nx z2
...
. . .
...
...
z2n−1T n1x · · · T nnx z2n
w1 w2 · · · w2n−1 w2n u
 ,
where T ijx takes the form
(
x −y
y x
)
B(i, j) = C(i, j) = −1(
z w
w −z
)
B(i, j) = 1 and C(i, j) = 1(
0 0
0 0
)
C(i, j) = 1
.
Since ρ(x) ∈ SO(2n+ 1), this forces z2i−1 = z2i = 0 for all i ∈ U ; thus ρ(x) is block diagonal
up to reordering of basis elements, so also T ijx =
(
0 0
0 0
)
for (i, j) ∈ C¯. Thus again,
z1 = · · · = z2n = w1 = · · · = w2n = 0, and u = 1. Observe that in particular, ρ(x) is in
the form (5) described in Lemma 3.4, and further, that this form (5) is independent of C.
More generally, ρ(x) takes the same form (5) when the sections obtained from those in (6)
by replacing the block C with a union of blocks all vanish. If we instead take B to be the
empty set, then ρ(x) is in the form (4) described in Lemma 3.1. This leads to the following
lemma:
Lemma 3.6. Let C ∈ B[[n]] ∪ {∅}. For 1 ≤ l ≤ 2g, let Dl be a (possibly empty) union of
blocks in B[[n]]. Then the following collection of sections has no common zeros:
(7)
g⋃
l=1
{s+ij(al), s−ij(al) | (i, j) ∈ Dl} ∪ {s−C(i,j)ij (al) | (i, j) /∈ Dl ∪ D¯l}
∪
2g⋃
l=g+1
{s+ij(bl−g), s−ij(bLg) | (i, j) ∈ Dl} ∪ {s−C(i,j)ij (bl−g) | (i, j) /∈ Dl ∪ D¯l}.
Proof. As discussed above, if these sections all vanish then ρ(x) has the form (5) for every
x ∈ {a1, . . . , ag, b1, . . . , bg}. Thus
∏g
l=1[ρ(al), ρ(bl)] cannot be a generic torus element by
Lemma 3.4. But
∏g
l=1[ρ(al), ρ(bl)] = ρ(c) = t was chosen to be a generic torus element, so
these sections have no common zeros. 
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Remark 3.7. In Lemma 3.4, we proved that if each ρ(x) is of the form (5), then
∏g
l=1[ρ(al), ρ(bl)]
cannot be a generic torus element. Observe that if we have 2g block diagonal matrices
A1, . . . , Ag, B1, . . . , Bg, where the first block in each is a k-by-k matrix of the form (5)(
(5) 0
0 ∗
)
, then their product of commutators
∏g
l=1[Al, Bl] also cannot be a generic torus
element.
We will use this idea to find collections of sections with no common zeros by extending
collections that worked for lower-rank cases. Note that in the example above, the matrices
only need to be block diagonal up to reordering of the basis elements. Thus it will be useful
to introduce the following notation:
Notation. Let G = SO(2n+1), let X be a nonempty finite subset of [n], let B ∈ B[X]∪{∅},
and let D be a 2g-tuple of unions of blocks in B[X]. Let xl =
{
al 1 ≤ l ≤ g
bl−g g + 1 ≤ l ≤ 2g
. Define
the collection of sections
Qn(X,B,D) :=
2g⋃
l=1
{s+ij(xl), s−ij(xl) | (i, j) ∈ Dl} ∪ {s−B(i,j)ij (xl) | (i, j) /∈ Dl ∪ D¯l}.
When the sections in Qn(X,B,D) all vanish, the |X|-by-|X| submatrix of each ρ(x) in-
duced by considering only the rows and columns 2i− 1 and 2i for elements i in X must take
the form (5). Lemma 3.6 says that the sections in Qn([n], B,D) have no common zeros.
Definition 3.8. Consider sets An, for n ∈ N, defined recursively as follows:
• if B ∈ B[[n]] ∪ {∅} and 0 ≤ r ≤ 2g, then Qn([n], B,D) ∈ An.
• if X unionsq Y = [n] is a partition, ψ : [|X|] → X is a bijection, and P ∈ A|X|, then
ψ∗P ∪ ∪i∈X,j∈Y ∪x∈{a1,...,ag ,b1,...,bg} s+ij(x)s−ij(x) ∈ An.
This induced map ψ∗ sends a section s±ij(x) of the line bundle L
±
ij over S|X|,g(t) to the
section s±ψ(i),ψ(j)(x) of the line bundle L
±
ψ(i),ψ(j) over Sn,g(t).
Proposition 3.9. If P ∈ An is a collection of sections in the set just described, then the
sections in P have no common zeros.
Proof. An element P ∈ An takes the form
P = Qn(X,B,D) ∪
d⋃
k=1
⋃
i∈X∪Y1∪···∪Yk−1
j∈Yk
⋃
x∈{a1,...,ag ,b1,...,bg}
s+ij(x)s
−
ij(x),
for some 0 ≤ k ≤ n. Observe that this collection contains the collection of sections
Qn(X,B,D) ∪
⋃
i∈X
j∈Y1∪···∪yk
⋃
x∈{a1,...,ag ,b1,...,bg}
s+ij(x)s
−
ij(x).
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When these sections all vanish, each ρ(x) is (up to reordering) of the form
z1
Ax 0
...
z2|X|
∗ ∗ ∗

,
where each Ax is of the form (5). But the form of Ax forces z2l−1 = z2l = 0 for each l ∈ X,
so each ρ(x) is in fact block diagonal (up to reordering), of the form discussed in Remark
3.7. Hence these sections have no common zeros. 
Corollary 3.10. Suppose ⋃
1≤i,j≤n
x∈{a1,...,ag ,b1,...,bg}
(s+ij(x))
k+ij(x)(s−ij(x))
k−ij(x) ∈ An,
where k+ij(x) and k
−
ij(x) ∈ N for 1 ≤ i, j ≤ n and x ∈ {a1, . . . , ag, b1, . . . , bg}, and k−ij(x) = 0
whenever i = j. Then the cohomology class∏
1≤i,j≤n
c1(L
+
ij)
∑
x k
+
ij(x)c1(L
−
ij)
∑
x k
−
ij(x)
vanishes in H∗(Sn,g(t);Q). 
4. The combinatorics
So far we have found a class of “good” products of the c1(L
±
ij) which vanish. The rest of
this paper is devoted to proving that any product of at least 2gn2 + 1
2
(n− 1)(n− 2) of the
c1(L
±
ij) is equivalent in H
∗(Sn,g(t);Q) to a combination of these “good” products, and hence
also vanishes.
The proof is combinatorial, and makes extensive use of the relations
c+ij = c
+
ji(8)
c−ij = −c−ji(9)
c+ij − c+jk + c−ki = 0.(10)
For the terms appearing in these relations to be defined, we must have fixed the rank n, but
the same relations hold no matter which n is chosen. In order to use inductive arguments we
wish to be able to make statements that don’t rely on having fixed the rank. We thus move
away from considering the Chern classes themselves and instead study the combinatorial
properties of another ring R whose elements satisfy the same relations (8) as our Chern
classes.
Definition 4.1. Let X be a finite subset of N. Define the associated auxiliary sets
• Y +(X) := {y+ij | i, j ∈ X}
• Y −(X) := {y−ij | i, j ∈ X; i 6= j}
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• Y (X) := Y +(X) unionsq Y −(X),
as well as subsets Yz(X) := {y±ij ∈ Y (X) | i = z or j = z} for each x ∈ X. If B ∈ B[X] is a
block as defined in Definition 3.3, then we also introduce
• Y +B (X) := {y−B(i,j)ij | i, j ∈ X}
• Y −B (X) := {yB(i,j)ij | i, j ∈ X; i 6= j}
We would like to form a quotient of Q[Y (X)] by relations corresponding to those satisfied
by the c1(L
±
ij) listed above (8).
Definition 4.2. Let I ⊂ Q[Y (X)] be the ideal generated by the elements
• y−ij + y−ji
• y+ij − y+ji
• y−ij + y−jk + y−ki
• y+ij − y+jk + y−ki
for all triples of elements i, j, k ∈ X. Let R := Q[Y (X)]/I be the quotient of Q[Y (X)] by
this ideal; if p ∈ Q[Y (X)] we will denote by [p] its image in R. Note that this quotient
preserves the grading by degree of Q[Y (X)].
In the previous section we found sets An of collections of sections with no common zeros,
and concluded that the corresponding products of Chern classes vanished in H∗(Sn,g(t)). We
wish now to work in the ring R and not in H∗(Sn,g(t)), so we introduce the map
α : ∪n{sections s±ij(x) of L±ij → Sn,g} → Q[Y (X)]
s±ij(x) 7→ y±ij .
Note that α is a map of sets, not a ring homomorphism; we will use the same notation for
the map that takes a set of sections to the product of their images in Q[Y (X)]. Observe
that α forgets both n and x. The main goal of the remainder of this paper is to prove that
for any monomial q ∈ Q[Y (X)] of degree at least 2gn2 + 1
2
(n − 1)(n − 2), there exist some
qi ∈ An and monomials θi ∈ Q[Y (X)] such that [q] = [
∑
i θiα(qi)] in R. Recall that the sets
An were defined recursively. We make this more explicit in the statement of the proposition:
Proposition 4.3. Let X ⊂ N with |X| = n. Let p ∈ Q[Y (X)] be a homogeneous polynomial
of degree at least 2gn2 + 1
2
(n − 1)(n − 2). Then for each B = V × V c ∈ B[X] and C ∈
B[X] ∪ {∅}, we can find:
• a finite set D whose elements are 2g-tuples of unions of blocks in B[X]
• homogeneous polynomials θB, φB, ψC ∈ Q[Y (X)], as well as polynomials χD for each
D ∈ D
• elements pV ∈ A|V | and pV c ∈ A|V c|, and
• bijections fV : [|V |]→ V and fV c : [|V c|]→ V c such that
[p] = [
∑
B=V×V c∈B[X]
∏
(i,j)∈B
(y+ijy
−
ij)
2g(θB · α((fV )∗(pV )) + φB · α((fV c)∗(pV c)))
+
∑
C∈B[X]∪{∅}
ψC
∑
D∈D
χD
2g∏
l=1
 ∏
(i,j)∈Dl
y+ijy
−
ij
 ∏
(i,j)/∈Dl∪D¯l
y
−C(i,j)
ij
]
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There are several points during the course of the proof of this proposition when we apply
the pigeonhole principle, generally in order to show that the restriction of a polynomial to
some subring of Q[Y (X)] has high enough degree to apply an inductive hypothesis. In order
to reduce clutter we collect the relevant calculations into the following five lemmas.
Lemma 4.4. Let X be a finite subset of N with |X| = m > 3, and let p ∈ Q[Y (X)] be a
monomial of degree at least 2gm(m − 1) −m + 1. Then there exists some z ∈ X such that
if we factorise p as p = qzrz, where qz ∈ Q[Y (X \ {z}) and rz ∈ Q[Yz(X)] are monomials,
then qz has degree at least 2g(m− 1)(m− 2)−m+ 2.
Proof. Write
p = λ
∏
i,j∈X
(y+ij)
d+ij(y−ij)
d−ij
(where d−ii = 0 for all i). Given z ∈ X,
qz =
∏
i,j∈X\{z}
(y+ij)
d+ij(y−ij)
d−ij .
Note that each factor y+ij of p appears in qz precisely when i, j 6= z, and thus appears in at
least m − 2 of the qz as z ranges over X (exactly m − 2 except for the y+ii which appear in
m− 1). Hence ∏mz=1 qz = pm−2∏i∈X\{z}(y+ii )d+ii has degree ≥ (m− 2)(2gm(m− 1)−m+ 1).
Suppose by way of contradiction that each qz has degree at most 2g(m− 1)(m− 2)−m+ 1.
Then
∏m
z=1 qz has degree at most
m(2g(m− 1)(m− 2)−m+ 1) = 2gm(m− 1)(m− 2)−m+ 1
< (m− 2)2gm(m− 1)− (m− 2)(m− 1)
= (m− 2)(2g(m− 1)−m+ 1).
This is a contradiction, so the desired z must exist. 
Lemma 4.5. Let X = {e1, . . . , eh, f1, . . . , fw, z} be a subset of N with |X| = m. Let p ∈
Q[Yz(X)] be a monomial of degree at least 2gm(m − 1) −m + 1 − 4gwh that factorises as
p = phpw, where ph ∈ Q[Y ({e1, . . . , eh, z})] and pw ∈ Q[Y ({f1, . . . , fw, z})] are monomials.
Then either deg ph ≥ 2gh(h+ 1)− h, or deg pw ≥ 2gw(w + 1)− w.
Proof. Suppose deg ph ≤ 2gh(h+ 1)− h− 1. Then
deg pw ≥ 2gm(m− 1)−m+ 1− 4gwh− 2gh(h+ 1) + h+ 1
= 2gm(w + h)− (w + h)− 4gwh− 2gh(m− w) + (m− w)
= 2gw(m+ h)− 4gwh− w − h+m− w
= 2gw(w + h+ 1 + h)− 4gwh− w + 1
= 2gw(w + 1)− w + 1 > 2gw(w + 1)− w. 
Lemma 4.6. Let X = H unionsqW be a finite subset of N with |H| = h > 0, |W | = w > 0, and
|X| = w + h = n. Let p ∈ Q[Y (X)] be a monomial of degree at least 2gn2 + 1
2
(n − 1)(n −
2)−4gwh that factorises as p = pwph, where pw ∈ Q[Y (W )] and ph ∈ Q[Y (H)]. Then either
deg pw ≥ 2gw2 + 12(w − 1)(w − 2) or deg ph ≥ 2gh2 + 12(h− 1)(h− 2).
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Proof. Suppose deg ph ≤ 2gh2 + 12(h− 1)(h− 2)− 1. Then
deg pw ≥ 2gn2 + 1
2
(n− 1)(n− 2)− 4gwh− 2gh2 − 1
2
(h− 1)(h− 2) + 1
= 2g(h2 + 2wh+ w2) +
1
2
(w + h− 1)(w + h− 2)− 4gwh− 2gh2 − 1
2
(h− 1)(h− 2) + 1
= 2gw2 +
1
2
(h− 1)(h− 2) + 1
2
w(h− 2) + 1
2
w(h− 1) + w
2
2
− 1
2
(h− 1)(h− 2) + 1
= 2gw2 +
1
2
(w2 − 2w − w + 2) + wh
= 2gw2 +
1
2
(w − 1)(w − 2) + wh > 2gw2 + 1
2
(w − 1)(w − 2). 
Lemma 4.7. Let p = qr be a monomial of degree at least 2gn2 + 1
2
(n − 1)(n − 2) − n(n −
1)g − 2g(n− 1). Then either deg q ≥ 2g or deg r ≥ n(n− 1)g − n+ 2.
Proof. Suppose deg r ≤ n(n− 1)g − n+ 1. Then
deg q ≥ 2gn2 + 1
2
(n− 1)(n− 2)− n(n− 1)g − 2g(n− 1)− n(n− 1)g + n− 1
= 2gn2 − 2gn(n− 1)− 2g(n− 1) + 1
2
(n− 1)(n− 2) + n− 1
= 2g +
1
2
n(n− 1) ≥ 2g. 
Lemma 4.8. Let w, h ∈ N with w + h = m − 1, and let p = qr be a monomial of degree
at least 2gm(m− 1)−m + 1− 4gwh− h(h + 1)g. Then either deg q ≥ 2gw(w + 1)− w or
deg r ≥ h(h+ 1)g − (h+ 1) + 2.
Proof. Suppose deg r ≤ h(h+ 1)g − (h+ 1) + 1. Then
deg q ≥ 2gm(m− 1)−m+ 1− 4gwh− h(h+ 1)g − h(h+ 1)g + (h+ 1)− 1
= 2g(w + h+ 1)(w + h)− (w + h)− 4gwh− 2gh(h+ 1) + h
= 2gw2 + 2gh(h+ 1) + 2gw − w − 2gh(h+ 1)
= 2gw(w + 1)− w. 
We will also need the following results about interactions between different blocks.
Lemma 4.9. Suppose X = {e1, . . . , eh, f1, . . . , fw, z}. Let B ∈ B[X \ {z}] be the block
B = {e1, . . . , eh} × {f1, . . . , fw}, and let C be a block in B[{f1, . . . , fw, z}]. Then the union
B ∪ C ∪ C¯ contains a block D ∈ B[X].
Proof. Suppose without loss of generality C = {f1, . . . , fd} × {fd+1, . . . , fw, z}, for some
1 ≤ d ≤ w. Then D = {e1, . . . , eh, fd+1, . . . , fw, z} × {f1, . . . , fd} ⊂ B ∪ C ∪ C¯. 
Lemma 4.10. Again, suppose X = {e1, . . . , eh, f1, . . . , fw, z}, and let B = {e1, . . . , eh} ×
{f1, . . . , fw} ∈ B[X \ {z}]. Let C ∈ B[{e1, . . . , eh, z}] and E ∈ B[{f1, . . . , fw, z}]. Then
there exists a block ACE ∈ B[X] such that either C ∪ E ⊂ ACE ⊂ C ∪ E ∪ B ∪ B¯, or
C ∪ E¯ ⊂ ACE ⊂ C ∪ E¯ ∪B ∪ B¯.
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Proof. Suppose without loss of generality C = {e1, . . . , ek} × {ek+1, . . . , eh, z}, for some
1 ≤ k ≤ h. Either E or E¯ has the form {f1, . . . , fl} × {fl+1, . . . , fw, z} (up to relabelling),
so take ACE = {e1, . . . , ek, f1, . . . , fl} × {ek+1, . . . , eh, fl+1, . . . , fw, z}. 
Lemma 4.11 (The symmetric difference of two blocks is a block). Let B,C ∈ B[X]. Then
there exists a block D ∈ B[X] such that (B ∪ B¯)4(C ∪ C¯) = D ∪ D¯.
Proof. Suppose B = {e1, . . . , eh} × {f1, . . . , fw}, and
C = {e1, . . . , es, f1, . . . , ft} × {es+1, . . . , eh, ft+1, . . . , fw}.
Then take D = {e1, . . . , es, ft+1, . . . , fw} × {es+1, . . . , eh, f1, . . . , ft}. 
Remark 4.12. Let B ∈ B[X] and z ∈ X. Then B|X\{z} := B ∩ ((X \ {z})× (X \ {z})) ∈
B[X \ {z}].
We are now ready to study the quotient ring R. We begin by observing that the polynomial
ring obtained by adjoining the elements in the subset Y −(X) ⊂ Y (X) to Q is isomorphic to
the polynomial ring introduced in [5] to study the case G = SU(n); we can therefore use the
following result from our earlier work:
Lemma 4.13. Let X be a finite set. Let p ∈ Q[Y −(X)] be a monomial of degree at least
1
2
|X|(|X| − 1)a− |X|+ 2, for some a ∈ N. Then for each B ∈ B[X] we can find a monomial
φB ∈ Q[Y −(X)] such that
[p] =
 ∑
B∈B[X]
φB
∏
(i,j)∈B
(y−ij)
a
 .
Proof. This follows from replacing 2g by a in the proof of Proposition 3.6 in [5]. 
Remark 4.14. Let X be a finite set and let B = V × V c be a block in B[X]. Consider the
isomorphism fB : Q[Y (X)]→ Q[Y (X)] given by
fB : y
±
ij 7→

−y±ij i, j ∈ V
y±ij i, j /∈ V
−y∓ij (i, j) ∈ B
y∓ij (i, j) ∈ B¯
or more concisely, y±ij 7→ ∓V (i)y−B(i,j)ij . This map restricts to an isomorphism fB :
Q[Y −(X)] → Q[Y −B (X)]; it is straightfoward to check that fB descends to an isomorphism
on the quotient R.
Corollary 4.15. Let X be a finite set, let B = V × V c ∈ B[X] be a block, let a ∈ N, and
let p ∈ Q[Y −B (X)] be a monomial of degree at least 12 |X|(|X| − 1)a− |X|+ 2. Then for each
C ∈ B[X] we can find a monomial φC ∈ Q[Y −B (X)] such that
[p] =
 ∑
C∈B[X]
φC
∏
(i,j)∈C
(y
B(i,j)
ij )
a
 .
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Proof. Consider the isomorphism fB : Q[Y −(X)] → Q[Y −B (X)] defined above. Applying
Lemma 4.13 to f−1B (p), we can write
[f−1B (p)] =
 ∑
C∈B[X]
φC
∏
(i,j)∈C
(y−ij)
a
 .
Thus
[p] =
 ∑
C∈B[X]
fB(φC)
∏
(i,j)∈C
(−1)aλC (yB(i,j)ij )a
 ,
where λC = |{(i, j) ∈ C | i ∈ V }|. 
Lemma 4.16. Suppose X = {e1, . . . , eh, f1, . . . , fw, z}, where both w and h are greater than
zero. Let D = {e1, . . . , ed} × {ed+1, . . . , eh, z}, where 0 ≤ d ≤ h, be either a block in
{e1, . . . , eh, z}×{e1, . . . , eh, z} or the empty set. Then a polynomial p ∈ Q[Y (X)] is equivalent
in R to a sum of terms of the form αhαw, where αh ∈ Q[Y −D ({e1, . . . , eh, z})] and αw ∈
Q[Y ({f1, . . . , fw, z})].
Proof. First use the relations [y−eifj ] = [y
−
eiz
+ y−zfj ] and [y
+
eifj
] = [y+fjz − y−zei ] to rewrite [p]
using only elements of Q[Y ({e1, . . . , eh, z})] and Q[Y ({f1, . . . , fw, z})]. We must show that
the images in R of elements of Q[Y +D ({e1, . . . , eh, z})] have representatives that are sums of
elements in Q[Y −D ({e1, . . . , eh, z})] and in Q[Y ({f1, . . . , fw, z})].
Suppose i, j ∈ {e1, . . . , eh}, and observe that [y+ij ] = [y−jz + y−zk + y+zk − y−zi], where we may
choose k ∈ {f1, . . . , fw}. Observe further that [y+iz] = [y−iz + y−zk + y+zk], where again we may
choose k ∈ {f1, . . . , fw}. This proves the lemma in the case where D is empty. If D is
nonempty, let B ∈ B[X] be a block with D ⊆ B, an dconsider the images of the above
equations under the isomorphism fB defined in Remark 4.14:[
−V (i)y−B(i,j)ij
]
=
[
−V (j)yB(j,z)jz − yB(z,k)zk − y−B(z,k)zk + yB(z,i)zi
]
[
−V (i)y−B(i,z)iz
]
=
[
−V (i)yB(i,z)iz − yB(z,k)zk − y−B(z,k)zk
]
Since D ⊆ B, we know that B(i, j) = D(i, j) whenever i, j ∈ {e1, . . . , eh, z}. Thus these
relations allow us to rewrite [y
−D(i,j)
ij ] using only elements of Q[Y
−
D ({e1, . . . , eh, z})] and
Q[Y ({f1, . . . , fw, z})]. 
Lemma 4.17. Let X be a finite subset of N with |X| ≥ 2, and let B = V × V c ∈ B[X]. Let
z ∈ V c. Let p ∈ Q[Y (X)] be a homogeneous polynomial of degree at least 2gm(m− 1)−m+
1− (m− 1)(m− 2)g. Then [p] has a representative in Q[Y −B (X) ∪ {y−V (i)iz | i ∈ X \ {z}}];
furthermore, this representative can be chosen to be a linear combination of monomials, each
of which, when factorised as qr with q ∈ Q[Y −B (X)] and r ∈ Q[{y−V (i)iz | i ∈ X \ {z}], either
satisfies deg q ≥ m(m− 1)g −m+ 2, or r = θ∏i∈X\{z}(y−V (i)iz )2g for some monomial θ.
Proof. We first claim that for any i ∈ X\{z}, the element [y−V (i)iz ] together with the images in
R of the elements of Y −B (X) form a set of generators for R. To see this, fix i ∈ X \{z}. Since
z ∈ V c, we know that yV (i)iz ∈ Y −B (X), and so both y+iz and y−iz are in Y −B (X) ∪ {y−V (i)iz }.
Observe that [y+ij + y
−
ij ] = [y
+
iz + y
−
iz], and for any j ∈ X \ {z, i}, either y±ij ∈ Y −B (X) or
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y−ij ∈ Y −B (X). Thus both [y+ij ] and [y−ij ] are elements of 〈[Y −B (X)], [y−V (i)iz ]〉 ⊂ R. Similarly,
given any l 6= j ∈ X, either y+lj ∈ Y −B (X) or y−lj ∈ Y −B (X). But [y+lj + y−lj ] = [y+ij + y−ij ], so [y+lj ]
and [y−lj ] are both in 〈[Y −B (X)], [y−V (i)iz ]〉. Finally, observe that [y+ll ] = [y+lj + y−lj ], so each [y+ll ]
is also in 〈[Y −B (X)], [y−V (i)iz ]〉.
Without loss of generality, suppose X = [m] and z = m. Pick a representative for [p]
in Q[Y −B (X) ∪ {y−V (1)1z }], and factorise each term as [q1(y−V (1)1z )d1 ], with q1 ∈ Q[Y −B (X)]. If
deg q1 is at least m(m− 1)g −m+ 2, this term has the desired form; else
d1 ≥ 2gm(m− 1)−m+ 1− (m− 1)(m− 2)g −m(m− 1)g +m− 1
= 2g(m− 1)
≥ 2g.
In this case, pick a representative for [q1(y
−V (1)
1z )
d1 ] that is a sum of terms of the form
(y
−V (1)
1z )
2gq2(y
−V (2)
2z )
d2 , where q2 ∈ Q[Y −B (X)], and consider each term separately. Any term
where deg q2 ≥ m(m − 1)g −m + 2 now has the desired form; else d2 ≥ 2g(m − 1) − 2g =
2g(m − 2) ≥ 2g. Repeat this process: for each term, either deg qi ≥ m(m − 1)g − m + 2,
or di ≥ 2g(m − i). Thus any term with deg qm−1 < m(m − 1)g − m + 2 has di ≥ 2g ∀
1 ≤ i ≤ m− 1, and so is a multiple of ∏i∈X\{z}(y−V (i)iz )2g. 
Lemma 4.18. Let X be a finite subset of N with |X| ≥ 2, and suppose p ∈ Q[Y (X)] is
a monomial of degree at least 2g|X|(|X| − 1) − |X| + 1. Then we can find a homogeneous
polynomial χ∅ ∈ Q[Y (X)], together with polynomials ψB, χB ∈ Q[Y (X)] for each block
B ∈ B[X], such that
[p] =
 ∑
B∈B[X]
ψB
∏
(i,j)∈B
(y+ijy
−
ij)
2g +
∑
B∈B[X]∪{∅}
χB
∏
(i,j)∈B
(y−ij)
2g
∏
(i,j)/∈B∪B¯
i<j
(y+ij)
2g
 .
Illustration. Our goal is to use the relations between the c1(L
±
ij) to express any monomial
[p] ∈ R as a sum of images of “good” collections of sections defined at the end of Section
3. While we are working in R, we will illustrate monomials appearing in our argument with
pictures of the form ρ(x) takes in the vanishing loci of the corresponding sections s±ij(x).
Though ρ(x) ∈ SO(2n+ 1), our illustrations will be n×n grids, in which we represent 2× 2
blocks of the form
(
x −y
y x
)
by + , the 2× 2 blocks of the form
(
z w
w −z
)
by − , and
the 2 × 2 blocks of zeros (in the vanishing loci of (s+ij(x), s−ij(x)) by 0 . We have chosen
to illustrate our argument using blocks B with the property that i < j ∀(i, j) ∈ B, since
these produce the simplest visualisations; note that this is not an assumption we make in
the proof. Lemma 4.18 says we can express any monomial of degree ≥ 2gn(n − 1) − n + 1
as a sum of terms whose corresponding sections have vanishing loci taking one of the forms
shown in Figure 1.
Proof. By induction on |X|.
For |X| = 2, without loss of generality take X = {1, 2}. Then
Q[Y (X)] = Q[y+12, y−12, y+21, y−21].
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− −−
− −−+
+ +
+
(a) A block of − , otherwise + , above the diagonal.
(Or all + , if B = ∅)
0
0
0
0
0
0
(b) A block of zeros. Note that this alone does not make
ρ(x) ∈ SO(2n + 1) block diagonal, since this is only a
2h-by-2(n− h) block of zeros.
1
Figure 1
Since [y+12] = [y
+
21] and [y
−
12] = [−y−21] in R, any monomial p ∈ Q[Y (X)] of degree at least
4g− 1 is equivalent in R to λ(y+12)a(y−12)b, where λ ∈ Q and a+ b ≥ 4g− 1. So either a ≥ 2g
or b ≥ 2g. If a ≥ 2g, take χ∅ = (y+12)a−2g(y−12)b, and ψB = χB = 0 for all B ∈ B[X]. If
b ≥ 2g, take χ(1,2) = (y+12)a(y−12)b−2g, and ψB = χ∅ = 0 for all B ∈ B[X]. (X)
Now suppose |X| = m ≥ 3. By Lemma 4.4, there is some z ∈ X for which when we
factorise p as qzrz, with monomials qz ∈ Q[Y (X \ {z}) and rz ∈ Q[Yz(X)], the degree of qz
is at least 2g(m− 1)(m− 2)−m+ 2. By the inductive hypothesis, there exist homogeneous
polynomials ψ˜C , χ˜C , χ˜∅ ∈ Q[Y (X \ {z}), for all C ∈ B[X \ {z}], such that
[qz] =
 ∑
C∈B[X\{z}]
ψ˜C
∏
(i,j)∈C
(y+ijy
−
ij)
2g +
∑
C∈B[X\{z}]∪{∅}
χ˜C
∏
(i,j)∈C
(y−ij)
2g
∏
(i,j)∈(X\{z})×(X\{z})\(C∪C¯)
i<j
(y+ij)
2g
 .
We will consider these terms separately, as it suffices to show each term has the desired form.
Fix a block C ∈ B[X \ {z}], say C = {e1, . . . , eh} × {f1, . . . , fw} (so h + w = m − 1).
Consider the term
(11)
rzψ˜C ∏
(i,j)∈C
(y+ijy
−
ij)
2g

in [p] (see Figure 2). Observe that deg rzψ˜C ≥ 2gm(m − 1) −m + 1 − 4gwh. Since [y+ij ] =
[y+iz + y
−
zj] and [y
−
ij ] = [y
−
iz + y
−
zj], each term of rzψ˜C can be expressed as a sum of terms of the
form [phpw], where ph ∈ Q[Y ({e1, . . . , eh, z})] and pw ∈ Q[Y ({f1, . . . , fw, z})] are monomials.
By Lemma 4.5, either deg ph ≥ 2gh(h + 1) − h, or deg pw ≥ 2gw(w + 1) − w (see figure
3). Consider one such monomial in the sum, and without loss of generality assume the
former. By the inductive hypothesis, we can find homogeneous polynomials ψD, χD for each
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00
0
0
0
0
z
z
f1 fw
e1
eh
1
Figure 2. The inductive hypothesis gave us a block of zeros in B[X \ {z}],
using a monomial of degree 4gwh
0
0
0
0
0
0
z
z
f1 fw
e1
eh
Th
Tw
1
Figure 3. We can apply the inductive hypothesis to one of these triangles Th, Tw
D ∈ B[{e1, . . . , eh, z}], together with χ∅, with ψD, χD, χ∅ ∈ Q[Y ({e1, . . . , eh, z})], such that
[ph] =

∑
D∈B[{e1,...,eh,z}]
ψD
∏
(i,j)∈D
(y+ijy
−
ij)
2g +
∑
D∈B[{e1,...,eh,z}]∪{∅}
χD
∏
(i,j)∈D
(y−ij)
2g
∏
i,j∈{e1,...,eh,z}
(i,j)/∈D∪D¯
i<j
(y+ij)
2g

(see figure 4).
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00
0
0
0
0
C
z
z
f1 fw
e1
eh
Th
0 0
D BCD
(a) A block D of zeros in B[{e1, . . . , eh, z}]. Observe that
the union C ∪D contains a full block BCD ∈ B[X]
0
0
0
0
0
0
+
−−
z
z
f1 fw
e1
eh
Th
(b) A block of − , the rest + in Th
1
Figure 4. Applying the inductive hypothesis to Th, we find either a block of
zeros, or a block of − with the rest +
Fix a block D = {e1, . . . ed} × {ed+1, . . . , eh, z} (some 1 ≤ d ≤ h), and consider the termpwψD ∏
(i,j)∈D
(y+ijy
−
ij)
2g
∏
(i,j)∈C
(y+ijy
−
ij)
2g

of [p]. By Lemma 4.9, there is a block BCD ∈ B[X] with BCD ⊂ C ∪D ∪ D¯, so our term is
a multiple of
∏
(i,j)∈BCD(y
+
ijy
−
ij)
2g and hence has the desired form (see Figure 4A).
Now fix D = {e1, . . . , ed} × {ed+1, . . . , eh, z} where 0 ≤ d ≤ h (that is, allow D to be
empty), and consider the termpwχD
∏
(i,j)∈D
(y−ij)
2g
∏
i,j∈{e1,...,eh,z}
(i,j)/∈D∪D¯
i<j
(y+ij)
2g
∏
(i,j)∈C
(y+ijy
−
ij)
2g

of [p] (see Figure 4B). By Lemma 4.16, we may express [pwχD] as a sum of terms of the
form [αwαh], where αw ∈ Q[Y ({f1, . . . , fw, z})] and αh ∈ Q[Y −D ({e1, . . . , eh, z})]. By Lemma
4.8, either degαw ≥ 2gw(w + 1) − w or degαh ≥ h(h + 1)g − (h + 1) + 2 (see figure 5). If
degαh ≥ h(h+1)g− (h+1)+2, then by Corollary 4.15, for each block E ∈ B[{e1, . . . , eh, z}]
we can find a monomial βE such that
[αh] =
 ∑
E∈B[{e1,...,eh,z}]
βE
∏
(i,j)∈E
(y
D(i,j)
ij )
2g
 .
Then for fixed E, the term
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00
0
0
0
0
+
−−
z
z
f1 fw
e1
eh
Th
Tw
T¯h
−
++
1
Figure 5. We can apply either Corollary 4.15 to T¯h (left), or the inductive
hypothesis to Tw
0
0
0
0
0
0
+
−−
z
z
f1 fw
e1
eh
ThT¯h
−
++
⊕ ⇝
0
0
0
0
0
0
0
0−
z
z
f1 fw
e1
eh
Th
1
Figure 6. Applying Corollary 4.15 to Th gives a block E of
+ or − as shown
in Th, which combines with the
+ and − in Th to get zeros everywhere in E.
The union C ∪ E contains a full block BCE ∈ B[X]αwβE
∏
(i,j)∈E
(y
D(i,j)
ij )
2g
∏
(i,j)∈D
(y−ij)
2g
∏
i,j∈{e1,...,eh,z}
(i,j)/∈D∪D¯
i<j
(y+ij)
2g
∏
(i,j)∈C
(y+ijy
−
ij)
2g

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00
0
0
0
0
+
−−
z
z
f1 fw
e1
eh
0
0
0
Tw
(a) A block F of zeros in Tw; the union C ∪E contains a full
block BCF ∈ B[X]
0
0
0
0
0
0
+
−−
z
z
f1 fw
e1
eh
Tw
+
+
− −
− −
(b) A block of − , the rest + , in Tw. There is now a full
block BDF ∈ B[X] with − (or zeros) in every position inside
and + (or zero) in every position outside
1
Figure 7. Applying the inductive hypothesis in Tw results in one of these
two situations
of [p] contains the factor ∏
(i,j)∈E
(y+ijy
−
ij)
2g
∏
(i,j)∈C
(y+ijy
−
ij)
2g
(up to replacing y+ji with y
+
ij whenever (i, j) ∈ E, (i, j) /∈ D ∪ D¯, and i < j). By Lemma 4.9,
C ∪ E ∪ E¯ contains a block BCE ∈ B[X], so this term has the desired form (see Figure 6).
Suppose instead that degαw ≥ 2gw(w + 1)− w. Then by the inductive hypothesis,
[αw] =

∑
F∈B[{f1,...,fw,z}]
θF
∏
(i,j)∈F
(y+ijy
−
ij)
2g +
∑
F∈B[{f1,...,fw,z}]∪{∅}
φF
∏
(i,j)∈F
(y−ij)
2g
∏
i,j∈{f1,...,fw,z}
(i,j)/∈F∪F¯
i<j
(y+ij)
2g
 ,
for some homogeneous polynomials θF , φF ∈ Q[Y ({f1, . . . , fw, z})].
Fix a block F ∈ B[{f1, . . . , fw, z}] and consider each term separately. By Lemma 4.9,
C ∪ F ∪ F¯ contains a block BCF ∈ B[X], and so the termαhθF
∏
(i,j)∈F
(y+ijy
−
ij)
2g
∏
(i,j)∈D
(y−ij)
2g
∏
i,j∈{e1,...,eh,z}
(i,j)/∈D∪D¯
i<j
∏
(i,j)∈C
(y+ijy
−
ij)
2g

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−−
−
−
−
−
z
z
f1 fw
e1
eh
+
+ +
+
1
Figure 8. The inductive hypothesis gave us a block C ∈ B[X \ {z}]of − ,
and + everywhere else above the diagonal and away from z
of [p] contains the factor
∏
(i,j)∈BCF (y
+
ijy
−
ij)
2g and hence is of the desired form (see Figure
7A).
By Lemma 4.10, there exists a block BDF ∈ B[X] with either D∪F ⊂ BDF ⊂ D∪F∪C∪C¯,
or D¯ ∪ F ⊂ BDF ⊂ D¯ ∪ F ∪ C ∪ C¯, and thus the termαhφF
∏
(i,j)∈F
(y−ij)
2g
∏
i,j∈{f1,...,fw,z}
(i,j)∈F∪F¯
i<j
(y+ij)
2g
∏
(i,j)∈D
(y−ij)
2g
∏
i,j∈{e1,...,eh,z}
(i,j)/∈D∪D¯
i<j
(y+ij)
2g
∏
(i,j)∈C
(y+ijy
−
ij)
2g

of [p] contains the factor
∏
(i,j)∈BDF (y
−
ij)
2g
∏
i,j∈X
(i,j)/∈BDF∪ ¯BDF
i<j
(y+ij)
2g, and hence is of the de-
sired form (see Figure 7B). Hence each term
[
rzψ˜C
∏
(i,j)∈C(y
+
ijy
−
ij)
2g
]
has a representative in
Q[Y (X)] of the desired form.
It remains to show thatrz
∑
C∈B[X\{z}]∪{∅}
χ˜C
∏
(i,j)∈C
(y−ij)
2g
∏
i,j∈X\{z}
(i,j)/∈C∪C¯
i<j
(y+ij)
2g

(Figure 8) has a representative in Q[Y (X)] of the desired form; again it suffices to show this
for each term separately.
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−−
−
−
−
−
−
−
+ + +
z
z
f1 fw
e1
eh
C˜ C
+
+ +
+
(a) We can either get the appropriate pattern of + and
− along z to extend C to a full block of − with everything
else + …
+
+
+
+
+
+
+
+
− − −
z
z
f1 fw
e1
eh
−
− −
−
C˜
G
(b) …or we can apply Corollary 4.15 to find a full block G in
the subring Q[Y −
C˜
(X)]
1
Figure 9. Lemma 4.17 puts us in one of these situations
Fix C = V × ((X \ {z}) \ V ) ∈ B[X \ {z}] and consider
(12) rzχ˜C
∏
(i,j)∈C
(y−ij)
2g
∏
i,j∈X\{z}
(i,j)/∈C∪C¯
i<j
(y+ij)
2g.
Observe that deg rzχ˜C ≥ 2gm(m−1)−m+1−g(m−1)(m−2). By Lemma 4.17, [rzχ˜C ] has
a representative in Q[Y (X)] that is a sum of terms of the form q
∏
i∈X\{z}(y
−V (i)
iz )
di , where
either deg q ≥ m(m− 1)g −m+ 2, or di ≥ 2g ∀i ∈ X \ {z} (Figure 9).
In the latter case, the corresponding terms of [p] have the factor∏
(i,j)∈C
(y−ij)
2g
∏
i,j∈X\{z}
(i,j)/∈C∪C¯
i<j
(y+ij)
2g
∏
i∈X\{z}
(y
−V (i)
iz )
2g =
∏
(i,j)∈C˜
(y−ij)
2g
∏
i,j∈X
(i,j)/∈C˜∪ ¯˜C
i<j
(y+ij)
2g,
where C˜ = V × (X \ V ) is the extension of the block C obtained by adding z to the second
factor. Hence these terms have the desired form (see Figure 9A).
If a term q
∏
i∈X\{z}(y
−V (i)
iz )
di has deg q ≥ m(m − 1)g − m + 2, then by Corollary 4.15
there exist homogeneous polynomials γG, for each G ∈ B[X], such that
[q] =
 ∑
G∈B[X]
γG
∏
(i,j)∈G
(y
C˜(i,j)
ij )
2g

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Figure 10. Combining the block G (Figure 9B) with − everywhere in C
and + elsewhere away from z (Figure 8) gives a block of zeros in B[X \ {z}],
reducing us to the earlier case (Figure 2)
(see Figure 9B). Then each such term∏
(i,j)∈C
(y−ij)
2g
∏
i,j∈X\{z}
(i,j)/∈C∪C¯
i<j
(y+ij)
2gγG
∏
(i,j)∈G
(y
C˜(i,j)
ij )
2g
in (12) contains the factor
∏
(i,j)∈G|X\{z}(y
+
ijy
−
ij)
2g (up to replacing y+ji by y
+
ij whenever (i, j) /∈
C˜∪ ¯˜C, (i, j) ∈ G and i > j). By Remark 4.12, G|X\{z} ∈ B[X \{z}], and thus we are reduced
to a monomial of the form (11) (Figure 10), which we dealt with above.
Thus we have found a representative for [p] in Q[Y (X)] that has the desired form. 
Lemma 4.19. Let B ∈ B[[n]] ∪ {∅} be a block (or the empty set), let p ∈ Q[Y (X)] be a
monomial, and fix 1 ≤ i ≤ n. Then [p] is equivalent in R to a sum of terms of the form [qr],
where q ∈ Q[y+ii ] and r ∈ Q[Y −B (X)].
Proof. We must check that the images in R of the elements of Y −B (X) together with [y
+
ii ]
generate R. We showed in the proof of Lemma 4.17 that the images of elements in Y −B (X)
together with [y
−B(i,z)
iz ] (for some z 6= i generate R, so it suffices to show that [y−B(i,z)iz ] ∈
〈[Y −B (X)], [y+ii ]〉. But this is clear, because yB(i,z)iz ∈ Y −B (X), and [yB(i,z)iz + y−B(i,z)iz ] =
[y+ii ]. 
Notation. If p ∈ Q[Y (X)] is a monomial, let d±ij (for i, j ∈ X) be the integers such that
p = λ
∏
i,j∈X(y
±
ij)
d±ij (where λ ∈ Q), and define dij(p) := d+ij + d−ij + d+ji + d−ji.
Lemma 4.20. Let X = [n] and let p ∈ Q[Y (X)] be a monomial of degree at least 2gn2 +
1
2
(n− 1)(n− 2)− 2gn− n(n− 1)g. Let C ∈ B[X] ∪ {∅} be a fixed block (or the empty set).
Then we can find a (finite) set D whose elements are 2g-tuples of (possibly empty) unions of
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blocks in B[X], and homogeneous polynomials φD for each D ∈ D and θB for each B ∈ B[X],
such that
[p] =
 ∑
B∈B[X]
θB
∏
(i,j)∈B
(y
C(i,j)
ij )
2g +
∑
D∈D
φD 2g∏
m=1
 ∏
(i,j)∈Dm
y
C(i,j)
ij
∏
(i,j)/∈Dm∪D¯m
i<j
y
−C(i,j)
ij


 .
Proof. First factorise p as p−p+, where p− ∈ Q[Y −C (X)] and p+ ∈ Q[Y +C (X)]. If deg p− ≥
n(n−1)g−n+2, we are done by Corollary 4.15. Otherwise, let a < 2g be the largest integer
such that deg p− ≥ 12n(n− 1)a− n+ 2, and write
[p−] =
 ∑
B∈B[X]
ψB
 a∏
m=1
∏
(i,j)∈B
y
C(i,j)
ij

(which is possible by Corollary 4.15). Each monomial in the resulting polynomial has the
form αβγ, where α ∈ Q[Y −C (X)], β =
∏s
m=1(
∏
(i,j)∈Dm y
C(i,j)
ij ) ∈ Q[Y −C (X)] for some 0 ≤
s ≤ 2g and unions Dm of blocks in B[X], and γ ∈ Q[Y +C (X)]. Consider monomials of this
form.
Case 1: If deg(αβ) ≥ n(n − 1)g − n + 2, then [αβγ] has a representative of the desired
form by Corollary 4.15.
Case 2: If s = 2g and there is a block B ∈ B[X] such that B ⊆ Dm for every 1 ≤ m ≤ 2g,
then β contains the factor
∏
(i,j)∈B(y
C(i,j)
ij )
2g, so αβγ is of the desired form.
Case 3: Observe further that for each i < j, we know y
C(i,j)
ij ∈ Q[Y −C (X)] and y−C(i,j)ij ∈
Q[Y +C (X)]. Thus, if dij(βγ) ≥ 2g ∀i 6= j, then swapping y+ij with y+ji or y−ij with −y−ji as
necessary and taking Dm = ∅ for s+ 1 ≤ m ≤ 2g, we may write
[βγ] =
λ 2g∏
m=1
 ∏
(i,j)∈Dm
y
C(i,j)
ij
∏
(i,j)/∈Dm∪D¯m
i<j
y
−C(i,j)
ij

 ,
thus finding a representative for [αβγ] of the desired form.
The following procedure takes monomials of degree at least 2gn2 + 1
2
(n−1)(n−2)−2gn−
n(n− 1)g, and finds representatives for them as sums of monomials, each of which falls into
one of the three cases above.
Start with a monomial αβγ of degree ≥ 2gn2 + 1
2
(n− 1)(n− 2)− 2gn− n(n− 1)g, where
α ∈ Q[Y −C (X)], β =
∏s
m=1(
∏
(i,j)∈Dm y
C(i,j)
ij ) for some 0 ≤ s ≤ 2g and unions Dm of blocks
in B[X], and γ ∈ Q[Y +C (X)].
(1) If deg(αβ) ≥ n(n− 1)g − n+ 2, we are in Case 1. Stop. Otherwise, go to Step 2.
(2) If deg(α) ≥ 1
2
n(n− 1)− n+ 2, go to Step 3. Otherwise, go to Step 4.
(3) Apply Corollary 4.15 to write [α] =
[∑
B∈B[X] φB
∏
(i,j)∈B y
C(i,j)
ij
]
. Consider each
term in the resulting polynomial separately.
(a) If s < 2g: Replace α with φB. Set Ds+1 := B. Replace β with β ·
∏
(i,j)∈B y
C(i,j)
ij .
Go to Step 2.
(b) If s = 2g:
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(i) If B ⊆ Dm for all 1 ≤ m ≤ 2g, then we are in Case 2. Stop.
(ii) Otherwise, pick 1 ≤ m ≤ 2g with B 6⊆ Dm. Replace Dm with B ∪Dm in
β. Go to Step 2.
(4) (a) If dij(βγ) ≥ 2g for all i < j, we are in Case 3. Stop.
(b) Otherwise, pick i < j with dij(βγ) < 2g. We know deg(α) ≤ 12n(n− 1)− n+ 1,
whilst deg(αβγ) ≥ 2gn2 + 1
2
(n−1)(n−2)−2gn−n(n−1)g, so deg(βγ) ≥ n(n−
1)g = (2g)
(
n
2
)
. Thus there must be some k, l ∈ X with dkl(βγ) >
{
2g k 6= l,
0 k = l
and y
−C(k,l)
kl must be a factor of γ. Replace one instance of y
−C(k,l)
kl in γ with
y
C(k,i)
ki + y
−C(i,j)
ij + y
C(l,j)
l,j (the two are equivalent in R), and treat each term in
the resulting polynomial separately. Go to Step 1.
Observe that Step 3 increases the number b of blocks (counted with multiplicity) in ∪sr=1Dr,
and Step 4b either increases deg(αβ) or decreases d :=
∑
i 6=j
dij<2g
(2g − dij), for each term in
the polynomials these steps create. None of the steps decrease b or deg(αβ), or increase
d. If deg(αβ) ≥ n(n − 1)g − n + 2, or d = 0, or b gets large enough to force every Dm
to contain some common block B (b ≥ (2g − 1)|B[X]| + 1 will do), then the algorithm
terminates. So even when a step results in a polynomial with more than one term, there are
still only finitely many terms, each of which are also closer to a terminating condition than
the previous monomial. So this procedure terminates in finite time, giving us a representative
of the desired form for any monomial of sufficient degree. 
Proposition 4.21. Let X ⊂ N with |X| = n. Let p ∈ Q[Y (X)] be a homogeneous polynomial
of degree at least 2gn2 + 1
2
(n − 1)(n − 2). Then for each B = V × V c ∈ B[X] and each
C ∈ B[X] ∪ {∅}, we can find
• homogeneous polynomials θB, φB, ψC ∈ Q[Y (X)]
• elements pV ∈ A|V | and pV c ∈ A|V c|
• bijections fV : [|V |]→ V and fV c : [|V c|]→ V c
• a finite set DC whose elements are 2g-tuples of unions of blocks in B[X], and
• homogeneous polynomials χD ∈ Q[Y (X)] for each D ∈ DC
such that
(13) [p] = [
∑
B=V×V c∈B[X]
∏
(i,j)∈B
(y+ijy
−
ij)
2g(θB · α((fV )∗(pV )) + φB · α((fV c)∗(pV c)))
+
∑
C∈B[X]∪{∅}
ψC
∑
D∈DC
χD
2g∏
m=1
∏
(i,j)∈Dm
y+ijy
−
ij
∏
(i,j)/∈Dm∪D¯m
y
−C(i,j)
ij ].
Remark 4.22. By the definition of the sets An (see Definition 3.8), if this relation holds,
then there exist pi ∈ An, monomials θi ∈ Q[Y (X)], and a bijection fX : [n] → X such that
[p] = [
∑
i θi · α(fX)∗(pi)].
Proof. By induction on n.
For n = 1, if p ∈ Q[y+11] is a monomial of degree ≥ 2g, it is in the desired form. (X)
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Suppose n ≥ 2. By Lemma 4.18, we can write
[p] =
 ∑
B∈B[X]
ψB
∏
(i,j)∈B
(y+ijy
−
ij)
2g +
∑
B∈B[X]∪{∅}
χB
∏
(i,j)∈B
(y−ij)
2g
∏
(i,j)/∈B∪B¯
i<j
(y+ij)
2g
 .
As usual, we treat each term separately. Fix a block B = V × V c ∈ B[X] and consider
a monomial ψB
∏
(i,j)∈B(y
+
ijy
−
ij)
2g. Suppose B = {e1, . . . , eh} × {f1, . . . , fw}; then degψB ≥
2gn2 + 1
2
(n − 1)(n − 2) − 4gwh. By using the relations [y±eifj ] = 12 [y+eiei ± y+fjfj ], we can
express [ψB] as a sum of terms of the form [ψhψw], where ψh ∈ Q[Y ({e1, . . . , eh})] and
ψw ∈ Q[Y ({f1, . . . , fw})] are monomials of total degree ≥ 2gn2 + 12(n − 1)(n − 2) − 4gwh.
By Lemma 4.6, in each of these terms either degψh ≥ 2gh2 + 12(h − 1)(h − 2) or degψw ≥
2gw2 + 1
2
(w − 1)(w − 2), and we can apply the inductive hypothesis to the appropriate
monomial. Applying the inductive hypothesis to ψh, we find that there exist qi ∈ An,
monomials ζi ∈ Q[Y (V )], and a bijection fV : [h]→ V such that [ψh] = [
∑
i ζi · α(fV )∗(qi)];
applied to ψw the inductive hypothesis gives [ψw] = [
∑
j ξj · α(fV c)∗(rj)], where rj ∈ An,
ξj ∈ Q[Y (V c)], and fV c : [w] → V c is a bijection. Applying the inductive hypothesis to the
appropriate factor in each term of ψB and summing the resulting representatives, we obtainψB ∏
(i,j)∈B
(y+ijy
−
ij)
2g
 = [θB · α((fV )∗(pV )) + φB · α((fV c)∗(pV c))]
for homogeneous polynomials θB, φB ∈ Q[Y (X)] and elements pV ∈ Ah and pV c ∈ Aw. This
is in the desired form (13) (taking ψC = 0 ∀C ∈ B[X] ∪ {∅}).
Now fix C ∈ B[X]∪{∅} and consider the term χC
∏
(i,j)∈C(y
−
ij)
2g
∏
(i,j)/∈C∪C¯
i<j
(y+ij)
2g. Observe
that degχC ≥ 2gn2 + 12(n− 1)(n− 2)− n(n− 1)g. By repeated application of Lemmas 4.7
and 4.19, we can write [χC ] =
[∏
i∈X(y
+
ii )
2gθ + φr
]
, where r ∈ Q[Y −C (X)] is a homogeneous
polynomial with deg r ≥ n(n − 1)g − n + 2, and θ, φ ∈ Q[Y (X)]. By Corollary 4.15,
[r] =
[∑
E∈B[X] θE
∏
(i,j)∈E(y
C(i,j)
ij )
2g
]
, for homogeneous polynomials θE ∈ Q[Y (X)]. Thusφr ∏
(i,j)∈C
(y−ij)
2g
∏
(i,j)/∈C∪C¯
i<j
(y+ij)
2g
 =
 ∑
E∈B[X]
ψE
∏
(i,j)∈E
(y+ijy
−
ij)
2g

(for some φE ∈ Q[Y (X)]), which is of the form considered above.
Finally, consider the monomial
∏
i∈X(y
+
ii )
2gθ
∏
(i,j)∈C(y
−
ij)
2g
∏
(i,j)/∈C∪C¯(y
+
ij)
2g. Note that
deg θ ≥ 2gn2 + 1
2
(n− 1)(n− 2)− 1
2
n(n− 1)g − 2gn. Applying Lemma 4.20,
[θ] =
 ∑
F∈B[X]
φF
∏
(i,j)∈F
(y
C(i,j)
ij )
2g +
∑
D∈DC
ψD
2g∏
m=1
(
∏
(i,j)∈Dm
y
C(i,j)
ij )(
∏
(i,j)/∈Dm∪D¯m
i<j
y
−C(i,j)
ij )
 .
31
As usual, consider each monomial individually. Fix F , and consider∏
i∈X
(y+ii )
2g
∏
(i,j)∈C
(y−ij)
2g
∏
(i,j)/∈C∪C¯
i<j
(y+ij)
2gφC
∏
(i,j)∈F
(y
C(i,j)
ij )
2g.
This contains the factor
∏
(i,j)∈F (y
+
ijy
−
ij)
2g, and so is of the form discussed above. The re-
maining term
∏
i∈X
(y+ii )
2g
∏
(i,j)∈C
(y−ij)
2g
∏
(i,j)/∈C∪C¯
i<j
(y+ij)
2g
∑
D∈DC
ψD
2g∏
m=1
∏
(i,j)∈Dm
y
C(i,j)
ij
∏
(i,j)/∈Dm∪D¯m
i<j
y
−C(i,j)
ij

is already in the form (13). 
4.1. Proof of the main theorem.
Theorem 4.23. For each φ ∈ Φ(G), let kφ be a nonnegative integer. Then the cohomology
class
∏
φ∈Φ(G)(c1(Lφ))
kφ ∈ H2
∑
φ∈Φ(G) kφ(Sn,g(t);Q) vanishes whenever
∑
φ∈Φ(G) kφ ≥ 2gn2 +
1
2
(n− 1)(n− 2).
Proof. Let X = [n] and consider the rings Q[Y (X)] and R = Q[Y (X)]/I. Let J ⊂
H∗(Sn,g(t);Q) be the subring generated by the c1(Lφ) for φ ∈ Φ(G). Since the relations
(8) hold in J , the map
pi : R→ J
[y±ij ] 7→ c1(L±ij)
defines a ring homomorphism. Consider the element
∏
φ∈Φ(G) c1(Lφ)
kφ ∈ J . It has a represen-
tative [
∏
(y±ij)
d±ij ] in R. Suppose
∑
φ kφ ≥ 2gn2 + 12(n− 1)(n− 2). Then by Proposition 4.21,
[p] is equivalent in R to an expression of the form (13). So pi(p) vanishes in H∗(Sn,g(t);Q)
by Corollary 3.10. 
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