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1. Contexto
Esta propuesta de trabajo se lleva a cabo den-
tro de la l´ınea de Investigacio´n “Computacio´n de
Alto Desempen˜o” del proyecto “Nuevas Tecno-
log´ıas para un tratamiento integral de Datos Mul-
timedia”. Este proyecto es desarrollado en el a´mbi-
to del Laboratorio de Investigacio´n y Desarrollo en
Inteligengia Computacional (LIDIC) de la Univer-
sidad Nacional de San Luis.
2. Resumen
Los me´todos actuales de simulacio´n, en-
trenamiento y planeamiento de procedimientos
quiru´rgicos basados en la tecnolog´ıa de realidad
virtual utilizan datos volume´tricos producidos por
esca´neres de resonancia magne´tica (MRI) y tomo-
graf´ıa axial computada (CT) de pacientes reales.
Considerando el estado actual de la tecnolog´ıa de
renderizado de ima´genes me´dicas, la visualizacio´n
en tiempo real de los grandes volu´menes de in-
formacio´n extra´ıda de estos dispositivos presenta
un desaf´ıo: desarrollar nuevos me´todos de proce-
samiento donde se respeten las severas exigencias
de resolucio´n y calidad, adema´s de permitir una
gran fluidez en la animacio´n para obtener un ni-
vel suficientemente alto de realismo. Todas estas
caracter´ısticas demandan una potencia de ca´lculo
extremadamente grande.
Como solucio´n para esta problema´tica, se
plantea la utilizacio´n de una arquitectura de
computacio´n en paralelo y distribuida, para lograr
la mayor potencia de ca´lculo posible y al mismo
tiempo, econo´micamente viable. Dicha solucio´n
consiste en un sistema de distribucio´n de co´mputo
espec´ıficamente disen˜ado para problemas de ren-
derizado de ima´genes tridimensionales orientado a
la representacio´n gra´fica de volu´menes en tiempo
real, a trave´s del uso de mu´ltiples computadoras
con placas gra´ficas programables, interconectadas
a trave´s de una red Ethernet de alta performance.
3. Introduccio´n
Visualizar en tiempo real grandes volu´menes
de informacio´n requiere de la inclusio´n de nuevas
te´cnicas en el procesamiento de la informacio´n, to-
das ellas tendientes a lograr una mejora, no so´lo
respecto a las caracter´ısticas de la visualizacio´n,
sino tambie´n en el tiempo involucrado en el pro-
ceso. Ante estas necesidades y teniendo en cuenta
las posibilidades de optimizacio´n derivadas de la
aplicacio´n de programacio´n paralela y distribuida
en la solucio´n del problema, como as´ı tambie´n de
las brindadas por las nuevas tecnolog´ıas en GPU y
redes de computadoras. Los to´picos involucrados
en esta l´ınea de investigacio´n son:
Te´cnicas de visualizacio´n cient´ıfica
La representacio´n tridimensional generada
por los esca´neres de MRI o CT consiste
en mu´ltiples ima´genes bidimensionales co-
rrespondientes a cortes (generalmente en el
plano transversal) de la anatomı´a del pacien-
te. Estas ima´genes se combinan para crear
un volumen tridimensional de unidades de
informacio´n denominados voxel (volumetric
pixels), cada una de las cuales, por lo gene-
ral, tiene una magnitud (nivel de gris) pro-
porcional a la densidad del tejido escaneado.
Por ejemplo en CTs, tejidos blandos (como
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la piel) se representan con niveles de grises
ma´s bajos (oscuros), mientras tejidos r´ıgidos
(como el hueso) lo hacen con niveles altos
ma´s altos (ma´s claros).
La visualizacio´n cient´ıfica de datos vo-
lume´tricos se divide en dos grandes tipos de
algoritmos de renderizacio´n: poligonal y vo-
lume´trico.
La renderizacio´n de superficie poligonal se
basa en el me´todo Marching cubes [6], el cual
genera una malla de pol´ıgonos extrayendo
los vo´xeles de densidad similar de un volu-
men tridimensional. Si bien este me´todo es
mucho ma´s ra´pido para visualizar en tiempo
real, tiene la gran desventaja de no permitir
la visualizacio´n de la informacio´n completa
del volumen, sino so´lo su superficie.
La renderizacio´n volume´trica, por su parte,
se divide en dos grandes grupos[25]: Object
Order y Image Order. El me´todo Object Or-
der toma como punto de partida cada vo-
xel del objeto volume´trico, realizando la pro-
yeccio´n sobre el plano 2D de visio´n. Image
Order en cambio realiza la proyeccio´n uti-
lizando como punto de partida cada p´ıxel
del plano 2D de visio´n. Uno de los algorit-
mos ma´s utilizados de este u´ltimo me´todo es
denominado Ray Casting, el cual fue imple-
mentado con excelentes resultados en GPU
[26].
Te´cnicas de renderizacio´n distribuida
Respecto a la renderizacio´n paralela distri-
buida en tiempo real, existe una clasifica-
cio´n, la taxonomı´a de Molnar [2, 11], la cual
ba´sicamente establece dos tipos de te´cnicas
basadas en la manera en co´mo distribuye el
trabajo entre los diferentes nodos de un sis-
tema distribuido. Estas dos te´cnicas se co-
nocen con el nombre de Sort first o 2D y
Sort last o DB, sus principales caracter´ısti-
cas son:
• La renderizacio´n paralela distribuida
Sort first o 2D propone la divisio´n de
la pantalla en a´reas no solapadas, asig-
nando una a cada nodo o unidad de
co´mputo disponible. De esta forma, ca-
da nodo renderiza una seccio´n determi-
nada de la pantalla completa. General-
mente los algoritmos de renderizacio´n
utilizados en este caso son del tipo Ima-
ge Order, existen algunos desarrollos en
sistemas con memoria compartida [16]
y en sistemas GPU-CPU con memoria
distribuida [1]. Si bien en ambos casos
se logro´ un buen desempen˜o, la reso-
lucio´n de las ima´genes no fue muy al-
ta. Finalmente con resolucio´n de ima´ge-
nes muy superiores, as´ı como tambie´n
volu´menes de gran taman˜o, se logra-
ron excelentes resultados [22]. Aunque
es un me´todo que requiere poca inter-
accio´n entre los nodos del sistema, no
aprovecha la potencia de co´mputo del
sistema producto del factor de solapa-
miento en el co´mputo [14, 19].
• En la te´cnica Sort last o DB, la ren-
derizacio´n es hecha dividiendo sectores
de volu´menes o primitivas, aplicarles la
renderizacio´n y finalmente realizar la
composicio´n de los resultados parcia-
les para obtener la imagen final. Es-
te me´todo es especialmente adecuado
para algoritmos de renderizado Object
Order para resoluciones de la pantalla
de salida no demasiado altas y gran-
des taman˜os de volu´menes [7, 4]. Esta
es una te´cnica altamente escalable con
una desventaja importante, la compo-
sicio´n final implica la interaccio´n entre
los diferentes nodos del sistema.
A partir de la taxonomı´a de Molnar, se rea-
lizaron varias propuestas, una de ellas se ex-
pone en [20] donde se plantea una te´cnica
h´ıbrida entre Sort-first y Sort-last, teniendo
en cuenta las ventajas de cada uno.
La te´cnica Alternate Frame Rendering
(AFR), muy utilizada para paralelizar va-
rias GPUs en una u´nica PC [12], es otro tipo
de renderizacio´n distribuida, la cual se ba-
sa en la distribucio´n de frames. Esta te´cni-
ca muestra una notable escalabilidad, pero
agrega latencias entre la entrada y la visua-
lizacio´n parcialmente compensada por un al-
to frame rate. Es por ello que no siempre es
un me´todo apto para aplicaciones de tiempo
real. Sin embargo hay trabajos de distribu-
cio´n en tiempo real que presentan un buen
desempen˜o compara´ndolo con los me´todos
Sort-first/Sort-last [10].
Otros ejemplos de trabajos realizados en es-
ta a´rea son [8, 9, 13, 17, 23, 21] entre otros.
Unidad de procesamiento gra´fico, GPU
Las GPU (Graphics Processor Unit) inicial-
mente usadas para aplicaciones espec´ıficas,
como aceleracio´n tridimensional, han evolu-
cionado en los u´ltimos an˜os, permitiendo su
uso en un sinnu´mero de aplicaciones compu-
tacionales altamente paralelizables permi-
tiendo ser una alternativa va´lida a las super-
computadoras. El e´xito de su notable expan-
sio´n se basa fundamentablemente en su alta
potencia de ca´lculo, su bajo costo, su reduci-
do consumo relativo a su poder computacio-
nal y la posibilidad de complementarse con
CPU de arquitecturas de amplia difusio´n ta-
les como ia32 y amd64. Esto permite que la
GPU se comporte como un coprocesador pa-
ra tareas altamente paralelas, mientras que
el co´digo menos paralelizable se siga ejecu-
tando sobre CPUs.
El bajo costo de las GPUs actuales se debe a
que utilizan tecnolog´ıas con el mismo grado
de desarrollo que las utilizadas en las CPUs
convencionales [18]. Sin embargo, las GPUs
modernas poseen una arquitectura de hard-
ware completamente diferente a las CPUs,
permitiendo ejecutar en forma paralela una
gran cantidad de ca´lculos. Esta´n constitui-
das de un nu´mero variable de streaming mul-
tiprocessors (SMs) compuesto cada uno de
ellos por una cantidad fija de Scalar proces-
sor (SPs). Cada SP del SM puede ejecutar
simulta´neamente la misma operacio´n sobre
registros de memoria diferentes de tal for-
ma que un SM se comporta como una ar-
quitectura Single Instruction Multiple Data
(SIMD)[3]. Adema´s, cada SM es capaz de
realizar una transferencia desde o hacia me-
moria RAM de la GPU con un ancho de bus
mucho mayor a las arquitecturas ia32 con-
vencionales lo que le permite tener una gran
potencia de ca´lculo incluso cuando los datos
de entrada superan la capacidad interna de
registros de la GPU.
Los me´todos utilizados en la fabricacio´n de
GPUs poseen por lo general el mismo ni-
vel de integracio´n que las CPUs actuales
con la diferencia fundamental que distribu-
yen un porcentaje mayor del a´rea del chip
para ALUs y controladores de memoria, y
menor para caches [5, 15].
Para poder obtener una escalabilidad apro-
piada en la solucio´n de los problemas sobre
GPU y resolver problemas con complejida-
des crecientes a un reducido costo, resulta
apropiado distribuir la computacio´n GPU
sobre varias conectadas a trave´s de una red.
Esto representa un desafio mayor, no so´lo
derivado de la posibilidad de tomar ventajas
de varias GPU sino tambie´n de los inconve-
nientes propios de las redes locales, como por
ejemplo la latencia y el costo de las comuni-
caciones respecto a las soluciones integrados
en un solo dispositivo f´ısico.
Comparadas con las supercomputado-
ras cla´sicas (mainframes), la utilizacio´n
de mu´ltiples pequen˜as computadoras con
CPU+GPU conectadas a redes de alta per-
formance proveen las siguientes ventajas:
• Alto poder de ca´lculo comparable con
supercomputadoras
• Bajo costo de adquisicio´n del hardware
• Bajo costo de mantenimiento (dada la
gran compatibilidad del hardware uti-
lizado)
• Alta escalabilidad
• Bajo consumo
• Reducido costo de programacio´n (debi-
do a la reutilizacio´n del co´digo no para-
lelizable y baja obsolescencia del co´digo
paralelizable)
Es interesante destacar que hasta el mo-
mento la supercomputadora mas ra´pida del
mundo[24], Tianhe-1A, es un cluster cons-
truido a trave´s de PCs con GPUs conecta-
das por una red de alta performance, lo cual
sin duda es un indicador de la potencialidad
y competitividad de las GPUs utilizadas en
sistemas distribuidos para su uso en la su-
percomputacio´n moderna.
4. L´ıneas de Investigacio´n y
Desarrollos
Como los clusters GPU-CPU existentes, por
lo general, son basados en GPUs de diversas gene-
raciones y fabricantes (heteroge´neos) y con redes
Ethernet 100Mbps o 1Gbps, se pretende su utili-
zacio´n para la renderizacio´n paralela y distribuida
de volu´menes. Para ello se requiere analizar los
diferentes algoritmos de renderizado volume´tricos
utilizados (image-order y object-order) y las dife-
rentes te´cnicas de procesamiento de la informacio´n
(Sort-last, Sort-first, Alternating frame) existente,
determinando posibles nuevas alternativas o com-
binaciones de las existentes para obtener una so-
lucio´n o´ptima del problema dado.
Adema´s, para un ma´ximo aprovechamiento de
la arquitectura determinado por un rendimiento
de potencia de co´mputo muy superior a la CPU,
y reducir los efectos no deseados de la misma ca-
raterizados por una latencia de instruccio´n supe-
rior a la CPU, no basta con ejecutar una cantidad
de hilos (threads) igual a la cantidad de cores del
hardware utilizado, sino que se debe ejecutar mi-
les de hilos simulta´neamente [5]. Es por ello que
para aprovechar cada una de las caracter´ısticas de
las GPUs, es importante disen˜ar algoritmos alta-
mente paralelos, lo cual representa uno de los ejes
principales del trabajo propuesto.
5. Resultados obtenidos / espe-
rados
El principal aporte de esta l´ınea de investiga-
cio´n es analizar la factibilidad de utilizar la ar-
quitectura cluster de GPU-CPU para desarrollar
soluciones de alto desempen˜o para visualizacion
en sistemas distribuidos de datos volume´tricos, es-
tableciendo los l´ımites del modelo en tiempo real.
Actualmente se esta´n evaluando distintos para´me-
tros de rendimieto de las GPU, tal como potencia
de ca´lculo y accesos a memoria global. E´sto nos
permitira´ realizar una estimacio´n del desempen˜o
de los futuros desarrollos.
6. Formacio´n de Recursos Hu-
manos
Los resultados esperados respecto a la forma-
cio´n de recursos humanos son hasta el momento
un doctorado en desarrollo; as´ı como tambie´n va-
rios trabajos de fin de carrera de la Licenciatura
en Ciencias de la Computacio´n.
Actualmente se ha obtenido una beca otorgada
por la Facultad de Ciencias F´ısico, Matema´ticas y
Naturales de la Universidad Nacional de San Luis,
categor´ıa postgrado.
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