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Sommario
Sviluppo di un sistema di visione 3D che utilizza una singola telecamera 2D e l’interazione
con un sistema robotico di movimentazione della telecamera per la ricostruzione di nuvole
di punti di oggetti meccanici per applicazioni di Bin Picking.
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Introduzione
Nell’ambito della visione 3D in applicazioni industriali ci sono varie sistemi in commercio
che permettono di ricostruire nuvole di punti della zona visualizzata sfruttando la proiezione
di pattern laser o ad ultrasuoni. Questi sistemi sono precisi ma hanno lo svantaggio di avere
costi elevati e dimensioni importanti.
Nasce, così, l’idea di creare un sistema ad ingombro ridotto tale da poter essere montato a
bordo robot.
Si è pensato di basare tale sistema sui principi della stereoscopia, la quale genera nuvole di
punti utilizzandodue telecamere poste una accanto all’altra senza l’ausilio di nessuna sorgente
di luce esterna.
La stereoscopia classica con due telecamere affiancate non rispecchia l’obiettivo di avere
un sistema ad ingombro ridotto, a tal proposito si è pensato di creare un sistema a singola
telecamera 2D montata a bordo robot che occupa l’ingombro minimo per un sistema di
visione e che cattura immagini in posizioni diverse sulle quali poi applicare la stereoscopia.
Questo tipo di configurazione riesce ad aumentare la qualità delle nuvole di punti, rispet-
to alla stereoscopia classica, attraverso due principali tecniche: l’acquisizione di immagini a
distanza maggiore e l’utilizzo di più di due immagini.
Si richiede, quindi, lo sviluppo di un sistema di visione basato esclusivamente su una te-
lecamera 2D che gestisca un numero qualsiasi di acquisizioni e che possa interagire con un
apparecchiatura robotica per determinare gli spostamenti della telecamera.
Il sistema deve essere flessibile e completamente configurabile per poter essere adattato a
innumerevoli situazioni, inoltre deve poter calcolare in modo autonomo le posizioni robot
dove catturare le nuove immagini che permettano di ottenere la migliore nuvola di punti
possibile secondo le informazioni a disposizione.
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Geometria Epipolare e Rettifica
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Figura 2.1: Geometria Epipolare: (#) piano epipolare,
(—) baseline, (—) linee epipolari
In sistemi di visione che acquisiscono più di un immagine ci sono delle relazioni interes-
santi tra le varie telecamere, i punti 3D e le loro proiezioni nel piano delle immagini.
La geometria che descrive la relazione tra una coppia di telecamere è chiamata geometria
epipolare. Un impostazione base della geometria epipolare è quella illustrata in figura (2.1),
dove due telecamere osservano lo stesso punto 3DP , il quale ha proiezione nei relativi piani
immagine p1 e p2.
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I centri focali delle telecamere sono t1 e t2, e la linea che li collega è chiamata baseline.
Il piano definito dai due centri focali e il punto P è chiamato piano epipolare.
I punti dove la baseline interseca i due piani immagine sono noti come epipoli e1 e e2.
Infine , le linee definite dall’intersezione dal piano epipolare con i due piani immagine sono
note come linee epipolari l1 e l2.
Queste linee appartenenti ad un piano immagine o all’altro, rappresentano tutte le proie-
zioni di punti 3D che nel piano immagine opposto avrebbero la stessa proiezione. Inoltre
tutte le linee epipolari in un piano immagine, definite per diversi punti 3D, hanno come
punto in comune l’epipolo.
In situazioni reali, tuttavia non viene fornita la posizione del punto 3Dma conoscendo le
posizioni delle telecamere e la proiezione in un piano immagine possiamo definire il piano
epipolare e determinare le linee epipolari.
Quindi la conoscenza della geometria epipolare ci consente di creare un forte vincolo tra
le coppie di punti nelle 2 immagine senza conoscere la posizione 3D del punto.
Prima di introdurre lamatematica della geometria epipolare, viene introdotto ilmodello
pinhole della telecamera che permette di mappare un punto 3D, Pw = [x y z]T ,
in un punto 2D, p = [u v]T dell’immagine digitale.
QuestamappaturaR3 → R2 è detta trasformazione proiettivaM ed è rappresentata
dalla seguente relazione:
p =
[
fu
xc
zc
+ cu
fv
yc
zc
+ cv
]
con P c =
[
Rcw t
c
w
0 1
]
· Pw (2.1)
che in forma matriciale è espressa da:
 x¯y¯
w
 =
M︷ ︸︸ ︷fu 0 cu0 fv cv
0 0 1

︸ ︷︷ ︸
K
[Rcw | tcw ]

x
y
z
1

w
=⇒
[
u
v
]
=

x¯
w
y¯
w
 (2.2)
dove i parametri cu e cv rappresentano la traslazione per spostare l’origine dei punti 2D dal
centro del piano immagine (intersezione asse z con il piano) all’angolo in alto a sinistra che è
tipicamente l’origine per le immagini digitali; mentre i parametri fu e fv convertono i punti
del piano immagine espressi in unità fisiche (mm) in punti dell’immagine digitale espressi in
pixel. I parametri fin’ora citati sono detti parametri intrinseci.
LematriciRcw e tcw, invece, sonoparametri estrinseci e trasformano le coordinate del punto
3D espresse nel frame del mondo (w) nelle coordinate espresse nel frame della camera (c).
Queste trasformazioni si possono ricavare dalla rototraslazione della telecamera:
Rcw = (R
w
c )
−1, tcw = −Rcw · twc (2.3)
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Infine notiamo che la trasformazione proiettiva è sviluppata tramitematrici omogenee quin-
di per ottenere i punti 2D dell’immagine digitale dobbiamo dividere i primi due valori per
l’ultima componetene del punto in coordinate omogenee.
Allora le due telecamereC1 eC2 del sistema di visione, che consideriamo avere la stessama-
trice di parametri intrinseciK , hanno rispettivamente le seguenti trasformazioni proiettive:
M1 = K · [Rc1w | tc1w ] , M2 = K · [Rc2w | tc2w ] (2.4)
Ora è introdotta la geometria epipolare che si basa sullamatrice fondamentale F .
Per la derivazione di questa matrice si considera di essere momentaneamente nel caso sempli-
ce in cui la prima camera è posta nell’origine e quindi le due trasformazioni proiettive sono:
M1 = K [I | 0 ] e M2 = K [R | t ] .
Di seguito sono riportati i passaggi fondamentali per la derivazione della matrice F .
• Si distingue un punto appartenente all’immagine digitale p espresso in pixel, dal rela-
tivo punto nel piano immagine p¯ espresso in unità fisiche.
• Il punto p¯c12 espresso nel frame della prima camera ha coordinate p¯c12 = RT p¯c22 −RT t.
• I vettori p¯c12 eRT t formano il piano epipolare il quale avrà quindi vettore normale
n = RT t× (RT p¯c22 −RT t) = RT (t× p¯c22 ).
• Anche p¯c11 appartiene al piano epipolare, allora vale la relazione (RT (t× p¯2))T p¯1 = 0che riscritta introducendo la matrice skew-symmetric [·]× diventa p¯T2 [t]×Rp¯1 = 0.
• La trasformazione da punti del piano immagine p¯ a punti dell’immagine digitale p è:
p = K−1p¯
Concludendo il vincolo epipolare viene espresso come:
pT2 Fp1 = 0 con F = K−T [t]×RK−1 (2.5)
Dalla conoscenza della matrice fondamentale è possibile ricavare le linee epipolari: la linea
epipolare nella cameraC2 associata al punto p1 è l2 = Fp1, viceversa l1 = F Tp2.
Un altra importante caratterista della matrice fondamentale è:
Fe1 = F
T e2 = 0 (2.6)
Questo deriva dal fatto che un qualsiasi punto x dell’immagine 1 ha corrispondente linea
epipolare l2 = Fx la quale contiene sicuramente e2 per definizione, quindi eT2 l2 = eT2 Fx =
0 ∀x allora eT2 F = F T e2 = 0¯ e analogo per l’altra immagine.
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Infine per generalizzare a casi diversi da quello semplice appena illustrato ci basta notare
che
R = R21 e t = t21 (2.7)
Quindi nel nostro caso date le rototraslazioni di due camereC1 eC2, le matrici che rientrano
nel calcolo della matrice fondamentale si trovano come:
R = R21 = (R
w
c2
)−1Rwc1 e t = t21 = (Rwc2)−1(twc1 − twc2) (2.8)
2.1 Rettifica classica delle immagini
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Figura 2.2: Rettifica delle immagini con linee epipolari
prima li (- -) e dopo lˇi (—) la rettifica
La rettifica delle immagini stereo ha l’obbiettivo di portare tutte le linee epipolari parallele
all’asse x in modo da facilitare il processo di ricerca delle corrispondenze.
Infatti dopo la rettifica delle 2 immagini, preso un punto p in una delle due immagini,
il punto corrispondente nell’altra immagine dovrà essere cercato soltanto lungo direzione
orizzontale x e alla stessa altezza y.
Le linee epipolari hanno questa proprietà soltanto nel caso in cui gli epipoli di entrambe
le immagini sono ad infinito lungo l’asse x.
Quindi il compito della rettifica si riassume nella ricerca di due omografieH1 eH2, una
per immagine, che portano i rispettivi epipoli all’infinito lungo l’asse x.
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Per prima cosa allora dobbiamo trovare i due epipoli, che ricordando la proprietà (2.6), pos-
sono essere calcolati dalla decomposizione SVD:
F = U ·W · V T =⇒ e1 = lastCol(V ) e e2 = lastCol(U) (2.9)
infatti, ricordandoche lamatrice fondamentaleF = UWV T ha sempreun autovalorenullo,
valeF ·V = U ·W =⇒ F · lastCol(V ) = U · lastCol(W ) = 0¯ e in modo analogo per
l’altro epipolo.
Gli epipoli calcolati sono un vettore omogeneo allora devono essere normalizzati inmodo
da avere ultima componente 1; i due epipoli risultano nella forma e = [ex, ey, 1]T .
Ogni epipolo deve esseremappato lungo l’asse orizzontale nel punto infinito [f, 0, 0]T ; esi-
stonomolte scelte dell’omografiaH che portano a questo obiettivomauna scelta ragionevole
che porta a buoni risultati è quella di scegliere l’omografia come composizione di rotazioni e
traslazioni rispetto al centro dell’immagine.
Il primo passo è traslare tutti i punti dell’immagine e quindi anche l’epipolo in modo che
il centro immagine sia [0, 0, 1]T ; può essere fatto applicando la matrice di traslazione
T =
1 0 −width20 1 −height
2
0 0 1
 (2.10)
L’epipolo risultante e′ = Te viene poi ruotato in modo da posizionarlo nel punto [f, 0, 1]T
con la matrice di rotazione
R =

e′x√
e′2x +e′2y
e′y√
e′2x +e′2y
0
−e′y√
e′2x +e′2y
e′x√
e′2x +e′2y
0
0 0 1
 (2.11)
Infine per ottenere il punto all’infinito desiderato [f, 0, 0]T viene applicata la seguente tra-
sformazione, la quale è l’unica non riconducibile traslazioni o rotazioni
G =
 1 0 00 1 0
− 1
f
0 1
 (2.12)
L’omografia finale desidera è la composizione delle matrici appena illustrate:
H = T−1 ·G ·R · T (2.13)
Questa omografia può essere applicata ad entrambi gli epipoli, con le dovute modifiche,
mappandoli entrambi all’infinito ma in questo modo non raggiungiamo l’obiettivo della
rettifica perché linee epipolari corrispondenti non avranno la stessa coordinata y.
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Per raggiungere l’obbiettivo esatto della rettifica prendiamo H2 calcolata con il metodo
appena illustrato e cerchiamoH1 che oltre a mappare e1 all’infinito porta le linee epipolari
corrispondenti alla stessa y.
Esiste un teorema il quale afferma che data la trasformazione di rettificaH2 e la matriceF ,
la trasformazioneH1 che abbina le linee epiolari ha la formaH1 = HAH0 conH0 = H2M ,
M = [e]×F + evT , v = [1, 1, 1]T e conHA matrice arbitraria nella forma
HA =
a1 a2 a30 1 0
0 0 1
 (2.14)
Riassumendo siamo arrivati a trovare le due matrici di rettifica nella seguente forma a meno
della matriceHA
H1 = HA ·H0 e H2 = T−1 ·G ·R · T (2.15)
Per stimare la restantematriceHA, la rettifica classica[bib], usa dei punti corrispondenti nelle
due immagini pi1 e pi2 individuati cercando i punti chiave nelle due immagini e associandoliin base ad un descrittore e all’appartenenza alla linea epipolare. Quindi calcolaHA che risolve
il seguente problema di minimo:
argmin
H1
n∑
i=1
∥∥H1pi1 −H2pi2∥∥2 =⇒ argmin
H1
n∑
i=1
∥∥HAp¯i1 − p¯i2∥∥2 (2.16)
dove p¯i1 = H0pi1 e p¯i2 = H2pi2. Il problema si trasforma nella seguente minimizzazione
argmin
a
n∑
i=1
(a1x¯
i
1 + a2y¯
i
1 + a3 − x¯i2)2 +
XXXXX(y
i
1 − yi2)2 (2.17)
che è riconducibile facilmente alla minimizzazione ai minimi quadrati ‖Φa− b‖2
Φ =
x¯
1
1 y¯
1
1 1...
x¯n1 y¯
n
1 1
 , b =
x¯
1
2...
x¯n2
 , a =
a1a2
a3
 =⇒ aˆ = (ΦTΦ)−1ΦT b (2.18)
Inoltre per potenziare la stima aˆ è possibili implementare RANSAC individuando la sti-
ma che ha maggiori inliers secondo un parametro che rappresenta il massimo errore; questo
permette di essere robusti nel caso di avere corrispondenze tra le due immagini errate.
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Figura 2.3: Rettifica Classica: da sinistra a destra immagini 1 e 2 rettificate conH1 eH2.
(—) linee epipolari che collegano punti corrispondenti sono orizzontali
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2.2 Rettifica per minimizzazione delle deformazioni locali
Nella rettifica classica, come appena descritto, per stimare gli ultimi 3 parametri dellamatrice
HA è necessario individuare dei punti corrispondenti nelle due immagini, ma questo non è
un compito semplice in ambienti fortementemonotoni dove l’algoritmo deve operare i quali
presentano molti oggetti tutti uguali.
In questa sezione viene proposta una diversa stima della matriceHA che non richiede la
ricerca di punti corrispondenti nelle due immagini.
Lamatrice omograficaH0, senza la stima della matriceHA, soddisfa già l’obiettivo di retti-
fica ponendo pixel corrispondenti alla stessa coordinata xma questi potrebbero essere note-
volmente deformati fino ad non essere visibili e quindi non permettere il matching per stime
diHA errate.
Da questa analisi possiamo ricondurre la stima diHA ad un problema di ricerca della ma-
trice che introduce la minor deformazione all’immagine di partenza permettendo la miglior
visualizzazione.
Lematrici omografiche che non deformano l’immagine in alcunmodo sono quelle isome-
triche: x¯y¯
1
 = [R T
0 1
]
︸ ︷︷ ︸
H
xy
1
 (2.19)
le quali permettono rotazioni e traslazione tramite le corrispondenti matriciR e T ma non
creano ne distruggono pixels. Cerchiamo quindi la matrice di rettificaH1 = HA · H0 con
caratteristiche più simili possibili all’insieme delle omografie isometriche.
Un modo robusto per incapsulare questa similarità è l’analisi dello Jacobiano:
J(HA ·H0, p) =
[
∂x¯
∂x
∂x¯
∂y
∂y¯
∂x
∂y¯
∂y
]
(2.20)
il quale nelle omografie isometriche vale J = R ed essendo R una matrice di rotazione e
quindi ortonormale soddisfa la condizione RTR = I ovvero con autovalori singolari σ1/2
entrambi uguali a 1 che non introducono deformazione.
L’idea quindi è trovare HA che che permette di ottenere H1 = HA · H0 con Jacobia-
no che ha decomposizione in SVD con autovalori singolari più simili possibile a 1, ovvero
minimizzando la creazione (σ > 1) e la distruzione (σ < 1) di pixels.
Con questo obiettivo valutiamo gli autovalori singolari dello Jacobiano Ji in diversi punti
dell’immagini pi cercando la matriceHA che minimizza la seguente funzione di perdita:
S(a1, a2) =
n∑
i=1
[(σ1(Ji)− 1)2 + (σ2(Ji)− 1)2] (2.21)
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Lo Jacobiano Ji è calcolato prima ottenendo le funzioni fratte x¯ e y¯ derivanti dall’applicazio-
ne di un punto immagine pi = [x y 1] all’omografia incognitaH(a1, a2, a3) = HA ·H0
e poi derivando tali funzioni rispetto alle variabili x e y.
Lo Jacobiano finale è riportato in (2.22) dove è espresso evidenziando le variabili da sti-
mare a1 e a2 in composizione con A,B,C,D,E, F che sono dei numeri. Inoltre si nota
che giustamente a3 non è presente, in quanto, in fase di derivazione scompare infatti esso
non influisce nelle deformazionima rappresenta soltanto una traslazione lungo l’assex e può
essere stimato a posteriori in modo da porre il centro dell’immagini di partenza nel centro
dell’immagine rettificata per quanto riguarda la coordinata nell’asse orizzontale.
Ji(HA ·H0, pi) =
[
a1A+ a2B a1C + a2D
E F
]
(2.22)
Laminimizzazione della funzione di perdita (2.21) viene affrontata tramite due algoritmi:
un primo algoritmo che cerca di trovare in modo robusto una buona stima dei parametri a1
e a2 sfruttando una linearizzazione agli autovalori singolari e successivamente l’algoritmo di
Newton-Raphson per arrivare alla stima ottima dei parametri
Il primo algoritmo, minimizzazione con linearizzazione agli autovalori sin-
golari, per semplificare il problema sfrutta la seguente approssimazione:
J = UWV T =⇒ W =
[
σ1 0
0 σ2
]
= U−1JV −T (2.23)
dalla quale, conoscendo le matrici J ,U , V è possibile ricavare gli autovalori singolari come:
σ1 = a1G+ a2L+M, σ2 = a1P + a2Q+N (2.24)
Gli autovalori allora risultano come composizione lineare dei parametri da stimare a1 e a2;
per questo è possibile ricavare in forma chiusa la soluzione che minimizza la funzione di per-
dita in questa linearizzazione. Infatti dopo aver calcolato le derivata prime della funzione
S(a1, a2) in (2.25), è possibile trovare in modo non complesso i parametri che portano tali
derivate a zero. {
∂S
∂a1
=
∑n
1=1[2(σ
i
1 − 1)Gi + 2(σi2 − 1)P i] = 0
∂S
∂a2
=
∑n
1=1[2(σ
i
1 − 1)Li + 2(σi2 − 1)Qi] = 0
(2.25)
Una modifica che incrementa la robustezza dell’algoritmo è quella di calcolare i parametri
incogniti, non come quelli che minimizzano la funzione sommatoria S(a1, a2), ma come
quelli che soddisfano in Least-Square-Sense il vincolo di derivata uguale a 0 per ogni punto
pi valutato.
Xˆ = argmin
X∈R2
‖ΦX − Y ‖22 =⇒ Xˆ = (ΦTΦ)−1ΦTY con X =
[
a1
a2
]
(2.26)
11
L’algoritmo viene sviluppato inmodo iterativo, ovvero partendo da parametri incogniti qual-
siasi e per ognuno degli n punti valutati pi, viene calcolato lo Jabobiano Ji e la relativa
linearizzazione attorno ai parametri incogniti attuali.
Vengono calcolati i parametri che meglio soddisfano questi 2n vincoli in Least-Square-
Sense, poi viene aggiornata la stima attuale di a1 e a2 e l’algoritmo riprende iterativamente.
Il secondo algoritmo sfrutta la procedura diNewton-Raphson che permette, data una
buona stima trovata tramite l’algoritmo precedente, di arrivare ai parametri ottimi.
In questo algoritmo ci servono le due funzioni esatte che esprimono gli autovalori singolari
in funzione dei parametri incogniti a1 e a2. Gli autovalori singolari sono, per definizione
di decomposizione SVD, la radice quadrata di degli autovalori della matrice JTJ dove J è
riportata in (2.22) ed assumono la forma:
λ1,2(J
TJ) =
f1(a1, a2)±
√
f2(a1, a2)
2
=⇒ σ1,2 =
√
λ1,2 (2.27)
Trovate queste due funzioni possiamo calcolare le derivate prime e secondo della funzione
di perdita S(a1, a2) rispetto ai parametri a1 e a2 e applicare l’algoritmo iterativo standard di
Newton-Raphson:
∇S(a1, a2) =
[ ∂S
∂a1
∂S
∂a2
]
, ∇2S(a1, a2) =
[
∂2S
∂2a1
∂2S
∂a1∂a2
∂2S
∂a2∂a1
∂2S
∂2a2
]
(2.28)
Xˆk+1 = Xˆk− Mk con Mk= (∇2S(Xˆk))−1∇S(Xˆk) (2.29)
Infine avendo le stime ottime di aˆ1, aˆ2 possiamo calcolarci l’ultimo parametro a3 inmodo
che il centro dell’immagine prima della rettifica Cimg = [w2 h2 1]T resti al centro dopo larettifica almeno per quanto riguarda la componente nell’asse orizzontale:
aˆ3 =⇒ Cimg,x = (HA ·H0 · Cimg)[0]
(HA ·H0 · Cimg)[2] (2.30)
I due algoritmi sono utilizzati in sequenza per compensare le mancanze uno dell’altro ed
arrivare ai parametri ottimi.
Infatti il primo algoritmo ha la proprietà di riuscir a calcolare una stima pseudo ottima
partendo da valori iniziali casuali ma di contro, in generale, non riesce ad arrivare alla stima
ottima (se iterato per molte iterazioni arriverebbe a parametri molto simili a quelli ottimi).
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Quindi il primo algoritmo viene utilizzato per inizializzare il secondo algoritmo che altri-
menti partendo da stima iniziale casuale calcolerebbe stime assolutamente errate ma che se
ben inizializzato arriva in modo robusto ai parametri ottimi.
Le figure di seguito riportano le immagini rettificate dopo 5 iterazioni del primo algoritmo
e dopo altre 5 iterazioni del secondo algoritmo partendo dalla stima del precedente e si nota
come il primo dopo 5 iterazioni è arrivata ad una stima buona infatti l’oggetto è abbastanza
visibile (2.4a)manon è la stimaottima che invece si vedenell’immagine rettificata del secondo
algoritmo (2.4b).
Infine si può osservare che l’immagine finale di questi 2 algoritmi è pressoché identica a
quella ottenuta dalla rettifica classica in figura (2.3) ma si ricorda che in questi 2 algoritmi
non è stato necessario individuare punti corrispondenti tra le due immagini.
Danotare però che apparentemente la rettifica conpunti corrispondenti ha la proprietà ag-
giuntiva di applicare inmodo consapevole anche ridimensionamento lungo l’assex all’imma-
gine 1 nel caso in cui le due immagini siano prese a distanze molto diverse dall’oggetto. Que-
sto è necessario per agevolare la fase successiva di ricerca delle corrispondenze in particolare
per quel gruppo di algoritmi che come vedremo analizzano l’intera immagine.
La rettifica per minimizzazione delle deformazioni invece non ha consapevolezza del ridi-
mensionamento dell’oggetto ma implicitamente lo esegue in quanto il ridimensionamento
lungo l’asse y è dato dalla geometria epipolare nel teorema (2.14) lasciando da stimare soltan-
to la matrice HA la quale porta modifiche solo lungo l’asse x ma stimando la rettifica con
minor deformazione ridimensionerà l’immagine anche lungo l’asse x per adattarsi nel modo
migliore al ridimensionamento apportato nell’asse y.
(a) Alg. con linearizzazione (b) Alg. Newton-Raphson
Figura 2.4: Rettifica minimizzando le deformazioni locali:
immagine 1 rettificata con i due diversi algoritmi
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In conclusione viene analizzato e risolto un problema che si riscontra nella rettifica per
minimizzazione delle deformazioni locali.
Al termine di tale minimizzazione l’algoritmo può aver converto ad una delle immagini in
figura (2.5a), (2.5b), (2.5c) o (2.5d), le quali presentano tutte lo stesso grado di deformazione
e quindi hanno tutte ugualmente parametri ottimi per laminimizzazione. Solounadi queste,
però, è quella giusta che soddisfa l’obbiettivo di corrispondenza con la rettificaH2.
Queste immagini differisco tra loro per una rotazione di 180◦ attorno al centro immagi-
ne, per un operazione di specchiare l’immagine rispetto l’asse verticale passante per il centro
oppure per una composizione di queste.
Queste differenze possono essere codificate rispettivamente attraverso le omografie aggiunti-
veH180,Hmirror eHmirror ·H180 riportate di seguito:
Rot180 =
−1 0 00 −1 0
0 0 1
 , Mirr =
−1 0 00 1 0
0 0 1
 , {H180 = T−1 ·Rot180 · T
Hmirror = T
−1 ·Mirr · T
dove T , espressa precedentemente in (2.10), rappresenta la traslazione per riportare il tutto
rispetto al centro immagine.
Per eliminare questi gradi di ambiguità si analizzano le possibili omografie Hˆ1 = H · H¯1
dove l’omografia H¯1 è quella calcolata al termine dellaminimizzazionementreH è quella che
codifica le differenze elencate con H ∈ {I,H180, Hmirror, H180 · Hmirror} e si individua
quale combacia con l’omografiaH2 riportata in figura (2.5e) secondo alcuni controlli.
Per prima cosa si controlla quale omografia Hˆ1 produce matrice fondamentale post retti-
fica F¯ = H−T2 FHˆ−11 che induce linee epipolari orizzontali corrispondenti tra l’immagine 1,
rettificata con Hˆ1, e l’immagine 2, rettificata con l’omografia fissaH2, le quali linee devono
avere la stessa coordinata y. Questo ci permette di eliminare i casi in cui all’omografia esat-
taH1 è aggiunta un omografia che porta una rotazione di 180◦ come ad esempio quelle in
figura (2.5b) e (2.5d).
Resta l’ambiguità dovuta all’operazione di specchiare che inverte i pixel lungo l’assex quin-
di non è eliminata controllando le linee epipolari. Questo effetto è dovuto dall’osservare
l’oggetto dalla posizione opposto lungo l’asse z della telecamera ovvero osservando l’ogget-
to da ’sotto’; questa ambiguità può essere risolta decomponendo le omografia Hˆ1 restanti
nelle roto-traslazioni di spostamento corrispondenti che approssimativamente inducono ta-
li omografie e scegliendo quella che porta la telecamera 1 dopo lo spostamento ad avere l’asse
z congruente con la telecamera 2 dopo lo spostamento indotto daH2. Oppure in modo più
semplice si può prendere un punto 3D e riproiettarlo nelle immagini 1 e 2, modificare poi i
rispettivi punti 2D secondo le omografie Hˆ1 eH2 e trasformare tali punti in vettori rispetto
al centro immagine; infine scegliere l’omografia Hˆ1 con vettore concorde con quello di H2
lungo x.
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Alla fine di tutti i controlli resterà soltanto una omografia Hˆ1 che induce immagine ret-
tifica corrispondente a quella rettificata conH2; nel caso specifico sarà l’immagine in figura
(2.5a).
(a)H1 (b)H180 ·H1 (c)Hmirror ·H1
(d)Hmirror ·H180 ·H1
=⇒
(e)H2
Figura 2.5: Eliminazione delle ambiguità analizzando le linee epipolari (—)
e l’orientazione rispetto al centro (—>)
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Calibrazione Telecamera
Nella sezione precedente si è analizzata la geometria epipolare la quale ci permette di elimi-
nare un grado di libertà nella ricerca di corrispondenze tra immagini avendo a disposizione
la matrice fondamentale F .
La matrice fondamentale F può essere calcolata in due modi: il primo metodo è quello
descritto nella sezione precedente dove è calcolata dalla conoscenza delle posizioni delle tele-
camere e della matrici di proiezione; il secondo invece ricostruisce la matrice fondamentale
solamente dalla immagini avendo però a disposizione dei punti chiave tra le due immagini.
Come spiegato precedentemente la ricerca di punti chiave è assolutamente un compito dif-
ficile e poco robusto in ambienti monotoni dove ci poniamo di lavorare quindi è scelto di
utilizzare il primo metodo.
Si ricorda quindi la formula della matrice fondamentale F = K−T [t]×RK−1 doveK è
la matrice di proiezione della telecamera eR e t dipendono dalle posizioni relative tra le due
foto acquisite.
La configurazione meccanica a cui gli algoritmi implementati devono interfacciarsi è co-
stituita da un braccio robotico sul quale è montata la telecamera. Dall’interfacciamento
con il robot è possibile ricavare i ogni istante la rototraslazione della flangia, zona a cui è
applicato il supporto per la telecamera, e quindi la posizione della telecamera a meno di una
rototraslazione tra la flangia e la telecamera.
Nelle due sezioni successive vengono analizzate i processi per individuare la matrice di
proiezione della telecamera e la rototraslazione tra flangia e telecamera che ci permettono di
calcolare in modo preciso la matrice fondamentale.
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3.1 Calibrazione della telecamera
La calibrazione della telecamera è un passaggio necessario quando si vuole estrarre infor-
mazioni metriche da immagini 2D. Viene utilizzato un classico algoritmo con scacchiera
illustrato in dettaglio in [bib], di seguito vengono riportati i passaggi fondamentali.
L’algoritmo utilizza diverse immagini inquadranti una scacchiera raccoltemantenendo fis-
sa la scacchiera e cambiando la posizione della telecamera. In questa impostazione è possibile
individuare in modo robusto e preciso i punti di intersezione tra gli angoli dei quadrati nelle
immagini 2D. Inoltre è possibile esprimere in modo accurato i corrispondenti punti 3D ri-
spetto ad un riferimento posto al primo punto della scacchiera e conoscendo la dimensione
reale dei quadrati.
L’algoritmo ha l’obiettivo di calcolare i parametri intrinseci (K) e i parametri estrinseci (R
e t) che formano il classico modello pin-hole:uv
1
 = K [r1 r2 r3 t]︸ ︷︷ ︸
M

X
Y
0
1
 = K [r1 r2 t]︸ ︷︷ ︸
H
XY
1
 (3.1)
dove la matrice di proiezioneM è stata semplificata in quanto tutti i punti 3D espressi ri-
spetto al riferimento della scacchiera hanno coordinata Z = 0. Come primo passo deve
essere individuata la matrice omografica H = [h1 h2 h3] che trasforma i punti dal piano
della scacchiera al piano immagine:
ui =
hT1 Pi
hT3 Pi
vi =
hT2 Pi
hT3 Pi
=⇒

... ... ...
P Ti 0 −uiP Ti
0 P Ti −viP Ti... ... ...

h1h2
h3
 = 0 (3.2)
Ogni punto genera 2 vincoli quindi per soddisfare i 9 gradi di libertà meno il fattore di
scala ininfluente in qualsiasi omografia bastano 4 punti ma in pratica ne vengono utilizzati
di più e il sistema risolto in modo robusto con SVD: la soluzione del sistemaAx = 0 dove x
corrisponde alle colonne della matriceH poste in unico vettore colonna, ha come soluzione
l’ultima colonna della matrice V che compone la decomposizione A = UWV T ovvero
quella relativa all’ autovalore singolare più piccolo.
La matriceH calcolata deve essere decomposta nei parametri intrinseci ed estrinseci. Per
far questo ricordiamoche [h1 h2 h3] = λK[r1 r2 t] conλ fattore di scala e imponendo il vin-
colo di ortonormalità alle colonne della matrice di rotazione ricaviamo le seguenti equazioni:
{
rT1 r2 = 0
rT1 r1 = r
T
2 r2 = 1
=⇒
{
hT1Bh2 = 0
hT1Bh1 = h
T
2Bh2
con B = (KKT )−1 (3.3)
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Anche in questo caso viene formulato un sistemaAx = 0 con x formata dalle 6 compo-
nenti indipendenti della matriceB che è simmetrica. Per la composizione della matriceA si
nota che ogni immagine hamatriceH diversa perché la posizione della telecamera è cambiata
e si nota inoltre che per ogni immagine è possibile generare 2 vincoli sulla matriceB quindi
per individuare in modo univoco la soluzione servono almeno 3 immagini ma come prima è
consigliato acquisirne in numero superiore e poi risolvere con SVD.
I 4 parametri della matriceK possono essere ricalcolati in forma chiusa da B sapendo a
cosa corrispondono le singole componenti di tale matrice rispetto ai paramenti diK (Bi =
fi(fx, fy, cx, cy)) e poi componendo le varie formule inverse.
I parametri estrinseci per ogni immagine vengono calcolati anche essi come formula inver-
sa delle equazioni in (3.3) ricordando che le colonne ortonormali dellamatriceR, in aggiunta
alle due proprietà già elencate precedentemente, soddisfano anche ‖ ri ‖= 1 e ri = rj × rh
quindi si può arrivare alle seguenti equazioni:
r1 = λ
′K−1h1
r2 = λ
′K−1h2
r3 = r1 × r2
t = λ′K−1h3
con λ′ = 1‖ K−1h1 ‖ =
1
‖ K−1 ‖ h2 (3.4)
La matrice Rˆ = [r1 r2 r3] così calcolata potrebbe non essere precisamente una matrice di
rotazione quindi è necessario cercare lamatrice di rotazione esatta più simile a quella calcolata
in termini di norma di Frobenius:
argmin
RTR=I
‖ R− Rˆ ‖2F con Rˆ = UWV T =⇒ R = UV T (3.5)
Da notare che i parametri estrinseci, a differenza di quelli intrinseci, dipendono da dove
è stato individuato il riferimento della scacchiera, ovvero il primo punto, per la specifica im-
magine. In questa fase non sarebbe necessario individuare nella scacchiera un riferimento in
modo univoco ma per la sezione successiva si.
Come mostrato in figura (3.1) il riferimento univoco viene individuato aggiungendo un
piccolo cerchio vicino al punto della scacchiera che deve essere individuato comepunto del ri-
ferimento e traslato verso l’assex; il cerchio viene individuato inmodo robusto cercando solo
nelle zone rispetto alla scacchiera dove potrebbe essere presente e successivamente i punti im-
magine sono ordinati per crescere prima in colonna lungo l’asse x e poi nelle righe successive.
In questo modo individuiamo i punti immagine sempre allo stesso modo e gli relazioniamo
sempre agli stessi punti 3D ordinati ugualmente ed espressi rispetto al riferimento cosi le ro-
tazioniR e le traslazioni t che otteniamoper ogni immagine rappresentano la trasformazione
tra camera e riferimento T cref .
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Trovati tutti i parametri intrinseci ed estrinseci, essi possono essere raffinatiminimizzando
la funzione di costo S composta dalla somma degli errori di riproiezione di ogni punto:
S =
N∑
i=0
M∑
j=0
‖ pi,j − f(K,Ri, ti, Pj) ‖2 (3.6)
doveN rappresenta il numero delle immagini,M il numero di punti per ogni immagine,
f(·) la funzione di riproiezione, p eP rispettivamente i punti in 2D e 3D. La funzione viene
minimizzata in modo iterativo con il metodo di Levenberg-Marquardt.
La calibrazione della telecamera, oltre a calcolare parametri intrinseci ed estrinseci, ha an-
che il compito di rimuovere la distorsione introdotta dalle lenti. Per far questo viene introdot-
to il modello radiale che definisce la distorsione dell’immagine in funzione della distanza dal
centro e di alcuni parametri, nella descrizione di seguito sarà esposto il modello a 2 parametri
ma in applicazione reale può essere usato il modello fino a 14 parametri.
Il modello radiale a 2 parametri k1 e k2 è il seguente:{
uˆ = u+ (u− u0)[k1r2 + k2r4]
vˆ = u+ (v − v0)[k1r2 + k2r4]
con r2 =
(
u− u0
fu
)2
+
(
v − v0
fv
)2
(3.7)
dove (uˆ, vˆ) sono i punti individuati nell’immagine soggetti a distorsione, (u, v) sono i punti
ideali calcolati come riproiezione dei punti 3D, (u0, v0) rappresentano il centro dell’imma-
gine e r è il raggio del punto ideale rispetto al centro.
Per ogni punto 2D in ogni immagine è possibile individuare la seguente coppia di equa-
zioni: [
(u− u0)r2 (u− u0)r4
(v − v0)r2 (v − v0)r4
] [
k1
k2
]
=
[
uˆ− u
vˆ − v
]
(3.8)
quindi datiM punti inN immagini otteniamo 2NM equazioni che possono essere inserite
in un equazione matricialeD · k = d che viene risolta in Least-Square-Sense con:
k = (DTD)−1DTd (3.9)
Infine questi passaggi appena illustrati possono essere ripetuti fino alla convergenza:
1. Stima dei parametri intrinseci (K) ed estrinseci (Ri, ti)
2. Stima dei parametri di distorsione (k1, k2)
3. Rimuovo la distorsione dalle immagini
4. Riprendo dal punto 1 con le immagini non distorte
5. Continuo fino alla convergenza
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Figura 3.1: Scacchiera con cerchio aggiuntivo per individuare in modo univoco
in ogni immagine il riferimento dato dall’asse x (—) e dall’asse y (—)
3.2 Calibrazione della telecamera sul robot
Inquesta sezione è illustrato come calcolare lamatrice di rototraslazioneT fc la quale permettedi individuare la posizione e orientazione della telecamera conoscendo quelle della flangia del
robot (Twc = Twf · T fc ).Per questa calibrazione sfruttiamo le immagini utilizzate per la calibrazione precedente do-
ve, per ogni foto acquisita in posizione differente ma lasciando fissa la scacchiera, viene prele-
vata anche l’informazione sulla rototraslazione della flangia del robot Twf espressa rispetto alriferimento delmondow che di solito è posto nella base del robot. Sempre dalla calibrazione
precedente è stato possibile individuare una stima della trasformazione tra la telecamera e il
riferimento T cref per ogni immagine acquisita.Nota la posizione del riferimento della scacchieraTwref rispetto al mondo e per ogni imma-gine j è possibile calcolare la posizione della telecamera e di conseguenza la rototraslazione
cercata conoscendo la posizione della flangia quando è stata acquisita quell’immagine:
Twcj = T
w
ref · (T cjref )−1 =⇒ T fjcj = (Twfj)−1 · Twcj (3.10)
e siccome la trasformazione tra telecamera e flangia è fissa (T fc ∼= T fjcj ) si può trovare quellamedia tra tutte quelle stimate per ogni immagine j.
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Queste metodo non ottiene una buona stima in quanto innanzitutto la rototraslazione
T cref non è precisa e inoltre difficilmente si riesce ad ottenere la posizione del riferimento dellascacchiera in modo preciso, quindi la rototraslazione cercata sarà doppiamente influenzata
dalla propagazione di questi errori.
Per calcolare questa matrice viene proposto un algoritmo che minimizza l’errore tra la ri-
proiezione di un punto 3D Pwi , chiamata p¯i, e il punto pi individuato in modo univoconell’immagine:
S =
∑
i
‖p¯i − pi‖2 , con p¯i = K[Rcw|tcw] · Pwi (3.11)
Nel equazione del punto di riproiezione p¯i dobbiamo evidenziare la dipendenza dalla roto-
traslazione tra la flangia e la telecamera all’interno della funzione di riproiezione h(·):
p¯i = h(T
c
w · Pwi ) = h(T cf · T fw · Pwi ), h(P ) =
[
fu
Px
Pz
+ cu
fv
Py
Pz
+ cv
]
(3.12)
dove si nota la presenza dell’inverso della rototraslazione cercata, quindi l’algoritmo stimerà
T cf e poi basterà applicare l’inversione per riportarsi a quella cercata (T fc = (T cf )−1).Inoltre i punti 3D Pwi vengono espressi rispetto alla rototraslazione del riferimento dellascacchiera Twref conoscendo la dimensione reale dei quadrati l:
Pwi = T
w
ref · P refi con P refi =
a · lb · l
0
 e {a ∈ [0, ..., N.cols− 1]
b ∈ [0, ..., N.rows− 1] (3.13)
Quindi la funzione di perditaS che l’algoritmo deveminimizzare è una sommatoria d’errore
nelle fotoN a diverse posizioni e negliM punti della scacchiera:
S(T cf , T
w
ref ) =
N∑
j=0
M∑
i=0
∥∥∥h(T cf · T f,jw · Twref · P refi )− pi,j∥∥∥2 (3.14)
Come detto prima la posizione della scacchiera non sarà nota con precisione in quanto in
molti casi, sopratutto in situazioni di ricalibrazione con molte apparecchiature già montate
nei dintorni, non sarà possibile sfruttare il robot per ottenere la posizione della scacchierama
si dovrà accontentarsi di una stima approssimativa e anche nei casi in cui si può sfruttare il
robot si potrebbe avere una stima poco corretta e la conseguente propagazione d’errore nella
stima della rototraslazione che ci interessa.
Viene scelto allora di tenere come variabile da stimare anche la posizione della scacchiera
Twref assieme alla rototraslazione tra flangia e camera T cf e concettualmente questo problemacon due rototraslazioni da stimare potrebbe avere problemi di degenerazione, infatti tutti i
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punti lungo lo stesso raggio hanno la stessa riproiezione ma avendo più foto in posizioni di-
verse ci sarà solo un possibile punto conforme a tutte le riproiezioni inoltre anche la struttura
fissa e nota della scacchiera evita questo tipo di degenerazione.
Laminimizzazione della funzione di perdita in (3.14) ha quindi come variabili duematrici
di rototraslazione indipendenti, ognuna delle quali può essere parametrizzata con un vettore
di stato; scegliendo la parametrizzazione minima il vettore di stato ha 6 elementi: i primi
3 rappresentano la traslazione e gli altri 3 le rotazioni attorno agli assi con configurazione
Roll-Pitch-Yaw:
x1 =

tcf,x
tcf,y
tcf,z
Rcf,z
Rcf,y
Rcf,x
 , x2 =

twref,x
twref,y
twref,z
Rwref,z
Rwref,y
Rwref,x
 , x =
[
x1
x2
]
(3.15)
Inoltre il vettore di stato non appartiene aRN ma a allo spazio delle rototraslazioniSE(3)
quindi le consuete minimizzazioni, che agiscono inRN non porterebbero a buoni risultati.
Si preferisce allora, dopo aver parametrizzato le rototraslazioni, minimizzare all’interno
dello spazio SE(3).
Per introdurre la minimizzazione nello spazio delle rototraslazioni ricordiamo come gene-
ralmente agiscono le minimizzazioni iterative in RN alle quali poi apporteremo delle modi-
fiche. Un qualsiasi metodomi minimizzazione iterativo con aggiornamento xk+1 = xk + ε
passa attraverso una linearizzazione della funzione di perdita S nella forma:
S(xk + ε) = S(xk) + Jk · ε con Jk = ∂S(xk + ε)
∂ε
∣∣∣∣
ε=0
(3.16)
dove tutti i vettori e le operazioni appartengono alla spazioRN e dove lo Jacobiano è calcolato
ad incremento ε nullo che sta ad indicare nelle vicinanze della stima attuale xk.
Laminimizzazione nello spazio delle rototraslazioni utilizza la stessa linearizzazionema ha
le seguenti modifiche:
• il vettore di stato parametrizzato x ∈ se(3) è definito nello spazio detto Lie group
di dimensione 6
• l’incremento attorno alla linearizzazione ε ∈ se(3) è anch’esso definito nello spazio
Lie group di dimensione 6
• l’operatore d’incremento del vettore di stato+ : RN × RN → RN deve essere sosti-
tuito con l’operatore : se(3) × se(3) → se(3); quindi l’aggiornamento della del
vettore di stato risulta xk+1 = xk  ε
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• l’operatore che lega variabili appartenenti ad se(3) può essere però implementato
tra variabili SE(3) adottando le giuste funzioni di mappatura tra i due spazi e e ln:
xk
e−→ Xk, Xk+1 = eεXk, Xk+1 ln−→ xk+1 (3.17)
Riassumendo, laminimizzazionenello spazio delle rototraslazioni stima adogni iterazione
l’incrementoε ∈ se(3) (6 elementi) ricordandoperò che l’aggiornamentodel vettore di stato
avviene in SE(3) (16 elementi)Xk+1 = eεXk:
S(eεXk) = S(Xk) + Jk · ε con Jk = ∂S(e
εXk)
∂ε
∣∣∣∣
ε=0
(3.18)
dove la mappatura e : se(3)→ SE(3), v = [t ω]T → ev è definita da:
ev =
[
e[ω]x V t
0 1
]
, V = I3 +
1− cosθ
θ2
[ω]x +
θ − sinθ
θ3
[ω]3x, θ = |ω| (3.19)
Da questa introduzione generale si nota che è necessario calcolare lo Jacobiano Jk della
funzione S, che per semplicità può essere riscritta come
S(·) =
∑
i
‖hi(·)− pi‖2 =
∑
i
(hi(·)− pi)T (hi(·)− pi) (3.20)
dove abbiamo riunito gli indici delle diverse posizioni e dei diversi punti in un unico indice
i, e dalla quale deriva facilmente che
Jk =
∂S(·)
∂ε
∣∣∣∣
ε=0
=
∑
i
2(h(·)− pi)T ∂hi(·)
∂ε
∣∣∣∣
ε=0
(3.21)
con ε = [ε1, ε2]T vettore di 12 elementi rappresentanti l’incremento dei 2 vettori di stato
parametrizzati x1 e x2 con ognuno 6 elementi che nel campo SE(3) sono rispettivamente
T cf e TwQR.
Il calcolo dello Jacobiano si è ridotto al calcolo della derivata di ∂h(·)
∂ε
che può essere divisa
nel calcolo separato delle derivate di ε1 e ε2:
∂h(eε1
A︷ ︸︸ ︷
T cf · T f,iw · TwQR ·
p︷︸︸︷
PQRi )
∂ε1
∣∣∣∣
ε1=0
=
∂h(g)
∂g
∣∣∣∣
g=Ap
· ∂e
ε1Ap
∂ε1
∣∣∣∣
ε1=0
(3.22)
∂h(
A︷ ︸︸ ︷
T cf · T f,iw ·eε2
D︷︸︸︷
TwQR ·
p︷︸︸︷
PQRi )
∂ε2
∣∣∣∣
ε2=0
=
∂h(g)
∂g
∣∣∣∣
g=ADp
· ∂Ae
ε2Dp
∂ε2
∣∣∣∣
ε2=0
(3.23)
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Vengono riportate anche le derivate che servono per comporre le derivate sopra elencate:
∂h(g)
∂g
=
[
fu/gz 0 −fugx/g2z
0 fv/gz −fvgy/g2z
]
,
∂eεAp
∂ε
∣∣∣∣
ε=0
=
[
I3 −[Ap]x
] (3.24)
∂AeεDp
∂ε
∣∣∣∣
ε=0
≈ [I3 −[p+ dt]x] con dt = traslationOf(D) (3.25)
Trovato lo Jacobiano Jk al passo k possiamo calcolare l’incremento ε come quello che,
nella linearizzazione trovata , porta la funzione di perdita al passo successivo k + 1 verso il
minimo assoluto che per tale funzione è 0:
Sk+1 = Sk + Jk · ε = 0 =⇒ ε = − 1
α
(JTk Jk)
−1JTk Sk (3.26)
dove è stato aggiunto un fattore di scala 1/α che riduce la dimensione dell’incremento.
Un altro metodo per stimare l’incremento ε senza calcolare la derivata seconda può essere
quello di linearizzare non direttamente la funzione S(·)ma solamente la funzione interna al
modulo f(·):
S(·) =
∑
i
‖fi(·)‖2 con fi(·) = hi(·)− pi (3.27)
La linearizzazione di tale funzione passa attraverso il calcolo dello Jacobiano Jfk che corri-
sponde alla derivata prima della funzione h(·) già calcolata: Jfk = ∂f(·)∂ε
∣∣
ε=0
= ∂h(·)
∂ε
∣∣
ε=0
.
La linearizzazione della funzione è allora fi(xk+1) = fi(xk) + Jfk · ε e otteniamo lafunzione S nella forma:
Sk+1 =
∑
i
(fi(xk) + J
f,i
k · ε)T (fi(xk) + Jf,ik · ε) = εTHkε+ 2Bkε+ Ck (3.28)
Data questa nuova linearizzazione della funzione di perdita si può stimare l’incremen-
to ε con approccio Gauss-Newthon che soddisfa la condizione di derivata della funzione
linearizzata uguale a 0:
∂Sk+1
∂ε
= 2Hkε+ 2B
T = 0 =⇒ ε = − 1
α
(Hk)
−1BT (3.29)
La fase di aggiornamento delle variabili da stimare secondo l’aggiornamento scelto ε =
[ε1 ε2] è eseguita con la seguente formulazione:
T cf ←− eε1T cf , Twref ←− eε2Twref (3.30)
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L’algoritmo quindi partendo dalla stima approssimativa calcolata in (3.10) e per ogni itera-
zione calcolala l’incremento con i duemetodi esposti e valutata preventivamente la funzione
S derivante dall’aggiornamento della variabili da stimare con i due incrementi congiunta-
mente ad una serie di fattori di scala e viene scelto l’incremento ε che ottiene funzione di
perdita inferiore. Per la maggior parte delle iterazioni l’incremento scelto appartiene ad una
scala dell’incremento calcolato con il primo metodo in quanto esso riesce sempre ad andare
verso il minimo assolutomentre il secondo spesso stima soltanto unminimo locale ed è utile
soltanto nelle ultime iterazioni quando siamo già vicini al minimo cercato in quanto riesce
ad approssimare con maggior precisione la funzione ed a raffinare il minimo.
Scelto l’incremento migliore le variabili da stimare vengono aggiornate e l’algoritmo con-
tinua iterativamente per un numero finito di iterazioni.
L’algoritmo può essere sviluppato utilizzando tutti i vertici della scacchiera oppure come
fatto in figura (3.2) usando soltanto i 4 punti agli angoli della scacchiera; questo permette
all’algoritmo di essere più veloce in quanto devono essere processati molti meno punti senza
perdere qualità nel risultatoperché le variabili da stimare applicano solo trasformazioni rigide
che non richiedono la presenza di una moltitudine di punti per essere stimate.
Figura 3.2: Iterazioni dell’algoritmo per calibrazione dei parametri estrinseci.
Sono visualizzati i punti individuati nell’immagine pi,k (—) e i punti di riproiezione p¯i,k
alla prima iterazione dell’algoritmo (—), durante l’algoritmo (—) e alla fine (—)
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4
Algoritmi per la corrispondenza
stereoscopica
La visione stereoscopica è una tecnica atta a ricostruire la tridimensionalità di una determi-
nata area da due fotogrammi catturati in posizioni diverse. L’informazione sulla tridimen-
sionalità di un punto è data dal riconoscere tale punto nelle due immagini, quindi alla base
della visione stereoscopica ci sono gli algoritmi che calcolano le corrispondenze tra le due
immagini.
Questi algoritmi si possono dividere in due categorie: gli algoritmi locali e globali. I
primi calcolano le corrispondenze analizzando solo le vicinanze dei due punti presi in esame,
sono molto veloci ma non restituiscono risultati soddisfacenti. I secondi invece scelgono i
punti corrispondenti considerando tutta l’immagine, in particolare minimizzando una fun-
zione di costo che vincola i punti ad essere ordinati e ad avere una certa levigatezza; questi
sono algoritmi con costo computazionale elevato ma che ottengono ottimi risultati.
Accanto a quest’ultimi ci sono gli algoritmi semi-globali la cui funzione di costo de-
ve essere minimizzata solo in alcune porzioni di immagine accelerando di molto i tempi
computazionali e ottenendo risultati che si avvicinano a quelli degli algoritmi globali.
4.1 Semi-Globali Match
Alla sezione degli algoritmi semi globali fa parte l’algoritmo che verrà illustrato e utilizza-
to, l’algoritmo in questione è chiamato Semi-Globali Match (GSM) [bib] di Helsinki
Citrulleria.
Innanzitutto gli algoritmi per la corrispondenza stereo hanno come ingresso 2 immagini
che saranno nominate Left e Right ed essi hanno il compito di individuare le corrispon-
denze dall’immagine base Left all’immagine targetRight; ovvero preso un pixel p dell’im-
magineLeft cercano di trovare la corrispondenzamigliore nell’immagineRight all’interno
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della linea epipolare che per immagini rettificate si trova in q = [px−d, py]T dove d rappre-
senta la disparità ed l’unico parametro da stimare. Il risultato dell’algoritmo sarà quindi una
mappa di disparità riportante per ogni cella il valore d relativo al pixel p dell’immagineLeft.
Nella ricerca delle corrispondenze tra singoli pixel un aspetto importante è l’area che viene
confrontata: in generale la qualità dell’accoppiamento è migliore aumentando l’area, questo
però porta a calcolare disparità uguale in tutta l’area perdendo definizione nella mappa di
disparità.
Questo algoritmo allora confronta singoli pixel, ciò significa che l’unica informazione che
può essere usata è l’intensità dei pixel. Metriche che adottano questo tipo di confronto sono
Mutua Informati on [bib] o quella proposta da Burchiello and Omasi [bib] nella quale il
costo di ogni singolo confronto è la distanza assoluta fra le intensità:
CBT (p, d) = |Ip − Iq| con q =
[
px − d
py
]
(4.1)
quindi avremmo un costo basso se la corrispondenza è buona.
Il calcolo delle corrispondenze confrontando i singoli pixel in generale è ambiguo e calcola
molte false corrispondenze. La scelta classica è adottare una funzione di costo, detta energia
E(D), che penalizza i cambiamenti di disparità tra punti viciniNp e che favorisce la levigatez-
za. Questa funzione che deve essere minimizzata su tutta la mappa di disparitàD è riportata
di seguito:
E(D) =
∑
p
{
CBT (p,Dp)+
∑
q∈Np
P1 ·T [|Dp−Dq| = 1]+
∑
q∈Np
P2 ·T [|Dp−Dq| > 1]
}
La funzione quindi, a parità di costo, predilige che pixel vicini abbiano la stessa disparità
mentre penalizza conP1 dove la disparità cambia di un pixels e conP2 dove cambia di molto,
e data l’imposizione P1 <= P2 sta preferendo superfici curve a salti netti di disparità (d ∈
∞, ..,−1, 0, 1, ..,∞).
Piccoli e grandi cambiamenti di disparità possono avvenire solo se effettivamente la corri-
spondenza pixel a pixel ha costo CBT talmente basso da essere inferiore alle altre corrispon-
denze nonostante l’incremento rispettivamente di P1 e P2.
Laminimizzazione di questa energia nello spazio delle immagini 2Dè computazionalmen-
te onerosa e impiega molto tempo, l’algoritmo GSM propone una minimizzazione 1D che
ottiene risultati molto simili alla minimizzazione 2Dma che può essere risolta in modo effi-
ciente in tempo polinomiale attraverso la programmazione dinamica.
L’approccio proposto minimizza lungo dei percorsi 1D nell’immagine e in particolare pro-
pone un nuovo metodo di aggregazione dei costi nel quale ogni percorso ha gli stessi vincoli
risolvendo il problema di venatura lungo le linee epipolari che si verificava per la presenza di
forti vincoli lungo le suddette linee e vincoli più deboli negli altri percorsi.
L’aggregazione dei costiS(p, d) per il pixel p e la disparità d, che rappresenta sempre e solo
la disparità lungo la linea epipolare, è data dalla somma di tutti i costi di tutti i percorsi 1D
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minimi che terminano in p alla disparità d. Questi percorsi sono linee rette nell’immagine
di base (Left) ma non linee rette nell’immagine in cui cercare le corrispondenze (Right),
inoltre è interessante notare che è richiesto solo il costo del percorso non il percorso stesso.
Il costo del percorso Lr(p, d) lungo la direzione r ∈ {±1, ±1} del pixel p alla disparità
d è definito ricorsivamente da:
Lr(p, d) = CBT (p, d) +min

Lr(p− r, d)
Lr(p− r, d− 1) + P1
Lr(p− r, d+ 1) + P1
min
i
Lr(p− r, i) + P2
−mink Lr(p− r, k) (4.2)
Il primo termine, come descritto prima, rappresenta il costo della singola corrispondenza
pixel a pixel. Il secondo prende il costo minimo del precedente pixel p − r nel percorso in-
cludendo l’appropriata penalità e che porta al suo interno tutte le informazioni del percorso
fino a quel pixel. Infine il terzo termine serve per non far crescere all’infinito il costo lungo
il percorso senza modificarne il minimo finale in quanto per tutte le disparità d del pixel p
è un termine costante.Il numero di percorsi dovrebbero essere 16 o 8 per avere una buona
convergenza ai risultati ottenuti con minimizzazione globale.
La aggregazione dei costi S(p, d) viene calcolata con:
S(p, d) =
∑
r
Lr(p, d) (4.3)
e per ogni pixel p viene individuata la disparità d nella quale il costo aggregato è minore.
L’effetto dell’aggregazione dei costi può essere visualizzato in figura (4.1), dove si nota che
i costi dei singoli percorsi a diversa disparità hanno minimi incerto mentre la somma di essi
ha minimo robusto.
29
px
p− r
y
linea epipolare
(a) Percorsi terminanti nel pixel p
nelle 8 direzioni
x+1xx-1x-2
x+1xx-1x-2x-3
Zeile y
Zeile y+1
z-1z-1 z-1
z-1z-1
z-1
L135°(x-1,y,d)
L90°(x-2,y,d)L45°(x-3,y,d)
x-3
L0°(x-3,y+1,d)
Verarbeitungs-
richtung
z-1
x+1xx-1x-2
x+1xx-1x-2x-3
Row y
Row y+1
z-1z-1 z-1
z-1z-1
z-1
L135°(x-1,y,d)
L90°(x-2,y,d)
L45°(x-3,y,d)
x-3
Direction of 
processing
L0°(x-3,y+1,d)z-1
y
x
p
y
x
p45°
0°
90° 135°(a) 8 paths
x+1xx-1x-2
x+1xx-1x-2x-3
Zeile y
Zeile y+1
z-1z-1 z-1
z-1z-1
z-1
L135°(x-1,y,d)
L90°(x-2,y,d)L45°(x-3,y,d)
x-3
L0°(x-3,y+1,d)
Verarbeitungs-
richtung
z-1
x+1xx-1x-2
x+1xx-1x-2x-3
Row y
Row y+1
z-1z-1 z-1
z-1z-1
z-1
L135°(x-1,y,d)
L90°(x-2,y,d)
L45°(x-3,y,d)
x-3
Direction of 
processing
L0°(x-3,y+1,d)z-1
y
x
p
y
x
p45°
0°
90° 135°
(b) 4 paths
Figure 1: Investigated path orientations for eight and four paths.
where p = [px, py]T is the pixel location in the left image and
R is the area-based non-parametric rank-transform. It is defined
as the number of pixels p′ in a square M ×M (here: M = 9)
neighborhood A(p) of the center pixel p with a luminous inten-
sity I less than I(p)
R(p) =
∥∥{p′ ∈ A (p) | I(p′) < I(p)}∥∥ . (2)
2.2 Census Transform
The census transform (CT) maps the squareM×M (here: M = 5)
neighborhoodA(p) of the center pixel p to a bit string where pix-
els with an intensity I less than I(p) are 1, else 0. Thus,
R(p) = ⊗
p′∈A(p)
ξ
(
I(p′), I(p)
)
(3)
with⊗ the concatenation and ξ(a, b) = 1 ∀ a < b, 0 else.
The matching cost between two pixels is the Hamming distance
of the corresponding census transformed pixels, i. e.
C (p, d) =∥∥i ∈ 0 . . .M2 − 1|Rb,i (px, y) = Rm,i (px − d, y)∥∥ (4)
where i indexes the bit position. The census transform is also
non-parametric and area based.
Both methods are able to deal with radiometric differences since
they depend on the ordering of the pixel’s intensities rather than
the absolute values. In contrast to the rank transform, spatial in-
formation is retained by the census transform.
2.3 Semi-Global Matching
In many cases, pixel-wise calculated matching costs (i.e. locally
calculated) yield non-unique or wrong correspondences due to
low texture and ambiguity. Therefore, semi-global matching in-
troduces global consistency constraints by aggregating matching
costs along several independent, one-dimensional paths across
the image. Thereby, SGM aims to approximate a global energy
minimization problem which is NP-hard. The paths are formu-
lated recursively by the definition of the path costsLr(p, d) along
a path r.
Lr(p, d) = C(p, d) + min [Lr(p− r, d) ,
Lr(p− r, d− 1) + P1,
Lr(p− r, d+ 1) + P1,
min
i
Lr(p− r, i) + P2]−
min
l
Lr(p− r, l)
(5)
The first term describes the initial matching costs. The second
term adds the minimal path costs of the previous pixel p − r
including a penalty P1 for disparity changes and P2 for dispar-
ity discontinuities, respectively. Discrimination of small changes
|∆d| = 1 pixel (px) and discontinuities |∆d| > 1 px allows for
slanted and curved surfaces on the one hand and preserves dis-
parity discontinuities on the other hand. The last term prevents
constantly increasing path costs. For a detailed discussion refer to
(Hirschmüller, 2008). P1 is an empirically determined constant.
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Figure 2: Matching costs, aggregated path costs, and sum costs
for the pixel p = [183; 278] of the Teddy image calculated with
census transform and SGM.
P2 can also a empirically determined constant or can be adapted
to the image content. The selection of these penalty functions is
focus of this contribution and will be discussed in 3 in detail.
Quasi-global optimization across the entire image is achieved by
calculating path costs frommultiple directions to a pixel, as shown
in Fig. 1. The aggregated costs S are the sum of the path costs
S (p, d) =
∑
r
Lr(p, d). (6)
The disparity map Db(px, py) from the perspective of the base
camera is calculated by selecting the disparity with the minimal
aggregated costs
min
d
S(p, d) (7)
for each pixel. For calculating Dm(qx, qy), the minimal aggre-
gated costs along the corresponding epipolar lines are selected:
min
d
S (qx + d, qy, d) . (8)
The effect of the path costs aggregation and the disparity selec-
tion is illustrated in Fig. 2. The initial matching costs (dotted line)
exhibit a high level of ambiguity. Seven of the eight aggregated
paths costs already show distinct minima. The summed path costs
(thick red line) clearly identify the minimum at a disparity level of
32 resolving all ambiguities. However, the cost difference for the
positions 32 and 33 is minimal indicating that the correct position
is located a sub-pel precision. Half-pel accuracy is obtained by
quadratic curve fitting through the neighboring sum costs around
the minimum. An evaluation of sub-pel interpolation methods
can be found in (Haller and Nedevschi, 2012).
Both, uniqueness check and left/right check are performed to en-
sure that only valid disparities with high confidence level are pro-
duced. The uniqueness check sets disparities invalid if the min-
imum mind S(p, d) is not unique. The left/right-check sets dis-
parities invalid if the disparity Db(p) and its corresponding dis-
parity ofDm differ by more than 1 px. No post-processing steps,
e. g. hole-filling or interpolation, are performed. An overview of
the processing steps is given in Fig. 3. From (5) and Fig. 2 the
crucial role of a "‘good"’ selection of P1 and P2 for the overall
performance is obvious. It is suggested in (Hirschmüller, 2008)
to adapt P2(I) to the image content in order to penalize abrupt
disparity changes when, according to image content, a depth dis-
continuity is unlikely. Therefore, it is clearly necessary to assess
different functions for P2(I) and their influence on the algorith-
mic performance, which is the scope of this paper.
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Figura 4.1: Analisi degli 8 percorsi per un pixel p e per le disparità d ∈ {dmin, .., dmax}
Le disparità così calcolate appartengono ai numeri interi positivi, in aggiunta per avere
maggiore precisione, può essere fatta una stima sub-pixel interpolando una curva quadratica
nelle disparità vicine e individuando il minimo di tale curva. Infine posso essere implementa-
te alcu e elaborazioni postume come controllo di robustezza dei minimi, filtraggio di picchi
invalidi e interpolazione di occlusioni o disallineamenti.
In questo algoritmo di fondamentale importanza è la scelta dei parametri P1 e P2 i quali
permettono di adattarsi più o meno velocemente a salti di disparità e permettono di indi-
viduare la disparità in zone dove la corrispondenza tra singoli pixel non è robusta. Soffre
comunque in zone molto grandi di no-testure o in zone dove l’immagini è saturata per forte
riflessione della luce e in questi casi è consigliato l’utilizzo di proiettori arandomici che creano
nuove fresatura in zone monotone e dove si hanno riflessioni.
Di seguito vien iport ta un esempio di mappa di disparità ottenuta.
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Figura 4.2: Esempio di mappa di disparità con istogramma
dei valori di disparità rispetto al range di ricerca
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Ricostruzione 3D
Questa sezione analizza le metodologie applicate per ricostruire la scena 3D partendo dalla
mappa di disparità calcolata dall’algoritmo per le corrispondenze stereo.
La mappa di disparità è una matrice dove ogni pixel contiene un valore rappresentante la
disparità d = xL − xR, oppure con un’altra interpretazione preso un pixel della mappa di
disparità, che corrisponde al pixel dell’immagineLeft rettificata alle stese coordinate, indica
che il pixel corrispondente nell’immagine Right rettificata si trova alla coordinata xR =
xL − d e alla stessa coordinata y.
Inoltre conoscendo le omografie di rettifica delle due immaginiHL eHR è possibile tra-
sformare le coordinate, di un dato pixel, da quelle dell’immagine di partenza p a quelle del-
l’immagine rettificata p¯ e viceversa sfruttando l’inversa delle omografie.
Quindi avendo a disposizione queste tre matrici è possibile abbinare pixel corrispondenti
tra le immagini di partenzaLeft eRight. Sono riportati di seguito i passaggi per, ad esempio,
partendo da un pixel dell’immagine di partenza Left pL abbinare il corrispondente pixel
dell’immagine di partenzaRight pR:
pL −→ p¯L = HL · pL −→ p¯R =
[
p¯L,x−d(p¯L)
p¯L,y
1
]
−→ pR = (HR)−1 · p¯R (5.1)
Invece, quando è necessario, partendo da unpuntoRight abbinarci il corrispondente punto
Left i passaggi sopra riportati devono esseremodificati. Oltre alla banalemodifica di sostitu-
zione daL aR e viceversa, differiscono anche nel calcolo della coordinatax. Infatti nel primo
caso viene fatta accedendo semplicemente al pixel corrispondente nella mappa di disparità la
quale riporta al suo interno l’informazione di corrispondenza per un pixelLeftma non per
un pixelRight.
Per un pixelRight p¯R è necessario cercare orizzontalmente alla coordinata y = p¯R,y qua-
le pixel p della mappa di disparità soddisfa p¯R,x = p˜x − d(p) e tale pixel è il pixel Left
nell’immagine rettificata (p¯L = p˜).
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Questa operazione svolta per tutti i pixel Right è onerosa in termini di tempo, una so-
luzione alternativa è quella di creare, appena trovata la mappa di disparità originale, un’altra
mappa di disparità per accesso da pixelRight inmodo che il pixelLeft rettificato sia trovato
semplicemente come: p¯L = [p¯R,x − dˆ(p¯R), p¯R,y, 1]T .
H1
p¯R =
[
p¯L,x−d(p¯L)
p¯L,y
]
p¯Rp¯L
pL
pR
(H2)
−1
d(p¯L)
Figura 5.1: Configurazione per ottenere le corrispondenze
tra pixel delle immagini di partenza
5.1 Metodi di triangolazione
I metodi di triangolazione sono gli algoritmi attraverso i quali dalle informazioni sulle corri-
spondenze tra immagini 2D vengono ricostruiti i punti nello spazio 3D.
Dalla lunga analisi precedente si può capire che come metodo di triangolazione non sarà
utilizzato quello classico della stereoscopia, il quale partendo semplicemente dalla mappa di
disparità calcola la profondità nel piano epiopolare con z = B·f
d
.
Questa scelta è motivata da due aspetti: il primo riguarda il fatto che questo metodo as-
sume di avere due telecamere con asse ottico parallelo, mentre nella nostra configurazione le
telecamere possono avere una qualsiasi rototraslazione e se si cerca di approssimare le omo-
grafie di rettifica, che appunto portano le linee epipolari orizzontali cioè asse ottico parallelo,
con la compinazione di una rototraslazione e dellamatrice proiettiva per conferire alle imma-
gini rettificate una posizione fisica si ha sicuramente una perdita di precisione. In secondo
luogo non è scelto questo metodo perché non è estendibile a più di 2 viste che, come vedre-
mo a fondo capitolo, è un requisito fondamentale.
Il metodo scelto, invece, usa come informazioni l’abbinamento tra punti nelle immagini
di partenza pL e pR e cerca il punto 3D che meglio rispecchia queste informazioni con due
algoritmi: il primo è un algoritmo con soluzione algebrica lineare mentre il secondo usa un
metodo iterativo per ottenere una stima migliore. Il primo algoritmo è molto veloce mentre
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il secondo incrementa dimolto il tempo di computazione e in pratica sarà utilizzato solamen-
te il primo a parte rari casi in cui è richiesta alta precisione.
Di seguito viene descritto l’algoritmo lineare che risolve inmodo semplice il problema
dell’intersezione tra due o più raggi nello spazio 3D.
Dato un punto immagine p = [x, y, 1]T e il relativo punto 3D P , ovvero p = M · P con
M la matrice di trasformazione proiettiva, vale il principio di parallelismo: p ×MP = 0¯
in quanto considerando i due fattori del prodotto scalare come matrice omogenea con co-
stantemoltiplicativa libera di variare, essi rappresentano lo stesso raggio e quindi sono anche
paralleli. Da questo possiamo ricavare i seguenti vicoli:
x(M3 · P )− (M1 · P ) = 0
y(M3 · P )− (M2 · P ) = 0
((((
((((
((((
((
x(M2 · P )− y(M1 · P ) = 0
(5.2)
doveMi rappresenta la riga i-esima della matriceM e dove l’ultimo vincolo può essere elimi-
nato in quanto se vengono sostituiti i primi due in esso, l’equazione introdotta da tale vincolo
è soddisfatto per qualsiasi P .
Allora noti i due punti corrispondenti nelle due immagini pL = ML ·P e pR = MR ·P
possiamo cercare il punto P che soddisfa i vincoli di parallelismo per entrambi i punti:
A =

xLM
L
3 −ML1
yLM
L
3 −ML2
xRM
R
3 −MR1
yRM
R
3 −MR2
 , A · P = 0 (5.3)
Il punto P che soddisfa l’equazione è il vettore che appartiene al nucleo di della matriceA e
ogni sua versione scalata P = α · ker(A).
Potrebbe succedere che la matrice abbia nucleo vuoto, per risolvere l’equazione in modo
più robusto può essere usato SVD, cercandoP che minimizza ‖A · P‖2 e la soluzione è l’au-
tovettore corrispondente all’autovalore più piccolo della decomposizione diA = U ·W ·V T ,
che nella decomposizione classica con autovalori in ordine decrescente corrisponde all’ulti-
ma colonna dellamatriceV . Ricordiamo che SVDminimizza nel vincolo ‖P‖ = 1 quindi il
vettore omogeneo calcolato deve essere normalizzato inmodo da avere l’ultima componente
uguale a 1.
Si nota che questometodo è estendibile alla triangolazione con un generico numero di punti
immagine aggiungendo le relative 2 righe per ogni punto alla matriceA la quale avrà infine
dimensione 2N × 4 doveN è il numero di punti immagine.
Questo metodo potrebbe non trovare il punto 3D che interpola al meglio le informazio-
ni ricevute. Il metodo non lineare invece cerca iterativamente il punto P che minimizza
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l’errore di riproiezione nelle immagini:
Pˆ = argmin
P
N∑
i=1
∥∥M iP − pi∥∥2 (5.4)
La funzione non può essere minimizzata con il metodo lineare least-square in quanto le ri-
proiezioni richiedono la divisione per l’ultima componente. Possiamo allora minimizzare
la funzione di perdita con l’algoritmo Gauss-Newton, il quale iterativamente approssima la
funzione d’errore e = MPˆ − p, in un intorno della stima corrente, con:
e(Pˆ + δP ) ≈ e(Pˆ ) + ∂e
∂P
δP (5.5)
Il problema allora si traduce nella ricerca del vettore di aggiornamento δP che, in questa itera-
zione, minimizza la funzione di perdita riporta in (5.6). Questo vettore può essere calcolato
in least-square-sense con la formulazione sotto riportata.
δˆP = argmin
δP
N∑
i=1
∥∥∥∥ ∂e∂P δP + e(Pˆ )
∥∥∥∥2 =⇒ δˆP = −(JTJ)−1JT e (5.6)
e =
 e1...
eN
 =
 p1 −M1Pˆ...
pN −MN Pˆ
 , J = ∂e
∂P
=

∂e1
∂P1
∂e1
∂P2
∂e1
∂P3... ... ...
∂eN
∂P1
∂eN
∂P2
∂eN
∂P3
 (5.7)
L’algoritmo quindi partendo da una stima approssimativa che può essere quella calcolata
con il metodo lineare e per ogni iterazione esegue i seguenti passaggi: linearizza la funzione
di perdita attorno alla stima corrente, calcola il vettore d’aggiornamento che secondo la fun-
zione linearizzata porta alla minimizzazione dell’errore di riproiezione rispetto a tutti i punti
e aggiorna la stima Pˆ i+1 = Pˆ i + δP . L’algoritmo riprende gli stessi passaggi dalla stima
aggiornata e continua fino alla convergenza o per un certo numero di iterazioni.
5.2 Triangolazione per multi viste
Le richieste progettuali evidenziate ad inizio documento richiedono la ricostruzione della
nuvola di punti a partire da un numero generico di viste. Per soddisfare questa richiesta è
stata sviluppata una struttura a grafo dove ogni nodo rappresenta un immagine acquisita e
dove ogni arco rappresenta l’informazione di corrispondenza tra i due nodi a cui è collegato.
Questa informazione di corrispondenza viene data dai tre elementi: immagine di dispari-
tà, matrice di rettifica per immagine destra e matrice di rettifica per immagine sinistra come
evidenziato ad inizio sezione e nella figura (5.1).
Per scelta progettuale il numero di nodi, ovvero di immagini acquisite, e con esso anche
quali archi devono essere presenti, ovvero tra quali immagini si è cercato la corrispondenza,
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è un parametro scelto dall’utente che configura il sistema. Questa scelta è dovuta al fatto che
immagini prese in posizioni diverse potrebbero inquadrare aree diverse e quindi la ricerca
delle corrispondenze essere superflua.
In questo paragrafo verrà analizzato come ricostruire la nuvola di punti avendo le infor-
mazioni contenute nel grafo.
Comedetto il grafo possiede diversi archi e quindi più di unamatrice delle corrispondenze,
queste informazioni devono essere unite in modo da creare un unica nuvola di punti.
Un primo possibile metodo potrebbe essere quello di generare una nuvola di punti per
ogni matrice delle corrispondenze e poi nello spazio 3D unirle sovrapponendo le parti co-
muni. Questo metodo avrebbe costi computazionali onerosi per l’unione nello spazio 3D e
inoltre non sfrutterebbe tutte le informazioni 2D a disposizione.
Il metodo impiegato invece esplora il grafo e triangola ogni singolo punto 3D sfruttando
tutte immagini in cui è stato individuato, infatti è chiaro che una triangolazione a più di due
immagini ha errore inferiore rispetto ad una triangolazione a 2 immagini.
Vengono riportati i passaggi che l’algoritmo esegue.
Scelto un nodo di partenza e per ogni pixel della corrispettiva immagine individua le cor-
rispondenze nei nodi collegati a quello di partenza. Questo viene fatto attraversando l’arco
in questione ovvero sfruttando le informazioni date dall’immagine di disparità e dalla due
matrici di rettifica relative a tale arco come spiegato ad inizio sezione. Ricorsivamente dalle
nuove corrispondenze trovate si esplorano allo stesso modo tutti gli archi collegati fino a che
la catena non si interrompe. A questo punto con le corrispondenze trovate si triangola con
il metodo lineare esposto precedentemente o eventualmente poi con quello non lineare.
Esauriti tutti i pixels del nodo di partenza vengono analizzati gli altri nodi per vedere se ci
sono pixels non processati dalle precedenti esplorazioni che verranno gestiti allo stesso mo-
do appena elencato oppure se ci sono catene di nodi completamente separate da quella di
partenza che quindi dovranno essere processate.
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Figura 5.2: Esempio di Point Cloud ottenuta dove ai singoli
punti 3D è associato il colore corrispondente
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6
Computazione automatica di nuove viste
In questa sezione sono analizzati dei metodi che permettono il calcolo di nuove posizioni
della telecamera dove acquisire nuove immagini con l’obiettivo di ottimizzare la nuvola di
punti finale.
Innanzitutto è evidenziato il fatto che da una singola immagine 2D, senza alcuna infor-
mazione a priori, non è possibile computare una nuova vista che cerchi di inquadrare un
area comune da un altra posizione; questo perché la trasformazione proiettiva che mappa
punti 3D in immagini 2D non ci da alcuna informazione sulla profondità a cui si trova area
inquadrata.
L’applicazione industriale, a cui le richieste progettuali fanno parte, presuppongono di co-
noscere il modello 3D dell’oggetto quindi esistono tecniche che partendo da un immagine
2Do da una nuvola di punti iniziale permettono di identificare una stima della rototraslazio-
ne dell’oggetto nel mondo.
I due algoritmi di questa sezione calcolano le nuove rototraslazioni della telecamera utiliz-
zando questa stima e ilmodello 3Ddell’oggettoma sono generici per qualsiasi tipo di oggetto
e hanno rispettivamente i seguenti obiettivi: il primo è studiato permigliorare la triangolazio-
ne di ogni singolo puntomentre il secondo punta a coprire aree dell’oggetto non inquadrate.
6.1 Algoritmo per migliorare la triangolazione
Questo algoritmo vuole ottenere una nuova posizione camera che inquadri al meglio l’ogget-
to e permetta una buona triangolazione in relazione alle precedenti immagini acquisite in
diverse posizioni della telecamera ma note.
Avendo a disposizione il modello 3D dell’oggetto si può ricavarsi una nuvola di punti del-
l’oggetto dove per ogni punto è presente anche l’informazione del vettore normale in tale
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punto. Supposto poi di avere una buona stima della posizione dell’oggetto è possibile tra-
slare la nuvola di punti in tale posizione ed ottenere solo i punti visti da tutte le precedenti
camere.
Vengono riportati sinteticamente i passaggi per ottenere questi punti: il modello 3Dviene
campionato e per ogni punto viene trovata la normale individuata interpolandounpianonei
punti vicini, la nuvola di punti con le relative normali è traslata nella posizione dell’oggetto
stimata e successivamente è riportata nel riferimento della prima camera in questione e sono
calcolati i punti visti dalla telecamera.
Questi punti sono calcolati come quelli appartenenti alla superficie inferiore dell’oggetto
nel riferimento della telecamera (nel riferimento delmondo corrispondono alla superficie su-
periore) che è calcolata inmodo rapito inserendo tutti i punti in una griglia 3Ded accedendo-
vi solo verticalmente partendo dal basso e prendendo la prima occorrenza per ogni colonna.
In questa operazione abbiamo assunto che tutti i raggi di proiezione sonoparalleli che, per di-
stanze telecamera-oggetto mediamente elevate, è una buona approssimazione. Questi punti
possono essere ulteriormente filtrati eliminando i punti in cui l’angolo tra la normale e il rag-
gio che punta a tale punto, ovvero r = C−p doveC è la posizione della camera, è superiore
a 90◦ quindi non è assolutamente visibile nell’immagine. Queste operazioni vengo ripetute
nelle altre camere trovando l’insieme di punti visibili da tutte le precedenti immagini.
Il primo obiettivo di questo algoritmo, ovvero quello di inquadrare al meglio l’oggetto,
può essere formulato matematicamente cercando la posizione nella quale tutti i raggi di ri-
proiezione di ognuno di questi punti nella camera hanno angolo rispetto alla normale di tale
punto più simile possibile all’angolo 0◦ in quanto un punto è visualizzato nel modomigliore
se la telecamera è posta sopra alla sua superficie verticalmente.
Il secondo obbiettivo invece è avere una buona triangolazione per ogni punto, ricordando
che la triangolazione viene effettuata trovando l’intersezione tra raggi di diverse immagini,
definiamo buona triangolazione quando i raggi sono il meno paralleli possibile perché più
paralleli sono più aumenta l’errore nel calcolo del punto di intersezione.
Il raggio di riproiezione di un punto 3Dnel piano immagine può essere interpretato come
il vettore differenza tra tale punto e il centro focale della telecamera, che identifica appunto
la posizione della telecamera, (r = C−p). Da questa interpretazione i raggi non dipendono
in alcun modo dalla rotazione della telecamera che quindi sarà analizzata solo a fine algorit-
mo. Inoltre per definire l’angolo tra 2 vettori nello spazio 3D sfruttiamo l’interpretazione
geometrica del prodotto scalare:
v1 · v2 = vT1 v2 = |v1||v2|cosφ =⇒ cosφ =
vT1 v2√
vT1 v1
√
vT2 v2
(6.1)
dove φ rappresenta l’angolo tra i due vettori.
Il problema viene formulato come la ricerca della posizione telecameraX che minimizza la
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funzione di perdita:
min
X∈S
N∑
i=0

[
nTi (X − pi)√
(X − pi)T (X − pi)
− 1
]2
+ γ
M∑
k=0
[
(Ck − pi)T (X − pi)√
(X − pi)T (X − pi)
− A∗
]2
La funzione di perdita è composta dal primo addendo che incapsula lo scostamento dai raggi
di riproiezione (X − pi) dal raggio di inquadramento ottimo identificato dal vettore nor-
male ni, ovvero penalizza quelle posizioni che portano a coppie raggio-normale con coseno
dell’angolo diverso da cos(0◦) = 1.
Il secondo addendo invece penalizza le posizioni che portano a coppie raggio rispetto al-
la nuova camera X e raggio rispetto alle vecchie camere Ck con coseno dell’angolo diverso
dal coseno di un angolo scelto. Questo angolo scelto rappresenta l’angolo desiderato tra la
nuova camera e le precedenti camere il quale aumenta proporzionalmente alla qualità della
triangolazione ma inversamente alla qualità del corrispondenze 2D.
Il parametro γ è un parametro scelto che permette di dare più importanza o all’inquadra-
tura ottima o alla buona triangolazione.
Infine la funzione viene minimizzata in X appartenente alla sfera S la quale ha centro
corrispondente alla stima dell’oggetto data e raggio uguale alla distanza a cui la telecamera è
stata messa a fuoco; questo ci permette di evitare le posizioni degeneri in cui la telecamera è
molto distante dall’oggetto quindi raggi molto verticali alla superficie ma appunto che non
permetterebbero una buona messa a fuoco l’oggetto.
La funzione daminimizzare risulta complessa per l’obiettivo posto quindi cerchiamo delle
approssimazioni che ci permettono di semplificarla. Viene assunto allora che tutti i raggi
della telecamera siano paralleli a quello principale identificato dall’asse di puntamento z del
riferimento della camera. Questo porta ad identificare il fascio di raggi con un unico vettore
a norma unitaria x che rappresenta la loro direzione e che ora è l’incognita del problema.
argmin
‖x‖=1
N∑
i=0
[nTi x− 1]2 + γ
N
M
M∑
k=0
[cTk x− A∗]2 (6.2)
In questo caso la funzione deve essere minimizzata nel vicolo di vettore unitario, per far que-
sto parametrizziamo il vettore incognito come tutti i punti appartenei alla sfera unitaria con
centro l’origine:
x =
cosϕ · cosθcosϕ · sinθ
sinϕ
 (6.3)
Data questa parametrizzazione è possibile calcolare inmodonon complesso la derivata prima
e la derivata seconda rispetto ai due parametriϕ e θ eminimizzare la funzione con l’algoritmo
iterativo Newton-Raphson.
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Trovati i due parametri e dopo essersi ricondotti al vettore unitario x si può calcolare la
posizione finale della camera come:
X = m+ ρ · x (6.4)
dovem è la stima della posizione dell’oggetto oppure la media di tutti i punti da visualizzare
e ρ è la distanza a cui la telecamera è stata messa a fuoco.
Infine la rotazione della camera è trovata come quella rotazione che ha asse z che punta
dal centro focale della camera adm e con rotazione attorno al proprio asse z libera.
Quest’ultimogradodi libertà può essere scelto per allineare la direzione dell’immagine con
dimensione maggiore (larghezza di solito) con la massima dispersione dei punti da visualiz-
zare individuata dall’asse maggiore dell’ellisse equivalente trovata con gli ’Humoments’. Un
altro metodo per scegliere questo grado di libertà è individuare la rotazione attorno all’asse z
che permette al robot di raggiungere in modo più agevole questa posizione.
6.2 Algoritmo per incrementare la copertura
Il secondo algoritmo invece ha l’obiettivo di calcolare una nuova coppia di posizioni teleca-
mera in grado di visualizzare al meglio una serie di punti scelti e ottenendo anche una buona
triangolazione.
Questi punti da inquadrare sono scelti come tutti quei punti delmodello3Dchenon sono
stati individuati da una precedente nuvola di punti. Possono essere calcolati inmodo simile a
quello descritto in precedenza: traslazione del modello nella stima di posizione, inserimento
in una griglia 3D e ricerca dei punti non comuni tra la nuvola di punti iniziale e il modello
3D.
Anche in questo caso il problema viene formalizzato nella ricerca del minimo della funzio-
ne di perdita sotto riportata nella quale è stata utilizza la medesima approssimazione dell’al-
goritmo precedente e dove le incognite sono x1 e x2 rappresentati le direzioni principali dei
raggi della telecamera 1 e 2.
argmin
‖x1/2‖=1
N∑
i=0
{ 1︷ ︸︸ ︷
[nTi x1 − 1]2+
2︷ ︸︸ ︷
[nTi x2 − 1]2+γ1·2
3︷ ︸︸ ︷
[nTi x1 − nTi x2]
}
+γ2·2N
4︷ ︸︸ ︷
[xT1 x2 − A∗]2
In questa funzione i primi due addendi 1 e 2 penalizzano posizioni della prima e del-
la seconda telecamera che non inquadrano bene l’oggetto (o meglio i punti da visualizza-
re), il terzo 3 invece richiede che entrambe le telecamere inquadrino l’oggetto con la stessa
inclinazione.
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Il quarto elemento 4 invece impone la condizione per avere una buona triangolazione
tra le due nuove telecamere.
I parametri γ1 e γ2 sono scelti per dar maggiore o minore importanza a vari elementi
appena elencati.
La minimizzazione della funzione può essere eseguita nello stesso modo dell’algoritmo
precedente con alcune modifiche: parametrizzazione di entrambi i vettori incogniti x1 e
x2, calcolo della derivata prima e seconda rispetto ai 4 parametri, minimizzazione iterativa
con l’algoritmo di Newton-Raphson e infine calcolo delle posizioni e delle rotazioni delle
telecamere.
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7
Misure e Analisi delle Prestazioni
Vengono ora analizzate le prestazioni degli algoritmi implementati rispetto ad alcuni parame-
tri di configurazione per favorirne poi la scelta ottimale.
Il primo parametro di configurazione che viene analizzato riguarda le posizioni di acqui-
sizione delle immagini. Quando il sistema viene configurato, ad esempio, impostando delle
posizioni fisse di acquisizione delle immagini, è importante conoscere gli effetti che possono
avere sul risultato finale.
Queste posizioni devono essere scelte innanzitutto in modo da posizionare la telecamera
alla distanza dimessa a fuoco dalla zona da inquadrare per ottenere delle immagini nitide. Per
quanto riguarda la ricostruzione della nuvola di punti invece è bene sapere che la triangola-
zione con raggi di proiezionemolto paralleli genera più errore rispetto ad una triangolazione
con raggi che tendono ad essere ortogonali in quanto piccoli errori di ricerca delle corrispon-
denze o di calibrazione inducono più facilmente l’intersezione tra raggi in posizione errata.
La direzione di ogni raggio, in particolare per distanze elevate dall’oggetto, può essere consi-
derata simile alla direzione del raggio principale della fotocamera che parte dal centro focale
e passa per il centro immagine che corrisponde alla direzione dell’asse z della matrice di rota-
zione della telecamera. Quindi l’aumento dell’ortogonalità tra raggi di triangolazioni ha una
diretta corrispondenza con la scelta delle rototraslazione delle telecamere.
Viceversa però scegliere rototraslazioni con alta ortogonalità tra gli assi z comporta che
la zona comune venga inquadrata da posizioni molto diverse e conseguentemente minori
performance dell’algoritmo di ricerca delle corrispondenze. Immagini diverse infatti presen-
tano più pixel, crescenti con l’aumento dell’ortogonalità, che non hanno una corrispondenza
nell’immagine opposta portando quindi a mappe di disparità meno dense. Inoltre se è pre-
sente una zona vasta che concentra pixel non presenti nell’altra immagine l’algoritmo per le
corrispondenze avrà anche difficoltà nella minimizzazione della funzione globale generando
mappe di disparità con pochissime corrispondenze. Le corrispondenze sono direttamente
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collegate alla generazione della nuvola di punti che quindi all’aumento dell’ortogonalità tra
le posizioni avrà una riduzione dei punti triangolati.
Queste considerazioni vengono analizzate nel grafico seguente che mette a confronto l’an-
golo tra viste con la qualità della nuvola di punti in termini di errore medio in mm e di quan-
tità di area coperta rispetto alla nuvola dei punti reale ottenuta campionando il modello 3D
ma prendendo solo i punti visibili dall’alto.
In questa analisi vengono utilizzate solo due viste dove la prima vista è fissata mentre la
seconda varia aumentando l’angolo tra le due viste che è calcolato con la formula inversa del
prodotto scalare tra le due direzioni degli assi z delle viste. Per ogni angolo è calcolata la
nuvola di punti e le relative performance.
Dal grafico in figura (7.1) si nota che aumentando l’angolo l’errore medio diminuisce in
quando si ha una migliore triangolazione ma viceversa aumenta la percentuale di area non
coperta perché l’algoritmo di ricerca delle corrispondenze ha una mappa di disparità meno
densa quindi vengono generati molti meno punti.
Il minimo della somma delle due curve corrisponde all’angolo ottimale il quale però di-
pende anche dalla forma dell’oggetto che si inquadra; la scelta consigliata è di imporre viste
che tra loro hanno 15− 20 gradi.
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Fig. 12.6. Uncertainty of reconstruction. The shaded region in each case illustrates the shape of the
uncertainty region, which depends on the angle between the rays. Points are less precisely localized
along the ray as the rays become more parallel. Forward motion in particular can give poor reconstruc-
tions since rays are almost parallel for much of the ¿eld of view.
12.6 Probability distribution of the estimated 3D point
An illustration of the distribution of the reconstructed point is given in ¿gure 12.6.
A good rule of thumb is that the angle between the rays determines the accuracy of
reconstruction. This is a better guide than simply considering the baseline, which is the
more commonly used measure.
More formally the probability of a particular 3D point X depends on the probability
of obtaining its image in each view. We will consider a simpli¿ed example where the
objective is to estimate the probability that a point on a plane has position X = (X, Y)T
given its images x = f(X) and x′ = f ′(X) in two line cameras. (The projections f and
f ′ are expressible in terms of 2 × 3 projection matrices P2×3 and P′2×3 respectively –
see section 6.4.2(p175)). The imaging geometry is shown in ¿gure 12.7(a).
Suppose that the measured image point is at x in the ¿rst image, and the measure-
ment process is corrupted by Gaussian noise with mean zero and variance σ2, then the
probability of obtaining x, given that the true image point is f(X), is given by
p(x|X) = (2piσ2)−1/2 exp
(
−|f(X)− x|2/(2σ2)
)
.
with a similar expression for p(x′|X). We wish to compute the a posteriori distribution:
p(X|x, x′) = p(x, x′|X)p(X)/p(x, x′).
Assuming a uniform prior probability p(X), and independent image measurements in
the two images, it follows that
p(X|x, x′) ∼ p(x, x′|X) = p(x|X)p(x′|X).
Figure 12.7 shows an example of this Probability Density Function (PDF). The bias
and variance of this example is discussed in appendix 3(p568).
12.7 Line reconstruction
Suppose a line in 3-space is projected to lines in two views as l and l′. The line in
3-space can be reconstructed by back-projecting each line to give a plane in 3-space,
and intersecting the planes.
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Figura 7.1: Analisi dell’errore medio e della copertura
rispetto all’a golo di triangolazione tra 2 immagini
Un altro importante parametro di configurazione è il numero di immagini usate per gene-
rare la nuvola di punti.
Al crescere del numero di immagini la qualità della nuvola di punti dovrebbe avere mi-
glioramenti in entrambi i parametri perché aumentando le viste che triangolano un singolo
punto sicuramente l’errore di tale punto diminuisce, in particolare si nota che migliora la
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precisione in profondità del punto, e inoltre con molte viste si riesce a coprire zone occluse
aumentando l’area coperta.
Queste affermazioni in un analisi più profonda non sono del tutto vere e vengono analiz-
zate nei tre grafici seguenti in figura (7.2) congiuntamente ad un altro parametro di configu-
razione introdotto che è il numero minimo di immagini di triangolazioni per generare un
punto. L’imposizione di questo parametro afferma che se nella fase di esplorazione del grafo
per un singolo punto sono state individuate un numero di immagini maggiore o uguale al
parametro imposto esso sarà triangolato ed inserito nella nuvola di punti finale.
Analizzando il primografico in cui questo parametro è stato imposto a2, ovvero il numero
minimo di immagini per poter triangolare, notiamo che al crescere del numero di immagini
la percentuale dell’area non coperta giustamente diminuisce ma l’errore medio, che in que-
sto grafico è stato normalizzato a 10mm, ha una leggera flessione ma è pressoché costante;
questo si verifica perchémolti punti verranno triangolati con più immagini generando punti
molto precisi e con erroremedio bassomentre altri verranno triangolati ancora con il numero
minimo di immagini perché la loro corrispondenza è stata individuata in solo due immagini
e avranno errore maggiore.
Viceversa nel secondo grafico il numero minimo di immagini di triangolazione è imposto
uguale al numeromassimo di immagini. In questo caso l’errore diminuisce perché ogni pun-
to della nuvola di punti sarà triangolato con tutte le immagini disponibili quindi ottenendo
lamassimaprecisione,ma la percentuale di area non coperta aumenterà in quanto alla nuvola
di punti finale apparterranno soltanto i punti per i quali è stata individuata corrispondenza
in tutte le immagini e questo peggioramento è confermato dalla diminuzione drastica dei
punti generati rispetto anche al grafico precedente che con 10 immagini generava attorno ai
3milioni di punti mentre in questo sempre con 10 immagini attorno ai 200mila punti.
In questo grafico si può notare un altro aspetto di imporre il numero di immagini di trian-
golazione elevato: si nota che il tempo di generazione delle nuvole di punti con questo pa-
rametro posto al massimo ha tempo di elaborazione decisamente inferiore rispetto a quella
con parametro imposto al minimo. La selezione dei punti che rispettano il numero minimo
di immagini di triangolazione può essere fatto postumo la generazione della nuvola di punti
ma se viene fatto durante la generazione si ha questo tipo di velocizzazione per duemotivi. Il
primo è sicuramente la diminuzione della quantità di punti quindi dell’effettivo tempo im-
piegato nella triangolazione. Il secondo invece riguarda il tempo impiegato nell’esplorazione
del grafo, conoscendo il numero minimo di immagini di triangolazione e la parte di grafo
già esplorata con analisi preventiva si può evitare di processare alcune mappe di disparità
risparmiando notevolmente tempo.
La scelta di imporre il numero di immagini di triangolazione al massimo non è una scelta
soddisfacente ma si preferisce ad esempio porre tale parametro uguale alla metà del numero
di immagini a disposizione come fatto nel terzo grafico, ottenendo buone prestazioni sia in
errore medio che in percentuale di area coperta.
Per quanto riguarda il numero di immagini è consigliato utilizzare dalle 3 alle 5 immagini
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che permettono di ottenere buone nuvole di punti con tempo di elaborazione tra i 10÷ 30
secondi.
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Figura 7.2: Analisi delle prestazioni rispetto al numero di immagini utilizzate e
con diverse scelte del numero minimi di immagini di triangolazione per ogni punto
Infine un ultima configurazione da analizzare riguarda il come collegare le immagini ac-
quisite ovvero tra quali immagini ricercare le corrispondenze. Questa analisi è fatta in figura
(7.3) nella quale è stato fissato il numero di immagini a 5 e il numerominimo di immagini di
triangolazione alla meta del numero immagini, che dopo la quinta disparità, le immagini to-
tali saranno sempre 5 con quindi numero minimo di immagini di triangolazione 3 ed è stata
valutata la qualità della nuvola di punti variando il numero di mappe di disparità generate.
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In quest’analisi le prime 4 disparità sono servite per collegare tra loro tutte le immagini
mentre le successive portano collegamenti aggiuntivi tra le immagini fino ad arrivare a 10
disparità ovvero tutte le combinazioni non ordinate e senza ripetizioni di 2 oggetti presi in
un insieme di 5 oggetti, ( 52 ) = 10, che permettono di collegare tutte le immagini tra di loro.
Arrivati alle 4 disparità la nuvola di punti generata ha già ottime prestazioni ed è la scelta
adottata nei grafici (7.2) ed è anche la scelta consigliata ovvero quella di acquisire immagini
in posizioni sequenziali e poi cercare le corrispondenze solo tra immagini vicine senza doversi
preoccupare del problema che tra immagini distanti la ricerca delle corrispondenze non avrà
mappadi disparità densa equindi quasi inutile. Questa scelta ha anche tempi computazionali
inferiori a nuvole di punti con più mappe di disparità perché il tempo di calcolo totale della
nuvola di punti corrisponde a circa 3÷4 secondi per ogni mappa di disparità più il tempo di
esplorazione e di triangolazione che dipende dal numerominimodi immagini per triangolare
e dalla quantità di punti da generare.
Ad ogni modo l’aggiunta di collegamenti tra i nodi porta informazione aggiuntiva che
migliora la nuvola di punti generata sia per quanto riguarda l’errore medio e la copertura
come si vede in figura (7.3).
I collegamenti aggiuntivi infatti possono creare corrispondenze tra immagini che con le
mappe di disparità precedenti non venivano evidenziati aumentando il numero di immagi-
ni di triangolazione per ogni punto con il conseguente miglioramento dell’errore medio e
aumento del numero di punti generati migliorando di conseguenza la copertura.
I collegamenti aggiuntivi portano anche delle informazioni che permettono un controllo
di consistenza per ogni punto. Infatti aumentando i collegamenti si creano più grafi circolari
che per uno stesso punto 3D generano due osservazioni nell’immagine di partenza del grafo
cioè il punto di partenza dell’esplorazione e quello di arrivo. Avendo queste due osservazioni
di uno stesso punto è possibile controllare se ci sono stati errori nella ricerca delle corrispon-
denze e non generare tale punto; ovvero se la distanza tra le due osservazioni è inferiore ad
1 pixel si considerano correte tutte le corrispondenze nelle varie immagini all’interno della
catena di esplorazione del grafo, si fa una media tra le due osservazioni per creare un unica
osservazione per tale immagine e si procede con la triangolazione se invece la distanza è su-
periore ad 1 pixel nella catena di esplorazione può esserci una corrispondenza errata e tale
catena non verrà triangolata.
Esiste un altro controllo di consistenza che può essere eseguitoma che in quest’analisi non
è stato fatto. Si ricorda che nell’approccio di triangolazione spiegato nella relativa sessione
unamappa di disparità da immagine 1 ad immagine 2 viene considerata uguale ad unamappa
di disparità da immagine 2 a 1 in quanto entrambe legano punti tra le stesse immagini. Avere
però entrambe le disparità ci permette di fare un controllo aggiuntivopermigliorare unadelle
due mappe che poi verrà utilizzata nella triangolazione.
Il controllo è eseguito verificando per ogni punto la mappa di disparità da immagine 1
a immagine 2 e viceversa ottengano la stessa corrispondenza entro un intervallo di 1 pixel
altrimenti tale punto è invalidato. Con questo metodo è possibile eliminare le false dispa-
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rità generate dall’algoritmo alle corrispondenze in particolare a bordo oggetto ovvero dove
si hanno salti netti di disparità nei quali la funzione globale da minimizzare potrebbe non
identificare subito il cambio netto di disparità.
Si ricorda che anche in questo caso si ha un aumento del tempo computazionale in quanto
la ricerca delle disparità aggiuntiva richiede 3 ÷ 4 secondi come ogni disparità più il tempo
del controllo di consistenza ma effettivamente non porta molta informazione aggiuntiva in
quanto già con solo una disparità avremmo collegato i punti nelle due immagini.
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Figura 7.3: Analisi delle prestazioni con 5 immagini ma variando
il numero di mappe di disparità che collegano le immagini.
Concludendo si specifica che questi tempi di cui si è parlato riguardano soltanto la fase
di elaborazione dell’immagini e non contano i tempi di spostamento del mezzo robotico ma
è da notare che gran parte dell’elaborazione può essere eseguita durante la movimentazio-
ne e quindi inserire una buona parte del tempo di calcolo all’interno delle imprescindibili
tempistiche di movimentazione.
Inoltre tutti i tempi sono stati registrati su un laptop non particolarmente performante
quindi si potrebbero avere tempistichemigliori su computer di livello superiore o scegliendo
architetture di sviluppo diverse.
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Conclusioni
Il sistema sviluppato è un sistema dinamico che può adattarsi ad innumerevoli applicazioni
in quanto è completamente configurabile in base alle esigenze.
Gestisce configurazioni con numero di foto qualsiasi acquisite sia in posizioni fisse che in
posizioni variabili, dispone di algoritmi per calcolare in modo autonomo le nuove posizioni
di acquisizione e può gestire anche sistemi di più telecamere montate fisse su una struttura o
una combinazioni di telecamere fisse e telecamere su robot.
La esile struttura fisica del sistema composta solamente da una piccola telecamera 2D con
la relativa ottica gli permette di poter essere montato in qualsiasi sistema robotico o di movi-
mentazione. Ha costi ed ingombri nettamente inferiori a sistemi più complessi che richiedo-
no laser o ultrasuoni in quanto la telecamera utilizzata deve avere una buona risoluzione ma
non necessità di alti frame rate.
Rispetto a questi sistemi genera nuvole di punti di qualità paragonabile anche se legger-
mente inferiore in quanto non usa sorgenti di luce esterna che facilitano la ricerca delle cor-
rispondenze. Ha tempi di generazione superiori perché innanzitutto richiede l’attesa del-
lo spostamento del mezzo robotico e poi nell’attuale implementazione ha tempi di elabora-
zione superiori legati sopratutto all’architettura hardware sul quale gli algoritmi sono stati
implementati.
Sempre rispetto a questi sistemi ha però il vantaggio di avere meno problemi di calibrazio-
ne nel momento di prelievo del pezzo identificato nella nuvola di punti in quanto i sistemi
appena menzionati devono essere posti lontani dalla zona di prelievo per non intralciare il
robot che effettuerà il prelievo mentre il sistema sviluppato montato a bordo robot genera
nuvole di punti da posizione molto più vicina affievolendo di molto questo problema.
Rispetto a sistemi stereoscopici classici con due telecamere affiancate, invece, ottiene pre-
stazioni nettamente superiori in quanto è possibile aumentare a piacimento la baseline e
quindi l’angolo di triangolazione tra ogni singolo raggio di proiezione aumentato così la pre-
cisione di ogni singolo punto e sopperendo a piccoli errori di identificazione dell’algoritmo
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di ricerca delle corrispondenze. Inoltre ottiene prestazioni superiori anche perché riesce a
legare molte immagini in un unica triangolazione a differenza della stereoscopia classica che
utilizza solo due immagini per triangolazione.
Inoltre la struttura fisica con telecamera montata su robot permette di coprire zone ceche,
di sopperire ad immagini saturate per riflessione sugli oggetti e permette di servire con un
unica apparecchiatura più stazioni di prelievo degli oggetti.
Gli oggetti ai quali può essere applicato questo sistema sono oggetti di dimensione non
troppo piccola e per i quali viene richiesto un tempo ciclo di qualche decina di secondo.
Gli sviluppi futuri per questo sistema riguardano in particolare l’implementazione in ar-
chitetture hardware più preformanti come può essere la programmazione con CUDA su
scheda video che permette la massiva parallelizzazione riducendo drasticamente i tempi di
calcolo. Si vuole anche sviluppare l’intero sistema su una scheda embedded per renderlo un
sistema di visione indipendente applicabile anche senza la presenza di un computer.
52
53
54
Elenco delle figure
2.1 Geometria Epipolare: (#) piano epipolare, (—) baseline, (—) linee epipolari 3
2.2 Rettifica delle immagini con linee epipolari prima li (- -) e dopo lˇi (—) la
rettifica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 RettificaClassica: da sinistra a destra immagini 1 e 2 rettificate conH1 eH2.
(—) linee epipolari che collegano punti corrispondenti sono orizzontali . . 9
2.4 Rettifica minimizzando le deformazioni locali: immagine 1 rettificata con i
due diversi algoritmi . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Eliminazione delle ambiguità analizzando le linee epipolari (—) e l’orienta-
zione rispetto al centro (—>) . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1 Scacchiera con cerchio aggiuntivo per individuare inmodo univoco in ogni
immagine il riferimento dato dall’asse x (—) e dall’asse y (—) . . . . . . . . 21
3.2 Iterazioni dell’algoritmo per calibrazione dei parametri estrinseci. Sono vi-
sualizzati i punti individuati nell’immaginepi,k (—) e i punti di riproiezione
p¯i,k alla prima iterazione dell’algoritmo (—), durante l’algoritmo (—) e alla
fine (—) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.1 Analisi degli 8 percorsi per un pixel p e per le disparità d ∈ {dmin, .., dmax} 30
4.2 Esempio di mappa di disparità con istogramma dei valori di disparità rispet-
to al range di ricerca . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.1 Configurazione per ottenere le corrispondenze tra pixel delle immagini di
partenza . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.2 Esempio di Point Cloud ottenuta dove ai singoli punti 3D è associato il
colore corrispondente . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
7.1 Analisi dell’erroremedio e della copertura rispetto all’angolo di triangolazio-
ne tra 2 immagini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
7.2 Analisi delle prestazioni rispetto al numero di immagini utilizzate e con
diverse scelte del numero minimi di immagini di triangolazione per ogni
punto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
7.3 Analisi delle prestazioni con 5 immagini ma variando il numero di mappe
di disparità che collegano le immagini. . . . . . . . . . . . . . . . . . . . . 50
55
56
Elenco delle tabelle
57
58
