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Abstract
This paper presents the joint impact of the numbers of antennas, source-to-channel bandwidth ratio and spatial
correlation on the optimum expected end-to-end distortion in an outage-free MIMO system. In particular, based on
an analytical expression valid for any SNR, a closed-form expression of the optimum asymptotic expected end-to-end
distortion valid for high SNR is derived. It is comprised of the optimum distortion exponent and the multiplicative
optimum distortion factor. Demonstrated by the simulation results, the analysis on the joint impact of the optimum
distortion exponent and the optimum distortion factor explains the behavior of the optimum expected end-to-end
distortion varying with the numbers of antennas, source-to-channel bandwidth ratio and spatial correlation. It is
also proved that as the correlation tends to zero, the optimum asymptotic expected end-to-end distortion in the
setting of correlated channel approaches that in the setting of uncorrelated channel. The results in this paper could
be performance objectives for analog-source transmission systems. To some extend, they are instructive for system
design.
Index Terms
MIMO, end-to-end distortion
I. INTRODUCTION
A. Background
It is well-known that the functional diagram and the basic elements of a digital communication system
can be illustrated by Fig.1 [3]. The source can be either analog (continuous-amplitude) or digital (discrete-
amplitude). Whichever is the source, there is always a tradeoff between the efficiency and the reliability.
For transmitting a digital sequence, the tradeoff would be between the spectral efficiency (bit/s/Hz) [4]
and the error probability. For transmitting a bandlimited analog source, under the assumption of a band-
limited white Gaussian source, the tradeoff would be between the source-to-channel bandwidth ratio
Ws/Wc (SCBR) [5] and the mean squared error (MSE) [6], [7], i.e., the end-to-end distortion.
A point of distinction between digital-source transmission and analog-source transmission is: in digital-
source transmission, if the spectral efficiency (bit/s/Hz) is below the upper bound (channel capacity) subject
to channel state and the transmitter knows the instantaneous channel state information (CSI) perfectly,
the error probability would go to zero; whereas, in analog-source transmission, no matter how good the
channel condition and the system are, the end-to-end distortion is non-vanishing, because the entropy of
a continuous-amplitude source is infinite and thus the exact recovery of an analog source requires infinite
channel capacity [6]–[9].
Regarding the end-to-end distortion, in [10], [11], Ziv and Zakai investigated the decay of MSE with
SNR for the analog-source transmission over a noisy single-input single-output (SISO) channel without
Parts of the work in this paper have been presented in [1], [2].
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Fig. 1. Basic elements of a digital communication system
any channel knowledge on the transmitter side (CSIT). In [12], [13], Laneman et al. used the distortion
exponent in the asymptotic expected distortion
∆ , − lim
ρ→∞
ED(ρ)
log ρ
(1)
related to SCBR as a metric to compare different source-channel coding approaches for parallel channels.
Note that ρ denotes the SNR and ED denotes the expected end-to-end distortion over all possible channel
states. Choudhury and Gibson presented the relations between the end-to-end distortion and the outage
capacity for AWGN channels [14]. Zoffoli et al. studied the characteristics of the distortions in MIMO
systems with different strategies, with and without CSIT [15], [16].
In [17]–[19], for tandem source-channel coding systems, assuming optimal block quantization and
SNR-dependent rate-adaptive transmission as in [20], Holliday and Goldsmith investigated the expected
end-to-end distortion for uncorrelated block-fading MIMO channels based on the results in [20]–[22].
They gave the following upper bound on the total expected distortion (MSE)
ED ≤ 2−
2r
η
log ρ+O(1) + 2−(Nr−r)(Nt−r) log ρ+o(log ρ) (2)
where η is the SCBR, r is the multiplexing gain (the source rate scales like r log ρ), Nt is the number
of transmit antennas and Nr is the number of receive antennas. Considering the asymptotic high SNR
regime, they proposed that the multiplexing gain r should satisfy
∆∗sep = (Nr − r)(Nt − r) =
2r
η
+ o(1) (3)
where ∆∗sep is the optimum distortion exponent for tandem source-channel coding systems. The explicit
expression of ∆∗sep is given by Theorem 2 in [23],
∆∗sep(η) =
2 [jd∗(j − 1)− (j − 1)d∗(j)]
2 + η(d∗(j − 1)− d∗(j))
, η ∈
[
2(j − 1)
d∗(j − 1)
,
2j
d∗(j)
)
(4)
for j = 1, . . . , Nmin with Nmin = min{Nt, Nr} and d∗(j) = (Nt− j)(Nr− j). Note that a factor 2 appears
here and there because the source is real whereas the channel is complex.
In [23], [24], assuming an uncorrelated block-fading MIMO channel, perfect CSIT and joint source-
channel coding, Caire and Narayanan derived the optimum distortion exponent
∆∗(η) =
Nmin∑
i=1
min
{
2
η
, 2i− 1 + |Nt −Nr|
}
(5)
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Fig. 2. Impact of distortion factor
which is larger than ∆∗sep. Concurrently, the same result as (5) was also provided by Gunduz and Erkip
[25], [26].
Caire-Narayanan’s and Gunduz-Erkip’s derivations are extensions to the outage probability analysis in
[20]. They jointly considered the MIMO-channel mutual information in bits per channel use (bpcu) [27]
I = log
∣∣∣∣INr×Nr + ρNtHH†
∣∣∣∣ (6)
where H is the Nr × Nt complex channel matrix with Nt inputs and Nr outputs , the rate-distortion
function for a N (0, 1) source [9]
D(Rs) = 2
−2Rs (7)
where Rs is the source rate, and Shannon’s rate-capacity inequality for outage-free transmission [7]
Rs ≤ Rc. (8)
B. Problem statement
Nevertheless, there is something more than the distortion exponent in the expected end-to-end distortion.
Intuitively, for high SNR, the form of the asymptotic optimum expected end-to-end distortion can be written
as
ED∗asy = µ
∗(ρ)ρ−∆
∗ (9)
where the multiplicative optimum distortion factor µ∗(ρ) varies less than exponentially:
lim
ρ→∞
log µ∗(ρ)
log ρ
= 0. (10)
For an analog-source transmission system, its performance at a high SNR could be measured via the
asymptotic expected end-to-end distortion
EDasy = µ(ρ)ρ
−∆ (11)
where the distortion exponent ∆ and the distortion factor µ(ρ) could be obtained analytically.
4Obviously, we cannot say that a system achieves the optimum asymptotic expected distortion ED∗asy if
what it achieves is only the optimum distortion exponent ∆∗. Also, we cannot say that in the regime of
practical high SNR, the scheme with a larger distortion exponent must perform better than the other. As
illustrated by Fig.2, in the regime of practical high SNR, the effect of the distortion factor must be taken
into consideration. In other words, for practical cases, studying only the optimum distortion exponent
is insufficient and giving the closed-form expression of ED∗asy is more meaningful. Using ED∗asy as an
objective, via analyzing both ∆∗ and µ∗(ρ), it is possible to design an analog-source transmission system
performing better than the existing systems in the regime of practical high SNR.
For deriving ED∗asy, if we could obtain the analytical expression of ED∗ valid for any SNR, then it
would be easy to find out the optimum distortion factor µ∗(ρ) and the optimum distortion exponent ∆∗.
C. Outline
In this paper, for the cases of spatially uncorrelated channel and correlated channel, we give an analytical
expression of the optimum expected end-to-end distortion ED∗ in an outage-free MIMO system valid for
any SNR, based on which the optimum asymptotic expected end-to-end distortion ED∗asy is derived. The
simulation results agree with our analysis with the derived results on the joint impact of the numbers of
antennas, source-to-channel bandwidth ratio and spatial correlation.
The remainder of this paper is organized as follows. The system model is given in Section II. In
Section III, the preliminaries such as the mathematical definitions, properties and lemmas are presented
for deriving the main results in Section IV. Section V is dedicated to the simulation results, numerical
analysis, and discussions. Finally, the contributions of this paper are concluded in Section VI, with our
perspectives on future work.
Throughout the paper, vectors and matrices are denoted by bold characters, |A| denotes the determinant
of matrix A and {aij}i,j=1,...,N is an N × N matrix with entries aij , i, j = 1, ..., N . Also, E{·} denotes
expectation and, in particular, Ex{·} denotes expectation over the random variable x. The superscript †
denotes conjugate transpose. (a)n denotes Γ(a+ n)/Γ(a). log refers to the logarithm with base 2.
II. MIMO SYSTEM MODEL
Assume that a continuous-time white Gaussian source s(t) of bandwidth Ws and source power Ps is
to be transmitted over a flat block-fading MIMO channel of bandwidth Wc and the system is working on
“short” frames due to strict time delay constraint, i.e., no time diversity can be exploited. The transmission
system is supposed to be free of outage, e.g., the transmitter knows the instantaneous channel capacity by
scalar feedback and does joint source-channel coding. Let sˆ(t) denote the recovered source at the receiver.
Suppose a K-to-(Nt×T ) joint source-channel encoder is employed at the transmitter [23], which maps
the source block s′ ∈ RK onto channel codewords X ∈ CNt×T . Herein, the source block s′ is composed
of K source samples, Nt is the number of transmit antennas, and T is the number of channel uses for
transmitting one block. The corresponding source-channel decoder is a mapping CNr×T → RK that maps
the channel output Y = {y1, . . . ,yT} into an approximation sˆ
′
. Assuming the continuous-time source
s(t) is sampled by a Nyquist sampler, 2Ws samples per second, and the bandlimited MIMO channel is
used as a discrete-time channel at 2Wc channel uses per second [9, pp. 247-250], we have the SCBR
η =
Ws
Wc
=
K
T
. (12)
At the tth channel use, the output of the discrete-time flat block-fading MIMO channel with Nt inputs
and Nr outputs is
yt = Hxt + nt, t = 1, . . . , T (13)
where xt ∈ CNt is the transmitted signal satisfying the long-term power constraint E[xHt xt] = P , H ∈
C
Nr×Nt is the channel matrix whose entries hij ∼ CN (0, 1), nt ∈ CNr is the additive white noise matrix
whose entries nt,i ∼ CN (0, σ2n). Note that the SNR per receive antenna is ρ = P/σ2n.
5TABLE I
Ψ(a, c;x) FOR SMALL x, REAL c
c Ψ
c > 1 x1−cΓ(c− 1)/Γ(a) + o
(
x1−c
)
c = 1 − [Γ(a)]−1 log x+ o (| log x|)
c < 1 Γ(1− c)/Γ(a− c+ 1) + o(1)
In the case of uncorrelated channel, the hij’s are independent to each other. In the case of spatially
correlated channel, we have the correlation matrix Σ = E(HH†) which is assumed to be a full-rank
matrix with distinct eigenvalues σ = {σ1, σ2, · · · , σNmin}, 0 < σ1 < σ2 < · · · < σNmin . It can be seen that
in the case of uncorrelated channel, Σ is an identity matrix with σ1 = σ2 = · · · = σNmin = 1.
III. MATHEMATICAL PRELIMINARIES
The mathematical properties, definitions and lemmas in this section will be used in the derivations for
the main results.
A. Mathematical properties and definitions
We shall use the integral of an exponential function∫ ∞
0
e−pxxq−1(1 + ax)−νdx = a−qΓ(q)Ψ(q, q + 1− ν, p/a),
ℜ{q} > 0, ℜ{p} > 0, ℜ{a} > 0.
(14)
as introduced in [28, pp. 365]. This involves the confluent hypergeometric function
Ψ(a, c; x) =
1
Γ(a)
∫ ∞
0
e−xtta−1(1 + t)c−a−1dt, ℜ{a} > 0 (15)
which satisfies (with y = Ψ)
x
d2y
dx2
+ (c− x)
dy
dx
− ay = 0. (16)
Bateman has given a thorough analysis on Ψ(a, c; x) [29, pp. 257-261]. In particular, he obtained the
expressions on Ψ(a, c; x) for small x as Table I shows. In Appendix A, we also state some of his more
general results for any x, which we will use for the analysis in the case of spatially correlated MIMO
channel.
B. Mathematical lemmas
The proofs of the mathematical lemmas below can be found in Appendices B-H.
Lemma 1: Define an m ×m full-rank matrix W(x) whose (i, j)th entry is of the form cijxmin{a,i+j},
cij 6= 0, x, a ∈ R+, 1 6 i, j 6 m. Then
lim
x→0
log|W(x)|
logx
=
m∑
i=1
min{a, 2i}. (17)
Lemma 2: Define an m×m Hankel matrix W(x) whose (i, j)th entry is of the form ci+jxi+j , ci+j 6= 0,
x ∈ R+, 1 6 i, j 6 m. Then, each summand in the determinant of W(x) has the same degree m(m+ 1)
over x.
Lemma 3: Define an m×m Hankel matrix W whose (i, j)th entry is Γ(a+ i+ j − 1), 1 6 i, j 6 m,
a ∈ R. Then
|W| =
m∏
k=1
Γ(k)Γ(a + k). (18)
6Lemma 4: Define an m×m Hankel matrix W whose (i, j)th entry is Γ(a+ i+ j− 1)Γ(b− i− j +1)
where 1 6 i, j 6 m, m > 2 and a, b ∈ R. Then
|W| = Γ(a + 1)Γ(b− 1)Γm−1(a+ b)
×
m∏
k=2
Γ(k)Γ(a+ k)
Γ(b− 2k + 2)Γ(b− 2k + 1)
Γ(a+ b− k + 1)Γ(b− k + 1)
.
(19)
Lemma 5: Define an m × m Toeplitz matrix W whose (i, j)th entry is Γ(a + i − j), 1 6 i, j 6 m,
a ∈ R. Then
|W| = (−1)
m(m−1)
2
m∏
k=1
Γ(k)Γ(a+ k −m). (20)
Lemma 6: Define
f(n) =
m∏
k=1
Γ(n−m− a + k)
Γ(n− k + 1)
, (21)
g(n) = namf(n), (22)
subject to a ∈ R+, m,n ∈ Z+, n ≥ m, and n−m+ 1 ≥ a. Then both f(n) and g(n) are monotonically
decreasing.
Lemma 7: Let (a)n denote Γ(a+ n)/Γ(a), a ∈ R, n ∈ Z+. Then
(a+ 1)n = (−1)
n(−a− n)n. (23)
IV. MAIN RESULTS
A. Uncorrelated MIMO channel
Theorem 1 (Optimum Expected Distortion over an Uncorrelated MIMO Channel): Assume a continuous-
time white Gaussian source s(t) of bandwidth Ws and power Ps to be transmitted over an uncorrelated
block-fading MIMO channel of bandwidth Wc. The optimum expected end-to-end distortion is
ED∗unc(η) =
Ps|U(η)|∏Nmin
k=1 Γ(Nmax − k + 1)Γ(Nmin − k + 1)
(24)
where η = Ws/Wc (SCBR), Nmin = min{Nt, Nr}, Nmax = max{Nt, Nr}, and U(η) is an Nmin × Nmin
Hankel matrix whose (i, j)th entry is
uij(η) =
(
ρ
Nt
)−dij
Γ(dij)Ψ
(
dij, dij + 1−
2
η
;
Nt
ρ
)
(25)
where dij = i+j+ |Nt−Nr|−1, 1 ≤ i, j ≤ Nmin, and Ψ(a, b; x) is the Ψ function (see [29, pp. 257-261]).
This theorem is valid for any SNR.
Proof: The source rate of the source s(t) is [6]
Rs = Ws log
Ps
D
(26)
where D is the distortion (MSE).
Under the assumption that the transmitter only knows the instantaneous channel capacity Rc, the
covariance matrix of the transmitted vector x at the transmitter is taken to be a scaled identity matrix
P/Nt · INt . As stated in [27], the mutual information per MIMO channel use is
I(x;y) = log
∣∣∣∣INr + ρNtHH†
∣∣∣∣ . (27)
7And as stated in [9, pp. 248-250], a channel of bandwidth Wc can be represented by samples taken 1/2Wc
seconds apart, i.e., the channel is used at 2Wc channel uses per second as a time-discrete channel. Hence,
the channel capacity (bit/second) is
Rc = 2WcI = 2Wc log
∣∣∣∣INr + ρNtHH†
∣∣∣∣ . (28)
Substituting (28) into Shannon’s rate-capacity inequality
Rs ≤ Rc, (29)
we get the optimum end-to-end distortion
D∗(η) = Ps
∣∣∣∣INr + ρNtHH†
∣∣∣∣− 2η . (30)
Thereby, the optimum expected end-to-end distortion is
ED∗(η) = PsEH
∣∣∣∣INr + ρNtHH†
∣∣∣∣− 2η , (31)
whose form is analogous to the moment generating function of capacity in [30]. By the mathematical
results given by Chiani et al. [30] for the expectation over an uncorrelated MIMO Gaussian channel H,
we have
ED∗unc(η) = PsK|U(η)| (32)
where U(η) is an Nmin ×Nmin Hankel matrix with (i, j)th entry given by
uij(η) =
∫ ∞
0
xNmax−Nmin+j+i−2e−x
(
1 +
ρ
Nt
x
)− 2
η
dx (33)
and
K =
1∏Nmin
k=1 Γ(Nmax − k + 1)Γ(Nmin − k + 1)
. (34)
By the integral solution (14), (33) can be written in the analytic form
uij(η) =
(
ρ
Nt
)−dij
Γ(dij)Ψ
(
dij , dij + 1−
2
η
;
Nt
ρ
)
, (35)
This concludes the proof of the theorem.
Theorem 1 tells us that the analytical expression of ED∗unc is a polynomial in ρ−1. Therefore, for high
SNR, the optimum asymptotic expected end-to-end distortion is of the form
ED∗asy,unc = µ
∗
unc(η)ρ
−∆∗unc(η) (36)
where ∆∗unc(η) is the optimum distortion exponent satisfying
∆∗unc(η) = − lim
ρ→∞
logED∗unc(η)
log ρ
(37)
and µ∗unc is the accompanying optimum distortion factor satisfying
lim
ρ→∞
log µ∗unc(η)
log ρ
= 0. (38)
8κl(β, t,m, n) =

Γ(n−m+ 1)Γ(β−n+m−1)
Γ(β)
∏t
k=2 Γ(k)Γ(n−m+ k)
×Γ(β−n+m−2k+2)Γ(β−n+m−2k+1)
Γ(β−k+1)Γ(β−n+m−k+1)
, t > 1;
Γ(n−m+ 1)Γ(β−n+m−1)
Γ(β)
, t = 1;
1, t = 0.
(44)
κh(β, t,m, n) =
{∏t
k=1 Γ(k)Γ(n−m− β + k), t > 0;
1, t = 0.
(45)
Since ED∗unc is concave in the log-log scale and monotonically decreasing with SNR and ED∗asy,unc is the
tangent of the curve ED∗unc at the point where SNR is infinitely high, we see that the asymptotic tangent
line ED∗asy,unc is always above the curve ED∗unc, i.e., ED∗asy,unc is always worse than ED∗unc.
The closed-form expressions of ∆∗unc(η) and µ∗unc(η) are given as follows.
Theorem 2 (Optimum Distortion Exponent over an Uncorrelated MIMO Channel): The optimum dis-
tortion exponent is
∆∗unc(η) =
Nmin∑
k=1
min
{
2
η
, 2k − 1 + |Nt −Nr|
}
. (39)
Proof: This optimum distortion exponent appeared already in [23], [25]. However, a different proof
is provided here.
Consider uij(η) in Theorem 1. When ρ is large, Nt/ρ is small. We thus refer to Table I and see that,
for high SNR, uij(η) approaches eij(η)ρ−∆ij(η) with
∆ij(η) = min
{
2
η
, i+ j − 1 + |Nt −Nr|
}
(40)
and
lim
ρ→∞
log eij(η)
log ρ
= 0. (41)
Straightforwardly, in the regime of high SNR, the asymptotic form of |U(η)| can be represented by
|E(η)|ρ−∆
∗
unc(η) with
lim
ρ→∞
log |E(η)|
log ρ
= 0. (42)
By Lemma 1, we obtain that
∆∗unc(η) =
Nmin∑
k=1
min
{
2
η
, 2k − 1 + |Nt −Nr|
}
. (43)
This concludes the proof of this theorem.
Theorem 3 (Optimum Distortion Factor over an Uncorrelated MIMO Channel): Define two four-tuple
functions κl(β, t,m, n) and κh(β, t,m, n) for β ∈ R+ and t ∈ {0,Z+} as in (44) and (45). The optimum
distortion factor µ∗unc(η) is given as follows:
1. For 2/η ∈ (0, |Nt−Nr|+1), referred to as the high SCBR regime (HSCBR), the optimum distortion
factor is
µ∗unc(η) = PsNt
∆∗unc
κh(
2
η
, Nmin, Nmin, Nmax)∏Nmin
k=1 Γ(Nmax − k + 1)Γ(Nmin − k + 1)
. (46)
It decreases monotonically with Nmax.
92. For 2/η ∈ (Nt+Nr−1,+∞), referred to as the low SCBR regime (LSCBR), the optimum distortion
factor is
µ∗unc(η) = PsNt
∆∗unc
κl(
2
η
, Nmin, Nmin, Nmax)∏Nmin
k=1 Γ(Nmax − k + 1)Γ(Nmin − k + 1)
. (47)
3. For 2/η ∈ [|Nt − Nr| + 1, Nt + Nr − 1], referred to as the moderate SCBR regime (MSCBR), the
optimum distortion factor is
µ∗unc(η) =

PsNt
∆∗unc
κl(
2
η
,l,Nmin,Nmax)κh(
2
η
−2l,Nmin−l,Nmin,Nmax)
∏Nmin
k=1 Γ(Nmax−k+1)Γ(Nmin−k+1)
,
mod { 2
η
+ 1− |Nt −Nr|, 2} 6= 0;
PsNt
∆∗unc log ρ
κl(
2
η
,l−1,Nmin,Nmax)κh(
2
η
−2l,Nmin−l,Nmin,Nmax)
∏Nmin
k=1 Γ(Nmax−k+1)Γ(Nmin−k+1)
,
mod { 2
η
+ 1− |Nt −Nr|, 2} = 0
(48)
where l =
⌊
2
η
+1−|Nt−Nr |
2
⌋
.
Proof: See Appendix I.
B. Spatially correlated MIMO channel
Theorem 4 (Optimum Expected Distortion over a Correlated MIMO Channel): The optimum expected
end-to-end distortion in a system over a spatially correlated MIMO channel is
ED∗cor(η) =
Ps|G(η)|∏Nmin
k=1 σ
|Nt−Nr|+1
k Γ(Nmax − k + 1)
∏
1≤m<n≤Nmin
(σn − σm)
. (49)
where G(η) is an Nmin ×Nmin matrix whose (i, j)th entry given by
gij(η) =
(
ρ
Nt
)−dj
Γ(dj)Ψ
(
dj, dj + 1−
2
η
;
Nt
σiρ
)
. (50)
dj = |Nt − Nr| + j. σ = {σ1, σ2, · · · , σNmin} with 0 < σ1 < σ2 < · · · < σNmin denoting the ordered
eigenvalues of the correlation matrix Σ.
Proof: Following the proof of Theorem 1, by the mathematical results given by Chiani et al. in [30]
for a spatially correlated H, we have
ED∗cor(η) = PsKΣ|G(η)| (51)
where G(η) is an Nmin ×Nmin matrix with (i, j)th entry given by
gij(η) =
∫ ∞
0
x|Nt−Nr |+j−1e−x/σi(1 +
ρ
Nt
x)−
2
η dx (52)
and
KΣ =
|Σ|−Nmax
|V2(σ)|
∏Nmin
k=1 Γ (Nmax − k + 1)
(53)
where V2(σ) is a Vandermonde matrix given by
V2(σ) , V1
(
−{σ−11 , · · · , σ
−1
Nmin
}
) (54)
with the Vandermonde matrix V1(x) defined as
V1(x) ,

1 1 · · · 1
x1 x2 · · · xNmin
.
.
.
.
.
.
.
.
.
.
.
.
xNmin−11 x
Nmin−1
2 · · · x
Nmin−1
Nmin
 . (55)
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In terms of the property of a Vandermonde matrix [31], the determinant of V2(σ)
|V2(σ)| =
∏
1≤m<n≤Nmin
(−σ−1j + σ
−1
i ) (56)
=
∏
1≤m<n≤Nmin
σ−1m σ
−1
n (σn − σm) (57)
=
Nmin∏
k=1
σ1−Nmink
∏
1≤m<n≤Nmin
(σn − σm) (58)
=
Nmin∏
k=1
σ1−Nmink |V1(σ)|. (59)
Thereby,
KΣ =
1∏Nmin
k=1 σ
|Nt−Nr |+1
k Γ(Nmax − k + 1)
∏
1≤m<n≤Nmin
(σn − σm)
. (60)
In terms of the integral solution (14), (52) can be written in the analytic form
gij(η) =
(
ρ
Nt
)−dj
Γ(dj)Ψ
(
dj, dj + 1−
2
η
;
Nt
σiρ
)
. (61)
This concludes the proof of this theorem.
Theorem 5 (Optimum Distortion Exponent over a Correlated MIMO Channel): The optimum distortion
exponent ∆∗cor in the case of spatially correlated MIMO channel is the same as the optimum distortion
exponent ∆∗unc in the case of uncorrelated MIMO channel, that is,
∆∗cor(η) = ∆
∗
unc(η) =
Nmin∑
k=1
min
{
2
η
, 2k − 1 + |Nt −Nr|
}
(62)
Proof: See Appendix J.
Theorem 6 (Optimum Distortion Factor over a Correlated MIMO Channel): The optimum distortion fac-
tor µ∗cor(η) is given as follows.
1. For 2/η ∈ (0, |Nt −Nr|+ 1) (HSCBR), the optimum distortion factor is
µ∗cor(η) =
Nmin∏
k=1
σ
− 2
η
k µ
∗
unc(η). (63)
2. For 2/η ∈ (Nt +Nr − 1,+∞) (LSCBR), the optimum distortion factor is
µ∗cor(η) =
Nmin∏
k=1
σ−Nmaxk µ
∗
unc(η). (64)
3. For 2/η ∈ [|Nt −Nr|+ 1, Nt +Nr − 1] (MSCBR), the optimum distortion factor is
µ∗cor(η) =
(−1)
l(l−1)
2 |V3(σ)|∏Nmin
k=1 σ
|Nt−Nr |+1
k
∏
1≤m<n≤Nmin
(σn − σm)
×
Nmin−l∏
k=1
(k)l
(|Nt −Nr| −
2
η
+ l + k)l
µ∗unc(η)
(65)
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where l = ⌊
η
2
+1−|Nr−Nt|
2
⌋ and each entry of V3(σ) is
v3,ij = σ
−min{j−1, 2
η
−dj}
i . (66)
Proof: See Appendix K.
Theorem 7 (Convergence):
lim
Σ→I
µ∗cor(η) = µ
∗
unc(η). (67)
Proof: See Appendix L.
V. NUMERICAL ANALYSIS AND DISCUSSION
In this section, the examples in various settings are provided. The simulation and numerical results
illustrate the foregoing results.
A. An example in the HSCBR regime, uncorrelated MIMO channel
Fig.3 shows the numerical and simulation results on the optimum expected end-to-end distortions in
the outage-free MIMO systems over uncorrelated block-fading MIMO channels in the high SCBR regime
and at the high SNR, ρ = 30 dB. The number of antennas on one side (either the transmitter side or the
receiver side) is fixed to five and the number of antennas on the other side is varying. ED∗unc,sim denotes
the ED∗unc corresponding to (31), evaluated by 10 000 realizations of H.
From Fig.3(b), we see that ED∗unc,sim monotonically decreases with the number of antennas on one
side, which agrees with our intuition. There is an excellent agreement between ED∗unc,asy and ED∗unc,sim,
which indicates that, in the setting when SNR is 30 dB, the behavior of ED∗unc at a high SNR can be
explained by studying ED∗unc,asy.
In Fig.3(a), in terms of Theorem 2, the optimum distortion exponent ∆∗unc increases with Nmin and then
remains constant when Nmin stops increasing, though the number of antennas on one side is increasing. In
Fig.3(b), in terms of Theorem 3, µ∗unc is monotonically decreasing with Nmax. Therefore, when Nmin ≤ 5,
ED∗unc is decreasing because ∆∗unc is increasing; although the optimum distortion factor µ∗unc is increasing,
the increase of ∆∗unc dominates the tendency of ED∗unc since the SNR is high. When the Nmin is fixed
to 5, ED∗unc is decreasing because µ∗unc is decreasing, though ∆∗unc keeps constant. In summary, we see
that, for high SNR, the decrease of ED∗unc with the number of antennas is due to either the increase of
the optimum distortion exponent or the decrease of the optimum distortion factor.
Moreover, from Fig.3, it is seen that the commutation between the number of transmit antennas and the
number of receive antennas impacts ED∗unc. This impact comes from the effect on the optimum distortion
factor µ∗unc. As indicated by the expressions in Theorem 3 and shown in Fig.3(b), between a couple of
commutative antenna allocation schemes, (Nt = Nmin, Nr = Nmax) and (Nt = Nmax, Nr = Nmin), the
former scheme whose number of transmit antennas is the smaller between the two numbers of antennas
suffers less distortion than the other. This is reasonable since under a certain total transmit power constraint,
the scheme with fewer transmit antennas achieves higher average transmit power per transmit antenna.
B. An example in the MSCBR regime, uncorrelated MIMO channel
In [15], [16], assuming a N (0, 1) source and the system bandwidth is normalized to unity, Zoffoli et
al. studied the characteristics of the distortions in 2× 2 MIMO systems with different space-time coding
strategies. In particular, in [16], assuming the transmitter knows the instantaneous channel capacity and
thus the system is free of outage, they compared the strategies with respect to expected distortion and the
cumulative density function of distortion. They exhibited that, among REP (repetition), ALM (Alamouti)
and SM (spatial multiplexing) strategies, the expected distortion of the ALM strategy is very close to that
of the SM strategy.
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Fig. 4. ALM vs. SM, uncorrelated channel, Nt = Nr = 2, η = 1, moderate SCBR.
As Zoffoli et al. derived [16], the expected distortion of the ALM strategy is
EDALM =
2
3
·
ρ [(ρ− 4)ρ− 4] + 4e
2
ρ (3ρ+ 2)Γ(0, 2
ρ
)
ρ5
(68)
and the expected distortion of the SM strategy is
EDSM = −
16
[
ρ− (ρ+ 2)e
2
ρΓ(0, 2
ρ
)
]2
ρ6
+
8
[
ρ− 2e
2
ρΓ(0, 2
ρ
)
] [
ρ(ρ+ 2)− 4(ρ+ 1)e
2
ρΓ(0, 2
ρ
)
]
ρ6
. (69)
Note that Γ(a, x) denotes the upper incomplete gamma function, Γ(a, x) =
∫∞
x
ta−1e−tdt. As given in
[16], Fig.4(a) shows the difference between the expected distortions of the two strategies in log-lin scale.
In log-lin scale, the expected distortion of the ALM strategy is very close to that of the SM strategy in
the high SNR regime, i.e., EDALM −EDSM is very small.
13
0 5 10 15 20 25 30
10−6
10−5
10−4
10−3
10−2
10−1
100
101
102
SNR (dB)
Ex
pe
ct
ed
 d
is
to
rti
on
 
 
Simulated
Analytic
Asymptotic
Fig. 5. Uncorrelated channel, Nt = 1, Nr = 2, η = 0.99, low SCBR
According to the assumption in [16], the SCBR of the systems is one, i.e., η = 1. As Nt = Nr = 2, it
is seen that, for the systems considered,
|Nt −Nr|+ 1 <
2
η
< Nt +Nr − 1 (70)
and thus the systems are in the moderate SCBR regime. From the description of SM strategy, it is seen
that the expected distortion achieved by SM strategy is the optimum expected distortion for a 2×2 MIMO
system with η = 1, i.e., EDSM = ED∗unc. Regarding the asymptotic characteristics, from (68) and (69),
we have
EDasy,ALM =
2
3
ρ−2, (71)
EDasy,SM = ED
∗
asy,unc = 8ρ
−3. (72)
The ratio EDALM/EDSM is an alternative metric revealing the difference between EDALM and EDSM,
illustrated by Fig.4(b) in log-log scale. We see that in the high SNR regime, although EDALM approaches
EDSM in the linear scale as Fig.4(a) shows, the ratio EDALM/EDSM becomes larger and larger as Fig.4(b)
shows. It can also be seen that the expected distortions of the ALM and SM strategies are determined by
their asymptotic expressions when the SNR’s are greater than 13 dB and 20 dB respectively.
C. An example in the LSCBR regime, uncorrelated MIMO channel
Fig. 5 presents an example when Nt = 1, Nr = 2 and η = 0.99. The red circles represent the results
of Monte Carlo simulations which are carried out by generating 10 000 realizations of H and evaluating
(31). The blue dashed line represents ED∗asy,unc. The green line represents the analytical expression of
ED∗unc in Theorem 1. It can be seen that the simulated results agree well with our analytical results.
The gap between the asymptotic tangent line and the curve of ED∗unc implies that, for the systems in
the LSCBR regime, more terms in the polynomial of ED∗unc are to be analyzed, which is much more
complicated than analyzing the asymptotic expression. It is a subject for future research.
D. Examples in HSCBR & LSCBR regimes, spatially correlated MIMO channel
The analytical framework we derived is general and valid for all correlated cases with distinct (unre-
peated) eigenvalues of the correlation matrix Σ. To give an example, we consider a well-known correlation
model as in [30]: the exponential correlation with Σ = {r|i−j|}i,j=1,··· ,Nr and r ∈ (0, 1) [32].
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Fig. 6. Expected distortions of uncorrelated and correlated channels
Fig.6 illustrates the optimum expected end-to-end distortion ED∗ on a power-one white Gaussian source
transmitted in different correlation scenarios. Red circles represent the results of Monte Carlo simulations
which are carried out by generating 10 000 realizations of H and evaluating (31). Green lines represent
the analytical expressions of ED∗cor in Theorem 4 and ED∗unc in Theorem 1. Blue dashed lines represent
the optimum asymptotic expected end-to-end distortion ED∗asy.
ED∗asy =
{
µ∗uncρ
−∆∗unc, r = 0
µ∗corρ
−∆∗cor , r > 0.
(73)
In Fig.6(a), we see that there is an agreement between ED∗ and ED∗asy in the high SNR regime.
Corresponding to Theorem 5 and Theorem 6, in the high SNR regime, due to the same optimum SNR
distortion exponent, the optimum distortions of the systems in different correlation scenarios have the same
descendent slopes; the difference comes from different distortion factors which depend on the correlation
coefficients. The optimum distortion is increasing with r and the line of the uncorrelated case (r = 0) is
the lowest. For reaching the same optimum expected distortion, there is about 8 dB difference of SNR
between the cases of r = 0.99 and r = 0. This agrees with our intuition that spatial correlation decreases
channel capacity.
The impact of correlation can also be seen in Fig.6(b) by the example in the low SCBR regime. There
are gaps between the asymptotic lines and the optimum expected distortions for the same reason as for
the example in Section V-C.
VI. CONCLUSION AND FUTURE WORK
A. Conclusion
In this paper, considering transmitting a white Gaussian source s(t) over a MIMO channel in an outage-
free system, we have derived the analytical expression of the optimum expected end-to-end distortion
valid for any SNR (see Theorem 1 and Theorem 4) and the closed-form asymptotic expression of the
optimum asymptotic expected end-to-end distortion (see Theorem 2, Theorem 3, Theorem 5 and Theorem
6) comprised of the optimum distortion exponent and the multiplicative optimum distortion factor. By the
results on the optimum asymptotic expected end-to-end distortion, we have analyzed the joint impact of the
numbers of antennas, source-to-channel bandwidth ratio (SCBR) and spatial correlation on the optimum
expected end-to-end distortion. Straightforwardly, our results are bounds for outage-bearing systems and
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could be the performance objectives for analog-source transmission systems. To some extend, they are
instructive for system design.
B. Future work
• As we have shown in Fig.5 and Fig.6(b), for a system in the low SCBR regime, there is an apparent
gap between ED∗asy and ED∗ in the practical high SNR regime. The reason that the gap exists is
the effect of the other terms in the polynomial expansion of ED∗. Therefore, if the closed-form
expression with more terms in the polynomial expansion of ED∗ could be derived, the analysis on
the behavior of ED∗ would be more precise.
• Let us provide an insight into Theorem 2. Define a non-negative integer m as
m =

Nmin, 0 <
2
η
< |Nt −Nr|+ 1;
Nmin −
⌊
2
η
+1−|Nt−Nr|
2
⌋
, |Nt −Nr|+ 1 ≤
2
η
≤ Nt +Nr − 1;
0, 2
η
> Nt +Nr − 1.
(74)
Then, (39) can be written in the form
∆∗(η) = (Nt −m)(Nr −m) +
2m
η
, (75)
which looks analogous to the formula of the Diversity-Multiplexing Tradeoff (DMT) [20] and to the
expression of the distortion exponent (3) in tandem source-channel coding systems [19]. Note that
(75) has nothing to do with outage since the instantaneous channel capacity is assumed to be known
at the transmitter. This intriguing similarity induces us to conjecture that there may be a hidden
connection to be explored.
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APPENDIX A
SOME PROPERTIES OF Ψ(a, c; x)
• If c is not an integer,
Ψ(a, c; x) =
Γ(1− c)
Γ(a− c+ 1)
Φ(a, c; x)
+
Γ(c− 1)
Γ(a)
x1−cΦ(a− c+ 1, 2− c; x)
(76)
where Φ(a, c; x) is another confluent hypergeometric function,
Φ(a, c; x) =
∞∑
r=0
(a)r
(c)r
xr
r!
. (77)
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Note that (a)n = Γ(a + n)/Γ(a).
• if c is a positive integer,
Ψ(a, n+ 1;x) =
(−1)n−1
n!Γ(a− n)
[
Φ(a, n+ 1;x) log x
+
∞∑
r=0
(a)r
(n+ 1)r
(ψ(a+ r)− ψ(1 + r)− ψ(1 + n+ r))
xr
r!
]
+
(n− 1)!
Γ(a)
n−1∑
r=0
(a− n)r
(1 − n)r
xr−n
r!
n = 0, 1, 2, ...
(78)
The last sum is to be omitted if n = 0.
•
Ψ(a, c; x) = x1−cΨ(a− c+ 1, 2− c; x). (79)
Thus, when c is a non-positive integer, we can obtain the form of Ψ(a, c; x) from (78) and (79),
Ψ(a, c;x) =
(−1)−c
(1− c)!Γ(a)
[
Φ(a+ 1− c, 2− c;x)x1−c log x
+
∞∑
r=0
(a+ 1− c)r
(2− c)r
(
ψ(a+ 1− c+ r) − ψ(1 + r)
− ψ(2− c+ r)
)xr+1−c
r!
]
+
Γ(1− c)
Γ(a+ 1− c)
−c∑
r=0
(a)r
(c)r
xr
r!
(80)
APPENDIX B
PROOF OF LEMMA 1
We will prove this lemma recursively.
Define p(n) = min{a, n}, subject to a ∈ R+ and n ∈ Z+. If m1 − m2 = n1 − n2, m1 > n1, and
m2 > n2, then
p(m1)− p(m2) ≤ p(n1)− p(n2). (81)
In the case that m = 2, by definition,
W2(x) =
(
c11x
p(2) c12x
p(3)
c21x
p(3) c22x
p(4)
)
. (82)
Then
|W2(x)| = c11c22x
p(2)+p(4) − c12c
2
21x
2p(3). (83)
By (81),
p(2) + p(4) ≤ 2p(3). (84)
Consequently, when m = 2,
lim
x→0
log|W2(x)|
logx
= p(2) + p(4)
=
2∑
i=1
min{a, 2i}.
(85)
Suppose when m = k − 1, k ∈ Z+ ∩ [3,+∞),
lim
x→0
log|Wk−1(x)|
logx
=
k−1∑
i=1
min{a, 2i}. (86)
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When m = k, Wk(x) can be written as(
Wk−1(x) bk(x)
bTk (x) ckkx
p(2k)
)
(87)
where the column vector
bk(x) =
 c1kx
p(k+1)
.
.
.
ck−1,kx
p(2k−1)
 . (88)
Hence, in terms of Schur determinant formula [31],
lim
x→0
log|Wk(x)|
logx
= lim
x→0
log
[
|Wk−1(x)| |W∗k−1(x)|
]
logx
= lim
x→0
log|Wk−1(x)|
logx
+ lim
x→0
logdetW∗k−1(x)
logx
(89)
where W∗k−1(x) is the Schur complement of Wk−1(x),
W∗k−1(x) = c2kx
p(2k) − bTk (x)W
−1
k−1(x)bk(x). (90)
Since Wk−1(x)W−1k−1(x) = I, W
−1
k−1(x) is of the form c
′
11x
−p(2) · · · c′1kx
−p(k)
.
.
.
.
.
.
.
.
.
c′k1x
−p(k) · · · c′k−1,k−1x
−p(2k−2)
 . (91)
Consequently,
lim
x→0
log
[
bTk (x)W
−1
k−1(x)bk(x)
]
logx
= min{p(2k − 1)− p(k) + p(k + 1), p(2k − 1)− p(k + 1) + p(k + 2),
. . . , p(2k − 1)− p(2k − 2) + p(2k − 1)}
(a)
= p(2k − 1)− p(2k − 2) + p(2k − 1)
(b)
≥ p(2k)
(92)
where both steps (a) and (b) follow the inequality (81). Therefore, by (89) and (90),
lim
x→0
logdetW(x)
logx
=
k∑
i=1
min{a, 2i}, (93)
which concludes this proof.
APPENDIX C
PROOF OF LEMMA 2
Each summand in |W(x)|, which is a product of the entries w1j1, . . . , wmjm , can be written as
x
∑m
k=1(k+jk)
m∏
k=1
ck+jk (94)
where the numbers {j1, j2, ..., jm} is a permutation of {1, 2, ..., m}. Then, each summand has the same
degree m(m+ 1), which concludes the proof.
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APPENDIX D
PROOF OF LEMMA 3
By definition,
W =
 Γ(a + 1) · · · Γ(a+m)..
.
.
.
.
.
.
.
Γ(a+m) · · · Γ(a+ 2m− 1)
 . (95)
For calculating the determinant of W, we do Gaussian elimination by elementary row operations from
bottom to top for obtaining the equivalent upper triangular L [33]. Below-diagonal entries are eliminated
from the first column to the last column.
Let Wl denote the matrix after the below-diagonal entries of the lth column are eliminated. Then the
(i, j)th entry of Wl subject to i ≥ j > l is of the form
wl,i,j = θl,i,j Γ(a+ i+ j − 1− l). (96)
Hence, after below-diagonal entries of the (l− 1)th column are eliminated, for the entries subject to i > l
and j = l,
wl−1,i−1,l = θl−1,i−1,l Γ(a + i− 1), (97)
wl−1,i,l = θl−1,i,l Γ(a+ i). (98)
Consequently, for eliminating the (i, l)th multiplied entry of Wl−1 to obtain Wl, the factor for the row
operation in the Gaussian elimination on the ith row
cl,i = −
θl−1,i,l
θl−1,i−1,l
(a+ i− 1). (99)
That is, wl,i,j is obtained as follows:
wl,i,j = wl−1,i,j + cl,iwl−1,i−1,j
=
[
θl−1,i,j (a+ i+ j − l − 1)− θl−1,i−1,j
θl−1,i,l
θl−1,i−1,l
(a + i− 1)
]
× Γ(a+ i+ j − l − 1).
(100)
Comparing the RHS of the above equation to (96), we get
θl,i,j = θl−1,i,j (a + i+ j − l − 1)− θl−1,i−1,j
θl−1,i,l
θl−1,i−1,l
(a+ i− 1). (101)
Before doing any operation on W, θ0,i,j = 1. Then, by (101), we obtain θ1,i,j = j − 1 and θ2,i,j =
Γ(j)/Γ(j − 2). Supposing
θl,i,j =
Γ(j)
Γ(j − l)
. (102)
then by (101) we have
θl+1,i,j =
Γ(j)
Γ(j − l − 1)
. (103)
Therefore, our conjecture is right. Hence,
θi−1,i,i = Γ(i). (104)
and the ith diagonal entry of L,
wi−1,i,i = Γ(i)Γ(a+ i). (105)
Consequently,
|Wm| =
m∏
k=1
Γ(k)Γ(a+ k), (106)
which concludes this proof.
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APPENDIX E
PROOF OF LEMMA 4
This proof is similar to Appendix D.
By definition,
W =
 Γ(a + 1)Γ(b− 1) · · · Γ(a+m)Γ(b−m)..
.
.
.
.
.
.
.
Γ(a+m)Γ(b−m) · · · Γ(a+ 2m− 1)Γ(b− 2m+ 1)
 . (107)
The (i, j)th entry of Wl subject to i ≥ j > l is of the form
wl,i,j = θl,i,j Γ(a+ i+ j − 1− l)Γ(b− i− j + 1). (108)
Consequently, the multiplied factor
cl,i = −
θl−1,i,l (a+ i− 1)
θl−1,i−1,l (b− i− l + 1)
. (109)
and
wl,i,j = wl−1,i,j + cl,i wl−1,i−1,j
=
[
θl−1,i,j (a+ i+ j − l − 1)−
θl−1,i−1,j θl−1,i,l (a + i− 1) (b− i− j + 1)
θl−1,i−1,l (b− i− l + 1)
]
Γ(a + i+ j − l − 1) Γ(b− i− j + 1).
(110)
Comparing the RHS of the above expression to (108), we get
θl,i,j = θl−1,i,j (a+ i+ j − l − 1)− θl−1,i−1,j
θl−1,i,l (a + i− 1) (b− i− j + 1)
θl−1,i−1,l(b− i− l + 1)
(111)
Before doing any operation on W, θ0,i,j = 1. Then, by (111), we obtain
θ1,i,j =
(j − 1)(a+ b− 1)
(b− i)
, (112)
θ2,i,j =
(j − 1)(j − 2)(a+ b− 1)(a+ b− 2))
(b− i)(b− i− 1)
. (113)
Supposing
θl,i,j =
l∏
k=1
(j − k)(a+ b− k)
(b− i− l + k)
. (114)
then by (111) we have
θl+1,i,j =
l+1∏
k=1
(j − k)(a+ b− k)
(b− i− l + k)
. (115)
Therefore, our conjecture is right. Hence, for i ≥ 2, the ith diagonal entry of the equivalent upper triangular
L,
wi−1,i,i = Γ(a+ b) Γ(i) Γ(a+ i)
Γ(b− 2i+ 2)Γ(b− 2i+ 1)
Γ(a+ b− i+ 1)Γ(b− i+ 1)
. (116)
Consequently,
|W| = Γ(a+ 1)Γ(b− 1)Γm−1(a+ b)
m∏
k=2
Γ(k)Γ(a+ k)
Γ(b− 2k + 2)Γ(b− 2k + 1)
Γ(a+ b− k + 1)Γ(b− k + 1)
,
(117)
which concludes this proof.
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APPENDIX F
PROOF OF LEMMA 5
The derivation of Lemma 5 is analogous to Appendix D. However, for deriving Lemma 5, we use
Gaussian elimination by column operations from the right to the left, instead of row operations from the
bottom to the top in Appendix D. After the Gaussian elimination, the left upper-diagonal triangle-matrix
becomes a zero triangle-matrix. Consequently, the determinant of W is
|W| = (−1)
m(m−1)
2
m∏
k=1
Γ(k)Γ(a+ k −m). (118)
APPENDIX G
PROOF OF LEMMA 6
f(n) can be written as
f(n) =
Γ(n− a)
Γ(n)
· · ·
Γ(n−m+ 1− a)
Γ(n−m+ 1)
. (119)
We thus have
f(n+ 1)− f(n) =
(
n− a
n
· · ·
n−m+ 1− a
n−m+ 1
− 1
)
f(n). (120)
It is seen that n−a
n
· · · n−m+1−a
n−m+1
< 1 and f(n) > 0. Hence, f(n+1)−f(n) < 0, i.e., f(n) is monotonically
decreasing.
For g(n),
g(n+ 1)− g(n) =
(
(n+ 1)am
n− a
n
· · ·
n−m+ 1− a
n−m+ 1
− nam
)
f(n)
≤
[
(n+ 1)am
(
n− a
n
)m
− nam
]
f(n)
(121)
If
(n+ 1)a ·
n− a
n
< na, (122)
then we have g(n+ 1)− g(n) < 0.
Define a function h(x),
h(x) = (x− a)(x+ 1)a − xa+1
= (x+ 1)a+1 − xa+1 − (a + 1)(x+ 1)a, x > a
(123)
In terms of mean value theory [34], for φ(x) = xa+1, there exists ξ which lets
φ′(ξ) = (x+ 1)a+1 − xa+1, x < ξ < x+ 1 (124)
where φ′(ξ) is the first derivative.
As
φ
′′
(x) = a(a+ 1)xa−1 > 0, (125)
φ
′
(x) is monotonically increasing and thus
φ
′
(ξ) < φ
′
(x+ 1). (126)
So, h(x) < 0.
Then, we have
x− a
x
<
(
x
x+ 1
)a
. (127)
When x = n,
(n + 1)a
n− a
n
< na (128)
Consequently, g(n+ 1)− g(n) < 0, that is, g(n) is monotonically decreasing.
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In terms of Euler’s reflection formula
Γ(1− x)Γ(x) =
π
sin(πx)
, (129)
Γ(a+ n+ 1)Γ(−a− n) =
π
sin (π(a+ n + 1))
, (130)
Γ(a+ 1)Γ(−a) =
π
sin (π(a+ 1))
. (131)
Straightforwardly,
Γ(a+ n+ 1)
Γ(a+ 1)
= (−1)n
Γ(−a)
Γ(−a− n)
, (132)
i.e.,
(a+ 1)n = (−1)
n(−a− n)n. (133)
APPENDIX I
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From the proof of Theorem 2, we see that
µ∗unc(η) =
Ps|E(η)|∏Nmin
k=1 Γ(Nmax − k + 1)Γ(Nmin − k + 1)
(134)
where E(η) is an Nmin ×Nmin matrix of eij(η)’s.
1. When 2/η ∈ (0, |Nt −Nr|+ 1), given by (25) and Table I, we have
eij(η) = Nt
2
ηΓ(dij −
2
η
). (135)
By Lemma 3,
|E(η)| = N∆
∗
unc
t κh
(
2
η
,Nmin, Nmin, Nmax
)
. (136)
In this case, ∆∗unc(η) = 2Nmin/η. Substituting (136) into (134), we obtain the optimum distortion
factor in this case in the closed form
µ∗unc(η) = PsNt
∆∗unc
κh(
2
η
, Nmin, Nmin, Nmax)∏Nmin
k=1 Γ(Nmax − k + 1)Γ(Nmin − k + 1)
. (137)
In the light of Lemma 6, it monotonically decreases with Nmax.
2. When 2/η ∈ (Nt +Nr − 1,∞), in terms of (25) and Table I, we have
eij(η) = N
dij
t Γ(dij)
Γ
(
2
η
− dij
)
Γ
(
2
η
) . (138)
In terms of Lemma 2 and Lemma 4, the determinant of E(η) is
|E(η)| = N∆
∗
unc
t κl
(
2
η
,Nmin, Nmin, Nmax
)
. (139)
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In this case, ∆∗unc(η) = NtNr. Substituting (139) into (134), we obtain the optimum distortion factor
in this case in the form
µ∗unc = PsNt
∆∗unc
κl(
2
η
, Nmin, Nmin, Nmax)∏Nmin
k=1 Γ(Nmax − k + 1)Γ(Nmin − k + 1)
. (140)
3. When 2/η ∈ [|Nt − Nr| + 1, Nt + Nr − 1], the analysis is relatively complex. Define a partition
number
l =
⌊
2
η
+ 1− |Nt −Nr|
2
⌋
(141)
and partition the Hankel matrix E(η) in (24) as
E(η) =
(
A B
BT C
)
(142)
where A is the l × l submatrix and C is the (Nmin − l)× (Nmin − l) submatrix.
At high SNR, in terms of Table I, if 2l 6= 2
η
+ 1− |Nt −Nr|, entries of A and C approximate
a˜ij = N
dij
t Γ(dij)
Γ( 2
η
− dij)
Γ( 2
η
)
ρ−dij , (143)
c˜ij = N
2
η
t Γ(dij −
2
η
)ρ−
2
η ; (144)
if 2l = 2
η
+ 1− |Nt −Nr|, the form of c˜ij is the same as (144) whereas the form of a˜ij becomes
a˜ij =
N
dij
t Γ(dij)
Γ( 2
η
−dij)
Γ( 2
η
)
ρ−dij , (i, j) 6= (l, l);
N
2
η
t log ρ ρ
− 2
η , (i, j) = (l, l).
(145)
In terms of Schur determinant formula [31],
|E(η)| = |A||C−A∗| (146)
where A∗ = BTA−1B. By the method analogous to the derivation in Appendix B, we know that for
high SNR
C−A∗ ∼ C˜ (147)
where C˜ is composed of c˜ij’s. Consequently,
|E(η)| ∼ |A˜||C˜|. (148)
Given the preceding derivation for high and low SCBR regimes, we have
|A˜| =

N
l(l+Nmax−Nmin)
t κl(
2
η
, l, Nmin, Nmax)ρ
−l(l+Nmax−Nmin),
if 2l 6= 2
η
+ 1− |Nt −Nr|;
N
l(l+Nmax−Nmin)
t κl(
2
η
, l − 1, Nmin, Nmax) log ρ ρ
−l(l+Nmax−Nmin),
if 2l = 2
η
+ 1− |Nt −Nr|,
(149)
|C˜| = N
2(Nmin−l)
η
t κh(
2
η
− 2l, Nmin − l, Nmin, Nmax)ρ
−
2(Nmin−l)
η . (150)
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Therefore, in this case,
µ∗unc(η) =

PsN
∆∗unc
t
κl(
2
η
,l,Nmin,Nmax)κh(
2
η
−2l,Nmin−l,Nmin,Nmax)
∏Nmin
k=1 Γ(Nmax−l+1)Γ(Nmin−k+1)
,
2l 6= 2
η
+ 1− |Nt −Nr|;
PsN
∆∗unc
t log ρ
κl(
2
η
,l−1,Nmin,Nmax)κh(
2
η
−2l,Nmin−l,Nmin,Nmax)
∏Nmin
k=1 Γ(Nmax−l+1)Γ(Nmin−k+1)
,
2l = 2
η
+ 1− |Nt −Nr|
(151)
where the optimum distortion exponent is
∆∗unc(η) = l(l + |Nt −Nr|) +
2(Nmin − l)
η
. (152)
This concludes the proof of this theorem.
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Let G˜ denote the asymptotic form of G for high SNR. Since gij is a polynomial of ρ−1 given by (50)
and the preliminaries in Section III, in terms of Table I, |G˜| can be written as
∑M
m=1 |G˜m| where
|G˜m| = umρ
−∆∗cor , (153)
i.e., they have the same degree over ρ−1. Each entry of G˜m is a monomial of ρ−1 denoted by g˜m,ij . In terms
of Table I and the preliminaries in Section III, we learn that g˜m,ij’s form is one of σ−rm,ji a(j, rm,j)ρ−(dj+rm,j)
(Form 1) and σdj−
2
η
i cj log
ǫ ρ ρ−
2
η (Form 2), where rm,j is a non-negative integer, ǫ = 0, 1, and
a(j, rm,j) = N
dj+rm,j
t
Γ( 2
η
− dj)Γ(dj + rm,j)
Γ( 2
η
)Γ(rm,j + 1)(dj + 1−
2
η
)rm,j
(154)
cj = N
2
η
t Γ(dj −
2
η
). (155)
If the entries of first l columns of G˜m are of Form 1 and other entries are of Form 2, G˜m can be
partitioned as
G˜m =
(
G˜m,1 G˜m,2
) (156)
where G˜m,1 is of size Nmin × l and G˜m,2 is of size Nmin × (Nmin − l). Since G˜m is a full-rank matrix,
G˜m,1 and G˜m,2 ought to be full rank as well. Apparently, G˜m,2 is a full-rank matrix; whereas, for G˜m,1,
if there exist rm,j1 = rm,j2 for j1 6= j2, G˜m,1 would not be full rank, because in that case, its submatrix
constructed by the two columns with individual indices j1 and j2 would be rank-one. Thus, each rm,j
must be distict.
Now let us figure out l. Define a distortion exponent function as
γ(n) =
{∑n
k=1 dk +
∑n−1
k=0 k +
2(Nmin−n)
η
, n ∈ Z ∩ (0, Nmin];
2Nmin
η
, n = 0.
(157)
Apparently, γ(n) is on the curve of the two-order function f(x),
f(x) = x2 +
(
|Nt −Nr| −
2
η
)
x+
2Nmin
η
(158)
which is a symmetric convex function and whose minimum value is given by x =
2
η
−|Nt−Nr |
2
.
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Since n = l gives the minimum γ(n), when 2/η ∈ (0, |Nt−Nr|+1), l = 0, ∆cor(η) = γ(0) = 2Nmin/η;
when 2/η ∈ (Nt +Nr − 1,+∞), l = Nmin, ∆cor(η) = γ(Nmin) = NtNr.
When η ∈ [|Nt −Nr|+ 1, Nt +Nr − 1], we should have
γ(l) ≤ γ(l − 1) (159)
and
γ(l) ≤ γ(l + 1), (160)
which gives
2
η
− 1− |Nt −Nr| ≤ 2l ≤
2
η
+ 1− |Nt −Nr|. (161)
Hence, for η ∈ [|Nt −Nr|+ 1, Nt +Nr − 1],
l =
⌊
2
η
+ 1− |Nt −Nr|
2
⌋
or
⌈
2
η
− 1− |Nt −Nr|
2
⌉
(162)
and
∆∗cor(η) = γ(l)
= l(l + |Nr −Nt|) +
2(Nmin − l)
η
=
Nmin∑
k=1
min
{
2
η
, 2k − 1 + |Nt −Nr|
}
.
(163)
Note that γ
(⌊
2
η
+1−|Nt−Nr |
2
⌋)
= γ
(⌈
2
η
−1−|Nt−Nr |
2
⌉)
.
This concludes the proof of this theorem.
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From the proofs of Theorem 4 and Theorem 5, we have
µ∗cor =
Ps|Σ|−Nmax
∑M
m=1 um∏Nmin
k=1 Γ(Nmax − k + 1)|V2(σ)|
(164)
where um is defined in (153).
1. Consider the case of 2/η ∈ (0, |Nt −Nr|+ 1). We have M = 1 and
g˜1,ij = σ
dj−
2
η
i cjρ
− 2
η , i = 1, . . .Nmin, j = 1, . . .Nmin (165)
where dj is defined in Theorem 4 and uj is defined in (155). Thereby,
u1 = N
2Nmin
η
t |V1(σ)|
Nmin∏
j=1
Γ(dj −
2
η
)
Nmin∏
i=1
σ
|Nt−Nr |+1−
2
η
i . (166)
So, in this case,
µ∗cor(η) =
|Σ|−Nmax|V1(σ)|
∏Nmin
i=1 σ
|Nt−Nr|+1−
2
η
i
|V2(σ)|
×
PsN
2Nmin
η
t
∏Nmin
j=1 Γ(dj −
2
η
)∏Nmin
k=1 Γ(Nmax − k + 1)
=
Nmin∏
k=1
σ
− 2
η
k µ
∗
unc(η).
(167)
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Note that V1(σ) and V2(σ) are Vandermonde matrices defined by (55) and (54) respectively in the
proof of Theorem 4.
2. Consider the case of 2/η ∈ (Nt +Nr − 1,+∞). We have M = Nmin! and
g˜m,ij = σ
−rm,j
i a(j, rm,j)ρ
−dj−rm,j , m = 1, . . . ,M, i = 1, . . . , Nmin,
j = 1, . . . , Nmin
(168)
where
a(j, rm,j) = N
dj+rm,j
t
Γ(dj)Γ(
2
η
− dj)(dj)rm,j
Γ( 2
η
)Γ(rm,j + 1)(dj + 1−
2
η
)rm,j
= N
dj+rm,j
t
Γ( 2
η
− dj)Γ(dj + rm,j)
Γ( 2
η
)Γ(rm,j + 1)(dj + 1−
2
η
)rm,j
(169)
By Lemma 5, (
dj + 1−
2
η
)
rm,j
= (−1)rm,j
(
2
η
− dj − rm,j
)
rm,j
. (170)
Substitute (170) to (169), we have
a(j, rm,j) = (−1)
rm,jN
dj+rm,j
t
Γ(dj + rm,j)Γ(
2
η
− dj − rm,j)
Γ( 2
η
)Γ(rm,j + 1)
. (171)
Hence,
um = (−1)
∑
j rm,j sgn(rm)|V2(σ)|
Nmin∏
j=1
a(j, rm,j)
= sgn(rm)|V2(σ)|
Nmin∏
j=1
N
dj+rm,j
t
Γ(dj + rm,j)Γ(
2
η
− dj − rm,j)
Γ
(
2
η
)
Γ(rm,j + 1)
(172)
Note that rm is a permutation of {0, 1, . . . , Nmin − 1} and sgn(rm) denotes the signature of the
permutation rm: +1 if rm is an even permutation and −1 if rm is an odd permutation.
Consequently, in the light of Leibniz formula [31],
M∑
m=1
um =
|V2(σ)|∏Nmin
k=1 Γ(k)
|Q| (173)
where each entry of Q is
qij = N
dij
t Γ(dij)
Γ( 2
η
− dij)
Γ( 2
η
)
. (174)
Note that dij is defined in the description of Theorem 1. Comparing (174) to (138), we find that qij
and eij are identical. Therefore,
µ∗cor(η) =
Nmin∏
k=1
σ−Nmaxk µ
∗
unc(η). (175)
3. Consider the case of 2/η ∈ [|Nt − Nr| − 1, Nt + Nr + 1]. In terms of the proof of Theorem 5 and
the preliminaries in Section III, when mod {2/η + 1− |Nt −Nr|, 2} 6= 0, M = l!,
g˜m,ij =
{
σ
−rm,j
i a(j, rm,j)ρ
−dj−rm,j , j ≤ l;
σ
dj−
2
η
i cjρ
− 2
η , j ≥ l + 1;
(176)
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when mod {2/η + 1− |Nt −Nr|, 2} = 0, M = (l − 1)!,
g˜m,ij =

σ
−rm,j
i a(j, rm,j)ρ
−dj−rm,j , j ≤ l − 1;
σ−l+1i (−1)
l−1N
2
η
t
Γ(l)
log ρ ρ−
2
η , j = l;
σ
dj−
2
η
i cjρ
− 2
η , j ≥ l + 1.
(177)
Note that a(j, rm,j) and cj are given by (154) and (155) respectively; when mod {2/η+1− |Nt−
Nr|, 2} 6= 0, rm is a permutation of {0, 1, . . . , l− 1}; when mod {2/η+1− |Nt−Nr|, 2} = 0, rm
is a permutation of {0, 1, . . . , l − 2}. Thus,
um =

sgn(rm)|V3(σ)|
∏l
j=1 a(j, rm,j)
∏Nmin
j=l+1N
2
η
t Γ(dj −
2
η
),
mod {2/η + 1− |Nt −Nr|, 2} 6= 0;
sgn(rm)|V3(σ)|(−1)l−1N
2(Nmin−l+1)
η
t log ρ
×
∏l−1
j=1 a(j, rm,j)
∏Nmin
j=l+1 Γ(dj −
2
η
),
mod {2/η + 1− |Nt −Nr|, 2} = 0.
(178)
where each entry of V3(σ),
v3,ij = σ
−min{j−1, 2
η
−dj}
i . (179)
Comparing to the proof of Theorem 3 for the same case of η, we have
µ∗cor(η) =
(−1)
l(l−1)
2 |V3(σ)|∏Nmin
k=1 σ
|Nt−Nr |+1
k
∏
1≤m<n≤Nmin
(σn − σm)
×
Nmin−l∏
k=1
(k)l
(|Nt −Nr| −
2
η
+ l + k)l
µ∗unc(η).
(180)
This concludes the proof.
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When 2/η ∈ (0, |Nt−Nr|+1) or 2/η ∈ (Nt+Nr−1,+∞), in terms of Theorem 6, straightforwardly,
limΣ→I µ
∗
cor(η) = µ
∗
unc(η) .
Consider the case of 2/η ∈ [|Nt − Nr| − 1, Nt + Nr + 1]. By Taylor expansion and Lemma 5 , the
entries of V3(σ)
v3,ij =
∞∑
n=0
(−pj − n+ 1)n
n!
(σi − 1)
n
=
∞∑
n=0
(−1)n(pj)n
n!
(σi − 1)
n
(181)
where pj = min{j − 1, 2η − dj}.
Thereby, when σ approaches a vector of ones,
|V3(σ)| =
(Nmin−1)!∑
m=1
|V3,m(σ)| (182)
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where the entries of V3,m(σ)
v3,m,ij =
{
1, j = 1;
(−1)sm,j (pj)sm,j
sm,j !
(σi − 1)sm,j , j ≥ 1.
(183)
Note that sm = {sm,2, . . . , sm,Nmin} is a permutation of {1, 2, . . . , Nmin − 1}.
The determinant of V3,m(σ)
|V3,m(σ)| = (−1)
n1 |V1(σ − 1)|sgn(sm)
Nmin∏
k=2
1
Γ(pk)Γ(k)
Nmin∏
j=2
Γ(sm,j + pj) (184)
where n1 = Nmin(Nmin−1)2 . In the light of Leibniz formula [31] and
|V1(σ − a)| = |V1(σ)|, a = {a, . . . , a}, (185)
|V3(σ)| can be written in the form
|V3(σ)| = (−1)
Nmin(Nmin−1)
2 |V1(σ)||W|
Nmin∏
k=2
1
Γ(pk)Γ(k)
(186)
where W is an (Nmin − 1)× (Nmin − 1) matrix with entries
wij = Γ(i+ pj+1)
=
{
Γ(i+ j), j ≤ l − 1
Γ
(
2
η
− |Nt −Nr| − 1 + i− j
)
, j ≥ l.
(187)
By partial Gaussian elimination, W can be transformed to W′ with a (Nmin − l)× (l − 1) left-lower
submatrix of zeros. Partition W′ as
W
′
=
(
W
′
1 W
′
2
W
′
3 W
′
4
)
, (188)
where W′3 is the submatrix of zeros, the entries of W
′
1 are
w
′
1,ij = Γ(i+ j − 1), 1 ≤ i, j ≤ l − 1, (189)
and the entries of W′4 are
w
′
4,ij =
(
2
η
− |Nt −Nr| − j − l
)
l−1
Γ(
2
η
− |Nt −Nr| − l + i− j),
l ≤ i, j ≤ Nmin − 1.
(190)
|W| = |W
′
1||W
′
4| (191)
By Lemma 3,
|W
′
1| =
l−1∏
k=1
Γ(k)Γ(k + 1). (192)
By Lemma 5,
|W
′
4| = (−1)
n2
Nmin−1∏
j=l
(
2
η
− |Nt −Nr| − j − l
)
l−1
Nmin−l∏
k=1
Γ(k)Γ(
2
η
−Nmax + k). (193)
where n2 = (Nmin−l)(Nmin−l−1)2 .
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Consequently, in terms of Theorem 6,
lim
Σ→I
µ∗cor = (−1)
n1+n2+n3
Nmin−l∏
k=1
Γ( 2
η
−Nmax + k)
Γ( 2
η
− |Nt −Nr| − k − 2l + 1)
×
Γ(|Nt −Nr| −
2
η
+ l + k)
Γ(|Nt −Nr| −
2
η
+ 2l + k)
µ∗unc
(194)
where n3 = l(l−1)2 . Since for any function f(x),
Nmin−l∏
k=1
f(a+Nmin − k − l + 1) =
Nmin−l∏
k
′
=1
f(a+ k
′
) (195)
where k′ = Nmin − k − l + 1,
lim
Σ→I
µ∗cor(η) = (−1)
n1+n2+n3
Nmin−l∏
k=1
( 2
η
−Nmax + k − l)l
(Nmax −
2
η
− k + 1)l
µ∗unc(η). (196)
By Lemma 5, (
2
η
−Nmax + k − l
)
l
= (−1)l
(
Nmax −
2
η
− k + 1
)
l
(197)
Thus,
lim
Σ→I
µ∗cor(η) = (−1)
n1+n2+n3+n4 µ∗unc(η). (198)
where n4 = l(Nmin − l + 1). As
(−1)n1+n2+n3+n4 = (−1)n1−n2+n3+n4 = 1, (199)
we have
lim
Σ→I
µ∗cor(η) = µ
∗
unc(η). (200)
This concludes the proof.
REFERENCES
[1] J. Chen and D. T. M. Slock, “Bounds on optimal end-to-end distortion of MIMO links,” in Proc. IEEE Int. Conf. on Communication,
Beijing, China, May. 2008.
[2] ——, “On optimum end-to-end distortion of spatially correlated MIMO systems,” in Proc. IEEE Global Telecomm. Conf., New Orleand,
U.S.A, Dec. 2008.
[3] J. G. Proakis, Digtial Communnications, Fourth Edition. USA: The McGraw - Hill Companies, 2000.
[4] D. Tse and P. Viswanath, Fundamentals of Wireless Communication. Cambridge University Press, 2004.
[5] T. J. Goblick, “Theoretical limitations on the transmission of data from analog sources,” IEEE Trans. Inf. Theory, vol. IT-11, pp.
558–567, Oct. 1965.
[6] C. E. Shannon, “A mathematical theory of communication,” Bell Syst. Tech. J., vol. 27, pp. 379–423,623–625, 1948.
[7] ——, “Communication in the presence of noise,” Proc. IRE., 1949.
[8] R. G. Gallager, Information theory and reliable communication. John Wiley & Sons, 1968.
[9] T. M. Cover and J. A. Thomas, Elements of Information Theory. United States: John Wiley & Sons, 1991.
[10] J. Ziv and M. Zakai, “Some lower bounds on signal parameter estimation,” IEEE Trans. Inf. Theory, vol. IT-15, pp. 386–391, May.
1969.
[11] J. Ziv, “The behavior of analog communicaton systems,” IEEE Trans. Inf. Theory, vol. IT-16, pp. 587–594, Sep. 1970.
[12] J. N. Laneman, E. Martinian, G. W. Wornell, and J. G. Apostolopoulos, “Source-channel diversity approaches for multimedia
communication,” in Proc. IEEE Int. Symp. on Information Theory, Jul. 2004.
[13] ——, “Source-channel diversity for parallel channels,” IEEE Trans. Inf. Theory, vol. 51, pp. 3518–3539, Oct. 2005.
[14] S. Choudhury and J. D. Gibson, “Ergodic capacity, outage capacity, and information transmission over rayleigh fading channels,” in
Proc. Information Theory and Applications Workshop, Jan. 2007.
[15] M. Zoffoli, J. D. Gibson, and M. Chiani, “On strategies for source information transmission over MIMO systems,” in Proc. IEEE
Global Telecomm. Conf., New Orleans, USA, Dec. 2008.
29
[16] ——, “Source information transmission over MIMO systems with transmitter side information,” in Proc. 46th Annu. Allerton Conf.,
IL, USA, Sep. 2008.
[17] T. Holliday and A. Goldsmith, “Joint source and channel coding for MIMO systems,” in Proc. 42nd Annu. Allerton Conf.
Communications, Control, and Computing, IL, Uunited States, Oct. 2004.
[18] ——, “Optimizing end-to-end distortion in MIMO stystem,” in Proc. IEEE Int. Symp. on Information Theory, Adelaide, Australia, Sep.
2005.
[19] T. Holliday, A. J. Goldsmith, and H. V. Poor, “Joint source and channel coding for MIMO systems: is it better to be robust or quick?”
IEEE Trans. Inf. Theory, vol. 54, pp. 1393 – 1405, 2008.
[20] L. Zheng and D. N. C. Tse, “Diversity and multiplexing: A fundamental tradeoff in multiple-antenna channels,” IEEE Trans. Inf.
Theory, vol. 49, pp. 1073–1096, May. 2003.
[21] A. Gersho, “Asymptotically optimal block quantization,” IEEE Trans. Inf. Theory, vol. 25, pp. 373 – 380, 1979.
[22] B. Hochwald and K. Zeger, “Tradeoff between source and channel coding,” IEEE Trans. Inf. Theory, vol. 43, pp. 1412 – 1424, 1997.
[23] G. Caire and K. R. Narayanan, “On the distortion SNR exponent of hybrid digital-analog space-time coding,” IEEE Trans. Inf. Theory,
vol. 53, pp. 2867–2878, Aug. 2007.
[24] ——, “On the snr exponent of hybrid digital analog space time codes,” in Proc. 43rd Annu. Allerton Conf. Communications, Control
and Computng, IL, United States, Oct. 2005.
[25] D. Gunduz and E. Erkip, “Distortion exponent of MIMO fading channels,” in Proc. IEEE Information Theory Workshop, Punta del
Este, Uruguay, Mar. 2006.
[26] ——, “Joint source-channel codes for MIMO block-fading channels,” IEEE Trans. Inf. Theory, vol. 10, pp. 116–134, Jan. 2008.
[27] I. E. Telatar, “Capacity of multi-antenna gaussian channels,” Europ. Trans. Telecomm., vol. 10, pp. 585–596, Nov. 1999.
[28] L. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series, and Products. San Diego, United States: Academic Press, 1994.
[29] H. Bateman, Higher Transcendental Functions. United States: Robert E. Krieger Publishing Company, 1953.
[30] M. Chiani, M. Z. Win, and A. Zanella, “On the capacity of spatially correlated MIMO Rayleigh-fading channels,” IEEE Trans. Inf.
Theory, vol. 49, pp. 2363–2371, Oct. 2003.
[31] R. A. Horn and C. R. Johnson, Matrix Analysis. Cambridge, United Kindom: Cambridge University Press, 1985.
[32] V. A. Aalo, “Performance of maximal-ratio diversity systems in a correlated nakagami-fading environment,” IEEE Trans. Commun.,
vol. 43, pp. 2360–2369, Aug. 1995.
[33] R. O. Hill, Elementary Linear Algebra with Applications, 3rd ed. United States: Harcourt College Publishers, 1996.
[34] W. Rudin, Principles of Mathematical Analysis, 3rd ed. United States: McGraw-Hill, 1976.
