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Alam'aet--We show how error rate estimation may be viewed as a problem of mixture decomposition. 
We apply the idea to the average conditional error rate approach to estimation and explore the 
effectiveness of one particular decomposition method by simulation. 
1. INTRODUCTION 
One very important measure of performance of classification rules is misclassification r error rate. 
This is the proportion of cases which the rule misclassifies. General surveys of progress in this topic 
include Toussaint [1], Hand [2] and McLachlan [3]. These papers describe the many different kinds 
of error rate. In this paper we are interested in the actual error rate---the future performance of 
a given classification rule. Similarly, there are many different kinds of sampling situations in which 
one might wish to estimate rror. One type of problem occurs when one has a limited size classified 
test set and also a large set of unclassified points. Approaches for making the best use of such data 
are described in Fukunaga and Hostetler [4] and Kittler and Devijver [5]. Such data can arise if 
obtaining correct classifications i expensive---then the large unclassified set can be future cases 
submitted to the classifier. This is the kind of data structure with which we are concerned in this 
paper. 
It is convenient to begin our discussion by outlining some well established estimators--this leads 
us naturally into the presentation of the new form. Thus, in Section 2 we describe average 
conditional error rate estimators based on nearest neighbour methods. Also in this section we 
discuss the critical question of choice of metric for nearest neighbour approaches. Two estimators 
from this broad class provide the comparisons in our Monte Carlo work. 
In Section 3 we introduce the new class of estimators and describe the details of the particular 
method we have studied. 
The method we examined in detail is based on a mixture decomposition approach for which small 
sample properties appear not to have been investigated. Therefore, in Section 4 we present some 
extracts from our small sample Monte Carlo work on the method. 
Section 5 compares the new approach with the nearest neighbour methods using simulation. As 
a comparison criterion we have chosen unconditional mean square error (UMSE). This has also 
been used by Snapinn and Knoke [6] and Hand [7]. It has the merit of including both bias and 
variance of estimators in its performance assessment. 
2. AVERAGE CONDIT IONAL ERROR RATE APPROACHES 
We begin with the identity 
= fe (x ) f (x )  dx, ¢ 
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where e(x) is the conditional probability of error at x and f (x)  is the value of the overall mixture 
density function at x. 
This leads to the estimator 
= dx .  (1) 
Note that f (x)  does not require any knowledge of the true classes. 
If the conditional error probabilities, e(x), are known then this approach provides an unbiased 
estimator of e with variance smaller than that of straightforward error count. However, in practice 
the e(x) are not known. 
They can be estimated in many ways. One might assume global forms for the class conditional 
distribution functions (e.g. normal distributions)--see Ganesalingam and McLachlan [8] and 
Snapinn and Knoke [9]. Or one might use local nonparametric methods of estimating the 
conditional error probabilities such as kernel or nearest neighbour methods [4, 5]. We adopt the 
latter approach in this paper. 
If one is using nearest neighbour methods, a vital consideration (but one which has received 
surprisingly little attention) is the choice of metric. Work on this is described in Short and 
Fukunaga [10] and Fukunaga nd Flick [11], who choose their metric to minimize the difference 
between the finite sample and asymptotic error rates. 
An alternative approach, leading to the same conclusion, is to define the local neighbourhood 
in terms of the likelihood ratio contours. That is, since one is using the k nearest neighbours to 
get an estimate of P(coilx), by taking these neighbours to be other design set points, y, on the 
contour defined by P(c~ilx) = P(co:ly), or as near to this as possible, one minimizes bias. In our 
simulations we assumed that the populations had equal covariance matrices, leading to probability 
ratio contours which are hyperplanes parallel to 
Y- I(#1 - #2) 
(where #~ is the mean of class co~). We then calculate distances between points in this subspace, where 
Y., #~ and #2 are estimated from the data. In fact we used a suboptimal estimator for ~-~ (the 
average of the inverses of the estimated covariance matrices for each class instead of the inverse 
of their average). This however, will not affect he relative performance of methods which define 
distance in terms of the likelihood ratio contours (see Section 5). 
The two nearest neighbour methods we compared in this study are thus: 
(a) simple k-NN using Euclidean metric in entire space to estimate (x). We shall 
describe this as the "d-space" method, d referring to the dimensionality; 
(b) simple R-NN using absolute distance between points in the l-dimensional space 
orthogonal to the estimated probability ratio contours to estimate e(x). We shall 
call this the "l-space" method. 
To use these methods we thus simply evaluate the estimates t(x) at each x in the unclassified 
sample and take their average. 
3. M IXTURE DECOMPOSIT ION APPROACHES 
Our new class of estimators i  based on the observation that error rate estimation problems can 
be regarded as problems of estimating the mixing proportions in two class mixture distributions, 
where the two classes are the correctly and incorrectly classified points. Mixture decomposition is 
an important topic with many applications. Because of this, many decomposition techniques have 
been developed. For surveys ee Everitt and Hand [12] and Titterington et al. [13]. 
Although it is not necessary, for simplicity we applied the mixture decomposition approach in 
the 1-dimensional subspace defined in method (b) of Section 2. Alternative approaches can also 
be explored. The particular method we adopted is due to Hall [14]. 
Hall's method is, in a sense, based on a converse to the average conditional error rate methods. 
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(See also Hand [15]). To see this, let us take the general case of a bivariate distribution g(x,y). 
For convenience, in this section we shall denote all density functions by g, the arguments being 
explicitly stated to make clear the fact that they are different functions. 
In our case one of the arguments (y, say) is dichotomous, its values identifying the two classes 
of the mixture decomposition problem, but the ideas are general and the notation is simpler if we 
do not use a special form for this binary variable. 
Our aim is thus to estimate the marginal distribution g(y). Average conditional error rate 
approaches do it directly from the conditional distribution g(ylx) as 
= .Ig(y Ix)g(x) dx, g(Y) 
where g(x) is estimated from the unclassified ata. [In our earlier notation e(x)= g(y = errorlx) 
and f(x) = g(x).] 
However, another approach is to work with the converse integral equation, using the com- 
plementary conditional distribution. That is, one solves 
= fg(x [y)g(y) dy g(x) 
for g(y). 
Hall assumes one has samples from each of the mixture components--that is, one can estimate 
each g(x I y)--which we do since our components are the correctly and incorrectly classified points. 
He then inverts 
~(x) = f~(xly)g(y) dy (2) 
by finding the ~(y) which minimize a measure of discrepancy between ~(x), estimated from the 
unclassified ata, and the r.h.s, of equation (2). 
In fact Hall works with distribution functions rather than density functions. This permits a 
nonparametric approach avoiding the thorny question of choice of smoothing parameter (k in 
nearest neighbour methods, window width in kernel methods). It was this that led us to try Hall's 
method for our problem. 
Hall discusses choice of measure of discrepancy and outlines the weighted integral of squared 
differences in detail. This choice leads to an estimate of the form/~ = fi/~, where a is derived from 
the sample cumulative distributions of the classified ata and where/~ is derived from both these 
and the sample cumulative distribution of the unclassified ata. 
A potential problem with this approach, for small samples, is that/~ could lie outside the range 
[0, 1] (and G might even be zero). We discuss this further below. 
Hall [14] is a primarily theoretical discussion and is chiefly concerned with asymptotic results. 
Our main concern, however, is with small sample results. Because of this, in the next section, we 
briefly describe some small sample Monte Carlo explorations of Hall's method applied to the 
decomposition of mixtures of two normal distributions. 
4. SMALL SAMPLE STUDY OF HALL'S METHOD 
We used Hall's method to decompose the mixture of two normal distributions 
pN(O, 1) + (1 -p)S(#, o2), 
with nl points known to come from class 1, n2 points known to come from class 2 and N unclassified 
points from the overall mixture [these being in the proportions p:(1 -p ) ,  of course]. The values 
of #, ~2 and p we explored are shown in Table 1. We explored two types of situation: the first with 
n~ = n2--30 and N = 100, and the second with nl :n2 =p :(1 -p )  (hi + n2 --60) and N = 100. For 
each unique parameter combination we generated 2500 data sets and evaluated the UMSE of the 
resulting estimates of p. The program was written in FORTRAN using NAG algorithms and 
compiled using the CFT compiler to run on a Cray-1 S computer. 
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Table 1. Means and SE's (in parentheses) of estimates ofp computed using Hall's method when 
nl:n2ffip:(l -p)  
# 
¢2 p 0.1875 0.25 0.5 0.75 1.0 
1 O. I 0.0966 0.0959 0.0930 0.0998 0.0963 
(0.2015) (0.2047) (0.1972) (0.1789) (0.1503) 
1 0.25 0.2541 0.2495 0.2449 0.2485 0.2489 
(0.2895) (0.2850) (0.2600) (0.2032) (0.1568) 
1 0,5 0.5120 0.5022 0.4989 0.5068 0.5016 
(0.3407) (0.3260) (0.2805) (0.2168) (0.1646) 
1 0,75 0.7547 0.7452 0.7579 0.7525 0.7418 
(0.2983) (0.2837) (0.2600) (0.2040) (0.0762) 
1 0.9 0.8944 0.9002 0.8984 0.8997 0.9002 
(0.2112) (0.2002) (0.1977) (0.1780) (0.0700) 
2 O, 1 0.0828 0.0880 0.0826 0.0912 0.0960 
(0.1418) (0.1393) (0.1411) (0.1296) (0.1212) 
2 0,25 0.2258 0.2274 0.2313 0.2461 0.247 l 
(0.1667) (0.1670) (0.1594) (0.1523) (0.1425) 
2 0.5 0.4763 0.4766 0.4931 0.4998 0.5005 
(0.1921) (0.1863) (0.1900) (0.1772) (0.1685) 
2 0.75 0.7230 0.7237 0.7415 0.7519 0.7528 
(0.0600) (0.1934) (0.191 O) (0. ! 895) (0.0943) 
2 0.9 0.8779 0.8805 0.8912 0.8976 0.9025 
(0.1706) (0.1738) (0.1772) (0.1766) (0.0866) 
For the cases when n~ = n2 = 30 we found that Hall's method had very substantial bias towards 
½. For the n~ :n2 = p: ( l  -p )  cases the bias was substantially reduced. Table 1 illustrates the latter 
class of results. 
Three points are particularly worth making. Firstly, some of the separations between means are 
very small, and yet the method still produced reasonable results. Secondly, in our problem of error 
rate estimation, we will have n l:n 2 ----p :(1 --p). And thirdly, although the bias is small, the variance 
of the estimates is relatively large. The means are highly accurate since the fact that 2500 
simulations were used in each case means that the quoted standard errors should be divided by 
50 to yield SE's of the means. 
We have already referred to one disadvantage of mixture decomposition methods based on 
inverting equation (2), namely, that they can lead to estimates of p outside the range [0, 1]. Hall 
[14], in fact, suggests that if this occurs one should regard it as a warning that the sample size is 
too small. 
If one discarded estimates outside [0, 1] one would expect the resulting estimator to have smaller 
variance and larger bias, and this is what we observed in further simulations. 
Because of this problem, in the next section, when we turn to estimating error rate, we study 
two variants of the basic Hall method: 
(a) dropping estimates lying outside [0, 1], we call this the "truncated" estimate; 
(b) censoring estimates lying outside [0, 1] to 0 to 1. We call this the "censored" 
estimate (our choice of names here is to conform to standard statistical 
terminology). 
5. COMPARISONS OF  THE EST IMATORS 
Data for our simulation comparisons were generated from two multivariate normal classes: 
N(O, I) and N~,  I) with p - (# ,  0 . . . . .  0). We used the classifier 
x~ ~/~/2 =~ x e ~co2, 
( (o l  
where Xl is the first component of x. We used  equa l  priors and let the number of points from the 
classified samples from each class be 20. Note that these are not the numbers from each class of 
our mixture decomposition problem now, since we are now seeking to decompose into correctly 
and incorrectly classified points. The number of points from the unclassified sample was taken to 
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Table 2. UMSE values for the estimators: (a) truncated 
Hall method; (b) censored Hall method; (c) 2-NN in 
d-space; (d) 5-NN in d-space; (e) 2-NN in l-space; 
(f) 5-NN in l-space ( × 10,000) 
d (a) (b) (c) (d) (e) (13 
2 477 664 66 49 78 53 
0.5 4 545 798 68 48 71 54 
8 601 872 63 49 66 56 
2 411 497 71 53 74 51 
1.0 4 436 489 71 70 61 48 
8 389 515 97 119 64 55 
2 156 174 42 36 40 29 
2.0 4 173 185 54 76 36 29 
8 207 212 122 173 50 50 
2 75 69 17 15 17 I1 
3.0 4 82 76 25 37 17 13 
8 134 120 62 100 39 38 
be 60. The values of d (dimensionality) and # (separation) which we explored are shown in Table 
2. We used k = 2 and 5 in our nearest neighbour methods. 
These simulations were run in FORTRAN and NAG on a Cyber 855 computer using the FTN5 
compiler. Five hundred trials were run for each parameter combination. The UMSE results are 
shown in Table 2. 
The most striking observation is that the mixture decomposition method we have chosen 
performs badly compared to the other methods. (Further esults, not presented here, show that 
this was due to both larger bias and larger variance than nearest neighbour methods.) 
Of the two mixture decomposition methods, truncation of values outside [0, 1] beat censoring. 
Comparing the 1-space and d-space nearest neighbour methods for the same k, the 1-space 
method outperforms the d-space method, except when g = 0.5. In this case the gradient of the 
probability ratio function is very gentle, so that any advantages of the 1-space method should be 
expected to be slight. Had we used a better estimate of E- 1, then the difference would presumably 
be even more striking. 
Of course, in these comparisons we have not attempted to use an optimal k. We would expect 
to be able to use larger k in the 1-space without introducing undue bias. Comparing 2-NN d-space 
with 5-NN 1-space shows the latter to perform better even when # = 0.5. 
As d increases there is a general deterioration--also hown for 1-space methods. This is a 
consequence of the fact that the direction of the gradient vector is estimated from the data--and 
as d increases there is more opportunity to depart from the optimum direction. 
As separation i creases, UMSE decreases--as expected, since the true error rate and its estimates 
will also be decreasing. It is interesting to note, however, that the decrease is most striking in the 
case of Hall estimates. 
6. CONCLUSION 
This paper points out that error rate estimation may be regarded as two class mixture 
decomposition. Many methods have been developed for tackling such problems. We explored one 
which had never been investigated for small samples. The approach we used is converse to the 
average conditional error rate approaches. The method uses samples of correctly and incorrectly 
classified cases to yield estimates of the distribution functions of these two classes and then finds 
the weights by which they are best combined to yield a corresponding estimate of the overall 
mixture distribution based on the unclassified ata. 
We performed our estimation i  the 1-dimensional subspace defined by the gradient vector of 
the probability ratio function of the two classes. Our choice of mixture decomposition method led 
to an estimator which performed poorly relative to nearest neighbour average conditional error 
rate approaches. The particular method we adopted is due to Hall [14], but other methods could 
be used. 
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