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1 Introduction
In this thesis, the one-dimensional Keller-Segel system which has been posed as a
mathematical and biological model by Keller and Segel [16] in 1970’s is considered.
The system describes the phenomenon such that the cellular slime molds form an
aggregation by the chemotaxis movement. Bellomo, Bellouquid, Tao and Winkler
[7] give a general survey of the Keller-Segel system. In Hillen and Painter [14], there
is a detailed exploration of variations of the Keller-Segel model. Here, we analyze
an original model dealt in [14], which is denoted as follows:
(KS)
8>><>>:
@tu = u  r  (urv) in 
 (0;1);
@tv = v   v + u in 
 (0;1);
u(x; 0) = u(x)  0; v(x; 0) = v(x)  0 in 
;
where  > 0;  > 0 and  > 0 are some given constants, and 
 is a bounded
or unbounded domain. The solutions u = u(x; t) and v = v(x; t) represent the
cell density of the cellular slime molds and the cell concentration of the chemical
substance that is released by the cellular slime molds at the position x, and at time
t, respectively.
Since @tu = u is the heat equation, and @tv =  r(u  rv) is the equation
of continuity by Euler, it follows that the rst term on the right-hand side of the
rst equation of (KS) expresses the diusion phenomenon, and the second term is
read as the concentration phenomenon by which the cells move randomly. As a
consequence, (KS) is composed by the terms of the concentration phenomenon and
diusion phenomenon.
After the pioneering work [16], (KS) has been generalized to several directions
(see [14] for detailed exploring of various models). Many researchers are mainly
interested in (KS) (see e.g. Viglialoro [30], Winkler [34] and Yahagi [36]), and the
existence and uniqueness of the solution of (KS) are investigated (see e.g. Osaki and
Yagi [25], Viglialoro [31]). In Marras, Vernier Piro and Viglialoro [20] and Mizoguchi
and Winkler [21], there exist new results on the blow-up problems of (KS).
Recall that the original (KS) is a parabolic-parabolic type equation. We remark
that there exist considerations on the following parabolic-elliptic type of the system.
(KS')
8>><>>:
@tu = u  r  (urv); in 
 (0;1);
0 = v   v + u; in 
 (0;1);
u(x; 0) = u(x)  0; in 
;
where ; ,  and 
 are the same as in (KS). Nagai [23] considers (KS') with
a bounded domain 
, and Sugiyama [29] considers it with the whole space RN
(N  3). Yahagi [37] deals with the generalized Keller-Segel system which is based
on (KS') in the case of one-dimension.
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This thesis is organized as follows. In Chapter 2 , we give the brief explanations
for the Keller-Segel system and the Brownian motion process. Some of numerical
examples are also given.
In Chapters 3 and 4, as has been considered in Osaki and Yagi [24], we investigate
the one-dimensional Keller-Segel system (KS) dened on a bounded interval with
the Neumann boundary conditions (we denote it by the same symbol (KS)). We
remark that this system given by (KS) is understood as a particular model where it
is not aected by the concentration of a chemical substance, but is aected by the
gradient of the concentration of a chemical substance.
Chapter 3 is devoted to show that a good estimate of the solution of (KS)
around time zero is derived. Our analytical method for the consideration of the
solution (u; v) of (KS) is a stochastic analysis, by using the stochastic dierential
equation (SDE) driven by a standard Brownian motion. In Theorem 3:4, by using
an expression of (u; v) by means of expectation of functionals of the (SDE), we
derive bounds for (u; v) which gives a good estimate of (u; v) around time zero.
This theorem would be an application or modication of maximal principle in the
usual analysis. However, it can be proved easily through the stochastic analytic
methods. Figures 3 and 4 which are composed by using nite dierence method, are
visualizations of the results of Theorem 3:4. This chapter is based on Yahagi [35].
In Chapter 4, we focus on the case where the chemotaxis is small, and we analyze
the asymptotic behavior of solutions to (KS) as the time development. We emphasize
that the key method to prove our theorems is using the Fourier series. In Theorem
4.7, which we describe in Section 4.2, we show that the solutions of (KS) converge to
some constants, as time tends to innity, in the case of small chemotaxis. In general,
it is well known that the properties of (KS) depend heavily on the dimensions. For
the case of one-dimension, in Wang and Zhao [32] and Winkler [33], analogous
results on the asymptotic behavior of the solutions to corresponding Keller-Segel
systems, which are similar to but not same as the present (KS), are derived. In Cao
[8], Cieslak, Laurencot and Morales-Rodrigo [9], the higher-dimensional analogue of
the present (KS) are considered, and the corresponding results of the asymptotic
behavior of the solutions are investigated. We also give a conjecture that if  in
(KS) is suciently small, then the solutions of (KS) converge to some constants as
time tends to innity. In addition, we give some numerical simulations. To prove
our conjecture is the future subject. This chapter is based on Yahagi [36].
In Chapter 5, we generalize the above (KS') which has uniform elliptic operators
having variable coecients. We call our system as a generalized Keller-Segel system
(GKS) which will be given in Section 5:3. Here, to derive the results, we crucially
use the various contraction properties of the Markovian semi-groups, the generator
of which are uniformly elliptic operators. The above mentioned various contraction
properties include the ultracontractivity, through which, generally, we can derive the
regularity of the Green kernel and then see the path property of the Markov process
corresponding to the Markovian semi-group. Hence, as have been done in this thesis,
by showing that the mild solution of the Keller-Segel systems are expressed by the
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Markovian semi-groups, in particular possessing the property of ultracontractivity,
we are in the situation where the biological phenomenon (activities) are understood
as the dynamics of some stochastic processes. In Theorem 5:2 and 5:3, the existence
and uniqueness of time local mild solution (u; v) of (GKS) are shown. To construct
the mild solution (u; v) of (GKS), we pass through a standard argument of successive
approximations by means of strongly continuous semi-groups. (cf., e.g. Kozono
and Sugiyama [17]). We remark that Aida, Efendiev and Yagi [1] give a general
framework several quasilinear equations corresponding to the Keller-Segel system.
Some equations introduced in [7] and [14], may be discussed through the general
framework given by [1]. There is a possibility that the general theorem given by [1]
can be applied to the present problem by passing through careful considerations on
the assumptions of our model (cf. [25]). Nevertheless, here we treat our problem
through the direct iteration procedure mentioned above, the method possesses its
own importance (cf. the nal paragraph of this section). There still remain some
problems on (GKS): Whether the solution of (GKS) blows up or not? How about
the regularity of the mild solution? Considerations of these problems are postponed
here, and they will be discussed in forthcoming papers. The author is also interested
in considering the higher-dimensional case or the system of parabolic-parabolic type.
This chapter is based on Yahagi [37].
Finally in Appendixes A and B, we give the proofs of important equations given
in Chapter 3, and main propositions given in Chapter 4, respectively.
Acknowledgment
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2 The Keller-Segel system and the Brownian mo-
tion process
2.1 The Keller-Segel system as the biological model
Figure 1 The life cycle of the cellular slime mold
(From the homepage of Japanese Society for the Study of Cellular Slime Molds)
We describe the life cycle of the cellular slime molds as follows. The cellular slime
mold forms the structure like the plant called a fruit body nally. Then the spore
released from a fruit body germinates, and it eats bacteria inhabit in the soil as feed,
and increases in the state of the amoeba. After it eats whole of feed of bacteria in
the surrounding area, it falls into starvation. Then it begins to release a chemical
substance , that is cAMP, which attracts other cells. Hence they are gathering. Then
a cell body moves to the lightning place, and it grows to a fruit body (see Figure
1). The Keller-Segel system is the biological model which describes the movement
until a cellular slime mold falls in the hunger state and forms an aggregate.
2.2 The numerical computation on the one-dimensional Keller-
Segel system
Here, we focus on the following one-dimensional Keller-Segel system with the Neu-
mann boundary conditions: The Neumann boundary conditions are also referred to
as reection boundary conditions, and they mean that there is no out of cells and
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chemotactic substance through the boundary @I = fa; bg.
(KS)
8>>>>>><>>>>>>:
ut = uxx   (uvx)x; (x; t) 2 I  (0;1); (1:1)
vt = vxx   v + u; (x; t) 2 I  (0;1); (1:2)
ux(a; t) = ux(b; t) = vx(a; t) = vx(b; t) = 0; t 2 (0;1); (1:3)
u(x; 0) = u(x); v(x; 0) = v(x); x 2 I;
where I = (a; b) with some given a and b such that  1 < a < b < 1 is a
bounded open interval, and ; ;  are some given positive constants. The solutions
u = u(x; t) and v = v(x; t) represent the cell density of the cellular slime molds and
the cell concentration of the chemical substance that released by the cellular slime
molds at the position x, and at time t, respectively.
We introduce the following example.
Figure 2 Result of the numerical computation of Example 2.1
The gure is the graph of u = u(x; t) of Example 2.1.
Example 2.1 Let parameters ; ; ; a; b and initial functions u; v in (KS) be as
follows:  = 3;  =  = 1; a =  10; b = 10,
u(x) =
(
cos(x+ ) + 1 ( 2  x  2);
0 ( 10 < x <  2; 2 < x < 10);
v(x) =
(
cosx+ 1 (   x  );
0 ( 10 < x <  ;  < x < 10):
Then we have the above graph of u(x; t) by a direct, numerical computation. If we
interpret Figure 2 as the biological model, it shows that two groups of the cells form
an aggregate as time passes.
6
2.3 Brownian motion and heat equation
The one-dimensional heat equation is given by
ut = kuxx;
with u = u(x; t) and a positive constant k. Example 2.2, given below, shows a
correspondence between the heat equation and the standard Brownian motion.
Example 2.2 We consider the following example with the initial condition of the
heat equation:
(H)
8><>: ut =
1
2
uxx; (x; t) 2 R (0;1); (2:1)
u(x; 0) = u(x); x 2 R;
where u = u(x; t) is the temperature of the object in the location x and at time t.
The fundamental solution K(x; t) of (2:1) is given by
K(x; t) =
1p
2t
e 
x2
2t : (3)
The solution of the initial problem of the heat equation (H) is given by the convolution
of K(x; t) and the initial function u as follows:
u(x; t) =
Z 1
 1
K(x  y; t) u(y) dy: (4)
In fact, the relation Kt =
1
2
Kxx can be certied through a direct calculation with (3).
By this and by performing dierentiations for (4) (noting that for t > 0 the kernel
K is smooth with respect to both variables), we obviously see that u(x; t) satises
(H). On the other hand, we dene a sequence of random variables fXng as follows:
Suppose that we throw one coin repeatedly. At the k-th trial, if the coin is head then
we dene the random variable Xk = 1, and if it is tail then we set Xk =  1. Let Sn
and Bn(x; t) be as follows:
Sn =
nX
k=1
Xk; Bn(x; t) =
S[nt]p
n
+ x:
Then from the central limit theorem, Bn(x; t) converges to a certain stochastic pro-
cess B(x; t) that follows the normal distribution with mean x and variance t. That
is, there exists a Brownian motion B(x; t) which holds the following equation:
P (a  B(x; t)  b) =
Z b
a
K(x  y; t) dy;
where B(x; 0) = x, and P is a probability measure on a measurable space of contin-
uous path C([0;1);R). Let E denote the expectation by means of the probabilistic
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measure P . In the sequel, we adopt the similar notations ( cf. Proposition 4:1 ).
Then u(x; t) given by (4) can be expressed the following equation:
u(x; t) = E[ u(B(x; t)) j B(x; 0) = x]:
The standard Brownian motion is dened as a Markov process from the mathemati-
cal viewpoint in the probability theory. The standard Brownian motion is a contin-
uous process, and B(0; 1) has the normal distribution with mean 0 and variance 1.
In this thesis, we dene stochastic processes X(s) and Y (s) which are independent
standard Brownian motions each other and also give probabilistic expressions to the
solution (u; v) of (KS).
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3 A probabilistic consideration on the Keller-Segel
system
3.1 The existence and uniqueness of the solution of the
Keller Segel system
It is known that (KS) has an unique time global classical solution (u; v) under
suitable conditions. (See Theorem 4:2 and Section 7 in [24].)
Proposition 3.1 (Osaki and Yagi [24])
Suppose that the initial functions u; v satisfy the following conditions,
inf
x2I
u > 0; inf
x2I
v > 0; u 2 H2N(I); v 2 H3N(I):
Then, there exists a unique time global solution (u; v) of (KS) such that
u 2 C1([0;1);L2(I)) \ C1((0;1);H1(I)) \ C([0;1);H2N(I)) \ C((0;1);H3N(I));
(5)
v 2 C1([0;1);H1(I))\C([0;1);H3N(I))\C1((0;1);H2N(I))\C1((0;1);H4N2(I));
(6)
where
HkN(I) := fu 2 Hk(I) j
du
dx
(a) =
du
dx
(b) = 0g (k = 2; 3);
H4N2(I) := fu 2 H4(I) j
du
dx
(a) =
du
dx
(b) = 0;
d3u
dx3
(a) =
d3u
dx3
(b) = 0g:
Moreover, by Sobolev's embedded theorem, from (5) and (6) we have
u 2 C1([0;1);L2(I)) \ C((0;1);C2N(I)); (7)
v 2 C1([0;1);C(I)) \ C([0;1);C2N(I)); (8)
where
C2N(I) := fu 2 C2(I) j
du
dx
(a) =
du
dx
(b) = 0g:
In this chapter, our object is to give a probabilistic expression to the time global
solution (u; v) of (KS), and to consider the properties of the solution. To do so, before
proceeding to the main section of the present chapter, we recall the fundamental
formula in stochastic analysis.
3.2 Ito^'s formula
As we see in Example 2, the solution of the initial problem of the heat equation is ex-
pressed by means of the expectation with the standard Brownian motion. K. Ito^ led
to the following famous Ito^'s formula to correspondence with stochastic dierential
equations and diusion equations.
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Proposition 3.2 (Theorem 7.4, Bensoussan and Lions [6] )
Let u 2 C2(R). For any x 2 R, t 2 [0;1), let X(s); t  s <1, be the stochastic
process dened by the following stochastic dierential equation:(
dX(s) = b(X(s)ds+ (X(s)) dBs;
X(t) = x;
where Bs is the standard Brownian motion dened on a complete probability space
(
; F; P ;Ft), with a ltration (Ft)t0 and b 2 C1;1(R  [0;1)),  2 C1(R) . In
addition, if we assume that there exists a positive constant M such that (y)  M
for any y 2 R, then the following Ito^'s formula holds:8>>><>>>:
du(X(t)) = u0(X(t))(b(X(t)) dt
+(X(t))dB +
1
2
2(X(t))  u00(X(t)) dt;
u(X(t)) = u(x):
The above Ito^'s formula is extended to general semi-martingale (see Section II-4
of Ikeda and Watanabe [15] ), known as generalized Ito^'s formula. The rst and
the second equations (1:1) and (1:2) of (KS) are diusion equations. We give the
probabilistic expressions to the solution of backward equations of (KS) by using
stochastic dierential equations.
3.3 Main result
As has seen in Proposition 3:1, (KS) has a unique time global classical solution (u; v)
under the initial conditions given in the same proposition. In our main theorem,
Theorem 3:4, we give bounds for the solution (u; v) of (KS). We prepare the backward
equations of the Keller Segel system (KS) which is replaced t by T   t for any T > 0.
(KS)
8>>>>>>><>>>>>>>:
 ~ut = ~uxx   (~u~vx)x (x; t) 2 I  (0; T ); (9:1)
 ~vt = ~vxx   ~v + ~u (x; t) 2 I  (0; T ); (9:2)
~ux(a; t) = ~ux(b; t) = ~vx(a; t) = ~vx(b; t) = 0 t 2 (0; T );
~u(x; T ) = u(x); ~v(x; T ) = v(x) x 2 I;
Note that there exists a unique solution (~u; ~v) of (KS) that possesses sucient
regularities by using Proposition 3:1. For the solution ~u(x; t) of the backward equa-
tions that has sucient regularity (cf. (7), (8)), we can apply the Ito^'s formula to the
stochastic process f~u(X(t); t)gt0 composed by ~u with some Ito^ process (X(t))t0,
and can clearly derive an expression of ~u by means of an expectation of a process
through the standard discussion given e.g. Chapter VIII of [1]. We can derive the
following results for the solution (~u; ~v) of (KS) (see Pardoux and Pengor [26], pre-
cisely see (14) below and its proof). We can also treat a solution of the forward
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equations (KS) and discuss a probabilistic expression of it ( as was seen in Exam-
ple 2), but in order to do so, we have to pass through another careful discussion
on interchanging of semi-group and its generator corresponding to the Ito^ process,
namely, we need to pass through a discussion on identications between a solution
of a stochastic dierential equation and a diusion process dened through Markov
semi-group see e.g., Chapter IV of [15] (see also Ma and Rockner [19]).
Proposition 3.3 Suppose that the conditions given by Proposition 3:1 are satised.
Let (~u; ~v) be a classical solution of (KS) in I(0; T ), and let the stochastic processes
X(s); Y (s) be the solutions of the following stochastic dierential equations (10); (11)
respectively:(
dX(s) =  ~vx(X(s); s) 1I(X(s)) ds+
p
2 1I(X(s)) dBs + d1(s);
X(t) = x:
(10)
(
dY (s) =
p
2 1I(Y (s)) dBs + d2(s);
Y (t) = x;
(11)
where 1I() is the indicator function, 1I(z) =
(
1 (z 2 I)
0 (otherwise);
1(s) and 2(s)
are the local time of the process fX(s)g and fY (s)g respectively by which the bound-
ary points a and b become reection boundaries (see Section IV of [15], and Yoshida
[39] and references therein). The conditions X(t) = x and Y (t) = x imply that
the position of stochastic processes X(s) and Y (s) at time t are x. Then we have
the following probabilistic expressions (i.e. the expressions by means of Markovian
semi-groups):
~u(x; t) = E [u(X(T ))e 
R T
t
~vxx(X();) d j X(t) = x]: (12)
~v(x; t) = E [v(Y (T ))e (T t) j Y (t) = x] +E [
Z T
t
~u(Y (s); s)e (s t) ds j Y (t) = x];
(13)
where Bs is the standard Brownian motion, and E is the expectation depended on
expectation measure P .
Proof of Proposition 3.3.
We consider the following functional with stochastic process X(s)
~u(X(s); s)e
 
Z s
t
~vxx(X(); ) d
(s  t):
In particular, by Proposition 3.2, the generalized Ito^'s formula and (9:1), we have
d

~u(X(s); s)e
 
Z s
t
~vxx(X(); ) d

=
p
2 ~ux(X(s); s) dBs e
 
Z s
t
~vxx(X(); ) d
:
(14)
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Refer to Appendix A.1 below for more detailed proof.
We integrate both sides of (14) from t to T , and take the expectation E, then we
have the following equation:
E[~u(X(T ); T )e
 
Z T
t
~vxx(X(); ) d   ~u(X(t); t) j X(t) = x]
= E[
p
2
Z T
t
e
 
Z s
t
~vxx(X(); ) d
~ux(X(s); s)dBs j X(t) = x]:
(15)
Since the right-hand side of (15) equals to zero and ~u(x; T ) equals to u(x), we have
the equation (12). By considering the functional ~v(Y (s); s)e 
R s
t
d , we obtain (13)
in a similar fashion (Refer to Appendix A.2 below for the proof). ■
By taking s as the time to go, for the backward equations (KS), from (12) we
have
~u(x; T   s) = E [u(X(T ))e 
R T
T s ~vxx(X();) d j X(T   s) = x]: (16)
Noting the regularity given by Proposition 4:1, for each T > 0, by setting
m := inf
(x;t)2I[0;T )
vxx(x; t); M := sup
(x;t)2I[0;T )
vxx(x; t);
from (16), we immediately have
E [u(X(T )) j X(T   s) = x]e sM  ~u(x; T s)  E [u(X(T )) j X(T   s) = x]e sm:
Therefore, we have the following inequality:
inf
x2I
u(x)  e sM  ~u(x; T   s)  sup
x2I
u(x)  e sm: (17)
Note that because of the Neumann boundary condition for v, M > 0 and m < 0
hold.
From (13), for the solution ~v of the backward equation system (KS), we have
~v(x; T   s) = E [v(Y (T ))e s j Y (T   s) = x]
+E [
Z T
T s
 ~u(Y (); )e ( T+s) d j Y (T   s) = x] =: I + II.
By (11), since the process Y is a Brownian motion with reection boundaries, we
have the following equation:
I = e sE [v(Y (T )) j Y (T   s) = x] = e s(A0
2
+
1X
n=1
Ane
 ( n
b a )
2s cos
n
b  a(x  a) );
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where An =
2
b  a
Z b
a
v(x) cos
n
b  a(x  a) dx (n = 0; 1; 2;   ).
For the integrand of II, from (17) it holds that
~u(Y (); ) = ~u(Y (); T   (T   ))  sup
x2I
u  e (T )m:
Thus we have
II = E [
Z T
T s
 ~u(Y (); )e ( T+s) d j Y (T   s) = x]
 
Z T
T s
sup
x2I
u  e (T )me ( T+s) d
=  sup
x2I
u  e Tm+T s
Z T
T s
e(m ) d
=  sup
x2I
u  e Tm+T s 1
m   fe
(m )T   e(m )(T s)g
=  sup
x2I
u  e Tm+T s 1
m   e
(m )T (1  e(m )( s))
=  sup
x2I
u  e s 1
m   (1  e
(m )( s))
=  sup
x2I
u  e
 ms   e s
   m (   m > 0):
Similarly for the estimate of lower bound, we have
II 
8>><>>:
 inf
x2I
u  e
 Ms   e s
   M (   M 6= 0);
 inf
x2I
u  ses (   M = 0):
(18)
Refer to Appendix 6:3 for the proof.
As a consequence, since u(x; t) = ~u(x; T   t); v(x; t) = ~v(x; T   t), we obtain the
following main theorem which gives bounds for the solution of (KS).
Theorem 3.4 Suppose that the conditions given in Proposition 3:1 are satised.
Let (u; v) be the classical solution of (KS) dened through the solution (~u; ~v) of
(KS) by the change of variable t by T   t. Then, for any s (0 < s < T ), the
following inequalities hold:
inf
x2I
u(x)  e sM  u(x; s)  sup
x2I
u(x)  e sm; (19)
KM(s)  v(x; s)  (v)(x; s)  Km(s); (20)
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where
(v)(x; s) := e s(
A0
2
+
1X
n=1
Ane
 ( n
b a )
2s cos
n
b  a(x  a) );
An :=
2
b  a
Z b
a
v(x) cos
n
b  a(x  a) dx (n = 0; 1; 2;   );
Km(s) :=  sup
x2I
u  e
 ms   e s
   m ;
KM(s) :=
8>><>>:
 inf
x2I
u  e
 Ms   e s
   M (   M 6= 0);
 inf
x2I
u  ses (   M = 0)
:
Remark 3.5 Theorem 3:4 would be an application or modication of maximal prin-
ciple in usual analysis. However it can be proved easily through the stochastic ana-
lytic methods, as we have seen above.
Remark 3.6 The above inequalities (19) and (20) give the good estimates of u(x; t)
and v(x; t) for small t > 0, respectively. Indeed, for small t > 0 the solution (u; v)
is so similar to (u; v) as we know the following example.
Figure 3 Result of the numerical computation of Example 3:7 (T = 1)
The gure of the left-hand side is the graph of u = u(x; t), and the righthand side is
the graph of v = v(x; t).
Example 3.7 Let parameters ; ; ; a; b and initial functions u; v in (KS) and the
time T in (KS) be as follows:  = 2;  = 1;  = 2; a =  10; b = 10; T = 1,
u(x) =
(
2 + cos x (   x  );
1 (  10 < x <  ;  < x < 10); v(x)  1:
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Then we have Figure 3 by a direct numerical computation. In case where T is not
so large, we see that for 0  t  T the solution (u; v) is so similar to (u; v).
Figure 4 Result of the numerical computation of Example 3:8 (T = 20)
The gure of the left-hand side is the graph of u = u(x; t), and the righthand side is
the graph of v = v(x; t).
Example 3.8 Let parameters ; ; ; a; b and initial functions u; v in (KS) be the
same as Example 3:7, but in the present case take T = 20. We have the above graphs
of u(x; t) and v(x; t) by a direct numerical computation. Left gure is the graph of
u = u(x; t) and right one is the graph of v = v(x; t). In case where T is large, we
see that for 0  t  T the solution (u; v) becomes dierent from (u; v).
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4 Asymptotic behavior of solutions to the one-
dimensional Keller-Segel system with small
chemotaxis
Throughout this chapter, we denote by Lr  Lr(I), the usual Lebesgue space
on I with the norm jjujjLr  (RI ju(x)jr dx) 1r for 1  r < 1, and jjujjL1 
ess supx2I ju(x)j: The Sobolev space Wm;r(I), m = 1; 2;   , 1 < r < 1 is the
space of all functions u on I such that jjujjWm;r  (Pmi=1 jjDiujjrLr) 1r < 1, with the
derivative D with respect to the variable x.
4.1 Existing results
In this section, we give some propositions that will play an important role in our
main results given in the next section. It is known that (KS) dened by (1:1)  (1:3)
has a unique global-in-time classical solution (u; v) under suitable initial conditions
(cf. Section 7 in Osaki and Yagi [24] ):
Proposition 4.1 (Osaki and Yagi [24]) Suppose that the initial data u; v satisfy
the following conditions:
u; v 2 W 1;2(I); inf
x2I
u > 0; inf
x2I
v > 0:
Then, there exists a unique global-in-time classical solution (u; v) of (KS).
The following Proposition 4:2 is derived easily by using integration by parts and
the Neumann boundary conditions.
Proposition 4.2 Assume that (u; v) is the solution of (KS). Then the following
identity holds: Z
I
u(x; t) dx =
Z
I
u(x) dx: (21)
　
The identity (21) is called as \mass conservation law", and it tells us that the
amounts of the cellular slime molds do not change in time. In the probability theory,
functions that possess the mass conservation law can be interpreted as probability
densities (cf. Yahagi [35]).
Now, we consider the following non-homogeneous heat equation (22:1) with the
Neumann boundary conditions (22:2).
(Heat)
8>>><>>>:
wt = wxx + z in I  (0;1); (22:1)
wx(a; t) = wx(b; t) = 0 in (0;1); (22:2)
w(x; 0) = w(x) in I;
where I = (a; b), w 2 L2(I) and z 2 C([0;1);L2(I)):
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Proposition 4.3 The solution w of (Heat) is given by the following formula:
w(x; t) =
1X
n=0
e 
2
nt

Tn(0) +
Z t
0
zn()e
2n d

cosn(x  a); (23)
where
n =
n
b  a (n  0);
Tn(0) =
2
b  a
Z b
a
w(x) cosn(x  a) dx (n  1);
T0(0) =
1
b  a
Z a
b
w(x) dx;
zn(t) =
2
b  a
Z b
a
z(x; t) cosn(x  a) dx (n  1);
z0(t) =
1
b  a
Z b
a
z(x; t) dx:
We will give the proof of Proposition 4:3 in Appendix B.1 below.
To prove our main theorems given by Section 4:2, we eciently use the following
two propositions, known as the Poincare inequality (see. e.g. Section 7 in Gilbarg
and Trudinger [12], Chapter 3 in Mizohata [22]), and the Gronwall inequality(see
eg. Appendix B in Evans [10]), respectively .
Proposition 4.4 Let I = (a; b) be the given open interval.
There exists a positive constant C = C(a; b) such that for u 2 W 1;2(I) the following
inequality holds:
jju MujjL2  CjjDujjL2 ; (24)
where Mu :=
1
b  a
Z
I
u(y) dy:
Proposition 4.5 Let J = (t0; t1) be the open interval. Suppose that u 2 C1(J) and
 2 C(J) that satisfy
u0(t)  (t) u(t); (t 2 J):
Then, the following inequality holds:
u(t)  u(c) exp(
Z t
c
(s) ds);
where t0 < c  t < t1.
Finally in this section, we prepare the following proposition which is an applica-
tion of Proposition 4:5.
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Proposition 4.6 Let F 2 C1(0;1) be a nonnegative function, and let G 2 C(0;1)
be a nonnegative function such that lim
t!1G(t) = 0. Assume that the following dier-
ential inequality holds:
F 0(t)   kF (t) + lG(t);
where k and l are some given positive constants. Then, it holds that
lim
t!1F (t) = 0:
In Appendix B.2 below, we will give the proof of Proposition 4:6.
4.2 Main Results and their proofs
Recall that the second term on the right-hand side of (1:1) means that the cells move
with the speed vx. Intuitively, it is expected that if vx is small enough, then the
diusion phenomenon is stronger than the concentration phenomenon on (KS). As
a result, it is expectable that the solution u of (KS) will converge to a constant as
the time goes by. In fact, we obtain the following main result.
Theorem 4.7 Let u; v 2 W 1;2(I) and inf
x2I
u > 0; inf
x2I
v > 0, and let (u; v) be the
global-in-time classical solution of (KS). Suppose that one of the following two con-
ditions (i), (ii) holds:
(i) Assume that there exists t > 0 such that for any t  t, the following inequality
holds:
Cjjvx(; t)jjL1 < 1; (25)
where C = C(a; b) is a constant appearing in the Poincare inequality (24). Further-
more, assume that
lim
t!1 jjvxx(; t)jjL2 = 0:
(ii) Assume that
lim
t!1 jjvx(; t)jjL1 = 0:
Then, it holds that
lim
t!1 jju(; t) M jjL2 = 0; (26)
lim
t!1
v(; t)  M


L2
= 0; (27)
where M :=
1
b  a
Z b
a
u(x) dx .
Note that by the \mass conservation law" (21), if the solution u of (KS) converges
to a constant C, then it must hold that C = 1
b a
R b
a u(x) dx . Before we prove
this main theorem, we prepare the following system (KS) which is obtained by
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substituting  = 0 in (KS).
(KS)
8>>>>>><>>>>>>:
~ut = ~uxx in I  (0;1); (29:1)
~vt = ~vxx   ~v + ~u in I  (0;1); (29:2)
~ux(a; t) = ~ux(b; t) = ~vx(a; t) = ~vx(b; t) = 0 in (0;1); (29:3)
~u(x; 0) = u(x); ~v(x; 0) = v(x) in I: (29:4)
Note that (KS) is linear, while (KS) is nonlinear. At rst, we discuss the asymptotic
behavior of (~u; ~v), which is the solution of (KS), and we proceed to the discussion
about (KS). Fortunately, it is possible to solve (KS). Indeed, we have the following
proposition.
Proposition 4.8 Let u; v 2 W 1;2(I) and inf
x2I
u > 0; inf
x2I
v > 0: Then the classical
solution (~u; ~v) of (KS) is given as follows:
~u(x; t) =M +
1X
n=1
An cosn(x  a)e 2nt; (30)
~v(x; t) = e t
1X
n=0
e 
2
nt

Tn(0) + 
Z t
0
~un()e
(+2n) d

cosn(x  a); (31)
where n is the number given in Proposition 4:3, and
An =
2
b  a
Z b
a
u(x) cosn(x  a) dx (n  1);
Tn(0) =
2
b  a
Z b
a
v(x) cosn(x  a) dx (n  1); (32)
T0(0) =
1
b  a
Z b
a
v(x) dx =: N; (33)
~un(t) =
2
b  a
Z b
a
~u(x; t) cosn(x  a) dx (n  1); (34)
~u0(t) =
1
b  a
Z b
a
~u(x; t) dx =
1
b  a
Z b
a
u(x) dx =M:
By using Proposition 4:8, we have the following theorem.
Theorem 4.9 For the solution (~u; ~v) of (KS) given by (30) and (31), the following
two hold:
lim
t!1 jj~u(; t) M jjL1 = 0; (35)
lim
t!1
~v(; t)  M


L1
= 0: (36)
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(Proof of Proposition 4:8.）It is easy to solve (29:1) with (29:3) and (29:4) (see
e.g. Section 12.3 in Kreyszig [18]). Here, we give the proof of (31) only. By
transformation of variable ~v(x; t) = e t ~w(x; t), it holds that
~vt =  e t ~w + e t ~wt; ~vx = e t ~wx; ~vxx = e t ~wxx:
Therefore we have the following dierential equation instead of (10:2),
~wt = ~wxx + ~ue
t:
Also, we have
~w(x; 0) = v(x):
Then, by substituting w = ~w; z = ~uet in Proposition 4:3, it follows that
~w(x; t) =
1X
n=0
e 
2
nt

Tn(0) +
Z t
0
zn()e
2n d

cosn(x  a);
where Tn(0) and un(t) are the same as (32), (33), (34) and zn(t) = e
t~un(t). Finally,
we obtain the required formula:
~v(x; t) = e t ~w(x; t) = e t
1X
n=0
e 
2
nt

Tn(0) + 
Z t
0
~un()e
(+2n) d

cosn(x  a):
■
（Proof of Theorem 4:9.）Since e 2nt = 1
e2nt
 1
2nt+ 1
 1
2nt
for any 2nt > 0,
it holds that 1X
n=1
e 
2
nt  1
t
1X
n=1
1
2n
=
(b  a)2
t2
2
6
=
(b  a)2
6t
: (37)
Now, by using (37), we shall show the rst requirement. By (30), we have
j~u(x; t) M j =
 1X
n=1
An cosn(x  a)e 2nt


1X
n=1
jAnje 2nt
 2M
t
1X
n=1
1
2n
=
2M(b  a)2
t2
 
2
6
=
M(b  a)2
3t
:
It follows that
jj~u(; t) M jjL1  M(b  a)
2
3t
! 0 (t!1):
Then by (31), we have
~v(x; t) = e t
1X
n=0
e 
2
nt

Tn(0) + 
Z t
0
~un()e
(+2n) d

cosn(x  a)
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= e t
1X
n=0
e 
2
ntTn(0) cosn(x  a) + e t
Z t
0
~u0()e
 d
+ e t
1X
n=1
e 
2
nt
Z t
0
~un()e
(+2n) d cosn(x  a)
=: I1(x; t) + I2(t) + I3(x; t):
We see that
jI1(x; t)j  e t
1X
n=0
e 
2
ntjTn(0)jj cosn(x  a)j  2Ne t
1X
n=0
e 
2
nt: (38)
By using (37) again, it follows that
1X
n=0
e 
2
nt = 1 +
1X
n=1
e 
2
nt  1 + (b  a)
2
6t
(t > 0): (39)
From (38) and (39), we have
sup
I
jI1(x; t)j  2Ne t(1 + (b  a)
2
6t
) ! 0 (t!1):
Next, we consider I2(t).
I2(t) = e
 t
Z t
0
~u0()e
 d = e t
Z t
0
Med
= e tM  1

(et   1)! M

(t!1):
Finally let us evaluate I3(x; t). From (30) and (34), for n  1, we have
~un(t) =
2
b  a
Z b
a
~u(x; t) cosn(x  a) dx
=
2
b  a
Z b
a

M +
1X
m=1
Am cosm(x  a)e 2mt

cosn(x  a) dx
=
2
b  a
1X
m=1
Ame
 2mt
Z b
a
cosm(x  a) cosn(x  a) dx
=
2
b  aAne
 2nt
Z b
a
cos2n(x  a) dx
= Ane
 2nt:
Therefore, it follows that
I3(x; t) = e
 t
1X
n=1
e 
2
nt
Z t
0
~un()e
(+2n) d cosn(x  a)
= e t
1X
n=1
e 
2
nt
Z t
0
Ane
 d cosn(x  a)
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= e t
1X
n=1
e 
2
ntAn cosn(x  a)
Z t
0
e d
= e t
1X
n=1
e 
2
ntAn cosn(x  a) 1

(et   1)
=


1X
n=1
e 
2
ntAn cosn(x  a)(1  e t)! 0 (t!1):
Hence, we obtain the following result:
~v(; t)  M


L1
 jjI1(; t)jjL1 +
I2(t)  M

+ jjI3(; t)jjL1 ! 0 (t!1):
Thus (36) has been proven. ■
At the end of this chapter, we give a proof of Theorem 4:7.
(Proof of Theorem 4:7.) First of all, we shall show (26) under the condition (i).
From the rst equation (1:1) of (KS), we see easily
(u M)t = (u M)xx   (uvx)x: (40)
Multiplying (40) by u M and integrating the product on the interval I, we have
1
2
d
dt
Z
I
(u M)2 dx =
Z
I
(u M) (u M)xx dx  
Z
I
(u M)(uvx)x dx: (41)
By the integration by parts formula, from (41) it follows that
1
2
d
dt
Z
I
(u M)2 dx =  
Z
I
(u M)2x dx 
Z
I
(u M)(uvx)x dx =: J1(t)+J2(t): (42)
We know that
J1(t) =  
Z
I
(u M)2x dx =
Z
I
(ux)
2 dx =  jjux(; t)jj2L2 :
Note that
(uvx)x = uxvx + uvxx =

(u M)vx

x
+Mvxx:
Then by the Holder inequality, we see
J2(t) =  
Z
I
(u M)(uvx)x dx
=  
Z
I
(u M)
h
(u M)vx

x
+Mvxx
i
dx
= 
Z
I
(u M)x(u M)vx dx  
Z
I
(u M)Mvxx dx
 jjvx(; t)jjL1jjux(; t)jjL2 jju(; t) M jjL2+M jjvxx(; t)jjL2 jju(; t) M jjL2 :
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Suppose that there exists t > 0 such that the following property holds (see (25)):
p := 1  Cjjvx(; t)jjL1 > 0 (t  t);
where C = C(a; b) is a constant appearing in the Poincare inequality (24). Then,
we have
J1(t) + J2(t)   pjjux(; t)jj2L2 + M jjvxx(; t)jjL2jju(; t) M jjL2
   p
C2
jju(; t) M jj2L2 + M jjvxx(; t)jjL2 jju(; t) M jjL2
   p
2C2
jju(; t) M jj2L2 +
2M2
4
jjvxx(; t)jj2L2 :
Therefore from (42) and above inequalities, it holds that
d
dt
jju(; t) M jj2L2   
p
C2
jju(; t) M jj2L2 +
2M2
2
jjvxx(; t)jj2L2 : (43)
From (43) and the assumption lim
t!1 jjvxx(; t)jjL2 = 0, by applying Proposition 4:6,
we nd
jju(; t) M jj2L2 ! 0 (t!1);
and thus we have proved (26).
Next, we shall show (26) under the condition (ii). As well as the above, multiplying
the rst equation (1:1) of (KS) by u and integrating the product on the interval I,
we have
1
2
d
dt
Z
I
u2 dx =
Z
I
u uxx dx  
Z
I
u(uvx)x dx:
By the integration by parts formula, it follows that
1
2
d
dt
Z
I
u2 dx =  
Z
I
(ux)
2 dx+ 
Z
I
ux(uvx) dx =: k1(t) + k2(t):
Because of the \mass conservation law" (21), it holds that
d
dt
Z
I
u dx = 0. Thus we
have
d
dt
jju(; t) M jj2L2 =
d
dt
Z
I
(u2   2Mu+M2) dx = d
dt
Z
I
u2 dx =
d
dt
jju(; t)jj2L2 :
Also it holds that
k1(t) =  
Z
I
(ux)
2 dx =  jjux(; t)jj2L2 :
Then, by the Holder inequality, we see
k2(t) = 
Z
I
ux(uvx) dx
 jjvx(; t)jjL1
Z
I
juxuj dx  jjvx(; t)jjL1 jjux(; t)jjL2 jju(; t)jjL2 :
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It follows that
k1(t) + k2(t)   jjux(; t)jj2L2 + jjvx(; t)jjL1 jjux(; t)jjL2jju(; t)jjL2
  1
2
jjux(; t)jj2L2 + jjvx(; t)jjL1jjux(; t)jjL2 jju(; t)jjL2  
1
2
jjux(; t)jj2L2
 1
2
2jjvx(; t)jj2L1 jju(; t)jj2L2  
1
2
jjux(; t)jj2L2
 1
2
2jjvx(; t)jj2L1 jju(; t) M +M jj2L2  
1
2
jjux(; t)jj2L2
 1
2
2jjvx(; t)jj2L1

jju(; t) M jj2L2 + 2M
p
b  ajju(; t) M jjL2
+M2(b a)

  1
2C2
jju(; t) M jj2L2
  ( 1
4C2
  1
2
2jjvx(; t)jj2L1)jju(; t) M jj2L2
+
1
2
2jjvx(; t)jj2L1

2M
p
b  ajju(; t) M jjL2 +M2(b  a)

  1
4C2
jju(; t) M jj2L2
 2M2(b  a)jjvx(; t)jj2L1
 C22jjvx(; t)jj2L1
1  22jjvx(; t)jj2L1
+
1
2

  1
4C2
jju(; t) M jj2L2 :
Here, we set K(t) :=
C22jjvx(; t)jj2L1
1  22jjvx(; t)jj2L1
+
1
2
: From the above arguments, we have
the following inequality:
1
2
d
dt
jju(; t) M jj2L2  2M2(b  a)jjvx(; t)jj2L1K(t) 
1
4C2
jju(; t) M jj2L2 : (44)
From (44) and the assumption lim
t!1 jjvx(; t)jjL1 = 0, by applying Proposition 4:6,
we nd
jju(; t) M jj2L2 ! 0 (t!1):
Then, we shall prove (27). We denote by (~u; ~v) the solution of (KS), and let
w(x; t) := u(x; t)  ~u(x; t); z(x; t) := v(x; t)  ~v(x; t):
Then, we have easily the following system ().
()
8>>>>>><>>>>>>:
wt = wxx   (uxvx + uvxx) in I  (0;1); (45:1)
zt = zxx   z + w in I  (0;1); (45:2)
wx(a; t) = wx(b; t) = zx(a; t) = zx(b; t) = 0 in (0;1);
w(x; 0) = w(x) = 0; z(x; 0) = z(x) = 0 in I:
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Here, we are paying our attention to (45:2). As well as (42) and (44), we have
1
2
d
dt
Z
I
z2 dx =  
Z
I
z2x dx  
Z
I
z2 dx+ 
Z
I
zw dx: (46)
We dene
F (t) := (
Z
I
z2 dx)
1
2 = jjz(; t)jjL2 :
Then the lefthand side of (46) is written as follows:
1
2
d
dt
Z
I
z2 dx =
1
2
d
dt
fF (t)g2 = F (t)F 0(t):
Furthermore, we set
G(t) := (
Z
I
w2 dx)
1
2 = jjw(; t)jjL2 :
By the Holder inequality the right-hand side of (46) becomes
 
Z
I
z2x dx  
Z
I
z2 dx+ 
Z
I
zw dx
  jjz(; t)jj2L2 + jjz(; t)jjL2 jjw(; t)jjL2
  fF (t)g2 + F (t) G(t):
That is,
F (t)F 0(t)   fF (t)g2 + F (t) G(t):
Thus we obtain the following inequality:
F 0(t)   F (t) + G(t): (47)
Note that (see. (26), (35))
G(t) = jjw(; t)jjL2 = jj(u ~u)(; t)jjL2  jju(; t) M jjL2+jj~u(; t) M jjL2 ! 0 (t!1);
hence by Proposition 4:6, we have
F (t) = jjz(; t)jjL2 = jj(v   ~v)(; t)jjL2 ! 0 (t!1):
Moreover, since for bounded interval I, L1 is continuously embedded in L2. By
(36), it holds that ~v(; t)  M


L2
! 0 (t!1):
By combining the above two, we getv(; t)  M


L2
 jj(v   ~v)(; t)jjL2 +
~v(; t)  M


L2
! 0 (t!1):
We have completed the proof of Theorem 4:7. ■
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4.3 Examples of numerical calculation
As we showed in Theorem 4:7, the classical solutions u and v of (KS) with suciently
small chemotaxis converge to the constants. Here, we introduce some examples of
numerical calculations. From these examples, although it is heuristic, we give the
following conjecture.
Conjecture 4.10 Let u; v 2 W 1;2(I) and inf
x2I
u > 0; inf
x2I
v > 0; and (u; v) be the
classical solution of (KS). Assume that  is small enough. Then, for any x 2 I, the
following hold:
lim
t!1u(x; t) =M;
lim
t!1 v(x; t) =
M

:
Example 4.11 Let  = 2;  = 3, a = 0; b = , u(x) = 3  cos 2x, v(x) = 3,  = 1.
As we see in Figure 5, the solutions u and v converge to some constants, respectively.
Example 4.12 Let ; ; a, u, v(x) be same as Example 4:11, but let  =
5
4
. As we
see in Figure 6, the solutions u and v do not converge to some constants.
Figure 5 Result of the numerical computation of Example 4:11
The gure of the left-hand side is the graph of u = u(x; t), and the right-hand side
is the graph of v = v(x; t).
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Figure 6 Result of the numerical computation of Example 4:12
The gure of the left-hand side is the graph of u = u(x; t), and the right-hand side
is the graph of v = v(x; t).
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5 Construction of a unique mild solution of one-
dimensional Keller-Segel systems with uniformly
elliptic operators having variable coecients
5.1 Preliminaries
In this chapter, we denote by Lr  Lr(R), the Banach space with the norm jjujjLr 
(
R
R ju(x)jr dx)
1
r for 1  r  1. Firstly, let L and H be symmetric operators on
S(R) such that
L :=  xx + 
0 x; H :=  xx + 0 x; for  2 S(R); (48)
where  and  2 C1(R) are given functions, and S(R) is the Schwartz space
of rapidly decreasing smooth functions. Furthermore, we assume L and H to be
uniform elliptic operators, namely there exist some constants 1; 2 > 1 with
1  (x)  1
1
> 0; 2  (x)  1
2
> 0; 8x 2 R: (49)
The symmetric operators L and H correspond with the symmetric forms EL and
EH , respectively on S(R) such that
EL('; ) 
Z
R
'x(x) (x) x(x) dx =  
Z
R
'(x)(L)(x) dx;
EH('; ) 
Z
R
'x(x) (x) x(x) dx =  
Z
R
'(x)(H)(x) dx:
Next, we extend L and H on S(R) to self-adjoint operators on L2(R). By (49), EL
and EH are closable on L2(R) (see e.g. [11] and Section II-2 of [19]), and we denote
henceforth by EL and EH their closure respectively (thus using the same symbols).
It is known that a closed semi-bounded quadratic form is the quadratic form of a
unique self-adjoint operator (see Reed and Simon [27, Theorem VIII. 15] ). We
dene the negative denite self-adjoint operators L and H (using the same symbols
as (48) ) that correspond with the closed form EL and EH respectively, the domain
of which are both the Sobolev space H2(R) (see. e.g. exercise 2.3.1 in Section 2.3
of [11]). Then the ultra-contractive semigroups etL; etH from L1(R) to L1(R) can
be dened (see Stroock [28] ).
In Section 5.4, we use the following estimates (see Fukushima [11], Gross [13],
Ma and Rockner [19], Mizohata [22] and Stroock [28], Yosida [39]).
Proposition 5.1 Let L be the non-positive denite self-adjoint operator dened
above. Then, the followings hold (the corresponding results hold also for the self-
adjoint operator H).
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(i) (The contraction property, Lemma I:0:4 of [28] )
For any  2 Lq(R) (1  q <1) and t > 0, it holds that etL 2 Lq(R), and
jjetLjjLq  jjjjLq (1  q <1): (50)
(ii) ( (I:0:5) of [28] )
For any  2 L2(R) and t > 0, it holds that @xetL 2 L2(R), more precisely,
jj@xetLjjL2  
1
2
1
t
1
2
jjjjL2 ; (51)
where 1 is given by (49).
(iii) ( The ultra contractivity, the formula above (I:1:4) of [28] )
There exists a constant l = l(1) > 0, depending only on 1 given by (49), such that
for any  2 L1(R) and t > 0, it holds that etL 2 L1(R), and
jjetLjjL1  l
t
1
2
jjjjL1 : (52)
(iv) ( p.320 of [28] )
There exists a constant k = k(1) > 0, depending only on 1 given by (49), such
that for any  2 L1(R) and t > 0, it holds that etL 2 L2(R), and
jjetLjjL2  k
t
1
4
jjjjL1 : (53)
(v) ( (I:0:10) of [28], see [11], [13] and Denition 4:1 and Proposition 4:3 of [19] )
Let etL, t > 0 be Markovian semigroups. For any  2 L1(R) and t > 0, it holds
that etL 2 L1(R), and
jjetLjjL1  jjjjL1 : (54)
Since the domain of the negative denite self-adjoint operator H is the Sobolev
space H2(R) (see the discussions given for the symmetric forms EL and EH), it holds
that (  H) 1(L2(R)) = H2(R) and we have the inequalities corresponding to the
resolvents, which play the essential roles in the proof of Theorem 5:3. Let  > 0 and
 > 0 be some given constants, and for u 2 L2(R) let v = (   H) 1u 2 H2(R)
(for the general discussions, see e.g., Theorem 3.24 of [19]). The Sobolev embedding
theorem implies
jjvjjH2  CjjujjL2 ; jjvjjL1  CjjujjL2 ; jj@xvjjL1  CjjujjL2 ; (55)
where C = C(; ; 2) > 0 is a constant depending only on ;  and 2.
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5.2 Generalized Keller-Segel system
Here, we generalize the (KS') which has uniform elliptic operators L andH having
variable coecients  and , where L, H,  and  are given in Section 5.1. We call
our system as generalized Keller-Segel system (GKS). We discuss the following:
(GKS)
8>>><>>>:
@tu = Lu   @x(u  @xv) in R (0;1);
0 = Hv   v + u in R (0;1);
u(x; 0) = u(x)  0 in R
for u 2 S(R), where  > 0;  > 0 and  > 0 are some given constants. Let W be a
Banach space and J be an interval in R. Then Lp(J ;W ) is W -valued Lp space in
J . We present Banach spaces X and Y which are used to state our main results.
For each given 0 < T < 1, let X and Y be the Banach spaces dened by
X := fu 2 L1(0; T ;L2(R))\L1(0; T ;L1(R)) ; t 12 (@xu) 2 L1(0; T ;L2(R))g; (56)
Y := L1(0; T ;H2(R)): (57)
The norms of X and Y are given as follows:
jjujjX := sup
0<t<T
jju(t)jjL2 + sup
0<t<T
jju(t)jjL1 + sup
0<t<T
t
1
2 jj@xu(t)jjL2 ;
jjvjjY := sup
0<t<T
jjv(t)jjH2 = sup
0<t<T
(jjv(t)jjL2 + jj@xv(t)jjL2 + jj@xxv(t)jjL2) 12 :
Lastly in this section, we then set the denition of mild solution (u; v) for (GKS) as
follows:
Denition 5.2 Let X and Y be the Banach spaces dened by (56) and (57) re-
spectively. Two symmetric operators L, H and function  are given above. A pair
of measurable functions (u; v), u 2 X and v 2 Y , is a mild solution of (GKS) on
R (0; T ) if it satises8>>>><>>>>:
u = etLu  
Z t
0
e(t )L @x(u()  @xv()) d in R (0; T );
v = (  H) 1u in R (0; T );
u(x; 0) = u(x)( 0) in R;
where  > 0;  > 0 and  > 0 are the constants appearing in (GKS).
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5.3 Main results
Let two symmetric operators L, H and a function  be given in Section 5:2.
Firstly, we dene the sequences of successive approximations fung; fvng by making
use of the Markovian semi-group etL (cf. (54)) as follows:8>>>><>>>>:
u1(t) = e
tLu;
un+1(t) = e
tLu  
Z t
0
e(t )L@x (un()  @xvn()) d:
vn(t) = (  H) 1 un(t); n = 1; 2;    :
(58)
Our results are as follows:
Theorem 5.3 For a given function u 2 S(R), let fung, fvng be the sequences
dened by (58), and X, Y be the Banach spaces given by (56) and (57), respectively.
Then, there exists a positive constant T which depends on ; ; ; u; 1; 2 such that
u := limn!1 un and v := limn!1 vn with (u; v) 2 X  Y is the mild solution of
(GKS) on R(0; T ). Moreover, the solution (u; v) with the initial state u(x; 0) =
u(x)( 0) is unique.
Theorem 5.4 Corresponding statements as in Theorem 5:3 hold for any non-negative
initial function u 2 L2(R) \ L1(R).
5.4 Proof of the existence part of Theorem 5.3
To prove the existence part of Theorem 5.3, we go through the three steps.
STEP 1.
For each T 2 (0; 1), by mathematical induction we shall show that there exist three
sequences of numbers fAng, fBng, fCng satisfying
sup
0<t<T
jjun(t)jjL2  An; (59)
sup
0<t<T
jjun(t)jjL1  Bn; (60)
and
sup
0<t<T
t
1
2 jj@xun(t)jjL2  Cn: (61)
Since u 2 S(R), we notice that u 2 L2(R)\L1(R). By the norm inequalities (50),
(51) and (54) and the approximations (58), we have
jju1(t)jjL2  jjujjL2 ; jju1(t)jjL1  jjujjL1 ; t 12 jj@xu1(t)jjL2  
1
2
1 jjujjL2 ;
where 1 is given by (49). We dene
A1 := jjujjL2 ; B1 := jjujjL1 ; C1 := 
1
2
1 jjujjL2 : (62)
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Thus, (59), (60) and (61) hold for n = 1. Next, assume that (59), (60) and (61)
are true for some n. Then we will show that this implies that they are also true for
n+ 1, by the following procedures i), ii), and iii).
i) Evaluation of jjun+1(t)jjL2 .
By the norm inequality (53) and the approximations (58), we have
jjun+1(t)jjL2  jjetLujjL2 + 
Z t
0
jje(t )L @x (un()  @xvn())jjL2 d
 A1 + 
Z t
0
k
(t  ) 14 jj@x (un()  @xvn())jjL1 d; (63)
where k = k(1) is the constant given by (53). Note rst that
@x (un()  @xvn()) = @xun()  @xvn() + un()Hvn(): (64)
Applying the Holder inequality, we obtain that
jj@x un()  @xvn())jjL1  jj@xun()  @xvn()jjL1 + jjun() Hvn()jjL1
 jj@xun()jjL2jjjjL1jj@xvn()jjL2 + jjun()jjL2 jjHvn()jjL2 =: I1 + I2: (65)
Here, consider the inequalities (49), (55). By the assumptions of the induction for
An and Cn concerning (59) and (61), we have
I1 = jj@xun()jjL2 jjjjL1jj@xvn()jjL2    122CAnCn:
In addition, we know that Hvn() = vn() un() from the approximations (58),
it holds that
I2 = jjun()jjL2 jjHvn()jjL2  jjun()jjL2( jjvn()jjL2 + jjun()jjL2)  (C + )A2n;
where C = C(; ; 2). Thus, by (65) and the estimates above, we see that
jj@x (un()  @xvn())jjL1  I1 + I2  C2AnCn  12 + (C + )A2n: (66)
Substituting (66) into (63), we get
jjun+1(t)jjL2  A1 + 
Z t
0
kC2AnCn
(t  ) 14  12 d + 
Z t
0
k(C + )A2n
(t  ) 14 d
 A1 + kC2AnCnt 14 B(3
4
;
1
2
) + k(C + )A2n
4
3
t
3
4 ; (67)
where B(p; q) (p; q > 0) denotes the Beta function. Dene
D1 := maxfkC2 B(3
4
;
1
2
);
4
3
k(C + )g:
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Then, from (67) we consequently get the following evaluation.
sup
0<t<T
jjun+1(t)jjL2  A1 +D1AnCnT 14 +D1A2nT
3
4 : (68)
ii) Evaluation of jjun+1(t)jjL1 .
By the inequalities (52), (66) and the approximations (58), we have
jjun+1(t)jjL1  jjetLujjL1 + 
Z t
0
jje(t )L @x (un()  @xvn())jjL1 d
 B1 + 
Z t
0
l (t  )  12 jj@x (un()  @xvn())jjL1 d:
 B1 + 
Z t
0
flC2AnCn  12 (t  )  12
+l(C + )A2n(t  ) 
1
2g d
= B1 + lC2AnCnB(
1
2
;
1
2
) + l(C + )A2n2t
1
2
 B1 + lC2AnCn + 2l(C + )A2nT
1
2 ;
where l = l(1) is the constant given by (52). Dene
D2 := maxflC2; 2l(C + )g:
Then we obtain the following estimate:
sup
0<t<T
jjun+1(t)jjL1  B1 +D2AnCn +D2A2nT
1
2 : (69)
iii) Evaluation of t
1
2 jj@xun+1(t)jjL2 .
By the inequality (51) and the approximations (58), we have
jj@xun+1(t)jjL2  
Z t
0
jj@xe(t )L @x (un()  @xvn())jjL2 d
 
Z t
0

1
2
1
(t  ) 12 jj@x(un()  @vn())jjL2 d: (70)
Then, by the equation (64), we get
jj@x(un()  @xvn())jjL2  jj@xun()  @xvn()jjL2 + jjun() Hvn()jjL2 =: J1 + J2:
(71)
Consider the inequalities (49), (55). By the assumptions of the induction for An,
Bn and Cn concerning (59)  (61), we have
J1  jj@xun()jjL2 jjjjL1 jj@xvn()jjL1  C2AnCn  12 ;
J2  jjun()jjL1jjHvn()jjL2  Bn(jjvn()jjL2 + jjun()jjL2)  (C + )AnBn:
33
Thus by (71) and the estimates above, we obtain
jj@x(un()  @xvn())jjL2  C2AnCn  12 + (C + )AnBn: (72)
Therefore, substituting (72) into (70), we see that
jj@xun+1(t)jjL2  
Z t
0

1
2
1
(t  ) 12 (C2AnCn
  1
2 + (C + )AnBn) d
 C
1
2
1AnCn2 B(
1
2
;
1
2
) + 
Z t
0

1
2
1
(t  ) 12 (C + )AnBnd
 CAnCn
1
2
1 2  + 2(C + )
1
2
1AnBnt
1
2 : (73)
Dene
D3 := maxfC
1
2
1 2; 2(C + )
1
2
1 g:
Then from (73), we get the following:
sup
0<t<T
t
1
2 jjun+1(t)jjL2  D3AnCnT 12 +D3AnBnT: (74)
Further, dene
D0 := maxfA1; B1; C1g; (75)
D := maxfD1; D2; D3g: (76)
Furthermore, set
An+1 := D0 +DAnCnT
1
4 +DA2nT
3
4 ; (77)
Bn+1 := D0T
  1
4 +DAnCn +DA2nT
1
2 ; (78)
Cn+1 := D0 +DAnCnT
1
4 +DAnBnT: (79)
Remark that D0 = D0(u; 1), and D = D(; ; ; 1; 2) are constants depending
only on u; 1, and ; ; ; 1; 2, respectively. Consider (68), (69) and (74). Use
(77)   (79). Then, we have proved that the estimates (59), (60), and (61) hold for
n+ 1. Note that for 0 < T < 1, it holds that T
1
2 < T
1
4 in (74) and (79).
STEP 2.
In the following, by the inductive method, we shall prove that the sequences fAng,
fBng and fCng dened by (62), (77), (78), and (79) are bounded above and non-
decreasing.
(I) Proof of the non-decreasing property.
It is obvious that
A2 = D0 +DA1C1T
1
4 +DA21T
3
4  D0  A1;
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B2 = D0T
  1
4 +DA1C1 +DA1T
1
2  D0T  14  B1;
C2 = D0 +DA1C1T
1
4 +DA1B1T  D0  C1:
Suppose that An  An+1, Bn  Bn+1, Cn  Cn+1 for some n. Then we have
An+2 = D0 +DAn+1Cn+1T
1
4 +DA2n+1T
3
4  D0 +DAnCnT 14 +D A2nT
3
4 = An+1:
Bn+2 = D0T
  1
4 +DAn+1Cn+1+DAn+1T
1
2  D0T  14 +DAnCn+DAnT 12 = Bn+1:
Cn+2 = D0+DAn+1Cn+1T
1
4+DAn+1Bn+1T  D0+DAnCnT 14+DAnBnT = Cn+1:
Hence, we have proved that the sequences fAng, fBng and fCng are non-decreasing.
(II) Proof of the upper bound.
We introduce three equations with respect to x, y, and z.
x = D0 +D x z T
1
4 +D x2T
3
4 ; (80)
y = D0T
  1
4 +D x z +Dx2T
1
2 ; (81)
z = D0 +Dx z T
1
4 +Dx y T; (82)
where D0; D are given in (75), (76), and 0 < T < 1. From (80) and (81), we have
x = yT
1
4 : (83)
By substituting (83) into (82), we get
z = D0 +Dxz T
1
4 +Dx2 T
3
4 : (84)
Comparing (80) with (84), we notice that
x = z: (85)
Substituting (85) into (80), we obtain following quadratic equation for x:
x = D0 +D x2 T
1
4 +D x2T
3
4 ;
that is,
D(T
1
4 + T
3
4 )x2   x+D0 = 0: (86)
The existence condition for the real solution for (86) is given by
1  4D(T 14 + T 34 )D0  0: (87)
This inequality holds for small T > 0. Then we let x be the smallest solution of
(86) under the condition (87), that is,
x :=
1 
q
1  4D(T 14 + T 34 )D0
2D(T
1
4 + T
3
4 )
: (88)
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Further dene
y := xT 
1
4 ; z := x: (89)
Remark that x, y and z depend on T . Here, the numbers x; y and z are the
solutions of (80); (81) and (82). Then, by induction we can prove
An  x; Bn  y; Cn  z (90)
as follows: For n = 1, (90) is true, since
A1  D0 +DxzT 14 +Dx2T
3
4 = x:
B1  D0T  14 +Dxz +Dx2T
1
2 = y:
C1  D0 +DxzT 14 +DxyT = z:
Suppose that (90) holds for some n. Then, it holds that
An+1 = D0 +DAnCnT
1
4 +DA2nT
3
4  D0 +DxzT 14 +Dx2T
3
4 = x:
Bn+1 = D0T
  1
4 +DAnCn +DA2nT
1
2  D0T  14 +Dxz +Dx2T
1
2 = y:
Cn+1 = D0 +DAnCnT
1
4 +DAnBnT  D0 +DxzT 14 +DxyT = z:
Hence, we have proved that the sequences fAng, fBng and fCng are bounded above.
Therefore, there exist three numbers A, B and C such that
lim
n!1An = A  x;
lim
n!1Bn = B  y;
and
lim
n!1Cn = C  z:
STEP 3.
We shall prove the existence of u 2 X satisfying
sup
0<t<T
jjun(t)  u(t)jjL2 ! 0 (n!1); (91)
sup
0<t<T
jjun(t)  u(t)jjL1 ! 0 (n!1); (92)
and
sup
0<t<T
t
1
2 jj@xun(t)  @xu(t)jjL2 ! 0 (n!1): (93)
The proofs of (91), (92) and (93) can be carried out as follows: Dene the sequence
fUng by
Un+1(t) := un+1(t)  un(t) (n  1); U1(t) := u1(t): (94)
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By the analogous discussion as that in STEP 1, we shall show that there exist
sequences of numbers f ~Ang, f ~Bng, and f ~Cng satisfying
sup
0<t<T
jjUn(t)jjL2  ~An; (95)
sup
0<t<T
jjUn(t)jjL1  ~Bn; (96)
and
sup
0<t<T
t
1
2 jj@xUn(t)jjL2  ~Cn: (97)
Indeed, by induction these boundedness properties are investigated in the following.
Dene
~A1 := D0; ~B1 := D0T
  1
4 ; ~C1 := D0: (98)
We have that (95), (96) and (97) are true for n = 1. Suppose that (95), (96) and
(97) are true for some n. Then the denitions (58) and (94) imply
Un+1(t) =  
Z t
0
e(t )L

@x (un()  @xvn())  @x (un 1()  @xvn 1())

d: (99)
for n  1. Note that we dene u0  0 and v0  0.
i) Evaluation of jjUn+1(t)jjL2 .
By the inequality (53) and the equation (99), we have
jjUn+1(t)jjL2
 
Z t
0
jje(t )L

@x (un()  @xvn())  @x (un 1()  @xvn 1())

jjL2d
 
Z t
0
k
(t  ) 14 jj@x (un()  @xvn())  @x (un 1()  @xvn 1())jjL1d:
(100)
Notice (62)   (65). Then we can estimate the integrand on the right-hand side of
(100) as follows:
jj@x (un()  @xvn())  @x (un 1()  @xvn 1())jjL1
= jj@xun()  @xvn() + un()Hvn()  @xun 1()  @xvn 1()  un 1Hvn 1()jjL1
 jj@xun()  @x(vn   vn 1)()jjL1 + jj@x(un   un 1)()  @xvn 1()jjL1
+jjun()H(vn   vn 1)()jjL1 + jj(un   un 1)()Hvn 1()jjL1
=: K1 +K2 +K3 +K4: (101)
Now, set Vn = vn   vn 1. Then we see that
Vn = (  H) 1un   (  H) 1un 1 = (  H) 1Un:
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Consider the inequalities (55), (49) and (90). By the assumptions of the induction
for ~An; ~Cn concerning (95) and (97), we obtain the following estimates.
K1 = jj@xun()  @x(vn   vn 1)()jjL1
 jj@xun()jjL2 jjjjL1jj@xVn()jjL2
 C2Cn ~An  12  C2z ~An  12 :
K2 = jj@x(un   un 1)()  @xvn 1()jjL1
 jj@xUn()jjL2 jjjjL1jj@xvn 1()jjL2
 C2 ~CnAn 1  12  C2x ~Cn  12 :
K3 = jjun()H(vn   vn 1)()jjL1
 jjun()jjL2 jjHVn()jjL2
 AnjjVn()  Un()jjL2
 (C + )x ~An:
K4 = jj(un   un 1)()Hvn 1()jjL1
 jjUnjjL2 jjHvn 1jjL2
 ~Anjjvn 1   un 1jjL2
 (C + )x ~An:
By (101) and the estimates above, we have the following inequality.
jj@x (un()  @xvn())  @x (un 1()  @xvn 1())jjL1
 C2(z ~An + x ~Cn)  12 + 2(C + )x ~An: (102)
By substituting (102) into (100), we get
jjUn+1(t)jjL2  
Z t
0
k
(t  ) 14

C2(z ~An + x ~Cn) 
1
2 + 2(C + )x ~An)

d
  kC2(z ~An + x ~Cn)B(3
4
;
1
2
) t
1
4 +
8
3
 k(C + )x ~Ant
3
4 :
This shows that
sup
0<t<T
jjUn+1(t)jjL2  ~D1(z ~An + x ~Cn)T 14 + ~D1x ~AnT 34 ; (103)
where
~D1 := maxf kC2B(3
4
;
1
2
);
8
3
 k(C + )g:
ii) Evaluation of jjUn+1(t)jjL1 .
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By the inequalities (52), (102) and the equation (99) , we have
jjUn+1(t)jjL1  
Z t
0
jje(t )L

@x (un()  @xvn())  @x (un 1()  @xvn 1())

jjL1d
 
Z t
0
l
(t  ) 12 jj@x (un()  @xvn())  @x (un 1()  @xvn 1())jjL1d
 
Z t
0
l
(t  ) 12

C2(z ~An + x ~Cn) 
1
2 + 2(C + )x ~An)

d
 C2(z ~An + x ~Cn) + 4(C + )x ~Ant 12 :
Hence, we obtain the following estimate.
sup
0<t<T
jjUn+1(t)jjL1  ~D2(z ~An + x ~Cn) + ~D2x ~AnT 12 ; (104)
where
~D2 := maxfC2; 4(C + )g:
iii) Evaluation of t
1
2 jj@xUn+1(t)jjL2 .
By the same discussion as (70), it holds that
jj@xUn+1(t)jjL2
 
Z t
0
jj@xe(t )L

@x (un()  @xvn())  @x (un 1()  @xvn 1())

jjL2d
 
Z t
0

1
2
1
(t  ) 12 jj@x (un()  @xvn())  @x (un 1()  @xvn 1())jjL2d: (105)
Then, by the analogous argument as (101), we then get
jj@x (un()  @xvn())  @x (un 1()  @xvn 1())jjL2
= jj@xun()  @xvn() + un()Hvn()  @xun 1()  @xvn 1()  un 1Hvn 1()jjL2
 jj@xun()  @x(vn   vn 1)()jjL2 + jj@x(un   un 1)()  @xvn 1()jjL2
+jjun()H(vn   vn 1)()jjL2 + jj(un   un 1)()Hvn 1()jjL2
=: L1 + L2 + L3 + L4: (106)
Furthermore, observe the inequalities (55), (49) and (90). Then consider the as-
sumptions of the induction for ~An; ~Cn concerning (95) and (97), again. By the same
discussion as for K1  K4, we obtain the following estimates:
L1 = jj@xun()  @x(vn   vn 1)()jjL2
 jj@xun()jjL2 jj  jjL1jj@xVn()jjL1
 Cjj@xun()jjL2 2 jjUn()jjL2
 C  12 Cn2 ~An  C2z  12 ~An:
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L2 = jj@x(un   un 1)()  @xvn 1()jjL2
 jj@xUn()jjL2 jj  jjL1 jj@xvn 1()jjL1
 Cjj@xUn()jjL2 jj  jjL1 jjun 1()jjL2
 C  12 ~Cn2An 1  C2x  12 ~Cn:
L3 = jjun()H(vn   vn 1)()jjL2
 jjun()jjL1jjHVn()jjL2
 Bn(jjVn()jjL2 + jjUn()jjL2)
 y (CjjUn()jjL2 + jjUn()jjL2)  (C + ) y ~An:
L4 = jj(un   un 1)()Hvn 1()jjL2
 jjUn()jjL1jjHvn 1()jjL2
 ~Bn(jjvn 1()jjL2 + jjun 1()jjL2)
 ~Bn (Cx + x)  (C + ) x ~Bn:
By (106) and the estimates above, it holds that
jj@x (un()  @xvn())  @x (un 1()  @xvn 1())jjL2
 C2  12 (z ~An + x ~Cn) + (C + )(y ~An + x ~Bn): (107)
Then, by substituting (107) into (105), we have
jj@xUn+1(t)jjL2
 
Z t
0

1
2
1
(t  ) 12 jj@x (un()  @xvn())  @x (un 1()  @xvn 1())jjL2d
 
Z t
0

1
2
1
(t  ) 12

C2
  1
2 (z ~An + x ~Cn) + (C + )(y ~An + x ~Bn)

d
 C
1
2
1 2B(
1
2
;
1
2
)(z ~An + x ~Cn) + 
1
2
1 (C + )(y ~An + x ~Bn)t
1
2 :
This shows that
sup
0<t<T
t
1
2 jj@xUn+1(t)jjL2  ~D3(z ~An + x ~Cn)T 12 + ~D3(y ~An + x ~Bn)T; (108)
where
~D3 := maxfC
1
2
1 2; 
1
2
1 (C + )g:
We set ~D = ~D(; ; ; 1; 2) as
~D := maxf ~D1; ~D2; 2 ~D3g:
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Further dene
~An+1 := ~D(z ~An + x ~Cn)T
1
4 + ~Dx ~AnT
3
4 ; (109)
~Bn+1 := ~D(z ~An + x ~Cn) + ~Dx ~AnT
1
2 ; (110)
~Cn+1 := ~D(z ~An + x ~Cn)T
1
4 +
1
2
~D(y ~An + x ~Bn)T: (111)
Consider (103), (104) and (108). Use (109)  (111). Then, we have proved that the
estimates (95), (96), and (97) hold for n+1. Note that for 0 < T < 1, it holds that
T
1
2 < T
1
4 in (108) and (111).
The denitions (109) and (110) imply
~Bn = ~AnT
  1
4 : (112)
By substituting (112) and y = xT 
1
4 (see (89)) into (111), we get
~Cn+1 := ~D(z ~An + x ~Cn)T
1
4 +
1
2
~D(xT 
1
4 ~An + x ~AnT 
1
4 )T;
that is,
~Cn+1 := ~D(z ~An + x ~Cn)T
1
4 + ~Dx ~AnT
3
4 : (113)
From (109) and (113), we obtain
~An = ~Cn: (114)
Remark that (112) and (114) hold for n = 1 (see (98)). By (109) and (113), we see
~An+1 = ( ~D(x + z)T
1
4 + ~DxT
3
4 ) ~An: (115)
The equation (115) indicates that f ~Ang is a geometric sequence of common ratio
~D(x + z)T
1
4 + ~DxT
3
4 . Hence, under the condition that
~D(x + z)T
1
4 + ~DxT
3
4 < 1; (116)
~An converges to 0. Remember that x = z depends on T ; see (88) and (89). We
have to certify that (116) holds for small T . Indeed, by substituting (88) and (89)
into (116), we have
~D
1 
q
1  4D(T 14 + T 34 )D0
D(1 + T
1
2 )
+ ~D
1 
q
1  4D(T 14 + T 34 )D0
2D(1 + T
1
2 )
T
1
2 < 1: (117)
Since (117) holds for small T = T (D0; D; ~D) = T (; ; ; u; 1; 2) > 0, (116) also
holds. Therefore, for small T , it holds that
sup
0<t<T
jj(un+1   un)(t)jjL2 = sup
0<t<T
jjUn+1(t)jjL2  ~An+1 ! 0 (n!1): (118)
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As well as (118), by means of (112) and (114), we obtain the following:
sup
0<t<T
jj(un+1   un)(t)jjL1  ~Bn+1 ! 0 (n!1);
sup
0<t<T
t
1
2 jj@x(un+1   un)(t)jjL2  ~Cn+1 ! 0 (n!1):
Thus the results above mean that fung is a Cauchy sequence in the Banach space
X given by (56). Indeed, set Sn :=
nX
k=1
~Ak: Since the number sequence fSng is
convergent, it follows that fSng is also a Cauchy sequence. Then we have
sup
0<t<T
jj(un+m un)(t)jjL2  ~An+1+ ~An+2+    ~An+m = Sn+m Sn ! 0 (n;m!1):
In the same way, it holds that
sup
0<t<T
jj(un+m   un)(t)jjL1 ! 0 (n;m!1);
and
sup
0<t<T
t
1
2 jj@x(un+m   un)(t)jjL2 ! 0 (n;m!1):
Therefore, there exists a u 2 X such that
sup
0<t<T
jj(un   u)(t)jjL2 ! 0 (n!1); (119)
sup
0<t<T
jj(un   u)(t)jjL1 ! 0 (n!1); (120)
sup
0<t<T
t
1
2 jj@x(un   u)(t)jjL2 ! 0 (n!1): (121)
Consequently, the convergences (91), (92) and (93) are veried.
Finally, dene
v := (  H) 1u: (122)
Then we can certify that(u; v) is a mild solution of (GKS) on (0; T ) by the following
procedures i), ii) and iii). At rst, by (11) we note that
u(t) 
n
etLu  
Z t
0
e(t )L @x(u()  @xv()) d
o
= (u   un+1)(t) + 
Z t
0
e(t )L

@x(u()  @xv()  @x(un()  @xvn()

d: (123)
i) We proceed to the evaluation of
u(t) netLu  Z t
0
e(t )L @x(u()  @xv()) d
o
L2
:
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By (53) and (123), we have
jju(t) 
n
etLu  
Z t
0
e(t )L @x(u()  @xv()) d
o
jjL2
 jj(u   un+1)(t)jjL2
+
Z t
0
jje(t )L

@x (u()  @xv())  @x (un()  @xvn())

jjL2d
 jj(u   un+1)(t)jjL2
+
Z t
0
k
(t  ) 14 jj@x (u()  @xv())  @x (un()  @xvn())jjL1d: (124)
The integrand on the right-hand side of (124) is evaluated as follows:
jj@x (u()  @xv())  @x (un()  @xvn())jjL1
= jj@xu()  @xv() + u()Hv()  @xun()  @xvn()  unHvn()jjL1
 jj@xu()  @x(v   vn)()jjL1 + jj@x(u   un)()  @xvn()jjL1
+jju()H(v   vn)()jjL1 + jj(u   un)()Hvn()jjL1
=:M1 +M2 +M3 +M4: (125)
Here, by the inequality (55) and the convergences (119) (121), eachMi is evaluated
as follows: for any  2 (0; T ),
M1 = jj@xu()  @x(v   vn)()jjL1
 jj@xu()jjL2 jjjjL1jj@x(v   vn)()jjL2
 Cjj@xu()jjL2jjjjL1jj(u   un)()jjL2 ! 0 (n!1):
M2 = jj@x(u   un)()  @xvn()jjL1
 jj@x(u   un)()jjL2 jjjjL1jj@xvn()jjL2 ! 0 (n!1):
M3 = jju()H(v   vn)()jjL1
 jju()jjL2 jjH(v   vn)()jjL2
 (C + )jju()jjL2 jj(u   un)()jjL2 ! 0 (n!1):
M4 = jj(u   un)()Hvn()jjL1
 jj(u   un)()jjL2 jjHvnjjL2 ! 0 (n!1):
Observe (124) and (125). Consider each convergent term Mi evaluated above. Then
by the Lebesgue's convergence theorem, we obtain
sup
0<t<T
u(t)  netLu   Z t
0
e(t )L @x(u()  @xv()) d
o
L2
= 0: (126)
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ii) Evaluation of
u(t)  netLu   Z t
0
e(t )L @x(u()  @xv()) d
o
L1
:
By the same discussion as i) (cf. (124), (125) and each convergent term Mi above),u(t)  netLu   Z t
0
e(t )L @x(u()  @xv()) d
o
L1
 jj(u   un+1)(t)jjL1
+
Z t
0
jje(t )L

@x (u()  @xv())  @x (un()  @xvn())

jjL1d
 jj(u   un+1)(t)jjL1
+
Z t
0
l
(t  ) 12 jj@x (u()  @xv())  @x (un()  @xvn())jjL1d
! 0 (n!1):
Hence we have the following:
sup
0<t<T
jju(t) 
n
etLu  
Z t
0
e(t )L @x(u()  @xv()) d
o
jjL1 = 0: (127)
iii) Evaluation of t
1
2
@xhu(t)  netLu   Z t
0
e(t )L @x(u()  @xv()) d
oi
L2
:
By (123) we see
jj@x
h
u(t) 
n
etLu  
Z t
0
e(t )L @x(u()  @xv()) d
oi
jjL2
 jj@x(u   un+1)(t)jjL2
+
Z t
0
jj@xe(t )L

@x (u()  @xv())  @x (un()  @xvn())

jjL2d
 jj@x(u   un+1)(t)jjL2
+
Z t
0
21
(t  ) 14 jj@x (u()  @xv())  @x (un()  @xvn())jjL2d: (128)
Here, the integrand of the righthand side of (128) is evaluated as follows (cf. (125)):
jj@x (u()  @xv())  @x (un()  @xvn())jjL2
= jj@xu()  @xv() + u()Hv()  @xun()  @xvn()  unHvn()jjL2
 jj@xu()  @x(v   vn)()jjL2 + jj@x(u   un)()  @xvn()jjL2
+jju()H(v   vn)()jjL2 + jj(u   un)()Hvn()jjL2
=: N1 +N2 +N3 +N4: (129)
By the inequality (55) and the convergences (119)   (121), each Ni is evaluated as
follows (cf. M1  M4) : for any  2 (0; T ),
N1 = jj@xu()  @x(v   vn)()jjL2
 jj@xu()jjL2 jjjjL1jj@x(v   vn)()jjL1
 Cjj@xu()jjL2 jjjjL1jj(u   un)()jjL2 ! 0 (n!1):
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N2 = jj@x(u   un)()  @xvn()jjL2
 jj@x(u   un)()jjL2 jjjjL1 jj@xvn()jjL1 ! 0 (n!1):
N3 = jju()H(v   vn)()jjL2
 jju()jjL1jjH(v   vn)()jjL2
 (C + )jju()jjL1jj(u   un)()jjL2 ! 0 (n!1):
N4 = jj(u   un)()Hvn()jjL2
 jj(u   un)()jjL1 jjHvnjjL2 ! 0 (n!1):
Combine (128) and (129) with the preceding estimates forNi. Then by the Lebesgue's
convergence theorem, we obtain
sup
0<t<T
t
1
2
@xhu(t)  netLu   Z t
0
e(t )L @x(u()  @xv()) d
oi
L2
= 0: (130)
Observe the Banach spaces X and Y given by (56) and (57), respectively. Then,
by the convergences (119)  (121) and the denition (122) together with the results
(126), (127) and (130), we conclude that (u; v) is a mild solution of (GKS) on
(0; T ) satisfying u 2 X, v 2 Y . This completes the proof of the existence part of
Theorem 5:3. ■
5.5 Proof of the uniqueness part of Theorem 5:3
In this subsection, we give a proof of the uniqueness part of Theorem 5:3, that is,
we prove that (u; v) is the unique mild solution of (GKS) on (0; T ) with the same
initial state u(x; 0) = ~u(x; 0) = u(x). Let (u; v) and (~u; ~v) be mild solutions of
(GKS) on (0; T ). Then it holds that
jj(u  ~u)(t)jjL2
 jj
Z t
0
e(t )L

@x (u()  @xv())  @x (~u()  @x~v())

d jjL2
 
Z t
0
k
(t  ) 14

jj@x u()  @x(v   ~v())jjL1 + jj@x (u  ~u)()  @x~v()jjL1
+jju() H(v   ~v)()jjL1 + jj(u  ~u)() H ~v()jjL1

d: (131)
In (131), we use the rst integral equation in Denition 5:2 for the rst inequality,
(53) and the same discussion as that in (101) for the second inequality (cf. (63)  
(65)). As well as K1   K4 in the proof of the existence part of Theorem 5:3, we
obtain the following estimates.
jj@x u()  @x(v   ~v())jjL1  C  12 z2 sup
0<t<T
jj(u  ~u)(t)jjL2 : (132)
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jj@x (u  ~u)()  @x~v()jjL1  C  12x2 sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2 : (133)
jju() H(v   ~v)()jjL1  (C + )x sup
0<t<T
jj(u  ~u)(t)jjL2 : (134)
jj(u  ~u)() H ~v()jjL1  (C + )x sup
0<t<T
jj(u  ~u)(t)jjL2 : (135)
By substituting these estimates (132)  (135) into (131), we have
jj(u  ~u)(t)jjL2
 
Z t
0
k
(t  ) 14

 
1
2 z2 C sup
0<t<T
jj(u  ~u)(t)jjL2
+ 
1
2x2 C sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2
+2(C + )x sup
0<t<T
jj(u  ~u)(t)jjL2

d
 ( sup
0<t<T
jj(u  ~u)(t)jjL2 + sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2)
(kB(3
4
;
1
2
)z2 CT
1
4 +
8
3
k(C + )xT
3
4 ): (136)
Dene
D^1 := maxfkB(3
4
;
1
2
)2C;
8
3
k(C + )g:
Then, from (136) we obtain
sup
0<t<T
jj(u  ~u)(t)jjL2  ( sup
0<t<T
jju  ~ujjL2 + sup
0<t<T
t
1
2 jj@x(u  ~u)jjL2)(D^1zT 14 + D^1xT 34 ):
(137)
Nextly, the inequality (52) and the same argument as that in (131)   (135), imply
the following:
jj(u  ~u)(t)jjL1  jj
Z t
0
e(t )L

@x (u()  @xv())  @x (~u()  @x~v())

d jjL1
 
Z t
0
l
(t  ) 12 jj@x (u()  @xv())  @x (~u()  @x~v())jjL1d
 
Z t
0
l
(t  ) 12

 
1
2 z2 C sup
0<t<T
jj(u  ~u(t)jjL2
+  
1
2 z2 C sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2 + 2(C + )x sup
0<t<T
jj(u  ~u)(t)jjL2

d
 ( sup
0<t<T
jj(u  ~u)(t)jjL2 + sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2)
 (lz2CB(1
2
;
1
2
) + 4l(C + )xt
1
2 )
 ( sup
0<t<T
jju  ~ujjL2 + sup
0<t<T
t
1
2 jj@x(u  ~u)jjL2) (lz2C + 4l(C + )xT 12 ):
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From the above, it follows that
sup
0<t<T
jj(u  ~u)(t)jjL1  ( sup
0<t<T
jju  ~ujjL2 + sup
0<t<T
t
1
2 jj@x(u  ~u)jjL2)(D^2z + D^2xT 12 );
(138)
where
D^2 := maxfl 2C; 4l(C + )g:
Finally, by the rst integral equation in Denition 5.2 and the norm inequality (51),
we have
jj@x(u  ~u)(t)jjL2  
Z t
0
jj@xe(t )L

@x (u()  @xv())  @x (~u()  @x~v())

jjL2d
 
Z t
0

1
2
1
(t  ) 12 jj @x (u()  @xv())  @x (~u()  @x~v())jjL2d: (139)
Consider (101) with (un; vn) and (un 1; vn 1) replaced by (u; v) and (~u; ~v), respec-
tively. Then, as in (101), we obtain
jj@x (u()  @xv())  @x (~u()  @x~v())jjL2
 jj@xu()  @x(v   ~v)()jjL2 + jj@x(u  ~u)()  @x~v()jjL2
+jju() H(v   ~v)()jjL2 + jj(u  ~u)() H~v()jjL2 : (140)
The same argument as that in (132)  (135) leads to the following:
jj@xu()  @x(v   ~v)()jjL2  C  12 z2 sup
0<t<T
jj(u  ~u)(t)jjL2 ; (141)
jj@x(u  ~u)()  @x~v()jjL2  C  12x2 sup
0<t<T
t
1
2 jj@x(u  ~u)jjL2 ; (142)
jju() H(v   ~v)()jjL2  (C + )y sup
0<t<T
jj(u  ~u)jjL2 ; (143)
jj(u  ~u)() H ~v()jjL2  (C + )x sup
0<t<T
jj(u  ~u)jjL2 : (144)
Hence, the estimates (139)  (144) yield
jj@x(u  ~u)(t)jjL2
 
1
2
1

2CB(
1
2
;
1
2
)(x + z) + (C + )xt
1
2 + (C + )yt
1
2

 ( sup
0<t<T
jj(u  ~u)(t)jjL2 + sup
0<t<T
jj(u  ~u)(t)jjL1 + sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2):
Set
D^3 := maxf
1
2
1 2C; 
1
2
1 (C + )g:
47
Then, it holds that
sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2
 (D^3(x + z)T 12 + ~D3(x + y)T )
( sup
0<t<T
jj(u  ~u)(t)jjL2 + sup
0<t<T
jj(u  ~u)(t)jjL1
+ sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2):
(145)
Lastly, we dene D^ = D^(; ; ; 1; 2) by
D^ := maxfD^1; D^2; D^3g:
Then, from (137), (138) and (145), we obtain the following three estimates numbered
(146), (147) and (148), respectively:
sup
0<t<T
jj(u  ~u)(t)jjL2
 ( sup
0<t<T
jj(u  ~u)(t)jjL2 + sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2)(D^zT 14 + D^xT 34 ); (146)
T
1
4 sup
0<t<T
jj(u  ~u)(t)jjL1
 ( sup
0<t<T
jj(u  ~u)(t)jjL2 + sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2)(D^zT 14 + D^xT 34 ); (147)
sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2
 (D^(x + z)T 12 + ~D(x + y)T 1)
( sup
0<t<T
jj(u  ~u)(t)jjL2 + sup
0<t<T
jj(u  ~u)(t)jjL1 + sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2)
 (D^(x + z)T 14 + ~Dx + y)T 34 )
( sup
0<t<T
jj(u  ~u)(t)jjL2 + T 14 sup
0<t<T
jj(u  ~u)(t)jjL1 + sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2):
(148)
By adding the three inequalities (99)  (101), we have
sup
0<t<T
jj(u  ~u)(t)jjL2 + T 14 sup
0<t<T
jj(u  ~u)(t)jjL1 + sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2


D^(3z + x)T
1
4 + D^(3x + y)T
3
4

( sup
0<t<T
jj(u  ~u)(t)jjL2 + T 14 sup
0<t<T
jj(u  ~u)(t)jjL1 + sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2):(149)
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Substitute (89), i.e., the values z = x and y = xT 
1
4 , into (149). Then, we
obtain
sup
0<t<T
jj(u  ~u)(t)jjL2
+T
1
4 sup
0<t<T
jj(u  ~u)(t)jjL1 + sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjjL2
 D^T 14x(4 + T 12 + 3T 34 )
( sup
0<t<T
jj(u  ~u)(t)jjL2 + T 14 sup
0<t<T
jj(u  ~u)(t)jjL1
+ sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2): (150)
By (150), we see that under the condition
D^T
1
4x(4 + T
1
2 + 3T
3
4 ) < 1; (151)
the following must hold:
sup
0<t<T
jj(u  ~u)(t)jjL2+T 14 sup
0<t<T
jj(u  ~u)(t)jjL1+ sup
0<t<T
t
1
2 jj@x(u  ~u)(t)jjL2 = 0: (152)
Here, since x depends on T , we have to check whether (151) holds for small T > 0.
For this aim, we rewrite (151) with x replaced by the value (88), and obtain
D^
1 
q
1  4D(T 14 + T 34 )D0
2D(1 + T
1
2 )
(4 + T
1
2 + 3T
3
4 ) < 1: (153)
The condition (153), i.e. (151) holds for small T > 0. Notice that T = T (D0; D; D^) =
T (; ; ; u; 1; 2). The equation (152) tells us that u = ~u, and v = ( H) 1u =
(  H) 1~u = ~v. ■
5.6 Proof of Theorem 5.4
Notice that S(R) is dense in L2(R) \ L1(R). Consider the inequalities (55)
and the construction of (u; v) performed in Section 5.4. Then, by standard density
arguments, Theorem 5:4 is proved to hold.■
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A Appendix 1
In this appendix, we shall give the detailed proofs of (14), (13) and (18) given in
Chapter 3.
A.1 Proof of (14)
In this section, we show the detailed proof of (14).
d

~u(X(s); s)e
 
Z s
t
a~vxx(X(); ) d

= d

~u(X(s); s)

 e 
Z s
t
a~vxx(X(); ) d
+ ~u(X(s); s)  d

e
 
Z s
t
a~vxx(X(); ) d 
=

(~ux(X(s); s) 

 a~vx(X(s); s)

ds+
p
2 ~ux(X(s); s) dBs
+ ~uxx(X(s); s) ds+ ~us(X(s); s) ds

 e 
Z s
t
a~vxx(X(); ) d
+ ~u(X(s); s) 

 a~vxx(X(s); s)

 e 
Z s
t
a~vxx(X(); ) d
ds
=

(~ux(X(s); s) 

 a~vx(X(s); s)

ds+
p
2~ux(X(s); s) dBs
+ ~uxx(X(s); s) ds  ~uxx(X(s); s) ds+ a~ux(X(s); s)  ~vx(X(s); s) ds
+ a~u(X(s); s)~vxx(Xt(s); s) ds

 e 
Z s
t
a~vxx(X(); ) d
+ ~u(X(s); s) 

 a~vxx(X(s); s)

 e 
Z s
t
a~vxx(X(); ) d
ds
=
p
2~ux(X(s); s)dBs  e
 
Z s
t
a~vxx(X(); ) d
,
where we have used the dierential calculus of a composite function, (10) and the
generalized Ito^'s formula (cf. Prop. 3:2) for the second equation, and (4:1) for the
third equation. Also we have used the fact that the term of local time 1 in (10)
vanishes for the functional ~u satisfying ~ux(L1; t) = ~ux(L2; t) = 0 (cf. Section IV-7 of
[2], and [7] and references therein). ■
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A.2 Proof of (13)
As was done for the proof of (14), we can prove (13). Let us consider a functional
of ~v(Y (s); s)e
 
Z s
t
d
. By using (9:2) and (11) instead of (9:1) and (10) in A:1, we
have the following relation:
d

~v(Y (s); s)e
 
Z s
t
d
= d

~v(Y (s); s)

 e 
Z s
t
d
+ ~v(Y (s); s)  d

e
 
Z s
t
d 
=

~vx(Y (s); s)  0 ds+
p
2~vx(Y (s); s)dBs + ~vxx(Y (s); s) ds
+ ~vs(Y (s); s) ds

 e 
Z s
t
d
+ ~v(Y (s); s)  ( )  e 
Z s
t
d
ds
=
p
2~vx(Y (s); s)dBs + ~vxx(Y (s); s) ds  ~vxx(Y (s); s) ds+ ~v(Y (s); s) ds
  ~u(Y (s); s) ds

 e 
Z s
t
d
+ ~v(Y (s); s)  ( )  e 
Z s
t
d
ds
=
p
2~vx(Y (s); s)dBs   ~u(Y (s); s) ds

e
 
Z s
t
d
:
By integrating both sides from t to T , we have
Z T
t
d

~v(Y (s); s)

e
 
Z s
t
d
ds
=
Z T
t
p
2~vx(Y (s); s)dBs   ~u(Y (s); s) ds

e
 
Z s
t
d
:
It follows that
~v(Y (T ); T )e
 
Z T
t
d   ~v(Y (t); t)e 
Z t
t
d
=
p
2
Z T
t
e
 
Z s
t
d
~vx(Y (s); s)dBs  
Z T
t
~u(Y (s); s)e
 
Z s
t
d
ds:
After putting in order, we take the expectation E in probability measure P , then
we have
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E[~v(Y (T ); T )e (T t)   ~v(Y (t); t) j Y (t) = x]
= E[
p
2
Z T
t
e (s t)~vx(Y (s); s)dBsj Y (t) = x]
 E[
Z T
t
~u(Y (s); s)e (s t)dsj Y (t) = x]:
Since the rst term on the right-hand side equals to zero, and v(x; T ) equals to v(x),
we have (13). ■
A.3 Proof of (18)
Finally we shall prove the inequality (18). By (17),
~u(Y (); ) = ~u(Y (); T   (T   ))  inf
x2I
u  e (T )aM
holds. Thus for  6= aM , we have
II = E [
Z T
T s
 ~u(Y (); )e ( T+s) d j Y (T   s) = x]
 
Z T
T s
inf
x2I
u  e (T )aMe ( T+s) d
=  inf
x2I
u  e TaM+T s
Z T
T s
e(aM ) d
=  inf
x2I
u  e TaM+T s 1
aM    fe
(aM )T   e(aM )(T s)g
=  inf
x2I
u  e TaM+T s 1
aM    e
(aM )T (1  e(aM )( s))
=  inf
x2I
u  e s 1
aM    ((1  e
(aM )( s))
=  inf
x2I
u  e
 aMs   e s
   aM :
Also for  = aM , we have
II = E [
Z T
T s
 ~u(Y (); )e ( T+s) d j Y (T   s) = x]
 
Z T
T s
inf
x2I
u  e (T )aMe ( T+s) d
=  inf
x2I
u  e s
Z T
T s
d
=  inf
x2I
u  s e s: ■
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B Appendix 2
In this appendix, we shall present the proofs of Propositions 4:3 and 4:6 given in
Chapter 4.
B.1 Proof of Proposition 4:3:
We use an eigenfunction expansion method. We set
w(x; t) :=
1X
n=0
wn(x; t) =
1X
n=0
Tn(t)Xn(x); (154)
where
Xn(x) = cosn(x  a); n = n
b  a: (155)
Step 1. We set
z(x; t) :=
1X
n=0
zn(t)Xn(x): (156)
From (156), we have the following equation:
Z b
a
z(x; t) cosm(x  a) dx =
Z b
a
1X
n=0
zn(t) cosn(x  a) cosm(x  a) dx: (157)
Note that if n 6= m, then it holds thatZ b
a
cosn(x  a) cosm(x  a) dx = 0;
and in the case n = m 6= 0, then it holds thatZ b
a
cosn(x  a) cosn(x  a) dx = b  a
2
:
By substituting these formulas into (157), we obtainZ b
a
z(x; t) cosm(x  a) dx = b  a
2
zn(t) (n  1);
namely,
zn(t) =
2
b  a
Z b
a
z(x; t) cosn(x  a) dx (n  1):
In the case n = m = 0, it holds that
Z b
a
cos0(x  a) cos0(x  a) dx = b  a;
thus it follows that
z0(t) =
1
b  a
Z b
a
z(x; t) dx:
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Step 2. From (154) and (156), we know that (22:1) given in Proposition 4:3 means
T 0n(t)Xn(x) = Tn(t)X
00
n(x) + zn(t)Xn(x): (158)
For n  1, (158) is transformed to
T 0n(t) + 
2
nTn(t) = zn(t): (159)
On the other hand, from (154) and (155), we notice that
w(x) =
1X
n=0
Tn(0) cosn(x  a):
With the Fourier series expansion of w(x), we have
Tn(0) =
2
b  a
Z b
a
w(x) cosn(x  a) dx (n  1)
and
T0(0) =
1
b  a
Z b
a
w(x) dx:
For n = 0, (158) means
T 00(t) = z0(t): (160)
Step 3. Let us solve the dierential equations (159) and (160). By a standard
method, we have the following solutions:
Tn(t) = e
 2nt

Tn(0) +
Z t
0
zn()e
2n d

(n  1); (161)
and for n = 0,
T0(t) = T0(0) +
Z t
0
zn() d:
Notice that (161) is correct in the case n = 0.
Step 4. Combined (154), (155) with (161), we have proved Proposition 4:3.
B.2 Proof of Proposition 4:6.
We will show that for any  > 0, there exists t0 > 0 such that F (t) <  for all t  t0.
We set  =
k
2l
. On the other hand, because it is assumed that lim
t!1G(t) = 0, we
know that there exists t1 > 0 such that G(t) <  for all t  t1. From the given
assumption, we have
F 0(t)   kF (t) + l =  kfF (t)  l
k
g:
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We set X(t) = F (t)  l
k
. Then it follows that
X 0(t)   kX(t):
By Proposition 4:5, we obtain the following inequality:
X(t)  X(t1)e k(t t1):
Therefore, we have
F (t)  fF (t1)  l
k
ge k(t t1) + l
k
 F (t1)e k(t t1) + l
k
: (162)
Since we can choose t0(> t1) such that
F (t1)e
 k(t0 t1) <

2
;
the inequality (162) means F (t) <  for all t > t0. ■
C Appendix 3
Figures of numerical examples are drawn by making use of the mathematical soft-
ware, Mathematica. The follwing is the source code of Mathematica through which
we draw the 3-dimensional graphs in Figure 6.
usol = NDSolve[fD[u[t, x], t] == D[u[t, x], x, x] - 5/4 D[u[t, x]  D[v[t, x], x], x] ,
D[v[t, x], t] == D[v[t, x], x, x] + 2 u[t, x] - 3 v[t, x],
u[0, x] == 3 - Cos[2 x], v[0, x] == 3, u(0;1)[t, -10] == 0, u(0;1)[t, 10] == 0,
v(0;1)[t, -10] == 0, v(0;1)[t, 10] == 0 g, fu, vg, ft, 0, 6g, fx, -10, 10g]
Plot3D[u[t, x] /. usol, ft, 0, 6g, fx, 0, Pig, PlotRange -> f0, 6g, f0, Pig, f0, 5gg,
PlotPoints ->50, AxesLabel -> ft, xg]
Plot3D[v[t, x] /. usol, ft, 0, 6g, fx, 0, Pig, PlotRange -> f0, 6g, f0, Pig, f0, 5gg,
PlotPoints ->50, AxesLabel -> ft, xg]
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