Reinforcement learning is the process by which an agent learns to predict long-term future reward. We now understand a great deal about the brain's reinforcement learning algorithms, but we know considerably less about the representations of states and actions over which these algorithms operate. A useful starting point is asking what kinds of representations we would want the brain to have, given the constraints on its computational architecture. Following this logic leads to the idea of the successor representation, which encodes states of the environment in terms of their predictive relationships with other states. Recent behavioral and neural studies have provided evidence for the successor representation, and computational studies have explored ways to extend the original idea. This paper reviews progress on these fronts, organizing them within a broader framework for understanding how the brain negotiates trade-offs between efficiency and flexibility for reinforcement learning. 
Introduction
Reinforcement learning, the problem of predicting and maximizing future reward, is hard in part because the number of possible futures is enormous, too big to search through exhaustively. A prospective student choosing between colleges cannot consider all possible career paths she might follow. She could try to learn from experience, picking a college and exploring the consequences, but she probably can't do that enough times to find the optimal college. She could plan forward, at each decision point mentally choosing the option that seems most promising ("First I'll go to City University, then I'll major in chemistry, then I'll get a job at a pharmaceutical company, etc."), or she could plan backwards, starting from her goal (e.g., being rich, famous, etc.). But planning could go wrong if you explore the wrong path (if only I had majored in computer science instead of chemistry!). Yet another approach is to again imagine the goal state, but instead of planning a path to the goal, only consider how often the goal is achieved from a particular starting point (e.g., how many students who attend City University go on to become pharmaceutical chemists?). If she can access such statistics, then the prospective student could efficiently identify the best college.
As this example illustrates, the success of reinforcement learning algorithms hinges crucially on their representation of the environment. A very flexible representation, such as knowing how often each state transitions to every other state (e.g., the probability of getting a pharmaceutical job after graduating with a chemistry degree), can be highly accurate but is computationally cumbersome-planning requires significant mental effort. On the other hand, a very inflexible representation, such as the summary of how good each college is based on past experience, is efficient (no planning required) but may be useless if the environment changes (e.g., the pharmaceutical industry crashes). A predictive summary statistic like how many students get jobs as chemists can be both flexible and efficient under certain circumstances (e.g., knowing that students at City University get jobs as chemists is useful if chemistry salaries suddenly increase).
Different representations clearly have different strengths and weaknesses. Computational models can help us to understand these trade-offs in terms of general principles, guiding us towards answering a fundamental question: what makes a representation useful for reinforcement learning? This question is timely for the neuroscientific study of reinforcement learning, which has uncovered a rich and sometimes unruly menagerie of algorithms and representations. One lesson from these discoveries is that reinforcement learning is not one thing, but rather multiple things-a set of semi-dissociable "systems" that each can solve the reinforcement learning problem independently (Dolan & Dayan, 2013; Kool, Cushman, & Gershman, 2018) . These systems make different trade-offs between computational efficiency and flexibility (Figure 1 ), as elaborated in the next section. By formalizing this trade-off space, we can clarify what makes a "good" representation for a given computational architecture.
Within this general framework, we will focus on a recently revived idea about how to balance computation and representation, known as the successor representation (SR; Dayan, 1993) . The basic idea is to build a "predictive map" of the environment that summarizes the longrange predictive relationships between states of the environment. We will show how this predictive map, when used as the representation for reinforcement learning, is optimal for a particular computational architecture (linear function approximation). Recent experiments have begun to suggest that the SR may constitute part of a separate system for reinforcement learning, with implications for how we understand the functions of the hippocampus and dopamine.
An efficiency-flexibility trade-off for reinforcement learning Reinforcement learning is concerned with the estimation of value, the total reward an agent expects to earn in the future, with short-term rewards weighed more highly than long-term rewards. Formally, value is defined as the expected discounted future return (Sutton & Barto, 1998 ):
where s denotes the state of the environment, r t denotes the reward received at time t, and γ is a discount factor that captures a preference for proximal rewards. The expectation E[·] represents an average over randomness in state transitions and rewards (i.e., transitions and rewards may be probabilistic, causing randomness in the sequence of experienced rewards).
For simplicity of exposition, we have chosen to omit actions, though our treatment extends straightforwardly to handle actions (see .
In order to render the reinforcement learning problem tractable, it is common to make the additional assumption that transitions and rewards are governed by a Markov process, which means that rewards and state transitions depend only on the current state, regardless of the antecedent history. Formally, this corresponds to the assumption that E[r t ] = R(s t ) and P (s t+1 |s t ) = T (s t , s t+1 ), where R is referred to as the reward function and T is referred to as the transition function. Under this assumption, tractable algorithms can be derived for value function estimation, as described in detail by Sutton and Barto (1998) .
Model-based algorithms, such as value iteration and Monte Carlo tree search, learn the underlying "model" (i.e., the reward function R and the transition function T ), and use this model to compute an estimate of the value function by iterative computation. For example, value iteration repeatedly iterates the following update:
which will eventually converge to the true value function. Intuitively, value iteration starts with a guess about the value function, and iteratively refines this guess by enforcing consistency between the values of adjacent states. This architecture is computationally expensive, because value estimation must iterate over the entire state space each time the model is updated. The advantage of such an architecture lies in its flexibility: local changes in the environment lead to local changes in the model, and thus an agent endowed with a model requires only a small amount of experience to adapt to such changes.
Model-based algorithms represent one extreme in the trade-off between computational efficiency and representational flexibility (Figure 1 ). On the other extreme are model-free algorithms, such as temporal difference learning, which directly estimate the value function V from experienced transitions and rewards, without learning a model. In the most frugal computational architecture, the estimated value functionV is represented by a look-up Figure 2 for an illustration):
where w d is the weight for feature d and f d (s) is the activation of feature d.The temporal difference learning rule for updating the weights takes the following form:
where
is the temporal difference error. If the value function has been overestimated, δ t will be negative and hence the weights for active features [f d (s t ) > 0] will be decreased, whereas if the value function has been underestimated, δ t will be positive and the weights for active features will be increased. Notice that temporal difference learning "bootstraps" its value estimates, using one estimate to improve another estimate. This is computationally efficient, but also causes inflexibility: a local change in the transition or reward functions will produce non-local changes in the value function, such that the entire value function needs to be relearned by temporal difference updates whenever the environment changes. In the absence of a model, this necessitates direct experience of state transitions and rewards.
The linear function approximation architecture described above has been widely used in neural models of reinforcement learning (e.g., Daw & Touretzky, 2002; Gershman, 2017a; Ludvig, Sutton, & Kehoe, 2008; Schultz, Dayan, & Montague, 1997) , but it will fail for value functions that are nonlinear. This has prompted some models to adopt a nonlinear function approximation architecture (e.g., Mondragón, Alonso, & Kokkola, 2017; Schmajuk & DiCarlo, 1992) , a strategy that has proven successful in some machine learning applications (Mnih et al., 2015 It is important to recognize that the appropriate choice of function approximation architecture depends strongly on the choice of representation. For example, it is well-known that linear architectures cannot solve "exclusive-or" problems (known as "negative patterning" in the animal learning literature), such as learning that I like broccoli and ice cream but not broccoli ice cream, when the features are elemental (i.e., one feature for broccoli and one for ice cream). However, adding a conjunctive feature that encodes broccoli ice cream will allow a linear architecture to solve the problem. More generally, many machine learning algorithms attempt to solve complex nonlinear problems by mapping the inputs into a new feature space in which linear methods will work well (Bengio, 2009; Schölkopf & Smola, 2002) . This perspective has also permeated computational neuroscience, informing our understanding of object recognition (DiCarlo & Cox, 2007) and motor control (Sussillo & Abbott, 2009 ).
We can also flip this around and ask: for a given choice of function approximation architecture, what is the optimal representation? Linear architectures are often viewed as a reasonable starting point, given their analytical tractability, computational simplicity, and semi-biological plausibility (Poggio & Bizzi, 2004) . This leads us directly to the SR.
The computational logic of the successor representation
Although above we differentiated between the relative merits of linear vs. nonlinear architectures, it turns out that any value function can be represented as a linear combination of "predictive" features (Dayan, 1993 ):
where M (s, s ) is the SR, defined as the discounted occupancy of state s , averaged over trajectories initiated in state s. The SR can intuitively be thought of as a predictive map that encodes each state in terms of the other states that will be visited in the near future.
It is "optimal" in the sense that a linear function approximation architecture can exactly represent the value function if the features correspond to the SR-i.e.,
The SR is defined analogously to the value function; instead of cumulating rewards (as in the value function), the SR cumulates state occupancies. There also exists an analogy between learning algorithms. In temporal difference learning, the value estimate is updated using a reward prediction error (the discrepancy between observed and expected reward). A temporal difference learning algorithm can also be derived for the SR, where the error signal is the discrepancy between observed and expected state occupancy (see Russek et al., 2017 , for details):
where I[·] = 1 if its argument is true, and 0 otherwise. Intuitively, this learning rule states that the expected occupancy for states that are visited more frequently than expected (positive prediction error) should be increased, while the expected occupancy for states that are visited less frequently than expected (negative prediction error) should be decreased. Notice that unlike the temporal difference error for value learning, the temporal difference error for SR learning is vector-valued, with one error for each successor state. It is also possible to define a linear function approximator for the SR, in which case there is one error for each feature (Gershman, 2017b) .
In terms of the efficiency-flexibility trade-off, the SR lies somewhere in between model-based and model-free algorithms. On the one hand, it has comparable efficiency to model-free reinforcement learning with linear function approximation. On the other hand, it has some of the flexibility of a model-based algorithm, in the sense that changes in the reward function will immediately propagate to all the state values, because the reward function has been factored out of the expectation over future trajectories, which means that an agent does not need to average over states in order to update V (s) when only R(s) changes. Note, however, that this is not true of changes in the transition function: the SR is effectively a compiled form of the state transition statistics, much in the same way that the value function is a compiled form of the reward statistics. It is this compilation that confers both efficiency and inflexibility.
We next turn to the behavioral and neural evidence that the brain computes the SR and uses it for reinforcement learning.
Behavioral evidence
Animals and humans are capable of "goal-directed" behavior, nimbly adapting to changes in the environment or their internal states as they pursue their goals. For example, Adams (1982) showed that rats trained to press a lever for sucrose subsequently ceased lever pressing in an extinction test after the sucrose was separately paired with illness (thereby devaluing the sucrose reinforcer) in the absence of the lever. It is critical that the rats did not have the opportunity to relearn the value of lever pressing after the devaluation treatment, thus ruling out a purely model-free account of behavior. Similarly, the observation that animals can learn under a variety of circumstances without direct reinforcement, such as latent learning (Tolman, 1948) , is difficult to reconcile with model-free learning. Rather, these experimental phenomena have been interpreted as evidence for model-based control (Daw, Niv, & Dayan, 2005) . However, they are not, as it turns out, strongly diagnostic of model-based control: they can be alternatively explained by SR-based accounts .
Take, for example, latent learning, in which an animal is placed in a maze for several days without any reward, and then subsequently trained to navigate to a rewarded location in the maze. The key finding, first reported by Tolman (1948) , is that animals are faster at learning in the rewarded phase if they were first pretrained without reward. The SR provides a natural account for this finding , since the SR can be learned during pretraining without direct reinforcement. Then, during the training phase, the reward function is updated and combined with the SR to compute values. Importantly, the reward function (unlike the value function) can be learned locally, and hence is more quickly learnable.
As noted in the previous section, the SR predicts a distinctive pattern of behavioral flexibility, with greater sensitivity to changes in reward structure than to changes in transition structure. Changes in reward structure are propagated immediately to the values, because the reward predictions are represented explicitly and locally (i.e., one reward prediction for each state).
In contrast, changes in transition structure will only propagate gradually, because the SR discards the local transition structure: it does not represent the fact that one state follows another with some probability, only that one state will tend to occur sometime in the future more frequently than another. This means that the entire SR must be relearned when the transition structure changes. Momennejad et al. (2017) exploited this fact to design a highly diagnostic test of whether human reinforcement learning follows the predictions of an SR-based learning algorithm (Figure 3 ).
The basic logic is the same as devaluation studies that have been used to study the goaldirectedness of behavior in rodents (Dickinson, 1985) and humans (Gershman, Markman, & Otto, 2014; Valentin, Dickinson, & O'Doherty, 2007) . In the first phase, subjects first learned two chains of states (with different starting states) that lead to different amounts of reward. This differential reward was registered in subjects' preference for the starting state leading to the more rewarding terminal state. In the second phase, the task is altered, either by changing the reward structure (reward devaluation) or by changing the transition structure (transition devaluation). Both forms of devaluation alter the values of the initial states such that a reward-maximizing agent would reverse the preference learned in the first phase. Critically, subjects only experienced these changes starting in the intermediate states of each chain. This cripples temporal difference learning algorithms, which require unbroken sequences of states to learn correct values (though see Gershman et al., 2014) . In the third phase, subjects were once again asked to choose between one of the starting states. Revaluation was measured as the difference in preference between the last and first phase (higher values indicating larger revaluation).
Based on the hypothesis that humans learn the SR with a temporal difference update rule, 8 Momennejad et al. (2017) predicted, and confirmed, that revaluation would be greater in the reward devaluation condition compared to the transition devaluation condition (i.e., subjects reversed their preference more frequently in the reward revaluation condition), despite both changes having equivalent effects on the values of the starting states. The SR is able to rapidly adjust values in response to reward changes, thanks to the way in which the value function is parsed into predictive state and reward components. But this rapid adjustment is not enjoyed by the SR, under the assumption that it is updated using temporal difference learning. Interestingly, however, subjects were able to exhibit some zero-shot revaluation in the transition devaluation condition, despite the fact that temporal difference learning of the SR predicts that no revaluation should occur. Model comparison suggested that subjects were using a combination of SR-based and model-based strategies, whereby the SR provides an initial estimate of the value function, which is then refined by model-based computation. This kind of "cooperative" interplay between reinforcement learning systems has been observed in a number of experiments, realized in a variety of ways (see Kool et al., 2018 , for a review).
Neural evidence
Consider what the SR looks like in an open field with uniformly distributed rewards (Fig.  4) . Because the agent is equally like to go in any direction, the SR for a given state (corresponding to a spatial location) will be radially symmetric over space, with a width that depends on the discount factor γ (larger values of γ translate to larger widths). If we now imagine a collection of neurons encoding this spatial function for each state, then the resulting population code will closely resemble classical place fields observed in the hippocampus (Stachenfeld, Botvinick, & Gershman, 2017) .
Although the SR looks like a purely spatial code in the simple setting of random foraging, it takes on richer characteristics in more complex environments. For example, adding impassable barriers to the open field causes the SR to distort around the barrier (Stachenfeld et al., 2017) , consistent with experimental observations (Alvernhe, Save, & Poucet, 2011; Muller & Kubie, 1987; Skaggs & McNaughton, 1998) . The SR can also explain why place cells become skewed opposite the direction of travel over the course of repeated traversals (Mehta, Quirk, & Wilson, 2000) . As the predictive representation is learned across a reliable state sequence, upcoming states become predictable further in advance. Place cells are also sensitive to non-spatial factors: place fields tend to cluster around rewarded locations (Hollup, Molden, Donnett, Moser, & Moser, 2001) , which arises in the SR model because the animal tends to visit those states more frequently. Brain imaging studies in humans recapitulate these observations, indicating an important role for hippocampus in predictive representation (Garvert, Dolan, & Behrens, 2017; Schapiro, Turk-Browne, Norman, & Botvinick, 2016 ).
The SR model provides a bridge between these neural observations and animal learning data. For example, a well-known finding in the contextual fear conditioning literature is the facilitatory effect of pre-exposure to a context (Fanselow, 2010) . From the perspective of the SR, this is essentially a kind of latent learning: the animal develops a predictive representation that can then be used to generalize fear from one location in the conditioning apparatus to all others ( Figure 5 ). Importantly, hippocampal lesions cause a sharp reduction in the pre-exposure effect, consistent with the SR model's interpretation that this region encodes the predictive map.
An important question concerns how the SR is learned. What seems to be required, if we are to take the temporal difference learning story seriously, is a vector-valued error signal that conveys state (or sensory feature) prediction errors. One recent proposal argues that the phasic firing of midbrain dopamine neurons provides the necessary error signal (Gardner & Gershman, 2017) . This might seem heterodox for the conventional interpretation of phasic dopamine, according to which the firing rate conveys the temporal difference error for value updating (Eq. 5). However, a number of recent studies seem to contradict the "pure reward" interpretation of dopamine: (1) dopamine neurons respond to sensory prediction errors (Takahashi et al., 2017) ; (2) dopamine transients are necessary for learning driven by these errors (Chang, Gardner, Di Tillio, & Schoenbaum, 2017) ; and (3) dopamine transients are both sufficient and necessary for learning stimulus-stimulus associations (Sharpe et al., 2017) . Using simulations, Gershman (2017b) showed that all of these findings could be accounted for under the assumption that dopamine signals temporal difference errors for the SR.
Moving outside the temporal difference learning framework, it is also possible to learn the successor representation using biologically plausible plasticity rules, as shown by Brea, Gaál, Urbanczik, and Senn (2016) . In particular, spike-timing dependent plasticity can give rise to a form of prospective coding in which dendrites learn to anticipate future somatic spiking. Brea et al. (2016) showed that such prospective coding is mathematically equivalent to the SR, and is consistent with a number of neurophysiological observations. For example, in monkeys performing a delayed paired-associate task, some prefrontal neurons appear to ramp in anticipation of a predictable stimulus (Rainer, Rao, & Miller, 1999) .
Conclusions and future directions
What makes a good representation for reinforcement learning? There is no single answer to this question, because the goodness of a representation depends on the computational architecture in which it participates. To better understand this interplay, we analyzed different representational choices in terms of the trade-off between efficiency (computational cost) and flexibility (how quickly the system adapts to changes in the environment). The brain appears to make use of multiple reinforcement learning systems that occupy different positions within this space (Kool et al., 2018) . Importantly, each gain in efficiency is accompanied by a reduction in flexibility (Figure 1 ).
For a linear function approximation architecture, we showed that the correct representation is the SR, in the sense that a perfectly learned SR will allow exact value computation. The SR occupies an intermediate position in the efficiency-flexibility space, with efficiency comparable to linear model-free methods and flexibility comparable to model-based methods. This and other computational properties have lead to a recent resurgence of interest in the SR for machine learning (Barreto et al., 2017; Kulkarni, Saeedi, Gautam, & Gershman, 2016; Zhang, Springenberg, Boedecker, & Burgard, 2017) .
The research program reviewed in this paper is still in its infancy, and many questions remain. Here we highlight a few of these questions.
First, we have suggested that dopamine conveys a vector-valued signal for updating the SR . This is completely speculative at this point, because no one has systematically investigated whether dopamine signals are vector-valued, except in limited and indirect ways. Ensemble recordings of dopamine neurons will be useful for a more decisive tests of this hypothesis.
Second, the SR is unlikely to be a self-contained reinforcement learning system; empirical and theoretical arguments indicate that it interacts with both model-based and model-free computations. The nature of these interactions is still unclear, however. Once we have a more systematic mapping of computations onto brain structures, we may have better purchase on this question. For example, Momennejad et al. (2017) presented evidence suggesting that model-based computations incrementally refine an initial SR-based estimate of the value function. If this is true, then we should expect to see SR-related neural signals early on, which are later superseded by model-based neural signals. Another possibility is that the model-based system plans to some depth and then uses the SR to compute a heuristic value function (see Keramati, Smittenaar, Dolan, & Dayan, 2016 ). Yet another possibility is that the SR provides an efficient search space for model-based planning, which can be implemented using attractor dynamics (Corneil & Gerstner, 2015) .
Third, we have assumed that the value function approximation, at least the one that interfaces with the SR, is linear. Is that a reasonable assumption? This question is intrinsically hard to answer, because we do not know how to directly analyze the function approximation architecture used by a neural circuit. Most biologically realistic neural circuits are of course non-linear, but the question is whether a linear model is a useful abstraction. As we learn more about the circuit computations underlying reinforcement learning, our assumptions about representation may change in tandem.
Fourth, we have assumed that the brain knows what state it is in, and moreover has some representation of the entire state space. But in reality we often have uncertainty about the underlying state (the state inference problem), and may also have uncertainty about the state space itself (the state discovery problem). These problems raise the question of how to think about the SR under state uncertainty. Some theories posit that the brain forms a posterior distribution over hidden states conditional on sensory data (Babayan, Uchida, & Gershman, 2018; Daw, Courville, & Touretzky, 2006; Gershman, Blei, & Niv, 2010; Rao, 2010; Soto, Gershman, & Niv, 2014; Starkweather, Gershman, & Uchida, 2018) , in which case the SR would need to be defined over the continuous space of probability distributions. While this is a well-defined problem mathematically, it is an open question how the brain accomplishes this in a computationally tractable way.
Fifth, if the hippocampus encodes the SR, then we can make predictions about how it should respond to the transition and reward manipulations in revaluation experiments . Specifically, we would expect that when reward changes, the firing rates of hippocampal neurons should respond only once the animal's policy begins to change, because the animal will only observe changes in state occupancy when it alters its policy. In contrast, transition changes should cause hippocampal neurons to respond immediately (before any policy change) because of the altered state occupancy statistics.
Finally, a separate line of research has implicated the SR in memory (Gershman, 2017b) . In particular, the SR is closely related to mathematical models of item-context associations (Gershman, Moore, Todd, Norman, & Sederberg, 2012) , and the temporal difference learning algorithm offers a new way of thinking about how these associations are updated (Manns, Galloway, & Sederberg, 2015; Smith, Hasinski, & Sederberg, 2013) . Presently, it is unclear whether memory and reinforcement learning rely on a common neural substrate, although the shared dependence on the hippocampus suggests this as a plausible conjecture. 
Model-based
Model-free (linear function approximation)
Successor representation
Figure 2: Illustration of how different reinforcement learning systems compute value in a simple maze with three states (s 1 , s 2 , s 3 ). The reward value associated with each state is denoted by R(s), and its value estimate is denoted byV (s). Transition probabilities are denoted by T (s, s ) and the successor representation is denoted by M (s, s ). The parameter γ denotes the discount factor. The model-free value function estimate is assumed (for illustration) to be a linear function of x and y spatial coordinates, where w x denotes the weight for the x-coordinate.
ES

NATURE HUMAN BEHAVIOUR
iance revealed a significant effect of condition on scores (F 2, 1,154 = 38.77, P < 0.001). As our experigned with clear a priori hypotheses, we performed risons using paired sample t-tests with Bonferroni ich indicated that the mean revaluation score was fferent in the reward revaluation condition than the luation condition (t 57 = 2.8928, P = 0.016). In addirevaluation scores were higher for both the reward ndition (t 57 = 10.148, P < 0.001) and the transition dition (t 57 = 9.0543, P < 0.001) compared with the on. In the control condition, as expected, revaluation significantly different from zero (t 57 = 1.2, P = 0.22). important because it verifies that baseline forgetting cannot explain participants' behaviour in the nonons. nalysed the data for any time-on-task effects on accuces in accuracy (that is, whether behaviour improved actice and whether these changes were significantly nsition versus reward revaluation conditions). For l trials, there was a significant effect of time on task on the revaluation score (F 1, 57.259 = 9.9171, P < 0.01), participants' ability to perform the task improved wever, there was no significant interaction of this valuation condition (F 1, 68.284 = 0.15436, P = 0.695). found a significant main effect of revaluation condie times during the test phase (F 2, 171 = 7.74, P < 0.001; ticular, response times were slower in the transition ndition compared with both the reward revalun (t 57 = 2.08, P < 0.05) and the control condition 0.001), and response times in the reward revaluawere significantly slower compared with the control e no changes had occurred (t 57 = 3.5646, P < 0.001). ividual differences in behaviour under different ditions were observed, along with the appearance lity (Fig. 4c) . Previous research has suggested that tween MB and MF learning tracks important indices, such as symptoms of mental illness 21 . Future individual differences in subtler forms of the comepresentation presented here may provide valuable arbitration of different representation and control s populations, as well as their effects on the flexibilgies of decision-making.
odel explains differential sensitivity to varieties . The key signature of the SR's caching of multie occupancies (that is, caching how often the agent s to visit a successor state in the future) is differeno reward versus transition revaluations. Participants' sitivity to these manipulations argues against a pure ount (see Methods for a detailed description of all nsidered here). MF algorithms predict equivalent sitivity to both revaluation conditions because parver given the opportunity to re-experience the start the revaluation phase. This effectively fools algoporal difference learning that rely on the chaining SR-based algorithms fare better (Fig. 5b ) in that they predict that an agent will be insensitive to transition revaluation but sensitive to reward revaluation. In particular, algorithms that update a cached estimate of the SR using a temporal difference-like learning rule require full trajectories through the state space in order to update the start state's SR (that is, the future state occupancies it predicts) following the revaluation phase. This mirrors the direct experience requirement of MF algorithms for value estimation. However, unlike MF algorithms, SR-based algorithms can instantly adapt to changes in reward structure because this only requires updating the immediate reward prediction, which then propagates through the entire state space when combined with the SR.
We did not hypothesize, nor do our results suggest, total reliance on an SR strategy; instead, we sought to investigate whether such a strategy is used at all by humans. A pure SR account does not by itself explain our data, because it predicts complete insensitivity to transition revaluation. In contrast, we see significantly greater revaluation in the transition revaluation condition compared with the control condition. This can be understood in terms of a hybrid SR-MB account analogous to the MB-MF hybrids 13, 21 considered previously (Fig. 5c) . Although (as we discuss later) there are several ways to realize such a hybrid, for simplicity we chose to linearly combine the ratings from MB and SR algorithms. This linear combination allows the hybrid model to show partial sensitivity to transition revaluation. The hybrid model may also provide insight into the response time differences; under the assumption that effortful MB re-computation is invoked preferentially following transition revaluation (when it is, in fact, most needed), this condition would slow the response time, consistent with our findings. Crucially, previous MB-MF hybrids 13, 21 cannot explain the asymmetry between transition and reward revaluation conditions (Fig. 2c) ; among the This schematic represents the structure of states, rewards and revaluation conditions. Participants never saw these graphs and experienced the task structure one stimulus at a time (as displayed in Supplementary Fig. 1 ). The experiment consisted of three phases: learning, re-learning/revaluation and test in extinction. At the end of phase 1 (learning) and phase 3 (test), participants provided a continuous valued rating indicating which of the two starting states they preferred. We computed a quantity, the revaluation score, by taking the difference between these two ratings. Fig. 4 | Behavioural performance in a passive sequential learning task. Human performance was measured as the change in prefe the starting states. Revaluation scores for each game denote the change in a given participant's relative preference rating after vers learning phase. a, Mean revaluation scores are plotted for the three conditions (reward revaluation, transition revaluation and cont was a significant main effect of condition. b, Mean response times to the final preference decision in phase 3 under reward and tra Behavioural responses to the preference rating were significantly slower during transition revaluation. The error bars indicate s.e.m the distribution of revaluation scores and response times across the main conditions. d, There was a significant correlation betwee transition revaluation responses and response times: more accurate transition revaluation took longer, suggesting that successful t might have involved more computation at the decision time. Together with significantly faster response times compared with rewa this positive correlation lends further evidence to the possibility that, compared with reward revaluation, transition revaluation req computation at the decision time, relying less on cached representations. Momennejad et al. (2017) . Circles denote states, and arrows denote transitions. The experiment consisted of three phases: learning, re-learning, and test (in extinction). At the end of phase 1 (learning) and phase 3 (test), participants provided a continuous valued rating indicating which of the two starting states they preferred. (Bottom) Revaluation score denotes the change in preference rating after versus before the re-learning phase. Revaluation was significantly greater in the reward devaluation condition compared to the transition devaluation condition. Adapted from Momennejad et al. (2017) . Figure 5 : (Left) Fear-related freezing response in rats following fear conditioning is stronger if the animal is pre-exposed to the conditioning environment. This effect is much weaker following hippocampal lesions. Adapted from Fanselow (2010) . (Right) Exploring the environment allows the hippocampus to learn a predictive representation, which can then be used to generalize value across states. Adapted from Stachenfeld et al. (2017) .
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Simulation Experiment
