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Abstract 
The study on the weight of attributes has been a key procedure in the knowledge transfer risk analyzing of IT outsourcing. 
By investigating the traditional methods of attributes weight, some problem in the traditional ways were pointed out, the 
concept of the combination weight was proposed, and a way to estimate its weight based on rough set was given. According 
to the combination weight and the similarity coefficient matrix, the risk factors in the knowledge transfer were classified by 
clustering analysis to help make the correct decision for knowledge transfer in IT outsourcing. 
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1. Introduction 
IT outsourcing is a kind of service mode that customers delegate part or all of its information function to the 
professional IT service providers, according to the way of contracts. During the IT outsourcing, Customers 
hope IT outsourcing service providers can not only provide the advanced information technology, but also 
transfer the technical knowledge to their employees, in order to enhance the control ability to IT technology. At 
the same time, the IT outsourcing service providers also hope the customers can feedback the shortcomings and 
insufficiency in the procedure of IT outsourcing service timely to help improve [1]. As can be seen from the 
above information, the knowledge transfer risk of IT outsourcing has important meanings on both sides. 
However, in the procedure of IT outsourcing service, the credibility, learning ability, corporate culture, the 
degree that the knowledge can be transferred, etc, have seriously affected the process of knowledge transfer [2]. 
Therefore, it is necessary to use appropriate risk management mechanisms in the process of IT outsourcing 
service. 
Currently, the evaluation about the risk factors in knowledge transfer of IT outsourcing at home or abroad, 
mostly was focused on the importance of risk factors. Evaluation methods include the method combining 
qualitative and quantitative evaluation, such as AHP (Analytic Hierarchy Process), Eigenvector method, 
Entropy method and Delphi Method. Zhang etc [3] used the linear weighting and the subjective scoring method 
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to predict the weights; Saaty etc [4] analysed the importance of attribute according to the Eigenvector method; 
Huang etc [5] applied the Frank Wolfe algorithm based on the least squares; Cao etc [6] proposed the 
subjective and objective combination method based on Rough set, thus avoiding the limitations of the single 
method. These methods usually only consider a single  influence on decision results, but do not 
consider the impact of the interaction between the factors. According to the study, there is a big difference 
between single attribute and multiple attributes in the impact on the decision results. Zhang etc [7] considered 
the impact of internal association between the credit risk and the technological innovation using Grey system 
theory, and did the clustering analysis on the combination weight, which provide a novel ideas and methods for 
the risk analysis in the knowledge transfer of IT outsourcing. Considering the characteristics of knowledge 
transfer in IT outsourcing, this paper proposed the concept of combination weight, and given the combination 
weight computing model based on rough set theory. Finally, analysed the similarity coefficient matrix of the 
combined weight by clustering, and find out the inherent relationship of risk factors to provide the decision 
making basis for the successful implementation of knowledge transfer. 
2. The basic concepts and definition of Rough sets  
Polish mathematician Z. Pawlak proposed the Rough set theory in 1982[8]. According to the Rough set 
theory, the knowledge representation system is ( , , , )S U C D V f , which U represents collection of objects, 
C represents condition attribute set, D represents decision attribute set, R C D  represents collection of 
properties, V represents value range, :f U R V  represents Information functions. 
Our weight analyzing model involves the following basic concepts: 
 Definition1 In the knowledge representation system ( , , , )S U C D V f ,for each subset X U, X may 
not always be accurately described by the knowledge in the knowledge library and may be undefinition set, 
hence the lower approximation and upper approximation are used to approximate describe X[10]. 
Lower approximation: {[ u | }RR x x x X  
Upper approximation: R{ | }R x x u x X  
The lower approximation denotes the largest set that belongs to the X object certainly, the upper 
approximation denotes the minimal set that may belong to X object. 
 Definition2 For any ,x y U , P , P C D , If there is ( )ind P ,and the following relationship: 
( ) {( , ) | , ( ) ( )}a aind P x y U U a P f x f y , then call x, y equivalent on U, denoted as ( )ind P [11]. 
 Definition3 For approximation space ( , )K U R , and ,P Q R , if ( ) ( )ind P ind Q , then call Knowledge 
Q has dependence on knowledge P, which is defined as: [12] 
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Where ()Card denotes the cardinality of the set; ( )pPos Q denotes the positive region In / ( )U ind Q  of a set P . 
 Definition4 Assuming the attribute collection set C, been classified as D by C, when properties a removed 
from the attribute collection set C, its classification must been changed. Then we define ( )C aSig a as the degree 
of importance of the attribute a [13], 
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When the degree of importance of each property is normalized, we can obtain the weight of each attribute: 
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3. The risk factors and the combined weight analysis of  knowledge transfer in IT outsourcing 
3.1. The risk factors analysis of knowledge transfer in IT outsourcing 
 As learning ability, cultural differences, relations game of both sides of IT outsourcing services, and the 
complexity of knowledge in knowledge transfer, the risks faced in knowledge transfer in IT outsourcing was 
very significant. Our group cooperated with an information management consulting firm in Shanghai,(mainly 
engaged in ITIL, ITSS training and outsourcing services), we statistically analyzed the risk factors of 
knowledge transfer procedure by the form of a survey. Questionnaires were distributed 200 copies (including 
the service provider side of IT outsourcing and the recipient of IT outsourcing service each 100 parts), 177 
valid questionnaires, recoveries attained 88.5%.It was in line with the sociological questionnaire effective 
recovery "is greater than 2 /3 of the total samples". Through statistics on the questionnaire, the research group 
summarized the risk factors of IT outsourcing knowledge transfer into four broad categories: the risk of 
metastasis subject ability, risk of metastasis object, the two sides collaborative risk, corporate environmental 
risk, and summarize the consequences of risks, as shown in table 1. 
Table 1 .The risk classification and consequences of IT outsourcing knowledge transfer  
Risk sources  Risk results 
Risks of 
metastasis 
subject  
Learning ability Easily lead to project delay, reduce the quality of projects 
Communication skills Not a good understanding of the other's intentions 
Technical 
characteristics  low efficiency of development, poor quality 
risks of 
metastasis 
object 
Knowledge 
transferability Knowledge transfer is not smooth, the quality can not be guaranteed 
Knowledge embeddings Knowledge sharing and transfer efficiency low 
Knowledge complexity Affect the degree of knowledge transfer 
two sides 
collaborativ
e risks 
The level of trust Can not control the course of the project, leading to project failure 
Intrinsic motivation Affect both teamwork and reduce transfer efficiency 
Game stand The stability of both project team is not conducive to outsourcing 
corporate 
environmen
tal risks 
Cultural environment Impact of outsourcing both sides to communicate, reduce efficiency 
Organizational structure Affect the entire team of the division of labor 
Technological 
environment Low efficiency of the system ,can not run 
In order to better illustrate the rough set method to deal with incomplete information, only to consider the 
four major risk factors (condition attributes) and a decision attribute, and it is assumed that these risk factors 
has been special reduced and discrete analysis processed, such as shown in Table 2. Where, a1 represents 
learning ability, a2 represents knowledge transferability, a3 represents the trust of both sides, a4 represents the 
organizational structure of enterprises; Decision attribute d indicates the level of risk. Range of each attribute 
and its significance is expressed as follows: a1 - 1 indicates a strong learning ability, a1 -2 shows the generally 
ability to learn, and a1 -3 indicates poor learning ability; a2 - 1 says strong knowledge transfer ability,  a2 -2 
says knowledge port ability in general, a2 -3 says knowledge transfer ability poor; a3 - 1,said the two sides a 
high degree of trust,a3 - 2 says the trust of both sides in general, a3 -3 represents a poor degree of trust of both 
sides; a4 -1 says the organizational structure of enterprises good, a4 -2 shows the general corporate 
organizational structure, a4 -3 says poor corporate organizational structure; Risk level - L indicates a low level 
of risk, N represents a moderate level of risk, H represents a high level of  risk. 
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Table 2 . knowledge transfer decision table of IT outsourcing risk factors  
Object a1 a2 a3 a4 d 
x1 1 3 1 2 L 
x2 2 1 3 3 N 
x 3 3 1 2 3 H 
x 4 2 3 1 2 N 
x 5 1 3 1 1 L 
x 6 2 2 3 3 H 
x 7 3 3 1 2 H 
x 8 2 2 3 2 N 
3.2. The risk factor weights analysis of IT outsourcing knowledge transfer 
According to the definition of rough set, condition attributes set 1 2 3 4( , , , )C a a a a and decision attribute 
set ( )D d then 1 2 3 4 1 2 3 4 5 6 7 8( , , , ) {( ),( ),( ),( ),( ),( ),( ),( )},U C U ind a a a a x x x x x x x x           
1 5 2 4 8 3 6 7{( , ),( , , ),( , , )},U D x x x x x x x x  
1 2 3 4 5 6 7 8( ) { , , , , , , , }CPos D x x x x x x x x   
Therefore, by the formula (1) to obtain 
 ( ) ( ( )) / ( ) 8 / 8 1C Cr D Card Pos D Card U    
 When the property 1a is removed,  
1 2 3 4 1 4 7 2 3 5 6 8( ) ( , , ) {( , , ),( ),( ),( ),( ),( )},U C a U ind a a a x x x x x x x x  
1
2 3 5 6 8( ) { , , , , }C aPos D x x x x x  
 The degree of importance of attribute 1a  can be calculated by the formula (2)  
1
1 1
( ( )) 5 3( ) 1 1
( ( )) 8 8
C a
C a
C
Card Pos D
Sig a
Card Pos D
 
Similarly, we can obtain the degree of importance of attribute 2 3 4a a a  
2
2 2
( ( )) 6 2( ) 1 1
( ( )) 8 8
C a
C a
C
Card Pos D
Sig a
Card Pos D
 
3
3 3
( ( )) 8( ) 1 1 0
( ( )) 8
C a
C a
C
Card Pos D
Sig a
Card Pos D
 
4
4 4
( ( )) 4 4( ) 1 1
( ( )) 8 8
C a
C a
C
Card Pos D
Sig a
Card Pos D
 
According to the formula (3), through the normalization process of attribute 1 2 3 4a a a a , we can give 
the corresponding weight: 
1
3 8 1 ,
3 8 2 8 0 4 8 3
W 2 2 8 2 ,
3 8 2 8 0 4 8 9
W  
3
0 0,
3 8 2 8 0 4 8
W 4 4 8 4
3 8 2 8 0 4 8 9
W  
By calculating the weight of a single property based on the basic principle of the rough sets, we will find the 
following question: the weight of the attributes 3a is 0, that means 3a has no role in the decision-making results. 
But from the foregoing discussion that, all condition attributes have been reduced in table 2, then all condition 
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attributes should work in decision results. This is clearly in contradiction. At the same time, through the 
following further analysis we can find, their decision-making results change greatly when consider to combine 
1 2( , )a a 1 3( , )a a risk factors together. This shows that there is mutual restraint, interactive relationship 
between attributes, so just calculate the weight of a single property, can not reflect the importance of each 
attribute to final decision results objectively, there is need for further analysis between attributes interaction, as 
well as the impact on the decision-making results. 
3.3. combination weight analysis of risk factors in IT Outsourcing Knowledge transfer  
For the above, this article specifically introduces the concept of combination weight. The so-called 
combination weight is the combination of multiple condition attributes, as well as the degree of interaction to 
the decision results, which is defined as follows: 
Definition5 Assume that the attribute collection subset C , classified D  obtained by C, 
( , , ) ( , , )i jC a a i jSig a a is defined as the degree of importance of the attribute after removing any attributes 
( , , )i ja a from the attribute subset C , i.e. 
( , , )
( , , )
( ( ))
( , , ) 1
( ( ))
i j
i j
C a a
C a a i j
C
Card Pos D
Sig a a
Card Pos D
                                                                       4  
From the above definition, we can know that the two properties can be combined, and the multiple attributes 
can also be combined, thereby we can calculate the combination weight. Because of space limitations, this 
article only calculates the combination weight of the two properties, and calls it the dual combination weight. 
The biggest advantages of combined weight is that: not only considering the role of a single attribute, but also 
considering the interaction between the properties, and the decision results in the joint action, avoiding one-
sidedness and limitations of only calculating a single attribute weight. Influence of many single attributes to 
decision-making results is not very big, once been combined with other properties, the decision-making results 
will change a lot, such as properties 3a , although the individual weight is 0, but in combination with other 
properties, the combination weight changes a lot, decision results are not the same. 
When the property 1 2( , )a a is removed,  
1, 2 3 4 1 4 7 2 6 3 5 8[ ( )] ( , ) {( , , ),( , ),( ),( ),( )},U C a a U ind a a x x x x x x x x  
1 2
3 5 8( , ) ( ) { , , }C a aPos D x x x  
The degree of importance of attribute 1a and 2a can be calculated by the formula (4) , 
1 2
1 2
( , )
( , ) 1 2
( ( )) 3 5( , ) 1 1
( ( )) 8 8
C a a
C a a
C
Card Pos D
Sig a a
Card Pos D
 
In the same, the degree of importance of attribute 1 3( , )a a 1 4( , )a a 2 3( , )a a 2 4( , )a a 3 4( , )a a can be 
obtained: 
1 3( , ) 1 3
( , ) 5 / 8;C a aSig a a 1 4( , ) 1 4( , ) 6 / 8;C a aSig a a 2 3( , ) 2 3( , ) 4 / 8;C a aSig a a
 
2 4( , ) 2 4
( , ) 5 / 8;C a aSig a a 3 4( , ) 3 4( , ) 4 / 8C a aSig a a
 
According to the formula (4), ( , ) ( , )( , ) ( , )i j j iC a a i j C a a j iSig a a Sig a a , and 
mark ( )
iC a i
Sig a as ( , ) ( , )i iC a a i iSig a a , then: 
1 1 1( , ) 1 1 1
( , ) ( ) 3 / 8;C a a C aSig a a Sig a 2 2 2( , ) 2 2 2( , ) ( ) 2 / 8;C a a C aSig a a Sig a
 
3 3 3( , ) 3 3 3
( , ) ( ) 0;C a a C aSig a a Sig a 4 4 4( , ) 4 4 4( , ) ( ) 4 / 8C a a C aSig a a Sig a
 
Expand the formula (3), The binary composition weight ( , )i jW of the attribute can be obtained after 
normalizing processing on the degree of importance of a combination property, defined as follows: 
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( , )
( , )
( , )
1 1
( , )
( , 1,2,3, , ; , , )
( , )
i j
i j
C a a i j
i j n n
C a a i j
i j
Sig a a
W i j i n j i n
Sig a a                                                              5    
According to the formula (5), the dual combination weights can be calculated as follows: 
(1, 1) (1, 2)3 38, 5 38,W W (1, 3) (1, 4)5 38, 6 38,W W (2, 2) (2, 3)2 38, 4 38,W W (2, 4) 5 38,W
(3, 3) (3, 4)0, 4 38,W W (4, 4) 4 38W  
By the above calculation results, the binary combination weights have properties as following: 
1 ( , )= ( , )i j j iW W    ( 1,2, , );i j n  
2 ( , ) ( , ) ( 1,2, , , , , ) ;i i i jW Min W i n j i n  
Which mathematical sense of the nature of (2) as follows: a single attribute weights is less than or equal to 
any combination of weights, because a single property changes much smaller than multiple attributes to the 
positive domain, its practical significance shows, a single property often influence the decision-making results 
not large, but a combination of properties can have a huge impact on the decision-making results. This also 
shows that, above the rough set processing method of dual combination weights is scientific and rational, and is 
consistent with the objective reality. 
4. The cluster analysis of weight combination of risk factors in IT outsourcing knowledge transfer  
 Clustering analysis is the multivariate analysis methods to quantitative classify of multi-attribute statistical 
sample and determine sample closeness. The basic idea of this method: from multiple statistical indicator 
system of a number of samples , identify the statistics that measure the degree of similarity between sample 
variables or indicators, form a symmetric similarity matrix, based on which, we can further to find the degree 
of similarity between the various variables or combination of variables, classify the variables one by one 
according the degree of similarity , closed gathered to a classification unit, estrange gathered to a classification 
unit, until all the variables or combinations of variables are gathered, forming an affiliation Figure, and thus 
more intuitively display the differences and affiliation Figure of classification objects ,seeking the intrinsic 
relationship between the variables. 
4.1. Calculate the degree of similarity between the combined weights 
The results of combination weight was calculated by the rough set method compose of a weight matrix, 
where ( ) ( , 1,2, , )n n ij n nW W i j n  is  
     
3 38 5 38 5 38 6 38
5 38 2 38 4 38 5 38
5 38 4 38 0 4 38
6 38 5 38 4 38 4 38
n nW   
In order to judge the degree of similarity above weight matrix between the different risk factors combined 
weights, you need to calculate the similarity coefficient between each combination weights, and compose the 
similarity matrix, which can objectively reflect the difference between the combinations of a variety of risk 
factors. Here mainly uses fuzzy mathematics analysis method and Euclidean distance formula to construct the 
similarity matrix. 
Definition6 Combination weights similarity coefficient matrix is ( , )( , 1,2, , )n n r i jR i j n , where 
similarity coefficient is 
2
( , )
1
11 ( )
n
i j ik jk
k
r w w
n
                                                                                                                  6  
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It is not difficult to find that the similarity matrix has the following properties: 
( , )=1r i i  ( , ) ( , )r i j r j i  
According formula (6) the corresponding similarity coefficient 
1
2 2 2 2 2(1, 2) (1, 1) (2, 1) (1, 2) (2, 2) (1, 3) (2, 3) (1, 4) (2, 4)
11 { [( ) ( ) ( ) ( ) ]} 0.949
4
r w w w w w w w w  
In the same way, we can calculate: (1, 3) (1, 4) (2, 3) (2, 4) (3, 4)0.923; 0.951; 0.927; 0.956; 0.944r r r r r  
Therefore, the similarity matrix 
    
1.000 0.949 0.923 0.951
0.949 1.000 0.927 0.956
0.923 0.927 1.000 0.944
0.951 0.956 0.944 1.000
n nR  
4.2. Cluster analysis using fuzzy equivalence relation  
Above similarity coefficient matrix only meets reflexivity and symmetry, rather than satisfy transitivity, in 
order to use fuzzy clustering analysis, you need to compute the similarity matrix with Boolean closure passing, 
that is 2 ( 1,2,4,8, ,2k k k nR R R k , until the new similarity coefficient matrix has transitivity, that 
is 2k kR R , then the similarity coefficient matrix is fuzzy equivalence relation matrix, which has the nature of 
reflexivity, symmetry, transitivity. 
2
( , ) ( , ) ( , )
1
( )
n
k k k
i j i k k j
k
R R R r r r                                                                                               7  
Where, " ", " " to take small, whichever is greater computing. First take a small operation, and then to take 
a large operation, therefore, can be calculated by the formula (7): 
     2
1.000 0.951 0.944 0.951
0.951 1.000 0.944 0.956
;
0.944 0.944 1.000 0.944
0.951 0.956 0.944 1.000
R R R                4 2 2
1.000 0.951 0.944 0.951
0.951 1.000 0.944 0.956
0.944 0.944 1.000 0.944
0.951 0.956 0.944 1.000
R R R  
As 2 4=R R , so take 4R  as fuzzy equivalence relation matrix. Clustering analysis based on fuzzy 
equivalence relation matrix, can take a different threshold , resulting in classification of different levels, that 
is also classification of combination weights between the attributes.  
According to the results of clustering, a combination of risk factors can be classified as follows: 
If =0.944 , 1 3( , )a a 2 3( , )a a 3 4( , )a a can be divided into the same category; 
If =0.951, 1 2( , )a a 1 4( , )a a can be divided into the same class; 
If =0.956 , 2 4( , )a a is a class. 
Clustering results show that the combination of risk factors in IT outsourcing knowledge transfer can be 
divided into three categories: the influence of each type combination in IT outsourcing knowledge transfer is 
not the same, the level of risk is not the same , for example, the influence of the two factors 1a and 3a  combined 
together is smaller than that the two factors 2a and 4a  combined together ,Similarly, you can also get a 
combination of different levels of risk factors, which can determine the impact level of knowledge transfer in 
IT outsourcing.  
The result of clustering analysis results is conducive to the effective combination of multiple risk factors by 
IT outsourcing knowledge transfer body, then to achieve the objective quantitative analysis of the risk factors 
in IT outsourcing knowledge transfer, and various risk factors and combinations can be made master-slave sort 
and analysis of importance according to quantity, and classified based on the size of combined weights and 
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classification level, so that it can make the right judgments for IT outsourcing knowledge transfer decision-
making according to the actual situation , and improve the rationality, accuracy and reliability of the decision-
making, in order to ensure the successful implementation of IT outsourcing knowledge transfer. 
5. Conclusion  
In this paper, according to the principle of rough set, studied and discussed the knowledge transfer risk 
factors in IT outsourcing, proposed the concept of risk factors combined weights, and clustering analyzing 
based on the size of the combined weights of a combination of risk factors. Judging from the current situation, 
the risk factors of knowledge transfer in IT outsourcing research areas, research scholars through the combined 
weights of risk factors is relatively small, for individual risk factors affect the limitations of the study, the 
combination of weight made no doubt to provides risk management with a new ideas and methods, to make up 
for the past about the lack of risk factors weights research, and other similar problems also have a certain 
reference value. However, the risk management based on multifactor knowledge transfer in the IT outsourcing 
is a complex and arduous task, this study is just a beginning, and for multiple combinations of attributes and its 
intrinsic association analysis, fuzzy clustering, decision rules mining for further analysis, all this issues need to 
be addressed in the future. 
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