Saliency detection is a well researched problem in computer vision. In previous work, most of the effort is spent on manually devising a saliency measure. Instead we propose a simple algorithm that uses a dataset with manually marked salient objects to learn to detect saliency. Building on the recent success of segmentation-based approaches to object detection, our saliency detection is based on image superpixels, as opposed to individual image pixels. Our features are the standard ones often used in vision, i.e. they are based on color, texture, etc. These simple features, properly normalized, surprisingly have a performance superior to the methods with hand-crafted features specifically designed for saliency detection. We refine the initial segmentation returned by the learned classifier by performing binary graph-cut optimization. This refinement step is performed on pixel level to alleviate any potential inaccuracies due to superpixel tesselation. The initial appearance models are updated in an iterative segmentation framework. To insure that the classifier results are not completely ignored during later iterations, we incorporate classifier confidences into our graph-cut refinement. Evaluation on the standard datasets shows a significant advantage of our approach over previous work.
Introduction
Humans are capable of understanding rather complex natural scenes rapidly. Most models of human visual system support the theory that to ease computational burden, only certain regions of the visual field are selected to be processed in detail [16, 19, 35] . These regions are typically called focus of attention or salient. In addition to computational advantages, selecting salient regions of an image is also useful for computer vision systems. Some applications include object recognition [30] , image resizing [4, 11] , image thumbnailng [23, 34] , photo collages [28] , small device displays [9] , image retrieval [32] , etc.
A salient region is generally understood as a part of an image that stands out from its surrounding and thus captures the attention of a human observer. However, there is no universally accepted definition of visual saliency. For example, in [1] , they define as salient those regions that are visually more conspicuous due to their contrast with respect to their surroundings. In [18] a region is visually salient if it has unpredictable characteristics for different scales in some feature space. In [8] , the saliency is approached in information theory framework, with saliency based on self-information of each local image patch. In [11] , c 2010. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms.
they develop a new interesting notion of saliency which is context-aware. Their aim is to also include as salient parts of the background that convey the dominant object context.
There are multiple saliency detection approaches [1, 2, 8, 14, 17, 18, 20, 21, 36] . Traditional ones [1, 2, 17, 36] consist of three main steps. First low level features, often inspired by biological visual systems [2, 17] , are extracted. Then for each feature, a saliency map is computed, based, for example, on center-surround [17] , or information maximization [8] . Last, the saliency maps for each feature are normalized and combined, usually linearly.
In [20] , an approach different from the traditional is proposed. The problem is addressed in a supervised learning CRF framework and the weights for linear combination of features are learned. In addition, they develop regional and global features for salient object detection.
The approaches mentioned above spend a significant amount of effort to design features that are relevant for salient object detection. Instead we propose a simple supervised learning algorithm that learns to detect saliency based on generic features often used in computer vision. In recent years, many successful approaches to object detection rely on a general purpose image segmentation [13, 22, 25, 29] . The main idea is that image features should be extracted from image regions (or superpixels), as opposed to individual image pixels or rectangular patches. Superpixels contain more information than pixels, and therefore features extracted from them are likely to be more informative. Compared to rectangular patches, also popular in computer vision, superpixels align better with image edges, and therefore are more likely not to cross object boundaries.
In our approach we exploit features that are the standard ones often used in vision. They are based on color, texture, etc. These simple features, properly normalized, surprisingly have a performance superior to the methods with hand-crafted features specifically designed for saliency detection. In addition, we avoid a step that, somewhat arbitrarily, uses a linear combination to fuse the saliency maps obtained with each feature. Our features are combined with more general functions during the learning stage, in a manner that minimizes errors. We take the confidences obtained with the trained classifier as the saliency map.
Most previous approaches produce a real valued saliency map. Often an actual segmentation of a salient object is needed. One can threshold the saliency map to obtain a segmentation [39] . This method makes an independent decision at each pixel, which results in an incoherent segmentation. Another approach is to use a generic segmentation algorithm to partition an image into regions and then threshold the mean segment saliency [1] . The results are more coherent but not necessarily more accurate, since the state of the art in image segmentation is not advanced enough to ensure that segments do not cross object boundaries.
Our goal is an accurate segmentation of a salient object. Therefore, unlike previous work, we avoid simply thresholding a saliency map. Instead we refine the initial segmentation of the trained classifier with binary graph-cut optimization [6] . This refinement step is done on pixel level to obtain more accurate boundaries. Superpixel segmentation almost always contains inaccuracies, i.e. there are superpixels that straddle the boundary between the salient object and background. When optimizing on a pixel level, we have a chance to make corrections by encouraging salient object boundaries to align with image edges.
Our problem is an excellent fit for the iterative binary segmentation framework developed by [27] . In [27] , initial appearance models for the object and the background are obtained with user interaction. Instead, we use the segmentation obtained by the trained classifier to initialize the color appearance models. These initial appearance models are iteratively updated in an EM-like framework of [27] . Appearance models initialized from the classifier results help as long as there is no significant overlap between the histogram of the salient object vs. background. If there is a large overlap, results can deteriorate. In this case segmentation with graph cuts will deviate a lot from the initial classifier result. Therefore we found it helpful to incorporates classifier confidences into our iterative framework to insure that the final segmentation does not differ drastically from the initial one.
Out of the saliency segmentation algorithms, our work is perhaps closest to [20] , which is also based on supervised learning. In [20] , the features are linearly combined, what is learned is the coefficient for the linear combination. In our approach, a good non-linear way to combine features, including which features to combine, is learned automatically. Another difference is that in [20] a CRF framework is used, and learning is highly intractable in this framework. Our learning framework is based on a simpler modeling and is more tractable.
Our approach is more similar to segmentation-based object recognition methods such as in [25] . However, they use multiple segmentation to alleviate the problems due to instability of image segmentation. We use pixel level binary optimization. In addition, for our approach, iterative segmentation framework of [27] is an excellent fit and can improve results.
We evaluate our algorithm on the standard datasets and show a significant advantage of our approach over previous work. In [2] , they introduce a new saliency segmentation method and show that it outperforms other state-of-the-art methods. We have performance significantly better than that of [2] .
Our Approach
The overview of our method is in Fig. 1 . First an input image 1(a) is oversegmented into regions 1(b), typically called superpixels. We use the efficient algorithm of [10] for this purpose. Next we use a trained classifier to output a confidence value, independently for each superpixel 1(c). The confidence map is also taken to be our saliency map. We threshold it at zero to get classification of the image into salient object and background, shown in 1(d). The classifier results are further refined in a graph-cut framework, where the problem is stated as binary segmentation. Our final results after refinement are in Fig. 1(e) . Even though results in Fig. 1(d) are already rather accurate, graph-cut refinement shown in Fig. 1 (e) fills missing parts of the salient object/background and has a more accurate boundary.
The two main steps are the confidence map computation 1(c) and the graph-cut refinement 1(e). We discuss them in sections 2.1 and 2.2, respectively.
Saliency Map
The main step of constructing a saliency map is training a saliency classifier from a dataset with ground truth. While the goal is to assign each pixel its saliency measure, a single pixel does not have enough reliable features for saliency classification. Therefore the classifier we use is based on "superpixels", building on the recent encouraging results in scene labeling and object recognition [13, 22, 25] . A small image segment has more information than a single pixel and at the same time is more likely to belong to a single object, compared to a rectangular patch. Hence, the first step is to segment an image into "superpixels". The second step is to extract features that may be useful for classifying a superpixel as salient/background. We have experimented with standard features used, for example, in [13, 22, 25] and hand-crafted features that seemed to be promising for salient object detection, such as those in [2] . However, we found that the standard features perform very well, provided that they are properly normalized, and there was no further benefit of including features specifically designed for saliency detection. Our set of features is based on color, size, location, and texture of superpixels, and is described in more details as follows.
Color: By itself, color might look like a weak feature since one object with a specific color might be salient in one image and be background in another one. Yet, some colors, like red, are naturally salient and some are more likely to be in the background, including blue, which is usually the color for sky or sea, and green, which is often the grass color. We make no assumptions on the salient colors and so it is the classifier that decides on the saliency of colors. The color features extracted from superpixels include mean of RGB and HSV values, hue histogram, and saturation histogram. Also, the wider a color is distributed in the image, the less possible the salient object contains that color. Therefore, the probability of the superpixel color given the color distribution of in the whole image is computed.
Location and Size: Location is a surprisingly good feature. Indeed, salient objects are usually located close to the central part of an image. Also, large segments are highly likely to belong to the background. Therefore, the mean of normalized x and y coordinates for pixels in a superpixel and also the normalized area of a superpixel are computed.
Texture: Texture is a good cue for many vision tasks and for saliency detection as well. For example, animals tend to have an interesting texture that draws attention and therefore makes regions with this texture salient. Although many animals developed texture for camouflage, most photographs taken by humans and containing animals actually feature these animals as the subject of focus, or, in other words, salient. Textures such as that of sand or grass tend to be more often in the background. In addition, usually a human photographer focuses on a salient object. Therefore salient objects have sharper texture edges, and the background has weaker ones. This property lead us to use different subsets of the texture filters [26] . The texture features include: mean and standard deviation of the absolute responses, histogram of maximum responses, and the maximum responses. Moreover, some features based on the texton [33] channels such as the most frequent texton channel, texton histogram and the number of different texton channels in each superpixel were extracted.
An important step of our approach is our feature normalization. Without normalization, the training does not work well at all, and the accuracy drops by a significant factor. Typically a given feature is normalized across all images simultaneously. We normalize a given feature of a superpixel only with the superpixels that came from the same image. That is features of a single image are normalized separately from features in all the other images. Indeed, a feature such as edge sharpness is relative to the image content. A superpixel that appears to have sharp texture edges in image A (and therefore likely to be part of a salient object in image A) may appear to have weak texture edges in image B, when compared against the superpixels in image B. Our normalization measures the strength/weakness of features in one superpixel with respect to the other superpixels in the same image.
After the features are normalized, we use a boosting algorithm with small decision trees [31] implemented with [37] for training. The problem is formulated as a two-class classification with classes being "salient" and "background". At the testing stage, a new input image is segmented into superpixels. Given the feature vector computed for each superpixel, the trained classifier outputs the class label together with the confidence for that superpixel. Then the saliency map is formed by assigning the confidence of the superpixel to all pixels in that superpixel. Thresholding the confidence map at zero gives classification of image pixels into the salient object and the background.
Refinement with Graph-Cuts
The results obtained with a saliency classifier, even when reasonable, contain holes and inaccurate boundaries. This is especially true since we classify on superpixel level. Superpixel boundaries often do not coincide with salient object boundaries. To improve the boundary and coherence of the classifier results, we use binary graph cut optimization [5] for refinement. The problem is formulated as binary salient object/background segmentation. Our energy function is of the standard form used in the graph cut framework:
(1)
In the equation above, P is the set of image pixels, f p is the binary label assigned to pixel p, f is collection of pixel-label assignments, N is a 4-neighborhood system, D p is the data term, and V {p,q} ( f p , f q ) is the smoothness term for two neighboring pixels. The smoothness term is the one from [6] which is
Where ∆I denotes the intensity difference of two neighboring pixels, σ 2 is the variance of intensity difference of pixels, and δ (·) is 1 if its argument is true and 0 otherwise. This V {p,q} encourages the boundary between labels to align with significant image edges. Our data term consists of two parts. First of all, the classifier segmentation ( Fig. 1(d) ) is used to construct a color appearance model for the salient object and the background. This appearance model can help to fill the missing holes by reassigning pixels similar in appearance to the salient object (or background) to the appropriate label. To reduce dimensionality, we quantize the color space into 8 3 bins, 8 bins for each color channel. Then we compute the normalized histogram in this quantized color space.
If we use only the appearance models for graph cut segmentation, the final segmentation can completely disregard the classifier results. In case when the appearance models between the salient object and the background overlap, this can cause serious errors. Therefore, to make sure that the refinement with graph cuts does not differ drastically from the classifier results, in the second part of our data term D p we include the magnitude of the saliency map. Our full data term is as follows: Fig. 2 illustrates some examples of GC optimization with and without the magnitude of saliency map term. Fig. 2(a) shows the ground truth and Fig. 2(b) the saliency map. Fig. 2(c) shows the classifier result. Notice that several pieces of the background are classified as salient. Therefore the initial model for the salient object is not very accurate. If the magnitude of the salience map (i.e. classifier confidences) are not incorporated, the result is as in Fig. 2(d) . Even larger part of the background is misclassified as salient because it fits into the somewhat inaccurate appearance model for the salient object. With inclusion of the confidences, however, we get results in Fig. 2(e) . The results are improved because the pieces of the background erroneously added in Fig. 2(d) have low confidence for being salient. The other parts are cleaned up too because of the constraint of image edge alignment.
Our problem is an excellent for the iterative EM-style framework of [38] . The initial appearance model is provided by the classifier results, as opposed to user interaction. Optimization is performed with graph cuts and the appearance model is re-estimated from the new segmentation. Iterative segmentation usually improves the color appearance models of the salient object and the background. Confidences in Eq. (3) are never updated, it is just the appearance models that get updated. The energy in Eq. (1) is optimized by computing a minimum graph cut on a certain graph [5] , which we compute with [7] . Fig. 3 illustrates the improvements that can be achieved with graph cut refinement. Columns (a)-(c) show original images, ground truth, and classifier results, respectively. Col- The method proposed by Achanta et al. [2] gives a final labeling of the image by applying an adaptive threshold on the saliency map. However, Hou et al. [15] and Itti et al. [17] give only the saliency map as the final result. Therefore, for Hou et al. and Itti et al., to get a segmentation, we applied different thresholds on their saliency maps and selected the threshold that gives the smallest average error rate for each dataset. We evaluate our algorithm on three datasets: from Berkeley (BSD) [24] , Achanta et al. (ASD) [1] , and Alpert et al. (SED) [3] . There is also a saliency dataset by Liu et al. [20] . However, their ground truth is a rectangular box, which is not accurate enough for our purposes since we are after pixel-precise salient object segmetnation. The ground truth for all of these datasets is somewhat subjective, since it is labeled by human subjects manually. ASD dataset contains manually labeled salient object segmentation, constructed by [1] . BSD and SED sets contain manual segmentations into multiple regions for BSD and two segments for SED. There are several labelings for each image for both of these datasets. We chose as salient the segment for SED (and possibly multiple segments for BSD) that appears most appropriate. The quality of our choices can be judged from Figs. 4 and 5 and the supplementary material. The SED database is gray scale, therefore features based on color were eliminated. The BSD, ASD, SED datasets contain 300, 1000, and 100 images, respectively. For evaluation purposes, we applied 5-fold cross validation to ASD and 10-fold cross validation to BSD and SED datasets. Since ASD is a much larger dataset, less folds were used.
We directly compare the performance of our algorithm with Achanta [2] , Itti [17] , and Hou [15] , since their code is easily available. However, in Achanta [2] they compare their performance to five other saliency detection algorithms, namely [1, 12, 15, 17, 21] , and show that their new method developed in [2] has superior performance over all five of them. perform much better on ASD set. These images are of very high quality, the salient object is often of distinct color and surrounded by sharp edges. BSD and SED datasets have images of standard quality and more challenging appearance for the salient object. We should mention that the straightforward comparison of our method to previous work is somewhat unfair, since we use the ground truth for training (using cross validation) and the other methods are not based on supervised learning. However, it is not clear how to do a more fair comparison, since our method inherently needs to train on labeled data. More importantly, we show the point that learning saliency measure from manually labeled set give better performance than trying to design such a measure by hand.
In addition to performing graph cut refinement on our own saliency map, we performed this step on the saliency maps from all the other methods. Table 1 has a comparison after graph cut refinement in columns (6)- (9) . For our saliency maps, graph cuts improve results significantly on ASD dataset, slightly for the BSD dataset, and worsen the results on SED dataset. The worsening of results on SED dataset is probably due to SED containing grayscale images. Appearance models based on grayscale values are likely to highly overlap for the foreground and the background, making graph cut segmentation less reliable.
Graph cut refinement mostly worsens the results of the other methods (Itti et al., Hou et al., Achanta et al.), sometimes significantly. Their saliency maps are less accurate. Therefore it seems important to start with a reasonable saliency map to get an improvement. 
