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Synopsis 
 
The research reported in this thesis investigated the neural systems involved in 
auditory attention, and in particular how these may differ from those recruited for 
visual attention. One current leading theory of attentional control postulates that a 
single frontoparietal network (the ‘dorsal attention network’ or DAN) subserves top-
down attention to all sensory modalities. However, there is an abundance of 
published evidence which contradicts this claim (which is discussed herein). This 
thesis reports the results of three studies. In the first study, I investigated auditory 
attention whilst controlling for crossmodal and executive factors which may have 
confounded the interpretation of previous studies. In the second study, I investigated 
whether another crossmodal factor, the control of eye movements, may also have 
contributed to the controversy regarding auditory attention. Lastly, I investigated 
whether some regions of the brain contain multiple overlapping signals, a finding 
which could explain how a cortical region might display ‘amodal’ properties, and 
participate in multiple cognitive functions simultaneously. As a whole, this thesis 
provides evidence that the DAN is a predominantly visuospatial attention network 
whose recruitment during auditory attention reflects indirect crossmodal mechanisms 
rather than the direct modulation of auditory information. In addition, this thesis 
provides evidence that a candidate frontotemporal network, which links executive 
regions of the prefrontal cortex with temporal auditory association areas, subserves 
top-down attention to non-spatial auditory features.  
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1. Introduction 
From an evolutionary perspective, the purpose of the brain is to enable us to interact 
with our environment in a way that benefits our chances of survival. The senses of 
vision and hearing are essential to achieving this goal. They allow us to construct a 
detailed multisensory experience of the world around us, through which we can 
identify important features. This allows us to safely avoid or manipulate objects in our 
surroundings to our advantage.  
 
When we encounter an object that is important, the brain focuses its processing 
capacity on that object and reduces the amount of resources allocated to processing 
unimportant objects. This process of selecting items in our sensory milieu for further 
processing is what we call attention. Attention can be thought of as a filter, where 
certain neural representations are diminished while others are enhanced. This allows 
us to focus our cognitive abilities (e.g. of discrimination, working memory and 
comprehension) on just those objects which are important, improving the efficiency of 
our cognitive processing. 
 
Attention might be thought of as serving a single function; to select task-relevant and 
filter out task-irrelevant information. However, this belies the fact that attention is 
complex and flexible; we can direct it to different sensory modalities such as hearing 
or vision, and we can direct it to specific features within each modality. For example, 
we can focus on the blueness of the sky, or the shrillness of a scream, and ignore 
other sensory features of those same objects. Many of these features are encoded in 
different regions of the brain. As such, understanding how the brain decomposes and 
represents information from the ears and eyes is the starting point for understanding 
attention, as the neural networks involved in controlling attention need to flexibly 
communicate with the different cortical regions where those sensory features are 
represented. 
 
This thesis will provide evidence that the cortical systems recruited during the 
allocation of attention vary depending on the sensory modality and features being 
attended to, focusing on vision and audition. Based on this evidence, this thesis will 
propose a candidate system of brain networks that mediate attention to visual and 
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auditory inputs. Importantly, this thesis will shed light on confounds that must be 
considered in the pursuit of a neurobiological basis of attention, and argue that these 
confounds may explain why previous researchers have often concluded that a single 
cortical system mediates attention to all sensory modalities and features. 
 
The aims of this thesis, which will be expanded on later, are: 
 
1 – To test whether auditory and visual top-down attention recruit the same cortical 
systems, once executive and behavioural confounds are accounted for. 
 
2- To test whether auditory attention evokes eye movements that might also 
confound the study of the neural correlates of attention. 
 
3 – To test whether certain regions of the brain contain multiple functional signals, 
and investigate how candidate ‘amodal’ regions might mediate auditory and visual 
attention simultaneously. 
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1.1. The auditory system 
A sound is created when a medium such as air or water is disturbed. This 
disturbance compresses the medium, creating a transverse pressure wave (the 
‘sound wave’) which propagates away from the disturbance, carrying with it 
information about its source (Moore 1997). Being able to detect these sound waves 
allows an organism to gather information about faraway events and objects (e.g. their 
distance, location, size and identity). In order to do this, the auditory system can 
resolve a number of perceptual features from sound waves. 
 
1.1.1. Sound features 
The pitch, timbre and loudness of a sound wave can all be used to discriminate 
sound sources from one another in competing auditory environments such as a 
cocktail party (Cherry 1953). In addition, the auditory system can also determine the 
angle of an incoming sound wave to discriminate sounds based on their spatial 
location. Pitch is particularly important for our perception of music and language. 
Even in non-tonal languages pitch is often used to convey information (e.g. raising 
the vocal pitch at the end of a sentence implies a question in English). The pitch is 
determined by the repetition rate (or frequency) of a sound. The fundamental 
frequency (F0) is the lowest frequency at which the waveform repeats, and the 
harmonics are wavelets that repeat at integer divisions of this fundamental frequency 
(e.g. at two or four times F0). The fundamental frequency determines the perceived 
pitch, and the energy at the harmonic frequencies determines the timbre, or quality of 
the sound tone (i.e. how ‘bright’ or ‘dull’ it sounds; Oxenham 2012). Loudness is an 
auditory sensation related to the amplitude of the sound wave, or how much energy 
the pressure wave contains.  
 
1.1.2. From sound to neural signal 
The ear converts the energy in a sound wave into a neural signal. Within the ear 
canal, the tympanic membrane (or eardrum) vibrates when struck by a sound wave. 
These vibrations are translated along the middle ear via the three smallest bones in 
the human body, the malleus, incus and stapes. These bones concentrate the force 
of the sound vibrations into the oval window, a membrane that separates the middle 
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ear from the cochlea. The cochlea is a hollow fluid-filled bone-cavity, along which lies 
the basilar membrane containing the Organ of Corti: a layer of sensory cells with 
hair-like protrusions called stereocilia. When the fluid medium inside the cochlea is 
agitated it displaces the stereocilia, shearing them away from one another. This 
stretches small ligaments between neighbouring stereocilia (called tip-links), causing 
ion channels to open and depolarise the hair cells. The depolarised hair cells release 
a glutamatergic neurotransmitter signal to cochlear nerve fibers which synapse at the 
hair cells (Spoendlin & Schrott 1989, Moore 1997). The neural signal from the 
cochlear nerve is transmitted to the cochlear nucleus (CN) in the brainstem and 
relayed across the ascending auditory pathway (Rhodes & Pflanzer 1996). These 
ascending brainstem structures process the neural signal in several ways to analyse 
the spectral content and determine the spatial location of the incoming sounds. 
 
1.1.3. Ascending auditory pathway 
Spectral information 
Due to the shape and characteristics of the cochlea, different regions of the Organ of 
Corti respond preferentially to different vibration frequencies. Through this, the 
cochlea decomposes the incoming sound into frequency bands (a Fourier transform), 
and a given cochlear nerve neuron will fire selectively for a given frequency band. 
The auditory system is remarkable for having very high fidelity between the onset of 
the sensory input and the timing of the neural signal in the ascending auditory 
pathway, being accurate to the sub-millisecond level (Griffiths et al. 2001). The action 
potentials passed down the cochlear nerve are ‘phase-locked’ to the sound 
frequency (i.e. they fire at the same place in each repetition of the sound wave). The 
neurons in the cochlear nerve therefore represent the frequency of a sound not only 
by which neurons are active, but also by their firing rate. Brain structures which 
represent sound (or tone) frequency information spatially are said to have a tonotopic 
arrangement.  
 
The phase-locked neural input from the cochlea is projected to the ventral cochlear 
nucleus (CN) and is integrated through various structures in the ascending auditory 
pathway (Figure 1.1; Shofner & Young 1985). Phase-locked signals can be observed 
along the whole ascending pathway. However, during the ascent to higher structures, 
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smaller proportions of neurons display phase-locked activity, and the highest 
frequency at which phase-locking is evident decreases (Rouiller et al. 1979). This 
suggests that the neural representation of pitch changes from phase-locking to 
another form, possibly tonotopy, during the ascent towards the cortex (Rouiller et al. 
1979, Griffiths et al. 2001). Tonotopy, on the other hand, can be observed at all 
levels of the auditory ascending pathway, even as far as the auditory cortices 
(Oxenham 2012). 
 
Figure 1.1: Schematic representation of the ascending auditory pathway 
 
Spatial information 
The auditory system can determine the direction of incoming sound through three 
predominant means; spectral filtering, interaural time differences and interaural 
intensity differences. The shape of the pinna (the outer ear) selectively filters 
incoming frequencies depending on the vertical elevation of the sound source. The 
dorsal cochlear nucleus uses this to identify the vertical location of incoming sounds 
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by analysing the spectral content of the sound (Oertel 1991). Auditory input from the 
left and right ear first converges in the superior olivary complex, the first site at which 
binaural fusion takes place. The horizontal angle, or azimuth, of the incoming sound 
can be determined by comparing the timing and intensity of phase-locked signals 
detected at each ear. The medial superior olive is specialised to detect the interaural 
time difference, while the lateral superior olive can detect interaural intensity 
differences. One possible source of intensity differences is the ‘shadowing effect’ of 
the listener’s head, which depending on the direction of the source, will block 
incoming sound to one ear but not the other (Grothe et al. 2010).  
 
Colliculus and thalamus 
The inferior colliculus receives both spatial and tonotopic information from lower 
auditory nuclei, and also receives visual input from the retinas (Itaya & Van Hoesen 
1982). Inferior colliculus neurons respond to both auditory and visual stimulation 
(Mascetti & Strozzi 1988). The neighbouring superior colliculus is part of the visual 
ascending pathway (see Chapter 1.2.1) and its stimulation evokes saccades 
(Moschovakis 1996). Like the inferior colliculus, the superior colliculus also responds 
to multiple modalities, including visual, auditory and somatosensory input (Figure 1.2, 
Meredith & Stein 1986). This convergence of multisensory inputs suggests that the 
neurons involved in controlling eye movements are influenced by information from 
other senses at an early stage. The inferior and superior colliculi are therefore 
potential sites where interactions between auditory and visual orienting might occur 
(Meredith & Stein 1986). Groh and colleagues (2001) showed that eye position 
influences auditory responses in about a third of the inferior colliculus neurons they 
examined, suggesting that auditory spatial mapping might be at least partly gaze-
centric. From the inferior colliculus, auditory information is projected to the medial 
geniculate nucleus in the thalamus, before being relayed to the auditory cortex (Bear 
et al. 2001). The thalamus receives feedback connections from the sensory cortices 
and is another potential site at which attentional modulation of incoming sensory 
input might take place (Guillery & Sherman 2002). 
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Figure 1.2: Percentages of neurons in 
the superior colliculus of the cat which 
respond to visual (V), auditory (A) and 
somatosensory (S) stimulation. 
Reprinted with permission from 
Meredith & Stein (1986). 
 
 
 
 
 
 
 
1.1.4. Auditory cortex 
The auditory cortex (AC) lies in the superior temporal gyrus (STG) bilaterally (Figure 
1.3), and is subdivided into ‘core’, ‘belt’ and ‘parabelt’ areas (Kaas & Hackett 2000; 
Figure 1.4). All regions receive some auditory thalamic input, but the majority of the 
auditory input arrives at the core, and the information is then processed hierarchically 
from core > belt > parabelt. Each region responds preferentially to increasingly more 
complex stimuli as we ascend the hierarchy (Rauschecker 1998).  
 
Core (or ‘A1’) neurons are tonotopically organised (Figure 1.5; Da Costa et al. 2011), 
and respond preferentially to a ‘best frequency’ with a narrow frequency response 
curve (Kaas & Hackett 2000). Interestingly, pitch is learned in core neurons. Young 
rodents that are exposed to a single pitch during the critical window have a larger 
area devoted to that pitch throughout their lives (Villers-Sidani et al. 2007). Despite 
being several synapses away from the cochlear nerve, core neurons respond with 
low-latency to auditory input (as early as 9ms after stimulus onset; Vaughan & 
Arezzo 1988). Core neurons project mostly to neighbouring belt areas, but also 
transcallosally to core and belt areas, synapsing at tonotopically matched 
contralateral areas. The auditory cortex in each hemisphere receives information 
from both ears. Belt regions also display tonotopy but respond less well to pure 
tones, instead activating more strongly to narrow band bursts of noise (Rauschecker 
1998).  
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Figure 1.3: Anatomy of the cortical surface (A) and auditory cortex (B) showing the names of 
regions which are relevant to this thesis. OCC, occipital lobe; SPL, superior parietal lobe; 
IPL, inferior parietal lobe; IPS, intraparietal sulcus; FEF, frontal eye fields; MFG, middle 
frontal gyrus; IFG, inferior frontal gyrus; STS, superior temporal sulcus; ITS, inferior temporal 
sulcus; V5, middle temporal area (MT); AC, auditory cortex; ITL, inferior temporal lobe; MTG, 
middle temporal gyrus; STG, superior temporal gyrus. 
 
 
Figure 1.4: The connections and projections of the core (AI, RT, R), belt (CL, ML, AL) and 
parabelt (STGc, CPB, RPB, STGr) subdivisions (as defined in Kaas & Hackett 1999). RT: 
rostrotemporal core, R: rostral core, AI: auditory core “area I”, CL: caudolateral belt, ML: 
middle lateral belt, AL: anterolateral belt, CPB: caudal parabelt, RPB: rostral parabelt, STGc: 
caudal superior temporal gyrus, STGr: rostral superior temporal gyrus. Reprinted with 
permission from Kaas & Hackett (1999). 
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The parabelt lies lateral to, and is densely connected with, belt areas, but has no 
connections to the core, giving the primary auditory system three distinct levels of 
processing (Figure 1.4). This is in contrast with the visual system, where primary 
visual cortex (V1) projects to multiple areas in the visual hierarchy (Kaas & Hackett 
2000). The parabelt is connected to neighbouring temporal lobe regions within the 
STG and the superior temporal sulcus (STS; Kaas & Hackett 2000). The posterior 
STG is part of a large bilateral temporal network that shows spontaneous intrinsic 
connectivity (Smith et al. 2009) and is activated in response to auditory stimulation, 
but borders with visual projections in area V5/MT, as well as multimodal regions in 
the temporo-parietal junction (TPJ) and inferior parietal lobe (IPL). The posterior STS 
and middle temporal gyrus (pMTG) have been suggested to be important for the 
integration of visual and auditory information (Beauchamp et al. 2004). The 
perception of auditory “objects” and their spatial localisation is also considered to be 
a major function of the left and right planum temporale (Griffiths & Warren 2002).  
 
 
Figure 1.5: Tonotopic 
regions were delineated 
in primary auditory 
cortices using 
ascending tones (A) and 
functional magnetic 
resonance imaging.  
Tonotopic regions were 
found in core areas 
around Heschl’s gyrus 
(B & C) and are shown 
in individual subjects (D) 
and averaged across 
subjects (E).  Reprinted 
with permission from Da 
Costa et al. (2011). H, 
high; L, low; hA1 and hR 
refer to the two largest 
tonotopic fields in the 
primary auditory cortex . 
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The response of auditory cortex to complex sounds shows interhemispheric 
differences. Cortical centres important for heard word identification are, it is claimed, 
represented most strongly in the left hemisphere, the consequence of greater 
specialisation for temporal resolution (Boemio et al. 2005). In contrast, it is claimed 
that the right hemisphere auditory association cortex is more specialised for the 
perception of changes in frequency. Therefore, musical properties such as pitch and 
timbre may be represented predominantly in right STG, whereas the correct 
identification of certain speech sounds, such as stop consonants, with short spectral 
changes relies on the left STG (Rauschecker 1998). There is also evidence that 
auditory spatial localisation may be a right-hemisphere dominant process 
(Rauschecker & Tian 2000). However, spatially and frequency tuned neurons are 
found in both hemispheres (Fritz et al. 2007, Lee & Middlebrooks 2011).  
 
1.1.5. What-Where pathways 
Across posterior and anterior belt regions there is already some division of function.  
Tian and colleagues (2001) investigated whether auditory cortex neurons responded 
preferentially to a sound’s location or identity. Electrophysiological recordings were 
taken whilst monkeys listened to conspecific monkey calls at different spatial 
locations. They found that anterior belt neurons responded best to the different types 
of monkey calls presented, whereas posterior belt neurons responded to the spatial 
location of those same calls regardless of which was presented. These findings 
suggested the existence of two processing streams along the STG; a dorsal where 
pathway for spatial information and a ventral what pathway for the identification of 
sounds (Rauschecker & Scott 2009). Posterior ‘where’ belt areas project directly to 
the dorsolateral prefrontal cortex (DLPFC) and parietal cortex, while anterior ‘what’ 
belt areas project to the ventrolateral prefrontal cortex (VLPFC; Figure 1.6). Further, 
reversible deactivation of rostral and caudal areas in the cat auditory belt leads to 
pattern-discrimination and spatial-localisation deficits, respectively (Lomber et al. 
2008). Beyond the auditory cortex, the ‘where’ pathway is thought to extend into the 
IPL, while the ‘what’ pathway extends to anterior temporal regions and the VLPFC 
(Rauschecker & Tian 2000, Rauschecker & Scott 2009). 
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1.1.6. Attentional modulation 
Hubel and colleagues first reported cells in the cat belt and parabelt areas which 
increased their activity only when the animals looked towards a sound, such as the 
experimenter’s keys jingling (Hubel et al. 1959). Subsequent neurophysiological 
studies confirmed the existence of cells in the auditory cortex which strongly increase 
their firing rate following attentional orienting to sounds (Fritz et al. 2007). Attention-
related modulation of auditory cortex activity has also been shown in humans using 
functional magnetic resonance imaging (fMRI; Petkov et al. 2004, Langner et al. 
2011, Woldorff et al. 1993). Whereas core responses seem to change preferentially 
with stimulus features, Petkov and colleagues (2004) showed that belt regions in the 
lateral temporal AC show greater activity following attentional engagement with 
sounds.  
 
 
Figure 1.6: Corticocortical projections supporting the ‘what-where’ pathways hypothesis for 
auditory and visual spatial and feature-based processing. Auditory ‘where’ information from 
dorsal superior temporal gyrus (STG) projects to dorsolateral prefrontal cortex (DLPFC), 
while ‘what’ information from ventral STG projects to ventrolateral prefrontal cortex (VLPFC). 
Similarly, for vision the ‘what’ pathway projects from the parietal lobe to the DLPFC, while 
‘what’ information projects from the inferior temporal cortex to the VLPFC. Prefrontal regions 
are colour-coded by their temporal and parietal afferent projections. Numbers refer to 
Brodmann areas. Reprinted with permission from Romanski (2007). 
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Another consequence of focusing attention to sounds is that AC neurons alter their 
response characteristics to allow better discrimination of the attended item from 
‘background’ sensory features. In other words, the stimulus response properties of 
AC are dependent on the task context, as imposed by top-down control (Fritz et al. 
2007). Fritz and colleagues (2003, 2010) used electrophysiological recordings in the 
ferret auditory and prefrontal cortices to show that auditory receptive fields (RFs) 
were modulated based on task demands. Frequency-specific RF neurons became 
more sensitive (i.e. responded with greater activity) to a target sound within it’s RF 
frequency when the animals were trained to listen out for that target sound (Fritz et 
al. 2003). This top-down modulation also involved an inhibition of activity in cells 
whose RFs were outside the target frequency. This had the effect of “sharpening” the 
RFs, such that the RF neurons were both more sensitive and more selective to 
specific frequencies (Fritz et al. 2005). 
 
In another study, Lee and Middlebrooks (2011) showed that AC neurons that had 
spatial RFs showed a similar ‘sharpening’ of responses to sounds at specific 
locations when cats had to discriminate sounds based on their location. Similar 
tuning properties were observed in owls performing a spatial task (Winkowski & 
Knudsen 2006). Again, this sharpening resulted from the suppression of responses 
to sounds at least-preferred locations and the enhancement at preferred locations. 
Thus, during attentional orienting to sounds AC neurons alter their response 
characteristics to improve the discriminability of different sound locations and pitches 
based on current top-down task goals. Top-down modulation of neural responses 
may occur all the way down the auditory system (Winkowski & Knudsen 2006), and 
may even modify frequency response as early as the outer hairs of the cochlea 
(Perrot et al. 2006). The source of these top-down auditory attention signals, which 
are likely to involve ‘executive control’ regions of the frontal lobes, remains to be 
determined and is investigated in this thesis. 
 
  
 25 
1.2. The visual system 
Bright objects dissipate energy by emitting light. Light is made up of photons which 
are ‘quanta’ or packets of electromagnetic radiation. The visual system can detect 
photons that bounce off objects in our surroundings, allowing us to gather information 
about those objects at a distance. The detection of light leads to visual sensations 
such as colour, contrast and brightness, as well as the perception of space. 
 
“Our visual spectrum happens to be less than one octave, that is, the highest 
frequency of light that we humans can perceive is not quite twice the lowest 
frequency. (By contrast, our auditory spectrum encompasses several 
octaves.) If our visual spectrum were a little more than an octave, I wonder 
whether two colors an octave apart would have the same psychological 
similarity as two notes an octave apart.” Raymond Smullyan (1984) 
 
1.2.1. From light to neural signal 
When light enters the eye, the photons stimulate photoreceptive cells called rods and 
cones which line the surface of the retina. Within these photoreceptive cells are 
photosensitive receptor proteins called opsins which gain energy by absorbing the 
photons and in doing so undergo a conformational change. This conformational 
change begins the visual signal transduction cascade, which sends visual information 
to the brain. Rod cells are very sensitive and can fire after the absorption of as few as 
6 photons (Hecht et al. 1942). Cone cells are responsible for the sensation of colour 
and are less sensitive than rod cells, which may be why at low light the perception of 
colour diminishes. There are three types of cone cells which detect short (blue), 
medium (green) and long (red) wavelengths of light (Purves et al. 2001). The fovea is 
the location with the highest density of photoreceptive cells, and is the part of the 
retina with the highest visual acuity. When we move our eyes to focus on different 
objects in a visual scene, we align those objects with the fovea to perceive those 
objects with the highest acuity.  
 
Most of the axons from the retina project through the optic nerve, optic chiasm and 
optic tract to terminate in the lateral geniculate nucleus (LGN) of the thalamus. The 
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neural projections begin at distinct locations of the retina, giving the visual afferents a 
retinotopic organisation which is preserved throughout most of the visual system. 
This means that, in contrast to the auditory system where spatial location is 
calculated through spectral analysis and temporal coincidence, the visual system has 
an implicit spatial component at the point of origin, as each location in the retina 
corresponds to a spatial location in the field of view. Hemidecussation occurs in the 
optic chiasm, where axons from the nasal half of each retina cross the midline to 
project to the contralateral LGN, while axons from the temporal half project 
ipsilaterally. This means that the left LGN receives information from the right visual 
field, while the right LGN receives information about the left visual field. About 10% of 
the retinal projections terminate at the superior colliculus, which has strong 
connectivity with the inferior colliculus in the auditory ascending pathway (Bear et al. 
2001, see Chapter 1.1.3).  
 
1.2.2. Visual cortex 
From the LGN, optic tract neurons synapse with geniculostriate neurons that project 
to the primary visual cortex (V1) via the optic radiations. The V1 lies in the occipital 
lobe, lining the banks of the calcarine sulcus. The left and right V1 therefore contain 
information regarding only the opposite half of the visual field (although there may be 
some central overlap in the areas covered). This is in contrast to the auditory system, 
where A1 receives information from both ears through the ascending pathways as 
well as through transcallosal connections from contralateral A1. 
 
Neurons in V1 are retinotopically organised, such that stimulation of a retinal region 
will lead to activation in a corresponding region of V1 (Saygin & Soreno 2008). From 
V1, visual information is processed hierarchically, much like in the auditory system. 
Visual sensory regions respond to increasingly more complex stimuli in an ascending 
hierarchy (Desimone & Duncan 1995). For example, neurons in V2 respond to lines 
of different orientations, the so-called ‘orientation columns’ which are thought to 
support edge and corner detection (Bear et al. 2001). A prevalent hypothesis is that, 
as with the auditory system, the visual processing hierarchy can broadly be divided 
into two main processing streams, a dorsal pathway for spatial information and a 
ventral pathway for non-spatial visual features (Ungerleider & Mishkin 1982). 
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1.2.3. What-where pathways 
‘What’ pathway 
The ventral ‘what’ pathway is thought to be important for object recognition, and 
extends from V1 through V2, V3 and V4, to the inferior temporal lobe (ITL). Area V4 
is important for the perception of both shape and colour, and receives input from 
orientation selective regions of V1, V2 and V3. There is some broad retinotopic 
organization in V4, with neurons showing RFs for upper, lower, central and peripheral 
visual fields (Desimone et al. 1985). Lesions of V4 lead to achromatopsia, a condition 
where colour perception is impaired despite the presence of functioning cones in the 
retina. Another symptom of V4 lesions is a deficit in form perception, again 
suggesting that shape and colour are encoded in this region (Heywood et al. 1992). 
V4 projects mainly to ITL, although a minority of projections end up in area V5/MT 
and the parietal lobe (Desimone et al. 1985). ITL neurons have very large RFs that 
almost always cover the central visual field (Desimone et al. 1985). The ITL responds 
to a variety of visual stimuli of different shapes and colours. Moreover, the identity of 
a visual object that a subject is viewing (e.g. whether the object is a face or house) 
can be decoded from the fMRI signal obtained from the ITL (Haxby et al. 2001). The 
ITL is thought to be the last visual area for object recognition, which projects to 
frontal and temporal lobe regions which are likely not to be vision-specific (Jones & 
Powell 1970). 
 
‘Where’ pathway  
The dorsal pathway extends from the visual cortex to the parietal lobe, and is thought 
to be important for spatial awareness and the perception of motion (Bear et al. 2001). 
From V1 to V3, spatial RFs become larger (Desimone et al. 1985). Neurons in area 
V5/MT are sensitive to different types of motion (e.g. linear, radial, circular) in 
different directions regardless of the shape of the moving object. It has been 
proposed that altogether these regions play a role in navigation, motion perception 
and directing eye movements (Bear et al. 2001). Area V5/MT projects to the STS and 
IPS, which like the ITL also have large spatial RFs (Desimone & Duncan 1995). The 
IPS and superior parietal lobe (SPL) form part of a frontoparietal network (the DAN) 
which is involved in controlling eye movements and visual attentional orienting 
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(Corbetta 1998). Lesions along the dorsal ‘where’ pathway lead to a number of 
visuospatial disorders such as hemispatial neglect (Mesulam 1981, Parton et al. 
2004, Malhotra et al. 2009). Goodale & Milner (1992) also suggested that the ‘where’ 
pathway might be more important for the planning of actions towards objects in the 
surrounding space (e.g. reaching) rather than just the awareness of spatial 
relationships. This earned the dorsal pathway the nickname of the ‘how’ pathway. 
However, this has been contested by Ungerleider & Haxby (1994) who argued that 
patients with dorsal stream lesions sometimes exhibit symptoms (such as distance 
and orientation estimation) that could not be explained by visuomotor deficits. 
 
1.2.4. Attentional modulation 
Visual information in the occipital lobe is modulated through several means when 
attention is directed towards visual features or locations. Using fMRI, Langner and 
colleagues (2011) showed an increase in activity in the visual cortices during 
attentive viewing. An increased firing rate of neurons in V1, V2, V4, area MT, LIP and 
FEF have all been reported following endogenous orienting to a visuospatial location 
(Noudoost et al. 2010). In addition, increased gamma-band coherence has been 
observed both locally (in FEF and V4) and in long-range connections (between FEF-
V4, FEF-LIP and LIP-MT). Further, decreased signal variability (i.e. through an 
increase in signal to noise ratio; SNR) has also been shown during top-down 
attention, which was found to be predominantly due to reduced low frequency 
fluctuations in firing. Finally, as in audition, visual spatial RFs are modulated by top-
down attention so that they become narrower when spatial discrimination is being 
carried out (Noudoost et al. 2010). Similarly, the firing of MT neurons with RFs 
surrounding the target area is inhibited to optimize the specificity of RFs near the 
attended spatial location (Anton-Erxleben et al. 2009). In comparison with the 
auditory modality, much more research has been carried out on the source of the 
top-down signal in visual attention (see Chapter 1.3.2). Despite similar mechanisms 
of attentional modulation in visual and auditory sensory cortices, there are inherent 
differences in the way that visual and auditory orienting is executed which might 
determine the neural differences between attention to each modality. 
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1.2.5. Eye Movements 
The most obvious difference between auditory and visual attention is that in vision 
the eyes can be rotated so that different locations in the visual space become 
foveated. In contrast, at least in humans, the ears cannot be moved towards an 
incoming sound. This means that natural visual orienting involves a motor output 
which does not necessarily occur during auditory orienting. There is ongoing debate 
over whether the orienting of visual attention and the control of eye movements 
utilise the same neural mechanisms (Corbetta 1998, Nobre et al. 2000, Heiner & 
Schneider 1996).  
 
Horizontal and vertical eye movements are initiated by the firing of premotor burst 
neurons in the pontine reticular formation (pons) and rostral interstitial nucleus of the 
medial longitudinal fasciculus (midbrain), respectively (Buttner-Ennever & Horn 
1997). These neurons project to the extraocular muscles, which contract when 
stimulated, moving the eyes. In between saccades, the burst neurons are inhibited by 
omnipause neurons within the brainstem’s Raphe nuclei. Both burst and omnipause 
neurons receive input from the superior colliculus which is modulated by neurons 
from multiple sensory systems, including audition (Figure 1.2, p19). In contrast, the 
frontal eye fields (FEF) in the frontal lobe seem to only project to the omnipause 
neurons (Buttner-Ennever & Horn 1997). The FEFs are activated following both the 
saccades to and pursuit of a visual target (Petit et al. 1997) and are described in 
more detail in Chapter 1.3.4.  
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1.3. The attentional system 
As mentioned previously, the auditory and visual sensory systems detect much more 
information than is needed at a given moment or for a given task. Therefore, 
attentional selection promotes certain items of sensory information for further 
processing. There are various cognitive theories regarding how attentional selection 
is implemented. One prominent theory of top-down attention is the biased 
competition model (Desimone & Duncan 1995, Bundesen 1990, Wolfe 1994). In this 
model, the stimulus features (e.g. colour, shape, size, location) which are important 
for current cognitive goals are encoded in a top-down, transient, working memory 
signal called the attentional template (Duncan & Humphreys 1989). Sensory input 
features which match the attentional template are given extra weight, or biased, while 
mismatched features are not. This theory nicely ties together the attentional and 
working memory systems, the investigations of which tend to implicate the same 
frontal lobe systems (Cabeza & Nyberg 2000). Cutting across these different models 
are various theoretical considerations that I consider below. 
 
1.3.1. Theoretical considerations 
Bottom-up vs. Top-down attention 
A popular perspective of attention suggests that there are two neural mechanisms by 
which attention is allocated. Bottom-up (exogenous or stimulus-driven) attention 
refers to instances when an external stimulus, such as a loud noise, causes a 
reflexive orientation of the senses towards the stimulus. In contrast, top-down 
(endogenous or goal-directed) attention refers to instances when our senses are 
oriented towards features of the sensory environment because of internally 
generated goals. Focusing on a given spatial location in anticipation of an upcoming 
stimulus is an example of top-down attention (Corbetta et al. 2008).  
 
Amodal vs. Modality-specific regions 
Attention can be directed towards many different types of neural information. 
Primarily, information from each sensory modality (vision, hearing, touch, etc.) can be 
selected. Additionally, attention can also be directed to discriminating individual items 
within the same sensory modality, and even to internally generated processes such 
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as mental imagery, memories and thoughts which may not originate from the current 
sensory input. This implies that several, divergent cortical systems are necessary to 
mediate attentional selection of each information class. In short, it implies that there 
are many attentional networks, each of which is related to the target of attention. 
However, attention to all modalities involves the same basic process: the selection of 
task-relevant and filtering out of task-irrelevant information. It is therefore plausible 
that a single set of specialised cortical regions controls the allocation of attention to 
all modalities, perhaps through transient functional connectivity (FC) with multiple 
modality-specific systems. 
 
Control vs. Modulation regions 
A distinction might also be made between regions which are involved in the allocation 
of attention (‘Attentional Control’ regions) and regions which encode and 
enhance/inhibit the neural information that is being selected by attention (‘Attentional 
Modulation’ regions). Both sets of regions would be necessary for attention, however 
only regions involved in ‘Attentional Control’ might be expected to be amodal, i.e. 
active during the orienting of attention to all information types. Such an amodal 
cortical region might be expected to contain multiple functional signals relating to the 
different sensory modalities within a local organization (Leech et al. 2012, Mesulam 
1998, Buckner et al. 2009).  
 
Direct vs. Indirect routes 
Attention by necessity involves direct modality-specific and indirect cross-modal 
processes. In the instance of orienting attention towards a sound, a direct process 
would be the spatial and/or frequency-tuning of auditory RFs in the auditory pathway 
(Fritz et al. 2003), whereas the intermodal inhibition of visual distractors would form 
part of an indirect route. FMRI can help determine candidate brain regions for each of 
these roles (i.e. ‘direct’, ‘indirect’, ‘attentional control’ or ‘attentional modulation’) 
during the execution of attentional selection, even if it cannot inform the precise 
computations that a region performs (Coltheart 2010).  
 
In that light, this thesis aims to investigate the brain systems involved in top-down 
attention, with respect to a) identifying which regions are recruited during attentional 
engagement to sounds, and b) under what task contexts, and c) determining whether 
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the recruitment of a given cortical region reflects a direct or indirect process. In other 
words, this thesis will not test specific cognitive models of how neural activity results 
in attentional modulation (Coltheart et al. 2010), but will instead aim to clarify what 
systems are involved and which roles they are likely to play. 
 
1.3.2. The dorsal attention network (DAN) 
A dorsal frontoparietal network (the DAN) has been reported during many studies of 
top-down attention (Kincade et al. 2005, Vossel et al. 2006) and has been labelled 
the dorsal attention network (DAN; Corbetta et al. 2008). The DAN includes parietal 
regions such as the intraparietal sulcus (IPS) and SPL, and dorsal regions of the 
frontal lobe, at or near the FEF and middle frontal gyrus (MFG). Corbetta and 
colleagues (2008) have suggested that the DAN maintains neural signals that bias 
the processing of certain stimulus properties and cortical locations based on 
endogenous task goals (i.e. the attentional template). For example, the DAN is 
activated when a visual stimulus is expected at a specific visual location or with 
specific features (Corbetta et al. 2000).  
 
Corbetta and colleagues also propose that a more inferior frontoparietal network that 
includes regions of the MFG and IPL (which they called the ventral attention network 
or VAN) is activated transiently together with the DAN when attention is captured by 
behaviourally relevant stimuli (bottom-up attention). This has been termed the 
‘reorienting response’ (Figure 1.7, Corbetta et al. 2008). It is important to note that 
task processes that lead to attentional switching (e.g. due to the detection of a target 
or the execution a motor response) may lead to widespread activation of both the 
DAN and VAN because of this reorienting response. These activations may confound 
the study of top-down attention as they represent executive processes rather than 
the pure maintenance of a top-down signal. Currently, one of the prevailing theories 
is that top-down attention to all modalities is controlled by the DAN (Corbetta 2008, 
Posner & Petersen 1990, Spence & Driver 1997). A substantial body of work has 
been carried out to map the functions of the DAN, and specifically its parietal and 
prefrontal components.  
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Figure 1.7: The 'reorienting response'. During the maintenance of top-down attention to a 
visual location (left) activation of the primary visual regions and the dorsal attention network 
(DAN) is observed. However, when attention is captured by a new stimulus (right), transient 
activation of both the DAN and ventral attention network (VAN) occurs during attentional 
reorienting. Reprinted with permission from Corbetta et al. 2008. 
 
1.3.3. Parietal Lobe 
As seen in Chapters 1.1 and 1.2, the parietal lobe is a target of projections from 
higher-order visual and auditory regions. The SPL is densely connected to both 
extrastriate visual cortex and prefrontal areas such as the FEF and the MFG in the 
prefrontal cortex (PFC; Andersen et al. 1990). While lesions of the parietal cortex 
have been shown to lead to visuospatial perception disorders such as hemispatial 
neglect (Parton et al. 1994, Mesulam 1981) and simultanagnosia (Dalrymple et al. 
2013), there is evidence that more inferior parietal lesions can lead to auditory 
neglect (Gokhale et al. 2013), although this has been less extensively studied than 
visual neglect. As such, the parietal lobe is important for the comprehension of 
spatial relationships. There is still debate on whether the parietal lobe is involved in 
actively planning actions within space (Snyder et al. 1997), or merely provides the 
neural substrate for the planning of those actions (Goodale & Milner 1992). 
 
The parietal lobe is thought to encode spatial relationships in multiple reference 
frames. The area around the SPL and the IPS (the human homolog of the lateral 
intraparietal area or ‘LIP’ in monkeys) is thought to encode spatial relationships as 
derived from visual information (Colby & Goldberg 1999). IPS neurons have 
retinotopic RFs wherein visual stimulation is more likely to lead to activation (Saygin 
& Sereno 2008). This stimulus-driven activation is enhanced when the visual stimuli 
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require some form of motor response (Colby & Duhamel 1996a, Colby et al. 1966b). 
This is in contrast to the FEF, where behaviourally relevant visual stimuli show 
enhanced activity when saccades, but not other motor actions, are required 
(Goldberg & Bushnell 1981, but see Kodaka et al. 1997). Microstimulation of LIP 
neurons leads to the generation of a saccade towards that neuron’s RF. However if 
that stimulation is below the saccade-generation threshold, covert visuospatial 
attention (as measured by a reduction in target detection time) is shifted towards that 
visual location without an overt saccade (Cuttrell & Marrocco 2002). 
 
Both auditory and visual ‘where’ pathways project from primary sensory cortices 
towards the parietal lobe. The visual ‘where’ pathway extends along the IPS which 
divides the SPL and IPL (Ungerleider & Haxby 1994). The auditory ‘where’ pathway 
enters the parietal cortex at the interface between temporal and parietal lobes, at a 
more ventral location to the visual pathway (Rauschecker & Scott 2009). Kong and 
colleagues (2014) found evidence that auditory spatial attention recruits different 
parietal regions to visuospatial attention. Retinotopic regions of the SPL/IPS were not 
activated during an auditory spatial task, which recruited more ventral regions within 
the supramarginal gyrus (SMG) in the IPL. A similar dorsal-ventral split was also 
reported by other studies (Bushara et al. 1999, Weeks et al. 1999). However, other 
groups have suggested that similar regions of the parietal lobes are recruited for 
visual and auditory attention (Wu et al. 2007, Smith et al. 2010), which has 
contributed to the theory that the DAN forms a supramodal spatial attention network. 
 
1.3.4. Frontal eye fields 
In humans, the frontal eye fields (FEF) are located in the precentral sulcus, just 
caudal to the MFG. The region gets its name from the observation that saccades are 
evoked when FEF neurons are stimulated (Ferrier 1875). The FEF has extensive 
reciprocal connections with regions of the parietal lobe (specifically the LIP in non-
human primates), as well as the MFG and contralateral FEF. The FEF are also 
connected to the superior colliculus and other thalamic and brainstem regions 
involved in saccade generation (Tehovnik et al. 2000). 
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Lesions in the FEF lead to deficits in saccade generation and smooth pursuit in both 
monkeys and humans (Tehovnik et al. 2000). As in the SPL, FEF neurons also fire 
preferentially when visual stimulation occurs at a given retinal RF (Moore & 
Armstrong 2003, Saygin & Sereno 2008). Moreover, the amount of activity elicited 
depends on whether the presented visual stimulus is a target (i.e. task-relevant) or a 
distractor (Schall & Hanes 1993). Goldberg and Bushnell (1981) presented evidence 
that this stimulus-synced activity occurs only when a saccade towards the target is 
required. In these cases, the burst of activity preceded the saccade onset, and no 
such burst was observed when the same visual stimuli was detected in the peripheral 
visual field under fixation. This implies that FEF activity relates specifically to the 
planning of saccades towards a visual target. However, another study by Kodaka and 
colleagues (1997) did identify neurons which responded to stimulation in a peripheral 
visual field location irrespective of whether a saccade was required. More recently, 
Wardak and colleagues (2006) inactivated the FEF in monkeys using a GABAA 
agonist and showed that this led to deficits in both saccadic and covert visual 
orienting. Interestingly, in that study monkeys tended to saccade only towards the 
contralesional visual field during the trials following inactivation. In humans, a recent 
study showed that transcranial magnetic stimulation of the right FEF can lead to 
problems in shifting the spatial focus of attention (Ronconi et al. 2014). 
Microstimulation of FEF leads to signal gain in several visual areas, even as far as 
V1 and V2, even though these areas do not have direct connections with the FEF 
(Noudoost et al. 2010). These findings all strongly support the idea that the FEF is 
heavily involved in visuospatial orienting and controlling eye movements. 
 
There are instances when being able to orient visual attention covertly (i.e. without 
eye movements) can be advantageous to an organism. For example, in a threatening 
social context, when eye contact might be viewed as a threat, being able to regard an 
adversary without eye contact poses a distinct advantage (Moore & Armstrong 2003). 
However, being able to behaviourally dissociate visual attentional orienting from 
saccade programming does not necessarily mean that the FEF plays a distinct role in 
each process. The ‘premotor theory of attention’ (Rizzolatti et al. 1987) postulates 
that the FEF is equally involved in saccade generation and covert visual orienting, 
with the difference being that saccades are inhibited downstream during covert 
orienting. In the authors’ own words: “Attention is oriented to a given point when the 
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oculomotor programme for moving the eyes to this point is ready to be executed” 
(Rizzolatti et al. 1987). In this theory, the FEF’s role in both overt and covert visual 
orienting is to select a target for the saccade, and whether or not the saccade is 
subsequently carried out forms the difference between the two. This theory is 
corroborated by findings that below-threshold microstimulation of the FEF produce 
similar effects to overt orienting (i.e. improving performance in a stimulus detection 
task), while supra-threshold stimulation leads to saccades (Moore & Fallah 2001). 
When covert visual attention is directed towards a visual location, increased firing in 
FEF neurons is first observed, followed by coupled gamma band oscillations between 
the FEF and V4 neurons with the same RF locations (Gregoriou et al. 2009). 
Attention-related activity changes in the FEF also precede similar changes in the 
PFC and LIP, suggesting that the FEF may be the primary modulator of attentional 
orienting, at least in the visual modality (Noudoost et al. 2010). 
 
1.3.5. Prefrontal Cortex 
It has been proposed that the prefrontal cortex (PFC), like the posterior sensory 
systems, is also functionally divided into ‘what’ and ‘where’ processing regions 
(Romanski 2004). In this model, dorsal PFC subserves visuospatial as well as 
auditory spatial working memory and processing, whereas ventral PFC subserves 
object identity and feature processing for both vision and hearing (see Figure 1.6, 
p23). For example, dorsal PFC neurons respond to stimuli at specific visual locations, 
and show prolonged increased activity in the period between a visual cue and a 
delayed saccade to a cued location (Romanski 2004). As the dorsal PFC is densely 
connected with dorsal ’where’ pathway regions in the parietal lobe, it is thought that 
this extended task-related stimulus-independent activity in dorsal PFC could be due 
to reverberant activity within the frontoparietal network, i.e. the DAN. Speculatively, 
this activity could represent the maintenance of relevant spatial locations in the 
attentional template. 
 
In stark contrast, ventral PFC neurons showed a similar pattern of activity, with 
increased activity during a delay period when the discrimination of different picture 
categories, e.g. patterns, faces and objects, was required (Wilson et al. 1993). 
Ventral PFC neurons have large RFs that included the fovea, whereas dorsal PFC 
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neurons often have much smaller RFs which did not always overlap with the fovea. 
The ventral PFC is densely connected to the temporal lobe, including the ITL in the 
visual ‘what’ pathway.  Lesions of the ventral PFC lead to severe and lasting deficits 
in non-spatial tasks requiring colour and form matching (Mishkin & Manning 1978) 
that are not present after more dorsal lesion locations. Rao and colleagues (1997) 
detected cells in the monkey PFC that responded during the maintenance of both the 
location and identity of a visual object. The authors suggested that interprefrontal 
connections between dorsal and ventral PFC regions might mediate the integration of 
‘what’ and ‘where’ information. 
 
It has been argued that this what-where division of the PFC applies to all sensory 
modalities, such that even for an auditory stimulus the dorsal PFC processes its 
location while ventral PFC processes its non-spatial features (Romanski 2004). PFC 
neurons respond to both visual and auditory tasks (e.g. Ito 1982, Watanabe 1992). 
Moreover, discriminating between two voices based on their location was shown to 
recruit the dorsal PFC, whereas discriminating by speaker identity recruited ventral 
PFC (Rama et al. 2004). Further evidence that the PFC subserves attention to the 
auditory modality comes from Fritz and colleagues (2010) who recorded ERPs from 
the ferret orbital gyrus (homologous to the human DLPFC) during two different 
listening tasks; tone detection and tone discrimination. During passive listening 
conditions, orbital gyrus neurons responded to all tones equally. However during the 
listening tasks this activity was adapted such that responses to the same tone could 
be suppressed or enhanced depending on the behavioural relevance of the tone. The 
PFC thus seems to adapt its response to both visual and auditory information 
depending on the task context.  
 
1.3.6. The DAN and auditory attention 
The evidence for the DAN mediating attention comes overwhelmingly from visual 
studies (see Corbetta et al. 2008 for a review). Nonetheless, many studies have 
implicated the DAN in orienting attention to auditory stimuli (Driver & Spence 1998, 
Hallett et al. 1999, Linden 1999, Davis et al. 2000, Maeder et al. 2001, Macaluso et 
al. 2003, Mayer et al. 2006, Shomstein & Yantis 2006, Sridharan et al. 2007, Wu et 
al. 2007, Langner et al. 2011). Given that the core regions of the DAN, the FEF and 
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SPL, contain retinotopic areas (Saygin & Soreno 2008), and elicit saccades and 
covert visual orienting when stimulated (Moore & Armstrong 2003, Moore & Fallah 
2001), it is possible that the DAN’s involvement in auditory attention may be through 
an indirect crossmodal mechanism, perhaps mediating intermodal visual orienting to 
the auditory stimulus location, or the inhibition of visual processing so that resources 
can be allocated to auditory processing. 
 
Many of the abovementioned studies of auditory attention can be reinterpreted to 
support the notion that the DAN’s involvement in auditory attention is due to an 
indirect crossmodal route. This is particularly the case when certain crossmodal and 
executive confounds are considered. For example, several studies to date have 
explicitly focused on crossmodal attention, during which attention to each modality 
alone cannot be sufficiently separated. Papers that presented visual stimuli to cue 
auditory attention (Driver & Spence 1998, Davis et al. 2000, Macaluso et al. 2003, 
Langner et al. 2011, Lee et al. 2013) cannot exclude the effects of visual processing 
from auditory top-down attention. Along similar lines, papers that analysed the period 
when auditory targets were actually displayed (Linden 1999, Maeder et al. 2001, 
Mayer et al. 2006, Shomstein & Yantis 2006, Sridharan et al. 2007) cannot be said to 
be looking only at top-down attention, as bottom up attentional capture and 
Corbetta’s ‘reorienting response’ (with widespread activation of frontoparietal regions; 
Corbetta & Shulman 2008) would be elicited by the presentation of the target. Other 
studies included an immediate button response to a target (Mayer et al. 2006, 
Shomstein & Yantis 2006, Langner et al. 2011) and therefore cannot dissociate the 
effects of preparation for and execution of a motor response from preparatory 
listening.  
 
These are significant confounds which might evoke DAN activation due to visual or 
executive causes.  These issues are particularly problematic in studies that use rapid 
trial times (<5s; Hallett et al. 1999, Zatorre et al. 1999, Davis et al. 2000, Maeder et 
al. 2001, Macaluso et al. 2003, Mayer et al. 2006, Wu et al. 2007, Langner et al. 
2011), where activations for cues, targets and motor responses are difficult to 
separate due to the hemodynamic lag. The previous evidence for DAN involvement 
in top-down auditory attention is therefore inconclusive due to these crossmodal and 
executive confounds. 
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When functional imaging studies have focused on the auditory processing of speech 
and music, DAN activation is rarely observed. For example, a meta analysis of 128 
language studies showed no activation peaks within SPL and FEF during auditory 
processing of speech (Vigneau et al. 2011, and see also Cabeza & Nyberg 2000).  
Similarly, the DAN is not typically observed in studies of music processing (Hickok et 
al. 2003, Warren 2008). The neuropsychological evidence also does not support an 
amodal DAN. Focal parietal lesions which lead to visuospatial neglect (Malhotra et al. 
2009) often do not lead to accompanying deficits in detecting or identifying sounds 
(Marshall 2001), although auditory spatial localization (Pavani et al. 2002) and 
auditory sustained attention deficits have been reported (Robertson et al. 1997).  
This suggests that parietal lobe neglect predominantly affects spatial and visual 
modalities.  Hence, although there is compelling evidence for DAN involvement in 
top-down visuospatial attention, the evidence that the full SPL-FEF-MFG axis is 
necessary for auditory attention is inconclusive. 
 
A frontotemporal network consisting of the middle and inferior frontal gyri (IFG) and 
posterior STS, has been proposed to mediate the orienting of attention to non-spatial 
features of sounds, such as frequency and identity (Maeder et al. 2001, Alain et al. 
2001, Salmi et al. 2007, Seydell-Greenwald et al. 2013). In contrast, during sound 
localization, activity within the DAN is often observed even in the absence of visual 
stimuli (Maeder et al. 2001, Shomstein & Yantis 2006, Hill & Miller 2010). The FEF 
shows higher preparatory activity for attention to auditory space compared to pitch 
(Lee et al. 2013). In contrast, the left STG/pMTG shows higher preparatory activity 
for pitch than space (Lee et al. 2013). This again indicates that the FEF and DAN 
may be part of a supramodal spatial attention network, whereas a frontotemporal 
network may subserve attention to non-spatial sound features. 
 
1.3.7. Crossmodal interactions 
There is strong evidence for crossmodal effects in spatial attention. For example, 
sub-threshold stimulation of the FEF can lead to improvements in both auditory and 
visual localisation, suggesting that a similar neural mechanism for spatial orienting 
exists in both modalities (Winkowski & Knudsen 2006, Moore & Armstrong 2003). 
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However, this evidence does not support the claim that the DAN is involved in all 
aspects of auditory attention, as the perception of space may be a supramodal 
construct that recruits both visual and auditory systems intrinsically. In contrast, 
attention to non-spatial sound features may not automatically recruit crossmodal 
systems as there is arguably no clear benefit of visual orienting to the discrimination 
of non-spatial auditory features. If that is the case, non-spatial auditory attention 
should show less DAN activity than spatial auditory attention, as has been reported 
(Lee et al. 2013, Shomstein & Yantis 2006). 
 
Importantly, there is behavioural evidence that auditory attention elicits automatic eye 
movements (Paulsen & Ewertsen 1966, Rolfs et al. 2005, Valsecchi & Turatto 2009, 
Kerzel et al. 2010, Yuval-Greenberg & Deouell 2011, Zou et al. 2012). For example, 
an auditory stimulus leads reliably to visual saccades towards the source of the 
sound (Zahn et al. 1978, Zambarbieri et al. 1982, Van Grootel & Van Opstal 2009). 
Rotating a sound about a subject’s head can induce nystagmus (Paulsen & Ewertsen 
1966). Further, the presentation of an auditory stimulus can reduce the rate of 
saccades (Kerzel et al. 2010, Yuval-Greenberg & Deouell 2011, Zou et al. 2012, 
Rolfs et al. 2005). Given that the DAN, and particularly the FEF, is known to be 
involved in the generation of saccades, it is possible that its recruitment during 
listening tasks reflects these automatic, inadvertent oculomotor processes. This 
hypothesis has not been tested, as many previous studies of auditory-oculomotor 
interactions employed fixation conditions to investigate how gaze position affects 
auditory processing (e.g. sound localization performance; Maddox et al. 2014). 
 
1.3.8. Heteromodal cortices 
As attention involves both direct and indirect processes, the top-down control of 
attention is likely to involve the cross-talk between different modality- or process-
specific brain networks. A brain region that mediates the allocation of attention (i.e. 
an amodal ‘Attentional Control’ region) is likely to communicate with many large-
scale cortical networks simultaneously (Mesulam 2009, Bressler & Menon 2010). 
This may include modality-specific networks subserving each sensory input, as well 
as networks subserving different cognitive processes such as working memory, 
decision-making and salience mapping. Speculatively, these higher-order cognitive 
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processes may consistently update the contents of the attentional template, meaning 
that regions mediating top-down attention would need to be in constant 
communication with different functional networks. Functional networks can be 
identified using fMRI (Damoiseaux & Greicius 2009), and have become known as 
‘intrinsic connectivity networks’ (ICNs). Some of the typical ICNs, such as the DAN, 
frontoparietal cognitive control, language, salience, motor, primary sensory and 
default mode (DMN) networks, are observable during both the presence and 
absence of a cognitive task (Raichle 2001, Fransson 2005, Smith et al. 2009, 2012).  
This has led to the theory that ICNs make up the brain’s macroscopic functional 
architecture, with subsets of ICNs recruited based on task demands (Spreng et al. 
2010, de Pasquale et al. 2012, Leech et al. 2012). 
 
Although these ICNs may be functionally specialized (e.g. for processing visual or 
auditory information), the information that they process needs to be integrated for 
coherent cognition, perception and behaviour. A region capable of integrating the 
information from multiple networks might be expected to contain traces, or ‘echoes’, 
of the neural signals from each of these ICNs. If so, these multiple signals should be 
observable within a given cortical region. Previous research has shown that so-called 
heteromodal cortices may be ‘connector hubs’ in the terminology proposed by 
Sporns and colleagues (2007), and may communicate with many different functional 
networks simultaneously. Candidate cortical ‘hubs’, such as the posterior cingulate 
cortex (PCC), SMG and anterior cingulate cortex (ACC; Hagmann et al 2008, 
Sepulcre et al. 2012) are densely connected to multiple brain regions and may be 
involved in coordinating the activity of the ICNs (Leech et al. 2012). However, it is not 
known how heteromodal regions are functionally organised, and whether their 
complex functional connectivity pattern is unique to heteromodal cortices or is a 
ubiquitous property of the cortex. For example, a region which communicates with 
both ‘what’ and ‘where’ pathways in vision might be able to integrate their different 
sensory representations into a coherent mental construct of the visual input. It has 
been proposed that so-called ‘polysensory regions’ in the STS and posterior parietal 
cortex communicate with and integrate the information from separate sensory 
pathways (Desimone & Gross 1979, Jones & Powell 1970). 
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1.4. Aims and predictions 
The aims of this thesis (as previously stated) can now be expanded upon. In contrast 
to visual attention, in audition there is no clear consensus in the literature over which 
cortical networks are recruited for auditory top-down attention. The overall aim of this 
thesis is to address potential confounds that may have contributed to this controversy 
so that the systems mediating auditory top-down attention can be identified. The first 
aim of this thesis is: 
 
1 – To test whether auditory and visual top-down attention recruit the same cortical 
systems, once executive and behavioural confounds are accounted for. 
 
Specifically, the role of the DAN in auditory attention was investigated in Chapter 3, 
taking into account that the ‘reorienting response’, the requirement of an immediate 
motor responses, and the presentation of visual cues may all elicit DAN activation. 
Given that the DAN has been conclusively shown (through lesions, neuronal 
stimulation and recordings) to play a role in planning and executing eye movements, 
and given that attentive listening can induce changes in oculomotor behaviour, the 
second aim of this thesis was:  
 
2- To test whether auditory attention evokes eye movements that might also 
confound the study of the neural correlates of attention. 
 
Specifically, Chapter 4 of this thesis explored whether auditory-task-evoked eye 
movements might be able to explain the involvement of the DAN in listening. If this 
were the case, this would be evidence that the DAN’s role in auditory attention is due 
to crossmodal indirect causes, rather than direct modulation of auditory processing. 
Finally, Chapter 5 explored whether certain regions of the brain contain multiple 
overlapping signals, which could explain their involvement in attention to multiple 
modalities. The final aim of this thesis was: 
 
3 – To test whether certain regions of the brain contain multiple functional signals, 
and investigate how candidate ‘amodal’ regions might mediate auditory and visual 
attention simultaneously. 
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2. Methods 
2.1. MRI basics 
Magnetic resonance imaging (MRI) uses the magnetic properties of atomic nuclei to 
build a picture of the tissue distribution within the body. The contrast in an MRI image 
can be calibrated to differentiate specific tissue types and biological processes, 
making MRI a powerful tool for studying brain function in vivo.  
 
The protons and neutrons that make up an atomic nucleus can be thought of as 
spinning particles which have an angular magnetic moment. When an atom has an 
even number of protons and neutrons, these subatomic particles pair up and their 
angular moments cancel out. However, when a nucleus contains an odd number of 
protons and neutrons (such as in the hydrogen nucleus, 1H), the nucleus has a 
remaining magnetic moment. The orientation of this magnetic moment can be 
influenced by an externally applied magnetic field, and this interaction forms the 
basis of MRI. 
 
When placed in a magnetic field (B0), it is energetically favourable for the nuclear 
moments to align themselves with the direction of the magnetic field. However, this 
alignment can be in two possible orientations; parallel (low energy) or anti-parallel 
(high energy; Figure 2.1). The nucleus spins, or precesses, around its axis at the 
Larmor frequency, which is determined by the strength of B0. The B0 also determines 
the ratio of nuclei that will adopt low- and high-energy orientations. In a 3T field, there 
is a small (roughly 1 in 105) preference for nuclei to spin in the low-energy, parallel 
orientation. As such there is a net magnetization (M0) of the tissue in the direction of 
B0. However, by transferring energy to the tissue using a radio frequency pulse at the 
resonant Larmor frequency, we can cause some of the hydrogen nuclei to adopt the 
high-energy anti-parallel orientation. This is called excitation, and effectively ‘flips’ the 
direction of the M0 by some angle away from B0. When this angle is 90°, the M0 
sweeps around a plane perpendicular to B0 at the Larmor frequency, and this can be 
detected using a coil of wires (receiver coil) through the electromagnetic induction of 
current (Huettel et al. 2009). 
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Figure 2.1: The nuclear magnetic moment of spinning nuclei adopt parallel and anti-parallel 
configurations when an external magnetic field B0 is applied. 
 
2.1.1. T1 and T2 relaxation 
Once the RF pulse is switched off the nuclei gradually dissipate energy to their 
surrounding tissue and return to the low-energy parallel configuration. The M0 thus 
realigns itself with B0. This is called T1 relaxation and is a result of spin-lattice 
interactions.  The length of time that the M0 takes to return to a parallel orientation is 
called the relaxation time (T1). The T1 depends on the chemical content of the 
tissue. Hydrogen atoms are ubiquitous in the body, being found in water, proteins 
and the hydrocarbon chains of fat molecules. However, the T1 for hydrogen atoms in 
fatty tissues is very different to that in water. This is because the hydrogen in fat is 
more tightly bound than in water, meaning that it can more efficiently dissipate 
energy to its surroundings. This means that fat hydrogen relaxes more quickly after 
being excited, giving it a slightly shorter T1 than water hydrogen. In MRI, this 
property can be used to determine the boundaries between different tissue types 
based on their fat content by acquiring an image when some, but not all tissues have 
relaxed.  
 
Another effect that the excitation pulse has is to focus the spins from different 1H 
nuclei into the same phase. Once the excitation pulse is removed, the spins from 
different nuclei begin repelling and attracting one another, and gradually fall out of 
sync with one another. This is called spin-spin interaction. The result is that the net 
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magnetization that ‘sweeps’ around the perpendicular plane becomes dephased, 
which translates to a loss of signal at the receiver coil. This is called T2 relaxation, 
and generally occurs more quickly than T1 relaxation. Aside from spin-spin 
interactions, de-phasing can also be influenced by magnetic field inhomogeneities 
due to the magnetic susceptibility of a tissue.  These non-spin-spin dephasing factors 
are referred to as T2* effects. Crucially for functional brain imaging, one source of 
T2* effects is deoxygenated blood (which is paramagnetic) in the blood vessels 
(Thulborn et al. 1982). Therefore, acquiring T2*-weighted MRI images allows us to 
detect local changes in blood oxygenation, and thereby measure brain activity 
indirectly. 
 
2.1.2. Image formation 
In order to localise the acquired signal within the 3-dimensional space within the 
scanner, the MRI scanner applies three magnetic gradients to the main field B0. 
These gradients are applied consecutively along three dimensions; Gz, Gy, and Gx 
(Figure 2.2). The gradients alter the magnetic field such that the magnetic field 
strength at each position along the gradient is slightly different. This means that the 
1H-nuclei at each gradient location will ‘feel’ a different magnetic strength, which 
makes them ‘precess’ at slightly different frequencies. 
 
Figure 2.2: Image formation using magnetic field gradients along three axes. 
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The first gradient (Gz) is called the slice-encoding gradient. By changing the 
frequency of the excitation pulse, it is possible to selectively excite only a given XY 
plane (or slice) along the Gz axis. This is because the excitation pulse only excites 
1H-nuclei at their specific resonant (Larmor) frequency, as determined by the local 
magnetic field strength. Once the XY slice has been selected and excited, the 
second gradient (Gy) is applied along the Y plane. This is called the phase-encoding 
gradient. This gradient changes the precession frequency of the nuclei along the Y-
axis such that nuclei at one end of the gradient will ‘speed up’, and at the other end 
will ‘slow down’. The Gy gradient is then switched off, allowing the nuclei return to 
their original uniform precession frequency. However, due to the effects of the Gy 
gradient the nuclei will now be slightly out of phase with one another. This allows us 
to determine the position of the nuclei along the Y-axis by the relative phase of their 
precession. The third gradient (Gx) is the frequency encoding gradient, and is applied 
along the X-axis. This has the effect of changing the Larmor frequency along the X-
axis, meaning that the X-axis location can be determined by the frequency of the 
signal detected in the receiver coil. Using these three gradients, a 2D image can be 
obtained. The process is then repeated at different slices along the Z-axis in order to 
reconstruct a 3D image. Each 3D pixel in the resulting image is referred to as a 
‘voxel’ (Huettel et al. 2009). 
 
2.1.3. T1- and T2-weighted images 
In a scanner pulse sequence, the repetition time (TR) is the time between two RF 
excitation pulses. Longer TRs allow more relaxation to occur between each 
excitation. The excitation time (TE) is the time between the RF excitation pulse and 
the signal read-out at the receiver coil. The TE determines how much relaxation will 
occur following the excitation pulse before an image is captured. By manipulating 
these two parameters, it is possible to alter the contrast in the resulting MR image so 
that it is sensitive to different T1 and T2 relaxation rates. 
 
By using an intermediate TR and a short TE time, we can acquire an image when 
some, but not all tissues have completed T1 relaxation (increasing T1 contrast 
through the intermediate TR), and before any dephasing has occurred (minimising T2 
contrast through the short TE). This gives us a T1-weighted contrast where we can 
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differentiate tissue types based on their different rates of T1 relaxation (Huettel et al. 
2009). T1-weighted images can allow us to differentiate cerebral gray matter, 
corticospinal fluid, white matter and bone. T1-weighted images are used to produce 
high-resolution anatomical images for research and medical imaging.  
 
By using a long TR time and an intermediate TE time, we can allow all the tissues to 
fully relax by T1 mechanisms (reducing T1 contrast through the long TR), and give 
some of the tissues enough time to dephase through T2 mechanisms (increasing T2 
contrast through the intermediate TE). This produces a T2-weighted image, which is 
sensitive to local differences in spin-spin interactions in the tissue. In addition, a T2*-
weighted image can be produced due to the fact that T2-relaxation is always slower 
than T2* relaxation. This image is primarily sensitive to magnetic field 
inhomogeneities, such as those induced by deoxygenated blood. Unfortunately, this 
also makes T2*-weighted images susceptible to artifactual signal dropout in certain 
brain regions where field inhomogeneities are present due to air in the sinuses. T2*-
weighted images form the basis of fMRI sequences, and are acquired using gradient 
echo pulse sequence due to the fact that spin-echo sequences tend to reduce field 
inhomogeneities (Huettel et al. 2009). 
 
2.1.4. Echo planar imaging  
For fMRI, it is necessary to acquire many whole-brain images serially so that 
changes in T2* contrast over time can be assessed. To speed up image acquisition, 
echo pulse sequences are used. Echo planar imaging (EPI) is an extremely fast 
scanner sequence that acquires a whole slice from a single excitation pulse by 
rapidly reversing the space-encoding gradients. One trade-off from the improved 
temporal resolution is that EPI sequences have poorer spatial resolution, which is 
necessary to ensure that the whole slice can be acquired before T2 and T2* effects 
become saturated. T2*-weighted EPI images are typically used for fMRI scans. 
 
2.1.5. Scanning parameters 
The MRI data in this thesis were obtained using a 3.0 T Philips Intera MRI system 
with an 8-element phased array head coil and sensitivity encoding. High-resolution 
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(1 mm × 1 mm × 1 mm) T1-weighted structural brain images were obtained for 
each participant for accurate spatial registration of the functional images. Functional 
MRI data were acquired using gradient-echo EPI sequences. Continuous data 
acquisition was used for every study. During the task fMRI scans, experimental 
paradigms were programmed using Matlab (The MathWorks Inc., Natick, MA) and 
Psychophysics toolbox (Psychtoolbox-3 www.psychtoolbox.org). Stimuli were 
presented through an IFIS-SA LCD monitor system (In Vivo Corporation). 
Behavioural button responses were recorded through a fiber optic response box 
(Nordicneurolab, Norway), interfaced with the stimulus presentation PC running 
Matlab. 
 
2.2. Functional MRI 
2.2.1. Neurovascular coupling 
When the neurons in a given brain region fire action potentials, we say that that brain 
region has become ‘active’. After firing, the neurons require energy for homeostasis, 
for example, to restore transmembrane chemical gradients or replete 
neurotransmitter and protein levels. This energy comes from metabolic processes 
within the cells which require oxygen. Oxygen is supplied by the red blood cells in the 
blood capillaries. After a brain region activates, the blood vessels around the site of 
neural activity change their volume and flow so that the active brain region is 
adequately supplied with oxygen (Huettel et al. 2009). This coupling is mediated by 
synaptic events, such as the glutamine-induced release of vasodilators like nitrogen 
oxide, rather than the consumption of oxygen from the blood supply or energy 
consumption on their own (Attwell & Iadecola 2010). 
 
2.2.2. BOLD signal 
When a brain region becomes active and absorbs oxygen from the blood stream, the 
ratio of deoxygenated to oxygenated haemoglobin in the capillaries shifts towards 
deoxygenation. The blood therefore becomes more paramagnetic due to the 
presence of unbound iron atoms in the deoxyhaemoglobin which interact with the 
magnetic field. This induces magnetic field inhomogeneities and a drop in MR signal 
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in a T2*-weighted image (Thulborn et al. 1982). This change in signal is known as the 
blood oxygenation level dependent (BOLD) signal. It is important to note that the 
BOLD signal is relative; it is a measure of the change in signal due to T2* effects, 
and as such can only be assessed by comparing two or more EPI images. Typically, 
images are acquired during a task and during a rest period (baseline) so that the 
signal change between the two conditions can be assessed. However, BOLD does 
not give us an absolute measure of blood oxygenation or neural activity because T2* 
effects can have other causes (e.g. the air-tissue interface in the sinuses) which also 
vary between brain regions.  
 
2.2.3. Haemodynamic response function 
The vascular response to local neural activity is delayed, and occurs over different 
time scales than the neural activity itself. Neural activity may succeed stimuli by tens 
of milliseconds, however BOLD changes are not observed until 1-2 s post-stimulus 
(Huettel et al. 2009). The haemodynamic response function (HRF) describes the 
shape of the neurovascular response to a stimulus, as measured by the BOLD 
signal. After neural activity, there is an initial dip in BOLD signal, possibly due to the 
immediate extraction of oxygen from the blood (Huettel et al. 2009). The vasculature 
compensates for this oxygen depletion by dramatically increasing local blood volume 
and flow. This causes a gradual increase in BOLD signal (reflecting an increase in 
the proportion of oxygenated blood) that reaches a maximum between 6-8 s after 
stimulus onset (Menon & Goodyear 2001). The vasculature then gradually returns to 
baseline, decreasing blood flow and volume. However, blood flow stabilises faster 
than blood volume, which leads to a higher concentration of deoxygenated blood and 
a post-stimulus undershoot. From a single neural event, the whole haemodynamic 
response can take around 21 s to complete (Huettel et al. 2009). This means that 
when assessing brain activity with BOLD and fMRI, we must look for signal changes 
occurring after the stimulus that fit the characteristic HRF. This limits the temporal 
resolution that can be achieved using fMRI.  
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2.3. fMRI preprocessing 
In a typical fMRI experiment, T2*-weighted images are acquired consecutively while 
a subject performs a cognitive test (task-fMRI) or lies still in the scanner (rest-fMRI). 
The images are concatenated, forming the fMRI data which shows the change in 
BOLD signal in a 3D image of the brain over time. The plot of signal strength over 
time (e.g. for a given voxel) is called the BOLD timeseries or timecourse. The fMRI 
data in this thesis were preprocessed using publically available software from 
FMRIB’s (Oxford’s Centre for Functional Magnetic Resonance Imaging of the Brain) 
Software Library (FSL; Smith et al. 2004, Woolrich et al. 2009). Several 
preprocessing steps are required before statistical analysis of FMRI data is possible. 
These steps include brain extraction, registration, motion correction, spatial 
smoothing, high-pass filtering and physiological signal regression. All of these steps 
were carried out automatically using standardised toolboxes in FSL. 
 
2.3.1. Brain extraction 
To reduce the number of comparisons that are carried out in the analysis steps, 
voxels located outside of the brain are discarded. In this thesis, brain extraction was 
carried out using FSL’s Brain Extraction Tool (Smith 2002). In short, this tool first 
estimates the centre of gravity of the head using a sphere and the intensity difference 
between brain tissue and the skull and air. From that centre a triangle-tessellated 
sphere with a radius of half the estimated head size is expanded iteratively until it 
optimally fits the brain-skull boundary.  
 
2.3.2. Registration 
To compare fMRI data across participants, a subject’s EPI data (in their ‘native 
space’) is first registered to their anatomical T1 image (‘structural space’) and then to 
a standardised brain atlas (‘standard space’) such as the MNI152 atlas (Mazziotta et 
al. 1995). Registration to an atlas is desirable because it makes it easier to identify 
cortical structures, and also because it aligns these structures across individuals. 
Registration to the structural image is done due to the poor spatial resolution of the 
EPI image, which makes it difficult to identify anatomical landmarks. Therefore, the 
EPI data is first registered to structural space, which can theoretically be done using 
 51 
‘rigid-body’ registration at 6 degrees of freedom (i.e. using rotation and translation 
only in x, y, and z dimensions). In practice, EPI sequences often distort the images, 
such that additional transformations (e.g. shearing and scaling) are required for 
registration to the structural space. 
 
In this thesis, registration was performed using FMRIB’s Linear (FLIRT; Chapter 4 & 
5) and Nonlinear (FNIRT; Chapter 3 & 5) Registration Tools. In each of these tools, 
the algorithm first finds the orientation that best aligns the two brain images iteratively 
using increasingly higher dimensional spaces. The deformations required to minimise 
the difference between the two brain images are then calculated, and a warping 
matrix is produced describing these deformations. In FLIRT, these deformations are 
restricted to linear computations such as translation, rotation, zoom and shearing. In 
nonlinear registration using FNIRT, additional local deformations are allowed which 
can greatly improve the registration. 
 
2.3.3. Motion correction 
For fMRI analysis, we require that a given voxel correspond to the same location 
within the brain. However, an fMRI experiment can last many minutes, during which a 
participant might move around within the scanner, despite the use of padding around 
the head for stabilisation. This makes motion a significant source of noise and 
artefact in fMRI data. These artifacts are minimised through two predominant means: 
image realignment and the regression of motion parameters. 
 
In motion correction by image realignment, the concatenated EPI images from an 
fMRI experiment are realigned to remove any gradual displacements due to motion. 
This is done using rigid-body registration using MCFLIRT (‘Motion Correction’ FLIRT; 
Jenkinson et al. 2002), which aligns all EPI images to the middle image in the 
concatenated data. This process aligns the voxel locations across the images, 
however motion-induced signal changes will still be present (e.g. due to the motion 
affecting MR phase and frequency encoding). Therefore, for each image the 
magnitude of the transformations along each dimension (the motion parameters) are 
calculated and the resulting timeseries are regressed out of the data. It is important 
to note that some behavioural tasks, e.g. speaking or hand/limb movements, may 
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also induce motion in the scanner. In these cases, when the motion parameters are 
regressed from the data motion-locked signals of interest may also be removed. In 
this thesis, button responses were recorded using hand-held finger triggers which 
required only finger movements. In addition, in Chapter 4 motion differences between 
subjects were also analysed at the higher level of analysis to make sure that 
individual differences in motion did not explain the neuroimaging results. Finally, if a 
participant showed too much motion (e.g. having a mean displacement that is larger 
than the voxel width) they were excluded from the subsequent analysis.  
 
2.3.4. Spatial Smoothing 
Spatial smoothing is performed to increase the signal to noise ratio (SNR) of the 
data. For many cognitive tasks, the activation of relatively large areas of the brain are 
elicited, which span many voxels in an EPI image. Therefore, the neurobiologically 
plausible BOLD signal from adjacent voxels is usually correlated. By spatially 
smoothing the data e.g. with a Gaussian kernel at a full-width half-maximum (FWHM) 
of 6mm, we can filter out any signals that are not shared by adjacent voxels, and 
enhance signals that are shared. Spatial smoothing was performed using the 
Smallest Univalue Segment Assimilating Nucleus tool (SUSAN; Smith & Brady 
1997), which smooths only along, not across tissue boundaries to minimise partial 
volume effects. The SNR is optimal when the filter-width approaches the size of the 
expected signal. A FWHM of between 6 - 12 mm is often used depending on the task 
and brain region under scrutiny (Huettel et al. 2009). 
 
2.3.5. High-pass filtering 
As a noise reduction step, high-pass filtering is performed on the EPI data. Due to 
hardware instabilities (Smith et al. 1999) the baseline signal obtained from the 
scanner tends to change gradually over time. These nuisance low frequency drifts 
are removed from the fMRI data using high-pass filtering. The cut-off frequency has 
to be chosen carefully to ensure that the filter does not remove signal changes that 
are of interest. For example, when investigating cognitive processes that take place 
within 40 s experimental trials which are followed by <10 s rest periods, the cut-off 
should be no less than 1 / 50 Hz. 
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2.3.6. Pre-whitening 
Although a TR in a typical EPI sequence is around 2 - 3 s, the haemodynamic 
response can take ~20 s to be complete. This means that the BOLD signal at a given 
TR can be predicted from its preceding TRs, which invalidates statistical assumptions 
necessary in fMRI linear modelling (Woolrich et al. 2001). To remove these 
autocorrelations (the correlation of a signal with itself), fMRI data is temporally 
filtered, a process known as ‘pre-whitening’. Pre-whitening was performed using 
FMRIB’s Improved Linear Model (FILM; Smith et al. 2004). 
 
2.3.7. Physiological signal regression 
The vascular response to neural activity is mediated by synaptic events (Attwell et al. 
2002). Therefore, in fMRI we are predominantly interested in signal from gray matter. 
Any change in the T2*-weighted signal obtained from white matter or ventricular 
areas is likely to reflect physiological and artifactual variance that is not due to BOLD 
effects. To reduce this noise, the average EPI signal from a region of interest (ROI) 
located in central white matter and the ventricles can be calculated at each time point 
and the resulting timeseries can be regressed out of the data. 
 
2.4. fMRI analysis 
In a typical fMRI experiment, the aim is to determine which patterns of brain activity 
correspond to a given stimulus or cognitive process. If we know the time at which the 
stimulus or process occurs (e.g. at specific time points in a psychometric test), we 
can use the HRF to test which brain regions activate immediately after those stimulus 
onsets. However, it is possible that a given voxel will respond to the stimulus with the 
typical HRF simply by chance. Therefore we employ statistics to determine which 
brain regions respond consistently to a cognitive process of interest. A common way 
of conducting fMRI statistical analysis is to use the general linear model (GLM). 
 
 54 
2.4.1. General linear model 
In the GLM, the BOLD signal (Y) is assumed to be a combination of signals of 
interest (Xa) and a noise variable (ε) which accounts for the residual variance that is 
unexplained by the model: 
 
Y = β0 + X1β1 + X2β2 + X3β3 + … + ε 
 
To test fMRI data using the GLM, we first create a design matrix that contains the 
onsets and durations of each experimental condition, or explanatory variable (EV). 
These EVs are then convolved with a ‘double-gamma’ shaped HRF, and the resulting 
EV timeseries are entered into the equation above as the independent variables (Xa). 
Also included in the model are temporal derivatives, which account for local variability 
in the shape of the HRF. Motion parameters are included as nuisance covariates 
(see Chapter 2.3.3). 
 
At each voxel the combination of weightings, or parameter estimates (β), for each 
variable (Xa) that best explain the signal Y obtained from the scanner is calculated 
using ordinary least squares regression. Ordinary least squares regression reaches a 
solution by minimising the difference between the observed values in the data and 
the expected values predicted by the model. Thus, if an experiment includes visual 
and auditory stimulation conditions, modelled as two separate EVs, the weighting for 
the visual condition EV might be expected to be higher for a voxel in the occipital 
lobe than the weighting for the auditory condition EV. This would indicate that the 
visual EV explains more of the variance in the occipital lobe voxel than the auditory 
EV. 
 
The GLM analyses in this thesis were conducted using FSL’s FEAT (fMRI Expert 
Analysis Tool; Smith et al. 2004). The output of FEAT is an image for each EV, 
where each voxel contains the parameter estimate for that EV, which can be 
normalised into a z-score by dividing by the standard error and correcting for the 
degrees of freedom.   
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2.4.2. Subtraction images 
Once the parameter estimates are computed, we can compare the activation 
patterns for different experimental conditions by subtracting the parameter estimate 
maps from each other. This produces a ‘contrast of parameter estimates’ (COPE) 
image. In addition, an image containing the variance associated with these estimates 
can be calculated (a VARCOPE image) based on the variance of the original data as 
weighted by the EVs in question. The COPE image can then be converted into a t-
statistic by dividing by the VARCOPE image. Effectively, this performs a t-test at 
each voxel testing whether the difference between the contrasted experimental 
conditions is significantly different from zero. A z-statistic image can also be 
calculated from the t-statistic at each voxel. In a group-wise fMRI analysis, within-
subject contrasts are first calculated for each subject. If each subject has more than 
one run (i.e. different EPI scans within the same scanning session) these can be 
combined using a second fixed effects analysis as the scans are from the same 
subject. A fixed effects analysis assumes that the variance in each sample is 
equivalent. 
 
After this, a third higher-level analysis determines whether the results are consistent 
across the population. A mixed-effects analysis is needed to account for the 
potentially large differences in variance across subjects. This analysis calculates the 
within- and between-subject variance at every voxel, and determines the statistical 
likelihood of the mean COPE value for our sample being significantly different from 
zero. This higher level analysis was performed using FSL’s FLAME (FMRIB’s Local 
Analysis of Mixed Effects) tool (Beckmann et al. 2003). 
 
2.4.3. Multiple comparisons correction 
A typical EPI image is composed of around 20,000 voxels. When a statistical 
analysis like the GLM is repeated for each voxel, at the 5% probability (alpha) level 
there will be around 1,000 false positive results purely by chance. This means that for 
meaningful results the threshold at which we reject the null hypothesis has to take 
into account the number of comparisons being carried out. 
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There are many ways to correct for multiple comparisons. Bonferroni correction 
involves multiplying the alpha level by the number of comparisons being carried out. 
Bonferroni is very conservative, and for fMRI analyses proves to be too conservative 
due to the large number of voxels (i.e. the corrected threshold at the 0.05 alpha level 
would be p < 0.0000025) which leads to a high rate of false negatives. Another 
approach is to control for the proportion of positive results that are in fact due to 
incorrect rejections of the null hypothesis (Genovese et al. 2002). This is the False 
Discovery Rate or FDR (Benjamini et al. 1995). In essence, this involves controlling 
the alpha level for the number of positive results that are found, rather than for all the 
comparisons that are made. 
 
Another correction technique takes into account the likelihood of distribution of the 
positive results in the fMRI image. If the positive results were truly only due to 
chance, it is less likely that clusters of neighbouring voxels would all be significantly 
active. The likelihood of different size clusters forming can be calculated using 
random field theory, and only those clusters that are bigger than would occur by 
chance in the random field (e.g. at the p < 0.05 level) are retained. In essence, this 
Cluster Correction technique involves thresholding a Z-stat image (e.g. at Z > 2.3) 
and then using a p-value threshold (e.g. p < 0.05) to determine the minimum cluster 
size that is unlikely to be due to chance using the random field cluster size probability 
distribution. 
 
2.4.4. Region of interest analysis 
Another way to get around the problem of multiple comparisons is simply to reduce 
the number of comparisons that are made. When there is a strong hypothesis about 
which brain regions are expected to show activation or inhibition during a cognitive 
process, a region of interest (ROI) analysis may be suitable. This involves selecting a 
group of voxels either a priori (e.g. based on an anatomical location) or post-hoc (e.g. 
based on the whole-brain results from a functional localiser task). The average signal 
in this group of voxels (the ROI) is calculated and can be compared to zero, to a 
baseline or to another experimental condition. Importantly, a post-hoc ROI analysis 
should not be used to repeat a whole-brain analysis with a smaller number of voxels 
to increase statistical significance (e.g. by centering an ROI on the activation peaks 
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in a z-score image). Such a strategy is invalid as it is equivalent to sampling only the 
cases where a result has occurred and then repeating the (now biased) analysis. 
Instead, a post-hoc ROI analysis could be used to investigate how a region, which is 
active under one experimental condition, activates for other experimental conditions. 
Thus asking a different question from the original whole-brain analysis which involved 
a single experimental condition. 
 
2.4.5. Functional connectivity 
If the changes in BOLD signal over time at two voxels are correlated, those two 
voxels are said to be functionally connected with each other. This means that when 
there is an increase in signal at one voxel there is likely to be an increase in the 
other. To determine whether two brain regions are functionally connected, the signal 
at each time point is plotted for the two regions, and a correlation or (linear) 
regression coefficient is determined (Friston 1994). Due to the slow haemodynamic 
response, these temporal correlations, or dependencies, tend to be at low 
frequencies (e.g. >0.1 Hz, Biswal et al. 1995, Lowe et al. 2000). To reduce the 
chances that the dependency is not due to spurious scanner and physiological 
factors that might be correlated across voxels, confounds such as motion and 
physiological signal (e.g. from the white matter or ventricles) needs to be regressed 
out of the data (see Chapter 2.3.7). The functional connectivity (FC) analysis is then 
carried out on the residuals of this preliminary regression. 
 
2.4.6. Independent Component Analysis 
Independent Component Analysis (ICA) is a technique that can be used to explore 
fMRI data in a data-driven, model-free way. ICA can take complex, multi-dimensional 
data (i.e. containing many voxels and timeseries) and represent it as a simpler 
combination of components which together retain the majority of the variation in the 
data (McKeown & Seijnowski 1998). This provides a significant data reduction step, 
and importantly reveals brain areas which display a common activation pattern, in 
effect exploring FC in a multivariate way. The independent components (ICs) consist 
of a single time series, and a spatial map showing which voxels display that 
timecourse of activation. Each IC explains a different portion of the variability in the 
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data. As the approach is data-driven, neural signals can be explored without prior 
knowledge of their nature, making ICA especially useful for task-free, resting-state 
fMRI. 
 
In this thesis, ICA was carried out using MELODIC (Multivariate Exploratory Linear 
Decomposition into Independent Components, Version 3.10, part of FSL, Beckman 
et al. 2004). The ICs from MELODIC are spatially, not temporally, independent, 
meaning that the spatial maps are largely non-overlapping but may share variance in 
their timeseries (Calhoun et al. 2003). The MELODIC ICA algorithm assumes that 
noise in the data is randomly distributed with a Gaussian-shape, and defines 
components by identifying signals which are maximally non-Gaussian and spatially 
independent. Structured (i.e. non-Gaussian) sources of noise such as those due to 
physiological influences and motion are therefore usually presented as one of the 
components. This means that ICA can be used to ‘clean up’ fMRI data by 
compartmentalising noise sources into components. The remaining signal 
components are independent from the noise components, which means they have an 
improved SNR (Beckmann et al. 2004). In addition, multivariate techniques such as 
ICA allow for multiple signals to be present in the data. In contrast, in univariate 
techniques only the average signal is considered, meaning that only the dominant 
signal can be meaningfully assessed for task modulation. ICA can be used to identify 
and investigate more subtle signals in the data which may otherwise be hidden in 
univariate techniques due to masking by overlapping noise or more dominant 
neighbouring signals (e.g. Leech et al 2012). Importantly, although the signals are 
data-driven, they can still be assessed for their relationship to a model using cross-
correlation of the signal timeseries with a task timeseries (McKeown et al. 2003) as 
used in the GLM. 
 
The number of components of an ICA (its dimensionality) can either be defined a 
priori or an optimal number can be estimated automatically using a cut-off value 
representing the amount of variance that should be retained (Beckmann et al. 2004). 
The dimensionality represents a trade-off between granularity and noise, where high-
dimensional ICA produces smaller spatial networks with more extensive 
compartmentalisation of noise sources into components, whereas low-dimensional 
ICA produces larger components which contain more noise. The results of an ICA 
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are therefore dependent on the choice of dimensionality, and care must be taken to 
ensure that the results are robust. This can be done by validating the results either 
with univariate statistics or by repeating the ICA at multiple dimensionalities. 
 
There are two ways to combine fMRI data to conduct a group ICA. In concat-ICA, 
data from each subject and run is concatenated in time, and the components do not 
need to share any temporal covariance across subjects (Beckmann et al. 2004). 
Alternatively, in tensor-ICA, fMRI data from each subject/run are aligned in time, so 
that only activation patterns which share temporal covariance are defined (Beckmann 
et al. 2005). This approach is more suitable for task-fMRI analyses, where activations 
are expected to follow similar temporal profiles due to the task timings. In contrast, in 
resting state fMRI, where there are no task constraints, there is no basis for 
assuming that the same region will activate at similar times across subjects, so 
concat-ICA is preferable.  
 
Because the components themselves have been defined based on their non-
Gaussianity, the distribution of intensities in an IC map is not normally distributed 
(Beckmann et al. 2004). Gaussian mixture modelling is employed to determine 
whether a given voxel’s intensity value is more likely to belong to a Gaussian curve 
representing the signal timeseries or another representing the background noise. A 
threshold of 0.5 is used for defining the boundary between noise and signal, which 
places equal weight on losses due to false positives and false negatives (Beckmann 
et al. 2004). 
 
2.4.7. Dual Regression 
The ICA defines group-wise spatial maps showing regions that display a common 
timeseries of activation. However, as the spatial maps and timeseries are defined 
from the group, an individual subject’s actual timeseries of activation for those same 
spatial map regions may be quite different from the group average. A dual regression 
approach has been proposed to obtain subject-specific timeseries and spatial maps 
from a group ICA (Beckmann et al. 2009). In this approach, the group ICA spatial 
maps are entered as EVs in a regression of an individual subject’s preprocessed 
data (first regression). This defines a timeseries with the weightings at each time 
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point for each ICA map that best explain the activation patterns in the data. These 
subject-specific timeseries may be subtly different to the group-averaged timeseries, 
and importantly they retain the within-subject variance associated with this 
timeseries. Once the subject-specific timeseries are derived, they are entered as EVs 
in a second regression, which produces subject-specific spatial maps showing 
regions with activity relating to those timeseries. These spatial maps are the subject’s 
equivalent of the group-ICA spatial maps, however may be substantially different in 
each subject. Group differences in spatial map distribution or temporal variation in 
the timeseries can then be assessed using a group-level GLM. 
 
2.5. Eye Tracking 
For behavioural studies, particularly of visual attention, it is often useful to have a 
measure of a subject’s gaze direction. A head-mounted infrared camera can be used 
to monitor the position and rotation of the pupils, which allows a subject’s gaze 
direction to be triangulated. The eye tracker needs to be calibrated so that a subject’s 
pupil location is known while they fixate at a specific locations on a screen. After 
calibration, any gaze position can be localised based on the position of the pupils. 
Aside from determining gaze position, the pupil displacement over time can be used 
to detect when saccades are made, as well as their velocity, acceleration and angle. 
Automated software exists that calculates the onset and duration of saccades and 
removes blink artifacts from a pupil trace. In this thesis, eye tracking was done using 
the JazzNOVO head mounted infrared eye-tracker and analysis software from Ober 
Consulting. 
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3. An investigation of auditory and visual top-down 
attention 
The evidence for the DAN mediating attention comes overwhelmingly from visual 
studies (see Corbetta et al. 2008 for a review). Nonetheless, many studies have 
implicated the DAN in orienting attention to auditory stimuli (Driver & Spence 1998, 
Hallett et al. 1999, Linden 1999, Davis et al. 2000, Maeder et al. 2001, Macaluso et 
al. 2003, Mayer et al. 2006, Shomstein & Yantis 2006, Sridharan et al. 2007, Wu et 
al. 2007, Langner et al. 2011). However, core regions of the DAN, the FEF and SPL, 
are retinotopic (Saygin & Soreno 2008) and elicit saccades and covert visual 
orienting when stimulated (Moore & Armstrong 2003, Moore & Fallah 2001). It is 
possible therefore that the DAN’s involvement in auditory attention may be through 
an indirect crossmodal mechanism, perhaps mediating intermodal visual orienting to 
the auditory stimulus location, or the inhibition of visual processing so that resources 
can be allocated to auditory processing. 
 
The existing literature on auditory attention is inconclusive in its implication of the 
DAN. Several previous studies of auditory attention have explicitly focused on 
crossmodal attention, or used visual cues, meaning that attention to the auditory 
modality could not be sufficiently separated (Driver & Spence 1998, Davis et al. 
2000, Macaluso et al. 2003, Langner et al. 2011, Lee et al. 2013). Studies that 
analysed the period when auditory targets were actually displayed (Linden 1999, 
Maeder et al. 2001, Mayer et al. 2006, Shomstein & Yantis 2006, Sridharan et al. 
2007) cannot be said to be looking only at top-down attention, as bottom up 
attentional capture and Corbetta’s ‘reorienting response’ (Corbetta & Shulman 2008) 
would be elicited by the target. These are significant confounds which might evoke 
DAN activation due to visual or executive causes. These issues are particularly 
problematic in studies that use rapid trial times (<5s; Hallett et al. 1999, Zatorre et al. 
1999, Davis et al. 2000, Maeder et al. 2001, Macaluso et al. 2003, Mayer et al. 2006, 
Wu et al. 2007, Langner et al. 2011), where activations for cues, targets and motor 
responses are difficult to separate due to the hemodynamic lag. The previous 
evidence for DAN involvement in top-down auditory attention is therefore 
inconclusive due to these crossmodal and executive confounds. 
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When functional imaging studies have focused on the auditory processing of speech 
and music, DAN activation is rarely observed. A meta analysis of 128 language 
studies showed no activation peaks within SPL and FEF during auditory processing 
of speech (Vigneau et al. 2011, and see also Cabeza & Nyberg 2000). Similarly, the 
DAN is not typically observed in studies of music processing (Hickok et al. 2003, 
Warren 2008). The neuropsychological evidence also does not support an amodal 
DAN. Focal parietal lesions which lead to visuospatial neglect (Malhotra et al. 2009) 
often do not lead to accompanying deficits in detecting or identifying sounds 
(Marshall 2001). Hence, although there is compelling evidence for DAN involvement 
in top-down visuospatial attention, the evidence that the full SPL-FEF-MFG axis is 
necessary for auditory attention is inconclusive. 
 
The hypothesis was that, after controlling for certain confounds, auditory non-spatial 
top-down attention would recruit different cortical regions to visuospatial attention. In 
particular, oculomotor regions in the SPL and FEF would be specific to visuospatial 
attention, whereas auditory non-spatial searching would recruit extended auditory 
processing regions in the temporal lobes. Extended trial times were used to allow 
sufficient separation of top-down attention from confounding executive processes 
arising from behavioural responses and target detection. This study has been 
previously published (Braga et al. 2013a). In the auditory task, subjects listened to 
complex natural background sounds while listening out for a pre-trained target sound. 
A separate analogous task was recreated using visual stimuli, where a different 
sample of subjects watched videos showing busy scenes, and had to search for a 
pre-trained visual target that appeared in one of two possible locations. 
 
3.1. Methods 
3.1.1. Subjects 
Forty right-handed healthy volunteers participated in this study. Twenty took part in 
the auditory task (9 female, mean age 29.7, range 22 to 52) and an unpaired sample 
of twenty subjects took part in the visual task (10 female, mean age 25.7, range 22 to 
45). The study was approved by the Imperial College Research Ethics Committee, 
and consent was obtained from all participants before the study. Participants were 
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excluded on the basis of hearing difficulties, colour blindness, or psychiatric and 
neurological disorders, and screened for contraindications to MRI. All participants 
had normal or corrected vision (via MRI compatible glasses or contact lenses). 
 
3.1.2. Experimental design 
To ensure attentional engagement during each trial, subjects were required to detect 
a target. The presence of the target divided each trial into three phases: (i) an 
attentive phase (Ap), where subjects attended to the background auditory/visual 
scenes while searching for the target; (ii) a target phase, during which subjects 
focused on the target to identify whether it contained a pitch or colour change; and 
(iii) a post-target passive phase (Pp), where subjects were played the background 
stimuli while they waited for the end of the trial but had no requirement to attend to 
the stimuli.  
 
To investigate the brain networks supporting attentional engagement, neural activity 
before and after the target (Ap > Pp) was compared. Attentional engagement to the 
stimuli was expected to be high in the attentive phase (Ap) and low in the passive 
phase (Pp). The background stimuli during Ap and Pp were equivalent in complexity. 
Extended trial (40s) and target (10s) durations were used to allow sufficient 
separation between activity related to top-down attention and target detection. 
Importantly, behavioural responses were only required after each trial so that activity 
relating to motor output could also be separated from the Ap and Pp conditions. In 
addition, the decision about whether the target changed pitch or colour, which might 
evoke preparatory motor control or executive cognitive processes, was also isolated 
from the Ap and Pp conditions as it occurred during the elongated target period. 
 
During the experiments, fMRI data were acquired continuously. Extended 
experimental conditions such as those used in this study can result in reduced signal 
in standard univariate analyses (Visscher et al. 2003). This may be due to the 
transient nature of attentional reorienting during each trial, or to the physiological 
attenuation of a repeating neural signal. Multivariate analysis techniques such as ICA 
can decompose the BOLD signal into components, and therefore separate sources 
of variation in the data that would be considered noise in a univariate analyses. This 
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allows for the presence of parallel neural processes, and for each component to be 
assessed for task-related modulation individually. 
 
Auditory search task 
Subjects listened to 6 different 40 s stereo naturalistic background sounds (e.g. a 
recording of a busy airport, or multiple birdsongs in a ‘dawn chorus’) from the BBC 
Sound Effects Library that were presented dichotically (Figure 3.1). The recordings 
were complex, with many potential distractor sounds, such that continuous attentive 
listening was needed to identify the target sounds (Leech et al. 2009).  
 
Figure 3.1: Auditory search task design. Background sounds (spectrogram and blue arrow) 
were divided into attentive (Ap) and passive (Pp) listening phases by the presence of a 10s 
target sound. The extended trial duration (40s) allowed the attentional state during Ap and Pp 
to be clearly separated from target and button response (Resp) related activations.  The 
auditory input was equivalent during Ap and Pp.  Int: Intensity, f: frequency. 
 
Subjects were instructed to detect a 10s target sound (either a spoken sentence or a 
sequence of tones) which was presented unpredictably during the background 
sounds. The tones target was a repeating diatonic melody. The speech target was a 
woman’s voice saying “It was not in the least like anything he had ever felt before. It 
grasped him as definitely and instantaneously as a giant hand might have done”. 
These sentences were taken from ‘The Buddhic Consciousness’ by Charles W. 
Leadbeater, in the Open Source Audio Library. The speech target was chosen to 
have limited semantic and emotional content. Forty trials were presented to each 
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subject, divided into 2 blocks of 20 trials (one each for speech and tones targets).  
The words “LISTEN OUT FOR TONES” or “LISTEN OUT FOR SPEECH” were 
written in red font on a black screen during the whole trial.  
 
Target sounds were presented in 80% of the trials. Subjects were required to report 
whether they heard the target sound change pitch. The pitch change occurred in 75% 
of the target sounds, lasted 1 s and consisted of an incongruent pitch modulation of 
13 semitones. Subjects were familiarised with the task, target sounds and pitch 
changes before the scan. Targets were presented between 5 and 35 s during the 40s 
background sound, jittered around either early (5-7s) or late (22-24s) onset times. 
The pitch change onset was also jittered at either early (1-3s after target onset) or 
late (7-9s after target onset) times. Subjects waited until the end of each trial before 
being cued to make a button response to indicate whether they had heard a pitch 
change. The words “RESPOND: was there a pitch change?” were presented for 3s. 
Subjects were instructed to click with one hand if they heard the target and a pitch 
change, and the other hand if they heard the target without a pitch change, and to 
make no response if no target was heard. This meant the chance level of the 
responses was 33%. The response period was followed by a 5 s rest period during 
which the words “PLEASE WAIT, Loading” were presented. Behavioural responses 
were not obtained for 3 subjects in the auditory task due to technical problems. 
These subjects were included in the main analyses, however were removed from a 
confirmatory behaviourally matched analysis (Figure 3.7).  
 
To ensure that the background sounds were equivalent in complexity in each phase, 
a range of summary acoustic measures were calculated and compared, as in 
previous work (Leech et al. 2009).  The standard deviation, spectral centroid, kurtosis 
and skewness were calculated, as was the average root mean squared intensity and 
harmonic energy to noise ratio. All these measures showed were equivalent across 
the Ap and Pp conditions. 
 
Visual search task 
The visual attention replicated the auditory search task in as many conditions as 
possible except that only visual stimuli were used and the task included an additional 
spatial component. This task served to confirm that a similar visuospatial task, with 
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the same conditions and timings, would activate the often-reported DAN. All timings 
and condition types were matched across the auditory and visual tasks.  
 
Instead of background sounds, colour video clips showing naturalistic scenes (e.g. of 
commuters on a busy street or underwater schools of fish) were obtained from online 
video databases such as YouTube. Complex moving scenes were used to ensure 
that continuous top-down visual monitoring was required to detect the targets.  The 
targets were either a red rectangle or a written sentence (“It was not in the least like 
anything he had ever felt before. It grasped him as definitely and suddenly as a giant 
hand might have done”) written in red font presented using rapid serial visual 
presentation lasting 0.4 s for each word. Targets were partly transparent and were 
overlaid on top of the videos. Subjects were required to detect a 1 s colour change in 
the target stimuli from red to green. Targets could appear in two locations on the 
screen (bottom-right or top-left) with the same unpredictable onsets as the auditory 
task.  Subjects responded at the end of each trial following the end of the videos.  
 
3.1.3. MRI procedures 
Acquisition parameters are described in Chapter 2.1.5. In addition, 44 axial slices 
with slice thickness = 3.5 mm, TR/TE = 3000 / 45 ms, Field of View = 
220 × 143 × 190 mm. Continuous acquisition was used to acquire 670 whole brain 
EPI images for every subject, divided into 2 runs. EPI data were spatially smoothed 
with a FWHM of 5mm. A temporal high-pass filter with a cut off of 1/50 Hz was used. 
Nonlinear registration was implemented using FNIRT to align subjects’ images to 
standard space. 
 
3.1.4. Data analysis 
The data were assessed for attention-related modulations using a GLM, a whole-
brain ICA, two spatially constrained ICAs, and a univariate ROI analysis.  
 
GLM 
For each of the auditory and visual experiments, four EVs were entered into a GLM 
to represent 1) the attentive phase (Ap), 2) the target period, 3) the passive phase 
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(Pp), and 3) the response period. Each EV lasted the full duration of the Ap, Pp, target 
and response conditions. The implicit baseline was the 5 s rest period in between 
each trial. Due to the jittered target onset, a minority of trials (10%) included Ap and 
Pp conditions that were 5 s long, however, overall their average durations were 20.7s 
and 16.1s respectively. Each EV was convolved with the HRF and its first temporal 
derivative was included to ensure there was sufficient time in even the shortest 
condition durations (5 s) to resolve the hemodynamic response and allow 
comparison of the model to the ICA and BOLD timecourses. Following mixed effects 
analysis of session and group effects, the final statistical images were thresholded 
using Gaussian Random Field based cluster inference with a height threshold of Z > 
2.3 and a cluster significance threshold of p < 0.05. This resulted in statistical maps 
of voxels significantly activated by the task and a separate map of voxels showing a 
relative deactivation on task. 
 
Whole-brain ICA 
A tensorial ICA was used to look for components that showed task-related 
modulations across Ap > Pp consistently across all subjects. Based on previous work 
(Leech et al. 2012), the data was divided into 10 spatiotemporal components. 
Additional dimensionalities were also investigated to ensure that the results were not 
due to this choice (see Figure 3.4). The ICA component timeseries were entered as 
the dependent variable into the GLM and the components that showed higher activity 
in Ap compared to Pp were identified. Multiple comparison correction for the 10 
components tested was done using Bonferroni correction. All p values in this chapter 
are Bonferroni corrected unless otherwise stated. The spatial maps from each 
component were thresholded using a 0.5 threshold in the Gaussian mixture model. 
Four of the components in the auditory data, and two in the visual data, were 
deemed to be artifactual by the standards outlined in Smith et al. (2009): spatial 
maps were visually classified as artifactual and excluded from subsequent analyses if 
the majority of supra-threshold voxels were in the ventricles, the white matter, or 
outside of the brain.  
 
Spatially restricted ICA 
A right-hemisphere frontoparietal component that included DAN regions was found to 
be modulated by the task, but showed less activation during attentive compared to 
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passive listening (p < 0.01, corrected). This network was extensive and 
heterogeneous, covering both DAN and VAN regions, which are sometimes anti-
correlated during top-down attention control (Corbetta et al. 2008), as well as primary 
visual regions that show deactivation during auditory attention (Langner et al. 2011). 
Therefore, the deactivation observed during attentive listening in this network could 
have been driven by smaller sub-regions of this component (such as the visual cortex 
or VAN), rather than being driven by the DAN. However, the whole-brain ICA cannot 
reveal which sub-regions were responsible for this overall deactivation. To identify 
candidate sub-networks that might be responsible for this task deactivation, and to 
test whether any other frontoparietal sub-networks (e.g. the DAN) showed increased 
activity during top-down attention, a spatially restricted ICA was performed on the 
voxels included in the thresholded frontoparietal component map. This ICA 
fractionated this functionally defined ROI into 10 component sub-networks, which 
were then assessed for task-based modulation. The same auditory-task derived 
functional ROI was also used in a spatially restricted ICA of the visual task data. 
 
This two-step ICA can be considered as akin to carrying out post-hoc statistics such 
as a t-test after an analysis of variance (ANOVA) test to determine the factors which 
are driving the ANOVA results. An alternative to this two-stage approach could in 
principle be achieved by running a single ICA at a high level of dimensionality. 
However, there are some issues with this approach that suggest that the two-step 
solution may be more principled. For example, the interpretation of the results from a 
high-dimensional ICA would be difficult due to the high number of multiple 
comparisons that would be required. In addition, gauging the appropriate number of 
dimensions would be difficult given the inherent compromise between noise and 
granularity in ICA. The two-stage ICA bypasses these issues by focusing the ICA on 
regions of empirical interest.  
 
In addition to the functionally defined ROI, an anatomically defined ROI was created 
based on previous literature (Corbetta et al. 2008). This ROI included brain regions 
that comprise both the DAN and VAN. The following regions were combined from the 
Harvard-Oxford cortical structural atlas: inferior, middle and superior frontal gyri, the 
SPL and IPL, angular gyrus and SMG (posterior part), and MTG (temporo-occipital 
part). Structural probability maps were thresholded at 10%, binarised and combined 
 69 
to form an ROI mask. This ROI was resampled into the group registered 4mm 
functional space and used as an anatomical ROI for a spatially constrained ICA at 10 
dimensions. The same anatomical ROI was used for both visual and auditory 
constrained ICAs.   
 
Univariate ROI analysis 
Five spherical ROIs of 10mm radius were investigated. Three ROIs were centred on 
DAN sub-regions the MFG (46, 6, 42), the SPL (23, -65, 48) and the FEF (32, -10, 
48) using MNI coordinates taken from Capotosto et al. (2009) and Dosenbach et al. 
(2007). The coordinates of the two prefrontal peak voxels from the auditory and 
visual restricted ICA analyses, the IFG-a (50, 21, 15) and MFG-v (33, 22, 37) 
respectively, were also taken as ROIs. These spheres were registered to each 
individual subjects’ univariate Ap > Pp subtraction image and the average value from 
voxels in each sphere was calculated. 
 
3.2. Results 
3.2.1. Behavioural performance 
Subjects were able to detect the auditory and visual targets reliably (average 
accuracy; Auditory task: 92.3%, n = 17; Visual task: 95.2%, n = 20). This is the 
strongest indicator of attentional engagement with the stimuli during the attentive 
phase, and was matched across the auditory and visual tasks (t35 = 1.08, p > 0.3).   
 
Subjects were able to identify the targets (i.e. determine whether there was a pitch or 
colour change) significantly above chance (average accuracy; Auditory task: 74.1%, 
n = 17; Visual task: 87.5%, n = 20). Target identification performance was matched 
across the two tasks by excluding the 4 runs with the lowest score from the auditory 
group (corrected average: Auditory task: 82.1%, n = 15; Visual task: 87.5%, n = 20, 
t33 = 1.31, p > 0.1). To confirm that the neural differences observed in the ICA 
analyses were not due to differences in task difficulty, the spatially restricted ICA 
analyses were repeated using the matched groups (Figure 3.7). This analysis 
revealed the same results as in the full group (reported below). 
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3.2.2. Univariate GLM 
A whole-brain univariate subtraction image contrasting attentive with passive 
listening (Ap > Pp) revealed very few clusters of activation. Decreased activity in 
posterior primary visual cortices was found after both cluster correction (z > 2.3 at p > 
0.05) and FDR correction (p < 0.05).  In the visual task, no regions of activation 
survived correction (Ap > Pp, z > 2.3, cluster corrected at p < 0.05).  This was in spite 
of the analyses being well powered, both in terms of time-points (256 whole-brain 
images on average per subject in Ap and 159 images on average in Pp) and subjects 
(n = 20 in each analysis). 
 
Due to the extended experimental design, the task conditions were long, ranging 
from 5-25s each. This meant that there was no punctate task for the assessment of 
event-related activations. For this reason, the multivariate ICA analysis may be the 
more principled approach compared to the univariate ROI and GLM analyses. As 
previously discussed, activity related to transient events shows attenuation over time 
(Visscher et al. 2003) and may not be detectable using block designs because the 
average signal in the block does not accurately reflect the evoked activity. In addition, 
many overlapping signals could occur within each block due to cognitive processing 
that is unrelated to the task or intrinsic coordinated activity. These parallel processes 
mean that the average signal in Ap and Pp may be very similar, which could explain 
why the univariate comparison yielded few or no activated voxels.  
 
In circumstances where there are many spatially overlapping neural signals occurring 
within a given condition, univariate statistics are likely to underperform (Beckmann et 
al. 2005, Leech et al. 2012, Smith et al. 2014). In contrast, multivariate techniques 
are able to dissociate multiple independent signals, producing a better model of the 
residual noise. This provides greater sensitivity to detect overlapping signals (see 
Figure 3.4; Leech et al. 2012, Beckmann & Smith 2004).  Previous work has shown 
that ICA can reveal task-modulated signals which are not evident with univariate 
analyses (Leech et al. 2011, 2012, Geranmayeh et al. 2012, Sharp et al. 2011, 
Bonnelle et al. 2011). 
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Figure 3.2: Independent 
component analysis (ICA) results.  
(left) Whole-brain ICA derived from 
both the visual and auditory 
datasets. For the visual dataset, 
three components were modulated 
by attentional load (attentive phase 
> passive phase: Ap > Pp, blue 
symbols, p < 0.01 Bonferroni 
corrected), including the typical 
dorsal attentional and visual 
networks (top two). Two 
components were deemed to be 
artifactual and were excluded from 
subsequent analysis as in Smith et 
al. (2009). From the ten auditory 
components, two were modulated 
by attentional load.  The fronto-
parietal component map from the 
auditory whole-brain data (third 
from top) was used to spatially 
constrain another ICA on auditory 
and visual datasets. This 
fractionated the frontoparietal 
network into ten sub-networks in 
each data set. Spatially similar sub-
networks were produced in both 
constrained analyses. However, 
different sub-networks were 
modulated by top-down attention 
(blue symbols), as revealed by the 
general linear model (Ap > Pp, p < 
0.05, corrected).  Numbers refer to 
MNI152 atlas coordinates along the 
z-axis. Modulations shown refer to 
Ap > Pp contrast. All deactivations 
in this contrast can equally be 
interpreted as activations in the 
reverse Pp > Ap contrast.   
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3.2.3. Whole-brain ICA 
In the auditory task, two of the six non-artifactual whole-brain components showed 
modulation by attentional load (i.e. showed increased activation in the contrast of Ap 
> Pp or Pp > Ap, Figure 3.2). One component displayed increased activation in 
bilateral auditory cortices during attentive listening and an anticorrelated deactivation 
in visual cortices (p < 0.01, corrected).  Another right hemisphere dominant 
frontoparietal component (which included regions of the DAN, VAN and visual cortex) 
showed deactivation during attentive listening (p < 0.01, corrected). 
 
In the visual task, three components showed increased activation with attentional 
load (p < 0.01, corrected). One resembled the DAN, with bilateral SPL and FEF. One 
covered the visual cortices bilaterally, and another resembled the DMN. Two 
components showed less activity during attentive > passive visual searching (p < 
0.01, corrected). One included bilateral auditory cortices, and the other included a 
more ventral frontoparietal network. An additional component, which resembled the 
frontoparietal component selected from the auditory whole-brain ICA to be a 
functional ROI (third from top), showed no modulation in the visual task. 
 
3.2.4. Spatially restricted ICA 
The spatially constrained ICAs extracted 10 components, although similar results 
were obtained using multiple dimensionalities (range 4 to 24, Figure 3.4). In both 
anatomically and functionally restricted ICAs, only one component showed an 
increase in activation during attentive listening (Figure 3.3, p < 0.05, corrected, and 
Figure 3.5A, blue). This component included right pMTG and posterior STS and the 
right IFG and MFG (Table 1). The frontal regions overlapped with MFG coordinates 
previously reported to be part of the DAN. The temporal regions did not overlap with 
either the DAN or VAN. Instead, the pMTG/STS region neighboured the right auditory 
association cortex (Belin et al. 2002). In both constrained ICAs, multiple frontoparietal 
subnetworks were produced which overlapped with the DAN (Figure 3.2 and Figure 
3.5A, purple), however none were modulated by attentive listening (p > 0.34, 
uncorrected). In addition, the functionally constrained ICA of the auditory data 
revealed a set of regions with a strong deactivating signal (Figure 3.2, top row) that 
was located in the visual cortices. This localized deactivation, in a region known to be 
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deactivated during auditory attention (Langner et al. 2011), may have driven the 
overall deactivation found in the frontoparietal network from the whole-brain ICA. 
These visual cortex regions were not included in the anatomically restricted ICA. 
 
In the constrained ICA of the visual data, which used the same spatial masks (both 
anatomically and functionally derived) the 10 extracted components largely 
resembled those obtained from the auditory data (Figure 3.2). Using the functional 
ROI, 4 components showed increased activation with increasing attentional load (Ap 
> Pp, p < 0.01, corrected). When these components were combined, the resulting 
image resembled the DAN, including FEF, SPL and MFG (Figure 3.3A). The ICA 
using the anatomical ROI (Figure 3.3B), revealed one subnetwork that was 
modulated by attentive viewing (Ap > Pp, p < 0.05, corrected). This component 
resembled the overlap image obtained using the functional ROI. The MFG was the 
only area showing overlap between the visual and auditory networks. An additional 
functionally constrained ICA was conducted using a frontoparietal ROI obtained from 
the whole-brain ICA of the visual data which was also significantly more active in Ap > 
Pp (Figure 3.2). This analysis revealed no sub-networks with significantly more 
activity across Ap > Pp in the auditory data.  In the visual data, this analysis revealed 
two components that were more active during attentive viewing. Both of these sub-
networks resembled the DAN, as in Figure 3.3. 
 
3.2.5. Univariate ROI analysis 
In the anatomically determined ROI analysis (Figure 3.6) a significant deactivation 
was found in the SPL and MFG during attentive listening compared to baseline (Ap > 
Pp, p < 0.05, d.f. 19). In contrast, in the visual task these regions showed significant 
increases in activity compared to the auditory task (SPL and MFG, p < 0.05, d.f. 38) 
and baseline (SPL, p < 0.05, d.f. 19). Using the ROIs centred on the functional 
coordinates (MFG-v and IFG-a), the same pattern was observed, suggesting that the 
results were not due to the coordinates originating from visual attention studies. A 
less pronounced deactivation was observed in IFG than MFG for auditory attention, 
suggesting a superior-inferior gradient (i.e. MFG > MFG-v > IFG-a) of deactivation 
during attentive listening. No significant changes between Ap and Pp were found in 
the average FEF signal in either modality. 
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Figure 3.3: Comparison of auditory and visual top-down attention. Spatially constrained 
independent component analysis (ICA) of auditory and visual search tasks using functionally 
(A) and anatomically (B) derived regions of interest (ROI). Both methods revealed similar 
results. Auditory searching evoked increased activity in middle (MFG) and inferior frontal 
gyrus (IFG) and posterior middle temporal gyrus (pMTG; Ap > Pp, p < 0.05, Bonferroni 
corrected, single component in both cases). Visual searching (Ap > Pp, p < 0.05, corrected, A: 
overlap image of 4 components, B: single component) revealed superior parietal lobe (SPL), 
frontal eye fields (FEF), IFG and MFG activation. Activation of the inferior temporal gyrus 
(ITG), extending into occipital fusiform gyrus, was observed in both visual analyses.  The 
functional region of interest (ICA mask) was created by binarising the frontoparietal 
component from a whole-brain ICA of the auditory data. The anatomical region of interest 
(atlas mask) was created by combining regions of the Harvard-Oxford cortical atlas. 
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Figure 3.4: Spatially constrained independent component analysis (ICA) of auditory data at 
various dimensionalities (4, 6, 16, 24) using functional region of interest: Each analysis 
revealed similar regions where activity was significantly increased during attentive listening 
(Ap > Pp, p < 0.05, Bonferroni corrected). The results reported in the text (10 dimensions) 
were qualitatively robust across all analyses. The increase in activation size with increasing 
dimensionality (left to right) illustrates how higher-dimensional ICA is able to model noise 
more accurately by parcellating non-Gaussian variations in the data within additional 
components.  This results in higher confidence in the activation patterns. 
 
Table 3.1: Activation clusters from spatially constrained independent component analysis of 
visual and auditory tasks using functional region of interest.  MNI atlas coordinates refer to 
the center of gravity of each cluster. R, Right; L, Left; IFG, inferior frontal gyrus; MTG, middle 
temporal gyrus; Occ Fusiform, Occipital fusiform gyrus; MFG, middle frontal gyrus; SFG, 
superior frontal gyrus; FEF, frontal eye fields; ITG, inferior temporal gyrus. 
 
 
  MNI  # Voxels Direction 
 x y z   
Auditory task      
    R IFG 50 21 15 346 Ap > Pp 
    R MTG 61 -37 2 97 Ap > Pp 
    L Occ Fusiform -13 -86 -20 256 Pp > Ap 
      
Visual task      
    R MFG 33 22 37 782 Ap > Pp 
    R FEF 24 13 52 210 Ap > Pp 
    L IFG -45 32 15 281 Ap > Pp 
    R IFG 49 20 19 312 Ap > Pp 
    R SPL 30 -65 49 170 Ap > Pp 
    L SPL -23 -67 46 51 Ap > Pp 
    L Occ Fusiform -10 -83 -23 327 Ap > Pp 
    R Occ Fusiform  29 -91 -17 57 Ap > Pp 
    L Frontal Pole -41 53 -1 59 Ap > Pp 
    R ITG 58 -52 -18 55 Ap > Pp 
    R MTG 62 -37 -8 243 Pp > Ap 
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Figure 3.5: Trial-averaged timecourses taken from components of spatially restricted 
independent component analysis (ICA) of auditory (A) and visual (B) tasks. Y-axis displays 
relative change in BOLD signal in arbitrary units.  X-axis displays time in TRs (3s).  The 
signal from each trial was centred around the onset of the target and the BOLD signal from 3 
TRs before to 4 TRs after each target was averaged together across trials. A) In the auditory 
attention task, the component in blue showed significant activation prior to target 
presentation (attentive phase; Ap) compared to the passive phase (Pp).  Meanwhile the 
component in purple, which overlapped with dorsal attention network (DAN) regions, showed 
no significant difference in the Ap > Pp contrast (p > 0.05, Bonferroni corrected) and a 
deactivation during the target phase.  B) In the visual attention task, the frontoparietal 
component in yellow showed significant activation during Ap > Pp.  Another component (in 
red), which overlapped with the putative auditory top-down attention network (blue), showed 
a deactivation during Ap > Pp.  The spatial mask from the whole brain auditory ICA that was 
used as a restriction mask for both analyses, is shown in black. 
 
Although the spatially restricted ICA showed increased activity in IFG, this was only 
after the neural signal was parcellated into ICs. The decreased activity in the 
univariate ROI analysis showed that the average neural signal in IFG and MFG 
decreased during Ap > Pp. This could be for several reasons, such as the inhibition of 
visual processing during attentive listening.  It is also possible that the IFG and MFG 
could be involved in both the suppression of vision-related activity and the 
enhancement of audition-related activity. This means that the overall signal obtained 
from the PFC might represent mixture of a dominant visual inhibition signal and a 
less pronounced signal representing auditory control. The  
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Figure 3.6: Univariate region-of-interest (ROI) analysis showing changes in the activation of 
dorsal attention network regions during visual and auditory top-down attention.  Coordinates 
for the superior parietal lobe (SPL), middle frontal gyrus (MFG) and frontal eye fields (FEF) 
were obtained from the literature, while coordinates for MFG-v and IFG-a were the peaks of 
activation from visual and auditory constrained-ICA results respectively (see Table 1).  Y-axis 
shows normalized regression coefficient values.  Error bars represent 95% confidence 
intervals and asterisks refer to significance at the 95% level. 
 
Figure 3.7: Behaviourally matched independent component analysis (ICA) results: Spatially-
constrained ICA using the whole-brain frontoparietal mask was repeated on a behaviourally 
matched subset of the auditory task group (n = 15, 10 dimensions). One component had 
significantly higher activity (p < 0.01, Bonferroni corrected) during attentive listening. This 
was qualitatively similar to the results using the full group (n=20) and was markedly different 
to the visual task results (right, n = 20, replicated from Figure 3.3A). 
 
spatially restricted ICA results suggest that these multiple signals exist and can be 
differentiated. This in turn suggests that a sub-region of the PFC, which is 
functionally connected to the posterior temporal lobe, displays increased activity 
during preparatory listening to non-spatial features of sound. 
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3.3. Discussion  
This study provides evidence that distinct distributed neural networks are activated 
during auditory and visual top-down attention. The same analyses were conducted 
on analogous auditory and visuospatial tasks and revealed separable neural 
systems. As expected, activation of the DAN was observed for visuospatial top-down 
attention (Corbetta et al. 2008). In contrast, significant modulation in a frontotemporal 
network including MFG, IFG and pMTG was observed during non-visual, non-spatial 
auditory top-down attention. 
 
The one area of overlap between the visual and auditory tasks was within the MFG. 
One possibility is that the MFG may be an amodal ‘Attentional Control’ region that 
functionally connects with modality-specific cortical systems during top-down 
attention. However, DAN activation was not observed during attentive listening in 
either univariate or the more sensitive multivariate analyses. The contrasting findings 
in the visual and auditory modalities were statistically robust and were replicated by 
several confirmatory analyses (see Figures 3.3, 3.4, 3.6 and 3.7). Importantly, the 
pMTG node activated for auditory attention was separate from regions often 
implicated in the VAN, which are usually localized to the more dorsal supramarginal 
and angular gyri. 
 
Although not previously implicated in auditory top-down attention, the pMTG-MFG 
network is neurobiologically plausible given that it links ‘executive’ prefrontal regions 
with temporal regions which are part of the extended higher-level auditory 
association cortex (Belin et al. 2002, Jamison 2005). Given the sensorimotor and 
topographic differences between visual and auditory processing, it is perhaps 
unsurprising that different functional networks should subserve top-down attention to 
each modality. It is highly plausible that visual top-down attention should involve 
regions such as the FEF and SPL with previously reported retinotopic (but not 
tonotopic) organization. 
 
Clear activation of the DAN, including MFG, SPL and FEF, was observed in the 
visual modality. Recruitment of the SPL and FEF has previously been shown for both 
spatial and non-spatial visual tasks (e.g. Marois et al. 2000). Previous studies have 
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reported right parietal involvement in auditory spatial localization (Shomstein & Yantis 
2006, At et al. 2011). However, in agreement with (Shomstein & Yantis 2006), 
deactivation of the SPL was observed during non-spatial attentive listening, further 
evidence that this region may not be recruited, but rather inhibited, during auditory 
non-spatial top-down attention. It is possible that the SPL activation differences 
between the current visual and auditory tasks are due to the non-spatial nature of the 
auditory task used. This raises the question as to what is the relationship between 
auditory and spatial attention. For example, spatial attention might be an intrinsically 
crossmodal process that recruits visual orienting systems in the SPL and FEF for 
more accurate spatial mapping (Nardo et al. 2013). Alternatively, there may be 
separate auditory and visual spatial maps in the parietal lobe which do not require 
crossmodal calibration. The spatial dimension is intrinsically linked to visual and most 
forms of non-visual processing, so it is possible that the SPL is active in many forms 
of top-down attention. There is neuropsychological evidence that parietal lesions are 
predominantly associated with spatial deficits, whereas more inferior parietal lesions 
(near the SMG and angular gyrus) are associated with non-spatial deficits, such as 
sustaining attention and reducing the ‘attentional blink’ (Husain & Rorden 2003, 
Husain & Nachev 2007). This might suggest that the division proposed in Figure 3.8 
may be primarily due to spatial vs. non-spatial differences. However, this is hard to 
verify if it is considered that spatial orienting may be an inherently, and necessarily, 
crossmodal process in the healthy brain. 
 
Our isolation of a pMTG-MFG network during non-spatial auditory attention suggests 
that the DAN does not solely mediate top-down attention as previously suggested 
(Posner and Petersen 1990, Driver and Spence 1998, Macaluso 2010, Langner et al. 
2011). Rather the present results suggest that the networks responsible for top-down 
attention depend on the attended modality. The FEF and SPL are known to be 
activated during visual saccades, and it is possible that the DAN activation observed 
in the current visual task may be due to an increase in the number of eye movements 
executed during the attentive phase, which were required for detection of the visual 
targets. Separating visual attention from eye movement was not an aim of the 
present study. The visual task was intended to confirm that natural visual searching 
elicits the DAN, as has been previously demonstrated (Nobre et al. 2000, Corbetta et 
al. 2008). In contrast to visual top-down attention, saccades are not necessary for 
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auditory attention. However, auditory searching does involve frequent reorienting to 
the incoming auditory input. It is therefore possible, though perhaps unverifiable, that 
this reorienting incurs similar cognitive demands in visual and auditory searching. 
However, the accompanying oculomotor control that is integral to visual orienting is 
unlikely to be necessary in auditory searching.  This inherent difference between 
visual and auditory processing again suggests that the networks required for auditory 
and visual top-down attention may be separable by necessity. 
 
This study also provided evidence that these two candidate auditory and visual top-
down attention networks are anti-correlated during natural searching to each 
modality.  The ICA timecourses and univariate ROI analyses revealed that during 
attentive listening deactivation of dorsal frontoparietal regions was observed (Figures 
3.5 and 3.6). Concomitantly, during attentive viewing, fronto-temporal regions were 
inhibited while DAN regions are activated (Figure 3.5). This suggests that in order to 
effectively attend to a given modality, networks subserving attention to other 
modalities may be inhibited.   
 
Figure 3.8: Schematic of the 
proposed top-down attention 
network based on the findings from 
the spatially constrained 
independent component analyses.  
An amodal middle frontal gyrus 
(MFG) is coupled to modality-
specific regions the superior 
parietal lobe (SPL), the frontal eye 
fields (FEF) and the middle 
temporal gyrus (MTG) depending 
on attentional demands. 
 
 
 
 
 
Although the contrast of Ap > Pp conditions was intended to isolate top-down 
attention in each task, the results could in principle have been driven by requirements 
of either the Ap or Pp conditions. Importantly, the task requirements during Pp (to wait 
until the end of the trial to respond with a button press) were equivalent in the visual 
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and auditory tasks. As such, the task requirements during Pp are unlikely to explain 
the marked differences between the auditory and visual networks observed.  Due to 
the inherent differences between visual and auditory stimuli, it is not possible to be 
completely sure that target detection in each modality requires equal attentional 
demand. To control for attentional demand as much as is possible a) two different 
targets were used in each modality, so that differences between any two visual and 
auditory targets could not determine the result, b) target detection accuracy was 
matched across visual and auditory tasks in all analyses, and c) target identification 
accuracy (i.e. detecting the pitch/colour changes) was also matched in a 
behaviourally-matched analysis (Figure 3.7) which also yielded separable networks. 
As such, it is unlikely that differences in target salience were driving the differences 
between the auditory and visual attention networks identified. Similarly, it is unlikely 
that behavioural errors accounted for the difference between visual and auditory 
results as subjects were able to respond to any contingency, including failure to 
detect the target or pitch/colour changes.  This means that subjects were unlikely to 
be aware of any errors they committed. 
 
In contrast to the modality-specific temporal and parietal regions, common MFG and 
IFG increases in activity were observed during top-down attention to both modalities. 
These regions are involved in a number of higher-order cognitive processes, 
including attention and working memory (Cabeza & Nyberg 2000). Based on this 
data and the current literature, I propose that the MFG modulates top-down attention 
across modalities via the functional connectivity with separable modal systems 
depending on the content that top-down attention is oriented towards (Figure 8). This 
would explain why SPL stroke lesions cause spatial but not full auditory neglect 
(Pavani et al. 2002), why there is an SPL bias in spatial- versus feature-oriented 
attention (Giesbrecht et al. 2003, Shomstein & Yantis 2006), and why full DAN 
activation is not typically reported in investigations of speech and music (Cabeza & 
Nyberg 2000, Hickok et al. 2003, Warren 2008, Vigneau et al. 2011). Future 
theoretical neurobiological accounts of cognition should incorporate this more flexible 
attentional system. 
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4. An investigation of eye movements during auditory 
attention 
Given that the DAN has a clear role in controlling eye movements and has been 
reported in previous studies of auditory attention, this chapter sought to determine 
whether listening attentively evokes predictable eye movements – a finding which 
could reconcile these two observations about the DAN. 
 
Although evidence for separable networks for auditory (non-spatial) and visuospatial 
attention was found in Chapter 3, several previous studies have reported DAN 
activation during preparatory listening especially when auditory spatial localisation 
was required. During sound localization, activity within the DAN is often observed 
even in the absence of visual stimuli (Maeder et al. 2001, Shomstein & Yantis 2006, 
Hill & Miller 2010). The FEF shows higher preparatory activity for attention to auditory 
space compared to pitch (Lee et al. 2013). This begs the question as to why the DAN 
is active in some, but not all, listening tasks, and suggests that the role of the DAN in 
auditory attention may be through indirect (e.g. crossmodal spatial orienting or the 
supramodal formation of spatial maps) rather than direct (e.g. the tuning of auditory 
RFs) processes.  
 
Evidence for the necessity of an indirect route in auditory attention comes from the 
many behavioural studies that show an interaction between eye movement and 
location and auditory localisation. Auditory attention was shown to elicit automatic 
eye movements (Paulsen & Ewertsen 1966, Rolfs et al. 2005, Valsecchi & Turatto 
2009, Kerzel et al. 2010, Yuval-Greenberg & Deouell 2011, Zou et al. 2012). For 
example, an auditory stimulus leads reliably to visual saccades towards the source of 
the sound (Zahn et al. 1978, Zambarbieri et al. 1982, Van Grootel & Van Opstal 
2009). Rotating a sound about a subject’s head can induce nystagmus (Paulsen & 
Ewertsen 1966). Further, the presentation of an auditory stimulus can reduce the rate 
of saccades (Kerzel et al. 2010, Yuval-Greenberg & Deouell 2011, Zou et al. 2012, 
Rolfs et al. 2005). Given that the DAN, and particularly the FEF, is known to be 
involved in the generation of saccades, it is possible that its recruitment during 
listening tasks reflects these indirect oculomotor processes. This hypothesis has not 
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been tested, as many previous studies of auditory-oculomotor interactions employed 
fixation conditions to investigate how gaze position affects auditory processing (e.g. 
sound localization performance; Maddox et al. 2014).  
 
A frontotemporal network consisting of the middle and inferior frontal gyri (IFG) and 
posterior STS, has been proposed to mediate the orienting of attention to non-spatial 
features of sounds, such as frequency and identity (Maeder et al. 2001, Alain et al. 
2001, Salmi et al. 2007, Seydell-Greenwald et al. 2013). Similarly, the left 
STG/pMTG shows higher preparatory activity for pitch than space (Lee et al. 2013). It 
is possible, therefore, that the differences in the level of DAN activity between spatial 
and non-spatial listening tasks might be due to differences in the amount and type of 
eye movements that are evoked by each task. If the DAN is primarily involved in 
mediating eye movements and indirect visual attention processes, then differences in 
the activity of the DAN should be relatable to differences in the task-evoked eye 
movements in each listening task. 
 
In this study, the role of eye movements during a spatial and non-spatial listening 
task was assessed. Subjects performed a naturalistic listening task while their eye 
movements were recorded covertly. The task was devoid of any visual instructions or 
visual stimuli, and subjects were not informed that their eye movements would be 
monitored during the listening task. The effect of the listening task on gaze position 
and saccade rate was assessed and fMRI was used to determine which brain 
regions displayed activity relating to these crossmodal effects. The findings of this 
chapter have been submitted for publication (Braga et al. 2014 – under review). 
 
4.1. Methods 
4.1.1. Subjects 
Twenty healthy right-handed volunteers (9 female, mean age 26.2, range 21 to 36) 
took part in this study. All participants reported no hearing problems and had normal 
or corrected vision (via contact lenses). The study was conducted in accordance with 
the guidelines of Imperial College Research Ethics Committee, and written consent 
was obtained from all volunteers before their participation. Participants were 
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screened for contraindications to MRI, and were excluded on the basis of hearing 
difficulties and previous psychiatric or neurological disorders. Four additional 
participants were scanned but had to be excluded due to technical issues with the 
eye tracking equipment (3) and corrupted images due to excessive motion (1). 
 
4.1.2. Experimental Design 
Subjects were first trained outside the scanner on the tasks. In the scanner they 
undertook two blocks of an auditory search task in between which they performed a 
saccade distractor task. 
 
Auditory task 
Subjects listened to 12 different diatonic melodies in the key of C. Each melody 
lasted 2s, and was repeated four times so that each stimulus presentation period 
lasted 8s. Two melodies were played simultaneously during each trial (Figure 4.1). 
One melody was always higher in pitch than the other. The melodies were presented 
dichotically (one in each ear) or diotically (both melodies presented to both ears 
equally). Before each trial, subjects were instructed to listen to one of the two 
melodies by a spoken cue. There were four possible cues: ‘Left’, ‘Right’, ‘High’ or 
‘Low’. These cues instructed participants to listen to the melody presented to their left 
or right ear, or to the melody that was higher or lower in pitch, respectively. 
 
Subjects were trained outside the scanner to listen out for an oddball target in the 
form of a “pitch change”, which was in fact a transposition of the whole 2s melody to 
a tonal center 7 semitones above the original key. This key change made the two 
melodies incongruous and the target easily detectable. The cue period lasted 2s, the 
stimulus presentation (task) period lasted 8s, and the response period lasted 3s 
(including a spoken ‘Please respond’ cue). In the response period, subjects had to 
indicate with button presses whether they had heard a pitch change in the cued 
melody only. Three possible responses were possible: 1) ‘Yes there was a pitch 
change’ (Right hand), 2) ‘No there wasn’t a pitch change’ (Left hand), and 3) ‘I don’t 
know’ (No response). Half the subjects (n = 10) were instructed to use the opposite 
hand for these responses. Each trial was followed by a period of silence lasting 
between 1-3s. Ten silent ‘Rest’ trials were also interspersed between listening trials. 
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These were preceded by a spoken cue (“Rest”), and no auditory stimuli were 
presented for the same duration as a normal trial plus response period. No 
“Respond” cue was presented after ‘Rest’ trials. 
 
 
Figure 4.1: Schematic of task design. Two competing melodies were presented 
simultaneously using either dichotic (one melody played to each ear) or diotic (both melodies 
played to both ears equally) presentation. Subjects were cued to listen to the melody on the 
left or right ear (“Left” or “Right”), or to listen to the melody that was higher or lower in pitch 
(“High” or “Low”). After the melodies were completed, subjects were cued to Respond 
(RESP) with button presses to indicate whether they had heard a pitch change in the cued 
melody. 
 
The task was split into 2 identical blocks. Each block contained 70 trials, of which 23 
contained a pitch change in the cued melody (the target), 7 contained a distractor 
pitch change in the non-cued melody (catch trials), and 10 were silent rest trials. 
Targets were not presented in 30/70 trials. Targets were presented in either the 
second (7/70), third (9/70) or fourth (14/70) repeat of the 2s diatonic melody, in a 
pseudo-randomized order that avoided long repeats and ensured an even distribution 
of ‘Rest’ trials. The order of stimulus presentation was changed halfway through the 
study (of the final 20, 6 subjects received one order and 14 received the other) to 
control for order-effects. A confirmatory analysis was performed with balanced 
groups (n=6 subjects receiving each presentation order) which confirmed that the 
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eye movement behavioural results reported were not due to the order of 
presentation.  
 
Subjects were instructed to keep their eyes open throughout the listening experiment. 
A featureless black screen was displayed during the whole experiment and no 
instructions to fixate were given. Subjects were naïve to the purpose of the 
experiment, and were told that the eye tracker would be used for a separate saccade 
task that took place between the two blocks of the auditory task. 
 
Saccade Distractor task 
In between each block of the auditory task, subjects performed a visual distractor 
task that had 2 components: 1) visual fixation to a central cross (white on black 
background), and 2) evoked saccades to a white cross that appeared unpredictably 
at each corner of a black monitor screen. These two tasks lasted 32 seconds each 
and were repeated 4 times. Four rest periods of 32 seconds duration were 
interspersed between tasks, wherein a blank screen was presented. The purpose of 
the distractor task was 1) to serve as an explanation to the subjects for the presence 
of the eye tracking equipment, 2) for calibration of the eye tracker, and 3) as a 
functional localiser for the DAN. 
 
4.1.3. Eye Tracking 
Vertical and horizontal gaze displacements were recorded at 500 Hz using an MR-
compatible head-mounted infrared camera (Jazz-NOVO, Ober Consulting, Eye 
movement range - vertical: +/- 20º, horizontal: +/-35º). The voluntary saccades 
element of the visual distractor task served as a four-point calibration. In this task, 
white crosses were presented in each corner of a black 7.5” LCD screen. The screen 
was at a viewing distance of 13 cm. The crosses subtended a horizontal angle of 60º 
and vertical angle of 40º from one another. Gaze displacements to the left, right, 
upper and lower visual spaces were quantified relative to a central point, which was 
defined as the average vertical and horizontal gaze position within each task block. 
 
Eye movements were analysed using the Jazz-Manager software and in-house 
scripts based on MATLAB. For each participant, gaze displacement along both axes 
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was detrended to remove low frequency drifts, and normalized by dividing by the 
standard deviation within each 17min block. The Jazz Manager’s saccade detection 
algorithm involves differentiating the raw eye position signal (in degrees of angle) by 
time to derive the eye movement velocity (!/s). A saccade is then defined if it satisfies 
all of the following criteria: (i) an initial velocity of 35 !/s or greater; (ii) a minimum 
peak velocity of 100 !/s; (iii) a maximum duration of 300 ms; (iv) a minimum duration 
of 20 ms; (v) an inter-saccadic interval of 50 ms or greater (since very short inter-
saccadic intervals of <50 ms would indicate artifact). 
  
In an eye movement trace, blinks can sometimes look like eye movements. The Jazz 
Manager saccade detection software automatically detects blinks and removes them 
from the saccade count. The blink detection algorithm uses the fact that during an 
eye blink, the eye moves primarily in the vertical plane, first up and then down. 
Therefore only the vertical eye signal is used in blink detection. Blink traces are bi-
phasic with two velocity peaks per blink. The eye blink detection algorithm used the 
following criteria: (i) a first peak minimum velocity of 200 !/s; (ii) a second peak 
minimum velocity of 100 !/s; (iii) a maximum inter-velocity-peak duration of 150 ms; 
(iv) a total blink duration of between 100 ms (minimum) and 500 ms (maximum); (v) 
an amplitude of 15 ! or greater; (vi) since the vertical eye position at the end of a blink 
is typically close to the pre-blink position, a ratio of the final to initial vertical eye 
position for a blink should be close to 1. This ratio was set to between 0.6 (minimum) 
and 1.4 (maximum). The saccade rate during each task and ‘Rest’ trial was 
calculated by dividing the number of saccades occurring in each trial by the trial 
duration (8 s for task and 12-14 s for ‘Rest’ trials). Median horizontal and vertical 
gaze position were also determined for each task trial, and the average position for 
each condition was calculated. 
 
4.1.4. MRI procedures 
Acquisition parameters are described in Chapter 2.1.5. Continuous data acquisition 
was used to collect whole-brain images in 44 axial slices with a slice thickness of 
3.5mm, and a repetition time (TR) of 3s (TE=45ms, FOV=220×143×190mm). A total 
of 674 whole brain functional images were acquired for each subject, split into two 
runs of 337 images. Image pre-processing involved motion correction, spatial 
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smoothing using a 8mm FWHM Gaussian kernel, pre-whitening and temporal high-
pass filtering using a cut-off frequency of 1/100 Hz to correct for baseline drifts in the 
signal. Linear registration was implemented using FLIRT. Three separate 
confirmatory analyses were performed using nonlinear registration and spatial 
smoothing at 6 and 10mm, which produced qualitatively similar activation patterns to 
those reported. 
 
4.1.5. Data analysis 
GLM 
The listening task was divided into four conditions depending on the cue and 
dichotic/diotic method of stimulus presentation. Seven variables were entered into a 
GLM with the onsets and durations of the Cue, Response, Listen-Left, Listen-Right, 
Listen-High/Low (diotic) and Listen-High/Low (dichotic) trial periods, and one 
additional Error variable that modelled the trials in which subjects responded 
incorrectly (across all conditions). The model included the full duration of each 
condition. ‘Rest’ trials were not modelled in the GLM and served as the implicit 
baseline along with the silent periods following each trial. To rule out that the 
observed results might be a result of participants closing their eyes during the trials, a 
confirmatory analysis was performed which excluded any trials during which no 
saccades were detected. In this separate confirmatory analysis, no-saccade trials 
were included in the Error variable and excluded from the task condition variables. 
This analysis produced similar neuroimaging and behavioural eye tracking results. 
Individual subject variability in the number of trials without saccades also did not 
correlate with any of the behavioural results detected (gaze position bias, saccade 
rate inhibition or task performance). Six motion parameters were included in the GLM 
as confound regressors. To conclusively rule out motion as a potential confound, a 
confirmatory analysis using 24 motion regressors was performed which produced 
qualitatively similar results. In addition, group-wise individual differences in mean 
absolute motion did not correlate with any of the individual differences in behavioural 
results. 
 
Final statistical images were thresholded using cluster correction with a height 
threshold of Z>2.3 and a cluster significance threshold of p<0.05. Group-averaged 
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images were produced by giving each subject equal weighting in a higher-level GLM 
analysis. Additionally, subjects were also ranked by three behavioural variables; 1) 
mean task performance (across the two blocks), 2) mean difference in saccade rate 
between task and ‘Rest’ trials (the ‘saccade inhibition’ effect), and 3) mean gaze 
position difference between ‘Listen-Left’ and ‘Listen-Right’ conditions (the ‘gaze 
position bias’ effect).  These rankings were zero-meaned and used as weightings for 
each subject to probe for brain regions mediating the individual behavioural 
differences in each measure. A confirmatory group-level analysis was performed 
using each subject’s (demeaned) t-values for gaze position bias and saccade 
inhibition instead of their relative ranking. This analysis revealed qualitatively similar 
results to those reported. 
 
Functional connectivity analysis 
Resting state fMRI data from 20 participants in the Human Connectome Project 
(HCP; Smith et al. 2013, Van Essen et al. 2013) was used. The data consisted of the 
first 20 subjects from the third-phase public release of the HCP. Each resting state 
acquisition was composed of 1200 whole-brain volumes, with a TR=0.72, collected 
on a 3T scanner. The spatially and temporally preprocessed version of the data was 
used. Each run was corrected for spatial distortions from gradient nonlinearity and 
from motion by registration to a reference image as well as corrected for B0 distortion 
before being registered to a high-resolution structural image and into MNI standard 
space. A liberal 2000s cut-off for a high-pass temporal filter was applied to the data. 
Twenty-four motion parameters were then aggressively temporally filtered out of the 
data, along with other non-neural structured noise identified using the FIX automatic 
ICA denoising approach (Salimi-Khorshidi et al. 2014), as described by Smith et al 
(2013). In addition, the data was downsampled into 4x4x4mm space, to reduce the 
computational overhead of handling such a large dataset. Functional connectivity 
was calculated using the dual regression tool in FSL (Beckmann et al. 2009, Leech et 
al. 2012). Two ROIs obtained from the GLM results (the activation pattern 
corresponding to individual variability in either gaze displacement or saccade 
inhibition) were entered separately as EVs into a regression with the HCP data as the 
dependent variable. The dual regression resulted in a timeseries and a whole-brain 
spatial map estimating functional connectivity with the initial ROIs in each subject. 
The functional connectivity maps for each subject were then entered into a higher-
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level GLM to produce a group average map. The results were thresholded using a 
family-wise error correction (Gaussian random field maximum height theory) for 
multiple comparisons.  
 
4.2. Results 
4.2.1. Behavioural results 
Task performance 
Subjects performed the task with high accuracy (average 92.1% correct responses, 
standard deviation 8.3%, Figure 4.3C). No significant differences in performance 
were observed between Left-Right and High-Low discrimination conditions (Left-
Right: 93.9 %, High-Low: diotic 91.4 %, dichotic 91.0%, pairwise t-tests: p > 0.05, 
n.s.).  
 
Gaze position biased by spatial listening 
Following spatial (‘Left’ or ‘Right’) auditory cues, subjects’ tended to look consistently 
towards the direction of the cued sound (Figure 4.2A and 4.3A). A significant 
difference in mean gaze position was observed between trials when subjects were 
cued to listen to their left vs. right ear (t-test of “Left” vs. “Right” cue trials, t19 = -4.54, 
p< 0.001, Figure 3A). This gaze position bias was not observed for dichotic trials 
preceded by a spectral (i.e. “High” or “Low”) cue (Figure 4.2B). No effects on vertical 
gaze position were observed for Right-Left or High-Low discriminations (Left-Right: 
t19 = -0.42 p = 0.68; High-Low: t19 = 0.25 p = 0.81). 
 
Saccade rate inhibited during attentive listening 
A within-subject design was used to compare the saccade rate during task and rest 
trials. Attentive listening was associated with an inhibition of saccade rate compared 
to rest (t19 = 1.973, p< 0.05, Figure 4.3B). 
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Figure 4.2: Auditory spatial attention influences natural gaze position. A) Plot of gaze position 
for a single subject over all spatially cued (“Listen-Left” or “Listen-Right”) trials. B) Average 
gaze position for all subjects grouped by cue and target sound location. Spatial cues 
influenced gaze position during the subsequent listening task. No gaze biases were 
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observed for spectral discriminations (“Listen-High” or “Listen-Low”) regardless of whether 
the stimuli were presented dichotically (“R” and “L”) or diotically (“C”). Positive values on the 
y-axis represent rightward, and negative values represent leftward gaze displacements. 
Displacement axes are in arbitrary units. Error ribbons represent one standard error in the 
mean gaze position across subjects. 
 
Effect of eye movements on task performance 
In terms of eye movements, high variability was observed across participants for both 
the saccade rate and gaze displacement effects of the listening task (Figure 4.3C). 
The behavioural measures were correlated to assess whether the individual 
differences in eye movement control predicted individual differences in performance 
on the auditory task. The task performance scores did not correlate with the inhibition 
of saccade rate (Figure 3D, R2 < 0.01, n.s.) or gaze position bias (R2 < 0.01, n.s.) 
across subjects. Gaze position bias and saccade rate inhibition across participants 
were also not correlated with each other (R2 < 0.01, n.s.).  
 
4.2.2. GLM 
DAN activation mediates task performance 
Across all task conditions, activation in a widespread network was observed during 
attentive listening (Figure 4.4). This network included the SPL, FEF and MFG in both 
hemispheres, as well as the bilateral STG and STS, and regions of the cerebellum. 
When subjects were ranked by their performance scores in the pitch-change 
detection task (Figure 4.3C) in the higher-level GLM, increased activation of the 
same widespread DAN and frontotemporal network was associated with improved 
performance on the task. 
 
SPL activity mediates gaze position bias 
The spatial and spectral dichotic listening conditions were contrasted (‘Listen-Left’ + 
‘Listen-Right’ > ‘Listen-High/Low’) to determine which brain regions mediated the 
behavioural gaze biases evoked by the spatial task (Figure 4.3A), whilst controlling 
for auditory input. In order to investigate the substantial individual variability in gaze 
position bias (Figure 4.3C), subjects were ranked by the difference in mean gaze 
displacement between ‘Listen-Left’ and ‘Listen-Right’ trials. Subjects that showed the 
greatest gaze position difference between left and right trials were given the highest  
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Figure 4.3 Individual variability in auditory task-evoked eye movement control and 
performance. Across all 20 subjects, A) attentive listening following spatial cues resulted in a 
gaze position bias towards cued sound, and B) attentive listening reduced saccade rate 
compared to interleaved rest trials. C) High inter-subject variability was found in comparisons 
of gaze position bias (A) and saccade inhibition (B). D) Individual differences in saccade 
reduction and gaze position bias did not correlate to individual differences in task 
performance or with each other. 
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Figure 4.4 Neuroimaging correlates of auditory attention task and variability in eye 
movement. Orange: Across all trials, attentive listening was associated with the activation of 
a widespread auditory network (superior temporal gyri and sulci bilaterally) as well as the 
dorsal attention network (superior parietal lobes, frontal eye fields and middle frontal gyri) 
bilaterally. However, only the superior parietal lobes and frontal eye fields were associated 
with individual differences in eye movement control. Blue: Subjects that displayed the largest 
left-right gaze position bias following spatial auditory cues had greater activation of the 
superior parietal lobes during spatial compared to non-spatial listening trials (‘Listen Left’ + 
‘Listen-Right > ‘Listen-High/Low’). Green: Subjects that displayed the largest reduction in 
saccade rate during all listening trials compared to rest had greater activation of the frontal 
eye fields and left posterior temporal lobe during the cue period that preceded each trial. 
Colourbars show cluster-corrected z-scores. 
 
rank, and displayed higher activation of the posterior parietal and superiolateral 
occipital lobes bilaterally during the spatial compared to spectral listening trials 
(Figure 4.4).  
 
FEF activity mediates saccade rate inhibition 
Subjects were ranked by the difference in their saccade rates during task and rest 
trials (Figure 4.3C) to assess which brain regions were associated with individual 
variability in saccade inhibition during listening. Subjects with the largest reduction in 
saccade rate were given the highest rank. Subjects that showed the greatest 
reduction in saccade rate displayed higher activation of the FEF and MFG bilaterally, 
as well as some activation in the left STG, during the cue period immediately 
preceding the task (Figure 4.4). No increased activity during the task periods was 
observed for this ranking. 
 
 95 
 
 
Figure 4.5: Auditory task-
evoked eye movement regions 
overlap with the dorsal 
attention network (DAN). The 
visual saccade distractor task 
was used to functionally define 
the DAN in the same dataset 
(Orange and Red). The regions 
(from figure 4.4) associated 
with increased gaze position 
bias (Blue) and saccade 
inhibition (Green) were used as 
seeds to assess their intrinsic 
functional connectivity (FC) in 
the resting state. Both FC 
maps overlapped considerably 
with the DAN. The saccade 
inhibition FC map also revealed 
stronger connectivity with 
anterior prefrontal and auditory 
regions in the temporal lobe. 
The gaze position bias FC map 
also revealed strong 
connectivity with the dorsal and 
ventral visual streams.  
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4.2.3. Functional connectivity 
The visual distractor task was used to functionally localize the DAN in this dataset 
(Figure 4.5). The cluster-corrected activation patterns obtained from the rank 
analyses of gaze position bias and saccade inhibition were located primarily within 
regions of the DAN, as localised by the independent visual task acquired with the 
same participants. The dual regression showed that the regions activated by 
variability in gaze position were functionally connected to the DAN, including SPL, 
FEF and supplementary eye fields near the midline. There was also extensive 
connectivity with the dorsal and ventral visual streams bilaterally, extending from the 
SPL via the occipital lobes to the fusiform gyri (Figure 4.5). Regions activated by 
variability in saccade inhibition were also functionally connected to the DAN, 
including FEF, MFG and SPL, and also the visual streams to a lesser extent. There 
was also extensive connectivity with posterior STG and pMTG, and anterior regions 
of the lateral PFC. Both functional connectivity maps overlapped considerably with 
the DAN as evoked by the visual task (Figure 4.5).  
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4.3. Discussion 
The study demonstrated that attentive listening in the absence of visual stimuli or 
visual demands evokes automatic eye movements due to auditory task requirements. 
More importantly, greater eye movement control during attentive listening was 
associated with increased activity in core regions of the DAN, the FEF and SPL. This 
finding suggests a more complicated relationship between activation of the DAN and 
attention to modalities other than vision. Rather than being directly involved in the 
attentional selection of auditory information, this study suggests that the role of the 
DAN during auditory attention may be an indirect one in mediating crossmodal 
interactions. This study shows that at least part of the signal of the DAN during 
listening is attributable to overt oculomotor behavioural changes, which adds 
evidence for the DAN having an indirect role in auditory attention. It remains to be 
determined whether the remaining DAN activation is a result of covert crossmodal 
process (such as multimodal attentional orienting without eye movements, or the 
inhibition of non-auditory inputs) or truly represents direct attentional modulation of 
auditory information. The existence of this possible indirect route has important 
implications for our understanding of the neural systems involved in attention and 
cognitive control, and particularly auditory processing.  
 
Eye movement control during attentive listening 
Participants reduced their rate of saccadic eye movements when they were required 
to listen attentively (Figure 4.3B). This natural inhibition of saccades was driven 
purely by the requirement to listen attentively, as no visual stimuli or instructions were 
presented. In addition, participants tended to look towards the direction of the cued 
sound after receiving spatial auditory cues (i.e. ‘Listen-Left’ or ‘Listen-Right’; Figure 
4.2). Previous research (Zahn et al. 1978, Zambarbieri et al. 1982) has shown that 
saccades are often made towards a presented sound, an instance of crossmodal 
interactions during ‘bottom-up’ attention capture. In this study, subjects were 
presented with sounds in both ears, making it unlikely that ‘bottom-up’ auditory 
attention capture determined the gaze position bias. This suggests that top-down or 
endogenous auditory attention influenced gaze position during the present task. 
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FEF activity correlates with saccade rate inhibition during attentive listening 
Subjects that displayed the largest saccade rate difference between rest and task 
trials showed higher FEF activity during the auditory cue period preceding each trial. 
A reduction in saccade rate due to auditory stimulation has been previously reported 
in behavioural studies (Zou et al. 2012), and in this study the cortical networks that 
support this crossmodal interaction were identified. The FEF have been proposed to 
mediate the planning of subsequent saccades (Isoda & Tanji 2003, Hu & Walker 
2011), which could explain why increased FEF activity was observed during the cue, 
and not task periods. One possible interpretation is that increased FEF activity during 
the cue periods represents the planning of or preparation for the inhibition of saccade 
rate that occurred during the subsequent listening task.  
 
The inhibition of eye movements when attentional resources are required in the 
auditory modality might serve to reduce the amount of novel incoming visual 
information which would compete for resources. Another explanation could be that 
the resources normally used to plan and execute saccades are diverted to auditory 
feature selection or spatial orientation during attentive listening. Either way, the 
auditory-evoked saccade rate inhibition suggests that auditory attention competes for 
resources with visual control processes during natural listening conditions. 
  
SPL activity correlates with gaze position bias during spatial listening 
Subjects that displayed the largest difference between leftward and rightward gaze 
position during spatially cued trials showed the greatest activation in the posterior 
SPL and superiolateral occipital cortex (Figure 4.4). This suggests that the posterior 
SPL mediates the maintenance of a gaze position bias during auditory spatial 
listening. This has implications for studies attempting to isolate the cortical networks 
supporting auditory spatial localization (Hallett et al. 1999, Shomstein & Yantis 2006, 
Salmi et al. 2007, Kong et al. 2014). The results of this study suggest that the extent 
of activation in the SPL corresponds with the biasing of eye movements during 
spatial listening. Previous visual studies have shown that gaze position is encoded in 
the posterior parietal lobe (Williams & Smith 2010). In contrast, auditory-specific 
spatial maps have been located in the posterior STS, whilst crossmodal audiovisual 
spatial maps were found in the SPL (Nardo et al. 2013). It is possible that the SPL 
mediates the supra-modal formation of spatial maps through the cuing of gaze 
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position, or at least covert visual orienting (Nardo et al. 2013). Behavioural studies 
have shown that gaze position has a substantial effect on the accuracy of auditory 
spatial localization (Razavi et al. 2007, Pavani et al. 2008, Van Grootel & Van Opstal 
2009, Pages & Groh 2013, Maddox et al. 2014). These findings suggest that auditory 
spatial maps are likely to be calibrated or at least fine-tuned by gaze position. The 
recruitment of the SPL during auditory spatial attention may therefore reflect 
specifically this cross-modal tuning of spatial maps, indicating that the SPL’s role in 
auditory attention may also be via the indirect route. At the least, the findings of this 
study support the idea that when crossmodal visual systems are recruited for spatial 
listening, increased activity in the SPL is observed. The SPL is a candidate for 
mediating this cross-modal tuning, as it is activated during visual and auditory spatial 
searching (Corbetta et al. 2008, Hill & Miller 2010). In addition, both the SPL and FEF 
are more strongly activated with auditory spatial tasks than auditory tasks involving 
pitch discrimination (Maeder et al. 2001, Hill & Miller 2010).  
 
The DAN mediates auditory task-evoked eye movement control 
The activation patterns obtained for saccade inhibition and gaze position were 
located predominantly within the DAN, and each displayed widespread functional 
connectivity with the remaining DAN regions (Figure 4.5). This suggests that the 
regions associated with eye control during auditory attention form core parts of the 
DAN, as shown by their strong intrinsic connectivity with the DAN. The gaze position 
seed in the SPL produced a posterior-loaded DAN which had stronger connectivity 
with visual regions. The saccade inhibition seed in the FEF produced a more front-
loaded DAN with increased PFC connectivity, but also interestingly with stronger 
connectivity to auditory regions in the temporal lobes. One interpretation is that the 
FEF communicates intrinsically with both auditory and visual regions, which makes it 
a stronger candidate for an amodal region than the DAN as a whole. However, the 
present results suggest that the FEF influences auditory attention, at least in part, 
through indirect mechanisms such as the control of eye movements (possibly 
through suppressing eye movements or altering eye movement planning) rather than 
through direct top-down control, e.g. the modulation of auditory RFs (Fritz et al. 
2010). It is possible, although speculative, that the observed auditory effects on eye 
movement are primarily mediated by the functional connectivity between auditory 
regions and the FEF, which then exert a top-down effect on the SPL via their strong 
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functional connectivity (i.e. the DAN). The SPL may then mediate crossmodal spatial 
orienting, in part through the cuing of gaze position. This is in agreement with 
neuropsychological evidence showing that dorsal parietal lesions give rise to spatial, 
but not necessarily non-spatial deficits (Husain & Rorden 2003). It is also possible 
that a top-down attentional template is established in the FEF due to the auditory 
task demands which biases locations in supramodal space. Such a template might 
thereby influence both auditory (frontotemporal) and visual (frontoparietal) orienting 
systems, and induce a gaze position bias inadvertently. 
 
Individual variability across separate dimensions of eye movement control 
reveals different listening strategies 
Importantly, not all subjects displayed systematic eye movements during attentive 
listening. This heterogeneity across participants in crossmodal effects is consistent 
with previous behavioural research (Yuval-Greenberg & Deouell 2011). Individual 
variability in saccade rate inhibition was not correlated with individual variability in 
gaze position bias (Figure 4.3D), meaning that subjects that displayed one eye 
movement effect did not necessarily display the other. Therefore, the present data 
suggest that saccade rate and gaze position bias were two separate manifestations 
of auditory attention affecting eye movements, possibly reflecting underlying listening 
strategies.  
 
It is possible that the auditory-induced gaze-position bias observed here is 
facilitatory, helping some subjects to focus on the attended sounds and ignore the 
competing sounds. However, no relationship between gaze position and task 
performance was observed in this study. Therefore, it was not possible to distinguish 
whether gaze position aided performance or was an epiphenomenon. There is 
evidence that eye movements improve the accuracy of auditory localization in studies 
of auditory attention under fixation (Razavi et al. 2007, Pavani et al. 2008, Van 
Grootel & Van Opstal 2009, Pages & Groh 2013), and in congenitally blind subjects 
(Gori et al. 2014). In that study, subjects with no functioning visual system were 
severely impaired on a spatial but not a non-spatial auditory attention task. Here, a 
left-right gaze bias was observed only in trials where subjects received spatial (“Left” 
or “Right”) cues, but not for non-spatial cues (“High” or “Low”), even though these 
could also be discriminated spatially when presented dichotically (Figure 4.2). This 
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suggests that the gaze position bias reflected a top-down strategy that some subjects 
were employing during the spatial task. 
 
In conclusion, this study shows that auditory attention induces covert eye 
movements, and that these crossmodal effects are mediated by activity in core 
components of the DAN, the SPL and FEF. The present data suggest that the 
activation of DAN regions during auditory attention is at least partly attributed to 
oculomotor control. This is evidence for the DAN being indirectly involved in auditory 
attention, and highlights the crossmodal nature of attentional selection. However, 
DAN activation was observed even in subjects who did not display overt eye 
movement effects. As such, the present results cannot rule out that the DAN plays a 
larger role in auditory attention, though it remains to be determined whether this 
remaining role is indirect (e.g. through covert visual system modulation without eye 
movements) or direct (e.g. through modulation of auditory RFs). Rather, as auditory 
attention requires the inhibition of non-auditory sensory inputs (Langner et al. 2011), 
it is likely that DAN activation is essential to auditory attention, even if its role is 
predominantly to modulate the visual system, e.g. by limiting interference from visual 
input. Nonetheless, the present results add to the growing body of evidence (Braga 
et al. 2013a, Seydell-Greenwald et al. 2013) that the role of the DAN is indirectly 
related to auditory attention, by relating its activation during listening to increased 
ocular control. This suggests that there may be parallel but interacting networks for 
attention to visual and auditory modalities (Salmi et al. 2007, Braga et al. 2013a). I 
therefore propose that the DAN mediates important but crossmodal aspects of 
auditory attention by virtue of its primary visual role. 
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5. An investigation of overlapping signals in heteromodal 
cortices 
For a supposedly ‘amodal’ region to mediate attention to multiple sensory modalities, 
that same region would arguably need to be able to communicate with multiple brain 
networks. Such a region might therefore contain a complex underlying organisation 
that supports this heterogeneity in function. The aim of this chapter was to investigate 
whether some regions of the brain contain multiple, overlapping neural signals which 
can be differentiated using multivariate statistics and functional connectivity. The 
presence of these signals may provide an explanation for why some cortical regions 
are active for many different processes, such as the MFG and FEF in auditory and 
visual attention. 
 
A brain region that mediates the allocation of attention (i.e. an amodal ‘Attentional 
Control’ region) is likely to communicate with many large-scale cortical networks 
simultaneously (Mesulam 2009, Bressler & Menon 2010). This may include modality-
specific networks subserving each sensory input, as well as networks subserving 
different cognitive processes such as working memory, decision-making and salience 
mapping. Speculatively, these higher-order cognitive processes may consistently 
update the contents of the attentional template, meaning that regions mediating top-
down attention would need to be in constant communication with different functional 
networks.  
 
Although the ICNs which make up the macroscopic functional organization of the 
brain may each be functionally specialized (e.g. for processing visual or auditory 
information), the information that they process needs to be integrated for coherent 
cognition, perception and behaviour. A region capable of integrating the information 
from multiple networks might be expected to contain traces, or ‘echoes’, of the neural 
signals from each of these ICNs. If so, these multiple signals should be observable 
within a given cortical region. Previous research has shown that so-called 
heteromodal cortices may be ‘connector hubs’ in the terminology proposed by 
Sporns and colleagues (2007), and may communicate with many different functional 
networks simultaneously. Candidate cortical ‘hubs’, such as the posterior cingulate 
cortex (PCC), SMG and anterior cingulate cortex (ACC; Hagmann et al 2008, 
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Sepulcre et al. 2012) are densely connected to multiple brain regions and may be 
involved in coordinating the activity of the ICNs (Leech et al. 2012). However, it is not 
known how heteromodal regions are functionally organised, and whether their 
complex functional connectivity pattern is unique to heteromodal cortices or is a 
ubiquitous property of the cortex. For example, a region which communicates with 
both ‘what’ and ‘where’ pathways in vision might be able to integrate their different 
sensory representations into a coherent mental construct of the visual input. It has 
been proposed that so-called ‘polysensory regions’ in the STS and posterior parietal 
cortex communicate with and integrate the information from separate sensory 
pathways (Desimone & Gross 1979, Jones & Powell 1970). 
 
In this study, fMRI data acquired during the resting state was used. Similar to 
Chapter 3, the neural activity within a searchlight ROI was decomposed into 10 
components using a spatially restricted ICA. Then, a dual regression was used to 
assess the functional connectivity of those 10 signals with the rest of the brain (see 
Figure 5.1). To qualify the results, the whole-brain FC maps were compared with 
well-characterised ICNs arising from a whole-brain decomposition using ICA. This 
assessed whether the signal from multiple whole-brain ICNs could be detected within 
a given region of the brain.  
 
In addition, a subset of the subjects were scanned while performing a visual choice 
reaction time (CRT) task (a forced decision task that reliably activates visual, motor 
and cognitive control regions). This allowed us to investigate whether the 
subdivisions found within each searchlight were functionally meaningful (i.e., whether 
the local topographic organization and whole-brain functional connectivity maps were 
modulated during a cognitive task). 
 
The findings from this chapter have been previously published (Braga et al. 2013b). 
In addition, the presence of multiple signals was also assessed in the visual and 
auditory attention network nodes discovered in Chapter 3 (see Figure 3.8, p80).  
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5.1. Methods 
5.1.1. Subjects 
A group of 25 neurologically healthy subjects took part in the resting state study (12 
male, age range 19-49, mean age 32.7 years). A group of 15 neurologically healthy 
subjects took part in the CRT study (7 male; age range, 27–58 years; mean age, 
35.0 years). Both studies were approved by the Hammersmith and Queen Charlotte’s 
and Chelsea Research ethics committee. 
 
5.1.2. MRI procedures 
Acquisition parameters are described in Chapter 2.1.5. In addition, MRI data were 
obtained using a Philips (Best, The Netherlands) Intera 3.0 Tesla MRI scanner using 
Nova Dual gradients, a phased array head coil, and sensitivity encoding. T2*-
weighted EPI images with whole-brain coverage were acquired (TR/TE = 2000/30; 
31 ascending slices with thickness 3.25 mm, gap 0.75 mm, voxel size 2.19×2.19×4 
mm, flip angle 90°, field of view 280×220×123 mm, matrix 112×87). The CRT 
paradigm was programmed using Matlab Psychophysics toolbox (Psychtoolbox-3; 
www.psychtoolbox.org). 
 
This study used task and rest fMRI data that had been previously acquired at the 
Computational, Cognitive and Clinical Neuroimaging Laboratories, Imperial College 
London (Bonnelle et al. 2011, Sharp et al. 2011). In the resting state scan, 300 
volumes were acquired while subjects lay in the scanner with their eyes closed. In 
the CRT task (on a subset of the subjects) an initial fixation cross was presented for 
350 ms. This was followed by a response cue in the form of an arrow (<<< or >>>) in 
the direction of the required response and lasting 1400 ms. The inter-stimulus 
interval was 1750 ms, during which a fixation cross was presented. Finger-press 
responses were made with the index finger of each hand. Subjects were instructed to 
respond as quickly and as accurately as possible. To maximize design efficiency, 
stimulus presentation was blocked, with five repeated blocks of 14 response trials, 14 
rest trials, and four response trials at the start of the experiment, resulting in 74 
response trials in total. 126 volumes were acquired for the CRT task in a different 
scanning session to the rest data. 
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Image pre-processing involved motion correction by realignment of the EPI images, 
spatial smoothing using a 6 mm FWHM Gaussian kernel, pre-whitening using FILM 
and temporal high-pass filtering using a cut-off frequency of 1/50 Hz to correct for 
baseline drifts in the signal. Linear registration was done using FLIRT. In addition, 
variance associated with motion (6 variables), and the physiological noise from a 
3mm sphere centred on the white matter (MNI -26, -22, 28) and cerebrospinal fluid 
(MNI 2, 10, 8) were regressed out of the whole brain functional data.  Average whole 
brain or grey matter activity was not regressed as this can complicate the 
interpretation of negative functional correlation findings (Murphy et al. 2009). 
 
Figure 5.1 Schematic of functional connectivity analysis steps.  A group temporal 
concatenation ICA was performed to find separable spatial components within each spherical 
searchlight. These components were then back-projected to find a subject-specific 
timecourse for each searchlight component.  Timecourses were then simultaneously entered 
into a general linear model voxelwise throughout the brain, resulting in a functional 
connectivity map for each component. 
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5.1.3. Data analysis 
Restricted ICA 
A grid of 16mm diameter (251 voxel) spherical searchlights were created in standard 
space which were spaced 5 voxels apart and covered the whole brain. These 
spheres were masked so that voxels outside the brain were not considered. A 
temporal concatenation group ICA was then run on the resting fMRI data within each 
searchlight using FMRIB’s MELODIC software (Beckmann & Smith 2005; version 
3.1, using default settings and variance normalization). This approach identified 
group-derived components – hereafter called ‘sub-regions’ - within each sphere 
based on their temporal co-activation (Figure 5.1, Stage 1). The analysis was 
constrained to extract 10 ICs based on previous work that investigated the effect of 
using different levels of dimensionality (Leech et al. 2012). Fixing the number of ICs 
extracted from each searchlight allowed the regional variation in the presence of 
whole-brain signals to be investigated. Therefore, this approach was not designed to 
define the precise number of whole-brain signals present in each sphere (which 
could be greater than 10 in some cases) but rather to test relative differences in 
signal presence. However, qualitatively similar results were found when the analysis 
was repeated using larger spherical searchlights of 500 voxels. 
 
Dual regression 
A GLM was used with the fMRI data, simultaneously including the 10 IC spatial maps 
from within a specific searchlight as a design matrix; this approach results in a 
subject-specific time course for each IC (Figure 5.1, Stage 2). A second GLM was 
then used to assess the functional connectivity of these signals with the rest of the 
brain. This GLM used the time courses for each voxel from the whole-brain fMRI data 
(not just the searchlight) as a dependent variable. For each searchlight, the subject-
specific timecourses were simultaneously included in the design matrix, resulting in a 
set of whole-brain subject-specific spatial maps (Figure 5.1, Stage 3). These spatial 
maps revealed the FC of each searchlight subregion. This approach, used in Leech 
et al. (2012), is a variant on the dual regression approach (Zuo et al. 2010), used by 
Leech et al. (2011) and Bonnelle et al. (2011). In the final stage, the subject-specific 
spatial maps were entered into a higher-level GLM (Beckmann et al., 2003). This 
voxelwise higher-level model assessed whether the average FC values across 
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subjects significantly differed from zero (Figure 5.1, Stage 4). This resulted in a group 
whole-brain functional connectivity statistical parametrical map for the different ICs 
from within the searchlight. 
 
Spatial correlation with ICNs 
To interpret the findings in a principled way, the resulting group-averaged whole-
brain functional connectivity maps were labelled with reference to existing ICNs. 
These ICNs were defined in three ways: (1) the set of whole-brain functional 
connectivity spatial maps corresponding to each searchlight were correlated with the 
results from running a group temporal concatenation ICA on the whole-brain data 
with 20 components (WBICA).  (2) The consistency of this labelling was also 
assessed by correlating the whole-brain functional connectivity maps with the ICNs 
identified by Smith and colleagues using resting state fMRI and whole-brain ICA 
(RSN; Smith et al. 2009).  (3) The labelling of the whole brain ICNs identified by 
Smith and colleagues (e.g. identifying the right frontoparietal network as related to 
attentional control) was validated with regard to a large database of task data from 
the Brain Map (BM) database, which were also used to label the whole-brain 
functional connectivity maps in the present study. Following the standards described 
by Smith and colleagues (2009), any ICN maps that included a majority of white 
matter or cerebral spinal fluid voxels, or were located mostly outside the brain were 
deemed to be artifactual and were excluded from further analysis.  This left seven 
ICN maps from the WBICA, 12 from the RSN and 13 from the BM datasets. 
 
To summarize how much the whole-brain FC maps from each sphere resembled (or 
“echoed”) the whole-brain ICNs, the maximum spatial correlation between each 
target ICN and the 10 FC maps was calculated. To generate a simple summary 
statistic, the median of these maximum spatial correlations was taken for each 
sphere. A high median value therefore reflects searchlights where many FC maps 
had a high spatial correlation with one or more ICNs. In addition to presenting the 
median value, an arbitrary spatial correlation threshold was applied and the number 
of FC maps that spatially correlated with the ICNs above this value was counted. The 
statistical maps of these counted values are presented based on an arbitrary 
threshold of r>0.3.  The median of maximum spatial correlations was also computed 
using the RSN and BM datasets as reference. Given that the exact value of the 
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spatial correlation is relatively uninterpretable (with the precise value being 
dependent on how the target ICN data was acquired), different thresholds were used 
in Figure 5.5 to best show the distribution of the peak regions for the three target 
ICNs. However, the unthresholded maps for each ICN target maps are also included. 
 
The primary aim of the analyses was to identify which regions, if any, contain multiple 
whole-brain FC maps that resemble the ICNs. In addition, this study sought to 
quantify the general distribution of overlapping ICN signals across searchlight regions 
and test whether some searchlights contained a greater number of ICN signals than 
others. A random permutation approach was used to test the null hypothesis that 
there was no difference in the median of the maximum spatial correlation across 
different searchlights. To do this, the maximum correlation values were Fisher-
transformed and then shuffled across the searchlights 20,000 times, and the median 
correlation for each searchlight for each permutation calculated. This built up a null 
distribution of median maximum values, against which the true median maximum 
spatial correlations with the target ICNs was evaluated. The resulting statistical maps 
were thresholded either at a liberal threshold of p<0.01 (uncorrected for multiple 
comparisons) and corrected for multiple comparisons using a false discovery rate 
with q = 0.1 and q = 0.05. 
 
Task-modulation during CRT 
The CRT data was pre-processed in the same way as the resting state data. The 
same searchlight-constrained dual regression analysis (Figure 5.1) was repeated on 
this task dataset. Within the nine representative peak searchlights identified from the 
resting state data (searchlights which showed evidence for most ICN echoes), the 
subregion timeseries were assessed for modulation during the CRT task using the 
GLM. The subject-specific time course for each component (Figure 5.1, Stage 2) was 
the dependent variable, and the blocked timeseries of the CRT task and its first 
temporal derivative were included in the design matrix. Each subject’s parameter 
estimate for the CRT timeseries was then used in a higher-level GLM across 
subjects, assessing whether that component was significantly modulated by the CRT 
task. The p-values resulting from this higher-level analysis were Bonferroni corrected 
for multiple comparisons (for the 10 ICs) and presented at p<0.05. 
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An alternative approach to identifying regions communicating with multiple ICNs 
would be to use whole-brain spatial ICA to identify components, binarize and 
threshold the components and then count which voxels contain most components. 
This approach, while simpler, has both theoretical and practical reasons why it is 
likely to be less informative than the approach outlined above. From a 
methodologically perspective, spatial ICA is designed to identify spatially 
independent components, not spatial overlap across components. While spatial 
overlap does occur, this is fundamentally dependent on the temporal sparsity of each 
signal and the presence of noise in the data (Beckmann & Smith 2005). From a 
theoretical point of view, the whole-brain ICA approach does not allow as rich a 
description of the brain as the approach detailed here. For example, it does not allow 
investigation of: a) the local architecture of adjacent subregions that supports the 
“echoes”; and b) how different subregions are affected by, e.g., task demands. In 
particular, it fails to allow different subregions to have different functional roles (as 
revealed by how they are affected by task) in different parts of the brain, even if they 
are “echoing” the same ICN. 
 
5.2. Results 
5.2.1. Distribution of regions showing ICN echoes 
Figure 5.2 presents the regional distribution of the extent to which regions contained 
multiple whole-brain FC maps resembling ICNs. This distribution is presented both 
for the median maximum spatial correlations (Figure 5.2, top), as well as by counting 
the number of ICNs present in each searchlight, over an arbitrary threshold of r>0.3 
(Figure 5.2, middle). The resulting images illustrate which areas contain multiple 
whole-brain ICN signals (hot areas), and those that show relatively few ICN signals 
(cold areas).  Figure 5.2 (bottom) presents searchlights that display significantly 
elevated median correlations after random permutation testing, at various thresholds.  
Table 5.1 shows the coordinates of the significant spheres from Figure 5.2 (bottom). 
 
Illustrative peak regions from Figure 5.2 (top and bottom) with high median 
correlations were explored in subsequent analyses. Regions with evidence of greater 
numbers of ICNs included core nodes of the DMN (the PCC and precuneus) 
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multimodal association regions around the TOPJ, right MFG and dorsal ACC. In 
contrast, regions with evidence of fewer ICNs included bilateral primary visual 
centres, right primary auditory cortex, motor and somatosensory cortices, and much 
of the anterior frontal lobe.  As an illustration, Figure 5.3 shows example whole-brain 
FC maps from regions where high spatial correlation was observed with ICNs (i.e. 
five of the peaks from Figure 5.2).  In these regions, many of the 10 whole-brain FC 
maps resembled whole-brain ICNs.  Qualitatively similar whole brain FC maps and 
ICN distributions were also found when a 500-voxel spherical searchlight was used 
instead.  
 
Figure 5.2: Surface rendering showing peak regions where highest amount of overlap of 
signals from the canonical intrinsic connectivity networks (ICNs) were detected. The ten 
functional connectivity maps obtained from each searchlight were spatially correlated with 
ICNs from a whole-brain ICA of the same data, and the median (top) and number of 
correlations above an arbitrary threshold of r>0.3 (middle) were plotted on each searchlight.  
Median values were averaged at locations where the searchlights overlapped. (Bottom) 
Probability maps of searchlights that have significantly elevated median spatial correlations 
with ICNs. These were thresholded at p < 0.01, uncorrected, and using false discovery rate 
with q = 0.1 and q = 0.05. 
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5.2.2. Different regions ‘echo’ different ICNs 
Figure 5.4 shows the similarity matrix between twelve resting state ICNs (taken from 
Smith et al. 2009) and the whole-brain FC maps observed in the nine illustrative 
regions from Figure 5.2. Each peak region contained signals from different 
combinations of ICNs, indicating that each peak ‘hub’ mediates the cross-talk 
between different functional groups. The PCC, ACC, SMG and the MTG showed an 
interesting pattern of functional connectivity. Echoes of both the frontoparietal control 
networks and the DMN (ICN1, ICN2, ICN3, ICN6 and ICN7 on Figure 5.4) were 
detected within these regions, suggesting a potential location where the often-
reported anti-correlation (e.g. Fox et al. 2005) could be established.  
 
 
Table 5.1: Table showing coordinates of spheres containing significantly elevated median 
spatial correlations with intrinsic connectivity networks (ICNs), as illustrated in Figure 5.2 
(bottom). Where multiple spheres overlapped in the same cortical area, only the highest level 
of confidence is displayed.  * p < 0.01 (uncorrected), corrected using false discovery rate at 
** q = 0.1 and *** q = 0.05.  PCC: posterior cingulate cortex, TPJ: temporo-parietal junction, 
Precun: Precuneus, TOPJ: temporo-parieto-occipital junction, pMTG: posterior middle 
temporal gyrus, Supp Latt Occ: superior lateral occipital cortex, SPL: superior parietal lobe, 
pSTG: posterior superior temporal gyrus, ACC: anterior cingulate cortex, PreC: precentral 
gyrus. 
Name	   Hemisphere	   x	   y	   z	   Confidence	  
PCC	   R	   10	   -­‐66	   28	   	  	  	  	  	  	  ***	  
TPJ	   L	   -­‐30	   -­‐86	   28	   	  	  	  	  	  	  ***	  
Precun	   L	   -­‐10	   -­‐86	   28	   	  	  	  	  	  	  ***	  
TOPJ	   L	   -­‐50	   -­‐66	   8	   	  	  	  	  	  	  ***	  
pMTG	   R	   50	   -­‐26	   -­‐12	   	  	  	  	  	  	  **	  
Supp	  Latt	  Occ	   R	   30	   -­‐86	   28	   	  	  	  	  	  	  **	  
Precun	   R	   10	   -­‐86	   28	   	  	  	  	  	  	  **	  
TPJ	   R	   70	   -­‐46	   28	   	  	  	  	  	  	  **	  
SPL	   L	   -­‐30	   -­‐46	   -­‐48	   	  	  	  	  	  	  *	  
pSTG	   L	   -­‐70	   -­‐26	   8	   	  	  	  	  	  	  *	  
ACC	   L	   -­‐10	   14	   48	   	  	  	  	  	  	  *	  
TOPJ	   R	   50	   -­‐66	   8	   	  	  	  	  	  	  *	  
ACC	   R	   10	   34	   28	   	  	  	  	  	  	  *	  
PreC	   L	   -­‐50	   -­‐6	   28	   	  	  	  	  	  	  *	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Equally, multisensory regions surrounding the TOPJ and MTG appear to be 
communicating with sensorimotor, visual and auditory networks (ICN8, ICN9 & 
ICN10 on Figure 5.4). It is striking that whole-brain FC maps resembling the DMN 
could be found in 8/9 peak regions, indicating that there is considerable overlap 
between the DMN and the multifunctional cortical hubs identified. 
 
 
 
Figure 5.3: Example functional connectivity (FC) maps obtained from five of the 9 peak 
regions observed in Figure 5.2.  Many of these FC maps resembled the whole-brain intrinsic 
connectivity networks (ICNs) detected from a whole-brain ICA (WBICA) of the same data.  
Peak regions shown are the posterior (PCC) and anterior cingulate cortex (ACC), the right 
(rSMG) and left supramarginal gyrus (lSMG) and the right middle temporal gyrus (MTG).  
RSNs are (left to right) the default mode, visual streams, right frontoparietal, motor and 
auditory/salience networks, displayed for illustrative purposes (labelled by spatial correlation 
to Brainmap data in Smith et al. 2009).  Colourbar shows z-scores. FC maps are thresholded 
at z > 3.5.  Correlation values for each peak region for each ICN map are displayed in Figure 
5.4. 
 
 
 
 
 113 
5.2.3. Validation using different databases 
The results were robust to different methods of defining the target ICNs. Figure 5.5 
shows the results from correlating the FC maps with the whole-brain ICNs defined on 
the same dataset, plus two independent target datasets based on rest (RSN) and an 
aggregation of task data (BM; Smith et al., 2009).  All three datasets produced 
qualitatively similar maps with a similar spatial distribution of peak regions. 
 
5.2.4. Modulation of echoes during CRT task 
Subjects were able to perform the CRT task with high accuracy (average 98.1% 
correct, standard deviation 0.2%; mean reaction time 417.6 ms, standard deviation 
18.2 ms). The whole brain searchlight analysis of the CRT data revealed a similar 
spatial distribution of regions to that shown in Figure 5.2 from the resting state data. 
However, the pattern of task-modulation of neural signals within a given sub-region 
differed substantially across different searchlights (Figure 5.4). The arrows 
superimposed on the similarity matrix in Figure 5.4 indicate which sub-regions 
showed a relative increase or decrease in activation during the CRT task compared 
to rest within the nine illustrative searchlights. Sub-regions which contained signals 
from ICNs consistent with visual and cognitive processing (the DAN, ICN7; and a 
bilateral temporal network that included bilateral anterior insulae, which together form 
part of the salience network, ICN9) showed increased activity during the CRT. In 
contrast, sub-regions with whole-brain FC maps resembling the DMN (ICN1) and left 
frontoparietal (ICN3) as well as primary visual regions (ICN10 & ICN11) showed 
relative decreases in activation. Different searchlights had different patterns of task-
modulation of sub-regional activity, with searchlights centred within the DMN (i.e. the 
‘Precun’ and PCC) displaying only patterns of relative deactivation (consistent with 
Leech et al, 2012). In contrast, other searchlights, in regions typically associated with 
task-based activation increases with the CRT task (e.g. lateral occipital regions or 
TOPJ), displayed increases in activation for some sub-regions (e.g. higher-order 
visual) while simultaneously other sub-regions (resembling the DMN and primary 
visual regions) showed decreases in activation. 
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Figure 5.4: Correlation matrix between functional connectivity (FC) maps from the 9 peak 
regions observed in Figure 5.2 (y-axis) and the resting state intrinsic connectivity networks 
(ICNs) taken from Smith et al. (2009; ICN1 - ICN12 on x-axis).  Each hub contained signals 
from distinct portfolios of the ICNs, suggesting they mediate the crosstalk between different 
combinations of functional networks.  The modulation of these multiple sub-regions during 
attentional engagement was assessed using a choice reaction time task.  Arrows indicate 
sub-regions where there was increased or decreased activity during task compared to rest.  
Peak regions were (column from top to bottom, ordered by amount of spatial overlap with the 
default mode network); the right (R) precuneus (Precun), right posterior cingulate cortex 
(PCC), right supramarginal gyrus (SMG), left (L) inferior temporo-parieto-occipital junction 
(TOPJ), left supramarginal gyrus, left superior lateral occipital cortex (Sup LatOcc), right 
middle temporal gyrus (MTG), right anterior cingulate cortex (ACC) and left inferior precentral 
gyrus (Inf PreC). ICN numbers (rows) are; 1) default mode, 2) right frontoparietal, 3) left 
frontoparietal, 4, 5 & 6) cognitive control 7) visual streams, 8) sensorimotor, 9) salience plus 
auditory, 10) visual-1, 11) visual-2, 12) visual-3 networks. 
 
5.2.5. Modulation of echoes within the DAN 
In addition to the 9 peak regions, this study assessed the modulation of signals within 
6 searchlights centred approximately on the DAN coordinates used in Chapter 3 (see 
Univariate ROI analysis methods in Chapter 3.1.4, p66). The spherical ROI from the 
searchlight analysis whose centre was closest to each of the DAN region coordinates 
was used to represent that DAN region. Overall, the DAN locations contained signals 
from many whole-brain ICNs (Figure 5.6), with strongest connectivity between the 
FEF and the motor control network (ICN8) and between the SPL and both the DMN 
and motor networks (ICN1 & ICN8). The SPL displayed signals from the cognitive 
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control networks (ICN2, ICN4-6) and visual streams (ICN7), as well as primary visual 
regions (ICN10) but very little evidence for auditory network signals (ICN9). In 
contrast, the FEF showed similar evidence for signals from auditory and visual 
sensory networks (ICN9 and ICN10).  
 
At the whole-brain level, the CRT task reliably activates the DAN and motor control 
networks, while deactivating the DMN (Bonnelle et al. 2011). When DAN regions 
were assessed for subregional signal modulation during the CRT task, signals 
relating to the motor control network (ICN 8) showed increased activity in the FEF. 
Additionally, the SPL showed both a decrease in the sub-signal relating to the DMN 
and an increase in a sub-signal relating to the motor network (ICN8). The MFG ROI 
derived from DAN coordinates proposed in previous literature (‘R MFG’, Figure 5.6) 
showed a decrease in the signal relating to one of the cognitive control networks 
 
 
Figure 5.5: Correspondence between peak hub regions detected using intrinsic connectivity 
networks (ICNs) obtained from different datasets.  As with Figure 5.2, functional connectivity 
(FC) maps from each searchlight were correlated with ICNs from a whole-brain ICA of the 
same data (WBICA), and resting state networks (RSN) and grouped task-based data from 
BrainMap (BM) taken from Smith et al (2009).  Unthresholded (left) and thresholded (right) 
maps are included to illustrate the similarity in spatial distribution of the peak regions. 
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Figure 5.6: Correlation matrix between functional connectivity (FC) maps obtained from the 
DAN region coordinates (Y-axis) and the whole-brain ICNs (X-axis) as described in Figure 
5.4. Each region contained signals relating to multiple ICNs, with a similar distribution of ICN 
echoes being found in general. DAN regions most strongly ‘echoed’ the motor network 
(ICN8). The SPL showed less evidence of communicating with the auditory network (ICN9) 
than the remaining frontal and temporal regions. Arrows indicate signals which were found to 
be positively and negatively modulated during the choice reaction time task. MFG, SPL and 
FEF coordinates were obtained from the literature (see Chapter 3.2.5, p66) and the 
remaining coordinates were obtained from the results of Chapter 3 (MFG-v from visual 
attention task, IFG-a and pMTG from auditory attention task). 
 
(ICN5, which overlaps with the DMN and salience network). The MFG ROI derived 
from the visual attention study in Chapter 3 (‘R MFG-v’) showed a reduction in the 
sub-signal which corresponded to the right frontoparietal control network (ICN2). 
 
5.2.6. Non-overlapping sub-regions also display echoes 
The ICA-defined sub-regions within each searchlight displayed considerable spatial 
overlap with each other (Figure 5.7). To test whether this overlap is necessary for the 
sub-regions to echo ICNs, the analysis was repeated within the PCC peak region, but 
with the sub-regions forced to be non-overlapping. The 10 ICs from within the PCC 
were thresholded at an arbitrary threshold of z >3.5, and the overlapping voxels were 
removed. The non-overlapping ICs were then entered into the dual-regression 
analysis as in Figure 5.1 (from Stage 2). Figure 5.8 shows example whole-brain FC 
maps for the overlapping and non-overlapping sub-region analyses, showing that the  
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Figure 5.7: ‘Echoes’ in the right supramarginal gyrus (R-SMG).  Decomposition of the overall 
neural signal within the R-SMG (green) revealed multiple functional signals.  These signals 
were strongest within small, separable but adjacent sub-regions of the R-SMG (red, yellow 
and blue areas).  Whole-brain functional connectivity (activation maps) revealed that the 
decomposed signals were echoes of intrinsic connectivity networks such as the default mode 
(DMN), salience (SAL), and dorsal attention (DAN) networks.  This suggests that the R-SMG 
is uniquely placed to be able to coordinate and integrate the activity of these various 
functional networks. Timeseries plots are illustrative of the overall activity being a 
combination of different signals. 
 
 
Figure 5.8: Functional connectivity (FC) maps from decomposition of the posterior cingulate 
cortex (PCC) searchlight into overlapping and non-overlapping subregions.  Similar FC maps 
were obtained using both types of sub-regions. Non-overlapping sub-regions were obtained 
by thresholding the independent components from within the searchlight at an arbitrary 
threshold of z>3.5 and excluding voxels where two or more components overlapped.   
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maps were very similar. This result suggests that the whole-brain echoes are the 
result of closely neighbouring but non-overlapping sub-regions. 
 
5.3. Discussion 
This study suggests that heteromodal cortices contain sub-regions that ‘echo’ the 
activity of multiple well-characterized functional brain networks (Figure 5.7). This 
property could explain how some regions are able to subserve many different 
functions, such as attention to both auditory and visual modalities. This study shows 
that this property is not ubiquitous across the cortex. Instead, there is pronounced 
regional variability, with evidence of multiple ‘echoes’ in the PCC (Leech et al. 2012), 
the ventro-medial parietal cortex, the right IPL and bilateral regions of the TOPJ, the 
dorsal ACC, and in frontal regions overlapping parts of the DAN. These regions have 
been identified as cortical ‘hubs’ based on structural and functional connectivity 
(Hagmann et al. 2008, Tomasi & Volkow 2010, Sepulcre et al. 2012). The findings in 
this study suggest how these regions might mediate multiple functional signals; by 
replicating some of the temporal dynamics of the whole-brain ICNs within a local 
spatial organization of adjacent subregions. This suggests that these regions may be 
involved in integrating the information processed in the functionally specialized ICNs. 
Such integration is necessary for the hierarchical information processing that is 
essential to perception, cognition and behaviour: in keeping with Mesulam’s 
suggested functional role of ‘transmodal’ regions (Mesulam 1998). Speculatively, 
some of these regions could be the location of the proposed global workspace 
(Tononi & Edelman 1998, Dehaene & Naccache 2001, Shanahan & Baars 2005) 
necessary for high-level cognition and consciousness. 
 
The set of whole-brain ICNs provides a coarse decomposition of the macroscopic 
neural activity measured with the BOLD signal from across the brain (Smith et al. 
2009).  This study shows that a subset of brain regions have a local topography 
(Jbabdi et al. 2013) that reflects the whole-brain ICNs. The existence of echoes of 
multiple ICNs within this set of heteromodal regions provides an explanation for 
recent work exploring dynamic interactions between brain regions using 
magnetoencephalography (de Pasquale et al. 2012). There is considerable overlap 
between many of the regions observed here and areas showing low temporal 
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coherence and high non-stationarity (de Pasquale et al. 2012, Smith et al. 2012) with 
other brain regions. The existence of multiple different signals in neighbouring and 
presumably strongly interconnected regions could explain why such regions are 
highly temporally unstable. At a larger spatial scale, the activation and functional 
connectivity of such regions may reflect the summation of many different sub-signals. 
As a consequence, regions that contain more ICN signals may display a more 
variable aggregate timecourse and, over time, move in and out of coherence with a 
given ICN or cortical region.  
 
Some of the regions echoing multiple ICNs overlap considerably with regions of the 
DMN, particularly the PCC and lateral inferior parietal cortices (Raichle & Snyder 
2007, Hagmann et al. 2008).  Despite being one of the most prominent ICNs, the role 
of the DMN is still poorly understood. The present results suggest that the activity of 
core DMN regions is made up of overlapping neural signals from other ICNs. These 
signals, when summated over time, would produce the typical DMN appearance (see 
also Smith et al. 2012). This interpretation could explain the high metabolism 
normally detected in the DMN, as even at rest the intrinsic fluctuations of individual 
ICNs would each elicit trace activity within DMN hub regions. This would mean that at 
no point during rest or task would the whole DMN be fully ‘deactivated’, as there are 
components of the signals which make up the DMN that are likely to be modulated 
even when the DMN shows overall decreased activity (Leech et al. 2012). Similarly, 
following task-based activation of a given ICN (e.g. of the right frontoparietal 
network), the balance of competing signals within DMN regions might be altered 
(Leech et al. 2012), which could explain why the DMN shows reduced overall activity 
during certain tasks. The present data suggests that central nodes of the DMN are 
strategically placed to modulate the crosstalk between the ICNs, suggesting the DMN 
may play a role in the dynamic integration of the information exchanged within 
functional networks. 
 
The term “echo” is used because many of the sub-signals discussed are not 
detectable using conventional univariate seed-based functional connectivity analyses 
(Leech et al, 2012). They are less pronounced than in the central nodes of an ICN, 
just as an echo is quieter than the original sound that created it. However, at present, 
it is not possible to distinguish whether these sub-signals truly are repetitions of (i.e. 
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functionally separable from) whole-brain ICNs generated elsewhere, or should be 
considered part of the whole-brain ICNs.  
 
This study identified several regions echoing both the frontoparietal control networks 
and the DMN, which are often anti-correlated during certain tasks (Fox et al. 2005). 
The presence of these functionally distinct sub-divisions may explain why certain 
regions are implicated in multiple cognitive states. The ACC is associated with 
reward anticipation, decision-making, error processing and motor control (Paus 
2001).  The SMG and MTG are multisensory association areas which are activated 
during many tasks, including attention capture in multiple modalities (Driver & 
Spence 1998, Shomstein & Yantis 2006), top-down auditory attention (Langner et al. 
2011, Braga 2013a), and language production/perception (Blank et al. 2002, Scott 
2012). The right MFG, part of the DLPFC, displayed high heterogeneity in the 
present analysis, and has been implicated in many executive tasks, including working 
memory and attention (Cabeza & Nyberg 2000, Corbetta et al. 2008). If the PCC 
properties discussed above are integral to all the heterogeneous regions identified, it 
is possible that rather than being involved in multiple discrete functions (i.e. those 
attributed to the individual ICNs), these regions may serve primarily to maintain a 
critical balance in the activation of the different functional networks. 
 
Although a network of regions showing echoes of multiple ICNs was found, this study 
showed that different regions communicate with different sub-sets of the ICNs 
(Figure 5.4). This suggests that each region may have a unique role in integrating 
different types of information.  For example, the right SMG (Figure 5.7) showed 
restricted connectivity with the right-lateralised frontoparietal network (ICN2) and 
dorsal and ventral visual streams (ICN4). This suggests the right SMG may be 
primarily involved in integrating visual sensory systems with executive/attentional 
systems. In contrast, the left SMG showed multiple sensory signals related to 
sensorimotor and auditory networks, as well as the visual streams. This suggests 
that the left SMG is also involved in sensory integration; however, it may be less 
specialized for vision. Multisensory regions surrounding the TOPJ and MTG also 
appeared to be communicating with sensorimotor, visual and auditory networks 
(ICN8, ICN9 & ICN10), which would corroborate their proposed roles in attentional 
orienting (Corbetta et al. 2008, Braga et al. 2013a). 
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By examining how the echoes were modulated by the CRT task, it was possible to 
explore whether the heteromodal cortex sub-regions constitute a functionally 
meaningful division, and whether their modulation is consistent with existing theories 
about ICN recruitment. Consistent with the existing literature, the present study found 
increases in activation of echoes of ICNs relevant to cognitive tasks (i.e. the DAN 
and parts of the salience network), and deactivations predominantly of DMN echoes 
(Figure 5.4). In addition to showing that the sub-regions are functionally meaningful, 
the task findings also suggest that: i) across different searchlights, not all sub-regions 
echoing a given ICN were modulated by the task, which may, for example, indicate 
that the DMN echoes in certain parts of the brain are more responsive to task than in 
other regions; (ii) several adjacent sub-regions can be simultaneously modulated by 
the task (sometimes in opposing directions), hinting that the local interactions 
between functionally distinct sub-regions may be critical for task performance; and 
(iii) most of the sub-regions within each searchlight did not show any significant 
change in activation with the task. This suggests that attentional engagement only 
modulates activity in a sub-set of regions, and that much of the activity in these 
regions is ongoing and unaffected. These findings show how the balance of 
activation within heteromodal regions is selectively altered during cognitive 
engagement.  
 
When the DAN regions were assessed for overlapping signals, all the DAN nodes 
displayed evidence of functional connectivity with many ICNs. Given that attention 
requires the orchestration of multiple sensory inputs (i.e. the direct and indirect 
mechanisms) as well as the inhibition of non-relevant executive processes (e.g. 
declarative memory, decision making), it seems plausible that at least some of the 
DAN regions should be connected to multiple different networks. This study found a 
similar pattern of ‘echoes’ in the SPL, MFG and FEF, with some evidence for an 
auditory bias in the MFG and FEF, compared to the SPL (Figure 5.6, ICN9). In 
addition, motor network signals within the SPL and FEF were found to be increased 
during the CRT task, providing evidence for crosstalk between the visual attention 
and motor control networks during visuomotor behaviour. Interestingly, within the 
MFG, FEF and SPL, the sub-signals which corresponded to the rest of the DAN did 
not show any evidence of modulation during the CRT task. It is possible that within 
the DAN, only the portion of the overall signal which is functionally connected to the 
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motor network actually displays task modulation during the CRT (as opposed to the 
region as a whole being modulated). If this were the case, it would provide an 
interesting mechanism by which the activation of the same whole-brain network could 
represent different roles depending on the specific sub-signals which were driving the 
increase in activity. Speculatively, the increase in the magnitude of the motor signal 
within DAN sub-regions could be the result of increased functional connectivity 
between the DAN and the motor networks, which would reflect the requirement for 
visual input and motor output to be coupled during the CRT task. Further work should 
apply this technique to auditory and visual top-down attention tasks (such as those 
employed in Chapter 3), to determine whether sub-region functional differences can 
shed further light on the indirect vs. direct nature of DAN involvement in auditory 
attention. 
 
The phenomenon of different sub-regions within each searchlight echoing different 
whole-brain ICNs could be the result of at least two different types of local functional 
architecture. First, these regions could be constructed from a single homogeneous 
circuits that interact with many different ICNs, or second, these regions could be 
composed of multiple discrete but adjacent circuits, each communicating with 
different ICNs.  By forcing the sub-regions to be non-overlapping, and showing that 
the resulting pattern of whole-brain FC was unchanged (Figure 5.8), this study 
demonstrated that sub-regional overlap is not necessary. This suggests that the first 
hypothesis is unlikely to be the case, and that heteromodal regions are better thought 
of as containing multiple discrete sub-regions. To better understand how the local 
functional architecture could support multiple ICNs, computational simulations 
modelled on biologically-plausible brain network topologies (e.g., Deco & Thiele 
2009) need to be devised. 
 
In conclusion, this study shows that many, but not all, regions of the human brain 
display considerable heterogeneity that results from communication with multiple 
functional networks simultaneously. I propose that the presence of echoes may 
explain why certain ‘heteromodal’ regions (e.g. MFG, SMG) are repeatedly implicated 
in different functions, and why the DMN may display the interesting properties (e.g. 
high resting metabolism, task-deactivation) that it does. Further work should 
determine whether these hub regions are involved in actively modulating the activity 
 123 
and coherence within the different ICNs, and establish whether their role is truly 
integrative. 
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6. Discussion 
The research in this thesis investigated how brain activity in higher-order cortical 
areas supports attention to visual and auditory inputs. The aims of this thesis were: 
 
1 – To test whether auditory and visual top-down attention recruit the same cortical 
systems, once executive and behavioural confounds are accounted for. 
 
2- To test whether auditory attention evokes eye movements that might also 
confound the study of the neural correlates of attention. 
 
3 – To test whether certain regions of the brain contain multiple functional signals, 
and investigate how candidate ‘amodal’ regions might mediate auditory and visual 
attention simultaneously. 
 
In Chapter 3, a simple target detection task revealed very different neural networks 
when visual or auditory attention was required. As discussed in Chapter 3, the 
successful separation of these visual and auditory top-down attention networks might 
have been due to the non-spatial nature of the auditory task, and might also be 
attributed to the long trial times that were used. The long trials meant that activations 
due to target detection and behavioural responses could be resolved from activations 
associated with attentive viewing and listening. The main novel finding of this study 
was that a frontotemporal network, linking auditory association regions in the pMTG 
to executive control regions in the PFC, was found to be activated for auditory 
attention. This implies that the amodal component of top-down attention system 
might be localised to within the PFC, which might mediate attention to different 
modalities through functional connectivity with modality-specific posterior systems. 
Speculatively, the role of the PFC in attentional orienting might represent ‘Attentional 
Control’ between different sensory modalities, while the posterior regions of the 
proposed visual and auditory attention systems (Figure 3.8) represent ‘Attentional 
Control’ and/or ‘Attentional Modulation’ of different sensory objects within the same 
sensory modality. It is possible that the frontal nodes play a similar role in attentional 
orienting to different sensory modalities (e.g. the maintenance of an attentional 
template), in lieu of the spatial overlap in activation in the MFG during auditory and 
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visual attention. Although the work in thesis cannot determine the precise role and 
computation carried out by each region, the broad finding of modality-specific 
activations in Chapter 3 suggests that the posterior systems display a larger degree 
of domain specificity than the frontal systems.  
 
Chapter 4 explored further reasons why the DAN, which includes visual control 
regions, should be activated during auditory attention. This study revealed that 
attentive listening had reliable effects on eye movements, which predicted the onset 
and conditions of an auditory task. Furthermore, the extent to which subjects 
displayed crossmodal eye movement control was associated with the activation of 
core DAN regions, the SPL and FEF. This novel finding reconciles the purported 
roles of the DAN in auditory attention and eye movement control by suggesting that 
DAN activation during listening represents indirect crossmodal processes which 
might be necessary and/or facilitatory for effective listening. Although no evidence for 
a facilitatory effect of overt ocular movements on auditory performance was 
observed, it is possible that covert visual orienting without eye movements might 
provide such a facilitatory benefit. The finding that eye movements during listening 
were not consistent across all participants could explain why the DAN is often not 
reported in studies of speech and music. It is possible that auditory tasks that do not 
require repeated attentional reorienting (e.g. following the detection of target sounds) 
do not reveal the DAN because crossmodal eye movement differences are not 
observable during prolonged listening. Importantly, this work highlights the fact that 
the visual and auditory systems are crucially linked, and that attentional orienting to 
one modality often modulates the other. The work in this thesis shows that this 
modulation can sometimes take the form of overt motor behaviours (in this case, eye 
movements). 
 
Finally, Chapter 5 explored heteromodal regions of the brain and showed that these 
regions contain signals from multiple whole-brain ICNs within a local cortical 
organization of non-overlapping subregions. This novel finding can explain why 
heteromodal regions are often implicated in several tasks, and might lead to a 
mechanism whereby the activity of different ICNs is correlated and integrated. With 
respect to the attentional systems, all the DAN and frontotemporal regions were 
found to display signals from multiple ICNs. Specifically, PFC regions near the FEF 
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and MFG contained signals from both the auditory and visual networks, providing 
more evidence that the frontal nodes of the proposed attentional system (Figure 3.8) 
are ‘amodal’. The presence of overlapping signals fits in well with the supposed 
functional role of the DAN regions. For example, if the SPL is involved in the 
supramodal formation of spatial maps, the presence of multiple signals in this region 
might be considered a prerequirement for it to be able to integrate the information 
from different input streams into a unitary representation of space. Equally, if the 
MFG is involved in the control of attention to all sensory modalities, this would require 
the modulation of sensory input from multiple cortical networks, i.e. the orchestration 
of the direct and indirect attentional pathways. Finally, if eye movements, as 
mediated by the FEF, are elicited by both visual and auditory stimulation and task 
demands, this would also suggest a requirement for the FEF to communicate with 
both visual and auditory networks (as was found to be the case). The presence of 
multiple signals in the pMTG, a finding which was not ubiquitous in the cortex (Figure 
5.2), also suggests that this region is important for modulating the flow of information 
in the cortex. Although these findings do not shed light on the exact computations 
that are carried out within these heteromodal regions, they do suggest that 
heteromodal regions contain a deeper level of complexity that must be considered in 
the quest to understand the brain. 
 
Overall, this thesis presented and explored a new way of assessing the relationship 
between brain activity and function. The overarching theme of this thesis is that a 
single brain region can communicate with multiple functional networks 
simultaneously, and therefore can mediate several different roles through a complex 
local functional architecture. This possibility is not generally considered in 
conventional univariate neuroimaging analyses which by their nature assess only the 
predominant signal within a given region. By using ICA to probe the possibility of 
there being multiple functionally meaningful signals within a given cortical region, the 
work in this thesis can potentially disambiguate many findings in the field of cognitive 
neuroscience. For example, in Chapter 5 it was reported that the increase in activity 
within the DAN during the visuomotor CRT task is mediated primarily by an increase 
in the DAN regional subsignal which is functionally connected to the motor network. 
This suggests that in other tasks, for example during an auditory attention task, an 
increase in DAN activity may be due to the modulation of a different DAN subsignal, 
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such as one which is functionally connected to the auditory cortex, or perhaps the 
putative auditory attention network proposed in Chapter 3. This remains to be 
investigated in future work. By showing that an increase in brain activity in itself may 
represent different roles when regional subsignals are considered, the work in thesis 
suggests that conventional fMRI results should be reanalysed and reinterpreted to 
account for the different roles that activation of the same region may represent. 
 
Additionally, the finding that some, but not all, cortical regions communicate with 
multiple signals suggests a potential location for higher-order cognitive processes 
and consciousness (e.g. the global workspace; Shanahan & Baars 2005). For a 
region to be involved in higher-order cognition, it would arguably need to integrate 
the functional signals within many lower-order networks. In this thesis many potential 
regions were identified that can fulfil this role. Interestingly, different ‘hub’ regions 
were found to contain the signals from different portfolios of ICNs, suggesting the 
possibility that there may be many potential ‘global workspaces’, or at least that the 
global workspace may be made up of separable, topographically distant ‘hubs’ where 
different combinations of functional signals come together. How this relates to the 
phenomenology of consciousness, or the executive control of sensory input that is 
crucial to cognition, remains to be established.  
 
In conclusion, this thesis deepens our understanding of the neural mechanisms of 
attention by providing evidence to suggest that the DAN is a predominantly 
visuospatial network whose involvement in auditory attention represents an indirect 
crossmodal role. In addition, this thesis postulates that the frontal nodes of the 
proposed visual and auditory attentional networks largely overlap in the MFG, and 
that the PFC may represent a more restricted amodal component of attention whose 
role is speculated to be in the control of attentional orienting to different modalities. 
Finally, this thesis provides evidence that within heteromodal (or amodal) regions 
there exists a fine-scale functional architecture that could explain how these regions 
support connectivity with disparate brain networks, and why at a coarser scale these 
regions appear to be similarly active for various tasks. Overall, this thesis contributes 
to our understanding of how the brain coordinates information flow from the sensory 
systems, and should inform future neurobiological theories of how the brain is 
functionally organised. 
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7. Future Directions 
Future work that could elaborate on the work presented in this thesis would be to 
conduct an in-depth analysis of how overlapping signals (or ‘echoes’) in the nodes of 
the proposed attentional system (Figure 3.8) are modulated during auditory and 
visual top-down attention tasks. It is possible that this analysis will reveal important 
mechanistic differences between DAN involvement in auditory and visual attention, 
which may shed further light on the direct or indirect role of the DAN in auditory 
attention. Furthermore, a deeper understanding of how ‘echoes’ support network 
integration during attention could reveal novel targets for diagnosing and treating 
disorders of attention such attention-deficit hyperactivity disorder (ADHD). In addition, 
evidence for a superior-inferior visual-auditory gradient was found in both the 
prefrontal and parietal cortices in Chapter 3, which could be further explored using 
intrinsic resting state connectivity and diffusion-weighted imaging. This would 
enhance our understanding of how frontal and parietal regions are organised, and 
further investigate whether subtle topographic differences exist in parietal and frontal 
regions during the allocation of attention to audition and vision. 
 
The link between auditory spatial versus non-spatial attention was not properly 
assessed in this thesis due to time-constraints, and further work would be to try and 
clarify whether the attentional system proposed in Figure 3.8 is dependent on the 
spatial as much as the sensory modalities employed. Given the results of Chapter 4, 
which show an interaction between gaze position and spatial listening, it may be hard 
to resolve oculomotor versus spatial modality-related activations due to these 
inherent crossmodal confounds. Perhaps if, like in Chapter 3, longer trial times were 
used in Chapter 4, better separation between attentional reorienting (which might 
recruit the DAN in the reorienting response) and auditory-task evoked eye 
movements might be achieved. This would further explore whether the DAN only 
mediates indirect aspects of attentive listening (i.e. eye movements), or whether its 
activity is intrinsic to attentive listening. The results of Chapter 3 and 4 suggest that 
the former might be the case. In conclusion, it is hoped that the work presented in 
this thesis will stimulate future research in various fields of cognitive and clinical 
neuroscience. 
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