Quasineutral limit of the viscous quantum hydrodynamic model for semiconductors  by Li, Fucai
J. Math. Anal. Appl. 352 (2009) 620–628Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Quasineutral limit of the viscous quantum hydrodynamic model
for semiconductors
Fucai Li
Department of Mathematics, Nanjing University, Nanjing 210093, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 17 May 2008
Available online 12 November 2008
Submitted by W. Layton
Keywords:
Viscous quantum hydrodynamic model
Incompressible Navier–Stokes equations
Quasineutral limit
Modulated energy functional
The quasineutral limit (zero-Debye-length limit) of viscous quantum hydrodynamic model
for semiconductors is studied in this paper. By introducing new modulated energy
functional and using reﬁned energy analysis, it is shown that, for well-prepared initial
data, the smooth solution of viscous quantum hydrodynamic model converges to the strong
solution of incompressible Navier–Stokes equations as the Debye length goes to zero.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
There are many different mathematical models in semiconductor science in order to simulate the behavior of semi-
conductor devices under different size. In the case of nano-size, quantum effect appears and must be considered in
mathematical models. Typically, there are three kind of quantum models: quantum energy transport (QET) model, quan-
tum drift-diffusion (QDD) model, and quantum hydrodynamic (QHD) model. The QET model and the QDD model was
derived recently by Degond, Méhats and Ringhofer [4]. The QHD model can derived directly in different ways, for example
from Schrödinger–Poisson system by WKB analysis [11], from collisional Wigner equation by momentum method [5] or by
entropy minimization method [14]. By making some assumptions on the Fokker–Planck collision operator in the Wigner
equation and using the momentum method, we can derived the following viscous QHD model (see [7]):
∂tρ
λ + div(ρλuλ)= μρλ, (1.1)
∂t
(
ρλuλ
)
div
(
ρλuλ ⊗ uλ)= 2
2
ρλ∇
(

√
ρλ√
ρλ
)
+ ρλ∇φλ − K∇ρλ − ρ
λuλ
τ
+ μ(ρλuλ), (1.2)
λ2φλ = ρλ − D(x) (1.3)
with initial data
ρλ(x,0) = ρλ0 (x), uλ(x,0) = uλ0(x), x ∈ T3. (1.4)
Here T3 denotes the spatial periodic domain in R3, ρλ the electron density, uλ ≡ (uλ1,uλ2,uλ3) the electron velocity, φλ the
electrostatic potential, λ > 0 the scaled Debye length, K > 0 the temperature, D(x) the background doping proﬁle, τ > 0
the momentum relaxation time, and μ > 0 the diffusive coeﬃcient of electron, respectively. In this paper, for simplicity, we
assume that D(x) ≡ 1, and the positive constants K , τ and μ are independent of the parameter λ.
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mentum equation which expresses the dispersive structure of the equation and makes the system mathematically diﬃcult
to handle. In fact, there are just partial analytical results on both the stationary and the transient cases to the quantum
models. For the QDD model, Jüngel and Pinnau ﬁrst studied the global existence of nonnegative weak solution [15], later
they constructed the positivity-preserving numerical scheme to the solution [16]. The existence of weak solution was also
obtained by Chen and Ju [3], moreover, the semiclassical limit was given. Recently, Jüngel and Violet [18] studied the
quasineutral limit problem of the QDD model in one-dimensional case. The interested reader can see the nice review paper
on QDD model written by Pinnau [24]. The QHD model without viscous terms (i.e. the system (1.1)–(1.3) with μ = 0) was
studied systematically by Jüngel, Li and their collaborators [12,13,20,21], the global existence and large time behavior of
smooth solutions for small initial data were obtained in [12,21]. In [13], Jüngel, Li and Marcati studied the relaxation limit
of QHD model. In [20], Li and Lin considered the quasineutral limit problem of QHD model and showed that the solution
of QHD model converges to the strong solution of the incompressible Euler equations as long as the later exists. Zhang and
Jerome [26] studied the steady-state QHD model in one-dimensional case and obtained the existence of classical solution.
There are a few mathematical results on the viscous QHD model (1.1)–(1.3). In one-dimensional case, Gualdani, Jüngel
and Toscani [6] studied the long-time behavior of classical solution to viscous QHD model and obtained the exponential
decay in time of solution. Gualdani and Jüngel [7] considered the steady-state QHD model and obtained the existence and
uniqueness of solution, the inviscid and semiclassical limits under a relaxed subsonic-type condition. Jüngel and Tang [17]
studied the numerical approximation of the viscous QHD model. Recently, Chen and Dreher [2] investigated the viscous QHD
model in one and higher space dimensional cases and obtained the local-in-time existence of weak solution with periodic
and Neumann boundary conditions respectively.
To the author’s best knowledge, there is no result on quasineutral limit of the viscous QHD model (1.1)–(1.3). Formally,
if we set λ = 0 in the system (1.1)–(1.3), then ρλ = 1, thus, the above system will become the incompressible Navier–Stokes
equations (if v, the limit of uλ , exists)
divv= 0, (1.5)
vt + v · ∇v+ ∇π = μv− v
τ
. (1.6)
The purpose of this paper is to establish above limit rigorously.
Before stating our results, we give some notations used in the sequel. We denote C , Ci (i = 1,2, . . .), and CT be various
positive constants independent of λ, moreover, CT may depend on T . For convenience we denote
∫
f ≡ ∫
T3
f dx. For the
vector ﬁeld w, we denote Pw the divergence-free part of w and Qw the gradient part of w respectively, namely, Qw =
∇−1(divw) and Pw = w− Qw.
It is well known that the incompressible Navier–Stokes equations (1.5)–(1.6) enjoys a unique local smooth solution, i.e.,
Proposition 1.1. (See [19,23].) Assume that the initial vector v(x,0) = v0(x) satisﬁes v0 ∈ Hs, s > 1 + 3/2, and ∇ · v0 = 0. Then
there exists a constant T ∗ ∈ (0,∞) such that the incompressible Navier–Stokes equations (1.5)–(1.6) enjoys a unique solution v ∈
L∞loc([0, T ∗), Hs) satisfying, for any 0 < T < T ∗ , ∇ · v = 0 and
sup
0tT
(‖v‖Hs + ‖∂tv‖Hs−1 + ‖∇π‖Hs + ‖∂t∇π‖Hs−1) CT , (1.7)
where the positive constant CT is dependent only upon T .
In [21], Li and Marcati obtain the global smooth solution of the problem (1.1)–(1.4) with μ = 0 for the small initial data
(ρλ0 ,u
λ
0) satisfying (ρ
λ
0 ,u
λ
0) ∈ H6(T3) × H5(T3), ∇ × uλ0 = 0, and minx∈T3 ρλ0 (x) > 0. It is a straightforward modiﬁcation of
their arguments to obtain the global smooth solution to the problem (1.1)–(1.4) with μ > 0. We omit the details here.
Now we state the main result of our paper.
Theorem 1.2. Suppose that the initial data (ρλ0 ,u
λ
0) ∈ H6(T3) × H5(T3) satisfying ∇ × uλ0 = 0 and minx∈T3 ρλ0 (x) > 0. Denote
(ρλ,uλ,φλ), ρλ > 0, the global smooth solution to the problem (1.1)–(1.4), and assume that the initial data (ρλ0 ,u
λ
0) satisﬁes
ρλ0 = 1+ λ2φλ0 (x), (1.8)
1
2
∫
ρλ
∣∣uλ0 − v0(x)∣∣2 + 
2
2
∫ ∣∣∇
√
ρλ0
∣∣2 + K
∫ (
ρλ0
(
lnρλ0 − 1
)+ 1)+ 2
2
∫ ∣∣∇φλ0 ∣∣2 → 0 as λ → 0. (1.9)
Then, for all 0 < T < T ∗ , the current density sequence Jλ = ρλuλ converges weakly to the strong solution of the incompressible Navier–
Stokes equations (1.5)–(1.6) with initial data v(x,0) = v0(x), and the projection on divergence-free vector ﬁeld P(Jλ) converges to v
in L∞(0, T ; L2(T3)), where T ∗ denote the maximal existence time of the strong solution v given in Proposition 1.1.
If we make more assumptions on the initial data (ρλ,uλ), we can obtain the convergence rate of the quasineutral limit.0 0
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1
2
∫
ρλ
∣∣uλ0 − v0(x)∣∣2 + 
2
2
∫ ∣∣∇
√
ρλ0
∣∣2 + K
∫ (
ρλ0
(
lnρλ0 − 1
)+ 1)+ 2
2
∫ ∣∣∇φλ0 ∣∣2  Cλ, (1.10)
then it holds that
1
2
∫
ρλ
∣∣uλ − v∣∣2 + 2
2
∫ ∣∣∇
√
ρλ
∣∣2 + K
∫ (
ρλ
(
lnρλ − 1)+ 1)+ 2
2
∫ ∣∣∇φλ∣∣2  MT λ, (1.11)
where MT > 0 is a constant independent of λ.
Remark 1.4. The condition (1.9) can be easily satisﬁed. In fact, the strong convergence of uλ0 to v0 in L
2 implies the conver-
gence of the ﬁrst term in (1.9). For any given φλ0 ∈ Hs(T3), s 3+ 3/2, choosing ρλ0 by (1.8), it is easy to verify that
2
2
∫ ∣∣∇
√
ρλ0
∣∣2  Cλ22∥∥∇(φλ0 )∥∥2L2(T3)
and the convergence of the third and fourth terms are also satisﬁed.
Remark 1.5. In the case of μ = 0, Theorem 1.2 implies that, as the Debye length goes to zero, the smooth solution of the
quantum hydrodynamic model converges to the strong solution of the incompressible Euler equations for the isothermal
case, which is not stated in the previous literature.
Remark 1.6. For the general initial data case, in order to pass into the quasineutral limit, we must consider the evolu-
tion of oscillation generated by the nondivergence-free part of initial momentum. This case is in fact mathematically very
complicated and will be considered in a forthcoming paper.
The proof of our result is based on the combination of the modulated energy method, motivated by Brenier [1], and
the weak convergence compactness method. The idea of modulated energy method is to modulate the energy of the given
system by test functions, and to obtain a stability inequality when these test functions are the solution to the limiting
system. In contrast with the results in [1,8–10,20,22,25], where the limiting equations are incompressible Euler equations,
our limiting equations are the incompressible Navier–Stokes equations (1.5)–(1.6), we must deal with the diffusive and
damping terms carefully. Next, our system (1.1)–(1.3) includes a nonlinear third-order derivative term, which makes the
mathematical treatment of it very diﬃcult. Finally, we use the weak convergence compactness method and the reﬁned
energy analysis to obtain the desired convergence results.
2. Proofs of Theorems 1.2 and 1.3
In this section we shall give the proofs of our results by combining the modulated energy method and the weak conver-
gence compactness method.
Proof of Theorem 1.2. Since the whole proof is a bit longer, we divide it into four steps.
Step 1: Basic energy estimates and compact arguments.
We ﬁrst deﬁne the total energy Eλ(t) to the problem (1.1)–(1.4):
Eλ(t) = 1
2
∫
ρλ
∣∣uλ∣∣2 + 2
2
∫ ∣∣∇
√
ρλ
∣∣2 + K
∫ (
ρλ
(
lnρλ − 1)+ 1)+ 2
2
∫ ∣∣∇φλ∣∣2
≡ Eλ1(t) + Eλ2(t) + Eλ3(t) + Eλ4(t). (2.1)
We have the following estimate on Eλ(t).
Lemma 2.1. For the smooth solution to the problem (1.1)–(1.4), we have
∂t E
λ(t) = − 2
τ
Eλ1 −
8Kμ
2
Eλ2 + μ
∫
∇φλ · ∇ρλ − 
2μ
2
∫

√
ρλ√
ρλ
ρλ − μ
∫
ρλ
∣∣∇uλ∣∣2, (2.2)
where |∇uλ|2 ≡∑3i=1 |∇uλi |2 . Moreover, the following inequality holds
Eλ(t) Eλ(0). (2.3)
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Differentiating the terms Eλi (t) (i = 1,2,3,4) directly, and using Eqs. (1.1)–(1.3) and the periodic boundary condition we
obtain
∂t E
λ
1(t) =
1
2
∫
∂tρ
λ
∣∣uλ∣∣2 +
∫
ρλuλ∂tu
λ
= − 2
τ
Eλ1(t) +
∫
ρλ∇φλ · uλ −
∫
K∇ρλ · uλ − 
2
2
∫

√
ρλ√
ρλ
div
(
ρλuλ
)− μ
∫
ρλ
∣∣∇uλ∣∣2, (2.4)
∂t E
λ
2(t) = 2
∫
∇
√
ρλ
(∇
√
ρλ
)
t = −
2
2
∫

√
ρλ√
ρλ
(−div(ρλuλ)+ μρλ), (2.5)
∂t E
λ
3(t) = K
∫
ρλt lnρ
λ = K
∫
∇ρλ · uλ − 8Kμ
2
Eλ2, (2.6)
∂t E
λ
4(t) = λ2
∫
∇φλ · ∂t∇φλ = −
∫
ρλuλ · ∇φλ + μ
∫
∇φλ · ∇ρλ, (2.7)
where we have used the following identity to obtain (2.4)
3∑
i=1
∫

(
ρλuλi
)
uλi −
1
2
ρλ
∣∣uλi ∣∣2 = −
3∑
i=1
∫
ρλ
∣∣∇uλi ∣∣2.
Putting (2.4)–(2.6) together we obtain (2.2).
In order to obtain the inequality (2.3), we ﬁrst introduce the result stated in [2]: if ρλ satisﬁes infx∈T3 ρλ(x) > 0 and
ρλ ∈ H4(T3), then
∫

√
ρλ√
ρλ
ρλ  2
5
∫ (

√
ρλ
)2 + 4
5
∫ |√ρλ|4
ρλ
, (2.8)
∫

√
ρλ√
ρλ
ρλ  5
2
∫ (

√
ρλ
)2 + 2
∫ |√ρλ|4
ρλ
. (2.9)
By integration in parts, we have∫
∇φλ · ∇ρλ = −
∫
φλ
(
ρλ − 1)= − 1
λ2
∫ (
ρλ − 1)2,
and ∫
∇φλ · ∇ρλ = −λ2
∫ ∣∣φλ∣∣2 = −αλ2
∫ ∣∣φλ∣∣2 − 1− α
λ2
∫ (
ρλ − 1)2
for any α > 0. Using the basic inequality
y(ln y − 1) + 1 (y − 1)2, for all y > 0,
we obtain
(
ρλ − 1)2  ρλ(lnρλ − 1)+ 1, −1− α
λ2
∫ (
ρλ − 1)2 −1− α
λ2K
Eλ3 .
From the conservation of mass (1.1), the Poisson equation (1.3), and the assumptions in Theorem 1.2, we get ‖∇φλ‖2 
C‖φλ‖2, thus,
−αλ2
∫ ∣∣φλ∣∣2 −αλ2C∥∥∇φλ∥∥2 = −2αC Eλ4 .
Therefore, we obtain
∂Eλ(t)−C Eλ(t) − μ
∫
ρλ
∣∣∇uλ∣∣2,
which implies that Eλ(t) Eλ(0), i.e., the inequality (2.3) holds. 
We claim that ρλ → 1 in C0([0, T ], D′(T3)). In fact, for any test function η(x) ∈ C∞0 (T3), using the Poisson equation (1.3),
the total energy inequality (2.3), we get
∣∣∣∣
∫ (
ρλ(t, x) − 1)η(x)
∣∣∣∣= λ
(
λ2
∫ ∣∣∇φλ(t, x)∣∣2
)1/2(∫ ∣∣∇η(x)∣∣2
)1/2
 Cλ
(∫ ∣∣∇η(x)∣∣2
)1/2
→ 0 as λ → 0.
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∫ ∣∣Jλ∣∣=
∫ ∣∣√ρλ
√
ρλuλ
∣∣
(∫
ρλ
)1/2(∫
ρλ
∣∣uλ∣∣2
)1/2
 C . (2.10)
Thus, Jλ is bounded in L∞(0, T ; L1(T3)). Hence, up to extracting a subsequence, we obtain that Jλ converges weakly to
a Radon measure J on [0, T ] × T3. For each nonnegative z(t) ∈ C0([0, T ]), we consider the convex functional of (Radon)
measure
K
(
ρλ, Jλ
)

T∫
0
∫ |Jλ(t, x)|2
2ρλ(t, x)
z(t)dxdt = sup
b
T∫
0
∫ {
−1
2
∣∣b(t, x)∣∣2ρλ(t, x) + b(t, x) · Jλ(t, x)
}
z(t)dxdt,
where b spans the space of all continuous functions from [0, T ] ×T3 to R3. Noticing the inequality (2.10) and the fact that
the functional K is lower semi-continuous with respect to the convergence of measure, we get
T∫
0
z(t)
(∫ ∣∣J(t, x)∣∣2 dx
)
dt  C
T∫
0
z(t)dt,
which implies that J ∈ L∞(0, T ; L2(TN )). From the Poisson equation (1.3) and the conservation of mass (1.1), we get
∇x · Jλ = −λ2∂tΦλ + μλ2
(
φλ
)
.
Thus, J is divergence-free in x in the sense of distribution. Furthermore, it follows from Eqs. (1.1)–(1.3) that ∂t J is bounded
in L∞(0, T ; D′(T3)). Using Aubin’s lemma, we obtain that, up to the extraction of a subsequence, J ∈ C0([0, T ], L2weak(T3)).
Similarly, we can show that the divergence-free part of Jλ converges to J in C0([0, T ], D′(T3)).
Step 2: The modulated energy functional and uniform estimates.
From Step 1, we get that Jλ converges to J in L∞(0, T ; D′(T3)) and J ∈ L∞(0, T ; L2(T3)). Next, we need to show that
J= v in L∞(0, T ; L2(T3)). We introduce the modulated energy functional
Hλ(t) = 1
2
∫
ρλ
∣∣uλ − v∣∣2 + 2
2
∫ ∣∣∇
√
ρλ
∣∣2 + K
∫ (
ρλ
(
lnρλ − 1)+ 1)+ 2
2
∫ ∣∣∇φλ∣∣2. (2.11)
By using (2.2) and a direct computation, we obtain
dHλ(t)
dt
= dE
λ(t)
dt
−
∫
∂t
(
ρλuλ · v)+ 1
2
∫
∂t
(
ρλ|v|2)
= − 2
τ
Eλ1 −
8Kμ
2
Eλ2 + μ
∫
∇φλ · ∇ρλ − 
2μ
2
∫

√
ρλ√
ρλ
ρλ − μ
∫
ρλ
∣∣∇uλ∣∣2
−
∫
∂t
(
ρλuλ
) · v−
∫ (
ρλuλ
) · ∂tv+ 1
2
∫
∂tρ
λ|v|2 +
∫
ρλv · vt . (2.12)
Denote
1
2
∫
∂tρ
λ|v|2 +
∫
ρλv · vt −
∫
∂t
(
ρλuλ
) · v−
∫ (
ρλuλ
) · ∂tv=
4∑
i=1
Ii, (2.13)
we have
I3 = −
∫
∂t
(
ρλuλ
) · v
=
∫
v ·
[
div
(
ρλuλ ⊗ uλ)− 2
2
ρλ∇
(

√
ρλ√
ρλ
)
− ρλ∇φ + K∇ρλ + ρ
λuλ
τ
− μ(ρλuλ)
]
= −
∫ (
ρλuλ ⊗ uλ) : ∇v+ II, (2.14)
where the symbol “:” means the summation over both matrix indices and
II = K
∫
∇ρλ · v−
∫
ρλ∇φλ · v+ 
2
2
∫

√
ρλ√
ρλ
div
(
ρλv
)+
∫
ρλuλ · v
τ
+ μ
∫
∇v : ∇(ρλuλ). (2.15)
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−
∫ (
ρλuλ ⊗ uλ) : ∇v = −
∫ (
ρλ
(
uλ − v)⊗ (uλ − v)) : ∇v+
∫ (
ρλv⊗ v) : ∇v−
∫ (
ρλuλ ⊗ v) : ∇v
−
∫ (
ρλv⊗ uλ) : ∇v,
we get
I2 + I4 −
∫ (
ρλv⊗ uλ) : ∇v+
∫ (
ρλv⊗ v) : ∇v =
∫ [
vt + (v · ∇)v
] · (ρλv− ρλuλ).
Noticing
−
∫ (
ρλuλ ⊗ v) : ∇v = 1
2
∫
∇ · (ρλuλ)|v|2 = 1
2
∫ [−∂tρλ + μρλ]|v|2 = −I1 + μ
2
∫
ρλ|v|2,
we obtain
4∑
j=1
I j = −
∫ (
ρλ
(
uλ − v)⊗ (uλ − v)) : ∇v+ μ
2
∫
ρλ|v|2 +
∫ [
vt + (v · ∇)v
] · (ρλv− ρλuλ)+ II
= −
∫ (
ρλ
(
uλ − v)⊗ (uλ − v)) : ∇v+ μ
2
∫
ρλ|v|2 +
∫ (
ρλv− ρλuλ) ·
[
−∇π + μv− v
τ
]
+ II.
Therefore, we get
dHλ(t)
dt
= − 2
τ
Eλ1 −
8Kμ
λ2
Eλ2 + μ
∫
∇φλ · ∇ρλ − λ
2μ
2
∫

√
ρλ√
ρλ
ρλ − μ
∫
ρλ
∣∣∇uλ∣∣2
−
∫ (
ρλ
(
uλ − v)⊗ (uλ − v)) : ∇v+ μ
2
∫
ρλ|v|2 +
∫ (
ρλv− ρλuλ) ·
[
−∇π + μv− v
τ
]
+ K
∫
∇ρλ · v−
∫
ρλ∇φλ · v+ 
2
2
∫

√
ρλ√
ρλ
div
(
ρλv
)+
∫
ρλuλ · v
τ
+ μ
∫
∇v : ∇(ρλuλ). (2.16)
Now we deal with the terms in (2.16). First, noticing divv= 0, we have
K
∫
∇ρλ · vdx = −K
∫
div
(
ρλv
)
dx = 0. (2.17)
The inequality (1.7) implies that ‖∇v‖L∞ is bounded, thus, we obtain
−
∫ (
ρλ
(
uλ − v)⊗ (uλ − v)) : ∇v C‖∇v‖L∞
∫
ρλ
∣∣uλ − v∣∣2 dx. (2.18)
Using the Poisson equation (1.3), we obtain∣∣∣∣−
∫
ρλ∇φλ · v
∣∣∣∣=
∣∣∣∣−
∫ (
ρλ − 1)∇φλ · v−
∫
∇φλ · v
∣∣∣∣=
∣∣∣∣−λ2
∫
φλ∇φλ · v
∣∣∣∣ λ2‖∇v‖L∞
∫ ∣∣∇φλ∣∣2. (2.19)
By using the inequality (1.7) and divv = 0, we get∣∣∣∣
2
2
∫

√
ρλ√
ρλ
div
(
ρλv
)∣∣∣∣ 
2
2
‖v‖L∞
∫ ∣∣∇
√
ρλ
∣∣2. (2.20)
Noticing
− 2
τ
Eλ1 +
∫
ρλuλ · v
τ
+
∫ ∫ (
ρλv− ρλuλ) ·
(
− v
τ
)
= − 1
τ
∫
ρλ
∣∣uλ − v∣∣2 (2.21)
and
−μ
∫
ρλ
∣∣∇uλ∣∣2+
∫ (
ρλv− ρλuλ) · (μv) + μ
∫
∇v : ∇(ρλuλ)
= −μ
∫
ρλ
∣∣∇uλ − ∇v∣∣2 + μ
∫
∇v : (∇ρλ ⊗ uλ)+ μ
2
∫
ρλ|v|2, (2.22)
we conclude that the remainder terms needed to deal with in (2.16) are∫ (
ρλv− ρλuλ) · ∇π,
∫
∇v : (∇ρλ ⊗ uλ), μ
∫
ρλ|v|2. (2.23)2
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ρλv− ρλuλ) · ∇π =
∫
∇π · v(ρλ − 1)+
∫
∇π · (ρλuλ)= λ2
∫
φλ∇π · v−
∫
π
[
∂tρ
λ − μρλ]. (2.24)
The Young’s inequality implies that
λ2
∣∣∣∣
∫
φλ∇π · v
∣∣∣∣ λ2
(
λ
∥∥∇φλ∥∥2L2 + 1λ
∥∥∇(∇π · v)∥∥2L2
)
. (2.25)
A direct calculation gives
−
∫
π
[
∂tρ
λ − μ
∫
ρλ
]
= −
∫
π∂t
(
ρλ − 1)+ λ2μ
∫
π
(
φλ
)
= −λ2
∫
π∂t
(
φλ
)+ λ2μ
∫
πφλ
= −λ2 d
dt
∫
πφλ + λ2
∫
φλπt + λ2μ
∫
πφλ. (2.26)
Applying the Young’s inequality again, we get
λ2
∣∣∣∣
∫
φλπt
∣∣∣∣= λ2
∣∣∣∣
∫
∇φλ · ∇πt
∣∣∣∣ λ2
(
λ
∥∥∇φλ∥∥2L2 + 1λ‖∇πt‖2L2
)
, (2.27)
λ2μ
∣∣∣∣
∫
πφλ
∣∣∣∣= λ2μ
∣∣∣∣
∫
∇φλ · ∇π
∣∣∣∣ λ2μ
(
λ
∥∥∇φλ∥∥2L2 + 1λ‖∇π‖2L2
)
. (2.28)
For the second term in (2.23), we have∫
∇v : (∇ρλ ⊗ uλ)=
∫
∇v : (∇ρλ ⊗ (uλ − v))−
∫
∇v : (∇ρλ ⊗ v). (2.29)
With the help of the Young’s inequality we obtain∣∣∣∣
∫
∇v : (∇ρλ ⊗ (uλ − v))
∣∣∣∣ ‖∇v‖L∞
∫ ∇ρλ√
ρλ
⊗ [
√
ρλ
(
uλ − v)]
 C‖∇v‖L∞
(
2
∥∥√∇ρλ∥∥2L2 + 12
∫
ρλ
∣∣uλ − v∣∣2
)
, (2.30)
−
∫
∇v : (∇ρλ ⊗ v)=
∫
ρλ|v|2, (2.31)
∫
ρλ|v|2 = λ2
∫

(
φλ
)|v|2  Cλ2
(
λ
∥∥∇φλ∥∥2L2 + 1λ‖v‖2H3
)
. (2.32)
Putting (2.17)–(2.32) together, pulling them into (2.16), and using the inequality (2.3), we obtain
d
dt
Hλ(t) C1Hλ(t) − λ2 d
dt
∫
πφλ + C2λ2 + C3λ. (2.33)
Step 3: Convergence of the modulated energy functional.
In order to apply Gronwall’s inequality, we rewrite (2.33) as
d
dt
{
Hλ(t) + λ2
∫
πφλ
}
 C1
(
Hλ(t) + λ2
∫
πφλ
)
− C1λ2
∫
πφλ + C2λ2 + C3λ. (2.34)
Integrating (2.34) over (0, t), t ∈ (0, T ], we get
Hλ(t) + λ2
∫
πφλ  C1
t∫
0
{
Hλ(s) + λ2
∫
πφλ
}
ds + T (C2λ2 + C3λ)+ Hλ(0).
Thus, by the deﬁnition of Hλ(t) and the estimate
λ2
∣∣∣∣
∫
πφλ
∣∣∣∣ λ2
(
λ
∥∥∇φλ∥∥2L2 + 1λ‖∇π‖2L2
)
,
we obtain
Hλ(t) C1
t∫
Hλ(s)ds + Hλ(0) + T (C2λ2 + C3λ).0
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lim
λ→0 H
λ(t) = 0. (2.35)
Step 4: End the proof of Theorem 1.2.
In order to complete the proof of Theorem 1.2, we introduce a new functional
hλ(t)
∫ |Jλ(t, x) − ρλ(t, x)v(t, x)|2
2ρλ(t, x)
dx = sup
b
∫ {
−1
2
∣∣b(x)∣∣2ρλ(t, x) + b(x) · (Jλ − ρλ(t, x)v(t, x))
}
dx, (2.36)
where b spans the space of all continuous functions from T3 to R3. By Cauchy–Schwarz’s inequality, we obtain
hλ(t) 1
2
∫
ρλ(t, x)
∣∣uλ(t, x) − v(t, x)∣∣2 dx Hλ(t).
Noticing ρλ → 1, Jλ → J as λ → 0, and the convexity of the functional deﬁned by (2.36), we get∫ ∣∣J(t, x) − v(t, x)∣∣2 dx 2 lim
λ→0h
λ(t) 2 lim
λ→0 H
λ(t) = 0.
This completes the proof of Theorem 1.2. 
Proof of Theorem 1.3. From the proof of Theorem 1.2, we get
Hλ(t) C1
t∫
0
Hλ(s)ds + Hλ(0) + T C2λ.
Using the condition (1.10), we obtain Hλ(0) Cλ. The Gronwall’s inequality implies that
Hλ(t) MT λ
for some positive constant MT , which completes the proof. 
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