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The logical and algorithmic properties of stable conditional independence (CI) as an alter-
native structural representation of conditional independence information are investigated.
We utilize recent results concerning a complete axiomatization of stable conditional inde-
pendence relative to discrete probability measures to derive perfect model properties of
stable conditional independence structures. We show that stable CI can be interpreted as
a generalization of Markov networks and establish a connection between sets of stable
CI statements and propositional formulas in conjunctive normal form. Consequently, we
derive that the implication problem for stable CI is coNP-complete. Finally, we show that
Boolean satisﬁability (SAT) solvers can be employed to efﬁciently decide the implication
problem and to compute concise, non-redundant representations of stable CI, even for
instances involving hundreds of random variables.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Conditional independence is an important concept in many calculi for dealing with knowledge and uncertainty in artiﬁ-
cial intelligence. The notion plays a fundamental role for learning and reasoning in intelligent systems. A conditional inde-
pendence (CI) statement speaks to the independence of two sets of random variables relative to a third: given three mutually
disjoint sets A;B, and C of random variables, A and B are conditionally independent relative to C if any instantiation of the
variables in C renders the variables in A and B independent. In other words, if we have knowledge about the state of C, then
knowledge about the state of A does not provide additional evidence for the state of B and vice versa. We use the notation
IðA;BjCÞ to specify this independence condition.
When novel information becomes available in a probabilistic system, the set of associated, relevant CI statements changes
dynamically. However, some of the CI statements will continue to hold, i.e., they remain stable under change in the system.
Technically, the notion of stability of a CI statement IðA;BjCÞ, in the context of a set of random variables S and a set of CI
statements C, is deﬁned by requiring that, for every superset C 0  C which is disjoint from A and B, the CI statement
IðA;BjC0Þ also holds. In other words, the independence of A and B relative to C is unaffected by adding random variables
to C. Clearly, this property does not hold in general. Adding variables to the set C may affect the (in-)dependence of A and
B. A special case for which the stability of the CI statement IðA;BjCÞ is guaranteed is the situation where A [ B [ C ¼ S. (When
A [ B [ C ¼ S, the CI statement IðA;BjCÞ is said to be saturated.)
Among the most frequently used models for representing conditional independence information are graphs, wherein the
nodes correspond to random variables and the edges encode the (in-)dependence information among the variables. The most. All rights reserved.
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532 M. Niepert et al. / International Journal of Approximate Reasoning 51 (2010) 531–543comprehensive reference in the area of graphical models is Pearl’s seminal book [1]. There are three main types of graphical
models: undirected graphs, directed graphs, and chain graphs. In this paper, we focus speciﬁcally on undirected graphical
models (also called Markov networks) since we will be able to show that the class of stable CI structures is a generalization
of the class of CI structures represented by Markov networks. Let S ¼ fa; b; c; dg be a set of random variables, and let G be the
Markov network shown in Fig. 1. Then, G represents the CI statements Iða; bjcdÞ and Iðc; djabÞ. (In this paper, we use the nota-
tion a1    an for the set fa1; . . . ; ang.) Other representations of conditional independence information are imsets. The theoret-
ical foundations of imsets and related methods is covered in [2] and a practical algorithm for inference based on this theory is
presented in [3]. Stable conditional independence has several potential applications, especially for the concise representation
of CI information. One of the useful properties of the existence of a stable CI statement IðA;BjCÞ in a set of CI statements C is
that, in a representation of C, it is not necessary to maintain CI statements of the form IðA; BjC0Þ, where C0 is a strict superset of
C (for a more in-depth discussion of this we refer the reader to [4]). This can lead to a substantial decrease in the number of CI
statements that need to be stored in the system. The importance of stable conditional independence for reducing the com-
plexity of representation of conditional independence structures has recently been established [4,5].
In this paper, we approach the paradigm of stable CI as a strict generalization of Markov networks to represent and
reason about conditional independence. A good understanding of its logical and algorithmic properties will lead to new
theoretical insights and applications in the ﬁeld of uncertain reasoning. While several results regarding these properties
exist [4,6,5], no study has investigated these as comprehensively as it was done for unrestricted CI and graphical mod-
els relative to the class of discrete probability measures [7,8]. In this paper, we extend this study to stable conditional
independence by utilizing recent results concerning a ﬁnite sound and complete axiomatization of the implication
problem for stable CI statements, relative to discrete probability measures [9]. In particular, we show that (1) every
stable CI structure has a perfect model, i.e., a discrete probability measure that satisﬁes all the CI statements in C,
but none other, (2) there exist stable CI structures that do not have a perfect model relative to the class of binary dis-
crete probability measures, (3) the number of distinct stable CI structures grows at least double-exponentially with the
number of random variables, and (4) every set of CI statements represented by a Markov network is a set of stable CI
statements. We establish a direct connection between sets of stable CI statements and propositional formulas in con-
junctive normal form and use this connection to show that the conditional independence implication problem for sta-
ble conditional independence is coNP-complete. In light of these results, we present experimental results that show
how existing SAT solvers can be employed to (1) decide instances of the stable CI implication problem and (2) compute
concise, non-redundant representations of stable CI structures, even for instances involving hundreds of random
variables.
This article is structured as follows: in Section 2 we will formally introduce some important basic notions such as
probabilistic conditional independence (CI), Markov networks, perfect models for CI structures, and the implication prob-
lem for probabilistic CI statements. Where possible, we will refer the reader to previous work by other authors. In Sec-
tion 3 we will present several inference systems for probabilistic CI statements which are sound and/or complete with
respect to different probabilistic CI structures. In Section 4 we recall the notion of stable conditional independence and
present an inference system that we have shown to be sound and complete for the implication problem for stable CI
statements. We use this characterization to prove that stable CI structures are a generalization of both saturated CI
statements and Markov models. Furthermore, we show that every stable CI structure has a discrete perfect model,
but that there exist stable CI structures that do not have discrete perfect models over binary variables. In addition,
we harness this axiomatization to prove that the number of stable CI structures grows at least double-exponentially
in the number of random variables. In Section 5 we derive the computational complexity of the implication problem
for stable CI via reduction from the complement of the propositional satisﬁability problem (SAT). In Section 6 we show
how existing satisﬁability solvers can be employed to efﬁciently decide instances of the stable CI implication problem
and validate the analytical results experimentally in Section 7. Finally, in Section 8, we summarize the results and
brieﬂy outline possible future work.Fig. 1. An undirected graphical model over 4 variables representing the stable CI structure fIða; bjcdÞ; Iðc; djabÞg. Please note that we always omit symmetric
and trivial CI statements.
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Conditional independence is an important concept for dealingwith knowledge and uncertainty in artiﬁcial intelligence. For
instance, in the area of uncertain reasoning and graphical models, conditional independence facilitates the concise represen-
tation of, and efﬁcient reasoningwith, probability distributions deﬁned over sets of random variables [1]. Muchwork has been
done to investigate and formalize the theoretical properties of probabilistic conditional independence. We would like to refer
the reader to Pearl [1], Studeny´ [2], and Geiger and Pearl [7] for related foundational work in this area. We will now start with
some basic yet important deﬁnitions. Throughout this paper, S will be a non-empty, ﬁnite set of random variables.
Deﬁnition 1. Let S be a ﬁnite set. The expression IðA;BjCÞ, with A;B, and C pairwise disjoint subsets of S, is called a conditional
independence (CI) statement over S.
The CI statement IðA;BjCÞ over S is called saturated if A [ B [ C ¼ S.
2.1. Markov networks
Deﬁnition 2. AMarkov network over a ﬁnite set S is an undirected graph Gwith nodes corresponding to random variables in
S. The conditional independence statement IðA;BjCÞ is represented by G if every path in G between a node in A and a node in B
contains a node in C, or, equivalently, if C separates A and B.
Each Markov network G over S represents a set of conditional independence statements through this separation criterion.
The set of CI statements represented by G will be denoted by CðGÞ. Every set of CI statements CðGÞ represented by a Markov
network G will be called a Markov model.
Markovmodels can be completely axiomatized using the inference system from Table 3 [10]. TheMarkov network in Fig. 1
represents the set of CI statements fIða; bjcdÞ; Iðc; djabÞg. Please note that we always omit symmetric and trivial CI statements.
2.2. Satisfaction of a CI statement by a probability measure
In this section, we recall the notion of a probability measure satisfying a CI statement.
Deﬁnition 3. A probability model over S ¼ fs1; . . . ; sng is a pair ðdom; PÞ, where dom is a domain mapping that maps si to a
ﬁnite non-empty domain domðsiÞ;1 6 i 6 n, and P is a probability measure having domðs1Þ      domðsnÞ as its sample
space. We say that P is a binary probability measure if, for each si;1 6 i 6 n; domðsiÞ ¼ f0;1g.
For A ¼ fa1; . . . ; akg# S, we will say that a is a domain vector of A if a 2 domða1Þ      domðakÞ.
In what follows, we only refer to probability measures, keeping their underlying probability models implicit.
Deﬁnition 4. Let IðA;BjCÞ be a CI statement over S and let P be a probability measure. We say that P satisﬁes IðA;BjCÞ if, for all
domain vectors a, b, and c of A;B, and C, respectively, PðcÞPða;b; cÞ ¼ Pða; cÞPðb; cÞ.
Deﬁnition 5. Let S be a ﬁnite set of random variables. A probability measure P is Markovian with respect to a Markov net-
work G over S, if IðA;BjCÞ is represented by G implies that P satisﬁes IðA;BjCÞ. A probability measure P is perfectly Markovian
with respect to G if the converse implication holds as well.2.3. The conditional independence implication problem
Relative to the notion of satisfaction, we can now deﬁne the conditional independence implication problem.
Deﬁnition 6. Let C be a set of CI statements over S, let c be a CI statement over S, and let P be the class of discrete probability
measures over S. We say that C implies c relative to P, and write C  c, if each probability measure in P that satisﬁes the CI
statements in C also satisﬁes the CI statement c. The set fcjC  cg will be denoted by C.
Deﬁnition 7. The conditional independence (CI) implication problem is the problem of deciding the languagefðS; C; cÞjC a set of CI statements over S; c a CI statement over S; C  cg:
We can now deﬁne the notion of perfect models for sets of CI statements and the notion of a CI structure.
Deﬁnition 8. Let C be a set of CI statements over S. C is a CI structure relative to the class of discrete probability measures, if
and only if C ¼ C. Furthermore, we say that a probability measure P is a perfect model for C if P satisﬁes all the CI statements
in C and none other.3. Inference systems for CI implication problems
Given the notion of a CI implication problem, it is common place to consider inference rules and systems that are sound
for these problems. An inference rule (an inference system) is sound relative to the class of discrete probability measures if it
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said to be complete.
The best know sound inference system for the CI implication problem relative to the class of discrete probability mea-
sures is the semi-graphoid axiom system [10]. We denote it by G and its inference rules are listed in Table 1. Note, however,
that system G is not complete. In fact, it is known that there does not exist a ﬁnite set of sound inference rules that is sound
and complete for the implication problem on unrestricted CI statements [2]. It is also unknown whether this implication
problem is decidable.
For the implication problem for saturated CI statements, the situation is different. Table 2 lists the inference rules of sys-
tem S, which is sound and complete for this implication problem relative to the class of discrete probability measures [10].
For sets of CI statements represented by Markov networks, the situation is yet different. Table 3 lists inference systemM,
which is a ﬁnite set of inference rules that is sound and complete for the implication problem for sets of CI statements rep-
resented by Markov networks, relative to the class of discrete probability measures [10].
Let I be an inference system for CI statements. The derivability of a conditional independence statement c from a set of
conditional independence statements C under the inference rules of system I is denoted by C‘Ic.
4. Stable conditional independence
When novel information becomes available to a probabilistic system, the set of associated, relevant CI statements changes
dynamically. However, some of these CI statements will continue to be satisﬁed, i.e., they remain stable. The paradigm of
stable conditional independence, and some of its the properties, were ﬁrst investigated by Matúš [6], who named it ascending
conditional independence, and later by de Waal and van der Gaag [4], who coined the term stable conditional independence.
Every set of CI statements can be partitioned into its stable and unstable part. In this section, we will recall two different char-
acterizations of stable CI structures, one using a ﬁnite set of inference rules, and the other using the lattice-inclusion propertyTable 1
System G, the semi-graphoid axiom system, is sound, but not complete, for the implication problem for unrestricted CI statements.
IðA; ;jCÞ Triviality
IðA; BjCÞ ! IðB;AjCÞ Symmetry
IðA; B [ DjCÞ ! IðA;DjCÞ Decomposition
IðA; BjC [ DÞ & IðA;DjCÞ ! IðA;B [ DjCÞ Contraction
IðA; B [ DjCÞ ! IðA; BjC [ DÞ Weak union
Table 4
The inference rules of system A.
IðA; ;jCÞ Triviality
IðA; BjCÞ ! IðB;AjCÞ Symmetry
IðA; B [ DjCÞ ! IðA;DjCÞ Decomposition
IðA; BjCÞ&IðA;DjB [ CÞ ! IðA; B [ DjCÞ Contraction
IðA; BjCÞ ! IðA;BjC [ DÞ Strong union
IðA; BjCÞ&IðD; EjA [ CÞ&IðD; EjB [ CÞ ! IðD; EjCÞ Strong contraction
Table 3
System M is sound and complete for the CI implication problem for CI statements represented by Markov networks.
IðA; ;jCÞ Triviality
IðA; BjCÞ ! IðB;AjCÞ Symmetry
IðA; B [ DjCÞ ! IðA;DjCÞ Decomposition
IðA; BjCÞ ! IðA;BjC [ DÞ Strong union
IðA; BjC [ DÞ&IðA;DjB [ CÞ ! IðA;B [ DjCÞ Intersection
IðA; BjCÞ ! IðA; fdgjCÞ _ Iðfdg; BjCÞ Transitivity
Table 2
System S is sound and complete for the CI implication problem for saturated statements. Note that the inference rule contraction has a slightly different form to
accommodate saturated CI statements [7].
IðA; ;jCÞ Triviality
IðA; BjCÞ ! IðB;AjCÞ Symmetry
IðA [ D;BjCÞ&IðA;DjB [ CÞ ! IðA;B [ DjCÞ Contraction
IðA; B [ DjCÞ ! IðA; BjC [ DÞ Weak union
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rules in Table 4 will be denoted byA. This inference systemwas shown to be a complete axiomatization of stable conditional
independence [9]. The symmetry, decomposition, and contraction rules are part of the semi-graphoid axioms [10] (see Table 1).
Strong union andstrong contraction are additional inference rules.
Stable independence can be deﬁned relative to a set of CI statements [4,5]. However, we approach the paradigm of stable
CI as a mechanism for the succinct representation of CI information, much like graphical models are used for this purpose.
Instead of assuming that every CI statement is satisﬁed by a probability measure which is perfectly Markovian with respect
to a graphical model, we assume that every CI statement is satisﬁed by a probability measure which is perfectly Markovian
with respect to a set of stable CI statements. Therefore, in the remainder of the paper, a set of stable conditional indepen-
dence statements will be any set of CI statements that are implicitly known to be stable. Whenever we say that a set of CI
statements is stable, we implicitly assume that C satisﬁes the required condition. Hence, in general, a set of stable CI state-
ments C can be different from the set C. The motivation for this approach is to achieve a structural representation of con-
ditional independence information which is broader than Markov networks but which still allows for efﬁcient implication
testing and storage. The next deﬁnition formalizes this approach.
Deﬁnition 9. Let C be a set of CI statements. We say that C is a set of stable CI statements, if for all IðA;BjCÞ 2 C and for all
C0  C we have that IðA;BjC0Þ 2 C. Equivalently, a set of stable CI statements is a set of CI statements for which the inference
rule strong union (see Table 3) is sound. A stable CI structure is a set of stable CI statements C such that C ¼ C.
One might expect, based on the deﬁnition of stable CI, that it is sufﬁcient to have the inference rule strong union in system
A but not strong contraction. However, as the following example demonstrates, system A without strong contraction is not
complete for the stable CI implication problem.
Example 10. Let S ¼ fa; b; c; dg and consider the set of stable CI statements C ¼ fIða; bj;Þ; Iða; bjcÞ; Iða; bjdÞ;
Iða; bjcdÞ; Iðc; djaÞ; Iðc; djbÞ; Iðc; djabÞg. We know that Iðc; dj;Þ is implied by C [11]. However, one can verify that Iðc; dj;Þ
cannot be derived from C under A without the rule strong contraction.
The following result follows immediately from Deﬁnition 9.
Proposition 11. Let C be a set of saturated CI statements over S. Then C is a set of stable CI statements over S.
In analogy to the deﬁnition of a (perfectly) Markovian probability measure with respect to graphical models (Deﬁnition
5), we can deﬁne the concept of a (perfectly) Markovian probability measure with respect to stable CI structures. We will
closely follow the terminology from [7], also using the notion of a perfect model.
Deﬁnition 12. Let C be a stable CI structure. A probability measure P is Markovian with respect to C if IðA;BjCÞ 2 C implies
that P satisﬁes IðA;BjCÞ. A probability measure P is perfectly Markovian with respect to C if the converse implications holds as
well. We say that a probability measure is a perfect model for C if and only if it is perfectly Markovian with respect to C.4.1. The implication problem for stable conditional independence
Here, we recall two characterizations of the implication problem for stable CI statements (the stable CI implication prob-
lem), one in terms of a ﬁnite system of inference rules, and another using the lattice-inclusion property [9]. We will use these
results to show that each stable CI structure has a perfect model with respect to discrete probability measures, but not with
respect to binary discrete probability measures.
A powerful tool in deriving results about the CI implication problem is the association of semi-lattices with CI statements
[9]. We refer the reader to Grätzer [12] for a comprehensive book on lattice-theory and related concepts. Given subsets A and
B of S we write ½A;B for the lattice fUjA#U#Bg. Please note that fUjA#U#Bg ¼ ; if AB.
Deﬁnition 13. Let IðA;BjCÞ be a CI statement over S. The semi-lattice associated with IðA;BjCÞ, and denoted by LðA;BjCÞ is the
set ½C; S  ð½A; S [ ½B; SÞ.
Example 14. Let S ¼ fa; b; c; dg and consider the CI statement Iða; bjcÞ. Then Lða; bjcÞ ¼ ½c; S  ð½a; S [ ½b; SÞ ¼ fc; cdg.
We will often write LðcÞ to denote the semi-lattice associated with a CI statement c and LðCÞ to denote the union of semi-
lattices,
S
c02CLðc0Þ, associated with a set of CI statements C. We can now state the two characterizations for the conditional
independence implication problem for stable CI statements relative to the class of discrete probability measures which was
proven in previous work [9].
Theorem 15. Let C be a set of stable CI statements over S and let c be a CI statement over S. Then the following statements are
equivalent
(a) C  c;
(b) C‘Ac; and
(c) LðCÞ  LðcÞ.
536 M. Niepert et al. / International Journal of Approximate Reasoning 51 (2010) 531–543Example 16. Let S ¼ fa; b; d; eg, let C ¼ fIða; bj;Þ; Iðd; ejaÞ; Iðd; ejbÞg be a set of stable CI statements, and let c ¼ Iðd; ej;Þ. We
know, by strong contraction, that C‘Ac and, therefore, C  c by Theorem 15. Now, LðCÞ ¼ f;; d; e; deg [ fa; abg [ fb; abg
¼ f;; a; b; d; e; ab; deg  f;; a; b; abg ¼ LðcÞ.
The next result follows from the existence of discrete perfect models with respect to CI statements [7], a result which was
later strengthened by Ref. [13] for sets of CI statements represented by Markov networks.
Proposition 17. For every stable CI structure C, there exists a discrete probability measure P such that P is a perfect model for C.
However, the previous result does not hold for the class of binary discrete probability measures.
Proposition 18. There exists a stable CI structure for which no binary discrete probability measure is a perfect model.
Proof. Let S ¼ fa; b; cg and let C ¼ fIða; bj;Þ; Iða; bjcÞg. C is a set of stable CI statements by Deﬁnition 9. We have that
Lða; bj;Þ ¼ f;; cg and Lða; bjcÞ ¼ fcg. Now, since Lða; cj;Þ ¼ f;; bg;Lða; cjbÞ ¼ fbg;Lðb; cj;Þ ¼ f;; ag, and Lðb; cjaÞ ¼ fag, we
have by Theorem 15(c) that the CI statements Iða; cj;Þ; Iða; cjbÞ, Iðb; cj;Þ, and Iðb; cjaÞ are all not implied by C. Hence, C is a sta-
ble CI structure. However, we know that every binary probability measure that satisﬁes the CI statements in C also satisﬁes
either Iða; cj;Þ or Iðb; cj;Þ [7]. Thus, no binary probability measure is a perfect model for C. h
The combination of these result shows that the paradigm of stable CI has the same perfect model properties as unre-
stricted CI.4.2. Markov networks and stable conditional independence
The primary goal of this section is to relate stable conditional independence to Markov networks. In particular, we will
show that every set of CI statements represented by a Markov network is a stable CI structure. Consequently, Markov net-
works are a specialization of the more general notion of stable conditional independence structures.
Theorem 19. Let G be a Markov network over S. Then the set of CI statements represented by G, that is, CðGÞ, is a stable CI
structure.
Proof. It is well-known that the ﬁrst ﬁve rules of the inference system in Table 4 are sound for vertex separation in undi-
rected graphs [1] (see Table 3). We will sketch the proof of the soundness of strong contraction with respect to vertex sep-
aration in undirected graphs. Let A;B;C;D; E be pairwise disjoint subsets of a ﬁnite set S of vertices of an undirected graph. If
there is no undirected path between D and E inference rule strong contraction holds trivially. Hence, let us assume that there
exists at least one undirected path between vertices in D and vertices in E, and let IðA;BjCÞ; IðD; EjA [ CÞ, and IðD; EjB [ CÞ hold.
Since D and E are thus separated by A [ C and B [ C, every path between D and E must pass through either (1) A and B, (2) C,
(3) A and C, (4) B and C, or (5) A;B, and C. Cases (2), (3), (4) and (5) already imply that C separates D and E. Now, since by
assumption IðA;BjCÞ holds, we know that every path between D and E that passes through A and B must additionally always
pass through C between A and B. Hence, in all possible cases, we have that C separates D and E and, therefore, IðD; EjCÞ. Thus,
strong contraction is sound for vertex separation in undirected graphs. It follows that inference system A is sound for vertex
separation in Markov networks. Now, every set of CI statements represented by a Markov network is stable since strong union
is sound. It is also a stable CI structure because A is sound and Theorem 15(a) & (b) states that A can infer all stable CI
statements. h
Corollary 20. For every Markov network G there exists a stable CI structure C, and every discrete probability measure that is (per-
fectly) Markovian w.r.t. G satisﬁes the elements in C (and none other).
Theorem 19 implies that the notion of stable conditional independence is a generalization of Markov networks. In what
follows, we will investigate how much broader this notion is compared to such networks. First, we show that there exists a
stable CI structure that cannot be represented by a Markov network.
Proposition 21. There exists a stable CI structure C over a set S, such that for each Markov network G over S; C–CðGÞ.
Proof. Let S ¼ fa; b; c; dg and let C ¼ fIða; bjcdÞ; Iða; djbcÞg be a set of CI statements. By Deﬁnition 9 it is a set of stable CI state-
ments. We have that Lða; bjcdÞ ¼ fcdg and Lða; djbcÞ ¼ fbcg. Hence, by Theorem 15 (c), no other CI statement is implied by C.
Thus, C is a stable CI structure. However, every Markov network that represents these two CI statements also represents the
CI statement Iða; bdjcÞ by the inference rule intersection (see Table 3) which is sound for separation in undirected graphs [1].
Thus, the class of all CI structures represented by the class of Markov networks is a strict subclass of the class of stable CI
structures. h
Fig. 2 depicts some relationships between different structural representations of conditional independence information.
Please note that each saturated CI structure is trivially a stable CI structure.
Fig. 2. Inclusion relationships between different representations of conditional independence. Every Markov model is a stable CI structure (Theorem 19).
Every saturated CI structure is trivially a stable CI structure.
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In this section, we will show, given a set of random variables S, that the number of distinct stable conditional indepen-
dence structures grows at least double-exponentially. This shows analytically that stable conditional independence can rep-
resent a much broader class of CI structures compared to undirected models, since there can only be 2ðjSjðjSj1ÞÞ=2 different
undirected graphical models over a set of random variables S.
Lemma 22. Let S be a ﬁnite set of discrete random variables. Then, the number of distinct stable CI structures dS over S is at leastdS P
XjSj2
i¼0
2
 jSj
2
 jSj  2
i

 1
0
BB@
1
CCA:Proof. Let S be a ﬁnite set, let V # Swith jV j ¼ jSj  2, and let U#V . For every lattice ½U;V , there exists a stable CI structure C
(for instance, C ¼ fIðu;v jU0ÞjU0  U; fu;vg ¼ S VgÞ such that LðCÞ ¼ ½U;V  by Deﬁnition 9. Consider the set
DSi ¼ f½U;V jjV j ¼ jSj  2; jUj ¼ jSj  2 i;U#V # Sg. There are
jSj
2
 
different subsets of S of size jSj  2. Each of these sub-
sets V has jSj  2jSj  2 i
 
¼ jSj  2
i
 
different subsets of size jSj  2 i. Hence, we have that jDSi j ¼
jSj
2
  jSj  2
i
 
. Now, for
every i ¼ 0 . . . ðjSj  2Þ, each non-empty subset of the set DSi corresponds to a set of stable CI statements whose union of semi-
lattices is distinct from the union of semi-lattices of all other subsets of DSi , and, in addition, whose union of semi-lattices is
also distinct from the union of semi-lattices of all non-empty subsets of every DSj with i–j. Thus, by Theorem 15, each of the
non-empty subsets of DSi gives rise to a new stable CI structure. Hence, from each D
S
i we get 2
 jSj
2
 jSj  2
i

 1 distinct sta-
ble CI structures. Since i ranges from 0 to jSj  2 the statement of the lemma follows. h
Example 23. For jSj ¼ 3 there are eight Markov networks, 22 unrestricted [2], and 14 stable CI structures. For jSj ¼ 4 there
are 64 Markov networks [2], 18,478 unrestricted [14], and at least 4221 distinct stable CI structures. For jSj ¼ 5 there are at
least 2,147,485,692 distinct stable CI structures.
Using Lemma 22, we can show that the number of stable CI structures grows double-exponentially with the size of S.
Theorem 24. The number of stable CI structures over a ﬁnite set S grows at least double-exponentially with the size of S. 
Proof. Let S be a ﬁnite set and assume without loss of generality that jSj  2 is even. It is known that nk P ðn=kÞ
k and,
therefore,XjSj2
i¼0
2
 jSj
2
 jSj  2
i

P 2
 jSj
2
 jSj  2
ðjSj  2Þ=2

P 2
 jSj
2

2ðjSj2Þ=2
:
Now, by Lemma 22, we have that the number of stable CI structures is greater than or equal to 2
ð
jSj
2 Þ2
ðjSj2Þ=2
 1. The proof is
analogous when jSj  2 is odd, where we use bðjSj  2Þ=2c instead of ðjSj  2Þ=2. h
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The stable conditional independence implication problem, denoted here as STABLE-IMPLICATION, is the problem of
deciding, given a set of random variables S, a set of (implicitly assumed) stable CI statements C, and a CI statement c, whether
C implies c relative to the class of discrete probability measures. In this section, we will show that STABLE-IMPLICATION is
coNP-complete. Furthermore, in Section 6, we will be able to prove that a linear-time reduction exists from STABLE-IMPLI-
CATION to the unsatisﬁability problem, here denoted as UNSAT, for propositional logic formulas over variables that corre-
spond to the random variables in S. This permits the use of SAT solvers to decide instances of STABLE-IMPLICATION. For
a comprehensive introduction to the theory of computation and, more speciﬁcally, computationally complexity theory,
we refer the reader to [15,16]. In Section 7, we present experimental results which show how such instances, even with hun-
dreds of variables, can be decided efﬁciently.
First, we need to introduce the notion of minterms. Minterms are certain propositional formulas associated with subsets
of a set of variables [17].
Deﬁnition 25. Let T be a set of propositional variables. Then, for each X# T , theminterm associated with X, and denoted by X,
is the propositional formula
V
a2Xa ^
V
b2TX:b.
Let U be a propositional formula over T. The minset of U, denotedminsetðUÞ, is the set fXjXpropoUg, where propo denotes
the logical implication relation for propositional logic. The negative minset of U, denoted negminsetðUÞ, is the setminsetð:UÞ.
Let us ﬁrst prove the following simple lemma which we need for later theorems:
Lemma 26. Let T be a set of propositional variables, let U be a propositional formula over T, and let 2T be the powerset of T. Then,
U is a contradiction if and only if negminsetðUÞ ¼ 2T .
Proof. LetU be a contradiction. By Deﬁnition 25, negminsetðUÞ ¼ minsetð:UÞ. Since :U is a tautology we have that Xpropo:U
for all X# T. Hence, negminsetðUÞ ¼ 2T . Conversely, let negminsetðUÞ ¼ 2T . Now, assume that U is not a contradiction. Then,
there exists a truth assignment to the variables in T that evaluates U to true. Let U contain exactly the variables evaluated to
true by this assignment. Of course, we have that U2propo:U. By Deﬁnition 25, negminsetðUÞ ¼ minsetð:UÞ ¼ fXjXpropo:Ug.
Hence, U R negminsetðUÞand, therefore, negminsetðUÞ–2T , a contradiction. This concludes the proof. h
We will now isolate a special class of propositional formulas.
Deﬁnition 27. Let T be a set of propositional variables. Then 3-CNFV(T) denotes the set of all CNF propositional formulas
over the variables in T in which the clauses are restricted to be of the form x _ y;:x _ y _ z;:x _ :y _ z, and :x _ :y _ :z,
where x; y, and z are variables in T.
The following lemma is needed for the proof of the main result of this section. We do not claim to be the ﬁrst ones to
prove it. Nevertheless, we add the proof for better readability and completeness of our reasoning.
Lemma 28. Let 3SAT-CNFV denote the satisﬁability problem for 3-CNFV(T) parametrized over sets T of propositional variables.
Then, 3SAT-CNFV is an NP-complete problem.
Proof. Clearly, 3SAT-CNFV is in NP. The hardness of 3SAT-CNFV can be established via a reduction from the standard 3SAT
problem. Every clause in 3SAT of the form x _ y _ z is mapped to the formula ðx _ y _ :wÞ ^ ðz _wÞ, where w is a new var-
iable. All other clauses in 3SAT are retained. This reduction is possible in polynomial time in the size of T and preserves
satisﬁability. h
Next, we deﬁne a polynomial time (in the size of T) computable reduction from formulas in 3-CNFV to sets of non-trivial
CI statements.
Deﬁnition 29. Let T be a set of propositional variables and let S ¼ T [ fr; sg with r R T and s R T. Let T ðSÞ denote the set of all
CI statements over S and let 2T ðSÞ be the powerset of T ðSÞ. For a formula U in 3-CNFV(T), let clausesðUÞ denote the set of
clauses in U. Then f : 3 CNFVðTÞ ! 2T ðSÞ is deﬁned as follows. For formula U,2 To s
into thef ðUÞ ¼
[
c2clausesðUÞ
f ðcÞ;with2implify the mapping, we assume that every formula in 3-CNFV(T) is preprocessed to transform clauses with duplicate literals (e.g., ‘ _ ‘ or :‘ _ :‘ _ :‘)
ir simpliﬁed forms (here: ‘ and :‘). Of course, this preprocessing step is computable in polynomial time in the size of T.
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f ð:xÞ ¼ fIðu;wjxÞju;w 2 S fxg; u–wg;
f ðx _ yÞ ¼ fIðx; yj;Þg;
f ð:x _ yÞ ¼ fIðy; vjxÞjv 2 S fx; ygg;
f ð:x _ :yÞ ¼ fIðv ;wjxyÞjv;w 2 S fx; yg; v–wg;
f ð:x _ y _ zÞ ¼ fIðy; zjxÞg;
f ð:x _ :y _ zÞ ¼ fIðz;v jxyÞjv 2 S fx; y; zgg;
f ð:x _ :y _ :zÞ ¼ fIðv ;wjxyzÞjv;w 2 S fx; y; zg;v–wg:Notice that the mapping f can be computed in polynomial time in the size of both S and T.
Lemma 30. Let T be a set of propositional variables, let S ¼ T [ fr; sg with r R T and s R T, and let f be the previously deﬁned
mapping. Then for each propositional clause (disjunction of literals) c over T, and for each X# T, we have that X 2 Lðf ðcÞÞ if and
only if Xpropo:c.
Proof. Let X 2 Lðf ðcÞÞ. Then, by Deﬁnitions 13 and 29, X contains all elements in T corresponding to negated variables in c
and none of the elements in T that correspond to unnegated variables in c. Hence, by Deﬁnition 25, Xpropo:c. Now, let X# S
and let Xpropo:c for some propositional clause c over T. X then contains all elements in T corresponding to negated variables
in c and none of the elements in T that correspond to unnegated variables in c. Hence, by Deﬁnition 29 we have that
X 2 Lðf ðcÞÞ. h
Example 31. Let T ¼ fa; b; cg, let S ¼ T [ fd; eg and let U ¼ ða _ cÞ ^ ð:a _ :b _ cÞ. Then
f ðUÞ ¼ f ða _ cÞ [ f ð:a _ :b _ cÞ ¼ fIða; cj;Þg [ fIðc; djabÞ; Iðc; ejabÞg ¼ fIða; cj;Þ; Iðc;djabÞ; Iðc; ejabÞg:Furthermore,Lðf ðUÞÞ ¼ f;; b; d; e; bd; be;de; bde; ab; abe; abdg and negminsetðUÞ ¼ fXjX ¼ ; _ X ¼ fbg _ X ¼ abg ¼ f;; b; abg:
We can now state the main result of this section.
Theorem 32. STABLE-IMPLICATION is coNP-complete.
Proof. We ﬁrst show that the co-problem of STABLE-IMPLICATION is in NP. Let C be a set of stable CI statements over S and
let c be a CI statement over S. Since, by Theorem 15, C2c if and only if LðCÞ+LðcÞ, a non-deterministic Turing-machine [15]
can guess a X 2 LðcÞ  LðCÞ (LðcÞ  LðCÞ is potentially exponential in the size of S) and then verify for each IðA;BjCÞ 2 C in
polynomial time in the size of S, if one has that ðX  AÞ _ ðX  BÞ _ ðX+CÞ.
To show the hardness of STABLE-IMPLICATIONwe use a reduction from UN-3SAT-CNFV, the co-problem of 3SAT-CNFV.
Let T be a set of propositional variables, let S ¼ T [ fr; sg with r R T; s R T , let f be the function from Deﬁnition 29, and let
U 2 3SAT CNFVðTÞ. Then we have the following:
(1) negminsetðUÞ#Lðf ðUÞÞ; and
(2) U is a contradiction if and only if LðIðr; sj;ÞÞ#Lðf ðUÞÞ.
To show (1), let X 2 negminsetðUÞ and let 2T be the powerset of T. Then, there exists a clause c in clausesðUÞ such that
Xpropo:c. By Lemma 30, it follows that X 2 Lðf ðcÞÞ and, therefore, X 2 Lðf ðUÞÞ. To show (2), let U be a contradiction. By
Lemma 26, U is a contradiction if and only if negminsetðUÞ ¼ 2T . Now, LðIðr; sj;ÞÞ ¼ 2T ¼ negminsetðUÞ#Lðf ðUÞÞ, where the
last inclusion follows from (1). But then, by Theorem 15, U is a contradiction if and only if f ðUÞ  Iðr; sj;Þ.3 Since f is
computable in polynomial time in the size of both S and T; f is a polynomial time reduction from UN-3SAT-CNFV, a coNP-
complete problem by Lemma 28, to STABLE-IMPLICATION. This concludes the proof. h
The logical and algorithmic properties of unrestricted CI, stable CI, saturated CI, and Markov models are summarized in
Table 5.
6. Implication testing using satisﬁability solvers
In this section, we show that every set of CI statements can be reduced to a propositional formula in linear time. This,
together with the results from the previous section, allows us to use SAT solvers to decide STABLE-IMPLICATION. Further-
more, we will show experimentally that numerous instances of the stable CI implication problem can be decided efﬁciently,
even if several hundreds of random variables are involved. In this article, we dare to use SAT solvers as a tool for approachingse note that f ðUÞ may be any set of CI statements that is assumed to be stable. It does not have to be a stable CI structure.
Table 5
Summary of properties of conditional independence.
Property of CI Un-restricted Stable Saturated Markov models
Finite, complete axiomatization No [18] Yes [9] Yes [7] Yes [1]
Implication problem ? coNP-com. P [7] ?
Perfect models Yes [7] Yes Yes [7] Yes [1]
Perfect binary models No [7] No ? Yes [13]
540 M. Niepert et al. / International Journal of Approximate Reasoning 51 (2010) 531–543the speciﬁc problem we are faced with, namely, the decision of the implication problem for stable CI. An in-depth discussion
of methods and techniques developed by the SAT community would go beyond the scope of this paper. For a good survey of
the topic we refer the reader to [19].
Deﬁnition 33. Let C be a set of CI statements over S, and let PROP(S) be the set of propositional formulas over variables in S.
Let T ðSÞ denotes the set of all CI statements over S. The mapping g : 2T ðSÞ ! PROP(S) is deﬁned by gðCÞ ¼ Vc2CgðcÞ, and
gðIðA;BjCÞÞ ¼ Va2Aa _Vb2Bb _Wc2C:c, for each CI statement IðA;BjCÞ in T ðSÞ.
The mapping g can be computed in linear time in the size of C. Now, using this mapping we can state the following
theorem.
Theorem 34. Let S be a ﬁnite set, let C be a set of stable CI statements over S, and let c be a CI statement over S. Then C  c if and
only if gðCÞpropogðcÞ.
Proof. We will again use the concepts minset and negminset introduced in Deﬁnition 25. Let S be a ﬁnite set, let C be a set of
stable CI statements over S, and let IðA;BjCÞ be a CI statement over S. Let us ﬁrst prove that LðA;BjCÞ ¼ negminsetðgðIðA;BjCÞÞÞ.
By Deﬁnition 13, LðA;BjCÞ contains all X# S with C#X;AX and BX. Now, negminsetðgðIðA;BjCÞÞÞ
¼ minsetð:gðIðA;BjCÞÞÞ ¼ minsetðWa2A:a ^Wb2B:b ^Vc2CcÞ ¼ fXjXpropoWa2A:a ^Wb2B:b ^Vc2Ccg. Hence, by Deﬁnition 25,
negminsetðgðIðA;BjCÞÞÞ contains all X# S with C#X;AX and BX. Thus, LðA;BjCÞ ¼ negminsetðgðIðA;BjCÞÞÞ. It follows that
LðCÞ ¼ negminsetðgðCÞÞ for every set of CI statements C. By Theorem 15, we have that C  c if and only if LðCÞ  LðcÞ. In addi-
tion, it is a well-known [17], that for two propositional formulas U and / one has that Upropo/ if and only if
negminsetðUÞ  negminsetð/Þ. Now, the statement of the theorem follows. h
Example 35. Let S ¼ fa; b; d; eg, let C ¼ fIða; bj;Þ; Iðd; ejaÞ; Iðd; ejbÞg, and let c ¼ Iðd; ej;Þ. We have gðCÞ ¼ ða _ bÞ^
ðd _ e _ :aÞ ^ ðd _ e _ :bÞ and gðcÞ ¼ d _ e. We also have gðCÞpropogðcÞ if and only if gðCÞ ^ :gðcÞ is not satisﬁable. Now,
gðCÞ ^ :gðcÞ ¼ ða _ bÞ ^ ðd _ e _ :aÞ ^ ðd _ e _ :bÞ ^ :d ^ :e. This formula is a contradiction. Hence, C  c by Theorem 34.6.1. Concise representation of stable ci structures
In this section, we study the notion of an irredundant equivalent subset of a set of stable CI statements. We will use this
notion to represent a stable CI structure more concisely. For this purpose, we will adopt terminology which was recently
introduced in the context of redundancy of propositional formulas in conjunctive normal form [20].
Deﬁnition 36. A set of CI statements C over S is irredundant if C  fcg2c, for all c 2 C. Otherwise, it is redundant.
A related deﬁnition is that of an irredundant equivalent subset. Note that a set of stable CI statements may have several
different irredundant equivalent subsets and that the cardinality of these sets can differ.
Deﬁnition 37. Let C be a set of stable CI statements over S. A set of stable CI statements C0 is an irredundant equivalent subset
of C if and only if
(1) C0# C;
(2) C0  c for all c 2 C; and
(3) C0 is irredundant.Example 38. Let S ¼ fa; b; cg and let C ¼ fIða; bj;Þ; Iða; bjcÞg. Then, C0 ¼ fIða; bj;Þg is an irredundant equivalent subset of C.
We now have the following property.
Proposition 39. Let C be a set of CI statements over S. Then C is irredundant if and only if for all c in C we have that
gðC  fcgÞ ^ :gðcÞ is satisﬁable, where g is the mapping deﬁned in Deﬁnition 33.7. Experimental results
In a ﬁrst experiment, we randomly generated instances of the stable CI implication problem with up to 400 variables. We
then used the mapping g from Deﬁnition 33 to transform instances of the implication problem for stable CI into instances of
Fig. 3. A function to compute an irredundant equivalent subset.
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Fig. 4. Size of irredundant equivalent subset of a set of initially 500 stable CI statements for different numbers of attributes.
Table 6
Average time (in milliseconds) needed to decide the implication problem for different numbers of variables and 100,000 antecedents.
Number of variables 50 100 200 300 400
Running time (rounded) (ms) 740 1523 3362 5627 7076
Standard deviation (rounded) (ms) 5 13 20 25 31
M. Niepert et al. / International Journal of Approximate Reasoning 51 (2010) 531–543 541the unsatisﬁability problem of propositional logic (UNSAT), to which we applied a SAT solver. The mapping into instances of
UNSAT only took between 1 and 3 ms. We used MiniSat4 by Niklas Eén and Niklas Sörensson on a Pentium4 dual-core Linux
system for the experiments. The performance of this SAT solver was quite remarkable. Table 6 shows the average time and stan-
dard deviation (out of 10 tests) needed to decide the implication problem C  c for jCj ¼ 100;000 and different numbers of vari-
ables. It includes the computation of the linear-time mapping g.
The goal of the second experiment was to determine the average size of irredundant equivalent subsets of a randomly
generated set of stable CI statements. The algorithm in Fig. 3 is based on Corollary 39. It takes as input a set of stable CI state-
ments C and returns an irredundant equivalent subset of C based on several satisﬁability tests. For each number of variables
from 5 to 25 we randomly created sets of 500 CI statements (assumed to be stable) and determined the size of the irredun-
dant equivalent subsets using the algorithm. Fig. 4 shows the average size of 1000 different runs. As one can expect, the few-
er variables there are, the smaller is the irredundant equivalent subset. For the 500 satisﬁability tests made to compute an4 http://minisat.se
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ﬁable instances of the problem. This amounts on average to 2 ms per satisﬁability test for sets of 500 CI statements.8. Discussion and future work
We used a ﬁnite complete axiomatization of stable conditional independence to show that the class of stable conditional
independence structures has the same perfect model properties as the class of unrestricted conditional independence struc-
tures. In addition, we proved that stable conditional independence can be interpreted as a generalization of Markov models
in that the class of stable CI structures is a strict superset of the class of CI structures represented by Markov networks.
Many procedures that learn graphical models are based on the data faithfulness assumption (see for example [2]). The data
faithfulness assumption states that data are ‘‘generated” by a probability measure which is perfectly Markovian with respect
to an instance of the class of Markov networks under consideration. Now, learning methods based on these procedures are
only safely applicable if the data faithfulness assumption is guaranteed. While the data faithfulness assumption is not guar-
anteed for the class of stable CI structures, we have, by Theorem 24, that the number of stable CI structures grows double-
exponentially with the size of S. Therefore, more probability measures (as compared to Markov models) are perfectly Mar-
kovian with respect to some stable CI structure. On one hand, this implies that a reasonable graphical representation of sta-
ble CI is unlikely, using arguments similar to those made in [2] (page 63). On the other hand, it shows that the class of stable
CI structures is the broadest and only double-exponentially growing class of CI structures for which a complete ﬁnite axi-
omatization using inference rules and an implication algorithm are known. We also know that this class of CI structures in-
cludes the class of all CI structures represented by Markov networks and that there exists an interesting, direct connection to
propositional logic. Furthermore, we have demonstrated that SAT solvers can be used to efﬁciently decide the implication
problem for stable conditional independence, even for instances involving large numbers of random variables. These results
allow for a non-redundant, concise representation of conditional independence information using irredundant equivalent
subsets of stable CI structures.
In addition to the aforementioned possible applications, stable CI can also be used as part of a probabilistic system that
keeps track of both the stable and non-stable part as in [4]. Our results can be leveraged to store information about condi-
tional independencies more efﬁciently, using irredundant equivalent subsets computed by the algorithm in Fig. 3.
Future research should be concerned with the development of algorithms that can learn stable CI structures from data.
We believe that methods similar to those used to learn the structure of Markov networks, harnessing independence tests and
inference rules [21], can be applied to this problem. An additional interesting research challenge would be probabilistic infer-
ence in the context of stable conditional independence. While we do not know whether structure learning and probabilistic
inference will be feasible for stable CI structures, the foundational work presented in this paper has already led to novel prac-
tical results in the development of logical inference algorithms which are used for structure learning and the computation of
more concise representation of CI information [22].
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