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Re´sume´ – L’objectif est ici la segmentation de re´gions homoge`nes en utilisant des caracte´ristiques vectorielles. L’application
vise´e est la segmentation des re´gions en mouvement en utilisant les vecteurs mouvement. Aﬁn de caracte´riser l’homoge´ne´ite´ de
la re´gion en utilisant toutes les composantes des vecteurs mouvement, nous estimons puis minimisons l’entropie jointe de ces
composantes. Cette quantite´ est e´value´e en utilisant la densite´ de probabilite´ jointe des composantes (celle-ci est non parame´trique
puisque nous ne faisons aucune hypothe`se sur la distribution sous-jacente). Sur les re´sultats synthe´tiques, on peut montrer que l’on
arrive a` diﬀe´rencier des re´gions en prenant en compte les deux composantes des vecteurs mouvement. Ainsi on peut diﬀe´rencier
des vecteurs de meˆme longueur mais de directions diﬀe´rentes. Sur des se´quences vide´o re´elles, des premiers re´sultats prometteurs
ont e´te´ obtenus pour la segmentation d’objets en mouvement.
Abstract – In this paper, we propose to focus on the segmentation of vector ﬁelds (e.g. motion vectors) using region-based
active contours. We search for a domain that minimizes a criterion based on homogeneity measures of the vector ﬁelds. We choose
to evaluate, within each region to be segmented, the average quantity of information carried out by the vector ﬁelds, namely the
joint entropy of vector components. We do not make any assumption on the underlying distribution of joint probability density
functions (pdfs) of vector components, and so we evaluate the entropy using non parametric pdfs. A local shape minimizer is
then obtained through the evolution of a deformable domain in the direction of the shape gradient. Shape derivation tools allow
us to easily derive complex criteria involving such non parametric pdfs. We ﬁrst apply this segmentation method to synthetic
vector ﬁelds and show interesting results where motion vector ﬁelds may be separated using both their length and their direction.
Then, optical ﬂow is estimated in real video sequences and segmented using this technique. This leads to promising results for
the segmentation of moving video objects.
1 Introduction
Dans ce papier, nous proposons de segmenter des champs
de vecteurs mouvement en utilisant les contours actifs
base´s re´gions. L’objectif est de segmenter les diﬀe´rents
mouvements dans une se´quence d’images. Les applications
pratiques sont nombreuses : post-production cine´mato-
graphique, vide´o-surveillance, indexation multime´dia ou
compression oriente´e objet. Les approches variationnelles
et les contours actifs base´s re´gions ont montre´ leur eﬃca-
cite´ pour la segmentation du mouvement. Certains auteurs
choisissent de minimiser l’image des diﬀe´rences [6], alors
que d’autres conside`rent des mode`les parame´triques pour
chaque re´gion [2]. Une autre approche consiste en l’utili-
sation de la longueur des vecteurs mouvement [9] ou du
mouvement dominant [10].
Dans l’approche propose´e ici, nous conside´rons a` la fois
la longueur et la direction des vecteurs mouvement en uti-
lisant l’entropie jointe des composantes des vecteurs mou-
vement. Nous ne faisons aucune hypothe`se sur la distri-
bution de probabilite´ suivie par ces composantes et nous
choisissons donc d’e´valuer l’entropie en utilisant des den-
site´s de probabilite´ non parame´triques. Un domaine op-
timal est obtenu par l’e´volution d’un mode`le de´formable.
Cette e´volution est re´gie par une e´quation aux de´rive´es
partielles calcule´e en de´rivant le crite`re propose´. Comme
la minimisation se fait ici par rapport a` un domaine, nous
utilisons pour la de´rivation les outils de de´rivation de do-
maine comme cela a e´te´ propose´ dans [7, 1].
Des re´sultats sur des images synthe´tiques montrent que
les champs de vecteurs peuvent eˆtre se´pare´s en utilisant a`
la fois leur longueur et leur direction. Pour les se´quences
vide´o re´elles, le ﬂot optique est tout d’abord estime´ puis
mis a` proﬁt pour la segmentation des objets en mouve-
ment. Des premiers re´sultats encourageants ont e´te´ obte-
nus.
2 Introduction d’un crite`re base´ sur
la the´orie de l’information
Nous proposons d’utiliser un crite`re base´ sur l’entro-
pie pre´sente´ dans [4] et applique´ ici a` la segmentation de
donne´es vectorielles et notamment des vecteurs mouve-
ment. Notons de manie`re ge´ne´rale f(x) = [f1(x), .., fn(x)]T
la caracte´ristique d’inte´reˆt (qui peut eˆtre par exemple le
vecteur des composantes couleur de l’intensite´ de l’image)
et q(f(x),Ω) la densite´ de probabilite´ d’avoir f(x) sachant
que x ∈ Ω. L’entropie jointe des composantes fi a alors
pour expression :
E(f1, f2, .., fn,Ω) =
∫
Ω
−q(f(x),Ω) ln q(f(x),Ω)dx
=
∫
Ω
−q(f1(x), .., fn(x),Ω) ln q(f1(x), .., fn(x),Ω)dx
Aﬁn de segmenter les re´gions homoge`nes, nous utilisons
une compe´tition entre l’homoge´ne´ite´ de deux re´gions, le
fond note´ Ωout et les objets d’inte´reˆt note´s Ωin. Dans notre
e´tude, nous cherchons la partition de l’image qui minimise
le crite`re suivant :
EC(Ωin,Ωout) = E(f1, .., fn,Ωin) · |Ωin|
+ E(f1, .., fn,Ωout) · |Ωout| (1)
Ce crite`re est base´ sur la maximisation de l’information
mutuelle entre f(x) et le label de la re´gion L(x), voir [8, 4]
pour plus de de´tails. Il correspond a` l’entropie condition-
nelle entre la caracte´ristique f(x) et le label L(x).
2.1 Estimation de la densite´ de probabi-
lite´ non parame´trique
Aﬁn d’e´valuer ce crite`re puis de le de´river, nous devons
estimer la densite´ de probabilite´ q(f(x),Ω). Pour cela nous
ne faisons pas d’hypothe`se sur la distribution de probabi-
lite´ sous jacente et nous utilisons une densite´ de proba-
bilite´ non parame´trique. Celle-ci est estime´e en utilisant
la me´thode de Parzen, ce qui nous donne l’expression sui-
vante :
q(f(x),Ω) =
1
|Ω|
∫
Ω
K(f(x)− f(xˆ)) dxˆ (2)
avec K un noyau Gaussien de moyenne 0 et de variance σ.
2.2 Calcul de l’e´quation d’e´volution
Nous cherchons ici un domaine optimal, or l’ensemble
des domaines de Rn n’a pas une structure d’espace vecto-
riel. Aﬁn de de´river le crite`re, nous utilisons donc les outils
de de´rivation de domaines de´veloppe´s par [3] et mis a` pro-
ﬁt pour la segmentation par contours actifs dans [5, 7].
Nous calculons ainsi la de´rive´e Eule´rienne du crite`re en
suivant la me´thodologie expose´e dans [7, 4]. Nous pou-
vons alors calculer la de´rive´e Eule´rienne dans la direction
V de J(Ω) = E(f ,Ω) |Ω|, ce qui nous donne :
dJr(Ω,V) =
∫
∂Ω
[
K
(
f(x)− f(s))(ln q(f(x),Ω) + 1)− 1
+|Ω| q(f(s),Ω) ln q(f(s),Ω)
]
(V ·N) ds
De cette de´rive´e, nous pouvons de´duire qu’aﬁn d’obtenir
un minimum local du crite`re (1), nous allons faire e´voluer
une courbe Γ(s, τ), avec s la longueur d’arc et τ le pa-
rame`tre d’e´volution selon l’e´quation d’e´volution suivante :
∂Γ(s, τ)
∂τ
=
[
−|Ωin| q(f(xˆ),Ωin) ln q(f(xˆ),Ωin)
)
−
∫
Ωin
K
(
f(x) − f(xˆ))(ln q(f(x),Ωin) + 1)dx
+ |Ωout| q(f(xˆ),Ωout) ln q(f(xˆ),Ωout)
)
−
∫
Ωout
K
(
f(x) − f(xˆ))(ln q(f(x),Ωout) + 1) dx
]
N
avec xˆ = Γ(s, τ).
3 Application a` la segmentation des
vecteurs mouvement
Jusqu’a` pre´sent la caracte´ristique f(x) pouvant eˆtre uti-
lise´e n’a pas e´te´ spe´ciﬁe´e. Classiquement f(x) repre´sente
une ou plusieurs composantes de l’intensite´ de l’image [4].
Dans ce travail, nous choisissons les deux coordonne´es
du vecteur mouvement soit f(x) = [u, v]T . En utilisant
une telle approche, nous prenons en compte a` la fois la
longueur et la direction du mouvement comme cela est
de´montre´ dans les re´sultats expe´rimentaux suivants. Dans
chacun des exemples, le contour initial et le contour ﬁnal
sont donne´s.
3.1 Images synthe´tiques
La premier exemple (Figure 1) repre´sente un rectangle
se de´plac¸ant en translation vers la droite sur un fond se
de´plac¸ant en translation vers la gauche. Le rectangle est
ici correctement segmente´ bien que les vecteurs mouve-
ment soient de meˆme longueur. Dans le deuxie`me exemple,
trois rectangles de tailles et de mouvements diﬀe´rents sont
place´s sur un fond en translation. La Figure 2 nous montre
l’e´volution du contour. L’e´volution des densite´s de proba-
bilite´s associe´es au fond et a` l’objet (soient respective-
ment q(u, v,Ωout) et q(u, v,Ωin)) est donne´e Figure 3. La
premie`re colonne nous donne l’e´volution de q(u, v,Ωout)
tandis que la deuxie`me colonne nous montre celle de q(u, v,Ωin).
Dans la deuxie`me colonne, on voit clairement le pic (0, 1)
correspondant au mouvement du fond disparaˆıtre au fur
et a` mesure des ite´rations. Ainsi notre approche permet la
segmentation de trois mouvement diﬀe´rents si le mouve-
ment du fond est homoge`ne. Le troisie`me exemple montre
un zoom sur un disque place´ sur un fond en translation
vers la droite (Figure 4). Notre me´thode permet de seg-
menter le disque.
3.2 Se´quences vide´o re´elles
Aﬁn d’appliquer la me´thode sur des se´quences vide´o
re´elles, une estimation du mouvement doit eˆtre ope´re´e. La
segmentation sera d’ailleurs de´pendante de la pre´cision des
vecteurs mouvement obtenus. Nous utilisons ici la me´thode
propose´e par [12].
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Fig. 1 – Segmentation d’un rectangle en translation
Nous noterons une image de la se´quence par I(x, y, t) ou`
(x, y) repre´sente la localisation dans l’espace image et t le
temps. Nous cherchons alors a` calculer le vecteur mouve-
ment (u, v)T pour chaque pixel. L’hypothe`se de base est la
conservation de l’intensite´ dans le temps, ce qui apre`s un
de´veloppement limite´ se traduit par l’e´quation suivante :
∂I
∂x
u +
∂I
∂y
v +
∂I
∂t
= 0 (3)
Re´soudre cette e´quation est un proble`me mal pose´ et une
seconde contrainte de re´gularisation doit eˆtre ajoute´e. Nous
recherchons le ﬂot optique (u, v) qui minimise la fonction-
nelle suivante :∫
Ω
(
∂I
∂x
u +
∂I
∂y
v +
∂I
∂t
)2
+ α Ψ
(|∇u|2 + |∇v|2) dxdy
(4)
ou` Ψ est une fonction diﬀe´rentiable et croissante, ∇ l’o-
pe´rateur gradient et α un parame`tre de re´gularisation. Le
minimum satisfait ne´cessairement les e´quations d’Euler-
Lagrange et un minimum peut eˆtre calcule´ en plongeant
les e´quations dans le sche´ma dynamique suivant :
uk = ∇ ·
(
Ψ′(|∇u|2 + |∇v|2)∇u) (5)
− 1
α
∂I
∂x
(
∂I
∂x
u +
∂I
∂y
v +
∂I
∂t
)
vk = ∇ ·
(
Ψ′(|∇u|2 + |∇v|2)∇v) (6)
− 1
α
∂I
∂y
(
∂I
∂x
u +
∂I
∂y
v +
∂I
∂t
)
avec k le parame`tre d’e´volution et Ψ′ la de´rive´e de Ψ.
Nous choisissons la fonction conside´re´e par [11] et Wei-
ckert [12] :
Ψ(s2) = λ2
√
1 + s2/λ2 (7)
La parame`tre λ est une constante positive.
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Fig. 2 – Segmentation de trois rectangles en mouvement
Notons que dans l’e´tat actuel des recherches, le mouve-
ment global de la came´ra est compense´ [6]. Les re´sultats
obtenus sont montre´s Fig.5 pour la se´quence “edberg”.
L’objet en mouvement est ici correctement segmente´ apre`s
compensation du mouvement de la came´ra.
4 Conclusion
Dans cet article, nous proposons la segmentation de
donne´es vectorielles en minimisant un crite`re base´ sur l’en-
tropie jointe non parame´trique des composantes de ces
vecteurs. Nous avons teste´ ce crite`re pour la segmenta-
tion de champs de vecteurs mouvement homoge`nes. Les
re´sultats sur des images synthe´tiques montrent que l’on
peut se´parer des champs de vecteurs en utilisant a` la
fois leur longueur et leur direction. Ceci a ensuite e´te´ ap-
plique´ a` la segmentation des objets en mouvement dans
les se´quences vide´o. Des premiers re´sultats prometteurs
ont e´te´ obtenus en compensant le mouvement global de
la came´ra. Les recherches futures viseront a` essayer de se
passer de cette e´tape pre´liminaire pour la segmentation.
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