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The radiative transfer perturbation theory (RTPT), which has already been introduced in atmospheric radiative transfer
several years ago, is applied to cloud related problems. The RTPT requires the solution of the radiative transfer equation in
the forward and the adjoint mode. The basic principles of this technique are presented as well as its extensions to isotropic
surface reﬂection and its conjunction with the Hermite interpolation. This set of methods is applied to different
atmospheric conditions including realistic cloud scenes. The results are compared with the usual (forward) independent-
pixel calculations with respect to errors of individual pixels and domain-averaged values. The RTPT turns out to be
sufﬁciently accurate in the case the clouds’ internal vertical variations remain moderate. It is also shown that, depending on
the speciﬁc radiative transfer problem, the RTPT can offer some advantages on computational speed. However, the
limitations of the RTPT with regard to realistic clouds are addressed as well.
r 2006 Elsevier Ltd. All rights reserved.
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In this paper, we present the radiative transfer perturbation theory (RTPT) in the context of independent-
pixel calculations. The technique originally stems from mathematically related topics such as neutron
transport, see [1] and has been introduced to atmospheric radiation problems several years ago by Marchuk [2]
and Box et al. [3]. With this method it is necessary to compute a base case which corresponds to a certain
condition of the optical parameters of the atmosphere. Small deviations from this base case can then be taken
into account mainly by integration over the result of the base case. More recently, the work carried out by
Gabriel et al. [4] achieves the direct implementation of the RTPT in a two-stream model. In a following paper,e front matter r 2006 Elsevier Ltd. All rights reserved.
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radiative transfer calculations in independent-pixel mode. In the paper here, a similar aim is pursued by
embedding the RTPT in a multi-stream radiative transfer model. A way to deal with considerable deviations,
which would usually be beyond the range of application of the linear perturbation theory, is also presented.
This is achieved simply by dealing with several base cases and thereafter interpolating between these base cases
by means of the Hermite interpolation. This extension is applied to stand-alone problems as well as to realistic
cloud scenes. While the former are used to investigate the overall applicability and features of the method, the
latter aims at the investigation of the potential the method has to accelerate independent pixel calculations. All
radiative transfer calculations have been carried out by the model DISORT, see [6].
2. Forward and adjoint formulation of the transport problem
Following [3] and adopting these authors’ notation for a plane-parallel atmosphere, the radiative transfer
equation in operator notation reads
LIðz; ~OÞ ¼ Qðz; ~OÞ, (1)
where L is the transport operator, I is the intensity ﬁeld and Q is the source of radiation. The vector ~O ¼ ðy;fÞ
represents the direction of travel of the photons. The transport operator L may be written here as
L:¼m q
qz
þ stðzÞ 
ssðzÞ
4p
Z
4p
dO0 pðz; ~O0; ~OÞ . (2)
The symbol ‘‘’’ implies that the intensity I has to be included in the integration. The optical properties of the
atmosphere are the scattering coefﬁcient ss, the absorption coefﬁcient sa, the extinction coefﬁcient st ¼
ss þ sa and the scattering phase function p. m is the cosine of the zenith angle y.
For solar radiative transfer, which is dealt with in this paper exclusively, the source function can be written
as
Q:¼jmjFdðm mÞdðf fÞdðz  zTOAÞ (3)
with m being the cosine of the solar illumination here given as ﬂux F, f the azimuthal direction of the sun
and zTOA the altitude of the upper boundary of the model atmosphere. Eq. (1) has to fulﬁll the following
vacuum boundary conditions:
Iðz ¼ 0; ~O40Þ ¼ 0, (4)
Iðz ¼ TOA; ~Oo0Þ ¼ 0 (5)
meaning that no additional diffuse radiation enters the medium from top or bottom. For the following it is
convenient to introduce the deﬁnition of the inner product of two functions F1; F2 as
hF1; F 2i:¼
Z TOA
0
Z 2p
0
Z 1
1
F 1F2 dmdfdz. (6)
After introducing a second set of functions fIþðz; ~OÞg, it is possible to deﬁne the so-called adjoint transport
operator Lþ by the relation:
hIþ; LIi ¼ hLþIþ; Ii. (7)
After postulating the following form of the adjoint transport operator:
Lþ:¼ m q
qz
þ stðzÞ 
ssðzÞ
4p
Z
4p
dO0 pðz; ~O0; ~OÞ  (8)
it can be shown that the boundary conditions must result in:
Iþðz ¼ TOA; ~O40Þ ¼ 0, (9)
Iþðz ¼ 0; ~Oo0Þ ¼ 0 (10)
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Fig. 1. Explanation of the adjoint radiance ﬁeld.
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physically unusual behavior of the adjoint photons is given below. After this formal introduction the
boundary conditions and the adjoint transport operator constitute together with a so far arbitrary adjoint
source Qþðz; ~OÞ the adjoint transport equation:
LþIþðz; ~OÞ ¼ Qþðz; ~OÞ. (11)
One might think that the solution of Eq. (11) requires the design of a new computer code. However, that is not
the case as, according to [3], Eq. (11) can be transformed into a pseudo problem:
LC ¼ Qþðz;~OÞ (12)
by introducing
Iþðz; ~OÞ ¼ Cðz;~OÞ. (13)
That means, in order to derive the adjoint radiance ﬁeld, one has to solve the forward equation with the
adjoint source having its angular dependence swapped and the forward boundary conditions applied. For the
comfort of the reader the steps leading to Eq. (12) are presented and commented on in Appendix A. This
derivation of Iþ might be valuable as [5] pointed out that the direct formulation and solution of Eq. (11) can
lead to unstable solutions where the transmission and reﬂection can exceed unity in a strongly absorbing
medium, see also below.
With this pseudo description of the adjoint radiance, it is possible to achieve a better insight in the behavior
of the adjoint photons. In anticipation of the beginning of the next paragraph consider as effect of interest the
upwelling ﬂux at position zR, see Fig. 1. That means the response function R reads as in Eq. (15). The method
illustrated by the pseudo problem then implies to swap the source (response) function with respect to angles,
meaning that the adjoint source radiates downward. Therefore, the pseudointensity ﬁeld C would also be
directed downward (neglecting scattering in this illustration). Eq. (13) then rules to swap the direction of
propagation of this ﬁeld as well, resulting in an adjoint radiance ﬁeld that points upward to an upward
illuminating source.3. Perturbation theory
In many cases one is not interested in the intensity ﬁeld itself, but rather in quantities deduced from the
intensity ﬁeld. Both can be described in general as radiative effect E. The formal extraction of this effect from
the intensity ﬁeld can be achieved by the introduction of the response function R. Its insertion together with
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E:¼
Z TOA
0
Z 1
1
Z 2p
0
R I dfdm dz ¼ hR; Ii. (14)
For example, if one is interested in the upwelling ﬂux at position zR, R would be
Rðz;mÞ ¼ mZðmÞdðz  zRÞ (15)
with
ZðmÞ ¼
1; 0pmp1;
0; 1pmo1:
(
(16)
To obtain the radiative effect usually one would compute the intensity ﬁeld by solving Eq. (1) and then
proceed with Eq. (14). An alternative way is also possible if the response function R for the desired effect is
chosen as adjoint source in Eq. (11). One can then rewrite the adjoint transport equation as
LþIþðz; ~OÞ ¼ Rðz; ~OÞ (17)
and with relation (7) it becomes obvious that the effect has two equal representations:
E ¼ hR; Ii  hIþ; Qi. (18)
Suppose now the state of the atmosphere and its optical parameters can be separated in a so-called base case
and in the perturbations from this base case:
ssðzÞ ¼ ss;bðzÞ þ DssðzÞ, ð19Þ
saðzÞ ¼ sa;bðzÞ þ DsaðzÞ, ð20Þ
wlðzÞ ¼ wl;bðzÞ þ DwlðzÞ, ð21Þ
where wl is the Legendre expansion coefﬁcient of order l of the phase function. The transport operator then
becomes
Lðz; ~OÞ ¼ Lbðz; ~OÞ þ DLðz; ~OÞ, ð22Þ
Lþðz; ~OÞ ¼ Lþb ðz; ~OÞ þ DLþðz; ~OÞ, ð23Þ
where b and D denote the base case and the perturbation, respectively.
Given the transport equations are solved with respect to the base case for a chosen effect, meaning one has
to solve
LbIb ¼ Q, ð24Þ
Lþb I
þ
b ¼ R ð25Þ
the intensities also split up to
Iðz; ~OÞ ¼ Ibðz; ~OÞ þ DIðz; ~OÞ, ð26Þ
Iþðz; ~OÞ ¼ Iþb ðz; ~OÞ þ DIþðz; ~OÞ. ð27Þ
If we now use these separations of the intensities and the transport operators in the deﬁnition of the effect,
Eq. (14), we can expand the effect in a series where second order terms are neglected. However, [7] offers a more
formal way to derive the perturbation series which also includes the perturbation of the source. Appendix B
presents its main steps. If the perturbation of the source is neglected, the linear perturbation series reads
E ¼ Eb  DE ¼ hIb; Ri  hIþb ;DLIbi  hIþb ; Qi  hIþb ;DLIbi. (28)
There are several notable facts about Eq. (28). As mentioned above, one has to recognize that Eb has two
equivalent representations which directly transform into one another by means of relation (7). The
representation
Eb ¼ hIb; Ri (29)
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usually at all levels of the atmosphere. For a second solar cosine one has to repeat the entire calculation.
Opposed to this representation, the expression
Eb ¼ hIþb ; Qi (30)
has the advantage that the calculation of Iþb is independent of the solar cosine. The actual value of m is chosen
by the integration over the source Q. On the other hand, the result for Iþb was derived with a special position
zR according to the assignment of a special response function R. Therefore, both approaches to E are
somewhat complementary and their respective usage is subject to the problem at hand. Moreover, the
potentially unstable behavior of the adjoint solution, which was mentioned above, was investigated by
numerical experiments. With the help of Eq. (30), solutions for transmission and reﬂection can be derived via
the calculation of Iþ by means of the pseudo problem represented by Eq. (12). In the ﬁrst experiment, the
parameters t ¼ 10 and oo ¼ 0:0 and m ¼ 0:7 for a homogeneous column were used. The result was: T ¼
6:249 107 and R ¼ 0:0. For the second experiment t ¼ 10, oo ¼ 0:5, and a Henyey–Greenstein phase
function with g ¼ 0:75 was employed. The solar illumination was maintained. T ¼ 3:242 104 and R ¼
2:798 102 was derived. These results have been conﬁrmed by calculations of T and R in the usual manner
directly by Eq. (29). For the deﬁnition of T and R see relation (55). As a result, the derivation of Iþ via the
pseudo problem, and thus the perturbation integral, can be considered unconditionally stable.
Another interesting feature of Eq. (28) is that the perturbation integral hIþb ;DLIbi contains only results with
respect to the base case optical properties. That means, that starting from a base case the inﬂuence of small (in
the linear sense) perturbations of this base case can be calculated in a brief manner by the integral over the
phase space spanned by the variables z;m;f.
In the following, we will limit ourselves to azimuthally independent effects such as ﬂuxes. The appropriate
form of DE after expanding the phase function in a series of Legendre polynomials can be found in [8]:
DEðzRÞ ¼ 2p
Z TOA
0
dz DstðzÞXðzÞ 
1
2
X1
l¼0
ð2l þ 1ÞDZlðzÞxþl ðzÞxlðzÞ
 !
, (31)
where
I¯bðz; mÞ ¼
1
2p
Z 2p
0
dm Ibðz; m;fÞ, (32)
XðzÞ ¼
Z 1
1
dm I¯þb ðz; mÞI¯bðz; mÞ, (33)
xlðzÞ ¼
Z 1
1
dm I¯bðz; mÞPlðmÞ, (34)
xþl ðzÞ ¼
Z 1
1
dm I¯þb ðz;mÞPlðmÞ (35)
and
DZlðzÞ ¼ ZlðzÞ  Zl;bðzÞ ¼ DssðzÞwl;bðzÞ þ ss;bDwlðzÞ. (36)
If Eq. (31) is further split up according to the physical meaning of its components, one yields
Ds;eðzRÞ ¼ 2p
Z TOA
0
DssðzÞXðzÞdz, (37)
Ds;isðzRÞ ¼ p
Z TOA
0
X1
l¼0
ð2l þ 1ÞDsswl;bðzÞxþl ðzÞxlðzÞdz, (38)
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Z TOA
0
DsaðzÞXðzÞdz, (39)
DpðzRÞ ¼ p
Z TOA
0
X1
l¼0
ð2l þ 1ÞDwlss;bðzÞxþl ðzÞxlðzÞdz. (40)
A couple of remarks might be useful at this point. It has to be pointed out that all sorts of perturbations can be
dealt with this description of the perturbation integral. The components of the integral as stated in
Eqs. (37)–(40) directly relate to the different perturbations. Eq. (37) describes the scattering contribution of
changes in the extinction coefﬁcient, Eq. (38) describes the inscattering contribution of the scattering
coefﬁcient, Eq. (39) is responsible for the inﬂuence of changes in the absorption coefﬁcient which contribute to
the extinction and ﬁnally Eq. (40) describes the effect originating from changes in the phase function
coefﬁcients. The ﬁrst three components are considered to change the total optical depth of the medium, which
will be important at some later stage. Even more, by comparison with the Taylor Series, the components of the
perturbation integral can be directly linked to the derivative of the respective atmospheric property, see for
example [9].4. Incorporation of surface reﬂection
To this point, every formula deduced was related to vacuum boundary conditions. In order to include
reﬂection at the lower boundary, one can pursue two different approaches. First, it is of course possible to
directly include the lower boundary condition in the solution for the base case. This means, one has to change
the system of equations the radiative transfer model uses. That further implies that the surface albedo would
become part of the base case calculation. As in our case, the goal is to use the RTPT for independent-pixel
calculations it would require all pixels to have the same albedo. That is a restriction we want to avoid,
however, we limit ourselves to isotropic (Lambertian) surface reﬂection. Thus, we cannot follow the approach
above as this would result in the computation of a base case for nearly each pixel and would therefore make no
sense within the concept and the aims of the perturbation approach. The other method left to pursue is to use a
superposition of the vacuum results and some additional computation that accounts for the surface reﬂection.
This approach has already been described in the context of the perturbation theory by Box et al. [3] and in a
more general fashion by Landgraf et al. [10]. Its formal derivation has been recently readdressed by
Muldashev et al. [11]. However, for the sake of continuity we follow here [3]. As shown by Liou [12], the
inﬂuence of a Lambertian surface with albedo A can be written as
Iðz; ~OÞ ¼ Ivðz; ~OÞ þ Fvðz ¼ 0Þ
A
1 As¯ I sðz;
~OÞ, (41)
where Iv is the intensity derived with respect to vacuum boundary conditions and the ﬂux:
Fvðz ¼ 0Þ ¼
1
p
Z 2p
0
df
Z 0
1
dm jmjIvðz ¼ 0; ~OÞ. (42)
Another ﬂux, also derived with respect to vacuum boundary conditions, is
s¯ ¼ 1
p
Z 2p
0
df
Z 0
1
dm jmjI sðz ¼ 0; ~OÞ (43)
with I s being the solution of the special radiative transfer problem:
LI s ¼ Qs (44)
with source Qs:
Qs ¼ mZðmÞdðzÞ (45)
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reciprocity reasons the formula for the adjoint radiance becomes
Iþðz; ~OÞ ¼ Iþv ðz; ~OÞ þ Fþv ðz ¼ 0Þ
A
1 As¯ I sðz;
~OÞ, (46)
where
Fþv ðz ¼ 0Þ ¼
1
p
Z 2p
0
df
Z 1
0
dm jmjIþv ðz ¼ 0; ~OÞ. (47)
Eqs. (41) and (46) are now inserted in Eq. (31). The following somewhat lengthy but straightforward
calculation is omitted and only the result will be give here as
E ¼ Eb  DE ¼ Eb;v þ Eb;a  DEv  DEa (48)
with Eb;v and DEv as given in Eqs. (28) and (31), respectively. The remaining two terms, which provide for the
albedo effect are
Eb;a ¼ 2pAFv;bð0Þ
Z TOA
0
Z 1
1
dm dzRI s;bðz;mÞ, (49)
DEa ¼ 2pA
Z TOA
0
dz DstðzÞ F1ðzÞ þF2ðzÞ þAF3ðzÞð Þ
(
 1
2
X1
l¼0
ð2l þ 1ÞDZlðzÞ Fx1 ðzÞ þFx2ðzÞ þAFx3 ðzÞ
 )
, ð50Þ
where
A ¼ A
1 As¯b;v
, (51)
F1ðzÞ ¼ Fv;bð0ÞX1ðzÞ; Fx1 ðzÞ ¼ Xx1 ðzÞF v;bð0Þ,
F2ðzÞ ¼ Fþv;bð0ÞX2ðzÞ; Fx2 ðzÞ ¼ Xx2 ðzÞFþv;bð0Þ,
F3ðzÞ ¼ Fv;bð0ÞFþv;bð0ÞXsðzÞ; Fx3 ðzÞ ¼ F v;bð0ÞFþv;bð0ÞXx3 ðzÞ,
X1ðzÞ ¼
Z 1
1
dm Iþv;bðz; mÞI s;bðz; mÞ; Xx1ðzÞ ¼ xþl;vðzÞxl;sðzÞ,
X2ðzÞ ¼
Z 1
1
dm I s;bðz;mÞI¯b;vðz;mÞ; Xx2 ðzÞ ¼ xþl;sðzÞxl;v ðzÞ,
XsðzÞ ¼
Z 1
1
dm I s;bðz;mÞI s;bðz;mÞ; Xx3 ðzÞ ¼ xþl;sðzÞxl;sðzÞ,
xl;sðzÞ ¼
Z 1
1
dm I s;bðz;mÞPlðmÞ; xþl;sðzÞ ¼
Z 1
1
dm I s;bðz;mÞPlðmÞ,
DZlðzÞ ¼ DssðzÞwl;bðzÞ þ DwlðzÞss;bðzÞ. (52)
In the above relations the subscript ‘‘v’’ means ‘‘derived with respect to vacuum boundary conditions’’ and the
subscript ‘‘b’’ means ‘‘derived with respect to base case optical properties’’, combinations accordingly. It can
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conditions and/or base case optical properties. The latter is also true for the results of the special source
function problem, denoted with subscript ‘‘s’’. Therefore, the ﬂexibility which was demanded in the ﬁrst
paragraph of this section is fulﬁlled. Noteworthy in this respect is also the fact that if one has chosen the
downwelling ﬂux as sought-after effect the solution for problem (44) is already included in the adjoint radiance
ﬁeld as a subset and no further radiative transfer calculation is necessary.5. Interpolation technique
With the last paragraph we have everything ready to apply the RTPT to atmospheric problems. However,
before results for the linear perturbation theory will be shown, a signiﬁcant but simple extension will be
introduced. As pointed out before, we can expect the linear RTPT to match exact calculations with sufﬁcient
accuracy only in a narrow interval around the base case. Similar to the application of the Taylor series, beyond
this range errors can become quite large. To remedy this problem to some extent we will make use of the so-
called Hermite interpolation whose basic principles can be found in [13,14]. This method stands out to some
extent by the circumstance that it uses not only the value of a function at discrete nodes but also its derivative.
This fact makes it valuable for the perturbation theory as the ﬁrst order derivatives are here provided in a
direct and analytic manner, see Section 4. In order to extend the range of application of the RTPT in regard to
changes in the optical depth, two (or more) bases-cases which differ by their total optical depth are computed,
and the total optical depth tt is used as interpolation parameter. According to the above cited literature the
third order interpolation formula for an interval conﬁned by the two total optical depths t0 and t1 is
Eðtt; zÞ ¼ E0ðt0; zÞð1 3s2 þ 2s3Þ þ E1ðt1; zÞð3s2  2s3Þ
þ DE0ðt0; zÞðs  2s2 þ s3Þ þ DE1ðt1; zÞðs3  s2Þ, ð53Þ
where
s ¼ tt  t0
t1  t0
. (54)
E0 and E1 are the effects, and ﬁnally DE0, DE1 are the perturbation integrals which refer to changes of the
total optical depth. Although the interpolation parameter s is derived from the total optical depth of the whole
column, Eq. (53) is also applied at internal layer interfaces by employing the respective perturbation integrals
of these positions. This implies that the technique can be successfully applied if the columns treated by Eq. (53)
are closely related to the base case columns in terms of the vertical distribution of the optical parameters.
Ideally, all columns can be transferred into each other by a simple scaling while the cloud top and base has no
horizontal variation. However, studies show that even for vertically inhomogeneous perturbations meaningful
results are gained, see below. This point will also be re-addressed when discussing the independent-pixel
applications. The phase function perturbation is unaltered added linearly to Eq. (53).6. Applications and results
In the following sections, the perturbation theory will be applied to a number of atmospheric conditions all
related to clouds one way or another. In the ﬁrst part, the linear perturbation theory and the Hermite
interpolation will be employed as stand-alone methods to compute alterations of one atmospheric column. In
the second part, results for the Hermite interpolation will be shown when utilized to compute realistic cloud
scenes. As mentioned before, the adjoint calculation, the perturbation theory, and the Hermite interpolation
have been embedded in and built around the radiative transfer model DISORT. DISORT has also been used
to perform the exact (benchmark) calculations. For all calculations four computational polar angles (NSTR)
have been used. Therefore, the inﬁnite summation in Eq. (31) can be truncated for terms l larger than NSTR-1.
Note that for simplicity in all calculations an incoming solar ﬂux F equal to one was used.
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In order to show the overall capabilities of the linear perturbation theory as well as its limitations in this
section, two different cases of atmospheric perturbations will be shown.6.1.1. Perturbation of the extinction/scattering coefficient
In this example, see Fig. 2, the scattering coefﬁcient is perturbed while the absorption coefﬁcient is set to
zero. The base case is constant with height, st ¼ ss ¼ 0:005m1, thus composing an atmosphere of optical
depth of 10. The scattering coefﬁcient is then altered in 10 steps, increasing by 5% per step below 500m and
above 1500m, and by 10% per step in the intermediate interval. All relative values refer to the original base
case value. Hence, any unrealistic values for optical properties are avoided. The different perturbation steps
are shown in Fig. 2 as dashed lines. The scattering phase function, here chosen to be the Henyey–Greenstein-
type with asymmetry parameter g ¼ 0.75, remains unchanged. The surface albedo is 0.3 and the cosine of the
solar illumination is m ¼ 0:7.
It can be deduced from Fig. 3 that the linear perturbation theory yields satisfactory results for rather small
perturbations. For larger perturbations the pure linear application turns out to be unsuitable. Therefore, the
same atmosphere as in Fig. 2 is used to calculate two more base cases. These are located at the perturbation
factors PF ¼ 0:5 and 1.0. The result is shown in Fig. 4. The interpolation (shown as diamonds) improves the
results dramatically. The errors of the pure linear perturbation theory, as depicted in Fig. 5 for each base case,
is quite large whereas the error of the interpolated values is of the magnitude of tenths of a percent. A
universal tool that automatically determines the positions of the base cases would be very desirable but has not
been developed yet.6.1.2. Perturbation of the phase function
The perturbation of the phase function is of special importance for three reasons. First, all orders of the
expansion coefﬁcient have to be taken into account for the calculation of the perturbation integral. Second, no
interpolation will be carried out, although this might be possible in theory but would require a multivariate
interpolation. Third, the ﬁrst two reasons make the treatment of phase function perturbations0 500 1000 1500 2000
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Fig. 2. Extinction/scattering coefﬁcient variation as a function of height.
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Fig. 3. Net ﬂux in 600m above ground as a function of the perturbation factor (PF). The ‘‘’’ refer to exact results. ‘‘——’’ depicts the
perturbation result.
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Fig. 4. Same as Fig. 3 but with multiple base cases and interpolated results shown. Base cases have been assigned to PF ¼ 0, PF ¼ 0:5 and
PF ¼ 1.
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Fig. 5. Errors of the three base cases and the interpolation with respect to the exact results.
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special value given the wide range of scattering objects in the atmosphere.
As an example, the gradual transition of a HAZE-L phase function (g ¼ 0:8042) into a C1 phase function
(g ¼ 0:848), see [15], is shown, see Fig. 6, thus describing the transformation of a smog or stratus layer into a
cumulus cloud with otherwise the same optical properties. The scattering/extinction coefﬁcient is
st ¼ 0:005m1, the remaining parameters are as before and no perturbation of the extinction/scattering
coefﬁcient is carried out. It can be seen that although two different cloud structures are underlying, the
relation is close to the ideal linear case. The error for PF ¼ 1:0 is just about 1%. That is not surprising as the
asymmetry parameters are very close to each other.
Consider now the constant part of the phase function perturbation integral (Eq. (40)):
el ¼ pð2l þ 1Þ
Z TOA
0
dz ss;bðzÞxþl ðzÞxlðzÞ.
In Fig. 7 the decline of el derived for the net-ﬂux at the ground with increasing expansion order l is shown for
both phase functions. It suggests that orders higher than four to ﬁve will not signiﬁcantly contribute to the
perturbation integral. Therefore, our choice of using only low order expansions does not seem to cause
relevant errors.
The overall positive impression of the phase function perturbation changes considerably if very different
phase functions are used and if signiﬁcant perturbations of all optical properties occur at the same time. This
will become of interest in the section about realistic cloud ﬁelds, see below.
6.2. Independent-pixel approximation results
In this paragraph, the RTPT will be applied to realistic clouds. The ﬁrst one has multiple clear-sky areas,
thus accounting for an inhomogeneous cloud ﬁeld. The second cloud scene consists of several cumulus clouds
whose optical depth can reach up to 100. The third one is a fairly stratiﬁed cloud with no clear sky areas and
only slight horizontal variation.
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Fig. 6. Net ﬂux in 600m above ground as a function of the perturbation factor (PF) which refers here to a gradual transition in percent
from the HAZE-L to the C1 phase function.
10.000
1.000
0.100
0.010
0.001
|e I
|
0 5 10 15 20 25 30
Expansion Order I
Fig. 7. Decline of the constant part of the phase function perturbation integral el with increasing l for m ¼ 1:0, t ¼ 10. The solid line
refers to the Haze-L phase function, the dashed one to the C1 phase function.
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This stratocumulus cloud scene was created by incorporating realistic measurements acquired during the
INSPECTRO campaign, see [16], into a cloud generator. The data have been made available to us by Kniffka,
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Table 1
Base case setup and phase functions for the Sc cloud: cl: cloud phase function, cs: clear-sky phase function
No. Pixel ðx; yÞ Optical depth (approx.) Phase function
1 ð16; 1Þ MinðttÞ ¼ 0:14 cs
2 ð5; 172Þ 0.282 cs
3 ð16; 40Þ 0.283 cl
4 ð112; 155Þ 1.01 cl
5 ð112; 132Þ 1.99 cl
6 ð112; 160Þ 7.99 cl
7 ð101; 132Þ 16.02 cl
8 ð66; 189Þ MaxðttÞ ¼ 34 cl
M. Jerg, T. Trautmann / Journal of Quantitative Spectroscopy & Radiative Transfer 105 (2007) 32–5444Mayer and Scheirer. The resulting optical depth ﬁeld for a wavelength of 550 nm is shown in Fig. 8. The scene
is fairly inhomogeneous as large clear-sky areas with optical depths well below one lie in relative proximity of
large optical depths of up to 34. The inhomogeneity refers not only to the horizontal directions but also to the
vertical where strong gradients in the optical properties, namely the extinction coefﬁcient, occur. The cloud
itself is located between 1425 and 1725m varying with position. The domain is 112 193 76 grid points
large and has a horizontal resolution of 200m. The vertical resolution varies with height, being typically 75m
in the region of the cloud. A surface albedo of 8% was assumed and the direction of the sun was m ¼ 0:398
and f ¼ 38:69.
To enhance the results of the perturbation calculation and the Hermite interpolation, eight base cases with
respect to the optical depth were chosen while two different phase functions were used at the same time, see
Table 1. The two phase functions have been generated by averaging the expansion coefﬁcients over the pixels
which were, according to their optical depth, regarded as cloudy (cl) and cloud-free (cs), respectively. This
way, seven intervals are spanned in which the Hermite interpolation can be applied. The accumulation of base
cases at low optical depths accounts for the strong decline of the radiative ﬁeld with increasing optical depth,
especially in the case where absorption is present. For larger optical depths this relationship seems to saturate
one way or another allowing for wider intervals. It has to be noted that the base cases are only chosen in a
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Fig. 9. Histogram of the absolute differences of transmission and reﬂection of all individual pixels for the Sc cloud.
M. Jerg, T. Trautmann / Journal of Quantitative Spectroscopy & Radiative Transfer 105 (2007) 32–54 45semi-automatic manner. The ﬁrst three and the last base case are selected according to the separation of the
pixels in cloudy and clear sky, all other base cases are chosen at will. The fully automatic assignment of all
base cases with appropriate pixels is yet to be achieved. Ways to reach this aim could comprise the
straightforward allocation of a certain number of base cases to the given range of optical depths by analyzing
the histogram of the optical depths or more sophisticated techniques like neural networks which could be
trained to select the optimal pixels. To this end assembling a data base by carrying out numerous ‘‘training
runs’’ beforehand would be most likely necessary. This selection of base cases would have to be carried out for
each considered wavelength interval. However, it might also be possible to interpret differences of optical
properties owing to their respective wavelength dependence as perturbations. As a result, the selection of base
cases as well as the subsequent interpolation might be performed across wavelength intervals.
Because of the strong extinction we decided not to show relative errors, which would be rather large, but
rather absolute differences. Before we explore the inﬂuence of the base cases we direct our attention to the
distribution of the errors of transmission and reﬂection values of each pixel, respectively, to the absolute
differences between exact computation and interpolated values of these two. Transmission and reﬂection
(albedo) are deﬁned here as
T ¼ F#ðz ¼ 0Þ
F#ðz ¼ TOAÞ
; R ¼ F"ðz ¼ TOAÞ  F"ðz ¼ 0Þ
F#ðz ¼ TOAÞ
. (55)
In Fig. 9 the histogram of the absolute differences, gained by subtracting the interpolated results from the
exact computation, of both are shown. One recognizes the sharp peaks at low absolute errors where most
pixels are located in and which are accompanied by pixels with larger errors in the wings of the distributions.
In Fig. 10 the dependence of the absolute errors of T and R on the total optical depth are shown. In both
graphs a wave-like structure is evident, yet the minima fail to approach zero error at all base case optical
depths as the perturbation of the phase function is superimposed linearly. However, it is obvious from both
graphs and the histograms that a striking symmetry exists where the transmitted light is systematically
underestimated by the RTPT compared to the forward results while the reﬂected light is always overestimated.
In order to demonstrate the method’s ability to yield vertical resolution the vertical proﬁle of the mean
intensity is shown in Fig. 11. One notes the good agreement of the RTPT proﬁle with its forward counterpart,
thus enabling the RTPT to efﬁciently derive actinic ﬂuxes and heating rates as both are proportional to the
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Fig. 10. DT and DR as a function of total optical depth of RTPT for the Sc cloud. (a) Absolute error of the transmission as a function of
the total optical depth. (b) Absolute error of the albedo as a function of the total optical depth.
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Fig. 11. Example for a vertical proﬁle of the mean intensity in the Sc cloud derived by both methods.
M. Jerg, T. Trautmann / Journal of Quantitative Spectroscopy & Radiative Transfer 105 (2007) 32–5446mean intensity. Besides that, the implemented method is also able to derive up-, down-, and net ﬂux-densities
at all computational layer interfaces with reasonable accuracy.
Concerning the domain-averaged values we observe an error of DT ¼ 6:8 103 and DR ¼ 5:84 103.
At this place a remark about computational speed might be useful. The RTPT requires an adjoint solution
at each vertical position where results are demanded for each effect and for every single base case. Thus, a
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M. Jerg, T. Trautmann / Journal of Quantitative Spectroscopy & Radiative Transfer 105 (2007) 32–54 47rather large number of combinations can arise. Therefore, it is not very meaningful to compute all effects at all
vertical positions as that means that together with the lengthy computation of the phase function
perturbation, which is required to be evaluated for each effect at those vertical positions in every pixel, the
RTPT will take in fact longer than the forward model. However, the RTPT might offer some advantage if only
few levels are selected. If three levels are chosen, here the top and bottom of the columns and additionally the
level just below cloud-base which is referred to above, than the RTPT calculation is about four times faster
than the forward calculation, although the selection of the base cases is not included in that ﬁgure and in turn
no numerically optimized algorithm was developed. Generally speaking, it seems to make sense to use the
approach the RTPT offers if only a limited number of output levels is considered to be important. A more
speciﬁc estimation does not seem to be meaningful as the computational advantage over the forward
calculation depends also on the number of pixels and effects.
6.2.2. Cumulus field from ARM data
This cumulus cloud ﬁeld has been derived from measurements of the atmospheric radiation measurement
(ARM) program, see [17], which have been preprocessed by a LES model and a cloud-generator, see [18]. The
data have been provided to us by Victor Venema and Sebastia´n Gimeno Garcı´a. The optical depth ﬁeld for
330 nm is depicted in Fig. 12. The model domain has a size of 66 66 70 grid points.
The horizontal resolution is 100m and the vertical resolution in the region of the cloud is about 40m. The
cloud cover is only about 30% while the cloudy pixels can reach optical depths of over 100. Furthermore,
the cloud is not limited to a ﬂat layer but has also vertical structure and variation in shape. In Fig. 13 the
horizontally (in x-direction) integrated optical depth is shown.
The overall setup for the calculations has not been changed, although the base cases have been adapted to
the different distribution of total optical depths. The conﬁguration is shown in Table 2. Due to the more
inhomogeneously distributed cloud properties and the wider span of optical depths we use here 10 base cases
with respect to the total optical depth. With regard to the phase function, the data consists of an asymmetry
parameter for each cell. By employing the Henyey–Greenstein approximation higher orders of the phase
function expansion are determined.
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Fig. 13. x-integrated optical depth of the Cu cloud.
Table 2
Base case setup and phase functions for the Cu cloud : cl: cloud phase function, cs: clear-sky phase function
No. Pixel ðx; yÞ Optical depth (approx.) Phase function
1 ð1; 1Þ Min(tt) ¼ 0.13 cs
2 ð40; 59Þ 0.19 cs
3 ð40; 29Þ 0.2 cl
4 ð66; 63Þ 0.73 cl
5 ð66; 58Þ 4.9 cl
6 ð66; 61Þ 7.56 cl
7 ð65; 23Þ 15.7 cl
8 ð66; 24Þ 31.1 cl
9 ð66; 31Þ 60.94 cl
10 ð44; 54Þ Max(tt) ¼ 106.4 cl
M. Jerg, T. Trautmann / Journal of Quantitative Spectroscopy & Radiative Transfer 105 (2007) 32–5448The problem of over- and underestimation persists here and can become quite large according to the
investigated position. This is to some extent reﬂected by the histograms of the individual errors of reﬂection
and transmission of each pixel shown in Fig. 14. At ﬁrst sight, the peaks are narrower than in the case before,
although one has to consider that two more base cases have been used. But in the far left and right parts of the
histogram, there is a considerable number of pixels where errors amount up to around 17%. That means by
interpolating with respect to the total optical depth we cannot accurately account for strong internal
variations between two columns. This problem was already addressed in Section 5. When the vertical
distribution of the optical properties in a column which is treated by the interpolation technique considerably
differs from the respective base case columns, the interpolation cannot adequately account for the
perturbation. The linear treatment of the phase function perturbation adds to that problem as only two base
cases with respect to the phase function perturbation are employed. Because of the ragged upper boundary of
the cloud and the associated strong vertical gradients of optical properties, this defect is very prominent in the
presented example. The next example contrast these features due its homogeneous cloud base and top. Here,
the demand for columns which only differ due to a constant scaling is much better fulﬁlled.
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Fig. 14. Histogram of the absolute differences of transmission and reﬂection of all individual pixels for the Cu cloud.
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this case the column will contain the results of the respective base case. The domain averaged absolute
differences are DT ¼ 3:95 102 and DR ¼ 3:84 102. As the total number of pixels is too low in this case,
we dispense with any acceleration comparisons as we do not expect the RTPT to have a signiﬁcant advantage
over the forward calculations.6.2.3. Stratus field from FIRE I data
The last example is a stratus cloud which has been generated in an analogous manner as the cumulus ﬁeld
before. The data stems from the FIRE I campaign, see [19], and has been modeled by Duynkerke et al. [20].
See also [18]. The data were provided by Venema and Gimeno Garcı´a. Because of its relatively moderate
horizontal variability, it can be regarded as a counterpart to the cumulus ﬁeld. The optical depth
ﬁeld for 330 nm is shown in Fig. 15. The vertical variation of the extinction coefﬁcient is also very limited,
especially the cloudbase and top height are practically constant. The horizontally integrated optical depth is
shown in Fig. 16.
The cloud scene comprises 52 52 79 grid points with a horizontal resolution of 50m and a vertical
resolution of 10m in the relevant range. The remaining parameters are chosen as before. Accounting for the
moderate perturbation of the optical parameters we have used only four base cases, see Table 3. As there are
no clear-sky pixels both phase functions used for the base cases are nearly identical as well.
The relative neighborhood with respect to the total optical depth of base cases two and three has its origin in
the semi-automatic way the bases-cases are chosen. Judging from the results of the stand-alone model two
base cases would be sufﬁcient for this cloud.
Over- and underestimation occurs in a more moderate fashion which can be obtained from Fig. 17 where
the histograms are shown. The discussed symmetry is again present, yet not directly around zero error as the
scene does not consist of clear sky areas but rather forms a local minimum at zero error. However, the errors
of most of the pixels are conﬁned to less than 1% while maximum values are less than 3%. This conﬁrms the
assumption that this effect is strongly related with the internal variation of the cloud and its shape. The
domain averaged errors are DT ¼ 3:95 103 and DR ¼ 4:88 103.
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In this paper, we have presented an alternative way to deal with one-dimensional radiative transfer. To do
so, we have shown the fundamental principles of the radiative transfer perturbation theory (RTPT) in
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Table 3
Base case setup and phase functions for the St cloud: cl: cloud phase function
No. Pixel ðx; yÞ Optical depth (approx.) Phase function
1 ð44; 3Þ Min(tt) ¼ 14.98 cl
2 ð44; 49Þ 16.29 cl
3 ð46; 5Þ 16.7 cl
4 ð9; 22Þ 27.64 cl
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Fig. 17. Histogram of the absolute differences of transmission and reﬂection of all individual pixels for the St cloud.
M. Jerg, T. Trautmann / Journal of Quantitative Spectroscopy & Radiative Transfer 105 (2007) 32–54 51combination with the Hermite interpolation and its utilization to cloud related independent-pixel radiative
transfer computations. It was shown that, depending on the internal structure of the clouds, the deviations
from usual forward independent-pixel calculations can become signiﬁcant. This is especially true if ﬂuxes
inside the cloud are compared. The absolute errors of transmission and reﬂection of some pixels in the
cumulus case can be as large as 17% whereas the domain averaged errors usually stay below 4%. In the course
of our investigations, it also turned out that the RTPT can only speed up independent-pixel calculations if the
problem allows to select only very few output levels. If results at all levels are demanded and if all sorts of
perturbations have to be taken into account, meaning that all optical properties are subject to perturbations
and the surface albedo has to be taken into account for each pixel, then the RTPT cannot offer an acceleration
of the calculation. However, the RTPT could have an application in numerical weather prediction models.
These models are usually equipped with two-stream models. In recent years numerical weather prediction
models have been required to comprise more and more pixels due to the reﬁnement of the spatial resolution.
For numerical reasons the solution of the atmospheric equations requires a relatively small time step which is
usually below 1min depending of course on the spatial resolution. The time step for the radiation meaning the
model time which elapses between two updates of the radiative ﬁeld is much larger, typically around 1 h. A
reduction of the radiation time step is for the practical feasibility of the model calculations nearly impossible.
As a result, the computed heating/cooling rates are held constant until the next radiation time step. Thus, the
RTPT could be run at just a few layer interfaces together with the usual forward calculation. Layer interfaces
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M. Jerg, T. Trautmann / Journal of Quantitative Spectroscopy & Radiative Transfer 105 (2007) 32–5452regarded most important would be the top of atmosphere, the ground, the top of the atmospheric boundary
layer and possibly the cloud base. The perturbation integrals determined that way could then be used to
update the heating rates just by the presented interpolation and phase function perturbation. Additionally, the
reﬂectance and transmission of each column could be easily calculated. Thus, one would gain at least the
information crucial to energetically drive the dynamic part of the model. The required adaption of the RTPT
to a two-stream model is possible and has been achieved by [4]. Nevertheless, another aspect of the
perturbation theory is worth mentioning. As the respective perturbation integrals can be calculated
independently of each other, it is possible to attribute a direct consequence in the observed change of the effect
to each change in the optical properties. It has been demonstrated that the RTPT has signiﬁcant potential for
sensitivity studies, see Section 6.1. In addition to its didactic value, the RTPT can be recommended for use in
the development and investigation of parameterizations and asymptotes of other radiative transfer techniques.
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Appendix A. The pseudo problem
The adjoint radiative transfer equation is
LþIþ ¼ Qþ (A.1)
with operator Lþ:
Lþ:¼ m q
qz
þ stðzÞ 
ssðzÞ
4p
Z
4p
dO0 pðz; ~O0  ~OÞ  . (A.2)
Deﬁne now
Cðz;~OÞ:¼Iþðz; ~OÞ. (A.3)
Insertion of Eq. (A.3) in (A.1) leads to
m qCðz;
~OÞ
qz
þ stCðz;~OÞ 
ss
4p
Z
4p
dO0 pðz; ~O0  ~OÞCðz;~O0Þ ¼ QþðOÞ. (A.4)
If the substitution ~O ¼ ~O, and hence ~O0 ¼ ~O0 and m ¼ m, is introduced in Eq. (A.4), one yields
m
qCðz; ~OÞ
qz
þ stCðz; ~OÞ 
ss
4p
Z
4p
dO0 pðz; ~O0  ~OÞCðz; ~O0Þ ¼ QþðOÞ, (A.5)
where the identities dO0 ¼ dO0 and ~O0  ~O ¼ ~O0  ~O have been used. Note also that ~O  ~O0 ¼ ~O0  ~O is
valid as, due to the reciprocity of light, it can be assumed that for homogeneous scattering objects, the
scattering phase function rather depends on the scattering angle in a relative description than in absolute
terms. The right-hand side of Eq. (A.5) has the same structure as the usual forward radiative transfer equation.
Thus, Eq. (A.5) can be written as
LCðz; ~OÞ ¼ Qþðz;~OÞ. (A.6)
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Iþ by means of the substitution (A.3). This requires only the adaption of the employed standard algorithm to
the new source Qþðz;~OÞ and no new radiative transfer model has to be established.
Appendix B. First order perturbation expansion
The derivation of the linear perturbation formula after Ustinov [7] is brieﬂy addressed. The basic equations
are restated as
LI ¼ Q, (B.1)
LbIb ¼ Qb, (B.2)
Lþb I
þ
b ¼ R. (B.3)
Multiplying (B.3) by Ib and multiplying (B.2) by I
þ
b leads to
IbL
þ
b I
þ
b ¼ RIb, (B.4)
Iþb LbIb ¼ QbIþb . (B.5)
Subtracting (B.5) from (B.4) and applying the phase space integral h; i leads to
Eb ¼ hQb; Iþb i  hIþb ; LbIbi þ hIb; Lþb Iþb i. (B.6)
Multiplying now (B.3) by I and multiplying (B.1) by Iþb leads to
ILþb I
þ
b ¼ RI , (B.7)
Iþb LI ¼ QIþb . (B.8)
Subtraction of (B.8) from (B.7) and integration leads to
E ¼ hQ; Iþb i  hIþb ; LIi þ hI ; Lþb Iþb i. (B.9)
Finally
E  Eb ¼ DE ¼ hIþb ;DQ  DLIbi (B.10)
with
DQ ¼ Q  Qb,
DL ¼ L  Lb. ðB:11ÞReferences
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