Motivated by the task of clustering either d variables or d points into K groups, we investigate efficient algorithms to solve the Peng-Wei (P-W) K-means semi-definite programming (SDP) relaxation. The P-W SDP has been shown in the literature to have good statistical properties in a variety of settings, but remains intractable to solve in practice. To this end we propose FORCE, a new algorithm to solve this SDP relaxation. Compared to the naive interior point method, our method reduces the computational complexity of solving the SDP from O(
For data clustering, one classical formulation is K-means: This formulation, roughly speaking, can also be applied to variable clustering by treating Cov(X) as a measure of "distances" between d points (Bunea et al., 2016) . Because (1.1), and combinatorial optimization in general, is NP-hard (Dasgupta, 2008; Mahajan et al., 2012) , fast algorithms that have been proposed to solve clustering problems are not guaranteed to produce an optimal solution to the original problem (Lloyd, 1982; Defays, 1977; Kumar and Kannan, 2010; Arthur and Vassilvitskii, 2007; Peng and Wei, 2007 ). This becomes a major issue in certain scenarios, like post-selection inference, where first a statistical model is selected, e.g. through variable clustering, and then an inferential procedure is applied. Nearly optimal clusterings are insufficient for this purpose because incorrect model selection will invalidate the results of subsequent inferences; for such applications recovery of the optimal clustering is required. Applications where variable clustering and statistical inference questions arise include the analysis of stock pricing, fMRI, and gene expression data.
One particularly interesting class of algorithms leverage a convex relaxation to find an approximate solution, followed by a rounding step (Vazirani, 2001) . Though this may not always give an optimal solution to the original problem, significant progress has been made on understanding when such relaxations are tight -that the optimal solution to the relaxed and original problems coincide (Awasthi and Bandeira, 2015; Peng and Wei, 2007; Bunea et al., 2016; Iguchi et al., 2016) . Motivated by recent developments in cluster based graphical models, in particular the G-Latent model (see Section 2.1) where each cluster of variables corresponds to a latent generator (Bunea et al., 2016 (Bunea et al., , 2018 (Bunea et al., , 2017 , we study efficient algorithms for exact cluster recovery. Bunea et al. (2016) show that the Peng-Wei (P-W) SDP relaxation (see Section 2.1) of (1.1) is tight with high probability for G-Latent models and introduce a procedure to recover G * based on solving this SDP. Similarly recent work (Awasthi and Bandeira, 2015; Bandeira, 2015) has studied when convex relaxations are tight in the data clustering setting. In this setting it is again the P-W SDP which has the strongest statistical guarantees Ames (2014) ; Awasthi and Bandeira (2015) ; Iguchi et al. (2015 Iguchi et al. ( , 2016 .
Despite the attractive theoretical properties of the P-W SDP for a variety of clustering problems, efficiently solving it in practice remains a significant challenge: standard SDP solvers have worst-case O(d 7 log ε −1 ) running time due to a large number of constraints. In this paper we introduce FORCE (First-ORder CErtifiably Optimal Clustering), an algorithm to solve the P-W SDP. The difficulty in solving NP-hard problems, such as K-means, derives from the integer structure of their solutions. The underlying insight is that for clustering problems, when we expect the convex relaxation to be tight, the integer structure of the optimal solution can actually be leveraged to help solve the clustering problem. The FORCE algorithm consists of two components: a first-order method to solve the P-W SDP and a dual solution construction used to certify the optimality of a primal solution. The idea is that if we have an algorithm to quickly construct a dual solution at G * and an interior point method to solve an SDP relaxation P, then while solving P we can periodically "round" the current iterate and search for a matching dual solution. If the primal and dual objective values match, the algorithm can terminate early.
We summarize our main contributions below:
M with entries whose row index is in S and column index is in S . The notation O is used to suppress poly-log factors of the dimension d. The function λ(M) maps a matrix M to the set of its eigenvalues. Similarly λ min (M) and λ max (M) map M to its minimum and maximum eigenvalue, respectively. We define dvec(M) := diag(vec(M)), mapping a matrix M to a diagonal matrix with the vectorized matrix M on the main diagonal.
Preliminaries 2.1 Background
Peng-Wei SDP. The Peng-Wei SDP (Peng and Wei, 2007 ) is defined as maximize U −D, U s.t. U ∈ C := {U : U ≥ 0; U1 = 1; tr(U) = K; U 0}. (2.1)
For the data clustering problem, D is defined by D i,j = ||x i − x j || 2 2 . A solution is called "integer" if U ij = 1 |Ga| if i, j ∈ G a and 0 otherwise, and it is said to correspond to the partition G. This is also called the "partnership matrix" of the clustering solution G, which we denote by B(G). It can be shown that the dual SDP to (2.1) is minimize where the matrices I a,b and R a are defined by I ab = 1 2 e a e T b + e b e T a for all a < b, I aa = 1 2 e a e T a , and R a = 1e T a + e T a 1. Variable Clustering in G-Latent Models. The G-Latent model assumes the observed variables X = (X 1 , . . . , X d ) ∈ R d can be partitioned into K unknown clusters G * = {G * 1 , . . . , G * K } such that variables in the same cluster share similar behavior. We denote m := min i |G * i | and assume that m ≥ 3. Further we also assume there exists a latent mean-zero random vector Z ∈ R K with covariance matrix Cov(Z) = C * , such that X = AZ + E, for a zero mean error vector E with independent entries. The d × K assignment matrix A is defined as A jk = I{j ∈ G * k }. We denote Cov(E) = Γ * , a diagonal matrix with entries Γ * jj = γ * j for any 1 ≤ j ≤ d. We also assume that the noise E is independent of Z. We assume that Z ∼ N (0, C * ) and E ∼ N (0, Γ * ), which implies X ∼ N (0, Σ * ) with Σ * = AC * A T + Γ * . To be able to recover clusters, the latent variables cannot be too highly correlated, and we can define a distance between components of Z as
To recover the true group partition G * , Bunea et al. (2016) propose using (2.1) with D = Γ − Σ, a penalized covariance matrix estimator (we refer to this as the PECOK estimator). Because a priori the group structure is unknown, an estimator Γ of Γ * is somewhat involved so we omit the details here. For our purposes, we are only concerned with its rate of convergence in the max-norm. Bunea et al. (2016) show that if X i , . . . , X n are generated from a G-Latent Model, there exist constants p 0 − p 2 such that if log d ≤ p 0 n, then with probability at least 1 − p 2 /d 3 ,
then with probability at least 1 − p 3 /d the optimizer to (2.1) is X * = B(G * ) for some constants p 0 , p 3 . This bound on ∆(C * ) is shown to be minimax optimal.
Related Work
Solving the SDP. An obvious approach is to simply solve the P-W SDP relaxation using the standard second-order convex optimization methods (see Boyd and Vandenberghe (2004) for some examples). One well known approach to quickly solving certain SDPs is the matrix multiplicative weights (MMW) algorithm (Arora et al., 2005) . For the P-W SDP, the MMW algorithm requires O(K 2 d 2 α −2 −2 ) arithmetic operations to find an -optimal 2 solution and where α is related to a lower bound on the optimal value of a rescaled version of the SDP. Typically, we have
Another possibility is to solve the SDP using the Alternating Direction Method of Multipliers (ADMM) (Boyd et al., 2011) . Recent work (Ames, 2014) takes this approach for a related SDP relaxation applied to the bi-clustering problem, but the focus there is on the statistical proeprties of the SDP relaxation not on deriving an algorithm with convergence guarantees. Like our approach, ADMM requires O(d 3 ) arithmetic operations per update, but there is no gaurantee on its convergence rate. Instead, in this paper we convert the SDP into an equivalent eigenvalue maximization problem using a technique due to Renegar (2014) , which allows us to achieve better worst-case runtime bounds than existing methods. This is described in more detail in the next section.
Optimality Certificates for Data Clustering. In proving the tightness of (2.1) it is standard to derive an empirically testable condition on an instance of the clustering problem (Awasthi and Bandeira, 2015; Iguchi et al., 2015 Iguchi et al., , 2016 . To do this, recent work on convex relaxations of K-means for data clustering takes a dual optimality certificate approach (Awasthi and Bandeira, 2015; Iguchi et al., 2015 Iguchi et al., , 2016 . In general the dual optimality certificate approach is: (a) find an appropriate convex relaxation (denoted P) and its dual (denoted D) of (1.1), (b) given a candidate solution to P construct a solution to D with matching objective value, (c) derive a deterministic condition that 2 Here is a multiplicative error 3 We did implement a MMW algorithm for P-W SDP, but found it unable to converge in practice; we suspect this is due to the presence d 2 equality constraints since at each iteration of MMW these are not satisfied, but we did not investigate this further.
can be checked on an instance of P and proposed solution to P that is sufficient for the construction in (b) to exist. The deterministic condition found in step (c) can then be analyzed to find the necessary assumptions on the data generating distribution to give the following guarantee: with high probability a random instance of P will satisfy the condition at the optimal solution G * to P.
To use the condition from step (c), all that remains is a way to "quickly" find optimal solutions to P and then test the condition at the proposed optimal solution. The dual solutions used in Awasthi and Bandeira (2015) ; Iguchi et al. (2016) differ from each other mainly in their choice of assignment to y a,b (likewise for our proposed certificate). The choice of y a,b in turn determines what testable condition one can derive and then leverage to prove tightness results and certify optimal clusterings. Unfortunately, Iguchi et al. (2016) only offer a fast algorithm for the K = 2 case, and their method cannot be directly applied to variable clustering since it operates directly on the data points to be clustered, not merely the matrix D. These certificates (and ours) benefit from Lemma 2.1 characterizing solutions to (2.2).
Lemma 2.1 (Theorem 4 (Iguchi et al., 2015) ). The following are equivalent: (a) B * is an optimal solution to (2.1), (b) every solution to (2.2) satisfies y a,b = 0 for a, b ∈ G * i and
= |G * i |I + 11 T and the off-diagonal blocks are zero.
Other Clustering Approaches. Spectral clustering (Kumar and Kannan, 2010; Awasthi and Sheffet, 2012 ) is another approach, but these methods are tailored towards data clustering and are provably suboptimal (Bunea et al., 2016) in terms of exact recovery in variable clustering. Heuristic approaches such as Lloyd's Algorithm (Lloyd, 1982) and CLINK (Defays, 1977) are fast, but in general do not find global optima.
Comparison To Stochastic Block Model. Variable clustering of data generated by the stochastic block model (SBM) has been heavily studied in recent years using the P-W SDP (and other related SDPs). In SBM, one wants to recover the true partition of d nodes using an observed d × d adjacency matrix where each entry is modeled as an independent Bernoulli random variable. Similar recovery guarantees to those described for the G-Latent model exist for SBM and use similar proof techniques (Abbe et al., 2016; Ames, 2014; Pirinen and Ames, 2016 ). An effective algorithm for solving the P-W SDP could therefore also benefit clustering in this regime as well.
The FORCE Algorithm
In this section we first present the primal step, followed by the dual certificate and then a convergence guarantee for the P-W SDP on any instance D.
Primal Step
Because we consider clustering in the high-dimensional setting, a fast algorithm to solve (2.1) is critical. While second-order methods have an appealing iteration complexity, the per iteration cost is prohibitive for (2.1) because the cost of each iteration depends not only on the dimension d but also on the number of constraints -in (2.1), this is O(d 2 ). First-order methods, by contrast, may have a higher iteration complexity, but a lower per-iteration cost.
Algorithmic Framework Informally, RSS (Renegar, 2014) can be described as Nesterov's accelerated gradient method (Nesterov, 2004) and smoothing (Nesterov, 2005 (Nesterov, , 2007 applied to an eigenvalue maximization problem that is closely linked to the SDP of interest. Specifically, consider an SDP in standard form
where A i ∈ S n×n , D ∈ S n×n and b i ∈ R; denote the optimal value of (3.1) by u * . To apply RSS, we must specify as input any strictly feasible solution F to (3.1). 4 Given F, a projection can be defined from F onto the border of the positive semi-definite cone by
lies at the intersection of the line segment between F and U and the positive semi-definite cone. Clearly if
then P F (V * ) is optimal for (3.1). In addition, if U * is optimal for (3.1), then
is optimal for (3.2). To obtain faster convergence, Nesterov's smoothing technique can be applied and the objective function in (3.2) can be replaced by
giving the smoothed problem
RSS internally applies Nesterov's accelerated projected gradient descent algorithm (Bubeck, 2015) to (3.4) several times through careful selection of initial iterates and after at most 5) updates, the matrix U T output by RSS satisfies
We direct the reader to Renegar (2014, Theorem 7 .2) for additional details. To summarizeapplying RSS to an SDP requires strictly feasible F, feasible U 0 such that D, U < D, F , efficient computation of ∇f µ,F and efficient computation of P C ⊥ λ , the projection of the gradient onto
Conversion to an Eigenvalue Maximization Problem
First, we introduce the augmented variables
where 
Given a strictly feasible solution F and U 0 such that −D, F < −D, U 0 = −u 0 to (2.1), we construct the pair
necessary to apply RSS to (3.8). Finally, turning (3.8) into an equivalent eigenvalue maximization problem and applying Nesterov's smoothing gives
Importantly, we note that
Constraint Set Projection
To project onto C ⊥ λ , we must find the optimizer for
as it is a diagonal matrix of the slack variables. Because a projection onto a convex set has a unique minimizer, it suffices to find any point satisfying the KKT conditions. Solving for the projection gives the following system of d + 2 equations in d + 2 unknowns:
Solving (3.11), we get the projected matrix
Remark 3.1. The last two sections highlight how the effective dimension of the problem is reduced by conversion to an eigenvalue maximization problem. The d 2 slack variables do not affect the cost of computing the projection P C ⊥ λ . Likewise (3.10) shows that the cost of evaluating f µ,F is dominated by that of computing the eigenvalues of the upper d × d diagonal block.
Existence of a Strictly Feasible Solution
Unlike for the SDP's considered by Renegar (2014) , I is not feasible for (2.1) as K < d, tr(I) = d = K. We also note that the intuitive idea to find a possibly suboptimal clustering G and use F = B( G) is not possible because strict feasibility for (2.1) requires all F ij > 0.
Nonetheless, there are valid choices of F. Consider matrices of the form F = aI + b11 T , where a, b > 0. Such matrices clearly satisfy F ij > 0 and F 0, so all that remains is to choose a and b such that F, I = K and F1 = 1. Multiplying these expressions out, simplifying and solving the resulting system of equations gives a =
. Lemma 3.2 summarizes the properties of F.
Lemma 3.2. Given d and K, define
F d,K is strictly feasible for (2.1) and
Proof of Lemma 3.2. The first claim follows by the previous discussion and the second follows immediately from Lemma B.1.
FORCE Algorithm: Dual Step
Because all instances of (2.1) are strictly feasible, as shown in Lemma 3.2, then for any primal optimal solution there exists a dual solution such that its objective value is exactly equal to the primal. Unlike the primal problem, however, the dual does not lend itself easily to mapping a clustering onto a feasible solution for the SDP. Let G = { G 1 , . . . , G K } be the candidate clustering for which we want to find a dual solution. Because the goal is to certify optimality, consider G = G * . Without loss of generality we can assume that the variables are ordered according to G * , so that
Thus if we can "eliminate" the off-diagonal blocks in Q, finding a dual solution should be very straightforward; this motivates Property 1.
Property 1 (Large Diagonal Blocks Property). An instance D of a clustering problem satisfies the Large Diagonal Blocks Property if there exists a feasible dual solution with value d * such that the variables y a,b can be chosen to make off-diagonal blocks of the matrix Q equal to 0.
Intuitively, we expect that in the variable clustering setting Property 1 will frequently hold. Because −D is an estimate of a covariance matrix for a generative model with block covariance structure, the diagonal blocks should dominate the off-diagonal blocks. What remains then is to search over assignments to y a and y T . In light of Lemma 2.1, the FORCE dual solution construction can be viewed as a function of y T :
where
. By performing binary search over y T , we obtain such a feasible dual solution if and only if Property 1 is satisfied. Computation of (3.13) is straightforward using Lemma 3.3 below.
Lemma 3.3. Let L be defined as above as in Section 3.2. Then L is invertible and its inverse is block-diagonal, given by L
Proof. Using the Sherman-Morrison formula we can obtain the first claim, from which the second follows immediately.
We set the search interval for y T to be [0, C] for some C that can be selected at runtime. In practice to select the bound C, we will see from the proof of Theorem 4.1 in Section 4 can select
Under the conditions of the theorem, there exists with high probability (tending to 1 as d → ∞) a y T ∈ [0, C] such that the corresponding dual certificate is a feasible solution for (2.2). We note that in the statement of Theorem 4.1 there is a constant c 1 which above we have absorbed into the probability term.
Convergence Rate of FORCE
Denoting by O C a rounding oracle (e.g. Lloyd's Algorithm or CLINK), O C a certificate oracle that returns a dual feasible tuple (y a , y a,b , y T ), and h the dual certificate search frequency, we can combine the primal update and dual certificate giving FORCE as Algorithm 1. On its own, the FORCE Primal
Step offers an improved theoretical guarantee over second-order interior point methods for (2.1). By appropriately choosing the dual certificate search frequency h, the convergence rate properties of the primal step transfer to FORCE. These results are summarized as Theorem 3.4.
Theorem 3.4. Let C and h be selected such that C/h ≤ 1. Then, Algorithm 1 terminates after O d 6 K −2 −1 arithmetic operations, giving an -optimal solution.
Proof. We start by showing that the claim holds for RSS applied to (2.1). Note that for any U and
The iteration complexity of RSS, (3.5), gives that the number of gradient updates required is at most
From ( 
Theoretical Properties of the Dual Certificate
In the previous section, (3.13) defined the FORCE dual certificate in terms of y T . In this section, we state and prove Theorem 4.1 showing that for variable clustering in G-Latent models, the certificate (3.13) exists at G * w.h.p. whenever the cluster separation metric ∆C * is above a minimal threshold. Our approach is in keeping with the literature on analyzing statistical properties of SDP relaxations, and we use similar proof strategies Ames (2014); Iguchi et al. (2016 Iguchi et al. ( , 2015 ; Awasthi and Bandeira (2015) . Theorem 4.1 also shows that the P-W SDP is tight for G-Latent models as whenever the certificate exists, the SDP must be tight.
Theorem 4.1. Consider the variable clustering setting under the G-Latent model and assume log d ≤ p 0 n, where p 0 is the constant from Section 2.1. There exist constants c 1 , c 2 and c 3 such that if
then with probability at least 1 − c 3 /d the FORCE Dual Certificate exists at G * , where σ = max i C * i,i + ||Γ * || ∞ .
General Properties
Denoting by (D, G * ) an instance of (2.1), we now characterize the factors that determine when Property 1 is satisfied -when, for each i, y T can be selected such that (a) for all a and b,
y a R a + y T I is positive semidefinite. Importantly, problem (b) requires studying the behavior of points or variables only within the same group, greatly simplifying the analysis. Lemma 4.2 characterizes the behavior of the minimal eigenvalue of Q i .
Lemma 4.2. Using the notation and quantities introduced above
Proof. To demonstrate the result, we first find an expression of the minimal eigenvalue of
. Then we can apply Lemma 4.3 to obtain the result. One way to express the minimum eigenvalue is argmin
. Now, for any v ∈ S |G * i |−1 we can expand (i) as
Via some algebra we obtain
From 4.1 above we see that the object of interest is now 1y T
is ultimately a function of y T and D. Fortunately, we already have explicit expressions for these quantities. In particular,
We can substitute 4.3 into 4.1, yielding that
Substituting back into (i), we get that
which is nearly the desired result. To proceed, we can see that y T |G * i | 11 T and Q ⊥ i (D) lie in orthogonal spaces. This is a deterministic statement and does not depend on any particular clustering instance. Indeed, we can check that 1 T Q ⊥ i (D)1 = 0 This is good, because then their respective eigenspaces are orthogonal giving
Properties under the G-Latent Model
Now the setup is that we have n samples of a d-dimensional random vector, denoted by X ∈ R n×d , D is the PECOK penalized covariance estimator (Section 1). By writing y G * i (X, y T ) as a function of X ∈ R n×d , it is easy to observe that
. 5 From Lemma 4.2, whether or not the FORCE construction succeeds depends on how quickly Q i (X, y T ) concentrates about its mean (in terms of spectral norm) which in turn determines if y T can be chosen small enough to ensure that the corresponding y a,b are feasible. Accordingly, the final two ingredients needed to prove Theorem 4.1 are Lemma 4.3 which controls the spectral radius of Q ⊥ i (X) and Lemma 4.4 which bounds y a,b in terms of y T . Lemma 4.3. Assume that log d ≤ p 0 n. Then,
with probability at least 1 − 
with probability at least 1 − c 3 /d 3 , where c 1 , c 2 and c 3 are constants, σ = max i C * i,i + ||Γ * || ∞ .
Proof of Theorem 4.1
Now that we have all the necessary lemmas, we can prove the main result. First, we select
ensuring that all Q i (X) are positive semidefinite. By Lemma 4.3 and taking the union bound over all i ∈ [K],
with probability at least 1 − c 2 /d. Furthermore, by taking the union bound over all a and b not in the same group and using Lemma 4.4,
with probability at least 1 − c 1 /d. Therefore, there exist constants c 1 , c 2 and c 3 such that if we take y T = y T and
then with probability at least 1 − c 3 /d, min a,b y a,b ≥ 0, demonstrating dual feasibility. Thus with probability at least 1 − c 3 /d, y T gives a feasible solution to (2.2), concluding the proof of the theorem.
Extension of FORCE to Unknown K
The motivation and insight behind the FORCE algorithm remains the same when K is unknown, so we do not repeat the full discussion given in Section 3. When K is not known a priori, it can sometimes be estimated simultaneously by exchanging the trace constraint for an appropriately chosen trace penalty. In the variable clustering setting, Bunea et al. (2016) show that (5.1) recovers the optimal solution to (1.1) without requiring K to be known a priori at the same cluster separation rate as the setting where K is known.
K-means Adaptive SDP
We refer to
as the K-means Adaptive SDP due to its use in adaptively selecting the number of clusters and finding the optimal clustering simultaneously. The trace penalty is defined by a data driven tuning parameter κ. It is beyond the scope of this work to consider the theoretical properties of (5.1) for data clustering and the remainder of this section focuses on the variable clustering setting. Like the case when K is known, the dual SDP has the form 
Conversion to Eigenvalue Maximization
The conversion to standard form and an eigenvalue maximization problem is nearly identical to the case when K is known, so the derivation is omitted. Using the notation from Section 3, in standard form (5.1) becomes
s.t. U ∈ {U : I ab , U = 0 for a ≤ b; R a , U = 2 for all a; U 0}, with corresponding smoothed eigenvalue maximization problem
(5.4)
Constraint Projection
As in the case when K is known, we must derive the projection onto C ⊥ λ . Solving the KKT conditions, we get the projected matrix
Existence of a Feasible Solution
Clearly for (5.1) F = I is feasible, but unfortunately it is not strictly feasible so a different choice of F is required. Unlike in the case when K is known, there is no trace constraint and therefore we can find an F such that for any d, c
for some c 1 ≥ 1. In particular, we can choose
which clearly is strictly feasible for (5.1). Using the Sherman-Morrison formula, we obtain that
Furthermore, it is easy to see that
This shows that in the case where K is unknown, we pay only a factor of 4 penalty for I not being strictly feasible. This is a sharp contrast to the fixed K case, where the penalty is much higher.
FORCE Dual Step
In order to find a dual certificate, we first characterize the form of optimal solutions to (5.2). Lemma 5.1 characterizes all primal, dual optimal pairs for (5.1), just as Lemma 2.1 does for the case where K is known a priori. 
Proof. The proof of Lemma 5.1 follows from complementary slackness and by re-arranging a system of linear equations. For more details, we direct the reader to Iguchi et al. (2015, Theorem 4) . Now, observe that in (5.2), κ plays the same role as y T in (2.2). Therefore the results and intuition regarding the dual construction still hold, but now there is no search over y T . Instead we just invert a linear system and check feasibility. The dual solution to (5.2) corresponding to G * is
. Just as the case when K is known, we can use the explicit dual solution construction (5.5) to certify the optimality.
The FORCE Algorithm
Algorithm 1 requires only minor modification to be applied to (5.1). First, we apply RSS to (5.1) instead of (2.1). Second we replace the certificate oracle O C with one based on (5.2). Finally, we replace the rounding oracle O R with a procedure that can simultaneously cluster the projected iterate and select K. One such approach is to choose K = round(tr(P F (V s ))) and then proceed by applying either CLINK or Lloyd's algorithm using the selected K. However, although this approach is theoretically justified, in practice one could consider using CLINK for the clustering step to obtain the entire solution path for all K, requiring only O(d 2 ) arithmetic operations. The mean-squared error (MSE) of each clustering solution can be plotted against K and the elbow method used to select K.
Theoretical Results
Mirroring our results for fixed K, Theorem 5.2 gives a worst-case bound on the computational complexity of FORCE for (5.1). Proofs of the results in this section are nearly identical to those in Sections 3 and 4. Next we address how to choose κ in practice. The choice is driven by the following consideration: when does the dual certificate exist and when is the SDP relaxation tight? These questions are intimately connected, and so similar to Bunea et al. (2016) we choose
for variable clustering in G-Latent models when K is unknown. As is made clear below, the choice of constant in κ could be altered, but we do not explore whether or not some other choice is preferable. Importantly κ is data-driven in the sense that it's selection requires no knowledge of the parameters of the generating distribution.
Theorem 5.3. Consider the variable clustering setting under the G-Latent model and assume log d ≤ p 0 n, where p 0 is the constant from Section 2.1. If κ = 5|| Γ|| ∞ d/n + d/n , there exist constants c 1 , c 2 and c 3 such that if
Remark 5.4. The additional cost of constraining K to be fixed is imposed directly by the trace constraint. It is somewhat surprising that we should obtain a significantly better worst-case complexity bound, for certain K, when we have less information about the structure of the problem at hand. For this reason we suspect it may not be impossible to obtain the same worst case bound if we impose a fixed K in the problem formulation.
The adaptive formulation, (5.1), can also be applied to data clustering, and we suspect the FORCE algorithm may have strong theoretical properties in that setting when K is unknown, but that analysis is beyond the scope of this work.
Numerical Results
We evaluate FORCE by validating Theorem 4.1 empirically, comparing the FORCE primal step to other methods for solving (2.1), and comparing the performance of FORCE with clustering heuristics. Due to space constraints we focus on the case where K is known, but similar results are obtained for K unknown. Note that the third evaluation captures a combination of the properties of (2.1) and of FORCE, since it is an inexact solver for the SDP.
Implementation Details
We implement FORCE in R and because FORCE is not a traditional primal-dual algorithm and does not make dual updates, we use an early stopping rule as the termination condition. Specifically, for a given s and δ, if at any iteration t,
then the algorithm terminates. For all experiments we use (s, δ) = (100, 10 −4 ). An adaptive restart rule is used for the accelerated PGD weighting coefficients (O'Donoghue and Candès, 2015) . In practice, we also found that the warm-start step of RSS was unnecessary to achieve good performance, and the following simple heuristic gave at least as good results in terms of the final output: let
d F, then perform accelerated PGD on f µ,F starting with initial iterate V 0 := U 0 for a fixed number of iterations N to obtain U 1 := P F (V N ). The matrix U 1 is then used in place of the original warm-start step of RSS. We found that this heuristic produced in practice a matrix U 1 satisfying the warm-start requirements of RSS.
Benchmarking Framework
To benchmark the algorithms we use a Dell XPS 9570 with an i7-8750H processor. All algorithms are limited to 6 computational threads and the R build is linked against Intel's MKL BLAS implementation to ensure a fair comparison with MATLAB.
We compare FORCE with several alternatives. Primarily this shows how several alternative algorithms scale. We compare against a MATLAB implementation using MOSEK (Andersen and Andersen, 2000) as the solver, a MATLAB implementation using SDPNAL+ (Sun et al., 2017) , and an ADMM algorithm to solve (2.1) due to Ames (2014) . 6 For short, we refer to these algorithms as MOSEK, SDPNAL+, and ADMM respectively. MOSEK and SDPNAL+ are run using the default options and ADMM is run using the same options as in Ames (2014) . FORCE refers to Algorithm 1 and FORCE-P denotes just the primal step of FORCE with no dual certificate search.
Generative Model
Recall that the generating distribution of a G-Latent model with d observed variables and K latent factors can be described in terms of (G * , Θ * , Γ * ). We first select a graph structure for Z and then once the graph structure is constructed, the latent precision matrix is defined as Θ * = ρW + (|λ min (W) | + 0.2)I, where W is the adjacency matrix of the generated graph. We take Γ * = γI for some constant γ to be specified later. Because we work in the high-dimensional regime, we generate n = d samples for each simulation.
Throughout we use the scale-free generative model to construct the dependency structure amongst the latent variables Z. It is a model for network data, whose degree distribution follows a power law and we generate the graph one node at a time, starting with a 2 node chain. For nodes s ∈ {3, . . . , K}, node s is added and one edge is added between s and one of the s − 1 previous nodes. At each step, if k i denotes the current degree of node i in the graph, the probability that node t and node i are connected is p i = k i /( i k i ). By construction, such a graph always has K edges. 7
Dual Certificate
To assess the effect of noise on the existence of the dual certificates, (2.2) and (5.2), we select two designs (one for d = 250 and d = 500) and vary the level of γ. Figure 1 contains the results and we can observe a sharp phase transition as γ increases. Interestingly only slightly less noise is required for the certificate to exist when K is not known versus when K is fixed a priori. Another interpretation of Figure 1 is that it shows the sharp phase transition under which the P-W SDP is tight for G-Latent models as a function of noise γ. Figure 1: Proportion of randomly generated instances for which a certificate exists at G * .
FORCE vs. other algorithms for solving the P-W SDP
Low-Dimensional Problem Sizes. The goal of the simulations in lower dimensions is to evaluate the scaling of the various alternatives. We vary both d and the level of noise γ, evaluating six different settings. For each setting, we generate 100 random instances and run each algorithm. Relative error is measured in terms of the objective value of (2.1) and we assume v * = −D, B(G * ) . Table 1 gives the results, showing that even for d = 120 MOSEK (a traditional interior point solver) is computationally expensive.
High-Dimensional Problem Sizes. For higher dimensional setups, d = 500, we find that both MOSEK and SDPNAL+ require too much memory and computational resources to run the simulations on our benchmarking platform (a high-end consumer PC), and therefore we compare only ADMM, FORCE and FORCE-P. We compare both high (γ = 3.0) and low (γ = 1.0) noise setups for K = 9, 22, 50, 100 which range from O(log d) to O(d). For each design, 100 random instances were generated and the results are reported in Table 2 . To compute relative error we assume v * = −D, B(G * ) .
When they converge, all three methods exhibit similar running times. However for designs closer to the threshold above which exact recovery is possible, ADMM often fails to converge. By comparison, FORCE and FORCE-P converge on all instances encountered during benchmarking. Table 2 shows that FORCE always has 0 error, i.e. that it achieves perfect recovery. From this we conclude FORCE-P finds a solution to (2.1) that is "close-enough" to the optimal solution that by rounding and finding a dual certificate, FORCE achieves exact recovery.
Table 2 also reveals that as K increases, it takes longer for FORCE to solve (2.1), which aligns with our intuition as the effective sample size per group is decreasing in K. This runs contrary, however, to the predictions of Theorem 3.4. One reason Theorem 3.4 may be overly pessimistic is 1.09 × 10 −6 3.01 × 10 0 s ADMM 1.07 × 10 −7 4.41 × 10 −2 s 1.43 × 10 −7 4.97 × 10 −2 s FORCE 0.00 × 10 0 4.62 × 10 −2 s 0.00 × 10 0 1.84 × 10 −1 s FORCE-P 7.25 × 10 −3 7.18 × 10 −1 s 1.12 × 10 −2 8.60 × 10 −1 s that the rate also depends on ||V 0 − V * || F , the distance between the initial and optimal iterates. Our bound on this quantity may be too pessimistic in practice as we use a heuristic clustering to construct V 0 and the heuristic should output a closer to optimal solution for smaller K (indeed Figure 2 confirms this intuition). ADMM (500, 9, 0.3, 1.0) 3.71 × 10 −7 3.71 × 10 −7 100.0% 2.39 × 10 0 FORCE 0.00 × 10 0 0.00 × 10 0 100.0% 3.20 × 10 −1 FORCE-P 9.12 × 10 −3 9.12 × 10 −3 100.0% 1.77 × 10 1 ADMM (500, 9, 0.3, 3.0) 5.38 × 10 −7 5.38 × 10 −7 96.0% 3.41 × 10 0 FORCE 0.00 × 10 0 0.00 × 10 0 100.0% 1.29 × 10 0 FORCE-P 2.39 × 10 −2 2.40 × 10 −2 100.0% 2.34 × 10 1 ADMM (500, 22, 0.3, 1.0) 1.86 × 10 −7 1.86 × 10 −7 100.0% 3.24 × 10 0 FORCE 0.00 × 10 0 0.00 × 10 0 100.0% 4.03 × 10 0 FORCE-P 1.70 × 10 −2 1.70 × 10 −2 100.0% 2.34 × 10 1 ADMM (500, 22, 0.3, 3.0) 7.99 × 10 −7 7.99 × 10 −7 56.0% 5.90 × 10 0 FORCE 0.00 × 10 0 0.00 × 10 0 100.0% 8.48 × 10 0 FORCE-P 2.29 × 10 −2 2.29 × 10 −2 100.0% 1.99 × 10 1 ADMM (500, 50, 0.3, 1.0) 2.96 × 10 −8 2.96 × 10 −8 96.0% 3.13 × 10 0 FORCE 0.00 × 10 0 0.00 × 10 0 100.0% 1.14 × 10 1 FORCE-P 1.69 × 10 −2 1.72 × 10 −2 100.0% 2.37 × 10 1 (500, 50, 0.3, 3.0) 5.84 × 10 −8 5.84 × 10 −8 64.0% 3.33 × 10 0 FORCE 0.00 × 10 0 0.00 × 10 0 100.0% 1.46 × 10 1 FORCE-P 2.11 × 10 −2 1.99 × 10 −2 100.0% 2.45 × 10 1 ADMM (500, 100, 0.3, 1.0) 1.32 × 10 −8 1.32 × 10 −8 20.0% 3.53 × 10 0 FORCE 0.00 × 10 0 0.00 × 10 0 100.0% 1.56 × 10 1 FORCE-P 1.16 × 10 −2 1.08 × 10 −2 100.0% 2.65 × 10 1 ADMM (500, 100, 0.3, 3.0) N/A N/A 0.0% N/A FORCE 0.00 × 10 0 N/A 100.0% 2.57 × 10 1 FORCE-P 2.08 × 10 −2 N/A 100.0% 2.88 × 10 1
ADMM

FORCE and the P-W SDP vs. Heuristic Methods
Lastly, we compare FORCE applied to the P-W SDP to heuristic methods to cluster the data. Heuristic methods are typically fast, and if they were to offer similar performance in practice, it may not make sense to solve the P-W SDP using FORCE or any other algorithm. As we show in the experiments described below, this is not the case. We compare against Lloyd's algorithm with kmeans++ initialization as this gave better results than either CLINK or Lloyd's algorithm with random initialization. We consider the design (d, K, ρ) = (500, 22, 0.3) and study the effect of γ on the performance gap of FORCE and the P-W SDP versus heuristic methods. First we compare clustering applied V T , the final iterate output by FORCE-P, to clustering applied to either D = Σ − Γ or Σ. Denoting by K(M, K) the algorithm that takes matrix M and runs Lloyd's algorithm with kmeans++ initialization returning a partition G. The metrics used to evaluate the output are
which captures the number of correctly assigned variables.
Row one in Figure 2 shows
; the expectation is both with respect to the generating model and the randomness of K. For each level of γ, 50 random instances were generated, and because K is a random algorithm, it is run multiple times on each instance. The average across both instances and runs of K is reported. One trend of particular importance is that as the level of noise increases, the expected exact recovery rate for either of the alternative candidate heuristics goes to zero.
A natural follow-up question is whether or not, despite the expected recovery rate going to zero as γ increases, if we run K many times using using M = Σ, Σ − Γ and select the best clustering found, can we do just as well as FORCE? If yes, then running FORCE (and indeed solving the P-W SDP relaxation in general) offers little benefit over running K many times and then attempting to certify the best clustering found. To answer this question, we denote by KB(M, K, N ) the algorithm which runs K, defined above, N times and returns the best clustering found in terms of SDP objective value. We compare this to the output of FORCE and choose N to be the maximum of 100 and the number of times FORCE calls a clustering algorithm as a sub-routine on that problem instance. The results in terms of E[d i (KB(M, K, N ), G * )] are plotted versus gamma in row two of Figure 2 ; as before, 50 random instances were generated for each level of γ. Examining the plots we can conclude that solving the SDP not only improves the percentage of points clustered correctly on average, but that it is essential to achieving exact recovery. Using heuristic methods alone cannot achieve the same performance as FORCE or other algorithms that leverage the P-W SDP relaxation.
Conclusion
Motivated by the variable clustering problem, we proposed a new algorithm, FORCE, to solve the P-W SDP which has strong statistical properties in many clustering regimes. FORCE consists of a primal first-order method based on Renegar's method (Renegar, 2014) and a novel dual certificate construction. We show that for G-Latent models satisfying a minimal cluster separation condition, FORCE is guaranteed with high probability to both recover the true latent structure G * and provide a certificate of having done so. We extended our results to a variant of the P-W SDP where K is not known a priori.
One interesting consequence of our certificate existence theorems, Theorems 4.1 and 5.3, is that they show for G-Latent models, the SDPs (2.1) and (5.1) are tight with high probability for ∆(C * ) sufficiently large. Indeed we recover nearly the same minimal cluster separation rate as Bunea et al. (2016), with the distinction that our proof is constructive in nature. Our numerical studies clearly indicate the success of FORCE in the variable clustering setting. In our simulation studies, only one other method, ADMM, was able to scale to high dimensions, and it often did not converge in high noise designs. Our studies also verified that solving the P-W SDP was essential to achieve high quality clusterings as noise increased (see Figure 2) . In future work it would be of interest to study the properties of the FORCE dual certificate under other generating distributions for variable and data clustering. The FORCE algorithm is available in the R package GFORCE on CRAN.
A Proofs Omitted in Section 3.2
First we have a lemma regarding the concentration of the noise terms E about their mean. Sometimes rather than state these concentration results in terms of d, we state them in terms of t ≥ d to allow for more precise control of constants in our main theorems. We let E denote the event that || Γ − Γ * || ∞ ≤ p 1 ||Γ * || max log d n . Lemma A.1. Under the notation and assumptions from previous sections, if t ≥ d then For (i), we recall that by the definition of the G-Latent model that
Plugging this into (i) and simplifying gives us that
Step 4: For the terms in (ii), consider first (ii).a. We see that 1 T Γ G * with probability at least 1 − 1/t. All that remains is to bound the terms (i).a, (ii).a and (iii).a. Fortunately, these correspond to the population quantity ∆C * . Observing that this is just a quadratic form of 2n-dimensional Gaussian vector, we can applying Lemma A.1. Doing so gives that 1 2n
log t n with probability at least 1 − 1/t. Combining all the bounds for (i)-(iii), using that E occurs with probability at least 1 − p 2 /d 3 , and selecting t = d 3 , we can see that, with probability at least
Because this eigen-decomposition is unique, the above gives
Using the expression for M −1 given above, it follows that
The following result for quadratic forms of standard multivariate Gaussian random variables can be found in many forms in the literature (for example, Rudelson and Vershynin (2013) ).
Lemma B.2 (Hanson-Wright Inequality for Gaussian Random Variables
for some absolute constant c.
In particular, the following corollary is useful.
for some absolute constant c. Equivalently,
with probability at least 1 − 2/t for some absolute constant c .
Below we are concerned with the rate of concentration in the spectral norm of a sample covariance matrix to its mean: || Σ − Σ * || 2 . If we write Σ = Corollary B.5. Let X be an n × d matrix whose entries are independent standard normal random variables, then for every
with probability at least 1 − 2 exp(−t 2 /2).
Proof. Observing that the functions s min and s max are 1-Lipschitz and using the sub-Gaussian tail bound, the result is immediate from the above.
Corollary B.6. Let X i , for i = 1, . . . , n, be a d-dimensional random vector sampled from N (0, Σ).
Proof. This follows directly from Corollary B.5.
C Extension of First-Order SDP Results
This section contains the derivations of the convergence rate of the modified Renegar's method used in Section 3. First we mention that one way to avoid the F = I issue, as shown in Renegar (2014) , is to instead solve the rotated problem
Rotating the system of constraints is not a satisfactory solution for (2.1) because the easy projection onto C ⊥ λ is lost. Thus we need to carefully analyze the smoothness of the objective function f µ,F yielding similar results as the case when F = I.
C.1 Extension of the Smoothed Scheme to Arbitrary Initial Solutions
For completeness, we give in this section the extension of the results in Renegar (2014) to arbitrary choice of initial feasible solution F. Similar to the notation in Renegar (2014) , we denote the smoothed approximation of λ min,F (V) as By Cauchy invariance, and vectorizing g, we obtain that the Jacobian is D vec g(V) = F −1/2 ⊗ F −1/2 . To simplify the proof, we now view f µ and f µ,F as functions on R d 2 . By the chain rule for the Jacobian, Df µ,F (V) = Df µ (g(V))D vec g(V).
For any V and U in R d×d , we obtain The underlying sub-gradient descent method used in Renegar (2014) is from Chapter 3 in Nesterov (2004), adapted to (3.2) . The convergence analysis is presented below. We denote the optimal solution to (3.2) as V * u 0 because the solution is within the level set corresponding to u 0 in the original problem.
Theorem D.2 gives the rate for the accelerated projected sub-gradient method, applied to a smooth objective function. Using Nesterov's acceleration for constrained optimization (Algorithm Algorithm 2 Nesterov's Accelerated Projected Gradient Descent for (C.3) Input: T , U 1 ∈ D, β, {λ t } and {γ t } Output: U T V 1 ← U 1 for t ← 1, . . . , T − 1 do U t+1 = V t + 1 β P C ⊥ λ (∇f µ,F (V t )) V t+1 = (1 − γ t )U t+1 + γ t U t end for return U T 5) we can adapt the results in Sections 6 and 7 of Renegar (2014) to the more general problem with arbitrary F. For (C.3), Algorithm 2 gives more details of Nesterov's acceleration applied to our problem of interest.
In Algorithm 2, β =
. Notationally, we denote the optimal solution to (C.3) as V * u 0 (µ). Theorem C.2 gives the convergence rate. Proof of Corollary C.3. See proof of 6.2 in Renegar (2014) . The proof here is the same. The main idea is V * u 0 (µ) is feasible for (3.1).
The Corollary above gives a bound on the solution to (3.2), but what we want is a bound on the solution to 2.1. Clearly, however, this depends on the inputs to the algorithm. This is summarized in the next Corollary. Proof of Corollary C.4. We can apply Corollary C.3 to get the result.
From C.4 it is clear that if we can find an initial iterate satisfying a certain closeness to optimality, then we are closer to an algorithm that does not require knowledge of the optimal value as input. This can be accomplished using Algorithm 3 and Algorithm 4. Lemma C.5 establishes the required conditions and gives the rate for Algorithm 3.
Lemma C.5 (Analogue to Proposition 7.1 Renegar (2014) ). Assuming inputs as stated, Algorithm 3 terminates with a matrix U L which is feasible for (3.1) and satisfies
Furthermore, the number of outer iterations L, is bounded by
where u 0 = D, U 0 .
Proof of Lemma C.5. See the proof of Proposition 7.1. The rate from Bubeck (2015) can be used in place of that from Nesterov (2004) .
Theorem C.6 (Analogue to Theorem 7.2 Renegar (2014)). Assuming inputs as stated, Algorithm 4 terminates with a matrix U which is feasible for (3.1) and satisfies
Furthermore, the total number of iterations of Algorithm 2 is bounded by
