ABSTRACT A machine learning (ML)-based multifunctional optical spectrum analysis technique is proposed to perform not only the conventional analysis functions but also the extended analysis functions, including center wavelength detection, optical signal-to-noise (OSNR) calculation, bandwidth recognition, as well as spectral distortion diagnosis. We have investigated four widely used ML algorithms, including support vector machine (SVM), artificial neural network, k-nearest neighbors, and decision tree. First, the wavelengths, OSNRs, and bandwidths of optical signals are processed by four ML methods based on the spectral data. The good performance and fast processing speed are obtained, especially for SVM, achieving the optimal accuracy (100%) and the least test time. For the need of the practical application, we also investigate the more complicated case, where wavelength, OSNR, and bandwidth are variable simultaneously so that the ML should analyze these three parameters comprehensively. Even in this case, the overall accuracy is still larger than 99.1%. In addition, the extended analysis functions are also studied to diagnose the spectral distortion caused by the cascaded filtering effect and off-center filtering effect. The number of cascaded filters and the offsets of filter shift and laser drift can be effectively estimated by the SVM with high average accuracy and low standard deviation, which are useful for failure detection and distortion recovery. This technique has the potential to be applied in the optical spectrum analyzer to implement the multifunctional spectrum analysis or in the optical performance monitor to execute the spectral distortion diagnosis.
I. INTRODUCTION
Optical spectrum measurement is one of the most useful tools for optical signal analysis and monitoring in cognitive optical networks (CON) [1] - [3] . Optical spectrum analyzer (OSA) and optical performance monitor (OPM) are two important optical spectrum test instruments in CON. Many schemes focusing on hardware optimization have been proposed to realize wider dynamic range and stronger sensitivity in the optical power domain as well as broader wavelength ranges and higher resolution in the spectral domain [4] - [12] . These schemes were based on different techniques, including fiber Bragg grating [4] , coherent detection [5] , Brillouin fiber laser-based heterodyne detection [6] , dual-comb
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spectrometer [7] , simulated Brillouin scattering with frequency self-sweeping laser [8] , Brillouin dynamic grating [9] , polygon scanner [10] , dual-ring resonators for integrated on-chip OSA [11] , time-lens focusing mechanism for real-time OSA [12] , etc. However, these schemes focused on the hardware section for spectrum data collection, but without considering the software section for data calculation and processing.
The commercial data processing modules of OSA can output some common spectrum parameters [13] , like center wavelength, peak level, spectrum width, and optical power; while several more advanced software modules can even work out the optical signal-to-noise ratio (OSNR), which is an important performance index for optical signals. Whereas in these modules, each algorithm is effective for only one parameter. That means in order to acquire different parameters, multiple algorithms are required, resulting in the increased complexity and decreased flexibility. In addition to the common parameters (center wavelength, bandwidth, OSNR), optical spectrum can also present other important characteristics for OPM and optical link quality diagnosis. By analyzing the features of optical spectrum of a signal, it has the potential to identify multiple distortions, such as cascaded filtering effect (CFE) caused by cascaded intermediate nodes [14] , off-center filtering effect (OFE) caused by non-ideal filtering shift or transmitter laser drift [15] . The spectral distortion diagnosis is significant for failure detection and distortion recovery. However, the conventional OSAs are incapable of analyzing these parameters. To perform these functions, the conventional analysis methods are strongly dependent on the professional expertise, making it only suitable for the experienced engineer. Therefore, the prospective software module is still desiring the more advanced techniques that can not only perform the conventional functions with a single algorithm, but also be easy to extend the more complicated functions with learning ability and without manual intervention.
Lately, machine learning (ML) is making major advances in a wide variety of artificial intelligence (AI)-related areas, such as natural language processing [16] , machine version [17] , and speech recognition [18] . Techniques from ML have also been effectively applied in optical communications to realize adaptive impairment compensation [19] - [22] , OPM [23] - [25] , network resource allocation [26] , [27] , modulation format identification [28] , [29] . All of these methods focused on signal processing in optical communications from the perspective of time domain and electrical domain. For signal processing, apart from time-domain and electrical-domain processing, the other significant dimension is frequency-domain and optical-domain that also needs to be addressed by machine learning. Therefore, recently, we have made a preliminary attempt to apply learning algorithm in spectrum analysis to derive the evolution of OSA and OPM towards intellectualization [30] .
In this paper, based on the previous work, we further explore a ML-based opticalspectrum analysis algorithm (OSAA), which can not only replace the multiple conventional analysis algorithms by one single algorithm, but also perform the extended analysis functions through its learning ability. Four popular ML algorithms are comprehensively adopted, support vector machine (SVM), artificial neural network (ANN), k-nearest neighbors (KNN), and decision tree. Both simulation system and experimental platform are set up. Three important spectral parameters (wavelength, OSNR, and bandwidth) are separately analyzed by four ML algorithms. The error-free recognition accuracies and fast processing speed are achieved by SVM. In addition, the CFE and OFE-induced spectral distortion diagnosis is also studied. The number of cascaded filters and the offsets of filter shift and laser drift can be effectively estimated by SVM with high average accuracy and low standard deviation, demonstrating the availability of proposed method.
II. OPERATING PRINCIPLE OF MACHINE LEARNING-BASED OSAA
The operating principle of intelligent OSA is displayed in Fig. 1 [30] . Through a fiber, the optical signal is sent into the input port of measurement instrument, which can either be a spectrometer for signal test and analysis, or be an OPM module for reliable network operation. Through the auto sweep and external trigger, the spectrum waveform is captured and thus the corresponding digital spectral data are collected. The ML algorithms are proposed to be embedded in the instrument as a software module, like a black box (AI-based OSAA module in Fig. 1 ). Then the collected spectrum data are input into the OSAA module. After the adequate training and learning process, in theory the module can intelligently obtain any desired spectrum parameters. Finally, the analysis results are output for different applications. The key point of OSAA module is to select the suitable algorithm and design the reasonable module structure. In our scheme, the input is digital spectral data, and the output are not only three conventional analysis objects (OSNR, center wavelength, 3-dB bandwidth), but also two extended parameters (CFE and OFE distortions diagnosis results). To select the suitable algorithm, here, we investigate four ML algorithms: SVM, ANN, decision trees, KNN. The schematic diagrams of them are displayed in Fig. 2 . The model of decision trees can be described by a sequential decision making process corresponding to the traversal of a binary tree (one that splits into two branches at each node), which is readily interpretable, fast, and with small memory usage [31] , as shown in Fig. 2(a) . In our scheme, the back-propagation ANN (BP-ANN) is selected, which is a multiplayer network composed of three layers, namely, the input, hidden, and output layers, with each layer consisting of some neuron units [32] , as shown in Fig. 2(b) . KNN is a non-parametric algorithm used for classification and regression [21] . In both cases, the input consists of the k closest training examples in the feature space, as shown in Fig. 2(c) . SVM as a binary classifier could generate a separating boundary (called as hyperplane) to classify two groups of data [31] . By assembling multiple SVMs, the multi-classification problems can be effectively solved even for the complicated cases [20] , as shown in Fig. 2(d) . Thus, SVM always have good accuracy and memory usage with few support vectors.
All these four algorithms come from the community of top ten machine learning algorithms. The detailed theory explanations can be found in literatures [20] , [21] , [31] - [33] . According to their characteristics, they can be selected and applied for different pattern recognition-related problems.
III. CONVENTIONAL ANALYSIS FUNCTIONS
First, the simulation system based on VPI Transmission Maker 9.0 TM is set up to generate 20 Gbps quadrature phase shift keying (QPSK) signals, as shown in Fig. 3 . After an erbium-doped fiber amplifier (EDFA) and a variable optical attenuator (VOA), the OSNR of optical signal can be adjusted by an OSNR Set module, which consists of Gaussian-distributed white noise source, optical amplifier, attenuator, and linear polarization filter. The optical signals are detected by a coherent receiver to observe the signal quality. By observing the constellation of QPSK, we can confirm whether the qualities of optical signal are satisfactory. Then the spectral data of satisfactory signals are captured in front of the coherent receiver. Finally, the collected spectral data are sent into the ML-based software module to perform multifunctional spectrum analysis.
First, the case of center wavelength recognition is studied. The center wavelengths are changed from 1551.72 to 1553.32 nm (193.2∼193.0 THz) at the step of 0.1 nm (12.5GHz), and OSNR is fixed at 30 dB. The wavelength resolution and wavelength span are set to 0.05 nm (6.25 GHz) and 10 nm (1.25THz), and the sampling resolution is 0.0025 nm, where the number of samples for one spectral array data is 10/0.0025=4000. For the sake of simplified calculation, the number of input spectral data is better to be 2 n , where n is an integer. Thus we copied and added 48 samples from the head and end of the array data, which were the noise data and had no effect on the whole spectral data. Then one pre-processed spectral data consist of total 4096 samples. The obtained spectral diagrams (17 wavelengths in total) are displayed simultaneously in Fig. 4 (for the sake of observation, the wavelength span is partially shown from 1551 to 1554 nm). Here, we collect 30 spectral data for each wavelength value as the whole data set comprising 510 (17 × 30) spectral data, and the ratio between training data and test data is 2:1.
Next, the case of OSNR estimation is investigated. In the same QPSK-based coherent optical communication system, the center wavelength is fixed at 1552.52 nm (193.1 THz) and other parameters are kept. Ranging from 15 to 30 dB, OSNR is adjusted at the step of 1 dB (seen in Fig. 5 ). It is seen that spectral diagrams can reflect the OSNR values effectively and careful analysis of this visual display can give us a preliminary approximation of OSNR. Similarly, we collect 30 spectral data for each OSNR value, of which 20 are selected as training data and 10 as test data.
Then the collected spectral data are sent into AI-based OSAA and processed by the four ML algorithms separately to perform wavelength recognition and OSNR estimation. The detailed parameters of these algorithms in our scheme are listed in the caption of Fig. 2 . Parameter selection is an important issue for ML. First, the parameter optimization can effectively avoid under-fitting and over-fitting that are two main factors affecting the accuracy [33] . Second, the proper parameter selection should make a tradeoff between accuracy and complexity.
Each spectral data can be denoted as a vector (1, 4096 ). In the training data set, each spectral data has a label presenting its wavelength or OSNR value. Based on the training data and through the learning process, the parameters of ML algorithms are adjusted gradually until to be determined. In general, the trained models with good generalization ability can effectively detect the test data and output the recognition results.
Here, we use four ML algorithms to recognize the center wavelengths and estimate OSNR values, and calculate the accuracies, as shown in Fig. 6(a) . It is seen compared with others, SVM achieves the error-free performances for both wavelength recognition and OSNR estimation. Due to the effective features in spectral data, KNN also reaches the satisfactory accuracies. Decision trees are easy to be implemented but only attain low accuracy. What is unexpected is that ANN performs a poor results, especially for OSNR estimation. According to our analysis, it is mainly because the spectral data have an extremely high dimensions (1 × 4096) requiring 4096 neurons at the input layer. The tremendous neurons result in extremely complex network structure so that within a given training period, ANN may suffer from the risk of under-fitting.
In addition to accuracy, data processing speed is also an important evaluation index for ML. Therefore, we calculate the test time for each algorithm running on a common computer with the configuration of Intel Core i7-7700 CPU @ 3.6 GHz. Note that as long as the model training is finished, the model has no need of training again. Thus, compared with training time, test time is the key factor that affects processing speed. It is observed in Fig. 6(b) that all the test time are less than 0.7 s. SVM takes the least time (<0.34s) for both wavelength and OSNR estimations, which is an acceptable speed for real-time processing and has the potential to be further improved by using high-performance server. While KNN is the most time-consuming algorithm due to its characteristic of traversal calculation [30] . Therefore, taking into account both recognition performance and processing speed, SVM is obviously a better choice for OSNR and wavelength analysis. To further explore the functions of OSA method, we also set up the experiment platform based on a spectrum test system consisting of a C-band tunable laser (Agilent 81960A), polarization controller, multi-port optical power meter (Agilent N7745A), lightwave measurement analyzer (Agilent 8164B), and computer, as shown in Fig. 7 . Apart from them, the core component is a liquid crystal on silicon (LCoS)-based wavelength selective switch (WSS), working as a wavelength tunable and bandwidth variable filter [34] . Here, we adopt our self-developed and fabricated 1 × 9 tunable-bandwidth WSS (TB-WSS), whose bandwidth setting width is 6.25 GHz, operating spectrum range is 191∼196 THz. The internal optical path structure and real product of a packaged WSS are displayed in the insets of Fig. 7 . In our experiment, WSS works as a lightwave shaper, which can generate various spectra with the required bandwidth, wavelength, and OSNR.
As demonstrated above, the proposed OSAA is feasible for OSNR and wavelength analysis. Next, we begin to investigate the case of bandwidth recognition. The center wavelength of WSS is fixed at 1552.52 nm and OSNR is set to 38 dB. The bandwidth of WSS can be flexibly adjusted from 15 GHz to 1 THz, as shown in Fig. 8 . Total of 15 bandwidths are 
comprehensively considered (listed in the caption of Fig. 8) , each of which are collected 30 spectral data and the ratio between training and test data are still 2:1. Similarly, after the training process, the test spectral data are detected by four ML algorithms with the same parameters. Both recognition accuracy and test time are measured, as shown in Fig. 9 . Similar to the wavelength recognition, SVM achieves the highest accuracy and takes the least test time. Above all, it can be concluded that compared with other algorithms, SVM is more suitable for wavelength, OSNR, as well as bandwidth analysis. Therefore, we select SVM as the core algorithm of OSAA software module in the subsequent test.
In the above section, three key spectral parameters (OSNR, wavelength, and bandwidth) are analyzed separately, meaning that only one parameter is variable while others are kept constant. To be more practical, next, we focus on the more complicated cases, where three parameters are variable simultaneously and ML analyzes them comprehensively. Then the different bandwidths are set to 15 GHz, 25 GHz, 50 GHz, and 100 GHz. The reason why we choose these four bandwidths is that they are defined by ITU-T In the training phase, SVM is trained by the whole training data set. Based on these training data, multiple hyperplanes of SVMs are generated to recognize the features of spectra and classify different spectra according to different OSNR, wavelength, and bandwidth values. After that, the test data are sent into the trained SVMs, and then SVMs output labels corresponding to the specific OSNR, wavelength, and bandwidth values simultaneously.
Consequently, the results are concluded in three confusion matrixes, as shown in Fig. 11 . In the field of ML and specifically the problem of classification, a confusion matrix is a table layout that allows visualization of performance of an algorithm [29] . Each column of the matrix represents the instances in a target class while each row represents the instances in a predicted class, namely output class of SVM. In Fig. 11(a) , it is seen that due to the interference from variable bandwidths and wavelengths, the tiny minority of errors occur. The 0.3% and 0.1% OSNR of 34dB are misclassified as 33dB and 35dB, respectively. In Fig. 11(b) , all the bandwidths are recognized correctly, i.e., 100% accuracy. While for wavelength analysis in Fig. 11(c) , 0.45% λ2 are misclassified as λ3 and 0.15% λ4 are misclassified as λ5, on account of the variable bandwidths and the high-resolution step (0.05 nm). All these wrong samples are within the adjacent range: ±1 dB for OSNR estimation and ±0.05 nm for wavelength recognition. Collectively, the error data are very few, and the overall accuracy is larger than 99.1%, which is within a reasonable accuracy range for practical application. Moreover, the SVM performance can be further improved by optimizing algorithm parameters as well as enlarging the training data scale. Therefore, as demonstrated above, the proposed technique is feasible to perform the conventional analysis functions of OSA. Next, we investigate the extended analysis functions that the conventional OSA is incapable of analyzing.
IV. EXTENDED ANALYSIS FUNCTIONS
Next, we investigate the feasibility of SVM-based OSAA for the extended analysis function: spectral distortion diagnosis, which is significant for failure detection, distortion recovery, and spectrum retrieval. Here, we diagnose two important distortions: cascaded filtering effect and off-center filtering effect.
A. CASCADED FILTERING EFFECT (CFE)
WSS is the key element of reconfigurable optical add/drop multiplexers (ROADMs), which is widely deployed at the intermediate node of optical networks. Due to the tight filtering of the WSSs, each node induces filtering penalty. In longhaul and meshed regional transmission links, the optical signal passing through a cascade of ROADMs may suffer from a large filtering penalty, which is called as CFE [14] . To investigate CFE, the simulation system is set up in Fig. 12 . At the transmitter, amplified spontaneous emission (ASE) noise source produces the ultra-wide white noise spectrum, passing through a waveshaper to reshape and generate the bandwidth-variable ingress spectrum. Here, we study four different bandwidths (10 GHz, 20 GHz, 28 GHz, 32 GHz) with 2-order Gaussian spectral shaping. After amplification by an EDFA, the ingress spectrum transmits through several fiber spans, and each span consists of 80 km standard single mode fiber (SSMF) and an EDFA compensating for the fiber attenuation. The adjacent fiber spans are connected by an intermediate node, where WSS-based ROADM can execute drop, add, or switch actions. In each ROADM, the ingress spectrum passes through at least two WSSs so that suffering from CFE. The channel spacing of all the WSSs is fixed at 37.5 GHz. All the spectra at the end of each WSS are collected by the OSA and as a comparison, the ingress spectra before WSSs are also collected. Figure 13 shows the optical spectra before and after multiple WSS filters. It is clearly seen that the ingress optical spectra (with bandwidth of 32 GHz, 28 GHz, 20GHz) suffer from the obvious degradation due to the CFE, especially for the components close to the spectral edge. Here, the proposed OSAA is adopted to diagnose the spectral distortion induced by CFE.
First, we use SVM to recognize the bandwidths of spectra after different numbers of cascaded WSSs ranging from 0 to 8, as shown in Fig. 14(a) . It is seen that the steep reductions in bandwidths occur at the small number of cascaded WSSs, especially for 32 GHz and 28 GHz. As the number of WSSs grows, the bandwidth decent degree becomes gentle and flat. Compared with the undamaged ingress spectra, the decreased bandwidths (i.e., bandwidth penalty) after the corresponding number of WSSs are calculated, as shown in Fig. 14(b) . The increments of bandwidth penalty decrease with the growth of cascaded WSSs amount. When the numbers of WSSs are larger than 7, the increments of bandwidth penalty for the four spectra are less than 0.2 dB that is a small discrepancy. Note that for the 10 GHz ingress spectrum, the diminishing optical power is so small that can be negligible. Therefore, for the case of small ingress bandwidth and wide filter bandwidth, CFE becomes less significant.
Next, we trained SVM to perform the extended function to estimate how many WSSs the spectra have passed through according to the distorted spectral data. Here, we collect 200 spectral data for each category, where 100 are set as training data and 100 as test data. Learning from the spectral features and shape, SVM output the label representing the specified WSSs amount. As shown in Fig. 15(a)-(c) , both the averaged value of estimated WSSs amount and the standard deviation (SD) over test data set are calculated. Consistent with bandwidth penalty results, the large estimation errors mainly arise in large WSSs amount region: from 5 to 8 for 32 GHz and 28 GHz, while for 20 GHz spectra, the errors distribute across the whole range. The most of errors happen among the adjacent data. But the maximum SD for the whole data set is <0.45 and the average estimated WSSs amount are very close to the actual WSSs amount, meaning that SVM can recognize the number of cascaded WSSs.
B. OFF-CENTER FILTERING EFFECT (OFE)
The OFE is mainly caused by filtering center wavelength shift (FCWS) or transmitter laser wavelength drift (TLWS). The performance of optical signals suffering from OFE may deteriorate dramatically due to the cut-off spectral components and reduced optical power. Thus centerwavelength offset diagnosis is necessary for filter modification or laser adjustment so as to rescue the system failure. Both cases of FCWS and TLWS are studied.
First, we use ASE source and waveshaper generate a 28 GHz-bandwidth spectrum at the center wavelength of 1552.52 nm (193.1 THz), passing through a 37.5 GHz-bandwidth tunable filter. The center wavelength of VOLUME 7, 2019 filter is tuned from 193.1 to 193.09 THz at the step of 1 GHz. That is, the frequency offsets range from 0 to -10 GHz. All the spectra suffering from OEF are collected in Fig. 16(a) . Symmetrically, the frequency offsets from 0 to 10 GHz (193.1∼193.11 THz) are also measured in Fig. 16(b) . Then we fix the center wavelength of filter to 1552.52 nm (193.1 THz) and tune the center wavelength of waveshaper to simulate laser wavelength drift. The laser wavelength drift from 193.1 to 193.09 THz (offset: 0∼−10 GHz) and from 193.1 to 193.11 THz (offset: 0∼10 GHz) at the step of 1 GHz, as shown in Fig. 17(a) and (b) .
It is seen that both FCWS and TLWS distort the spectral shape obviously, but presenting different characteristics. For FCWS, the filter cut off the single-side spectral components: high-frequency components in Fig. 16(a) and low-frequency ones in Fig. 16(b) . The shape and power of the other side spectra remain almost unchanged, and the wavelength positions are kept because of the fixed ingress spectrum. The FCWS results in the narrowing, asymmetrical, and fixed spectra.
While for TLWS, when the frequency offset is small (<4), only the spectral positions shift gradually, but the spectral shape and bandwidth are kept with small optical power loss, as shown in Fig. 17 . It is because the wider-bandwidth filter (37.5 GHz) reserves the guard interval for the ingress spectrum (28 GHz) so as to tolerate a few offsets. When the offsets rise and ingress spectrum is close to the edge of filter, the low-frequency components in Fig. 17(a) and high-frequency components in Fig. 17(b) begin to degrade and show the distorted shape, which is opposite to FCWS. While the other-side spectral shape and power are maintained, but the wavelength positions still move along with laser drift.
To realize OFE diagnosis, we train SVM to estimate the frequency offset values in the cases of FCWS and TLWS. The training and test data set are 100 for each category. Learning from the features of OFE-distorted spectral data, SVM output the explicit offset values, as show in Fig. 18 . present different results: for FCWS, the SD is smaller at the large offset region, where the SD is bigger for TLWS. This is consistent with the above analysis for the reason of different distortion mechanisms. The maximum SDs of FCWS and TLWS are <0.35 and <0.25, respectively. Therefore, SVM can effectively execute spectral distortion diagnosis, which is valuable for failure detection and original signal recovery.
V. DISCUSSIONS
As demonstrated above, the proposed technique performs three advantages:
First, compared with the existing methods in conventional OSA, multiple algorithms are required to analyze different parameters, such as traversal searching method for wavelength detection, thresh method or envelope method for spectrum widths, and interpolation method for OSNR measurement [13] . Even for one parameter, different algorithms are also proposed according to the different measurement conditions, like spectrum width and OSNR measurement. Thus the conventional methods are subject to the increased complexity and decreased flexibility for spectrum analysis. Benefitting from the powerful learning ability, ML can comprehensively process multiple spectral parameters with a single algorithm, like SVM, which can replace multiple above-mentioned methods so that unifying the spectrum analysis technique.
Second, the existing methods need the traversal calculation that is a high-complexity process. Comparatively, SVM performs a low computation complexity for OSNR measurement. The complexity of interpolation-based OSNR measurement is O[3(n/2)] [35] , where nis the number of sample points. While the overall complexity of SVM training process is O(nn sv + n 3 sv ) [36] . Here, n sv is the number of support vectors, and in practice it is usually small. Compared with n, n sv is an extremely small value. Thus, the training time of SVM is short. Moreover, for SVM testing process, the computation complexity is only related to n sv , but independent on n, which means the test complexity is significantly decreased. For the conventional methods, when we measure different parameters, we need use different algorithms, so the complexity of different parameters is the sum of different algorithms. But we can use a trained SVM model to obtain many parameters, which only need once training. Besides, the test time of SVM is linear with the number of support vectors and linear with the number of features, which is smaller than that of traditional algorithms.
Thirdly, ML-based spectrum analysis technique can not only overcome the existing methods in OSA, but also extend the analysis functions of OSA so as to obtain some other complicated but valuable parameters. The other spectral characteristics or distortions are processed, like filter offset, center wavelength drift, cascade filtering effect, etc. Therefore, ML-based OSAA can achieve function extension and performance upgrade for the conventional OSA.
VI. CONCLUSION
In this paper, a ML-based OSAA was proposed to analyze the conventional spectrum parameter (wavelength, OSNR, bandwidth) as well as the extended spectral distortion information (CFE and OFE). Four ML algorithms were comprehensively investigated. Both simulation system and experimental platform were set up. In the modulated optical source system, the wavelengths and OSNRs of QPSK signals were measured based on spectral data. Compared with other algorithms, SVM achieved error-free accuracy and the least test time (<0.34 s). In the unmodulated system, with the help of TB-WSS, the bandwidth recognition was studied. The error-free accuracy and 0.443 s test time were obtained by SVM. To be more practical, the three parameters were variable simultaneously and ML could analyze them comprehensively. In this case, the test time was 0.776 s and the overall accuracy was still larger than 99.1%, demonstrating the feasibility of proposed methods. Additionally, the extended analysis functions are also studied to diagnose the CFE and OFE-induced spectral distortions. The number of cascaded filters and the offsets of filter shift and laser drift were effectively estimated by SVM with high average accuracy and low standard deviation.
The proposed technique has the potential to be applied in the OPM module to execute failure detection and speedy recovery or in the OSA to implement multifunctional spectrum analysis. Moreover, benefitting from the powerful learning ability of ML, other more complicated spectrum-related problems, like wavelength division multiplexing systems, may also be solved by ML methods, which deserves further study in the future. 
