Random matrices, free probability, planar algebras and subfactors by Guionnet, A. et al.
ar
X
iv
:0
71
2.
29
04
v2
  [
ma
th.
OA
]  
8 J
ul 
20
08
RANDOM MATRICES, FREE PROBABILITY, PLANAR ALGEBRAS AND
SUBFACTORS.
A. GUIONNET*, V. F. R. JONES
†
, D. SHLYAKHTENKO
‡
.
Abstrat. Using a family of graded algebra strutures on a planar algebra and a family of traes oming
from random matrix theory, we obtain a tower of non-ommutative probability spaes, naturally assoiated
to a given planar algebra. The assoiated von Neumann algebras are II1 fators whose inlusions realize
the given planar algebra as a system of higher relative ommutants. We thus give an alternative proof to a
result of Popa that every planar algebra an be realized by a subfator.
1. Introdution
It has been apparent for quite some time that there exists a strong onnetion between subfators, large
random matries and free probability theory. Perhaps the most lear instane of this onnetion is that
all three theories have an underlying planar struture. For example, the standard invariant of a subfator
(i.e., the system of higher relative ommutants) is in a natural way a planar algebra [Jon99℄. Traes of
polynomials in random matries naturally ount ertain planar objets ([tH74, BIPZ78, GMS06, MS06,
CMS07, MS07, Zvo97℄). Finally, the ombinatoris of free probability theory is intimately tied with that
of non-rossing (i.e., planar) partitions [Spe94℄. Furthermore, tehniques from some of these subjets proved
useful for appliations to others. For example, there are many onnetions between work in free probability
theory and ertain omputations in the paper [BJ97℄. Random matries and free probability theory were
used to onstrut subfators [R d94, SU02, Pop95, PS03b℄. More reently, Mingo and Speiher and Guionnet
and Maurel-Segala [Gui06, GMS06, MS06, MS07, CMS07℄ have found ombinatorial expressions, involving
planar diagrams, for the that the large-N asymptotis of moments of polynomials in ertain random matries.
In this paper we exploit for the rst time the graded algebra oming from a planar algebra P to obtain a
subfator N ⊂ M whose standard invariant is P . The essential ingredient is a trae on the graded algebra
oming from free probability/random matries, whose use in this ontext was inspired by [Gui06, GMS06,
GS08℄, whih promises to be a soure of further developments in this diretion.
We take the point of view that all of the three subjets mentioned above are intimately related to the
notion of a planar algebra. Speially, the underlying idea is that a planar algebra, endowed with its graded
multipliation ∧0 and trae Tr0 is a natural replaement for the ring of polynomials ourring in both free
probability theory [VDN92℄ and the theory of random matries with a potential [Gui06, GMS06, GS08℄.
To be more preise, a subfator planar algebra (SPA) P will be a graded vetor spae P = (Pn, n > 0, P
±
0 )
whih is an algebra over the planar operad of [Jon01, Jon99, Jon00℄ and satises ertain dimension and
positivity onditions outlined in §2. Every extremal nite index subfator has an SPA as its standard
invariant.
Given an SPA P , we dene the sequene GrkP , k = 0, 1, 2, . . . of omplex ∗-algebras with GrkP = ⊕n≥kPn
(P0,+ ⊕
⊕
n≥1 Pn if k = 0) and multipliations ∧k : Pn × Pm → Pn+m−k given by tangles as in §2. On eah
GrkP we dene a trae Trk : GrkP → C using the sum of all Temperley-Lieb tangles. The trae Tr0 omes
diretly from Wik's Theorem applied to large N limit of a ertain Gaussian matrix model using Wishart
matries, dened in §3. But one alulated, this trae an be dened entirely in terms of planar algebras.
A rather important speial ase is when the matrix models may be taken as p independent Hermitian
matries. Then the algebraGr0P is the even degree subalgebra of C〈{X}〉, the non-ommutative polynomials
*UMPA, ENS Lyon, 46 allée d'Italie, 69364 Lyon Cedex 07, FRANCE, aguionneumpa.ens-lyon.fr. A part of this projet
was supported by the Miller Institute for Basi Researh in Siene, University of California Berkeley.
† Department of Mathematis, UC Berkeley, Berkeley, CA 94720, vfrmath.berkeley.edu. Researh supported by NSF grant
DMS-0401734
‡ Department of Mathematis, UCLA, Los Angeles, CA 94720, shlyakhtmath.ula.edu. Researh supported by NSF grant
DMS-0555680.
1
RANDOM MATRICES, FREE PROBABILITY, PLANAR ALGEBRAS AND SUBFACTORS. 2
in p self-adjoint variables {X} (with #{X} = p). The trae Tr0 is then the one disovered by Voiulesu in
the ontext of his free probability theory [VDN92, Voi85, Voi91℄. It an be realized as the vauum expetation
value on the full Fok spae on a real p-dimensional vetor spae with basis {X}, by the representation of
C〈{X}〉 whih sends X to ℓX + ℓ∗X , ℓX being the left reation operator of X (see [Voi85, VDN92℄). The
higher multipliations ∧k are then given (on monomials of even degree ≥ 2k) by
(X1X2 · · ·Xr) ∧k (Y1Y2 · · ·Ys) = (
k∏
i=1
δXr−i+1,Yi)X1 · · ·Xr−kYk+1 · · ·Ys.
Our main result is, with notation as above and an SPA P , of index parameter δ,
Theorem. (i) For eah k, trk is a faithful traial state on GrkP and the GNS ompletion of GrkP is a II1
fator Mk as long as δ > 1;
(ii) There are unital inlusions GrkP ⊂ Grk+1P whih extend to Mk ⊂ Mk+1and projetions ek ∈
Grk+1P , suh that (Mk+1, ek) is the tower of basi onstrutions for the subfator M0 ⊂M1;
(iii) The relative ommutants M ′0 ∩Mk are anonially identied with the vetor spaes Pk and this identi-
ation is a homomorphism of planar ∗-algebras.
This theorem gives a new proof of the breakthrough result of Popa [Pop95℄, showing that any subfator
planar algebra P an indeed be realized by the system of higher relative ommutants of a II1 subfator.
The key ingredient in the proofs will be representations of the algebras GrkP on Fok spaes. In order
to dene these we will suppose that P is given as a planar subalgebra of the full planar algebra PΓ of some
bipartite graph Γ = Γ+ ∐ Γ− as in [Jon00℄. This is always possible  one may for instane take Γ to be the
prinipal graph of P . A basis of PΓ is formed by loops on Γ starting and ending in Γ+ but we will dene a
slightly dierent planar algebra struture from that of [Jon00℄, better adapted to graded multipliation.
The Fok spae will then be spanned (orthogonally) by paths of varying lengths on Γ, ending in Γ+. It
is naturally Z/2Z-graded. Note that Γ may be innite so we need to make a hoie of Perron-Frobenius
eigenvetor and eigenvalue for the adjaeny matrix of Γ. There will not neessarily be a Markov trae on
PΓ so we work instead with the enter-valued trae. This will restrit to a Markov trae on P .
As in the theory of graph C∗-algebras [Rae05℄, eah edge e of Γ denes an operator ℓe (of grading 1)
on the Fok spae, reating an edge on a path. A loop of edges e1 · · · e2p in PΓ is then represented by the
produt c(e1)c(e2) · · · c(e2p) where c(ei) is a version of aiℓ(ei) + a
−1
i ℓ(e
∗
i ) aording to the parity of i, where
the fators ai are determined by the Perron-Frobenius eigenvetor. We also make use of the fat that the
Fok spae of loops and the resulting II1 fator an be embedded into a type III fator anonially assoiated
to the graph and its Perron-Frobenius eigenvetor using a free version of the seond quantization proedure.
The material is organized as follows:
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1.1. Notations. To aid the reader, we list here some notation used in the paper.
• Bi-partite graph (2.4): Γ; verties: Γ; even/odd verties: Γ±; Edges: E; positively/negatively
oriented edges: E±; edges starting at v: Γ+(v); edges ending at v: Γ−(v). All loops of length k
starting at even/odd vertex: L±k ; all loops starting at a positive/negative vertex: L
±
.
• Planar algebra (Def. 4): P ; k-box spae: Pk,±; positive/negative part: P±; Pk = Pk,+. Planar
algebra of a graph (2.4): PΓ, PΓk,± et. Subfator planar algebra: Def. 5.
• Graded multipliations: ∧k (Def. 7), the algebra GrkP . Trae on GrkP : Trk (Def. 8).
2. On planar algebras.
2.1. Denition. We begin with a denition of planar algebra whih will be reognizably equivalent to other
denitions [Jon99℄ and suited to the purposes of this paper.
Denition 1. (Planar k-tangles.) A planar k-tangle will onsist of a smoothly embedded dis D (= D0) in
R2 minus the interiors of a nite (possibly empty) set of disjoint smoothly embedded diss D1, D2, . . . , Dn
in the interior of D. Eah dis Di, i ≥ 0, will have an even number 2ki ≥ 0 of marked points on its
boundary (with k = k0). Inside D and outside D1, D2, . . . , Dn there is also a nite set of disjoint smoothly
embedded urves alled strings whih are either losed urves or whose boundaries are marked points of the
Di's. Eah marked point is a boundary point of some string, and the strings meet the boundaries of the
diss transversally, only in the marked points. The onneted omponents of the omplement of the strings
in
◦
D \
n⋃
i=1
Di are alled regions. Those parts of the boundaries of the diss between adjaent marked points
(and the whole boundary if there are no marked points) will be alled intervals. The regions of the tangle
will be shaded blak and white so that two regions whose boundaries interset are shaded dierently. (Suh a
shading is always possible, sine there is an even number of marked points.) The shading will be onsidered
to extend to the intervals whih are part of the boundary of a region. Finally, to eah dis in a tangle there
is a distinguished interval on its boundary (whih may be shaded blak or white).
Denition 2. The set of internal diss of a tangle T will be denoted DT .
Remark 1. Observe that dieomorphisms of R
2
at on planar tangles in the obvious way. In partiular if Φ
is a dieomorphism it indues a map Φ : DT → DΦ(T )
We will often have to draw pitures of tangles. To indiate the distinguished interval on the boundary of
a dis we will plae a *, near to that dis, in the region whose boundary ontains the distinguished interval.
An example of a 4-tangle illustrating all the above ingredients is given below;
*
*
*
*
*
*
*
*
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We will often use pitures with a given number of strings to illustrate a situation where the number of
strings is arbitrary. We hope this will not lead to misinterpretation. Similarly if the shading is impliit or
both possible shadings are intended we will suppress the shading.
Given planar k and k′-tangles T and S respetively, we say they are omposable if
(1) The outside boundary of S is equal to the boundary of one of the inside diss of T where equality
means that the marked points are the same, the shadings of the intervals are the same and the
distinguished intervals are the same. And,
(2) The union of the strings of S and those of T are smooth urves.
Denition 3. If T and S are omposable we dene the omposition T ◦ S to be the union T ∪ S. The
strings of T ◦ S are the unions of the strings of T and S.
Sine the shadings of T and S agree on their ommon boundary urve, it is easy to see that T ∪S is a planar
k-tangle. This omposition operation is often alled "gluing" as one may think of S as being glued inside T .
We will now dene a notion of planar algebra. Axioms an be subtrated to obtain more general objets
but for onveniene in this paper the term "planar algebra" will imply all the properties.
Before giving the formal denition we reall the notion of the Cartesian produt of vetor spaes over an
index set I, ×i∈IVi. This is the set of funtions f from I to the union of the Vi with f(i) ∈ Vi. Vetor
spae operations are point-wise. Multilinearity is dened in the obvious way, and one onverts multinearity
into linearity in the usual way to obtain ⊗i∈IVi, the tensor produt indexed by I. A Cartesian produt over
the empty set will mean the salars.
Denition 4. A (unital) planar algebra P will be a family of Z/2Z-graded vetor spaes indexed by the set
{N ∪ {0}}, where Pk,± will denote the ± graded spae indexed by k. To eah planar tangle T there will be
a multilinear map
ZT : ×D∈DTPD → PD0
where PD is the vetor spae indexed by half the number of marked boundary points of D and graded by +
if the distinguished interval of D is shaded white and − if it is shaded blak.
The maps ZT are subjet to the following two requirements:
(1) (Isotopy invariane) If ϕ is an orientation preserving dieomorphism of R2 then
ZT = Zϕ(T )
where the sets of internal diss of T and ϕ(T ) are identied using ϕ.
(2) (Naturality)
ZT◦S = ZT ◦ ZS
Where the right hand side of the equation is dened as follows: rst observe that DT◦S is naturally
identied with (DT \ {D′}) ∪ DS , where D′ is the dis of T ontaining S. Thus given a funtion f
on DT◦S to the appropriate vetor spaes, we may dene a funtion f˜ on DT by
f˜(D) =
{
f(D) if D 6= D′
ZS(f |DS ) if D = D
′
Finally the formula ZT ◦ ZS(f) = ZT (f˜) denes the right hand side.
The natural notation for ZT (f) is to write in the {f(D), D ∈ DT } into D. This is just like
the notation y(x1, . . . , xn)” for a funtion of several variables, where the xi are the f(D), and the
internal diss orrespond to the spaes between the ommas. (We also all the internal disks input
diss). Thus if R1 and R2 are in P2,+, R3 is in P2,− and R4 is in P3,+ then the following piture is
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an element of P4,− :
*
*
*
*
*R
1
3 4
R2
R
R
The vetor spaes Pn,± will possess a onjugate linear involution ∗, x→ x∗ with the ompatibility
requirement:
ZT (f
∗) = ZΦ(T )(f ◦ Φ)
∗
whenever Φ is an orientation reversing dieomorphism.
Observe that P0,± beome unital ommutative ∗-algebras under the multipliation operation (with
either shading):
ab =
a
b
Denition 5. A subfator planar algebra P will be a planar algebra satisfying the following four
onditions:
(a) dim(Pn,±) <∞ for all (n,±)
(b) dim(P0,±) = 1
Condition (ii) allows us to anonially identify P0,± with C as *-algebras, 1 being Z (a 0-tangle with
nothing in it).
This further allows us to dene a sesquilinear form on eah Pn,± by:
〈a, b〉 =
b∗
a∗
∗
where the outside region is shaded aording to ±.
(3) The form 〈 , 〉 is positive denite.
(4) ZT1 = ZT2 where T1 and T2 are the following two 0-tangles:
T1 = T∗ T2 = T∗
The last ondition is topologially natural and orresponds to extremality of the subfator
([PP86℄,[Pop94, 1.2.5℄). This ondition means that the partition funtion of a fully-labeled zero-
tangle (when onsidered without its boundary dis) is atually well-dened for that zero-tangle on
the sphere S2 obtained by adding a point at ∞ to R2. It is natural then to suppress the outer dis
of a 0-tangle in pitures.
Remark 2. One P0,± have been identied with the salars there is a anonial salar δ assoiated with a
subfator planar algebra with the property that the multilinear map assoiated to any tangle ontaining a
losed string is equal to δ times the multilinear map of the same tangle with the losed string removed. By
positivity δ > 0 and it is well known that in fat the possible values of δ form the set {4 cos2 π/n : n =
3, 4, 5, . . .} ∪ [4,∞) [Jon83℄.
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Remark 3. Sine δ 6= 0 it is lear that all the spaes Pn,− are redundant and subfator planar algebra ould
be axiomatized in terms of Pn,+. For this reason we will use in what follows Pn to denote Pn,+ (even in the
non-subfator ase).
Remark 4. In the development of planar algebras the following strutures played a major role:
(1) Multipliation: Eah Pn,± is a *-algebra with the involution dened above and the multipliations:
ab =
b
a
∗
∗
∗
There are two hoies of shadings whih give in general non-isomorphi algebra strutures. (We shall
refer to this multipliation sometimes as the usual multipliation on Pn,±).
(2) Trae: Eah Pn,± is equipped with a linear map Tr : Pn,± → P0,± whih is given by
Tr(x) = x∗
· · ·
(3) The Temperley-Lieb tangles: eah tangle onsisting of an outside box all of whose 2k boundary
points are onneted by (non-rossing) strings inside of the box determines an element of Pk,±,
pairing depending on the shading of the region ontaining ∗. The set of suh tangles is denoted by
TL(k).
(4) The Jones projetions: ek ∈ Pk,+ is given by the Temperley-Lieb tangle (having 2k boundary points):
ek =
· · · · · ·∗
.
Remark 5. (Retangles). It is sometimes very onvenient to use retangles rather than irles for the input
and output diss. Stritly speaking this is not allowed sine the boundaries are supposed to be smooth. But
nothing will happen at the orners of the retangles so one may simply interpret a piture of a retangle as
one with smoothed orners. Use of horizontal retangles also makes it possible to avoid speifying the rst
interval whih we will always suppose to be the one ontaining the left hand vertial part of the retangle.
Remark 6. (Outer disks and shading). We oasionally omit the outer disk when desribing a planar algebra
element, espeially in the ase that there are no boundary points on the outer disk. Also, unless the shading
is expliitly indiated in a piture, we follow the onvention that the region adjaent to the boundary region
marked with a ∗ is unshaded (white).
2.2. Graded algebra strutures.
Denition 6. If P is a planar algebra we dene a graded algebra GrP as follows. As a graded vetor spae
GrP =
⊕∞
n=0 Pn,+ and the graded produt ∧ : Pn × Pm → Pm+n is given by the tangle below whih puts
the element of Pn entirely to the left of the element of Pn:
a ∧ b =
a b
∗ ∗
∗
(The shading in the piture above is determined by saying that the region adjaent to the marked interval
on the outer box is unshaded (white); as before, ∗'s denote the marked intervals on the disks). Note that
one ould also dene a dual struture hanging + to − and hanging the shading in the above gure.
As a graded algebra a subfator planar algebra is just the free graded algebra on a ertain graded vetor
spae as we shall see.
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If P is a subfator planar algebra let M be the 2-sided ideal of GrP spanned by all elements of degree 1
or more. M. Eah graded piee of M has an innner produt as dened above. For eah n ≥ 1 let Nn be the
orthogonal omplement of (M2)n in Mn.
Theorem 1. With notation as above, GrP is the free graded algebra generated freely by ∪∞n=1Nn.
Proof. Let π = (π1, π2, ..., πk) be an ordered k-tuple of integers with πi ≥ 1 and
k∑
j=1
πk = n. Then multipli-
ation denes linear maps
multpi : Npi1 ⊗Npi2 ⊗ ....Npik → Pn.
By indution the images of multpi span M
2
n as π varies. So, together with Nn they span Pn. Thus the
theorem follows from the two assertions:
i) Eah multpi is injetive.
ii) The images of the multpi are orthogonal for dierent π.
To see i), note that eah multpi is an isometry if we give
Npi1 ⊗Npi2 ⊗ ....Npik
the Hilbert spae tensor produt struture.
To see ii), let π and ρ be two distint partitions of n as above. Suppose π1 > ρ1. Consider the following
piture:
*
............
.....x x
y
1 2 3
y1 2 y3
x **
This is the inner produt of an element y1 ⊗ y2 ⊗ ... in Nρ1 ⊗Nρ2 ⊗ ....Nρk with an element x1 ⊗ x2 ⊗ ...
in Npi1 ⊗Npi2 ⊗ ....Npik . (Here π1 = 3, π2 = 2 and ρ1 = 2 = ρ2 = ρ3. One may evaluate the tangle inside the
dashed urve to obtain an element of Mpi1−ρ1 . Thus the gure is atually the inner produt of x1 with an
element of M
2
, thus it is zero. So the images of multpi and multρ are orthogonal unless π1 = ρ1. Continuing
in this way we see that the images of multpi and multρ are orthogonal unless π = ρ. 
Remark 7. Writing elements of GrP as sums of produts of elements orthogonal to M2 times arbitrary
elements gives, by an easy argument with generating funtions,
ΨP(z) = 1−
1
ΦP(z)
Where ΨP(z) is the generating funtion for dim(M/M
2)n, and ΦP(z) is the generating funtion for dimPn.
In general if Φn is the generating funtion for the dimensions of the graded vetor spae M
n/Mn+1 we have
Φn = Φ(Φn − Φn+1) so that Φn = (1 − 1/Φ)n.
Although the graded algebra struture is not ommutative even up to a sign, the presene of the yli
group ation gives a kind of yli ommutativity as follows where ρ denotes the ation of the ounter-
lokwise rotation tangle on Pn:
Proposition 1. If P is a planar algebra then
ρdeg a(a ∧ b) = b ∧ a
Proof. Just draw the piture. 
Remark 8. The multipliation in an exterior algebra an be made to satisfy exatly the same ommutativity
formula by making the yli group at by the appropriate sign in eah degree.
Besides GrP we will need other "shifted" graded *-algebra strutures on P in order to dene a subfator
and analyze its tower.
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Denition 7. Given a planar algebra P = (Pn) and an integer k ≥ 0 we make ⊕∞n=kPn into an assoiative
(unital) *-algebra with multipliation ∧k : Pm × Pn → Pm+n−k given by the following formula:
A ∧k B =
A B
∗∗
∗ · · ·k︷ ︸︸
︷
|
{
z
}
k
· · ·
The involution (denoted by † to distinguish it from the usual involution ∗ on Pk) is given by
A† = A∗
∗
· · ·
∗
k
z
}
|
{ k
z
}
|
{
The shading in both gures above is determined by the ondition that the marked boundary region ∗ is adja-
ent to an unshaded (white) region. Here A∗ means φ(A) where φ is an orientation-reversing dieomorphism
(f. Def. 4(2)).
We denote this *-algebra by GrkP .
2.3. The traes Trk. Any planar algebra ontains in a anonial way the Temperley-Lieb planar algebra
TL. Indeed, TL is spanned by TL diagrams: a TL diagram is a diagram that has no inner disks, and all of
whose strings onnet points on the outer disk. Any suh diagram is naturally an element of P .
Denition 8. Let Tn be the sum of all TL diagrams having 2n points on the outer disk represented pitorially
below (for n = 3):
Tn
(The position of the ∗ is irrelevant, by sine the set of TL diagrams is invariant under a rotation by 2π/n).
The trae Trk(x) is dened for x ∈ Pm, m ≥ k, and is valued in the zero box spae of P :
Tn
x
∗ · · ·· · · · · ·︸︷︷︸
k
where n = m− k (in other words, there are k strings surrounding Tn).
Lemma 1. Trk is a trae on GrkP if endowed with the multipliation ∧k.
Proof. This follows from the fat that the set of all TL diagrams on 2m points is invariant under rotations
by 2π/m. 
Before proeeding further, we onsider an example. Let us assume that P is a subfator planar algebra,
so that in partiular P0,± are one-dimensional and Trk is salar-valued. Let ∪ be the following element of
TL: ∪ =
∗
. Let us denote by Φ the moment generating funtion of ∪. Thus we let Φ(z) be the unique
salar dened by
Φ(z) =
∞∑
n=0
Tr0(∪ ∧0 · · · ∧0 ∪︸ ︷︷ ︸
n times
)zn.
We shall presently ompute Φ(z) by using planar algebra methods.
Denition 9. Let Tn be the element of the planar algebra dened as the sum of all the Temperley Lieb
diagrams onneting the 2n boundary points,
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Lemma 2.
Φ(z) =
1− (δ − 1)z
2z
(
1−
√
1−
4z
(1− (δ − 1)z)2
)
.
Proof. The trae of ∪n is given by the piture (orresponding to n = 3):
Tn
Group the TL diagrams in Tn aording to where the rst boundary point of ∪n is onneted. Adding all
those diagrams where it is onneted to its nearest neighbor we get δT r0(∪n−1). Proeeding similarly we
get, for k = 1, 2, . . . , n− 1, ontributions of the form:
Tk Tn−k−1
If the rst term in the piture is rotated by one we may use the rotational invariane of Tk to see that it
is just Tr0(∪k). Thus we have, for eah n > 0,
Tr0(∪
n) = (δ − 1)Tr0(∪
n−1) +
n−1∑
k=0
Tr0(∪
k)Tr0(∪
n−k−1)
Multiplying both sides by zn and summing from n = 1 to ∞ we see that
Φ− 1 = z(δ − 1)Φ + zΦ2
Solving the quadrati equation and heking the rst term to get the right solution we obtain our answer. 
The funtion Φ in Lemma 2 is that of a free Poisson random variable having R-transform δ(1− z)−1 (see
[Voi00, p. 311℄). We shall give an alternative omputation using free onvolution later in the paper (see
Lemma 5).
The following lemma an be easily proved by drawing the appropriate pitures:
Lemma 3. The obvious linear embedding of Pk into GrkP = Pk⊕Pk+1⊕· · · is an algebra ∗-homomorphism
from Pk endowed with its usual ∗-algebra struture of Remark 4, to GrkP taken with multipliation ∧k and
onjugation † as in Denition 7. Moreover, this embedding arries the trae Trk to the usual trae Tr on
Pk.
2.4. The planar algebra of a bipartite graph. Let Γ = Γ+ ∪ Γ− be a (loally nite) bipartite graph
with adjaeny matrix AΓ possessing an eigenvetor µ = µv (v being a vertex of Γ) with µv > 0 for all v and
AΓµ = δµ. Note that although µ may be unbounded as a funtion of Γ, the ratios µ(v)/µ(v
′) where v and
v′ are adjaent, are bounded by the eigenvetor ondition.
We shall denote by E the set of oriented edges of Γ, taken with all possible orientations. Thus E = E+∪E−
where E+ onsists of all edges of Γ oriented so as to start at a vertex in Γ+ and end at a vertex in Γ−, and
E− will onsists of all edges of Γ oriented so as to start in Γ− and end in Γ+. For e ∈ E we'll denote by eo
the edge with the opposite orientation.
In [Jon00℄ a planar algebra was assoiated with the above data with the property that losed strings may
be removed multipliatively as in remark 2. We quikly redo this planar algebra with a slightly dierent
(but isomorphi) struture, emphasizing those elements that arise when Γ is innite.
With Γ, µ as above we will dene the planar algebra PΓ = PΓn,± where P
Γ
n,± is the vetor spae of bounded
funtions on loops on Γ of length 2n starting and ending in Γ+ for the plus sign and Γ− for the minus sign.
Denition 10. (Spin State) Given a planar tangle T , and a bipartite graph Γ as above a spin state σ will
be a funtion from the regions of T to the verties of Γ, shaded regions being mapped to Γ+ and unshaded
ones to Γ−, together with a funtion from the strings of T to the edges of Γ suh that if a string S is part
of the boundary of the regions R1 and R2 then σ(S) is an edge onneting σ(R1) and σ(R2).
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Note that a state σ determines a funtion ℓσ : DT ∪{boundary dis} → {loops on Γ} in the obvious way-if
we follow a dis of T around lokwise, the intervals, beginning at the distinguished one, touh regions of T
to whih σ has assigned verties of Γ and the strings onneted to the marked boundary points of a dis D
have been assigned edges of Γ onneting the verties on either side. We will all ℓσ(D) the loop indued on
D by σ.
Denition 11. (The urvature fator of a spin state.) Given a tangle and a spin state σ as above, dene
the urvature fator c(σ) as follows. First isotope the tangle so that all diss are horizontal retangles (with
the rst boundary interval on the left as in remark 5) and all marked points are on the top edges of the
retangles. Arrange also for all singularities of the y oordinate on the strings to be generi (maxima or
minima). Near suh a maximum (resp. minimum) we see regions above and below, one of whih is onvex,
labeled by adjaent (on Γ) verties v
onvex
and v
onave
aording to σ. Assign the number
√
µ(v
onvex
)
µ(v
onave
)
to
this singularity. Then the urvature fator is
c(σ) = produt over all maxima and minima of
√
µ(v
onvex
)
µ(v
onave
)
.
Denition 12. (The planar algebra of a bipartite graph.) We now dene the ation of a planar tangle T
on PΓ. We are given a funtion R : DT → funtions on {loops on Γ} and we have to dene a funtion on
loops appropriate to the boundary of T , in a multilinear way.
So given a loop γ appropriate to the boundary, dene
ZT (R)(γ) =
∑
σ
{ ∏
D∈DT
R(D)(ℓσ(D))
}
c(σ)
where the sum runs over all σ whih indue γ on the boundary of T .
The main thing to note in this denition is that the sum is nite sine there are only a nite number of
states induing γ on the boundary, and it denes a bounded funtion sine all the R are bounded and so is
the fator c(σ).
We leave it as an exerise to show that this denition of ZT is ompatible with the gluing of tangles and
the *-struture where the * of a loop is that loop read bakwards. Also that the eigenvetor property of µ
guarantees that ontratible losed strings in tangles an be removed with a multipliative fator of δ. Also
that this planar algebra struture is isomorphi to that of [Jon99℄, the only hange being in how tangles are
isotoped in order to dene the fator c(σ). The reason for the hange is that we are mostly dealing with the
graded algebra for whih the isotopy we use is the most natural.
Eah of the vetor spaes PΓn,± is innite dimensional if Γ is innite. Moreover P
Γ
0,± are the abelian von
Neumann algebras ℓ∞(Γ±) whih at on the P
Γ
n,±. (Note that the graded produt and the usual produt are
the same on these subalgebras). The trae tangle when applied to any element of the planar algebra PΓ0,±
produes an element of ℓ∞(Γ±). We thus get a bilinear onditional expetation E from PΓ0,± (taken with its
usual produt) onto ℓ∞(Γ±).
The inner produt tangles of denition 5 thus beome ℓ∞(Γ±)-valued inner produts, satisfying 〈a, b〉 =
E(a∗b). It will follow from a representation of the graph planar algebra on a Hilbert spae that the onditional
expetation E (and thus the inner produt) is non-negative denite.
2.4.1. Representing the planar algebra of a bipartite graph as loops. In the next few setions, we shall work
out several examples, whih make expliit the operations of graded multipliation on PΓ, and whih will be
useful in the rest of the paper. All of the fats mentioned below are straightforward onsequenes of the
denition of the graph planar algebra.
We will sometimes use the word loop to also mean the planar algebra element given by the delta funtion
on the set of all loops supported on the given loop.
As a matter of onveniene, when inserting a loop into an internal dis of a tangle we will line up the
edges of the loop with the boundary points of the dis, starting with the one rst in lokwise order after
∗. This onvention is useful, sine given a string meeting the dis in question at a ertain boundary point,
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any state σ whih has a nonzero ontribution to the sum ZT of will have to assign the edge of this boundary
point to that string.
For an edge e we'll write s(e) for its starting vertex and t(e) for its ending vertex. For a vertex v we'll
write Γ+(v) for the set of all edges starting at v (i.e., Γ+(v) = {e : s(e) = v}), and we'll denote by Γ−(v) the
set of all edges that end at v. We'll also use the notation
σ(e) =
[
µ(t(e))
µ(s(e))
]1/2
.
Let L+k be the set of all loops of length 2k starting at an even vertex, and L
−
k be the set of all loops of
length 2k starting at an odd vertex.
From now on, x an integer t and onsider the algebra GrtP
Γ
with its graded multipliation ∧t.
Let a ∈ L+k be a loop,
a = et+1 · · · ekf
o
k · · · f
o
1 e1 · · · et
where ej and fj are edges of Γ. Let
b = e′t+1 · · · e
′
kf
′
k
o
· · · f ′1
o
e′1 · · · e
′
t
Then the graded produt a ∧t b is given by:
e1 · · ·
· · ·
et
∗
∗
et+1· · ·
· · ·
ek f
o
k · · ·
· · ·
fot+1f
o
t · · ·
· · ·
fo1 e
′
1 · · ·
· · ·
e′t
∗ e′t+1· · ·
· · ·
e′k f
′
k
o · · ·
· · ·
f ′t+1
o
f ′t
o · · ·
· · ·
f ′1
o
whih translates into the following formula:
a ∧t b = δs(f1)=s(e′1)
t∏
j=1
δfj=e′j
[
µ(s(e′j))
µ(t(e′j))
]1/2
·
·et+1 · · · ekf
o
k · · · f
o
t+1 e
′
t+1 · · · e
′
k′f
′o
k′ · · · f
′o
1 · · · e1 · · · et.
Apart from the Perron-Frobenious fators, a ∧t b orresponds to a kind of amalgamated onatenation
of paths, although the edges of the path are should be ylially permuted. If for a path a ∈ L±k (parity
aording to t) we denote by Dt(a) the path that starts at the t+ 1-th edge of a, then we have:
Dt(a) ∧t Dt(b) = onstDt(c)
where c is zero if the last t edges of a do not form the inverse of the path formed by the rst t segments
of b, and is the onatenation of a (with last t segments removed) and b (with rst t segments removed)
otherwise.
In partiular, if t = 0, given two paths a, b in L+k the graded multipliation ∧0 is just onatenation of
paths (note that in this ase Dt is the identity map).
The (usual) trae Tr is given by
Tr(e1 · · · ekf
o
k · · · f
o
1 ) =
∏
j
δej=fjσ(ej)s(e)
(where again the innite sums are loally nite).
2.4.2. TL ⊂ Gr0PΓ. Let us now set t = 0 and identify in terms of paths the element of TL(k) ⊂ PΓk ⊂ Gr0P
Γ
orresponding to any TL piture. Suppose that we are given a box B with 2k boundary points (arranged
so that all boundary points are at the top and ∗ is at position 0 from the top-left). Assume also that there
are k non-rossing urves inside B whih onnet pairs of boundary points together. Let π be the assoiated
non-rossing pairing. The assoiated element of the planar algebra is the funtion wB on loops, dened on
a loop a by:
wB(a) =
{
σ(e1) · · ·σ(en) if ei = eoj whenever i
pi
∼ j, i 6= j,
0 otherwise.
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If π = {i1, j1} ∪ · · · ∪ {ik, jk} where i1 < i2 < · · · and ip < jp, then one an think of wB as the following
loally nite sum of delta funtions:
wB =
∑
e1···e2k∈L
+
k
{∏
δeip=eojpσ(eip)
}
(e1 · · · e2k).
An example of wB ∈ Gr0PΓ assoiated to the pairing {1, 4}, {2, 3}, {5, 12}, {6, 9}, {7, 8}, {9, 10} (thus k = 6
and t = 0) is presented below:
wB =
∑
e1, . . . , e6 :
e1e2e
o
2e
o
1e3e4e5e
o
5e6e
o
6e
o
3 ∈ L
+
5
σ(e1) · · ·σ(e6)
e1 e2 e
o
2 e
o
1 e3∗ e4 e5 e
o
5 e
o
4 e6 e
o
6 e
o
3
(The dotted lines are for illustration purposes only and are not part of the planar diagram). In this way,
given a TL(k) element B we get an assoiated element wB ∈ P
Γ
k,+ ∈ GrkP
Γ
. This embedding is the anonial
inlusion of the Temperley-Lieb planar algebra into PΓ.
2.4.3. The enter-valued trae Tr0 on Gr0P
Γ
. As before, we denote by Tk the element
Tk =
∑
B∈TL(k)
wB
obtained by summing over all TL(k) diagrams.
Let P0,± be the zero-box spae, i.e., as a linear spae it is ℓ
∞(Γ±). The algebras P
Γ
0,±, when onsidered
with the graded multipliation ∧0, are abelian, and are in the enter of Gr0PΓ. Reall that E : PΓn → P
Γ
0
is a PΓ0 -bilinear map determined by E(ab
∗) = 〈a, b〉; one an hek that E(v) = µ(v)v, where v denotes the
delta funtion at Γ±.
The enter-valued trae Tr0 : Gr0P
Γ → PΓ0 is given by the equation
Tr0(x) = 〈x, Tk〉 = E(x · Tk), v ∈ V
+, x ∈ PΓk .
Here as before Tk is the sum of all TL diagrams.
Lemma 4. Let v ∈ Γ and let φv : Gr0PΓ → C be dened by φv(x)v = Tr0(x)∧0 v (i.e., the value of Tr0(x),
viewed as a funtion on Γ). Let x = e1 · · · e2k ∈ L
+
k be a loop. Then if x starts at v,
φv(x) =
∑
pi∈NCP (2k)
∏
{i,j}⊂pi
σ(ei)δei=eoj ,
where the sum is over all non-rossing pairings of 2k integers and the produt is taken over all tuples {i, j},
i < j whih are paired by π. If x does not start at v, φv(x) = 0.
Furthermore, φv is uniquely determined by the reursive formula
φv(x) =
∑
x=ex1eox2
σ(e)φt(e)(x1)φv(x2)
and the formula φv(ef
o) = δe=f δs(e)=vσ(e).
We note that although the support of an element a ∈ Gr0PΓ, viewed as a funtion on paths, may not be
nite, the support of a∧0 v is always nite, sine this element is supported on paths of a xed length starting
and ending at v. Thus the value of φv is well-dened. Moreover, to know the value of φv, it is suient to
know its value on elements of Gr0P
Γ
that have nite support.
Proof. Clearly, the reursive formula gives rise to a uniquely dened linear funtional on all nitely-supported
elements of Gr0P
Γ
(these elements are, of ourse, viewed as funtions on paths). By the omments above,
we shall therefore prove the lemma if we prove that both the funtional φv and the funtional
φ′v(x) = δs(e1)=v
∑
pi∈NCP (2k)
∏
{i,j}⊂pi
σ(ei)δei=eoj
satisfy this reursive relation.
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Let π ∈ NCP (2k). Then 1 is paired with some integer q. Thus NCP (2k) = ⊔q>1NC{2, . . . , q − 1} ×
NC{q + 1, . . . , 2k}. Thus
φ′v(x) = δs(e1)=v
∑
pi∈NCP (2k)
∏
{i,j}⊂pi
σ(ei)δei=eoj
=
∑
q>1
∑
pi1 ∈ NCP{1, . . . , q − 1}
pi2 ∈ NCP{q + 1, . . . , 2l}
δe1=eoqσ(e1)
∏
{i,j}⊂pi1
σ(ei)δei=eoj
∏
{i,j}⊂pi2
σ(ei)δei=eoj
=
∑
x=ex1eox2
σ(e)φ′t(e)(x1)φ
′
v(x2).
Furthermore, φ′v(ef
o) is given by the laimed formula. Thus φ′v satises the reursive relation.
We now turn to showing that φv satises the same reursive relation. Note that φv(x) = 0 unless x starts
at v.
Note that if x = e1 · · · e2k and y = f1 · · · f2k then 〈x, y〉 = 0 unless x = yo (an opposite of a path is a path
with the order of edges and also all edges reversed). Furthermore, if x = yo, then
〈x, xo〉 = s(e1)
2k∏
i=1
σ(ei)
The set TL of all Temperley-Lieb diagrams an be written as a union
TL(2k) = ⊔qTL{2, . . . , q − 1} × TL{q + 1, . . . , 2k}
in a manner similar to deomposing the partitions (q denotes the other endpoint of the string ending at 1).
Let us assume that x starts at v. Let us denote by 1B1qB2 the diagram in whih 1 is onneted to q and
B1 ∈ TL{2, . . . , q − 1}, B2 ∈ TL{q+ 1, . . . , 2k}. Then
Tr0(x) = 〈x, Tk〉 =
∑
B∈TL(2k)
〈x,wB〉
=
∑
q
∑
B1 ∈ TL{1, . . . , q − 1}
B2 ∈ TL{q + 1, . . . , 2k}
〈x,w1B1qB2〉.
Now, reall that
wB =
∑
f1...f2k∈L
+
k
{∏
δeip=eojpσ(fip)
}
f1 · · · f2k,
so that
w1B1qB2 =
∑
f1...fq−1e...f2k−1eo∈L
+
k
σ(e)
∏
{ip, jp} ⊂ B1
or {ip,jp} ⊂ B2
δfip=fojpσ(fip)ef1 · · · fq−1e
ofq+1 · · · f2k
=
∑
e
σ(e)ewB1e
owB2 .
Moreover,
〈x,w1B1qB2〉 = 0
unless x has the form x = ex1e
ox2 with x1 a loop having length q − 2 and e an edge. In this ase,
〈x,w1B1qB2〉 = 〈x1, wB1〉〈x2, wB2〉σ(e)σ(e
o)σ(e) = 〈x1, wB1〉〈x2, wB2〉σ(e).
Lastly, if v = s(e) then
Tr0(ee
o) = 〈e, e〉 = σ(e)v.
It follows that φv satises the same reursive formula as φ
′
v and, in partiular, φv = φ
′
v. 
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2.4.4. Examples. Let us denote by ∪ the element ∪ =
∑
eeo∈L+ σ(e)ee
o
. Then
Tr0(∪) =
∑
e∈E+
∑
f
E(eeo · ffo)σ(e)σ(f)
=
∑
e
E(eeo · eeo)
[
µ(t(e))
µ(s(e))
]
=
∑
e
[
µ(t(e))
µ(s(e))
]
s(e)
=
∑
v∈Γ+
v
1
µ(v)
∑
s(e)=v
µ(t(e)) =
∑
v∈Γ+
δv,
sine
∑
s(e)=v µ(t(e)) =
∑
w Γvvµ(w) = δµ(v).
2.5. Planar subalgebras of PΓ. It is not the planar algebras PΓ that are of real interest, but some of
their planar subalgebras. In partiular those with nite dimensional Pn and 1-dimensional P0,± for whih
the inner produt is thus salar valued and inherits positive deniteness from PΓ.
The following theorem, whih follows from Popa's work on the theory of λ-latties (see e.g. Theorem 2.9
(4) in [PS03b℄), shows that any subfator planar algebra is a sub-planar algebra of a planar algebra of a
disrete bipartite graph.
Theorem 2. Let P be an (extremal) subfator planar algebra, realized as the λ-lattie Aij with prinipal
graph Γ and assoiated Perron-Frobenius eigenvetor µ. Let Aji be as in Theorem 2.9(4) in [PS03b℄. Then:
(a) The graph planar algebra PΓ is the planar algebra of the inlusion A−1−1 ⊂ A
−1
0 ; in other words, (A
−1
−1)
′ ∩
A−1k = P
Γ
k ;
(b) The isomorphism Pj,+ = A−1j ∼= (A0−1)
′ ∩ A−1j ⊂ (A
−1
−1)
′ ∩ A−1j gives rise to a planar algebra inlusion
of P into PΓ.
The algebras A−1−1 and A
−1
0 were onstruted in [PS03b℄ as ertain non-unital indutive limits of the
algebra Aij . Pitorially, this onstrution orresponds to e.g. taking A
−1
0 to be the indutive limit of the
algebras {Pk : k even} using the non-unital inlusion given by the following piture (the region ontaining ∗
is unshaded):
Pk ∋ x
· · ·∗
· · ·
7→ x
· · ·∗
· · ·
∈ Pk+2
The algebra A−1−1 then onsists of all diagrams having a vertial through-string on the left (again, region
ontaining ∗ is unshaded):
A−1−1 =

 x
· · ·
· · ·
∗


3. A random matrix model for Tr0
3.1. Random blok matries assoiated to the graph. Given Γ as above, let Γ±. Let A = A
+ ⊕ A−
where A± = ℓ∞(Γ±) = P
Γ
0,±. We shall denote by E± the set of edges of Γ whih are positively or negatively
oriented (aording to the sign ±). We shall make the onvention that together with any edge e ∈ E± there
is also its opposite edge eo ∈ E∓.
We endow A with a (semi-nite) trae tr given on the minimal projetions of A by the formula
tr(δv) = µ(v), v ∈ Γ.
Let N,M be integers. For eah hoie of M hoose integers {Mv : v ∈ Γf} with the property that for eah
xed vertex v, Mv/M → µ(v) as M →∞.
In the foregoing, we will onsider (innite if the graph Γ is innite) matries whose entries are indexed
by the set ⊔v∈Γ{1, . . . , N}× {1, . . . ,Mv}. Suh an entry will be denoted Aij mn vw , where i, j ∈ {1, . . . , N},
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m ∈ {1, . . . ,Mv}, n ∈ {1, . . . ,Mw} and v, w ∈ Γ. Given suh a matrix A = (Aij mn vw), we ompute its
trae as follows:
tr(A) =
∑
v
1
N
∑
1≤i≤N
1
M
∑
1≤n≤Mv
Aii nn vv.
Our matries will be suh that Aij mn vw = 0 unless v, w belong to a nite set, so that the sum above is
nite.
For v ∈ Γ onsider the diagonal matrix dv given by
(dv)ij mn uw = δi=jδm=nδu=w=v.
Note that the joint law of (dv : v ∈ Γ) onverges as M →∞ to the joint law of (δv : v ∈ Γ).
Consider then for a positively oriented edge e ∈ E+ from v to w the NMv × NMw matrix Xe dened
as follows. The entry Xeij mn tu is zero unless t = v and u = w. Otherwise, X
e
ij mn vw is (up to saling) a
random Gaussian matrix; in other words, the entries form a family of independent omplex Gaussian random
variables, eah of variane (µ(s(e))µ(t(e)))−1/2(NM)−1. We shall moreover hoose the matries Xe in suh
a way that the entries of matries orresponding to dierent positively oriented edges are independent. Thus
the variables {Xeij mn vw : e ∈ E+, v = s(e), w = t(e), 1 ≤ i, j ≤ N, 1 ≤ m ≤ Mv, 1 ≤ n ≤ Mw} are assumed
to be independent.
For a negatively oriented edge f , set Xf = X
∗
eo . For a loop w ∈ L
±
k ,w = e1 · · · e2k, set Xw = Xe1 · · ·Xe2k .
Note that w 7→ Xw is a homomorphism from the algebra (PΓ,∧0) to the algebra of random matries.
3.2. Tr0 via random matries.
Proposition 2. Let E denote the expeted value of a random variable. Then the matries Xe satisfy:
(a) dvXedw = δv=s(e)δw=t(e)Xe; (b) E(tr(X
∗
eXe)) = E(tr(XeX
∗
e )) is independent of N and onverges
to (µ(s(e))µ(t(e)))1/2 as M → ∞; () For any v ∈ V , w ∈ L±k , limM→∞ limN→∞E(tr(dvXw)) =
tr(δv)Tr0(w)(v) (here Tr0(w)(v) means the value of the funtion Tr0(w) ∈ ℓ∞(Γ) at v ∈ Γ).
Proof. (a) and (b) are both straightforward; note that
E(tr(XeX
∗
e )) =
1
(µ(s(e))µ(t(e)))1/2
MvMw
M2
→ (µ(s(e))µ(t(e)))1/2.
To see (), we rst note that if w = eeo then E(tr(Xw))→ (µ(s(e))µ(t(e))1/2 as N →∞ and then M →∞.
On the other hand, tr(Tr0(w)) = σ(e)tr(w) = σ(e)µ(s(e)) = (µ(s(e))µ(t(e)))
1/2
.
Denote by E the map the onditional expetation onto the algebra A. Then we have that if v = s(e),
E(XeX∗e ) is a multiple of dv. Sine E is tr-preserving, we have
E(E(XeX
∗
e )) = tr(v)
−1tr(E(XeX
∗
e ))δv = σ(e)dv.
In partiular, we see that
E(E(XeX
∗
f )) = δe=f δv σ(e).
It is known (see e.g. [BG05, Shl96℄) that the variables {Xe : e ∈ Γ} onverge in distribution (jointly also
with elements of A) to a family of A-valued semiirular variables with variane
θe : δw 7→ δw=vδv σ(e).
Hene if w = e1 · · · e2k, then for any a ∈ A,
lim
N→∞
lim
M→∞
tr(dv(E(E(Xw))) = tr

δv ∑
pi∈NC(2k)
∏
{i,j}⊂pi
δei=fiσ(e)

 .
By Lemma 4, we see that
tr(E(E(Xw))dv)→ tr(δv)Tr0(w)(v), ∀v ∈ V,
as laimed. 
Sine the trae tr is positive and faithful on A we onlude that the enter-valued trae Tr0 is non-negative:
Corollary 1. Tr0(x
∗ ∧0 x) ≥ 0 if x ∈ PΓ.
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3.3. Another onstrution of random blok matries. Reall that a bi-partite graph an be used as a
Bratteli diagram to desribe an inlusion of two algebras.
Let B ⊂ C be an inlusion of multi-matrix algebras orresponding to the graph Γ. This means
B =
⊕
v∈V+
Mk(v)×k(v) and C =
⊕
w∈V−
Ml(w)×l(w). In partiular, eah v ∈ Γ+ orresponds to a en-
tral projetion pv in B (the unit of the v-th diret summand), and eah w ∈ Γ− orresponds to a entral
projetion qw ∈ C. The inlusion B ⊂ M is suh that pvqw = 0 if there is no edge between v and w. If
there are r edges between v and w, then Mk(v)×k(v) = pvBpv is inluded into qwCqw = Ml(w)×l(w) with
index r. In partiular, this means that l(w) = rk(v) and also that we an hoose r orthogonal projetions
{P e}s(e)=v,t(e)=w in qwCqw with the property that P
eqwCqwP
e
φe
∼= Mk(v)×k(v) and the inlusion of pvBpv
into qwCqw is given by x 7→
∑
s(e)=v,t(e)=w P
eφj(x)P
e
. Choose also isometries Ve,f so that P
eVe,f = Ve,fP
f
.
Let Tr be the semi-nite trae on B ⊕ C determined by the requirement that Tr(pv) = µ(v), Tr(qw) =
µ(w).
Let Y be a semiirular element, free from B⊕C (this only makes sense in the ase that Tr(1) <∞; more
preisely, we shall onsider a large projetion Q in the enter of B ⊕C and onsider an element Y free from
Q(B ⊕C)Q with respet to Tr(Q)−1Tr(·); our omputations will not depend on Q one it is large enough).
To a positive edge e, we assoiate: (i) a entral projetion ps(e) ∈ B; (ii) a projetion P
e ∈ qt(e)Cqt(e) ⊂ C.
Let Ye = (µ(t(e))µ(s(e)))
−1/4
∑
s(f)=s(e),t(f)=t(e)(ps(e)Y Pe)Ve,f if e ∈ E+ and Ye = Y
∗
eo if e ∈ E−.
Note that YeYf = 0 unless t(e) = s(f). We an think of Ye as a limit of a µ(s(e)) × µ(t(e)) random
blok matrix, sine its left and right support projetions, pv and qw, have traes µ(s(e)) and µ(t(e)). In fat,
one an model Y by a suitable GUE random matrix in the limit when its size goes to innity, in whih ase
the variables Ye are indeed approximated in law by random bloks as their sizes go to innity.
Furthermore, if e ∈ E+,
Tr(pvYeqwY
∗
f ) = (µ(t(e))µ(s(e)))
−1/2Tr(pvps(e))Tr(
∑
e′,f ′
Ve,e′qwVf ′,f )
= (µ(t(e))µ(s(e)))−1/2δv=s(e)Tr(pv)δw=t(e)δv=fTr(qw).
Thus also Tr(qwYfopvY
∗
eo) = (µ(t(e))µ(s(e)))
−1/2δv=s(e)Tr(pv)δw=t(e)δv=fTr(qw). It follows that if we de-
note by E the onditional expetation onto the enter of B ⊕ C, then, keeping in mind that Tr(δv) = µ(v),
E(YeδvYf ) = (µ(t(e))µ(s(e)))
−1/2δe=foδv=t(e)δs(e)µ(t(v)) = δe=foδv=t(e)δs(e)σ(e).
Thus the variables {Ye : e ∈ E} have the same joint law as the variables {Xe : e ∈ E} that we onstruted
in the previous setion.
4. The Fok Spae Model.
4.1. A Hilbert bimodule assoiated to a bi-partite graph. Let Γ be a bi-partite graph, as before.
Consider the real vetor spae H with basis given by the (oriented) edges E of the graph; we denote, as
before, by E+ the set of positively oriented edges. Then H is equipped with a natural onjugation whih
takes an edge to its opposite, e 7→ eo and an thus be endowed with a omplex struture: i(e+ eo) = (e− eo)
for any positively-oriented e. The inner produt on H is determined by requiring that 〈e, f〉 = 0 unless e = f
and
‖e‖2 =
[
µ(s(e))
µ(t(e))
]1/2
.
(Note that e 7→ eo is not isometri). As before, we shall use the notation
σ(e) =
[
µ(t(e))
µ(s(e))
]1/2
= ‖e‖−2.
Let A denote the abelian algebra A = ℓ∞(Γ), where as before Γ denotes the set of verties of Γ. Then H
is naturally an A,A-bimodule: given e an edge in E, dene
v · e · v′ = δv=s(e)δv′=t(e)e.
Moreover, H has a natural A-valued inner produt:
〈e, fo〉A = 〈e, f
o〉s(e) = 〈e, fo〉t(f).
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4.2. The operators c(e), the weight φ, and the A-valued onditional expetation E. We now
onsider the Fok spae [Pim97℄
F = A⊕
⊕
k≥0
H⊗Ak
(here ⊗A denotes the relative bimodule tensor produt). For e ∈ E we onsider the operator
ℓ(e) : F → F , ℓ(e)ξ = e⊗ ξ.
Its adjoint is given by
ℓ(e)∗(e1 ⊗ · · · ⊗ en) = 〈e, e1〉Ae2 ⊗ · · · ⊗ en.
Note that the norm of this operator is given by
‖ℓ(e)‖ = ‖ℓ∗(e)ℓ(e)‖1/2 = ‖e‖1/2.
Let also
c(e) = ℓ(e) + ℓ(eo)∗.
Note that c(e)∗ = c(eo).
Let B(F) be the algebra of bounded adjointable operators on F and let E : B(F) → A be the natural
onditional expetation given by
(1) E(X) = 〈1A, X1A〉A.
Eah vertex v ∈ Γ determines a state on B(F) given by
φv(X) = δv ◦ E(X),
where δv : A→ C is the point evaluation at v. Then
φ =
∑
v
φv
is a weight on B(F). Note that φ is nite on all nite words in c(e) : e ∈ E, and therefore denes a seminite
weight on the von Neumann algebra W ∗(c(e) : e ∈ E) (in the GNS representation assoiated to φ).
Lemma 5. (i) The weight φ and the onditional expetation E are faithful on this algebra.
(ii) The modular group of φ is determined by σφt (c(e)) =
[
µ(t(e))
µ(s(e))
]it
c(e) = σ(e)2itc(e).
(iii) Consider ∪ =
⊕
v even
∑
e∈Γ+(v)
σ(e)c(e)c(eo), where Γ+(v) denotes the set of all edges that start at
v. Then for eah v, the law of ∪ with respet to φv has no atoms and is the free Poisson law with R-transform
δ(1 − z)−1. In partiular, v ∪ v is bounded for all v and thus the (possibly innite) diret sum dening ∪
yields a bounded operator.
Proof. The GNS vetor spae Fv assoiated to φv an be identied with the subspae of the Fok spae
F (H) = Cv⊕
⊕
k≥1H
⊗k
spanned by tensors of the form e1⊗· · ·⊗en, ej ∈ E for whih e1 · · · en form a path
(i.e., are omposable: s(ej) = t(ej+1)). If we denote by ℓˆ(e) : F (H) → F (H) the operator ℓˆ(e)ξ = e ⊗ ξ
and by cˆ(e) the operator cˆ(e) = ℓˆ(e) + ℓˆ(eo)∗, then we have
P cˆ(e)P = c(e), P : F (H)→ Fv orthogonal projetion.
Let P be the set of all paths in Γ and P (v) be the set of all paths starting at v. For a path w = e1 · · · en ∈ P (v),
let c(w) = c(e1) · · · c(en) and similarly for cˆ. We then see that the joint laws assoiated to the vauum
expetation state of the variables
{c(w) : w ∈ P (v)} and {cˆ(w) : w ∈ P (v)}
have the same law. Indeed, cˆ(w)v = c(w)v if w ∈ Pv.
It follows that the von Neumann algebra generated by (A, c(e) : e ∈ E) in the GNS representation πv
assoiated to φv an be embedded into the von Neumann algebra W
∗(cˆ(e) : e ∈ E) in suh a way that the
restrition of the state φˆv = 〈v, ·v〉 to the former algebra is exatly φv. But it is known [Shl97℄ that φˆv is
faithful, and so φv is faithful (on the image in the GNS onstrution πv). Furthermore, the modular group
of φˆv is given by
σφˆvt (cˆ(e)) =
[
µ(t(e))
µ(s(e))
]it
cˆ(e).
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It follows that
σφvt (πv(c(e))) =
[
µ(t(e))
µ(s(e))
]it
πv(c(e)).
It is lear that the GNS vetor spae for φ is just the diret sum of the GNS vetor spaes for φv taken
over all verties v. Thus φ is faithful and so E is faithful (on the possibly larger algebraW ∗(A, c(e) : e ∈ E).
Thus (i) holds.
Let now
Y =
∑
e∈Γ+(v)
σ(e)cˆ(e)cˆ(eo).
Then Y has the same law for φˆv as does ∪ for φv. Note that Y =
∑
e∈Γ+(v)
b(e), with b(e) = σ(e)cˆ(e)cˆ(eo).
Thus b(e) are free and so the law of Y satises
µY = ⊞e∈Γ+(v)µb(e).
Now, for eah e, b(e)1/2 has free Poisson distribution with R-transform µ(t(e))/µ(s(e)) · (1−z)−1 (see [Shl97,
Remark 4.4 on p. 347℄). Thus the law of b(e) has only one atom of mass α(e) = 1 − µ(t(e))/µ(s(e)) at
zero (this expression is to be interpreted as zero if it is negative). It follows from additivity of R-transform
[VDN92℄ that the law of Y is free Poisson with R-transform
(1− z)−1
∑
e∈Γ+(v)
µ(t(e))
µ(v)
=
δ
1− z
,
whih will have an atom i δ < 1. Sine δ ≥ 1, the law of Y has no atoms. Thus (iii) holds.
Finally, it is also lear that (ii) holds sine a similar formula holds in the GNS representation of eah φv
and φ =
∑
φv. 
Lemma 6. Let L be the set of all loops in Γ. Then the algebra W ∗(c(w) : w ∈ L) belongs to the xed point
of the modular group ating on the algebra W ∗(c(w) : w ∈ P ).
Proof. Sine w is a loop, the fators µ(t(e))/µ(s(e)) assoiated to eah fator in c(w) anel. 
4.3. The onditional expetation E realizes Tr0. Let Yw = c(w), w ∈ L
+
k (the set of all loops starting
at a positive vertex and of length 2k).
Lemma 7. Let w ∈ L be a loop given by w = e1 · · · en. Then φ(Yw) =
∑
pi∈NC(2k)
∏
{i,j}⊂pi δei=eojσ(ei). In
partiular, E(Yw) = Tr0(w).
Proof. E(Yw) =
∑
pi∈NC(2k)
∏
{i,j}⊂pi δei=eoj ·E(YeiYej )s(ei). Moreover, E(c(ei)c(ei)
∗) = s(ei)σ(ei). The rest
follows from Lemma 4. 
Lemma 8. Let L+ be the set of loops starting at an even vertex. Consider M0 = W ∗(c(w) : w ∈ L) with
its semi-nite weight φ. Then eah even v ∈ Γ, denes a entral projetion in M0 and
(M0, φ) =
⊕
v even
(vM0v, φv).
For eah v, the algebra vM0v an be anonially embedded into a free group fator.
Proof. If w ∈ L is a loop starting at v, then v′c(w) = c(w)v′ = δv=v′c(w).
We have seen before that πv(W
∗(c(w) : w ∈ P )) with its state φv an be embedded into a free Araki-
Woods fator assoiated to H and taken with its free quasi-free state, in a state-preserving way. The image
of M0 under πv is preisely vM0v, and this image learly lies in the entralizer of the free quasi-free state.
The free quasi-free state is periodi (the modular group, restrited to c(H) has as its eigenvetors the edges
of Γ) and therefore the entralizer is a free group fator. 
Note that φ =
⊕
φv is faithful.
Theorem 3. Let w ∈ L+ be a loop on Γ, starting at an even vertex. Then the map w 7→ c(w) extends
to a trae-preserving embedding with dense range of (Gr0P
Γ,∧0, T r0) into (M0, E). Thus Tr0 is a faithful
enter-valued trae.
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Proof. Clearly the theorem is true on elements of PΓ+ that have nite support, i.e., are nite linear ombi-
nations of loops.
We have to hek that this embedding makes sense for elements of PΓ+ whih, as funtions on loops, have
innite support.
Let w ∈ PΓk . Then for any v ∈ Γ+, δv ∧0 w = w ∧0 δv = δv ∧0 w ∧0 δv has nite support. Moreover,
by assumption 〈w,w∗〉 ∈ PΓ0 = ℓ
∞(Γ+) has nite ℓ
∞
norm. But the value of 〈w,w∗〉 at v is exatly
‖c(δv ∧0 w ∧0 δv)‖2L2(φv) and is therefore uniformly bounded as a funtion of v. Moreover, note that eah
c(δv ∧0 w ∧0 δv) belongs to the span of words of length 2k in operators c(e) : e ∈ E+.
The eigenvetor ondition implies that the ratios µ(v)/µ(w) for v, w adjaent are bounded, and also that
the valene of the graph is bounded.
It follows that the linear dimension of the spae of all loops of length k starting at a vertex v is uniformly
bounded, by a onstant independent of v. Moreover, the norms of the orthogonal basis for this spae
(onsisting of the various loops) are bounded both above and below uniformly in v. Thus the restritions of
the operator norm and the L2(φ)-norm to the nite-dimensional linear span of loops of length k starting at
v are equivalent, and the onstants in the equivalene an be hosen to be uniform in v.
It follows that vc(w)v is uniformly bounded in norm (independent of v).
Sine the projetions v : v ∈ Γ+ are orthogonal, it follows that c(w), dened as the ultraweakly-onvergent
sum
∑
vc(w)v, is a bounded operator in M0.
Sine the map w 7→ c(w) is bilinear over PΓ0 , and is an algebra homomorphism when restrited to nite
linear ombinations of loops, it is easy to see that it is an algebra homomorphism on all of Gr0P
Γ,∧0. 
4.4. The operator ∪. Let Γ+(v) denote the set of all edges starting at an even vertex v and let E+ denote
the set of all positively oriented edges (i.e., ones that start at an even vertex). Reall that
∪ =
∑
e∈E+
σ(e)c(e)c(e)∗.
If we let δ be the Perron-Frobenius eigenvalue, then
(∪) =
∑
e∈E+
σ(e) (ℓ(e)ℓ(eo) + (ℓ(e)ℓ(eo))∗ + ℓ(e)ℓ(e)∗ + σ(e))
= 2
∑
e∈E+
σ(e)ℜ(ℓ(e)ℓ(eo)) +
∑
v
∑
e∈Γ+(v)
[
µ(t(e))
µ(s(e))
]
v +
∑
e∈E+
σ(e)ℓ(e)ℓ(e)∗
= 2
∑
e∈Γ+(v)
σ(e)ℜ(ℓ(e)ℓ(eo)) + δ +
∑
e∈E+
σ(e)ℓ(e)ℓ(e)∗.
Here we used ∑
e∈Γ+(v)
µ(t(e)) =
∑
j
Γvjµj = δµ(v)
so that ∑
e∈Γ+(v)
µ(t(e))
µ(s(e))
=
1
µ(v)
∑
e∈Γ+(v)
µ(t(e)) =
1
µ(v)
δµ(v) = δ.
Let F+ be the set of all vetors in F starting and ending in a positive vertex and let A+ = A∩F+. Sine if
ζ ∈ F ⊖A+ ∑
e∈Γ+(v)
σ(e)ℓ(e)ℓ(e)∗ζ = ζ,
(beause of the normalizations of the lengths of e, eo we have that the sum
∑
e∈Γ+(v)
σ(e)ℓ(e)ℓ(e)∗ is the
same as the sum
∑
f ℓ(f)ℓ(f
∗) where the summation is over an orthonormal basis). Thus
(2) ∪ |F+ = 2
∑
e∈Γ+(v)
σ(e)ℜ(ℓ(e)ℓ(eo)) + δ + (1− P ),
where P : F+ → F+ is the projetion onto A+ ⊂ F+ and δ is the Perron-Frobenius eigenvalue.
As onsequene, we note that we an now identify the position of Av = πv(W ∗(Y )) = vW ∗(Y )v inside of
vFv = L2(W ∗(c(w) : w ∈ L), φv) identied with a subspae of Cv ⊕
⊕
k≥1H
⊗k
:
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Lemma 9. Let v be an even vertex. Then L2(Av) is the losed linear span of the orthogonal system of
vetors
ξ⊗k =

 ∑
e∈Γ+(v)
σ(e)e⊗ eo

⊗k , k = 0, 1, . . . .
Moreover,
‖ξ⊗k‖22 = δ
k,
where δ is the Perron-Frobenius eigenvalue.
Proof. We note that Y v = ξ. Moreover, the linear span of ξ⊗k is learly stable under the ation of Y . Thus
it is suient to prove that if ξ⊗r for r < k are in L2(A) then also ξ⊗k ∈ L2(A). But this follows from
noting that Y kv = ξ⊗k + ζ, where ζ is a tensor of smaller degree in L2(A).
Furthermore,
〈ξ, ξ〉 =
∑
e∈Γ+(v)
[
µ(t(e))
µ(s(e))
]
‖e⊗ eo‖22 =
∑
e∈Γ+(v)
µ(t(e))
µ(v)
=
1
µ(v)
∑
j
Γvjµj = δ.

4.5. Relative ommutant of ∪. Reall that L2(M0, φ) =
⊕
v L
2(vM0v, φv) =
⊕
v vFv. Let as before
Y = ∪ , A = W ∗(Y ) and Av = vAv.
Lemma 10. (i) Av is a singular MASA in vM0v.
(ii) W ∗(∪)′ ∩M0 =
⊕
v even vAv.
(iii) Consider the algebra N+ = W ∗(c(w) : w path in Γ starting and ending at an even vertex). Then A′ ∩
N+ =
⊕
v∈Γ+
vAv.
Proof. We rst note that any v ∈ V ommutes with Y = ∪. In partiular, v ∈ A′ ∩ N+. Hene [Y, x] = 0
implies that v[Y, x]w = [Y, vxw] = 0 for all v, w ∈ V . Hene A′ ∩N+ is the losure of
∑
v,w(A
′ ∩ vN+w).
Consider the full Fok spae F (H) as in the proof of Lemma 5, where H is as before a Hilbert spae having
as basis edges of Γ. Thus F (H) is spanned by all tensors of the form ei1 ⊗ · · · ⊗ eim , where eik ∈ E. Let
H˜ = H⊗H , and onsider F˜ ⊂ F (H) given by F˜ =
⊕
k≥0 H˜
⊗k
. Let T = W ∗(ℓˆ(e)+ ℓˆ(eo)∗ : e ∈ E) ating on
F (H), and onsider the subalgebra Q ⊂ T given by Q = W ∗([ℓˆ(e) + ℓˆ(eo)∗][ℓˆ(f) + ℓˆ(fo)∗] : e, f ∈ E). Then
learly L2(Q) ⊂ L2(P ) an be identied with F˜ ⊂ F (H). Furthermore, Q is invariant under the modular
group assoiated to φv (the vetor state assoiated to the vauum vetor in F˜ ⊂ F (H)). Thus the modular
group of Q is the restrition to Q of the modular group of P .
Fix v, w ∈ V . Denote by λv the element
∑
e∈Γ+(v)
σ(e)(ℓˆ(e) + ℓˆ(eo)∗)(ℓˆ(eo) + ℓˆ(e)∗) ∈ Q. Denote by ρw
the element
∑
e∈Γ+(w)
σ(e)(rˆ(e) + rˆ(eo)∗)(rˆ(eo) + rˆ(e)∗) ∈ JQJ (here rˆ denotes the right reation operator
and J is the modular onjugation). Note that ρv = JλvJ .
We now make the identiation U : L2(vN+w) →֒ L2(Q) obtained by sending a tensor e1 ⊗A · · · ⊗A e2n
assoiated to a path e1 · · · e2n starting at v and ending at w to the tensor e1 ⊗ · · · ⊗ e2n. It is not hard to
see that
λvU = UY, ρwU = UJY J.
It follows that the laws of ρw and λv (with respet to the vauum state on F˜(H)) are the same as that
of Y and have no atoms; thus W ∗(λv) and W
∗(ρw) are diuse. In partiular, if Ξ ∈ L2(vN+w) satises
Y Ξ = JY JΞ, then UΞ satises λvUΞ = ρwUΞ.
Consequently, we would prove (iii) if we ould show:
(a) if v 6= w, λvζ = ρwζ for ζ ∈ UL2(vN+w) only ours if ζ = 0 and
(b) if v = w and λvζ = ρvζ for some ζ ∈ UL
2(vN+v), then ζ ∈ UL
2(vAv).
Let ξv =
∑
e∈Γ+(v)
σ(e)e⊗ eo.
Assume rst that u = v. Let Kv = H˜ ⊖ Cξv. Put Hv = CΩ⊕ Cξv ⊕ Cξ⊗2v ⊕ · · · . Then Hv = UL
2(vAv)
in suh a way that the left and right multipliation by Y on L2(vAv) orrespond to the ations of λv and
ρv. In partiular, Hv is invariant under both λv and ρv.
The image of L2(vN+v) under U lies in the losure of the diret sum
Hv ⊕ (Hv ⊗Kv ⊗Hv)⊕ (Hv ⊗Kv ⊗Hv ⊗Kv ⊗Hv)⊕ · · · .
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(This diret sum is identied with a subspae F˜ by identifying Ω⊗ ζ and ζ ⊗ Ω with ζ if ζ ∈ F (H)). Eah
diret summand in this sum is invariant under both ρv and λv sine their ations respet the tensor produt
deompositions Hv ⊗Kv ⊗ · · · ⊗Kv ⊗Hv: ρv ats as id⊗ ρv|Hv and λv ats as λv|Hv ⊗ id.
Now, for any hoie of orthonormal basis for Kv ⊗Hv ⊗ · · · ⊗Kv, ζα, we have for all h, g ∈ Hv:
〈h⊗ ζα ⊗ g, h
′ ⊗ ζα′ ⊗ g
′〉 = δα=α′〈h, h
′〉〈g, g′〉
and onsequently Hv ⊗Kv ⊗ · · · ⊗ Hv is isomorphi to an (innite) multiple of Hv ⊗Hv as a bimodule over
W ∗(λv) ating on the left opy of Hv and W ∗(ρv) = JW ∗(λv)J ating on the right opy of Hv. Sine the
spetral measure of λv is non-atomi, it follows that there an be no vetor Ξ ontained in Hv⊗Kv⊗· · ·⊗Hv
satisfying λvΞ = ρvΞ, sine suh a vetor would give rise (via an isomorphism of Hv ⊗ Hv with Hilbert-
Shmidt operators on this spae) to a Hilbert-Shmidt operator on Hv, ommuting with λv.
Thus the only possible Ξ satisfying λvΞ = ρvΞ and lying in the image of UL
2(vN+v) must be ontained
in Hv = UL2(vAv). Thus we have proved (b).
To prove (a), we note that if v 6= w, and we let Kv,w = H˜ ⊖ (Cξv ⊕Cξw), the image of L2(vN+w) lies in
Hv ⊗

⊕
k≥0
⊕
u1,...,uk∈{v,w}
Kv,w ⊗Hu1 ⊗Kv,w ⊗Hu2 · · · ⊗Kvw

⊗Hw
(one again identied with a subspae of F˜ as before), whih is isomorphi to an innite multiple of Hv⊗Hw
as a bimodule over W ∗(λv) ating on the left opy of Hv and W ∗(λw) ating on the right opy of Hw. One
again, we see that there an be no vetor Ξ satisfying λvΞ = ρwΞ in this spae. Thus (a) is also proved.
Thus we have proved (iii).
Note that we have atually proved that L2(vM0v, φv) when viewed as a bimodule over Av =W
∗(vY v) is
the diret sum of L2(Av) and an (innite) multiple of the oarse Av,Av-bimodule L2(Av)⊗¯L2(Av). Reall
(see e.g. [PS03a℄ or [FM77℄) that the normalizer of Av is ontained in its quasi-normalizer NQ(Av), whih
onsists of those elements ζ in vM0v for whih the assoiated bimodule AvζAv
L2
is disrete. This bimodule
annot be disrete if it ontains a sub-bimodule isomorphi to a ompression of the oarse Av,Av-bimodule.
Thus the only ζ ∈ QN (Av) must lie in L2(Av) and thus in Av. It follows that the normalizer of Av in vM0v
is ontained in Av. Thus Av is a singular MASA and so (i) follows. Now (ii) easily follows from (i). 
4.6. The operator ⋒, relative ommutant ofW ∗(∪,⋒) and fatoriality. We now onsider the following
sum
⋒ =
∑
effoeo∈L+
[
µ(t(f))
µ(s(e))
]1/2
c(e)c(f)c(f)∗c(e)∗
taken over all loops that start at an even vertex. The pitorial representation of this planar algebra element
is:
⋒ = ∗ .
Lemma 11. Let v be a xed even vertex. Assume that there is a path of length 2 from v to v not of the
form eeoffo. Then algebra vW ∗(∪,⋒)v has a trivial relative ommutant inside of the algebra vN+v, where
N+ = W ∗(c(w) : w path in Γ starting and ending at an even vertex).
Proof. Beause of Lemma 10, we know that the relative ommutant of vW ∗(∪,⋒)v inside of vN+v is ontained
in vW ∗(∪)v = Av.
Let η = e1 ⊗ f1 ⊗ fo1 ⊗ e
o
1 where f1 6= e
o
1 and e1f1f
o
1 e
o
1 is a path from v to v.
Set
Z = v ⋒ v =
∑
e,fo
σ(e)σ(f)c(e)c(f)c(fo)c(eo),
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where the sum is over all paths effoeo from v to v. Then if k, l > 0, and ξ ∈ L2(vW ∗(∪)v) = L2(Av) is as
in Lemma 9, we have:
〈η ⊗ ξ⊗k, [Z, ξ⊗l]〉 = 〈η ⊗ ξ⊗k,
∑
e,f
σ(e)σ(f)c(e)c(f)c(fo)c(eo)ξ⊗l − σ(e)σ(f)ξ⊗lc(e)c(f)c(fo)c(eo)〉
= 〈η ⊗ ξ⊗k,
∑
e,f
σ(e)σ(f)e ⊗ f ⊗ fo ⊗ eo ⊗ ξ⊗l
+
∑
e,f
σ(e)σ(f)
µ(t(e))1/2
µ(v)1/2
e⊗ f ⊗ fo ⊗ ξ⊗(l−1)〉.
Thus
〈η ⊗ ξ⊗k, [Z, ξ⊗l]〉 =


µ(t(f1))
1/2
µ(v)1/2
, l = k
µ(t(f1))
1/2
µ(v)1/2
· µ(t(e1))
1/2
µ(v)1/2
, l = k + 1
0, otherwise.
Thus if we onsider
a =
∑
αkξ
⊗k ∈ L2(Av)
and assume that [a, Z] = 0 and a ⊥ Cv (so that α0 = 0), we obtain:
0 = 〈η ⊗ ξ⊗k, [Z, a]〉
=
µ(t(f1))
1/2
µ(v)1/2
(
αk +
µ(t(e1))
1/2
µ(v)1/2
αk+1
)
, k ≥ 1.
Sine the hoie of e1 was arbitrary, we nd that
αk = −
µ(t(e))1/2
µ(v)1/2
αk+1, ∀e ∈ Γ+(v).
If a 6= 0, not all αk are zero; from this reursive relation we dedue that µ(t(e)) are all equal to the same
value, µ′, independent of e ∈ Γ+(v) and that (after resaling a by a non-zero onstant) we may assume that
αk+1 = (−1)kλ−(k+1) where λ = (µ(t(e))/µ(v))1/2 = (µ′/µ(v))1/2.
On the other hand, ∑
Γvjµ
′ = δµ(v)
so that
(
∑
Γvj)µ
′/µ(v) = (
∑
Γvj)λ
2 = δ.
Thus if N ≥ 1 is the valene of Γ at v, we nd that Nλ2 = δ, so that λ2 = δ/N .
Using the fat that ‖ξ‖22 = δ, we ompute:
‖a‖22 =
∑
k
|αk|
2‖ξ⊗k‖22 =
∑
k
λ−2kδk =
∑
k
(N/δ)kδk =
∑
k
Nk =∞,
whih is impossible. Thus [Z, a] = 0 fores a ∈ Cv. 
Lemma 12. Let Γ be a onneted bi-partite graph with N + 1 verties, v ∈ Γ even and assume that the
hypothesis of Lemma 11 is not satised. Then the remaining verties e1, . . . , eN of Γ are all onneted to v
by a single edge, and Γ has no other edges.
We an now prove that the relative ommutant of W ∗(∪,⋒) an be ontrolled, if the graph Γ is not too
small. The ases we exlude are A1 (a graph with a single vertex and no edges) and A2 (a graph with exatly
two verties onneted by a single edge). In these ases, ∪ and ⋒ ommute (in fat, they are equal). In
either of these ases, the Perron-Frobenius eigenvalue is 1, whih is of little interest to us.
Theorem 4. Assume that Γ 6= A2 and Γ 6= A1 and let v ∈ Γ even. Then (i) the relative ommutant
(vW ∗(∪,⋒)v)′ ∩ vM0v is trivial. In partiular, the enter of M0 is the algebra A+ = ℓ∞(even verties).
(ii) W ∗(∪,⋒)′ ∩ N+ = PΓ0 (where N+ = W
∗(c(w) : w path that starts and ends at an even vertex), and
PΓ0 =
⊕
v even vC).
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Proof. Beause of Lemma 11 and Lemma 12, it remains to onsider the ase in whih Γ is a graph with
N + 1 > 3 verties v, e1, . . . , eN with a single edge between v and eah ej and no other edges. Sine
Γ = [1 · · · 1], we nd that ‖Γ‖ = N and therefore δ = N . Moreover, one an normalize the Perron-
Frobenius eigenvetor to be µ(e) = 1 for all e ∈ {v, e1, . . . , en}.
Thus
ξ =
∑
j
ej ⊗ e
o
j , Z = v ⋒ v =
∑
i
c(ei)c(e
o
i )c(ei)c(e
o
i ).
Let k > 1. Then
[Z, ξ⊗k] =
∑
i
c(ei)c(e
o
i )c(ei)c(e
o
i )ξ
⊗k − ξ⊗kc(ei)c(e
o
i )c(ei)c(e
o
i )
= ξ⊗k−2 + 4ξ⊗k−1 + 6ξ⊗k + 3ξ⊗k+1 +
∑
i
ei ⊗ e
o
i ⊗ ei ⊗ e
o
i ⊗ ξ
⊗k−1 +
∑
i
ei ⊗ e
o
i ⊗ ei ⊗ e
o
i ⊗ ξ
⊗k
− ξ⊗k−2 − 4ξ⊗k−1 − 6ξ⊗k − 3ξ⊗k+1 −
∑
i
ξ⊗k−1 ⊗ ei ⊗ e
o
i ⊗ ei ⊗ e
o
i +
∑
i
ξ⊗kei ⊗ e
o
i ⊗ ei ⊗ e
o
i
=
∑
i
ei ⊗ e
o
i ⊗ ei ⊗ e
o
i ⊗ (ξ
⊗k + ξ⊗k−1)− (ξ⊗k + ξ⊗k−1)⊗
∑
i
ei ⊗ e
o
i ⊗ ei ⊗ e
o
i
= ζ ⊗ (ξ⊗k + ξ⊗k−1)− (ξ⊗k + ξ⊗k−1)⊗ ζ,
where we have set ζ =
∑
i ei ⊗ e
o
i ⊗ ei ⊗ e
o
i .
Let η = e1 ⊗ eo1 ⊗ e2 ⊗ e
o
2. Then η ⊗ ξ
⊗l ⊥ ζ ⊗ ξ⊗k for all l, k. On the other hand, 〈η ⊗ ξ⊗l, ξ⊗k ⊗ ζ〉 =
δk=l‖ξ⊗k−1‖.
It follows that for any k > 1,
〈η ⊗ ξ⊗l, [Z, ξ⊗k]〉 = 〈ζ ⊗ (ξ⊗k + ξ⊗k−1)− (ξ⊗k + ξ⊗k−1)⊗ ζ, η ⊗ ξ⊗l〉
=− 〈ξ⊗k ⊗ ζ, η ⊗ ξ⊗l〉 − 〈ξ⊗k−1 ⊗ ζ, η ⊗ ξ⊗l〉
=− δl=k‖ξ
⊗(l−1)‖ − δl=k−1‖ξ
⊗(l−1)‖.
It follows that if a =
∑
αkξ
⊗k ∈ L2(Av), and we assume that [Z, a] = 0, then we get for all l ≥ 2:
0 = 〈[Z, a], η ⊗ ξ⊗l〉 =
∑
k
αk〈[Z, ξ
⊗k], η ⊗ ξ⊗l〉
= −αl‖ξ
⊗(l−1)‖ − αl+1‖ξ
⊗(l−1)‖.
It follows that αk, k ≥ 2, is a onstant sequene. But the sequene {αk} is in L2 and thus must be zero.
It follows that a ∈ L2(Av) ommutes with Z, then a = α01 + α1∪. But in this ase, [a, Z]Ω = α1[∪, Z]Ω.
The only tensors of degree 6 in ∪ZΩ are ξ ⊗ ζ, and the only terms of this degree in Z ∪ Ω are ζ ⊗ ξ, whih
are not equal. Thus [a, Z] = 0 implies that also α1 = 0 and so a must be a salar.
To see (ii), note rst that any v ∈ Γ+ is a projetion in the relative ommutant of W ∗(∪,⋒)′ ∩N+. Sine
the projetions orresponding to dierent verties are orthogonal, it follows that any element x in the relative
ommutant is weakly-onvergent innite sum
∑
v∈Γ+
vxv, where vxv ∈ vW ∗(∪,⋒)′v ∩ vN+v = Cv. 
4.7. Fatoriality of M0. Let P be an (extremal) subfator planar algebra embedded into the planar algebra
of some graph Γ. Thus (Gr0P, T r0) an be viewed as a subalgebra of (Gr0P
Γ, T r0) ⊂ M0. Moreover,
TL(1), TL(2) ⊂ Gr0P , and so ∪ and ⋒ both belong to Gr0P . Therefore, the enter of W ∗(Gr0P, T r0) is
ontained in the relative ommutant of W ∗(∪,⋒) inside of M0. By Theorem 4, this relative ommutant is
the intersetion of the algebra A0 identied with the zero box spae in P
Γ
.
Lemma 13. Assume that the zero-box spae of P is one-dimensional. Then W ∗(Gr0P, T r0) ∩A+ = C1A+ .
Proof. Note that tr0 is the restrition to W
∗(Gr0P,∧0, T r0) of the onditional expetation E fromM0 onto
A+ (whih is the enter of M0). Sine this onditional expetation is normal, if z ∈ W ∗(Gr0P, T r0) ∩ A+,
then z = E(z). On the other hand, z is the limit (in the weak-operator topology) of some sequene zi ∈ Gr0P .
For eah i, E(zi) = Tr0(zi) belongs to the zero-box spae of P+. Sine ∪ ∈ P and the zero-box spae is
one-dimensional E(zi) must be a multiple of E(∪) = δC1A+ and hene z = E(z) ∈ C1A+ . 
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Thus if the zero box spae of P is one-dimensional, and sine W ∗(∪) is diuse, we automatially get:
Theorem 5. Let P be a planar algebra with one-dimensional zero box spae and of index δ > 1. Then
M0 =W
∗(Gr0P, T r0) is a type II1 fator.
Sine M0 ⊂M0, we see by Lemma 8 that M0 an be atually embedded into a diret sum of free group
fators. In partiular, M0 has the Haagerup property and is R
ω
-embeddable.
5. Higher relative ommutants.
5.1. The algebra M1 and the trae φ1. We now proeed to dene the algebra M1 = W
∗(Gr1P, T r1),
whih will ontain M0 = W
∗(Gr0P, T r0) as a subfator.
Let us denote by M0 the image of the algebra Gr0P inside M0 ⊂ M0 ating on the Fok spae F as in
the previous setion.
We rst reall from Setion 2 that if we identify elements of PΓ with paths, then the multipliation ∧1 on
GrPΓ1 an be expressed as follows. Let w = e1 · · · en and w
′ = e′1 · · · e
′
m be two paths. Denote by D1(w) the
path obtained from w by following the path w, but starting at the rst point of w (rather than its starting
point). Then
D−11 (D1(w) ∧1 D1(w
′)) = σ(en)
−1δen=e′1e1 · · · en−1e
′
2 · · · e
′
m.
(note that the fator σ(en)
−1
is exatly the norm ‖en‖2).
To a path w = e1 · · · en = e1w0en, where w0 = e2 · · · en−1 we assoiate the variable
c1(w) = ℓ(e1)c(w0)ℓ(e
o
n)
∗ ∈ B(F).
Lemma 14. Y
(1)
D−1
1
(w)
Y
(1)
D−1
1
(w′)
= Y
(1)
D−1
1
(w∧1w′)
.
Proof. This follows from the relation ℓ(e)∗ℓ(g) = δe=g‖e‖
2
. 
Let us introdue the notation
M1 = span{c1(w) : w ∈ L−}
where L− is the set of all loops starting at an odd vertex.
The vetor spae M1 is an algebra with multipliation ∧1. Thus w 7→ c1(D
−1
1 (w)) is a ∗-homomorphism
from Gr1P
Γ
onto M1. The unit of M1 is the element∑
e∈E−
σ(e)ℓ(e)ℓ(e)∗
(here E− is the set of all odd edges, i.e., ones ending at an even vertex).
Lemma 15. Let E− be the set of all odd edges. Then the map
i : Y 7→
∑
e∈E−
σ(e)ℓ(e)Y ℓ(e)∗
denes a unital ∗-homomorphism from the algebra M0 to the algebra M1.
Proof. We note that
i(Yw) · i(Yw′) =
∑
e∈E−
σ(e)2‖e‖2ℓ(e)YwYw′ℓ(e)
∗
=
∑
e∈E−
σ(e)ℓ(e)YwYw′ℓ(e)
∗.
Thus i is a homomorphism. Moreover, i is learly ∗-preserving. 
We now dene a traial weight φ1 on M1:
φ1(ℓ(e)Ywℓ(f)
∗) = δ−1δe=fσ(e)
−1φ(Yw)
(the rst δ is the Perron-Frobenius eigenvalue; note that e = f fores Yw ∈M0). In other words,
φ1(X) = δ
−1
∑
f∈E−
σ(f)−1φ(〈f,Xf〉A).
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The last observation shows that φ1(X) is a non-negative funtional.
Moreover, for any v ∈M0,
φ1(i(v)) = δ
−1
∑
f∈Γ−(v)
σ(f)−1‖f‖22
= δ−1
∑
f∈Γ−(v)
(
µ(s(f))
µ(t(f))
)
= δ−1
∑
j
Γjv
µ(j)
µ(v)
= δ−1δ = 1.
(here Γ−(v) denotes the set of edges ending at v).
Finally, φ1 is a trae, sine if w,w
′
are two loops of the form ewˆfo and e′wˆ′f ′o with s(e) = t(fo),
s(e′) = t(f ′o) then
φ1(ww
′) = δe=f ′δf=e′δ
−1‖e‖4‖f‖2φ(wˆwˆ′)
= δe′=fδf ′=eδ
−1‖e′‖6φ(wˆ′wˆ) = φ1(w
′w)
sine e = f ′ and ‖f ′‖ = ‖e′‖.
We nally note that
φ1(i(Yw)) =
∑
e
δ−1
(
µ(s(e))
µ(t(e))
)
φ(w)
= φ(w)
beause µ is an eigenvetor for the graph matrix. We summarize these observations as the following
Lemma 16. The weight φ1 is a seminite faithful trae, and the inlusion i : (M0, φ) → (M1, φ1) is
trae-preserving.
Proof. Let us onsider Y =
∑
g,h∈E−
ℓ(g)xg,hℓ(h)
∗
, xg,h ∈ W ∗(c(e) : e ∈ Γ) with Y ∗Y in the domain of φ1.
Then Y ∗Y =
∑
g,h,g′ ℓ(g)xg,hx
∗
g′,hℓ(g
′)∗‖h‖2. Moreover,
φ1(Y Y
∗) = δ−1
∑
g,h
‖h‖2‖g‖4φ(xg,hx
∗
g,h)
and xg,hx
∗
g,h ∈M0. Thus if φ1(Y
∗Y ) = 0, eah of the positive terms in the sum above must be zero and so
φ(xg,hx
∗
g,h) = 0 for all g, h. It follows that Y = 0. 
Dene now the map E1 : M1 →M0 by
E1(ℓ(e)c(w)ℓ(f)
∗) = δe=fδ
−1
(
µ(s(e))
µ(t(e))
)
c(w).
Note that
E1(i(Y )) = Y
and moreover
E1(i(c(w))ℓ(e)c(w)ℓ(f)
∗) = YwE1(ℓ(e)c(w
′)ℓ(f)∗)
E1(ℓ(e)c(w)ℓ(f)
∗i(c(w)′)) = E1(ℓ(e)c(w)ℓ(f)
∗)c(w′)
so that i ◦ E1 : M1 → i(M0) ⊂ M1 is an A0-linear projetion. Moreover, we see that φ1 = φ ◦ (i ◦ E1) so
that E1 = i ◦ E1 is the trae-preserving onditional expetation from M1 → M0. It follows that E1 extends
also to the von Neumann algebra generated by M1.
5.2. The algebras Mn and traes φn. The algebrasMn with semi-nite traes φk are dened in a similar
way. The algebra Mn is the linear span
Mn = span{ℓ(e1) · · · ℓ(en)c(w)ℓ(fn)
∗ · · · ℓ(f1)
∗ : e1 · · · enwf
0
n · · · f
o
1 ∈ L
±}
where the parity of the loops is hosen to math the parity of n. For a loop e1 · · · enwf
o
n · · · f
o
1 ∈ L±, we set
cn(e1 · · · enwf
o
n · · · f
o
1 ) = ℓ(e1) · · · ℓ(en)c(w)ℓ(fn)
∗ · · · ℓ(f1)
∗ ∈Mn.
Then map L+ ∋ w 7→ c(D−1k (w)) denes a ∗-homomorphism from GrkP
Γ
to Mk. (Reall that Dk(w))
denotes the loop obtained by replaing the starting point in w by the k-th point on the path w).
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Let
φn = δ
−n
∑
w=f1···fn
(
µ(s(fn))
µ(t(f1))
)1/2
φ ◦ 〈·fn ⊗ · · · ⊗ f1, fn ⊗ · · · ⊗ f1〉A.
The inlusion i = in−1n : Mn−1 →Mn is given by
cn−1(w) 7→
∑
eweo∈L
σ(e)−1ℓ(e)cn−1(w)ℓ(e)
∗.
One an hek that i is again a trae-preserving inlusion. The onditional expetation En : Mn →Mn−1
is given by
En(ℓ(e)cn−1(w)ℓ(f)
∗) = δe=fδ
−1
(
µ(s(e))
µ(t(e))
)
cn−1(w).
As before, set
En = i ◦ En : Mn → i(Mn−1) ⊂Mn.
It is not hard to hek that this is the unique trae-preserving Mn−1 linear onditional expetation from
Mn to i(Mn−1) and that the trae φn is faithful (the argument is exatly the same as in the ase n = 1).
Moreover, one an easily hek that En = Trn if we identify Mn with GrnPΓ.
Let us set
ijn = i
n−1
n ◦ · · · ◦ i
j
j+1 : Mj →Mn, in = i
0
n.
Comparing these with the denitions of setion 2 we get:
Theorem 6. The map w 7→ cn(w) is a ∗-isomorphism from GrkPΓ onto Mk. The seminite weight φk
satises φk(v ∧0 Trk(x)) = φk(v ∧0 x). In partiular, the trae Trk is positive and faithful.
5.3. Higher relative ommutants. We now let
Mk = W
∗(GrkP
Γ, φk) = W
∗(Mk).
Given a planar subalgebra P ⊂ PΓ, we'll denote by M the subalgebra of Mk generated by elements from
P . In other words, Mk = W
∗(GrkP, T rk).
We'll denote by ∪n and ⋒n the images in Mn of ∪,⋒ ∈M0. Note that ∪n,⋒n ∈Mn.
Lemma 17. Let e1 · · · enfo1 · · · f
o
n be a loop in L± (parity aording to n). Then the element Z =
ℓ(e1) · · · ℓ(en)ℓ(f1)
∗ · · · ℓ(fn)
∗ ∈W ∗(∪n,⋒n)
′ ∩Mn ⊂W
∗(∪n,⋒n)
′ ∩Mn.
The proof is a straightforward omputation and is omitted.
Lemma 18. Let P ⊂ PΓ be a subfator planar algebra with index, and let Mn = W
∗(GrnP, T rn) as above.
Then W ∗(∪n,⋒n)′ ∩Mn = Pn,+.
Proof. Let Qn be the set of all paths in Γ of length n ending at an even vertex (and starting at an even or
odd vertex, aording to the parity of n). For w = e1 · · · en ∈ Qn, let Fw = ℓ(e1) · · · ℓ(en). Then for any
Y ∈Mn,
(3) Yˆw,w′ = F
∗
wY Fw′ ∈ N+.
Moreover,
(4) Y =
∑
w,w′∈Qn
cw,w′FwYˆw,w′F
∗
w′
where cw,w′ are some onstants. Sine the sum above is nite, it follows that equations (3) and (4) ontinue
to hold whenever Y ∈ Mn, i.e. after passing to weak limits.
Thus if Y ∈Mn, and we set Z = FwF ∗w, Z
′ = Fw′F
∗
w′ , then ZY Z
′ = F ∗wYˆ Fw, where Yˆ ∈ N+. Moreover,
Y is equal to a xed nite linear ombination of terms {ZY Z ′ : w,w′ ∈ Qn}.
Let us assume now that Y ∈ W ∗(∪n,⋒n)′ ∩Mn. Then by hoosing Z,Z ′ as above, we see from Lemma
17 that ZY Z ′ ∈ W ∗(∪n,⋒n)′ ∩ Mn. Using equations (3) and (4), we onlude that Y is a nite linear
ombination of terms of the form
ℓ(e1) · · · ℓ(en)Xℓ(fn)
∗ · · · ℓ(f1)
∗, X ∈ N+,
and that eah suh term must belong to the relative ommutant W ∗(∪n,⋒n)′ ∩Mk.
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We an thus assume that Y = ℓ(e1) · · · ℓ(en)Xℓ(fn)∗ · · · ℓ(f1)∗ with X ∈ N+. Then
[Y, in(∪)] =
(
µ(t(en))
µ(s(e1))
)1/2
ℓ(e1) · · · ℓ(en)[X,∪]ℓ(fn)
∗ · · · ℓ(f1)
∗
and similarly
[Y, in(⋒)] =
(
µ(t(en))
µ(s(e1))
)1/2
ℓ(e1) · · · ℓ(en)[X,⋒]ℓ(fn)
∗ · · · ℓ(f1)
∗.
Thus if Y is in the relative ommutant of in(∪,⋒) ∩ Mn, then X must be in the relative ommutant of
{∪,⋒} in N+, whih we know to be A+ (Theorem 4). It follows that
{∪,⋒}′ ∩Mn ⊂ span{ℓ(e1) · · · ℓ(en)ℓ(fn)
∗ · · · ℓ(f1)
∗ : e1 · · · enf
o
n · · · f
o
1 ∈ L±}
= {cn(w) : w ∈ L± loop of length 2n starting at even/odd vertex}.
Sine the reverse inlusion holds by Lemma 17, equality holds. In partiular, {∪n,⋒n}′ ∩Mn = {∪n,⋒n}′ ∩
Mn. We now see from the denitions in setion 2 that the latter algebra is exatly the planar algebra P
Γ
n,+
taken with its usual multipliation.
Thus it follows that
{∪,⋒}′ ∩Mn = P
Γ
n,+ ∩Mn.
We laim that the latter intersetion is exatly Pn,+. To see this, write any Y ∈Mn as
Y =
∑
w,w′∈Qn
cw,w′FwYˆw,w;F
∗
w′
with Yˆw,w′ = F
∗
wY Fw′ ∈ N+, as before. Let En(Y ) =
∑
w,w′∈Qn
cw,w′FwE(Yˆw,w′)F
∗
w, where E : N+ → A+
is the (normal) onditional expetation given by (1). Then En is a weakly-ontinuous map, and moreover
En(Y ) = Y if Y ∈ PΓn,+. Thus if Y ∈ P
Γ
n,+ ∩Mn, then Y is the limit (in the weak operator topology)
of a sequene Y (j) ∈ (Pkj ,+) ⊂ Mn. But then Y = E(Y ) = limk E(Y
(k)). Sine the zero-box spae of P
is one-dimensional, it follows that E(Y (k)) ∈ Pn,+ (sine then E(Yˆ
(k)
w,w′) ∈ C1A+) and so Y ∈ Pn,+. Thus
PΓn,+ ∩Mn = Pn,+ and the theorem is proved. 
Theorem 7. Let P ⊂ PΓ be a subfator planar subalgebra of index δ 6= 1. Let Mk = W ∗(GrkP, trk). Then
M ′0 ∩Mk = Pk,+ as algebras (here Pk,+ is taken with ordinary multipliation) in a way that preserves Jones
projetions.
Proof. Sine ∪k,⋒k ∈Mk, Lemma 18 shows that Pk,+ ⊃M ′0 ∩Mk. Thus it is enough to prove that Pk,+ ⊂
M ′0 ∩Mk. But this is immediate, sine Pk ommutes with ik(M0) and thus with M0. The orrespondene
takes Jones projetions to Jones projetions (as is immediate from the pitures). 
Lemma 19. Let ek ∈ Pk,+, k ≥ 2 be the Jones projetion. Then ek is the Jones projetion for the inlusion
Mk−2 ⊂Mk−1.
Proof. We rst hek that ek ∈M ′k−2 ∩Mk. Indeed,
ek = δ
−1
k strings total︷ ︸︸ ︷
· · · · · ·∗
and sine x ∈Mk−2, it has the form
x = A
∗ · · ·· · ·
k−2︷ ︸︸ ︷
.
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We now ompute:
δek ∧k x = · · · · · ·
A
· · ·· · ·
∗
= A
∗ · · ·· · ·
= δx ∧k ek (by symmetry).
(here dashed lines indiate removed boxes).
Next, we hek that ek ∧k x∧k ek = Ek−2(x)∧k ek for x = A
∗ · · ·· · ·
k−1︷ ︸︸ ︷
∈Mk−1. Note that
it follows from the formula for Ek−2 (or from an expliit omputation using the trae) that
Ek−2(A) = δ
−1 A
∗ · · ·· · ·
k−2︷ ︸︸ ︷
Now,
ek ∧k x ∧k ek = δ
−2 · · · · · ·
A
· · ·· · · · · · · · ·
∗ · · ·
= δ−2 A
∗ · · ·· · ·
= δ−1 EMk−2(A)
∗ · · ·· · ·
= Ek−2(x) ∧k ek.
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Finally, we hek that the trae Trk is λ-Markov. Let x ∈Mk−1. Then:
δT rk(x ∧k ek) = Trk

 · · · · · · x
· · · · · ·
∗


= Trk

 x
∗
· · · · · ·


=
Tn
x
· · ·∗· · · · · ·
=
Tn
x
· · ·∗· · · · · ·
=
Tn
x
· · ·∗· · · · · ·
= Trk−1(x).

Lemma 20. The algebras M0 ⊂ M1 ⊂ M2 ⊂ · · · are exatly the tower obtained by iterating the basi
onstrution for M0 ⊂M1.
Proof. We rst note that beause of the Markov property and the Jones relations between the projetions
en, the algebras Mˆn = 〈M, e1, . . . , en−1〉, n ≥ 2 are exatly the algebras appearing in the basi onstrution
for M0 ⊂ M1. Hene learly Mˆn ⊂ Mn. Now suppose that for some n this inlusion were strit; hoose
smallest suh n (neessarily > 1 sine M0 = Mˆ0 and M1 = Mˆ1). Then the projetion en+1 is the Jones
projetion for Mn−1 ⊂ Mn and also for Mn−1 = Mˆn−1 ⊂ Mˆn. Thus the index of Mn−1 ⊂ Mn is the same
as that of Mn−1 ⊂ Mˆn. But sine Mˆn ⊂ Mn, multipliativity of index entails [Mn : Mˆn] = 1 and thus
M = Mˆn, a ontradition. 
5.4. The planar algebra struture on the higher relative ommutants. At this stage we have on-
struted a (II1) subfator M0 ⊂M1 and its tower Mk as the ompletions of GrkP . We have also shown that
M ′0 ∩Mk is preisely subspae Pk ⊂ Grk(P ).
Theorem 8. The linear identiation of Pk and M
′
0 ∩Mj onstruted in Theorem 7 is an isomorphism
between P and the planar algebra of the subfator P (M0 ⊂M1).
In partiular, any subfator planar algebra an be naturally realized as the planar algebra of the II1 sub-
fator P (W ∗(Gr0P, T r0) ⊂W ∗(Gr1P, T r1)) .
The seond part of the theorem gives an alternative proof of a result of Popa [Pop93, Pop95, PS03b℄.
Proof. We have seen in Theorem 7 that the multipliation indued by Grk(P ) (hene Mk) on Pk is preisely
that of the multipliation tangle. By [Jon99℄, to onlude that the planar algebra struture dened on P by
this identiation with the higher relative ommutants for M0 ⊂M1 we have to hek the following.
1) That M0 ⊂M1 is extremal (whih means there is only one trae on the M ′0 ∩Mk, that of Mk).
2) The Jones projetions ei of the tower are (
1
δ times) the diagrammati ei's.
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3) The inlusion of M ′0 ∩Mk in M
′
0 ∩Mk+1 is given by the appropriate tangle.
4) The trae on M ′0 ∩Mk given by restriting the trae on Mk is given by the appropriate tangle.
5) The projetion from M ′0 ∩Mk onto M
′
1 ∩Mk is given by the appropriate tangle.
For these, 1) follows from the denition of extremality in [PP86, Pop94℄ and a simple diagrammati
manipulation involving spherial invariane of the partition funtion. 2) was proved as part of Theorem 7.
Properties 3) and 4) are just obvious pitures. The only one that requires any thought is 5) whih we now
prove.
Claim 1. Any element in M ′1 ∩Mk is in the image of the map from M
′
0 ∩Mk−1 to M
′
0 ∩Mk dened by the
following annular tangle:
A 7→
A
· · · · · ·∗
.
(The shading is determined by the stars being in unshaded regions, the position of ∗ on the inside box being
irrelevant.)
Proof of laim. It is a simple diagrammati alulation to show that the image of this tangle does indeed
ommute with M1. On the other hand the tangle denes an injetive map (the inverse tangle is obvious)
and from general subfator theory the dimensions of M ′0 ∩Mk−1 and M
′
1 ∩Mk are the same. 
Claim 2. If A is in M ′0 ∩Mk, identied with Pk, then
EM ′
1
(A) = δ−1
A
· · · · · ·∗
∗ .
Proof of laim. By extremality EM ′
1
= EM ′
1
∩Mk for elements of M
′
0 ∩Mk. Drawing the piture for tr(AB)
for A ∈M ′0 ∩Mk and B ∈M
′
1 ∩Mk, the result is visible. 
This onludes the proof of the Theorem. 
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