Abstract-An extrapolation technique is presented which reduces the computational demands of obtaining a wideband electromagnetic response from a resonant antenna using traditional computational electromagnetic methods. It has been shown that a wideband response can be extrapolated by fitting early-time and low-frequency data with a summation of orthogonal polynomials. However, representing responses characteristic of resonant structures in practice proves computationally inefficient and can lead to numerical instabilities. This paper outlines the incorporation of damped sinusoids to efficiently, accurately, and reliably extrapolate both time-and frequency-domain responses of resonant antennas due to a wideband source. A genetic algorithm is used to select the necessary extrapolation parameters. The wideband driving-point current response of several resonant antennas is accurately extrapolated. The transmission-line matrix method and the method of moments are used to compute early-time and low-frequency data, respectively. Fundamentally different discretizations of the structure of interest are used, illustrating in principle the independence of the technique and the choice of computational methods used to provide the directly-computed data.
I. INTRODUCTION
T RADITIONALLY, to determine a wideband electromagnetic (EM) response of an antenna or structure (e.g., driving-point current or EM field value), Maxwell's equations are solved exclusively in either the time or frequency domain using one of the many computational electromagnetic (CEM) methods available today. If the structure has strong, or high-Q, resonances in the desired frequency range, the numerical solution in both time and frequency domains is often computationally burdensome. Using time-domain methods, wideband information can be obtained by exciting the structure with a narrow pulse, time-stepping the transient response to zero, and Fourier transforming the result. However, for resonant structures, energy dissipation can be exceedingly slow. Thus, obtaining the complete response can require thousands of time steps, significant computation times, and the possibility of numerical dispersion errors, especially for complex structures. Frequency-domain methods require a separate evaluation at each frequency which for wideband characterization can be burdensome. Maintaining accuracy at higher frequencies generally requires increased spatial discretization, leading to larger system matrices and greater computational expense. Additionally, sharp spikes near resonances necessitate fine sampling over the frequency range of interest.
In [1] - [5] , it is shown that a time-and frequency-domain response due to a wideband source can be generated from earlytime and low-frequency data by fitting the response with a summation of orthogonal polynomials. The representation obtained provides a "closed-form approximation" that can be evaluated at time and/or frequency points of interest, including latetime and high-frequency ranges where the respective responses are unknown. However, using only polynomials to represent responses typical of resonant structures, which decay slowly in the time-domain and are highly-spiked in the frequency-domain, proves computationally inefficient and numerically difficult in practice.
This paper extends the extrapolation technique in [1] - [5] by using damped sinusoids in addition to orthogonal polynomials to represent a response. Damped sinusoids provide the support to efficiently and accurately model resonances. Thus, the number of functions required is reduced, computation times are decreased, and the accuracy of the extrapolation is improved [6] , [7] . By including damped sinusoids, multiple resonances can be represented. Consequently, wideband responses from multiresonant structures, such as multiband or cavity-type antennas can be extrapolated. To determine damped-sinusoid parameters from the computed time response, the matrix pencil method (MPM) [8] is used. Additional signal processing techniques, such as Prony's method [9] , MUSIC [10] , ARMA [11] , and ESPRIT [12] have also been used to extract similar parameters from discrete time-domain data.
The stability and accuracy of the extrapolation critically depends on the non-trivial selection of several parameters which define the polynomials and damped sinusoids used. In this work, optimal parameters are determined using a genetic algorithm (GA). The approach outlined effectively automates the technique and provides confidence in the accuracy of the extrapolation.
The wideband driving-point current response of several resonant antennas is extrapolated using both damped sinusoids and 0018-926X/$25.00 © 2008 IEEE polynomials. The performance is compared to extrapolation using only polynomials. The transmission-line matrix (TLM) method is used to compute the desired time-domain response, whereas the frequency-domain response is computed using the method of moments (MoM) to solve the electrical field integral equation (EFIE). These directly-computed responses provide early-time and low-frequency data, respectively, and are also used to assess the accuracy of the extrapolation. The two CEM methods used employ fundamentally different discretizations of the structure of interest; however, it is demonstrated that accurate extrapolations are still obtained. In [1] - [5] , the EFIE is solved in the time and frequency domain using an identical triangular surface patch mesh for both models. In this work, different discretizations are used, illustrating in principle the independence of the technique and the numerical methods used to compute early-time and low-frequency data.
This paper is organized as follows. Section II presents an overview of extrapolation using orthogonal polynomials. The incorporation of damped sinusoids with polynomials is formulated in Section III. In Section IV, the use of a GA to select the necessary extrapolation parameters is discussed. Section V presents several numerical examples, and conclusions are discussed in Section VI.
II. OVERVIEW OF POLYNOMIAL EXTRAPOLATION
The fundamental basis of the orthogonal polynomial extrapolation technique developed in [1] - [5] is early-time and low-frequency portions of a wideband response contain mutually complementary information that can be used to generate the remaining late-time and high-frequency information. Early-time data contain high-frequency information whereas low-frequency data contain late-time information. Consequently, early-time and low-frequency data can be used to fit the response with a summation of weighted orthogonal polynomials which accurately represents the remaining late-time and high-frequency behavior. No new information is created, but rather known data are cleverly processed to yield an approximation of the entire response [3] . Computationally, this approach is beneficial because low-frequency and early-time data are relatively easy to obtain using CEM methods. Early-time data points are computed first in time-stepping formulations and low-frequency evaluations are generally less demanding because the required level of spatial discretization increases with frequency.
Let and denote the time and frequency representations of a wideband response of the structure of interest, respectively. The response can be any electromagnetic quantity defined in both domains, such as the driving-point current at the feed point of an antenna or the electric field at a point in space. Time-and frequency-domain CEM methods are used to generate early-time and low-frequency portions of and , respectively. A discretized version of the actual structure geometry is used to compute each response. Each model is determined by the underlying numerical formulation utilized and may differ depending on the specific CEM method.
The discrete time-domain response contains data points sampled at intervals and is partitioned into early-time and late-time data, and . The spatial discretization of the time-domain model typically determines . The discrete frequency-domain response contains data points sampled at intervals and is partitioned into low-frequency and high-frequency data, and . The complete responses can be written as (1) A time-domain CEM method is used to compute which contains the first time samples of . A frequency-domain CEM method is used to compute which contains the first frequency points of . The data vectors , and can be explicitly written as (2) where and . The goal of the extrapolation is to use early-time and low-frequency data, and , to determine representations of the complete response, and , which accurately approximate late-time and high-frequency data, and . Let the functions and denote the approximations of and , respectively. To determine and , both and are fitted with polynomials
The functions and in (3) represent the pair of th-order orthogonal polynomials [5] . Each pair is related by the Fourier transform and scaled by and , where . As indicated in (3), a single set of unknown weighting coefficients is used for both time and frequency representations. These coefficients can be determined by solving a system of linear equations using only and . In matrix form, the system of equations can be written as shown in (4), at the bottom of the following page, where and denote the real and imaginary parts of the complex argument, respectively. The matrix equation of (4) can also be expressed as where , and have dimensions , and , respectively. The polynomials in (3) are evaluated to fill , data computed with CEM methods are used to fill , and contains the unknown coefficients. In practical cases , so the system of equations in (4) is overdetermined. A least-squares solution for can be found using a variety of methods [13] . Singular value decomposition (SVD) is used in [1] - [5] . Once determined, is used in (3) to generate and , which if the extrapolation is successful, closely approximate of and , including in the late-time and high-frequency ranges [1]- [5] .
III. INCORPORATION OF DAMPED SINUSOIDS
To accurately represent responses from resonant antennas, which are characteristically slowly decaying in time and highlyspiked in frequency, potentially hundreds or thousands of orthogonal polynomials are required. The total number of polynomials dictates the number of equations in (4), so computationally it is desirable to minimize while maintaining accuracy. Furthermore, rapid oscillations in higher-order polynomials can lead to computation errors and numerical instabilities [1] - [3] , [14] . For these reasons, an additional type of function, the damped sinusoid, is incorporated into the summations of (3) to accurately and efficiently represent resonances in the response.
The responses and can each be viewed as a superposition of two partial responses with distinct characteristics (5) In (5), and denote functions containing the resonant behavior of and . Oscillation and exponential decay characterize whereas sharp spikes around resonant frequencies distinguish . The time and frequency representations of damped sinusoids exhibit this behavior and thus are selected to represent and , respectively. The remaining transient behavior of and is containedin and . These functions decay rapidly in the time domain and are relatively smooth in the frequency domain. Accordingly, and are fitted by polynomials whose support can efficiently represent this behavior. By using two types of functions with distinct characteristics well suited for a specific behavior, the accuracy of the extrapolation is improved and the computation time decreased because fewer terms are needed.
The responses and are approximated by and which are each comprised of a superposition of orthogonal polynomials and damped sinusoids (6) In (6), the functions and represent the time and frequency forms of the th damped sinusoid and are related by the Fourier transform. In general, each pair is defined by amplitude constants, a resonant frequency, and an exponential decay or damping factor. The addition of a single damped sinusoid with polynomials has been shown to yield significant computational advantages when used to extrapolate a response dominated by one strong resonance [7] . The form of (6), however, maintains more generality by using damped sinusoids, allowing multiple resonances to be efficiently fit.
In (6), can be determined by isolating the part of the complete response to be represented by polynomials alone. To do so, the damped sinusoids are subtracted in (6) to yield an expression similar to (3) which equates the summation of polynomials directly with the response it approximates (7) In (7), terms containing the effects of resonances are subtracted from the original responses and the result is approximated with a summation of polynomials. Removing the resonances allows the remaining response to be represented by polynomials alone. Observing the similarity between (3) and (7) reveals in (7) can be determined using the matrix equation in (4) 
The definition of in (8) and (9) incorporates the subtraction of the damped sinusoids as indicated in (7). A least-squares solution for can then be determined and used in (6) to construct and , which are accurate approximations of and , if the extrapolation is successful. Constants characterizing each damped sinusoid must be determined prior to the computation of because these functions are needed to fill in (8) and (9) . For an accurate extrapolation, the damped sinusoids must precisely represent the resonances of the response.
IV. GA-BASED SELECTION OF EXTRAPOLATION PARAMETERS
To reliably extrapolate a wideband response, the proper selection of several parameters is critical. Polynomial parameters must be carefully chosen to yield accurate and stable results. When also using damped sinusoids, constants defining each term must be determined. In this work, GA optimization is used to automate the selection process. Previously, the Powell method was used to optimize the nonlinear problem of determining polynomial parameters [15] .
The objective is to determine the "optimal" parameters which minimize the difference between extrapolated responses, and , and those directly computed, and . This difference can be quantified using a normalized root-meansquare comparison as (10) where denotes the -norm. The leading is included to average time-and frequency-domain differences. Computing in (10) requires complete knowledge of and ; however, in practice only and are available because and are unknowns to be extrapolated. Therefore, an estimate of using only and is desired. It has been found in the present work that can be estimated by , defined as (11) where FFT and IFFT denote the fast Fourier transform and its inverse, respectively. At early-time and low-frequency points, agreement is calculated by computing the norm of the difference between the extrapolated and directly-computed data. These comparisons correspond to the first expressions in the numerator of both terms in (11) . In late-time and high-frequency ranges, no directly-computed data are available with which to compare. Consequently, the FFT and IFFT are utilized to estimate agreement. The late-time portion of the extrapolated time data is compared to the late-time portion of the IFFT of the complete extrapolated frequency response . Similarly, the high-frequency portion of the extrapolated frequency data is compared to the high-frequency portion of the FFT of the complete extrapolated time response . The norms of the known data and are used to normalize the two terms in , respectively. To optimize the extrapolation, a GA is used to minimize in (11) as a function of the necessary parameters. Sections and explicitly describe the variables optimized.
Optimization times can be decreased by reducing the computations required to solve the matrix equation of (4) for . In addition to SVD, several other techniques [13] can be used to determine the least-squares solution of (4). One computationally efficient approach is the pseudo-inverse of . With this approach, the polynomial coefficients are computed as , where denotes the conjugate transpose of and denotes the inverse of the square matrix, . For the responses considered, using either SVD or the pseudoinverse to solve (4) did not affect the extrapolation accuracy ultimately obtained through GA optimization; however, the pseudoinverse solution is significantly faster. Optimization times can be further reduced by checking the condition number of the square matrix before computing the pseudo-inverse. If the condition number is large for a given set of parameters, then the pseudo-inverse solution will likely be inaccurate and the extrapolation unstable. Therefore, no further calculations are needed, and the GA fitness value can be automatically penalized. For that parameter set, the quantities , and need not be determined and thus the computation time is reduced. The additional burden of checking the condition number is offset by the time savings it produces [7] . To reduce optimization times, the pseudo-inverse and condition number check are utilized for the examples presented in Section V.
A. Orthogonal Polynomial Parameters
The accuracy and stability of the polynomial extrapolation depends critically on the selection of [number of terms in (3)] and the scaling factor [1]- [5] . Empirical stability bounds for and have been presented for several polynomial types [14] ; however, there remain no precise criteria to select their optimal values for an arbitrary response. Consequently, in this work, both and are set as GA optimization variables whose range is defined using the bounds in [14] . For the numerical examples in Section V, associate Hermite (AH) functions are used as polynomials in the extrapolation. Laguerre and Bessel-Chebyshev functions could also have been used [5] , [14] ; however, for a convergent extrapolation, the performance is found to be nearly the same for each of polynomials studied [5] .
Because AH functions provide equal support around their origin and it is assumed that for , it is beneficial to center each polynomial around , rather than at [1] , [2] . Typically, the optimal time center is around half of the time support of the response [1] , [2] , but again no precise selection criteria exists, so is selected as a third optimization variable. Thus, when using only polynomials, the GA is used to minimize in (11) as a function of three variables:
, and .
B. Damped Sinusoid Parameters
In addition to selecting polynomial parameters, representing a response as damped sinusoids and polynomials as in (6) also requires the determination of parameters defining the damped sinusoids used. Their determination is paramount to the success of the extrapolation and, in practice, must be accomplished using only and . In this work, the necessary damped sinusoid parameters are determined using the matrix pencil method (MPM) [8] . Other techniques, such as Prony's method [9] , could have potentially been used; however, MPM was chosen for its computationally efficiency and numerical stability [8] .
Using MPM, a time-domain function is approximated with complex exponentials as (12) In (12), and signify the real and imaginary parts of the complex amplitude of the th term whereas and denote the damping factor and angular frequency, respectively. Using an early-time portion of sampled at intervals, the MPM algorithm computes , and . The details of this computation can be found in [8] . For the extrapolation, damped sinusoids are required, but the terms of (12) are complex exponentials. However, the sum of two terms of (12) , which are complex conjugates, yields a single damped sinusoid. In this work, complex conjugate pairs in (12) determined by MPM are used to define the desired damped sinusoids. These terms can be expressed as (13) and (14) where (14) is obtained by taking the Fourier transform of (13). In (13) and (14), , and correspond to the same quantities as defined for (12) , however, each is now associated with the th damped sinusoid, rather than the th complex exponential.
Because (13) does not in general have the property for , the term is multiplied by a ramping envelop to enforce this condition. The constant is selected such that the th term ramps up to 99% of its peak value after five periods, or at . This modification allows the polynomials to more accurately represent the response after removing each damped sinusoid. With the ramping envelop included, (13) and (14) become (15) and (16) where (16) is obtained by taking the Fourier transform of (15) . Terms of the form in (15) and (16) are used to represent resonances and define the th damped sinusoid in time and frequency denoted as and in (6) . While excellent results have been obtained using MPM, its accurate application in practice requires the selection of a "time window" which defines the subset of sampled time data to be operated on. Three parameters specify this time window: the beginning time sample , the ending time sample , and the decimation factor . Some decimation is generally required because is selected based on the spatial discretization of the time-domain model and is often not the optimal time sample for MPM. While some guidelines have been presented, e.g., [16] , [17] , no exact criteria exists for optimal selection of , and . Therefore, in this work these variables are selected using the GA. When applying MPM alone to extrapolate a time-domain response, it is unclear how to optimize these parameters in practice using only early-time data. For the proposed technique, however, in (11) provides a measure which can be minimized to reliably select the necessary parameters. As discussed, is computed using early-time and low-frequency data. Because these data sets contain mutually complementary information, provides a good estimation of the actual agreement between directly-computed and extrapolated responses. Consequently, when extrapolating using both polynomials and damped sinusoids, a GA is used to minimize in (11) as a function of six variables:
V. NUMERICAL RESULTS
For three resonant antennas, the driving-point current response due to a wideband voltage source, denoted as and , is extrapolated using only early-time and low-frequency data and . To compute , TLM [18] is employed. With TLM, a volume surrounding the structure is discretized as cubical nodes interconnected by virtual transmission lines. To compute , MoM is used to solve the EFIE for the surface current on the structure with triangular patch discretization and Rao-Wilton-Glission edge elements using MicroStripes [19] , [20] . The current on each patch is determined by solving a system of linear equations. Not only does the discretization of each numerical model differ, but whereas MoM calculates current values directly, TLM uses adjacent fields to determine current values at a point. Thus, it is expected that these computed responses will differ slightly due to "modeling" or "discretization" differences. However, here it is shown that an accurate extrapolation can still be achieved. Therefore, the choice of numerical tools utilized is not unique. Alternative formulations such as the finite-difference time-domain method (FDTD) [21] or the finite element method (FEM) [22] could have also been utilized, in principle, to compute and , respectively.
A differentiated Gaussian pulse (DGP) is used to provide wideband voltage excitation. The pulse is expressed in the time domain as (17) and in the frequency domain as (18) In (17) and (18), specifies the time width of the pulse and represents the time delay. The maximum value of the magnitude of occurs at and the pulse has no DC content. The parameter is selected to be where specifies the highest frequency of interest. At , the magnitude of is approximately 1% of its maximum value. The time delay is selected to be so that for . To quantify the performance of the technique, extrapolated and directly-computed responses are compared in late-time and high-frequency ranges only by defining as (19) The expression in (19) is an effective measure of the performance of the extrapolation. The leading is included to average time-and frequency-domain differences. Computing in (19) requires and and therefore cannot be directly minimized in practice; however, it provides a valuable measure to compare against the performance of the extrapolation when minimizing in (11) .
In the following examples, accuracy is assessed by comparing extrapolated responses to those directly-computed with CEM methods. If accurate responses cannot be directly computed, due to numerical dispersion or limited computing resources for example, measurements could also be used as a benchmark.
A. Example 1: Monopole With Four Parasitic Elements
The first antenna considered is a monopole with height cm centered on a finite ground plane and loaded by four parasitic elements (Fig. 1) . Each element is cylindrical with radius mm and assumed to be perfectly conducting. The ground plane is 26 cm 26 cm and assumed to be vanishingly thin and perfectly conducting. Two parasitic elements with height cm are aligned along the -axis and equally offset from center element by cm. The remaining two parasitic elements have height cm and are equally offset from the center element by cm along the -axis. Compared with a single-element monopole, the parasitic elements significantly increase the strength of the resonance at 440 MHz where the height of the center element is approximately . The antenna is driven by a DGP voltage source with GHz applied at the base of the center element. The time- domain current at the feed point was computed at ps intervals up to ns where it effectively decays to zero. The frequency-domain current at the feed point was computed at MHz intervals up to GHz. The frequency response was multiplied by the spectrum of the DGP to obtain the response due to the pulse. The parameters and denote, respectively, the span of time and band of frequency of interest. Fig. 2 compares the directly-computed current responses with extrapolated versions using polynomials and damped sinusoids. Excellent agreement is seen. The vertical dashed lines indicate the partition between early-time/late-time and low-frequency/ high-frequency. All data to the left are assumed to be known whereas data to the right is assumed to be unknown and must be extrapolated. Only 12% of time span (0.12 ) and 25% of the frequency band (0.25 ) were required for direct computation to accurately extrapolate the complete response. All necessary parameters were selected by minimizing in (11) with a GA. The response is efficiently represented with only polynomials and damped sinusoids. As seen in Fig. 3 , extrapolation using only polynomials does not accurately represent the response. Fig. 3 . Extrapolation of driving-point current of the monopole with parasitic elements using only polynomials: (a) time domain, inset: 25 ns-75 ns, (b) frequency domain. The directly-computed and extrapolated curves do not closely agree, thus the extrapolation is inaccurate. Fig. 4(a) shows in (19) plotted versus the percentage of the time span used for directly-computed time data, while the directly-computed frequency data is held at 25% of the band . The solid lines denote extrapolation using both polynomials and damped sinusoids (DS/Poly.) whereas the dashed lines denote using only polynomials (Poly.). It is seen that accuracy is significantly improved with the addition of damped sinusoids. The two curves with circle markers were determined using a GA to minimize which effectively defines a "lower bound" on the performance of the procedure for the given amount of directly-computed data. The curves with square markers were obtained by minimizing which requires only and to compute and thus can be used in practical applications. As seen in Fig. 4(a) , when using both damped sinusoids and polynomials, nearly the same accuracy is achieved by minimizing either or with direct computation over only 10% of the time span (0.10 ) and 25% of the frequency band (0.25 ). Fig. 4(b) illustrates the value of obtained using polynomials and damped sinusoids plotted versus the amount of directly-computed data as in Fig. 4(a) . When enough early-time/ low-frequency data is available for an accurate extrapolation (in this case, around 0.10 and 0.25 ), the value of is seen to converge. For practical applications, checking the convergence of provides an automatic way to decide when enough directly-computed data is available. A lower bound criterion is not effective because the lowest value of obtainable depends on the modeling/discretization differences of the directly-computed responses which will not be known in practice. In this work, a stopping criterion was employed by assuming to be sufficiently converged when its value varied by less than 1% over three successive applications of the extrapolation. For this example, the extrapolation was applied at increments of 277 time steps (0.01 ) with direct computation of 25% of the frequency band (0.25 ). The convergence criterion was met by directly computing 0.12 and 0.25 of the response.
B. Example 2: E-Shaped Patch Antenna
Next, the driving-point current of a dual-band E-shaped patch antenna (Fig. 5) is extrapolated. The antenna is designed to radiate effectively at 1.9 GHz and 2.4 GHz for wireless communications applications [23] . The base of the probe feed is driven with a DGP voltage source with GHz. The time response was computed at ps intervals until it effectively decayed to zero at ns. The frequency response was computed at
MHz intervals up to GHz. The current is accurately extrapolated using 0.06 and 0.25 directly-computed data with polynomials and damped sinusoids (Fig. 6 ). As seen in Fig. 7 , the response is not accurately represented using polynomials alone. All necessary parameters are again selected by minimizing with a GA. By extrapolating the response, no direct frequency-domain computations are required at the designed frequencies of operation, 1.9 GHz and 2.4 GHz. Instead, this information is determined from early-time data and thus the computational burden of modeling the structure at high frequencies is eased. However, care must be taken to sufficiently discretize the time-domain model for accuracy at . As in Fig. 4(a) , is plotted in Fig. 8(a) versus the percentage of directly computed, with the percentage of directly computed held constant at 25%. The use of damped sinusoids is again seen to significantly improve the accuracy of the extrapolation. The curves representing GA-minimization of and converge for cases with at least 4% of directly computed and 25% of directly computed; therefore, optimal parameters can be determined using only early-time/low-frequency data by minimizing . The convergence of was again used as a stopping criterion to determine when enough data had been directly-computed. For this example, the extrapolation was 
C. Example 3: Cavity-Backed Slot Antenna With Monopole
The final example is a rectangular cavity-backed slot antenna with an interior monopole [24] depicted in Fig. 9 . The antenna is designed to operate at 2.45 GHz where the length of the slot is approximately and the monopole height is approximately . The walls of the cavity and surface of the cylindrical monopole are assumed to be perfectly conducting. The antenna is driven by a DGP voltage source with GHz applied at the base of the monopole. The desired response is the resulting current at the feed point. The wideband pulse excites numerous cavity modes and many resonances of both the monopole and slot. Consequently, the effects of these multiple resonances are present in the driving-point current. Each resonance must be accurately represented to successfully extrapolate the response. The results obtained illustrate that by using damped sinusoids, multiple resonances can be effectively represented.
TLM is again used to compute the response in the time-domain. The response provides early-time data and is used to check the accuracy of the extrapolation. The frequency-domain data is obtained by taking the Fourier transform of computed time-domain response. This response provides the low-frequency data used in the extrapolation. While this approach would not be used in practice, it allows the technique to be tested and removes any effects of discretization differences between the time and frequency responses. The same approach is utilized in [15] .
The time response was sampled at ps intervals up to s whereas the frequency response was sampled at MHz up to GHz. Using damped sinusoids and polynomials, the response was accurately extrapolated by directly computing only 0.025 and 0.25 of the response (Fig. 10) . The response was represented using polynomials and damped sinusoids. Conversely, the response is not accurately represented using only polynomials (Fig. 11) .
Determining the wideband current response of the cavity-backed slot antenna using traditional CEM techniques is extremely computationally demanding. The transient current response decays very slowly because energy must bounce around inside the cavity and finally propagate through slot to be radiated outside the structure. Tens of thousands of time steps are consequently needed to compute the complete time response. Additionally, frequency-domain formulations require hundreds or thousands of separate evaluations to sufficiently characterize the structure over the wide frequency range of interest. Therefore, extrapolation offers substantial computational benefits. The complete response is obtained without time-stepping the transient response to steady-state or sweeping the structure over countless frequency points, which at higher frequencies may also be limited by the computer resources available.
VI. CONCLUSION
This paper presents a technique to simultaneously extrapolate a time-and frequency-domain response due to wideband excitation of a resonant antenna using only early-time and low-frequency data. The response is accurately and efficiently represented by a superposition of orthogonal polynomials and damped sinusoids. Including damped sinusoids allows multiple resonances to be effectively modeled. The resulting representation of the response can be evaluated at time and/or frequency points of interest and provides a single set of parameters which characterizes the response in both time and frequency.
A method of incorporating damped sinusoids with orthogonal polynomials and determining parameters defining each function is presented. Significant improvements on the accuracy and efficiency of extrapolating wideband responses from resonant antennas are observed compared to using polynomials alone. The wideband driving-point current responses of three resonant antennas due to a DGP voltage source have been accurately extrapolated. Additionally, a GA has been used to reliably select necessary parameters. An approximation of the extrapolation accuracy is developed which requires only known early-time and low-frequency data and thus can be minimized in practical applications. The convergence of provides a methodology to determine when an adequate amount of data has been directly computed to yield an accurate extrapolation. A simple convergence criterion is presented. One practical approach, employed in this work, is to periodically apply the extrapolation technique with available data while additional data is concurrently com- puted. When the value of converges, the procedure can be stopped.
The extrapolation technique is shown to operate successfully even when applied to time and frequency responses computed from CEM methods using radically different discretizations of the modeled structure, such as TLM and MoM. Thus, the technique can be applied independently of the CEM methods used. Therefore, the choice may be made based on the user's familiarity with a particular method, selected based on the method best suited for the given application, or based on simply what is available to the user.
Another potential application is characterizing electrically large resonant structures whose simulation at high frequencies may be limited by the computing resources available. The desired high-frequency data can be accurately extrapolated without requiring direct computations using frequency-domain formulations.
