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Abstract. Salient object detection is a prevalent computer vision task
that has applications ranging from abnormality detection to abnormality
processing. Context modelling is an important criterion in the domain of
saliency detection. A global context helps in determining the salient ob-
ject in a given image by contrasting away other objects in the global view
of the scene. However, the local context features detects the boundaries of
the salient object with higher accuracy in a given region. To incorporate
the best of both worlds, our proposed SaLite model uses both global and
local contextual features. It is an encoder-decoder based architecture in
which the encoder uses a lightweight SqueezeNet and decoder is modelled
using convolution layers. Modern deep based models entitled for saliency
detection use a large number of parameters, which is difficult to deploy
on embedded systems. This paper attempts to solve the above problem
using SaLite which is a lighter process for salient object detection without
compromising on performance. Our approach is extensively evaluated on
three publicly available datasets namely DUTS, MSRA10K, and SOC.
Experimental results show that our proposed SaLite has significant and
consistent improvements over the state-of-the-art methods.
Keywords: Salient Object · Binary Segmentation ·Deep-learning ·Global
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1 Introduction
Salient object detection task aims at finding the most attractive and visually
striking object or region in an image. Salient object detection includes detecting
and creating a binary mask over the salient object as shown in figure 1. One
of the interesting applications of saliency is in robotics where salient objects
has been directed as landmarks for navigation and decision making. Deep based
architecture is used for saliency prediction which gives better accuracy as ex-
plained in [1]. Liang et al. [2] use saliency for visual simultaneous localization
and mapping (SLAM) to decide the next decision based on the salient object
detected. Most of the processing is done using microcontroller as it needs to
be done real-time (or with less delay). Thereafter, it is necessary to come up
with a light-weight deep architecture model for detecting saliency detection as it
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Fig. 1: (L-R) Image and it ground truth with the saliency map predicted using
SaLite and PiCANet.
requires less memory space, low power consumption and has less bandwidth re-
quirement for the transmission of data. Another important aspect is parsing the
scene context which plays an important role in the detection of salient objects.
Context specifies what can be found in a given image where rare object(s) is
treated as a salient object. Based on the above motivations, a new light-weight
multi-context deep learning framework for saliency detection is proposed in this
literature.
2 Related Works
While hand-crafted features [3,4,5], allow faster detection of salient objects, but it
fails in challenging scenarios where the salient object and non-salient object have
low contrast difference and when the salient object is not in the foreground. Most
of the above challenges have been solved by using convolution neural networks
(CNN), due to their ability to capture multi-level and multi-scale features. Li et
al. [6] have leveraged both high-level features captured by deep learning network
and low-level features for predicting saliency detection map. Zhao et al. [7] have
used CNN on local and global context to predict the saliency map. Wang et al.
[8] adopt a recurrent fully convolutional networks (RFCNs)model to refine the
saliency map iteratively. A work by Hou et al.[9] uses short-connections so that
the higher-level features are incorporated into lower level features and this, in
turn, helps in localizing the salient object better. Liu et al. [10] have used global
and local view CNN to predict saliency maps using the hierarchical recurrent
convolutional neural network (HRCNN).
As discussed above there is a huge gap in the usage of a light-weight model
for predicting saliency map which is overcome by our proposed model termed
”SaLite”. The major contributions of SaLite are as follows :
• Proposed SaLite which is a light-weight architecture for salient object de-
tection to run on a low-end GPU.
• We proposed a combination of loss functions which hierarchically and itera-
tively refine the predicted saliency map.
• SaLite uses multi-scale attention for global context for learning the attention
weight of the input image at different sizes.
The outline of the paper is summarised as follows : section 3 discusses SaLite
architecture in details and how it is made light-weight. It also elaborates on the
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various losses used to predict saliency efficiently. Followed by section 4 which
compares the results of our proposed model SaLite and various state-of-the-art
architectures both qualitatively and quantitatively.
3 Proposed Methods
To address the memory constraint as discussed in section 2, we came up with
a light-weight saliency detection architecture with lesser number of parameters.
The proposed SaLite is a U-Net based architecture motivated by the work of Liu
et al. [11]. This work is built on top of the existing PicaNet with an attempt to
make it light-weight and simultaneously predicting better saliency maps with the
help of multi-scale attention. The rest of this section discusses the architecture in
detail consisting of the following modules namely: a) Encoder b) Local Attention
Module, c) Global Attention Module, d) Decoder. The illustration of the overall
architecture is given below in figure 2.
Fig. 2: Overall architecture of SaLite used for salient object detection
3.1 SqueezeNet vs VGG-16
SqueezeNet [12] is a CNN architecture which replaces 3× 3 filter with 1× 1 fil-
ter to reduce the number of parameters while preserving the accuracy in CNN.
Squeezenet uses 10 layers with learnable weights including the Fire Module [12]
and Conv layers whereas VGG-16 uses 16 layers with learnable weights which
makes the Squeezenet model light-weight. Hence, using SqueezeNet results in a
model which is 363 times smaller in size, 50 times lesser parameters. Motivated
by the works of Liu et al. [11], which uses pre-trained VGG-16 as a backbone net-
work in the Encoder of the architecture, we used a memory-efficient SqueezeNet
which helps in making the overall architecture light-weight as the number of
layers and parameters is reduced. In this process, we use fewer decoder units
which as a whole reduces the size of the overall model by 46%.
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3.2 Encoder
SqueezeNet is used in the encoder as it uses 50x times fewer parameters as
compared to VGG-16 making the model lighter. The basic building block of
SqueezeNet is a series of ”squeeze”, ”expand” layers and ”Fire” Module. The
”squeeze” layer consists of convolution layers that are made up of only 1 × 1
filters and the ”expand” layer consists of convolution layers with a mix of 1× 1
and 3× 3 filters. The combination of ”squeeze” and ”expand” layer is called the
”Fire” module. In the encoder, we have used a modified SqueezeNet, where we
have used 8 Fire Modules and 1 convolution block. The SqueezeNet follows 2
extra convolution layers one with 1024 3× 3 filters with dilation 12 and another
layer with 1024 1 × 1 filter. This results in the stride of the overall network
drop to 8 and the spatial size of the final feature map is 27 × 27. The striking
difference of replacing VGG-16 with SqueezeNet lies in the fact that the number
of skip connections going into decoder has reduced by 1 due to the usage of Fire
Module. The skip connections going into the decoder have spatial dimensions
in the range of 111 x 111, 55 x 55, 27 x 27 which is lesser in dimension than
the VGG-16 backbone. This led to a reduction of the decoder module which is
discussed in the following subsections. Hence the number of parameters of the
overall network got reduced which aligns with the motivation of this paper.
3.3 Global Attending Module
As discussed by Liu et al. in their paper [11], the global context of the image
is incorporated by using two bidirectional long short term memory (biLSTM)
which sweeps both horizontally and vertically, similar to ReNet [13]. A vanilla
Conv layer is then used to transform the ReNet features into D = W × H
channels, where W and H denote the width and height of the input feature map.
In our proposed method, the hierarchical attention map can generate regions at
multiple scales to support the intuition that a salient object at a coarser scale
may be composed of multiple salient parts at a finer scale. To make full use
of the information of different scales we take the output of ReNet module in 3
different scales of 5 x 5, 7 x 7 and 10 x 10. These multi-scale attention maps were
Fig. 3: Architecture of global attending module
then individually multiplied element-wise with the input feature map. Attention
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weight is calculated globally over multiple-scales by taking softmax function at
each pixel (w,h). The weight is denoted by αw,h.
< αw,hi >m=
exp
(
< xw,hi >m
)
∑D
j=1 exp
(
< xw,hj >m
) (1)
where i ∈ {1, ..., D} ,xw,h, αw,h ∈ RD and αw,hi denotes context located at ith
when compared to the reference pixel (w, h). The attended feature map F¯Gatt is
calculated over multiple scales m ∈ {5, 7, 10} as
F¯w,h,mGatt =
D∑
i=1
< αw,hi >m f i (2)
where  represents element-wise multiplication.
The resultant global attention features at multiple scales are then interpo-
lated to the same dimensions and then the feature maps at 3 different scales are
concatenated using the following equation:
Fw,hGatt =
∑
m∈{5,7,10}
F¯w,h,mGatt (3)
where Fw,hGatt represents the multi-scaled global attending feature map. This
global feature map is then passed into a 1 x 1 convolution layer to bring down
the channel size same as the input feature map channel having dimension K.
3.4 Local Attending Module
Local attention features are important for predicting the saliency map as they
give out the distinctiveness between the salient object and its neighboring ob-
jects. Hence to preserve the boundary features we are use a convolution layer
that also helps in localising the salient objects. For generating the local attention
Fig. 4: Architecture of local attending module
feature map we have taken inspiration from the existing local PiCANet module
[11], which we have modified by adding extra convolution layers to provide more
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spatial information about the features. The local attending module is calculated
for each pixel at (w, h) of local feature that has dimension F¯w,h ∈ RW¯×H¯×C by
using a kernel of size W¯ × H¯ which enables a pixel to view its context region.
Thereafter, the resultant feature map is transformed into D¯ = W¯ × H¯ channels
over which softmax normalization is calculated to obtain α¯w,h, as discussed in
equation 1. Finally, the local attended feature is calculated as :
F¯w,hLatt =
D¯∑
i=1
α¯w,hi  f¯w,hi (4)
where F¯w,h are weighted summed by α¯w,h and  denotes element-wise multipli-
cation. Illustration of local attending module is shown in figure 4.
3.5 Decoder
In this section, we will be discussing elaborately the decoder module used in our
proposed SaLite. The decoder network consists of 5 decoding modules namely
D7, D5, D4, D2andD1 as shown in fig.2. The decoding feature map Di is gener-
ated by fusing previous decoding feature map Di+1 with encoding feature map
Ei using skip connections. Di is up-sampled so as to have the same spatial size
as the Ei which is W ×H. These two feature maps are fused into feature map
Fi with Ci channel over which we utilize the global or local attending modules
according to it positioning to generate FGatt and F¯Latt respectively. This proce-
Fig. 5: Illustration of attending decoding module
dure is followed for the entire decoding modules. The output of the last decoding
module is passed through a sigmoid activation function to generate the saliency
map. The loss between the ground truth and the generated saliency map is used
to supervise the network training. The illustration of a decoder module is shown
in fig.5.
3.6 Losses
The sole aim of our proposed method is to predict the saliency map with high
accuracy while using less number of parameters. Since squeezeNet uses fewer
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parameters it is likely to miss out on key features that help in predicting the
saliency maps. Hence, to overcome this problem we have incorporated a combi-
nation of patch-wise Balanced Cross-Entropy (BCE) and patch-wise Huber loss
function to preserve the salient features. Patch-wise Balanced Cross-Entropy is
[14] defined as :
LpCEbalanced(y
p, y¯p) = BCE (yp, y¯p)
p
+ w0exp
[
− (d1 (x) + d2 (x))
2
2σ2
]
(5)
where yp and y¯p represent patches of 5×5 taken from ground-truth and predicted
saliency map respectively, w0 is a hyper-parameter which is set to 0.6 empirically
and d1, d2 are the nearest pixel within the patch. CEbalanced helps in learning
separability between overlapping object boundaries. However, the exponential
term reduces the convergence time which is overcome by using Huber loss [15].
Patch-wise Huber loss is defined as follows:
LpHuber(y
p, y¯p) =
1
2
(yp − y¯p)2 for |yp − y¯p ≤ δ| (6)
= δ |yp − y¯p| − 1
2
δ2 otherwise (7)
where, δ is a hyper-parameter which is taken as 1. Therefore, total loss is defined
as the linear combination of both Balanced Cross-Entropy and Huber Losses as
given below:
Ltotal = λ1LCEbalanced + λ2LHuber (8)
where λ1, λ2 have values 0.6 and 0.4 respectively. This overall loss function Ltotal
is used to train the architecture.
4 Results and Experimentation
We have experimented our model on various publicly available datasets and
reported the results along with a comparison with the state of the art models.
The results reported are analysed both qualitatively and quantitatively.
Dataset and Evaluation Metric: To demonstrate the effectiveness of
proposed methods we have used standard datasets like SOC [16] to train which
contains both images containing salient and non-salient objects caused by motion
blur, cluttered environment, and occlusion. Another dataset used is MSRA10K
[17] which contains 10,000 images while DUTS [18] dataset includes 5,168 images
with salient objects present in complex backgrounds. For the evaluation metric,
we have used a F-measure score and mean absolute error as discussed in [11].
F-measure is calculated [6] as :
Fβ =
(
1 + β2
)
Precision×Recall
β2Precision+Recall
(9)
8 K. Varghese and S. Nag
where β2 = 0.3. MAE is defined as the average pixel wise absolute difference
between the binary ground truth (G) and the saliency map (S) as
MAE =
1
W ×H
W∑
x=1
H∑
y=1
|S (x, y)−G (x, y)| (10)
here W and H are the width and height of the saliency map S and saliency score
of the pixel (x, y) is denoted as S(x, y).
Training Protocol: In our implementation we used pre-trained SqueezeNet
as the backbone of the encoder where the input size is fixed to 224× 224. In the
global attending module the Renet uses 256 hidden units which is followed by a
1× 1 layer to generate three scale attention where D = 100 (for 10× 10), 49 (for
7×7) and 25 (for 5×5). In each local attending block we used a fixed set of 7×7
conv layer with dilation 2 as used in [11]. The proposed SaLite uses 2 Global, 2
Local Attentive Modules and 5 Decoding modules namely D7, D5, D3, D2 and
D1. The encoder and the decoder module is trained separately from scratch. The
decoder has been trained with a learning rate of 0.01 and finetuned the encoder
with 0.001. We set the batchsize to 5, the maximum iteration step to 20,000
and decay the learning rate by a factor of 0.1 every 5000 steps. We trained the
entire model for 5000 epochs. The model was implemented using PyTorch on
NVIDIA GTX 1080 Ti with 11GB RAM. The inference time for the model is
0.060 seconds.
Qualitative Analysis: In figure.6, we show qualitative comparison of our
model with state of the art model namely PiCANet[11], DSS [9] and Structural
Matrix Decomposition (SMD) [19]. It is observed that our model predicts better
when multiple salient objects are present (row 3) and in condition of low illu-
mination (row 1) PiCANet is failing. SMD performs better in cases where the
salient object has high contrast from its background. However, it surprisingly
fails for cases where both foreground and background have similar color and
contrast. Our model performs well in the above conditions as it uses multi-scale
attention in extracting global context.
Quanitative Analysis: We have compared our model with PiCANet [11],
DSS [9] and SMD [19] on MSRA10K, DUTS dataset and the values reported are
given in table 1. It is observed that our model out performs PiCANet, DSS and
SMD in F-score metric for all the three datasets. However, DSS performs better
in terms of MAE in DUTS dataset. This depicts that our model performs very
well in terms of F-score by using less number of parameters in comparison to
other techniques.
5 Conclusion
In this paper we propose novel SaLite to selectively attend to global and local
contexts and construct informative contextual features for each pixel. We apply
SaLite to detect salient objects in a hierarchical fashion. This paper can be
viewed as the first work that addresses light-weight saliency detection using
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Image GT SaLite PiCANet [11] DSS [9] SMD[19]
Fig. 6: Comparison of SaLite with various state of the art models
Models \Datasets SOC [16] MSRA10K [17] DUTS [18]
F-Score MAE F-Score MAE F-Score MAE
Ours 0.8614 0.0821 0.8597 0.0819 0.8611 0.0872
PiCANet [11] 0.8583 0.0839 0.8366 0.0904 0.7942 0.0687
DSS [9] 0.8245 0.1416 0.8201 0.1339 0.7715 0.0668
SMD [19] 0.8314 0.0911 0.8263 0.0932 0.5970 0.1098
Table 1: Comparison of our model with other models on three datasets
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an hierarchical attention. Our approach is capable of detecting salient regions
in challenging cases, such as the similar salient foreground and background,
inconsistent illumination, multiple salient objects, and cluttered background. In
a word, the proposed method is light-weight i.e it can be ported on any embedded
system and it is expert in locating correct salient objects with powerful feature
extraction capability and apt hierarchical attention mechanisms. This makes the
network robust and effective in saliency detection. Experimental results on three
publicly available datasets demonstrate that our proposed approach outperforms
state-of-the-art methods under different evaluation metrics.
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