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Abstract
Let L be a set of positive integers. We call a (directed) graph G an L-cycle graph if
all cycle lengths in G belong to L. Let c(L, n) be the maximum number of cycles
possible in an n-vertex L-cycle graph (we use ~c(L, n) for the number of cycles in
directed graphs). In the undirected case we show that for any fixed set L, we have
c(L, n) = ΘL(n
bk/`c) where k is the largest element of L and 2` is the smallest even
element of L (if L contains only odd elements, then c(L, n) = ΘL(n) holds.) We also
give a characterization of L-cycle graphs when L is a single element.
In the directed case we prove that for any fixed set L we have ~c(L, n) = (1 +
o(1))(n−1k−1 )
k−1, where k is the largest element of L. We determine the exact value of
~c({k}, n) for every k and characterize all graphs attaining this maximum.
1 Introduction
In this paper we examine graphs that contain only cycles of some prescribed lengths (where
the length of a cycle or a path is the number of its edges). Let L be a set of positive integers.
We call a graph G an L-cycle graph if all cycle lengths in G belong to L. That is, L can be
thought of as the list of “allowed” cycle lengths. We restrict our attention to graphs with
no loops or multiple edges, so when G is undirected L contains only integers greater than or
equal to 3; when G is directed L contains only integers greater than or equal to 2.
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This problem has two main motivations. First is the classical Tura´n number for cycles,
i.e., the question of determining the maximum possible number of edges in a graph with no
cycles of certain specified lengths. A standard result in this context is the even cycle theorem
of Bondy and Simonovits [3] that states that an n-vertex graph with no cycle of length 2k
has at most cn1+1/k many edges.
Instead of forbidding one cycle length, we seek to forbid most cycle lengths and instead
focus on a set L of permitted cycle lengths. Generally the size of this list will be bounded
when compared to the number of vertices n.
The second motivation is the study of the number of substructures in a fixed class of
graphs. In particular, for fixed graphs H and F counting the number of subgraphs H in
a graph that contains no F subgraph. For a general overview for graphs, see Alon and
Shikhelman [1]. Two representative examples are as follows. Erdo˝s [5] conjectured that the
maximum number of cycles of length 5 in an n-vertex triangle-free graph is (n/5)5. Gyo˝ri
[7] proved that this maximum is at most 1.03 · (n/5)5. Later, Grzesik [6] and independently
Hatami, Hladky´, Kra´l’, Norine and Razborov [8] proved the conjecture of Erdo˝s.
Bolloba´s and Gyo˝ri [2] posed a similar question: determine the maximum possible number
of triangles in an n-vertex graph with no cycle of length 5. They proved an upper bound of
(5/4)n3/2 + o(n3/2) which gives the correct order of magnitude in n.
It is not hard to show that an n-vertex graph with all cycles of lengths in L has at
most |L| · n many edges (see Proposition 8). A more interesting question is to determine
the maximum number of cycles possible in an n-vertex L-cycle graph G. We denote this
maximum by c(L, n). Observe that if all cycles lengths in L are larger than n then c(L, n) = 0.
In particular c({k}, n) = 0 whenever k > n.
Before we can state our results, we introduce some definitions. The distance between
two vertices is the length of the shortest path between them. The Theta-graph Tr,` is the
graph that consists of r ≥ 1 vertex-independent paths of length ` joining two vertices u and
v. Note that Tr.` contains
(
r
2
)
cycles of length 2` and no other cycles. The vertices u, v are
called the main vertices of Tr,`. The r vertex-independent paths between u and v are called
the main paths. Two vertices at distance ` are called opposite vertices. Note that any pair
of opposite vertices are at distance a from a main vertex where 0 ≤ a < `.
Fix k and ` such that k > 2`. Consider a cycle of length k with vertex set {1, 2, 3, . . . , k}.
Suppose i1 < i2 < · · · < is are vertices on the cycle each of distance at least ` from each
other. Now, for each ij let us add an arbitrary number of paths of length ` from ij to ij + `
by introducing `− 2 many new vertices for each path. Observe that the collection of paths
from ij to ij + ` form a Tr,`. We denote the class of graphs that can be formed in this way
by C(k, `). It is easy to see that these graphs have cycles of lengths k and 2` only.
A block of a graph G is a maximal connected subgraph without a cutvertex. In particular,
every block in a graph is either a maximal 2-connected subgraph, a cut-edge, i.e., an edge
whose removal disconnects the graph, or an isolated vertex. In the case when L is a set of
odd integers or |L| ≤ 2 and L contains at most one even integer, we will characterize L-cycle
graphs by describing their 2-connected blocks.
Theorem 1. (a) Let L be a set of odd integers, each at least 3. If G is an L-cycle graph,
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then each 2-connected block of G is a cycle with length in L.
(b) Let G be a {2k}-cycle graph on n vertices. Then every 2-connected block of G is a
Tr,k for some r ≥ 2.
(c) Let G be a {2k + 1, 2`}-cycle graph on n vertices. Then every 2-connected block of
G is a Tr,` for some r ≥ 2 or a graph in C(2k + 1, 2`).
When all the cycles are odd, or only one fixed cycle length is allowed, it is not hard to
determine the maximum number of cycles using this structural result.
Corollary 2. (a) If L is a set of odd integers with smallest element 2k + 1 > 1. Then
c(L, n) =
⌊
n− 1
2k
⌋
.
In particular, if L is a single odd integer 2k + 1 > 1 then,
c({2k + 1}, n) =
⌊
n− 1
2k
⌋
.
(b) If L is a single even integer 2k, then
c({2k}, n) =
(b n−2
2k−2c
2
)
.
In the cases not covered by Corollary 2 we can give the order of magnitude of c(L, n).
Theorem 3. Let L be a set of integers with smallest even element 2` and largest element k.
Then
c(L, n) = ΘL(n
bk/`c).
Let ~c(L, n) denote the maximum number of directed cycles that an n-vertex directed
graph G can contain, provided the length of every directed cycle in G belongs to L. Again,
trivially ~c(L, n) = 0 (and thus ~c({k}, n) = 0) if every cycle length in L is larger than n.
Theorem 4. Let L be a set of integers with largest element k. Then
~c(L, n) =
(
n− 1
k − 1
)k−1
+ O(nk−2).
When L is a single cycle length, then we can determine ~c(L, n) exactly.
Theorem 5. For every 2 ≤ k ≤ n we have
~c({k}, n) =
k−2∏
i=0
⌊
n− 1 + i
k − 1
⌋
.
In fact, we can characterize the graphs attaining this maximum. We postpone their
description until Section 3.
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2 Undirected graphs
It is well-known (see e.g. [4]) that every 2-connected graph has an ear-decomposition, i.e. it
can be constructed by starting with a cycle and in each step adding a path (called an ear)
between two distinct vertices of the graph from the previous step (where the internal vertices
of the path are new vertices).
Observation 6. Let u and v be vertices in Tr,` with r ≥ 3 but not the main vertices, then
there is a path of length greater than ` between u and v. If u and v are opposite vertices at
distance 0 < a < k from a main vertex, then there is a path of length ` + 2a between them.
Proof of Theorem 1. In order to prove the theorem we may restrict our attention to a 2-
connected block H. In all cases we proceed by induction on the number of ears in an
ear-decomposition. A 2-connected block with 0 ears is a cycle which satisfies the base case
of all three parts of the theorem (as a cycle of length 2` is a T2,`).
First we prove (a). Suppose the ear-decomposition of H includes at least one ear. Con-
sider the first path added to a cycle in the ear-decomposition of H. Suppose the ear has
end-vertices u and v. Among the three paths between u and v, two have the same parity.
These two paths of the same parity form an even cycle; a contradiction. Thus H is a cycle.
Next we prove (b). By induction, after removing an ear P from H we are left with the
graph Tr,`. Suppose P is of length i and has end-vertices u and v in Tr,`. There are disjoint
paths of length j and 2`− j between u and v in Tr,`. Clearly this is only possible if i = j = `.
If r = 2 then after adding P we get a T3,`. If r > 2, then if u and v are the main vertices of
Tr,` then we get a Tr+1,`. Otherwise, by Observation 6 there is a path of length greater than
` between u and v in Tr,`. Together with P this creates a cycle of length greater than 2`, a
contradiction.
Finally, we prove (c) using some elements of the proof of (b). We distinguish two cases
based on the graph resulting from the removal of an ear P from H. Let u and v be the
endpoints of P and suppose P is of length i.
Case 1. Suppose after removing the ear P from H we are left with Tr,`, r ≥ 2. We have
three disjoint paths in H between u and v of lengths i, j and 2`− j. As |L| = 2, two of these
numbers must be equal.
If i = j (or i = 2` − j) then there is a cycle of even length i + j = 2i = 2` (or
i + 2` − j = 2i = 2`), thus i = j = `. If r = 2 then after adding P we get a T3,`. If r > 2,
then u and v must be opposite vertices. If u and v are the main vertices of Tr,` then we get
a Tr+1,`. Otherwise, by Observation 6 there is a path of length ` + 2a (a ≥ 1) between u
and v in Tr,`. This path, together with P creates an even cycle of length 2` + 2a 6= 2`; a
contradiction.
If i 6= j and i 6= 2`− j, then j = 2`− j = ` and P is of length i = 2k + 1− ` (otherwise
we have a forbidden cycle length). If u and v are the main vertices of Tr,` (in particular
if r = 2) then after adding P we get a graph as required. Otherwise, r > 2 and u,v are
opposite vertices in Tr,` that are not the main vertices. By Observation 6 there is a path of
length ` + 2a (a ≥ 1) between u and v in Tr,`. This path together with P (that has length
2k + 1− `) creates an odd cycle of length 2k + 1 + 2a > 2k + 1; a contradiction.
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Case 2. Suppose after removing an ear P from H we are left with a graph in C(2k+1, `).
Let u and v be the endpoints of P and suppose P is of length i.
Case 2.1. Suppose that u and v belong to the same copy1 of Tr,` in H. In this case we
proceed as in Case 1. If r > 2 then we get a graph as required or we reach contradiction.
However, if r = 2, there is a difference from Case 1 as now the main vertices are uniquely
defined.
First, if r = 2 and i = j or i = 2`− j then again i = j = ` and u,v are opposite vertices
of the T2,`. If they are the main vertices then the graph is as required. Otherwise u, v are
not the main vertices, they are at distance a ≥ 1 from a main vertex and there is a cycle of
odd length 2k + 1− ` + ` + 2a = 2k + 1 + 2a 6= 2k + 1 through them, a contradiction.
Second, if r = 2 and i 6= j and i 6= 2`− j then, as in Case 1, j = 2`− j = ` and so u, v are
opposite vertices. If they are not the main vertices of Tr,` then we reach contradiction as in
Case 1. On the other hand, if u, v are the main vertices, then there are cycles of length `+ i
and 2k + 1− ` + i through them. As i 6= j = `, the first cycle cannot have length 2` and so
it has length 2k+ 1, thus i = 2k+ 1− `. Thus the second cycle has even length 2(2k+ 1− `)
which must be equal to 2`. Thus 2k + 1− ` = ` and in turn 2k + 1 = 2`, a contradiction.
Case 2.2. Finally, consider the case when u and v are not in the same copy of a Tr,`. In
this case they are on a cycle C of length 2k + 1. There are already two disjoint paths P1 of
length j and P2 of length 2k + 1− j between u and v in C for some j. One of them creates
an odd cycle, the other creates an even cycle with P . Without loss of generality we have
i + j = 2` and i + 2k + 1− j = 2k + 1, thus i = j = `.
If both u and v are main vertices of Theta-graphs then after adding P we get a graph as
required. Otherwise we can suppose that u is in a Theta-graph T but not a main vertex. In
this case we build a cycle: we start in u, follow P , then go back to the main vertex w1 (the
one also in P1) of the T , and go to the other main vertex w2 on a path in T avoiding u, then
to u on the shortest path in T from w2 to u. This gives an even cycle of length 2`+ 2a > 2`
(where a is the distance of u and w2); a contradiction.
Proof of Theorem 3. For the lower bound we construct the following graph.
Construction 7. Take bk/`c copies of the Theta-graph Tr,` where r = bn/kc. Let xi, yi for
i = 1, 2, . . . , bk/`c be the main vertices of these Theta-graphs.
For i = 1, 2, . . . , bk/`c − 1, we identify yi with xi+1. If ` divides k, then we also identify
ybk/`c with x1. Otherwise, we add a path of length k − bk/`c` between ybk/`c and x1.
The resulting graph in Construction 7 is in the class C(k, 2`) and therefore only has cycles
of length k and 2`. Furthermore, we have used k+ bk/`c(r− 1)(`− 1) ≤ k+ k(n/k− 1) ≤ n
many vertices. In order to construct a graph on n vertices we simply add isolated vertices
as needed.
The number of cycles of length 2` is⌊
k
`
⌋(
r
2
)
=
⌊
k
`
⌋(⌊
n
k
⌋
2
)
= ΩL(n
2).
1For simplicity we refer to copies of Tr,` even though in these copies the r’s may be different.
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The number of cycles of length k is
rbk/`c =
⌊n
k
⌋bk/`c
= ΩL(n
bk/`c).
x1 y2 = x3 ybk/`c
Tr,`Tr,` Tr,`
x2
Figure 1: Construction 7
Now we turn our attention to the upper bound. First we get a bound on the number of
edges in an L-cycle graph.
Proposition 8. If G is an L-cycle graph on n vertices, then the number of edges in G is at
most |L| · n.
Proof. By induction on n. If n ≤ |L|, then the statement is trivial. Let G be an L-cycle
graph on n vertices. Let P be a longest path in G and let v be an end-vertex. As all
neighbors of v lie on P , they should be at distance ` − 1 from v on P for some ` ∈ L.
Therefore dG(v) ≤ |L| and e(G) ≤ e(G− v) + |L| ≤ |L| · n by induction.
The next lemma shows that in an L-cycle graph there cannot be too many short paths
connecting two vertices. It was first proved, in a stronger form, by Lam and Verstrae¨te [9].
Our proof is different, we include it for the sake of completeness.
Lemma 9. There exists a constant c = c(L) such that if G is an L-cycle graph and 2` is
the smallest even number in L, then for any two vertices x, y ∈ V (G) there are less than c
paths of length at most `− 1 between them.
Proof. Let f(i) be the maximum number of paths of length i between two vertices x and y
in G. First, f(1) ≤ 1 as the graph is simple. To prove the lemma, we show by induction
that f(j) − 1 ≤ (j − 1)2 ·max{f(i)2 : 1 ≤ i < j} for 1 < j ≤ l − 1. If there is at most one
path of length j between x and y, then f(j)− 1 ≤ 0, we are done. Otherwise, any two paths
of length j between x and y intersect in a third vertex as otherwise there would be a cycle
of length 2j < 2`. Let P be one of the paths of length j between x and y. Then all the
f(j)− 1 other paths of length j intersect it in at least one of its j − 1 inner vertices. By the
6
pigeonhole principle there is a third vertex z on P such that (f(j)−1)/(j−1) of these paths
of length j include z. Again, by the pigeonhole principle, there is some index i < j such
that z is the (i+ 1)st vertex for at least (f(j)− 1)/(j − 1)2 many of these paths. Now split
each of these paths into a path of length i from x to z and a path of length j − i from z to
y. Suppose there are p many paths from x to z and q many from z to y. Then pq is at least
(f(j) − 1)/(j − 1)2. Therefore, without loss of generality we may assume that p is at least√
f(j)− 1/(j− 1). On the other hand, p is clearly at most f(i), so f(j)− 1 ≤ (j− 1)2f(i)2.
Having Proposition 8 and Lemma 9 in hand, we can achieve a weak bound on the number
of cycles of length m ∈ L in the following way: Consider dm/`e many edges e1, e2, . . . , edm/`e
in G. By Lemma 9, there exist at most cdm/`e cycles C in G such that ej is the [(j−1)`+1]st
edge of C (for some consecutive ordering of the edges of C). Each cycle of length m is
counted 2m times, therefore the total number of cycles of length m in G is at most
1
2m
cdm/`e
(|L| · n
dm/`e
)
= OL(n
dm/`e) = OL(ndk/`e) (1)
as dm/`e ≤ dk/`e for any m ∈ L. Note that if ` divides k, then the above proof yields
the bound of Theorem 3, in all other cases it is off by a factor of n.
In order to prove the correct upper bound we need an additional lemma.
Lemma 10. Let c be the constant of Lemma 9. Let G be an L-cycle graph such that 2` is
the smallest even integer in L. Suppose that there is a family P of at least (cri)2i−2 paths
in G of length i ≥ 1 between two different vertices u and v. Then G contains a path P ∈ P
which is the union of three paths P1, P2, P3 where P1 goes from u to u
′, P2 goes from u′ to v′
and P3 goes from v
′ to v (we allow P1 and P2 to be empty, i.e., u = u′ and v = v′) such that
there exists a Theta-graph Tr,t (for some t with 2 ≤ t ≤ i) with main vertices u′ and v′ and
V (P ) ∩ V (Tr,t) = V (P2).
Proof. We proceed by induction on i. The statement of the lemma holds for any 1 ≤ i ≤ `−1
as Lemma 9 shows that no such graph exists. Let i be at least `. During the proof a path
always means a path in P and a subpath means a subpath of a path in P . If there are r
disjoint paths between u and v then we are done. So we can assume that there are at most
r − 1 disjoint paths of length i from u to v. Their union has at most ri vertices and every
other path of length i from u to v intersects this vertex set, thus there is a vertex w that is
contained in at least (cri)2i−3 of these paths. This w can be in different positions in those
paths, but there are at least (cri)2i−4 paths where w is the (p + 1)st vertex with 1 ≤ p < i.
Then there are either at least (cri)2p−2 > (crp)2p−2 subpaths of length p from u to w or at
least (cri)2(i−p)−2 > (cr(i − p))2(i−p)−2 subpaths of length i − p from w to v. By induction
on the appropriate family of subpaths we can find the required subpath and Tr,t between u
and w or between w and v which extends to a path as required.
We are ready to prove the upper bound of Theorem 3. We show that for every m ∈ L
there are OL(n
bk/`c) cycles of length m in G. If ` divides k or m ≤ `bk/`c, then the bound
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in (1) implies that the number of cycles of length m is OL(n
dm/`e) = OL(nbk/`c). Therefore,
we may assume that k ≥ m > `bk/`c ≥ 2` (as k ≥ 2`). Let `′ = m − `bk/`c. Note that
0 < `′ < `.
For a cycle C of length m let x1, . . . , xm be the vertices in the natural order, so that we
can talk about a subpath from xi to xj, denoted by P (xi, xj) without confusion. Fix a path
P (xi, xj) on C. A Theta-graph T is parallel to P (xi, xj) if T has main vertices xi and xj,
its vertices are otherwise disjoint from P (xi, xj) and its main paths are of the same length
as P (xi, xj).
We call a vertex xi T-rich (with respect to C) if there exists a Theta-graph Tk,t parallel
to a subpath of P (xi, xi+`+`′−1) (where the index i + ` + `′ − 1 is modulo m). Note that
t ≥ ` > `′ as Tk,t contains cycles of length 2t while 2` is the length of the shortest even cycle.
A vertex is T-poor if it is not T-rich.
Claim 11. Every cycle C of length m > `bk/`c contains a T-poor vertex.
Proof of Claim. Suppose not, i.e., every vertex of a cycle C of length m is T-rich. Therefore,
for each vertex xi of C, there exists a Theta-graph parallel to a subpath of P (xi, xi+`+`′−1).
Let T be such a Theta-graph Tk,t where that t is minimal. Without loss of generality, we
may assume that x1 and xt+1 are the main vertices of T . As x2 is T-rich, there is a copy T
′
of Tk,t′ that is parallel to a subpath of P (x2, x`+`′+1). Let xj and xt′+j be the main vertices
of T ′. Thus 1 < j ≤ 2 + ` + `′ − 1 − t′ ≤ `′ + 1 < t + 1 as t′ ≥ t ≥ ` > `′. Therefore, xj
occurs before xt+1 on C. Furthermore, by the minimality of t, the vertex xt′+j occurs after
xt+1 on C. Also, by definition, j + t
′ ≤ 2 + ` + `′ − 1 ≤ 2` ≤ m.
The main vertices of T and T ′ are disjoint. Let us fix a main path P of T . It has less
than k vertices and therefore intersects fewer than k of the main paths of T ′. Therefore,
there is a main path P ′ of T ′ that is disjoint from P .
Going from x1 to xt+1 on P , then to xj on the cycle C, then to xt′+j on P
′, and finally to x1
on C we create a cycle C ′ (see Figure 2). The length of C ′ is t+(t+1−j)+t′+(m−(j+t′−1)) =
m + 2(t + 1 − j). Because t ≥ ` and j ≤ `′ + 1 we have that C ′ is of length at least
m + 2(`− `′) > m + `− `′ = m + `− (m− `bk/`c) ≥ k; a contradiction.
Claim 12. Let C be a cycle of length m > `bk/`c with a subpath P (x1, xm−`−`′+1) such that
xm−`−`′+1 is T-poor (with respect to C). Then there exists a constant c′L such that there are at
most c′L cycles of length m containing P (x1, xm−`−`′+1) as a subpath and in which xm−`−`′+1
is T-poor (with respect to this cycle).
Proof of Claim. For large enough c if there are more than c such cycles then by Lemma 10
for one of these cycles C ′ there exists a Theta-graph Tk,t (t ≥ 1) parallel to a subpath of the
path C −P (x1, xm−`−`′+1) of length `+ `′ contradicting that xm−`−`′+1 is a T-poor vertex in
C ′. Thus there are at most c such cycles, as required.
We are ready to count the cycles of length m in G. Let a = bk/`c. For every a-tuple
(e1, e2, . . . , ea) of edges let Ce1,e2,...,ea be the set of those cycles C for which ei is the [(i−1)`+
1]st edge in C (for some consecutive ordering of the edges of C) and the end vertex of ea
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x1 xj xt+1
x`+`′+1
xj+t′
T T ′
P ′P
Figure 2: Construction of the cycle C ′.
that is further from ea−1 is a T-poor vertex in C. By Claim 11, every cycle of G contains a
T-poor vertex and so it is contained (with at least one consecutive ordering) in at least one
Ce1,e2,...,ea . The number of such a-tuples is
(
E(G)
a
)
a! = OL(n
a) = OL(n
bk/`c).
For a fixed a-tuple (e1, e2, . . . , ea) we claim that Ce1,e2,...,ea contains a constant number
of cycles C. Indeed, there are 2a = O(1) ways to orient the edges (e1, e2, . . . , ea) in C. By
Lemma 9, for edges ei and ei+1 when i = 1, 2, . . . , a− 1, there is a constant number of paths
of length ` − 1 between their endpoints. Once these are fixed, by Claim 12, there is only a
constant number of cycles of length m which contain these fixed edges as a subpath and in
which the endvertex of this subpath incident to ea is T-poor.
3 Directed graphs
In this section we prove Theorem 4 and Theorem 5. We begin with the construction that
gives the lower bound in both theorems.
Construction 13. Fix a single vertex in class V0 and distribute the remaining n−1 vertices
into k − 1 classes V1, V2, . . . , Vk−1 of sizes as close as possible, i.e., of size bn−1k−1c or dn−1k−1e.
For each i we add all possible arcs from Vi to Vi+1 (where the index i + 1 is modulo k).
It is easy to see that every such digraph contains directed cycles only of length k and the
number of such cycles is the same for all such digraphs,
k−2∏
i=0
⌊
n− 1 + i
k − 1
⌋
= (1 + o(1))
(
n− 1
k − 1
)k−1
.
The next lemma shows that the order of magnitude of ~c(L, n) is given by Construction 13.
Lemma 14. For every fixed L we have ~c(L, n) = Θ(nk−1), where k is the largest element of
L. Moreover, there are O(nk−2) cycles of length at most k − 1.
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Proof. The lower bound is given by Construction 13. For the upper bound we prove ~c(L, n) ≤
|L|2nk−1 by induction on n and also that the number of cycles at most k − 1 is at most
|L|2nk−2. As in the undirected case, there is a vertex v with outdegree at most |L|. (Note
that it does not imply that the number of the arcs would be linear). Indeed, let v be the
endvertex of a longest directed path. Each outgoing arc from v must return to the path,
thus these arcs create cycles of different lengths. Therefore v has outdegree at most |L|.
Let us examine the number of cycles of length m ≤ k containing v. There are at most |L|
choices for the vertex occurring after v in the cycle and at most n choices for the remaining
m − 2 vertices. Therefore, there are at most |L|nm−2 cycles of length m containing v for
a total of at most |L|2nk−2 cycles containing v and for a total of at most |L|2nk−3 cycles
containing v and of length at most k − 1.
By induction there are at most |L|2(n− 1)k−1 cycles not containing v and |L|2(n− 1)k−2
cycles of length at most k− 1 not containing v. Together with the cycles containing v there
are at most |L|2nk−1 cycles and at most O(nk−2) cycles of length at most k − 1.
In order to prove Theorem 4 we need the following technical lemma.
Lemma 15. Fix m ≤ n. Let a1, a2, . . . , an be a sequence of non-negative integers such that∑n
i=1 ai = n. Then we have
n−m+1∑
j=1
(ajaj+1 · · · aj+m−1) ≤ (n/m)m.
Proof. Consider sequences satisfying the assumption of the lemma such that the left-hand
side of the inequality is maximized. Among those sequences choose one such that the index
p of the last non-zero member ap is minimized.
If p < m, then every term of the sum is 0 so the left-hand side is zero and we are done. If
p > m, then we construct a sequence b1, b2, . . . , bn as follows. Let bp = 0 and bp−m = ap−m+ap
and bi = ai for i 6= p, p−m. Clearly
∑n
i=1 bi = n.
Observe that for j ≤ p−m− 1 we have
ajaj+1 · · · aj+m−1 ≤ bjbj+1 · · · bj+m−1.
Thus
p−m−1∑
j=1
(ajaj+1 · · · aj+m−1) ≤
p−m−1∑
j=1
bjbj+1 · · · bj+m−1.
Furthermore, the sum of the next two terms is
ap−m · · · ap−1 + ap−m+1 · · · ap = (ap−m + ap)ap−m+1 · · · ap−1 = bp−m · bp−m+1 · · · bp−1.
The remaining terms ajaj+1 · · · aj+m−1 for j ≥ p−m + 2 are 0. Therefore
n−m+1∑
j=1
(ajaj+1 · · · aj+m−1) ≤
n−m+1∑
j=1
(bjbj+1 · · · bj+m−1)
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which is a contradiction as the index of the last non-zero member among the bis is less than
p.
Therefore, we are left with the case p = m. In this case the sum has a single term that
is clearly at most (n/m)m which completes the proof of the lemma.
We are now ready to prove our first main result concerning directed graphs.
Proof of Theorem 4. Let ~G be an n-vertex L-cycle digraph where L has largest element k.
By Lemma 14 there are O(nk−2) cycles of length less than k, so let us count the cycles of
length exactly k.
For a vertex u let p(u) be the length of a longest path ending at u. We call an arc uv
good if p(u) < p(v) and bad otherwise. Note that every cycle contains at least one bad arc.
Now we show that every vertex u has at most k bad outarcs. Let P be a path of length p(u)
with endvertex u. If uv is an arc and v is not in P , then P together with uv is a path which
implies p(u) < p(v). In this case uv is a good arc. If v is in P , then we have a cycle. The
cycles of this form are of different lengths and therefore there are at most |L| < k of them.
Hence altogether the graph contains at most kn bad arcs. Now we show that the number
of cycles containing at least two bad arcs is O(nk−2). Let us consider first the cycles con-
taining two consecutive bad arcs. There are kn ways to pick a bad arc and at most k bad
arcs leaving the endpoint, so there are at most k2n ways to pick two consecutive bad arcs.
There are O(nk−3) ways to pick the remaining k−3 vertices. Now let us consider cycles with
two disjoint bad arcs. There are
(
kn
2
)
ways to choose two bad arcs, k − 1 ways to choose in
what distance these bad arcs are on the cycle and O(nk−4) ways to pick the remaining k− 4
vertices.
Now let us count cycles C of length k with exactly one bad arc uv. All other arcs xy on
C are good, so p(x) < p(y). Going along the path of length k − 1 from v to u on C we get
that p(u) ≥ p(v) + k − 1. On the other hand, every path P of length p(u) which ends in u
must contain v (otherwise p(u) < p(v) and uv would be good). The distance between v and
u on P is at most k − 1 as P and uv create a cycle. Thus the subpath of P starting at the
first vertex of P and ending in v is a path of length at least p(u)− k+ 1, which implies that
p(v) ≥ p(u)− k + 1, that is, p(u) ≤ p(v) + k − 1. Therefore, p(u) = p(v) + k − 1.
Put Ai = {v ∈ V (~G) : p(v) = i}. For each cycle C of length k with exactly one bad arc,
there exists a j such that C has exactly one vertex in each class Aj, Aj+1, . . . , Aj+k−1 (the
bad arc uv is between Aj+k−1 and Aj). We would like to show that if we attempt to build
a cycle C by choosing a vertex from each class Aj+1, Aj+2 . . . , Aj+k−1, then there is at most
one choice for the vertex in Aj. Suppose that v ∈ Aj is such a vertex and u is the vertex
chosen from Aj+k−1. Let P be a path of length j + k − 1 ending in u. The vertex v must
be on P otherwise there would be a path of length greater than j + k − 1 > j ending in v;
a contradiction (as v ∈ Aj). Now suppose that v is the ith vertex on P . If i − 1 > j, then
there is a path of length i− 1 > j ending in v; a contradiction. If i− 1 < j, then as u is the
(j + k)th vertex of P , the subpath of P from v to u and the arc uv form a cycle of length
j + k − (i− 1) > k; a contradiction.
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Therefore, if we build a cycle C by choosing a single vertex from each Aj+1, . . . , Aj+k−1,
then we have at most one choice for the vertex in Aj. Therefore, the number of cycles of
length k with exactly one bad arc is at most
n−k+1∑
j=1
j+k−1∏
i=j+1
|Ai|.
By Lemma 15 this is at most (
n
k − 1
)k−1
.
We start our investigations of {k}-cycle directed graphs by the following structural
lemma.
Lemma 16. Let ~G be a strongly connected {k}-cycle directed graph. Then the vertex set of
~G can be partitioned into k classes V0 ∪ V1 ∪ · · · ∪ Vk−1, such that for any arc uv in ~G there
exists an 1 ≤ i ≤ k such that u ∈ Vi and v ∈ Vi+1 (where the index i + 1 is modulo k).
Proof. It is well known that a directed graph ~G is strongly connected if and only if it has an
ear decomposition, i.e., ~G can be constructed by starting with a directed cycle and in each
step adding a directed path (called an ear) between two (not necessarily distinct) vertices of
the graph from the previous step.
We prove the statement by induction on the number of ears in an ear decomposition of
~G. If ~G is a directed cycle of length k (i.e., there is no ear in the ear decomposition), then
the vertex set can be partitioned as in the statement of the lemma.
Now suppose that the ear decomposition of ~G has at least one ear. Let ~G′ be the digraph
before adding the last ear P . By induction we may partition the vertices of ~G′ as in the
statement of the lemma. If the endpoints of P are the same vertex in ~G′, i.e., P is a cycle,
then it is of length k and it is easy to see that the partition of ~G′ can be extended to include
all the vertices of ~G.
Therefore, we may assume that P is a directed path with vertices {p1, . . . , ps} and that
only p1 and ps are vertices in ~G′. The digraph ~G′ is also strongly connected, so there is a
directed path Q in ~G′ from ps to p1. The directed paths Q and P together form a directed
cycle which must be of length k. Thus Q has length k − s + 1. Let V0, V1, . . . , Vk be the
partition of ~G′ as given by induction. Without loss of generality we may assume ps is in
V0 and therefore p1 must be in class Vk−s+1. For 1 < i < s let us add pi to class Vk−s+1+i
(indices are modulo k). This results in a vertex partition of ~G as desired.
Proof of Theorem 5. We begin by examining the case when k = 2. Suppose that ~G is a
{2}-cycle digraph on n vertices. We can create an (undirected) graph G by replacing each
2-cycle of ~G with an edge. The graph G is clearly a forest as a cycle in G would imply the
existence of a cycle of length longer than 2 in ~G. Therefore ~G has at most n− 1 cycles. On
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the other hand, for any tree G we can replace each edge of G with a 2-cycle to get a digraph
~G on n vertices with n− 1 cycles.
Now we assume k > 2 and proceed by induction on n. The case k = n is trivial, so let
n > k and assume the statement holds for smaller graphs. Suppose ~G has strongly connected
components of sizes n1, n2, . . . , ns. Clearly, the vertices of a directed cycle are all in the same
component. We apply induction to each component to conclude that the number of cycles
in ~G is at most
s∑
i=1
(
ni − 1
k − 1
)k−1
<
(
n− 1
k − 1
)k−1
.
We may now restrict our attention to the case when ~G is strongly connected.
Let V0, . . . , Vk−1 be the partition of the vertices of ~G given by Lemma 16. Without loss
of generality, let us suppose that V0 is a minimal size class in the partition. Let ~G
∗ be the
digraph resulting from adding arcs to ~G such that all possible arcs from Vi to Vi+1 for each
i (where the index i + 1 is modulo k) are present. Clearly ~G is a sub(di)graph of ~G∗ and
therefore any cycle in ~G is also a cycle in ~G∗. For an arbitrary cycle C in ~G, let x, y, z be the
vertices of C in classes V0, Vk−2, Vk−1, respectively. Let P be the path of length k − 2 from
x to y in C. The cycle C is uniquely determined by P and z; we say that P and z form the
cycle C.
For each class Vi, let us give an ordering of its vertices, so put Vi = {vi1, vi2, . . . , vi|Vi|}.
Consider the collection of paths of length k − 2 in ~G∗ that start in V0 and end in Vk−2. We
say that two such paths P = {v0p0 , v1p1 , . . . , vk−2pk−2} and Q = {v0q0 , v1q1 , . . . , vk−2qk−2} are equivalent
if there exists a d ≤ |V0| − 1 such that q0 − p0 = d and qi − pi ≡ d (mod |Vi|) for every
1 ≤ i ≤ k − 2. It is easy to see that being equivalent is an equivalence relation on the set of
paths (of length k−2 in ~G∗ that start in V0 and end in Vk−2). Clearly the collection of paths
in one equivalence class are pairwise vertex disjoint. Furthermore, for every v ∈ V0 each
equivalence class contains exactly one path that begins with v. Therefore, each equivalence
class is of size |V0|.
Observe that the number of paths of length k − 2 starting in V0 and ending in Vk−2 in
~G∗ is
k−2∏
i=0
|Vi|.
Thus, the number of equivalence classes is
1
|V0|
k−2∏
i=0
|Vi| =
k−2∏
i=1
|Vi|. (2)
For each class of equivalent paths P we define an auxiliary (undirected) bipartite graph
H = HP with vertex classes V0 and Vk−1 as follows. For each x ∈ V0 and z ∈ Vk−1 we add
the edge xz to H if ~G has a path in P that begins in x and together with z ∈ Vk−1 forms a
cycle in ~G.
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V0 V1 Vk−2 Vk−1 Vk−1 V0
H~G
. . .
P1
P2
x1
x2 P1
P2
z1
z2
z1
z2
x1
x2
V0
x1
x2
P3
P3
Figure 3: The auxiliary graph H corresponding to a class of equivalent paths P in ~G.
We claim that the auxiliary graph H is a forest. Suppose (to the contrary) that H has a
cycle with vertices z1, x1, z2, x2, . . . , zs, xs (in the natural order) where xi ∈ V0 and zi ∈ Vk−1
(and s > 1). Let Pi be the (unique) path in P containing xi. It is easy to see that by
the definition of H the sequence z1, P1, z2, P2, . . . , zs, Ps corresponds to a directed cycle of
length sk in ~G; a contradiction. See Figure 3 for an illustration where the cycle in H and
its corresponding cycle in ~G are drawn with bold (and red) edges. Therefore, H is a forest
on |V0|+ |Vk−1| vertices and therefore has at most |V0|+ |Vk−1| − 1 edges.
By definition, each cycle in ~G is associated with a unique edge in some auxiliary graph
corresponding to a class of equivalent paths. Therefore, by (2) we get that the total number
of cycles in ~G is at most
(|V0|+ |Vk−1| − 1) ·
k−2∏
i=1
|Vi|.
This is the product of k positive integers whose sum is n− 1. Thus this is maximal if all the
integers are as close as possible in size. That is, all of |V0| + |Vk−1| − 1, |V1|, |V2|, . . . , |Vk−2|
are equal to bn−1
k−1c or dn−1k−1e. Therefore, the upper bound on the number of cycles in ~G is
k−2∏
i=0
⌊
n− 1 + i
k − 1
⌋
.
It remains to prove that if ~G has
∏k−2
i=0 bn−1+ik−1 c many cycles, then it is of the form given
by Construction 13. In order to have the maximal number of cycles, there must be equality
in every bound throughout the proof of the upper bound. First, each of the k − 1 terms
|V0|+ |Vk−1|−1, |V1|, |V2|, . . . , |Vk−2| must be equal to bn−1k−1c or dn−1k−1e. Second, each auxiliary
graph H defined above must have exactly |V0|+ |Vk−1| − 1 many edges, i.e., H is a spanning
tree. Therefore for each auxiliary graph H, there are edges incident to every vertex in V0.
By the definition of H, this implies that every path in the corresponding P forms at least
one cycle in ~G (together with some vertex in Vk−1). As this is true for all equivalence classes,
all arcs of ~G∗ that are non-incident to Vk−1 must be present in ~G as well.
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We now show that |V0| = 1. Suppose (to the contrary) that |V0| > 1. We assumed
that V0 is a minimal size class, so we also have |Vk−1| > 1. Consider an arbitrary auxiliary
graph H = HP . It is a spanning tree so it must contain a path of length three z1, x1, z2, x2
such that xi ∈ V0 and zi ∈ Vk−1. Let Pi be the (unique) path in P that contains xi and
let P ′i be the path resulting from the removal of xi from Pi. We claim that the sequence
z1, x1, P
′
2, z2, x2, P
′
1 corresponds to a cycle of length 2k in ~G. Indeed, its arcs incident to Vk−1
exist as y1x1y2x2 is a path in H while all its other arcs are non-incident to Vk−1 and therefore
appear in ~G as proved above.
As |V0| = 1, we have that all arcs from Vk−1 to V0 must be present in order for ~G to have
as many cycles as given by the lower bound from Construction 13.
4 Final remarks and open problems
In this paper we addressed the problem of determining the maximum possible number of
cycles in an n-vertex (directed) graph G if cycle lengths in G belong to L. These parameters
are denoted by c(L, n) (for undirected graphs) and ~c(L, n) (for directed graphs). In the
undirected case our main result Theorem 3 determined the order of magnitude of c(L, n) for
any fixed subset L of the integers. Several natural questions arise: determine the asymptotic
behavior of c(L, n) for a fixed set L. Does there exist an L-cycle graph that contains more
cycles than the one in Construction 7? Two other problems are to find upper and lower
bounds when the set L = Ln has size that tends to infinity as n grows; alternatively we may
fix the size of L and let the size of the elements tend to infinity. When the size of L tends
to infinity, the statement of Theorem 3 does not hold as shown by the following example:
begin with a cycle C of length n−s and s additional vertices y1, y2, . . . , ys. Let x1, x2, . . . , xs
be s consecutive vertices on the cycle C. For 1 ≤ i ≤ s connect yi to xi and xi+1. It is easy
to see that the graph has s+ 2s many cycles, but Theorem 3 would give an upper-bound of
n2.
In the directed case, the asymptotic behavior of ~c(L, n) for any fixed set L is given by
Theorem 4. Furthermore, Theorem 5 shows that Construction 13 is optimal if L is a single
integer k. However, it is easy to see that a lower order error term is needed for general sets
L of constant size. If L = {3, 4, . . . , k} for some k ≥ 3, then to any directed graph ~G given
by Construction 13 we can add arcs vivj where vi ∈ Vi and vj ∈ Vj where 1 ≤ i < j ≤ k− 1.
This will create new directed cycles of length less than k, but no cycles of length more than
k. Will adding all such arcs result in an optimal construction for L = {3, 4, . . . , k} or can
we do better? As in undirected graphs, the case when L (or its members) is not of constant
size is also interesting.
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