Abstract Gamma rays at rest frame energies as high as 90 GeV have been reported from gamma-ray bursts (GRBs) by the Fermi Large Area Telescope (LAT). There is considerable hope that a confirmed GRB detection will be possible with the upcoming Cherenkov Telescope Array (CTA), which will have a larger effective area and better low-energy sensitivity than current-generation imaging atmospheric Cherenkov telescopes (IACTs). To estimate the likelihood of such a detection, we have developed a phenomenological model for GRB emission between 1 GeV and 1 TeV that is motivated by the high-energy GRB detections of Fermi-LAT, and allows us to extrapolate the statistics of GRBs seen by lower energy instruments such as the Swift-BAT and BATSE on the Compton Gammaray Observatory. We show a number of statistics for detected GRBs, and describe how the detectability of GRBs with CTA could vary based on a number of parameters, such as the typical observation delay between the burst onset and the start of ground observations. We also consider the possibility of using GBM on Fermi as a finder of GRBs for rapid ground followup. While the uncertainty of GBM localization is problematic, the small field-of-view for IACTs can potentially be overcome by scanning over the GBM error region. Overall, our results indicate that CTA should be able to detect one GRB every 20 to 30 months with our baseline instrument model, assuming consistently rapid pursuit of GRB alerts, and provided that spectral breaks below ∼ 100 GeV are not a common feature of the bright GRB population. With a more optimistic instrument model, the detection rate can be as high as 1 to 2 GRBs per year.
Introduction
The observation of gamma-ray bursts (GRBs) with ground-based atmospheric Cherenkov telescopes has been a tantalizing possibility in recent years. Powerful >10-meter telescope arrays such as H.E.S.S., MAGIC, and VERITAS have come online in the last decade, and satellite detectors such as the Swift Burst Alert Telescope (BAT) are capable of providing the necessary localization of GRB events within seconds over the Gamma-ray burst Coordinates Network (GCN 1 ). Despite major campaigns to respond to satellite burst alerts at all three of these instruments (Aharonian et al 2009; Albert et al 2007; Garczarczyk et al 2008; Acciari et al 2011) , and dozens of follow-up attempts, no conclusive detection of a GRB with an IACT has yet been made. Air shower arrays have also played a complementary role in the search for GRBs. A hint of emission was detected by the Milagrito air-shower array (Atkins et al 2003) ; however no detections were found by the later Milagro experiment (Abdo et al 2007) .
Prior to the launch of Fermi on June 11, 2008, knowledge about the emission of GRBs above 100 MeV was limited to a small number of events observed simultaneously in the EGRET and BATSE instruments on the Compton Gamma-ray Observatory (CGRO) (Dingus 1995; Le and Dermer 2009 ). One fascinating finding by EGRET was the discovery of an 18 GeV photon associated with GRB 940217, 1.5 hours after the event. This was a much longer time than the duration of the burst as measured at lower energies by BATSE, which determined a T90 of 150 seconds 2 (defined as the time between the arrival of 5 percent and 95 percent of the observed fluence). Though the statistics of these EGRET observations were quite limited, they suggested that high energy emission in GRBs did occur in some fraction of events, and that it could last longer than the lower energy emission.
Fermi-LAT, covering the energy range of 20 MeV -300 GeV (Atwood et al 2009) , has now detected emission from over 20 GRBs, of the some 800 detected by GBM at 8 keV -40 MeV energy range (Meegan et al 2009) . Photons from four of these LAT GRBs were detected above 10 GeV, and 2 above 30 GeV. At present, the highest energy photons that have been associated with any GRB are a 33.4 GeV photon from long-duration GRB 090902B, and a 31 GeV photon from short-duration GRB 090510. With the redshift of GRB 090902B determined to be z = 1.822 (Abdo et al 2009a) , this implies a rest-frame energy of 94 GeV. The LAT therefore confirms that emission in the 10 to 100 GeV decade occurs in at least a small fraction of both short-and long-duration GRBs. However it is not clear how these findings for bright sources extrapolate to the rest of the population, and whether suppression of GeV-scale emission might also happen in a substantial number of cases.
The other major feature of high-energy gammaray emission seen by the LAT is the verification of a timescale for the VHE emission that is often longer than that seen by GBM or other experiments sensitive to soft gamma-rays. An unexpected finding is the delayed onset of emission above 100 MeV, typically by ∼10 percent of the GBM T90 duration (Dermer 2010) . As discussed in Ghisellini et al (2010) , emission at high energy is seen to then continue well beyond this time, with a lightcurve described by a powerlaw with slope -1.5. Understanding the source of this emis-2 http://gammaray.nsstc.nasa.gov/batse/grb/catalog/4b/ sion, which begins well within the prompt phase of the burst but continues into the afterglow time period, is challenging for models of the high-energy production mechanism.
GeV-scale emission could arise through several mechanisms, and understanding the impact of each on the cumulative spectra will require multiwavelength observations over many orders of magnitude in energy, combined with high event statistics. High energy emission during the prompt phase of the GRB can be most simply explained by a spectral extension of the internal shock processes (inverse Compton (IC) and synchrotron) that produce the keV-MeV flux (Sari and Piran 1997) . The observed spectrum of GRB 080916C, seen over ∼ 7 orders of magnitude by the Fermi-LAT and GBM instruments, could be explained by a constant synchrotron origin (Abdo et al 2009d) . Other possibilities include emission of GeV photons from external shocks in the early afterglow of the GRB (Fan et al 2008) or from the reverse shock formed when the GRB ejecta encounter the interstellar medium (Wang et al 2005) . The former can explain the delayed onset of high-energy emission seen in most LAT-detected GRBs. Several authors have preferred a purely synchrotron origin in the external shock to describe the LAT GRBs (Gao et al 2009; Ghirlanda et al 2010; Kumar and Barniol Duran 2010) , in contrast to one invoking inverse Compton from the shock electrons (Zou et al 2009) . Finally, hadronic processes have been proposed as a source of the high energy component, an idea that connects this radiation to the production of ultra-high energy cosmic rays (Razzaque et al 2010; Asano et al 2010) .
The redshifts at which GRBs have been detected span from the local universe to z = 8.2 (Salvaterra et al 2009a) , corresponding to ∼95 percent of the age of the universe. Confirmed redshifts for LAT-detected GRBs range span a wide range of this distribution from z = 0.736 (GRB 090328) to 4.35 (GRB 080916C). This suggests that an IACTdetected GRB could occur at essentially any redshift where star-formation has been observed.
The cosmological UV-IR background radiation produces a barrier to high-energy photons at extragalactic distances (Nikishov 1962; Madau and Phinney 1996) . Moreover, the large majority of GRBs are believed to exist at high redshift, where the background flux is highly uncertain, and gamma-rays at observed energies as low as 10 GeV can be impacted (Gilmore et al 2009) . The effective area, angular resolution, background rejection ca-pabilities of IACTs are strongly energy-dependent, and all of these properties decline in quality below a few hundred GeV for current-generation instruments. Ground-based GRB observations therefore take place in an energy regime where both the low-energy instrument sensitivity and the impact of cosmological background radiation must be carefully taken into account if realistic predictions are to be made.
Our goal in this work is not to comment on the preferred emission mechanism for high-energy GRB photons, but rather to build a phenomenological model that best describes this part of the spectrum, based on the limited set of GeV burst detections to date and the much larger body of data available from lower energy experiments. As the weight of the evidence in the brightest LAT GRBs does indicate the presence of emission mechanisms beyond those producing the prompt flux, we have included allowances for both extended temporal components and separate spectral components from the Band spectrum in this work. In the following sections we show our predictions for the rate at which CTA will detect gammaray bursts, using the information available to us from Fermi-LAT, lower energy satellite experiments, and attempted IACT observations with the current generation of instruments. In §2, we describe the model used in this work. In §4, we show results for properties of detected GRBs, calculating both the rates at which detections occur in our model and the photon statistics that can be expected from a detection. We use the detection rates by the currently operating Swift-BAT and Fermi-GBM instruments as the basis for the calculation. We also investigate the effect of varying critical input parameters in our model, such as CTA energy threshold, background rate, and telescope response time delay. In §5 we show the spectra that could be available to CTA from a few sample GRBs with various properties. The topic of §3 is a comparison of our model with the upper limits that have been set by observations to date with IACT instruments, and with the GRB rate observed with Fermi-LAT. In §6 we summarize and discuss our findings.
Modeling the Detection of GRBs
To a large extent, the challenge of modeling gammaray bursts arises out of the large variance in properties seen between events, and the lack of a simple model describing the radiative mechanism. In particular, each of the 4 bright GRBs seen by LAT above 10 GeV shows differing behavior. The GeV-scale emission in GRB 080916C, observed by Fermi three months after launch, was found to be well-described by an extension of the Band function seen at keV and MeV energies (Abdo et al 2009d) . Separate spectral components from the Band function were found to be required to match the GeV-scale emission of the three other brightest GRBs in the LAT catalog. Shortduration GRB 090510 was found to be dominated by a hard spectral component of index -1.62 above ∼ 100 MeV, compared to the average Band highenergy index of -2.4 (Abdo et al 2009b; Ackermann 2010) . Long GRB 090902B was dominated above 100 MeV by emission with a spectral index determined by LAT to be -1.93, compared to an upper Band index of -3.8 (Abdo et al 2009c) . The high energy emission also extended in time well past the prompt phase as determined at lower energies, with an only slightly softer spectrum of -2.1 on a timescale of 10 3 s. Finally, GRB 090926A, detected up to 19.6 GeV with the LAT, was best fit with a high energy hard component of spectral index of -1.72 and an exponential cutoff at 1.4 GeV, with a high-energy Band index of -2.63 (Bregeon et al 2011) .
An earlier work, Gilmore et al (2010) , addressed the question of detection of GRB photons with the MAGIC telescope and the Fermi-LAT and the impact of the UV-optical background light. The basis for this model was the population of GRBs seen by Swift-BAT, for which redshifts have been confidently determined, and the high-energy statistics of GRBs detected with CGRO-EGRET. The flux at the MAGIC energy range was calculated by assuming a power-law spectrum continuing to ∼ 200 GeV. Due to the absorption by the extragalactic background light (EBL), photons at higher energy were greatly attenuated and insignificant in number, and the UV-optical EBL therefore has a large impact on GRB detectability. This calculation showed that MAGIC was capable of detecting tens to thousands of photons from a bright GRB at high redshift, provided that the burst could be observed with a sufficiently low energy threshold.
In this work, we attempt to improve on this previous calculation to make predictions for CTA. To construct a model for the distribution of GRB properties, we draw upon keV and MeV data from two satellite experiments: CGRO-BATSE and Swift-BAT, plus data from the high-energy GRB detections with Fermi-LAT. While Swift has provided us with a large number of GRBs with determined redshifts, the BAT instrument is generally not capable of resolving the Band function peak of the GRB spectra. We there-fore combine the Swift redshift distribution with the distribution of Band function parameters seen by the BATSE experiment on the CGRO satellite, at observed energies between 20 keV and 2 MeV 3 . Band function fits for BATSE GRBs are taken from the BATSE 5B catalog 4 (Goldstein et al. in prep). To extrapolate the spectra of these bursts to VHE energies, we use the statistics of GRBs seen by the Fermi-LAT instrument above 100 MeV within its first two years of observations.
High energy extrapolation
Predicting the GeV-scale emission of GRBs from the well-sampled statistics of lower-energy instruments requires a considerable amount of extrapolation. Some 4 logarithmic decades in energy lie between the upper extent of the BATSE energy range (∼ 2 MeV) and the energy threshold of CTA, which we consider to be between 10 and 25 GeV. We describe our two different approaches to performing this extrapolation in this section.
Band-function extension model
As a minimal model, we consider the fluence predicted for GRBs at high energy without any significant deviation from the Band fit (Band et al 1993) :
Here α and β are low-and high-energy spectral indices, and E p is the "peak energy" describing the location of the turnover. In this extended Band-function model, termed "bandex" in subsequent plots and discussions, the high energy spectrum is assumed to merge seamlessly with the spectral fit determined at lower energy. A similar model was used in estimating the detectability of GRBs with Fermi LAT in Band et al (2009) . The high energy normalization is therefore determined by the Band function peak energy and normalization and the upper energy index β, which continues to GeV energies. In Figure 1 , we show the distribution of values for β against the BATSE fluence. A minority of the GRBs in the sample, about 3 We preferred using the BATSE catalog instead of the GBM catalog because of its better instrument sensitivity and the much larger number of bursts detected. 13 percent, have a hard spectrum with β > −2. We have enforced the requirement that the total fluence per logarithmic decade not be higher in the GeV range than at BATSE energies, and thus we reset these cases to have β = −2. This requirement is consistent with the LAT-GBM fluence relation for long GRBs observed by LAT, but not the short bursts (see Figure  2) , where fluence ratios greater than 1 have been observed.
Fixed parameter model
In this fixed-parameter ("fixed") model, we make the assumption that the relative fluence between BATSE energies and GeV energies can be described by a single ratio, which we set here to 0.1. The choice of this parameter is based upon the corresponding ratios found for simultaneously-observed BATSE-EGRET GRBs and for GBM-LAT long-duration GRBs. In Figure 2 , we reproduce figure 1 in Dermer (2010) , showing this relation for several Fermi and CGRO GRBs. The spectral index at high energies is set to −2, consistent with the mean value for EGRET GRBs of −1.95 (Dingus 1995; Le and Dermer 2009) , and near the center of the distribution for LAT-detected events . In general, this model requires a significant departure from the extrapolated Band function, and implies the appearance of a separate high-energy spectral component. As discussed above, such components were seen in GRB 090902B and GRB 090510. A separate spectral component was also the preferred model in describing the total time-integrated emission from GRB 090926A, albeit with a spectral cutoff of this component at 1.4 GeV (Bregeon et al 2011) . Though this cutoff component for GRB 090926A was found with high significance in the integrated fluence, in time-resolved analysis this fit was only preferred over simpler power laws within a single narrow time window. As GRB 090902B was found to have a fluence ratio of nearly 10 percent and a time-integrated high energy index 1.93 (Abdo et al 2009a; Dermer 2010) , it can be considered the prototypical GRB in motivating this extrapolation scheme. While the GeV-BATSE ratio observed for short GRB 090510 was considerably higher, ∼ 1, we have not included a separate account of the short population because the emission of these GRBs at multi-GeV energies remains very poorly understood, and they are a small part of the Swift GRB sample, ∼ 9 percent. Additionally, the time delay to see GRBs from the ground makes short GRBs very difficult to detect even with a flux factor of unity, and including such an possibility is found to have little effect on our findings.
High-energy lightcurve
As we shall see, the lightcurve and emission duration at GeV energies are critical variables in determining the detectability of GRBs from the ground, where the response time of the telescope to transient alerts from satellite instruments limits observations to > ∼ 1 min after the start of the event, and the background can obscure low-luminosity emission occurring over long timescales. Motivated by the finding of Ghisellini et al (2010) , we will assume that the GRB lightcurve in the early afterglow phase can be described as a powerlaw falloff. The prompt phase of the GRB can be demarcated by T90 as determined by lower energy gamma-ray instruments. Luminosity during this phase is often seen to fluctuate rapidly and unpredictably, with spiked emission features that undergo rapid exponential time decay (Piran 2004 ). Since only considering time-averaged behavior (where the typical erratic prompt emission of GRBs is neglected) will not affect our results in term of detection rate and photon statistics, we describe this phase as having constant flux. Our total modeled GeV lightcurve then is a plateau from the burst onset (t = 0) to t = T90, followed by a powerlaw falloff:
Here γ is the power-law index of the afterglow lightcurve. We will use 1.5 as a fiducial value, but will also explore the impact of other possibilities in §4.1.2. Note that for this value, two-thirds of the total emission emerges after T90. We assume no spectral evolution between the prompt and afterglow phases.
Redshift distribution
The observed fluence distribution for GRBs is not assumed to be directly dependent on redshift. However, redshift is a crucial factor in determining GRB detectability because the cosmological opacity due to EBL is determined by the GRB redshift. We make the assumption in this calculation that the redshift distribution of GRBs to which CTA responds will be similar to that seen by the Swift-BAT experiment, which is the only large sample of GRB redshifts available. Approximately one-third of the GRBs in the Swift population have well-determined redshifts. In Figure  3 , we show the distribution of Swift redshifts for 167 GRBs, taken from the online Swift GRB Lookup Table 5 , along with our fit to the distribution which is used in most of this analysis. In §4.2, we will make a speculative alteration to this distribution to describe the redshift distribution of GBM GRBs.
In this work, we make the assumption that redshifts and observed fluence are uncorrelated. In Figure 4 , we show the distribution in fluence for Swift Fig. 3 The redshift distribution determined for Swift GRBs. The dashed line shows the fit used in this work.
GRBs divided into tertiles in redshift. The distribution is not found to evolve strongly in redshift, and the lowest redshift bin actually has the lowest median fluence. It has been suggested (Lloyd-Ronning et al 2002; Salvaterra et al 2009b) that luminosity evolution in redshift (e.g., by a factor (1 + z) α with α > ∼ 1) is required to best fit the redshift-luminosity relation seen in GRBs. While the existence and possible origins of such a factor remain controversial, such an evolutionary term could account for our findings in Figure  4 .
CGRO-Swift fluence matching
The Swift-BAT population of GRBs is found to have a lower average fluence distribution than the Bandfunction fits CGRO-BATSE 5B population that is sampled to determine GRB fluence and spectral properties for our burst samples, when the latter is integrated over the BAT energy range. We have adjusted the total fluence of the BATSE burst population by a global factor to better match that of Swift, which we consider as the GRB trigger instrument in §4.1 and in §4.3.1, by using a Kolmogorov-Smirnov test to minimize the difference between the distributions for the brightest 50 percent of bursts in the BATSE sample and the brightest 50 percent in the BAT sample. The fact that we have restricted our fit to the brightest 50 percent of GRBs is motivated by our finding that GRBs with less than median fluence are not detectable by CTA even under optimal conditions. The multiplier applied to BATSE fluences in §4.1 is 0.501. The distribution of the adjusted BATSE population Fig. 4 The cumulative fluence distribution of Swift GRBs in three redshift bins, which have been chosen to each contain an approximately equal number of events. Blue line: z < 1.2, green line: 1.2 ≤ z < 2.7, red line: 2.7 ≤ z. The dotted line is the integrated fluence in the total BATSE population over the BAT energy range, 15 to 150 keV, after the correction discussed in §2.2.1. Note that this fluence distribution is for all GRBs, not only those with redshift, and therefore it is not necessarily expected to match the Swift distributions as GRBs with redshift are found to be slightly brighter than the population as a whole (Fig. 5 ).
after this correction is shown alongside the Swift-BAT fluence distributions in Figure 5 .
EBL attenuation
The EBL, specifically at UV-optical wavelengths, is responsible for attenuating the signal of high energy gamma-rays. In some EBL models, this attenuation can affect gamma rays at observed energies as low as 20 to 25 GeV for high redshift sources. The effect of the EBL is to reduce the number of gammarays received at high energy, and to reduce the detectability of high-redshift GRBs. We use as a standard assumption in this work the EBL model and opacities of Gilmore et al (2011) (GSPD11) , based on the semi-analytic modeling of Somerville et al (2011) and Somerville et al (2008) . However, large uncertainties in the EBL normalization are unavoidable at high redshift, and it is useful to see exactly how this uncertainty can influence our predictions. In §4.1.3 we will look at our results assuming a few different models for the background light.
Telescope properties
The second step in constructing our model is a parametrization of the performance of the CTA. As Fig. 5 Integral distibution of Swift-observed GRBs, compared with the BATSE population integrated over the same energy range. The red dashed line shows the BATSE population from 20 keV -2 MeV, and the solid curve shows these same GRBs integrated over the Swift-BAT energy coverage of 15 -150 keV. The dotted red curve shows the BAT-band distribution of the BATSE GRBs after the proposed adjustment to best match the distribution of the brightest 50 percent of Swift-BAT GRBs (solid blue). Solid and dashed blue lines are the Swift-BAT fluences for all GRBs and those with redshifts, respectively. many of the array properties are indeterminate at the time of writing, we have relied on the design concept for the array described in Actis et al (2011) , as well as reasonable extrapolations from the current generation of IACTs, particularly the MAGIC and VERI-TAS telescopes.
Effective area
Our assumptions about the effective area of CTA are based on Configuration E, which assumes a central cluster of four 24-meter class large-size telescopes (LSTs) that provide sensitivity to the lowest energy gamma-rays, and an additional 23 medium-size telescopes of the 12-meter class (MSTs) providing sensitivity at higher energies, > ∼ 100 GeV. Sensitivity at energies above 1 TeV, which is provided by more dispersed arrays of 7-meter class small-size instruments (SSTs), is not crucial to our results here, as most GRBs will occur at redshifts for which emission at these energies is strongly attenuated by the EBL.
The effective area function of the instrument, after all analysis cuts have been performed, is used to determine the counts per GRB and the significance of the detection presented in the next section. As the actual function is unknown at this point in time, we assume two functions for the effective area, which are shown in Figure 6 . Each of these functions includes contributions from the LST and MST arrays, which dominate the total effective area below and above ∼ 100 GeV, respectively. For the more conservative of the two, labeled "CTA baseline", the LST contribution is created by shifting the standard VERITAS area function to the 25 GeV threshold that is expected for CTA (Teshima 2011) . The MSTs use a function that is unmodified in the energy dimension, but has a normalization factor that assumes a linear scaling in effective area with telescope number; we adopt a factor 25/4 = 6.25 for this case. We believe these numbers to be a reasonable estimate of the capabilities of the array. As an alternative, we also present results that incorporate several enhancements to the baseline assumption, and are intended to represent the best possible performance that can reasonably be expected from the instrument. For this case, labeled "CTA optimistic", the LSTs have the same normalization as the CTA baseline array, but with an energy threshold of 10 GeV, which might be achieved through improved trigger and background rejection techniques. The MSTs are given a normalization 3 times that of the baseline (75/4 = 18.75). This could either be taken to represent the coverage of a 75 telescope array, or a smaller number of telescopes if the effective area increase with telescope number is found to scale at a faster than linear rate. The energy shifts for the LSTs in each case are assumed to take place multiplicatively, i.e., A CT A ef f (E) = A V ER ef f (k * E), with k = 4 for the baseline area function and 10 for the optimistic.
These parametrizations of the telescope effective area refer to a source at zenith. The changes in telescope performance away from zenith, i.e. at an angle θ z , are considered using adjustments to the effective area function. Viewing sources at increasing θ z generally introduces a higher energy threshold to the observation, due to the increasing distance between the shower core and the telescope array. The increased area of the light pool is also the reason why the effective area increases at higher energies. The first effect is parametrized as a multiplicative energy shift in the effective area function; this is considered as a shift in the telescope energy threshold by a factor cos(θ z ) −3 away from zenith. The choice of this index, and the use of a multiplicative shift rather than an additive shift, are both motivated by a fit to the VERITAS effective area at various elevations, with cuts optimized to soft sources (VERITAS Collaboration, private communication). The second effect is treated by enhancing the effective area at all energies by a multiplier cos(θ z ) −2 , which represents the geometrical increase in the area of the Cherenkov light pool. The off-zenith effective area is then
where η = cos(θ z ) and A 
Instrument background
Understanding the instrument backgrounds that will impact GRB observations is critical to predicting the detection rate. Unfortunately, while published rates from present-day telescopes can be used to predict the background that will impact observations at > ∼ 100 GeV, little is known about how these rates will extend to lower energies.
We base the background rate in our analysis on that of typical VERITAS observations, using the assumption that the four LSTs will achieve a similar rejection fraction as the four VERITAS instruments above each of their respective energy thresholds, after assuming a power law scaling of the background from 100 GeV to lower energies. Meanwhile, it is assumed that the MSTs will, at a maximum, have the same background as the VERITAS array multiplied by the scaling in effective area normalization. The MSTs contribute only a minority of the total background rate in our analyses, so an overestimate of their contribution would have little effect on our results. The background spectrum is assumed to be a power law of index -2.7. We then take the background at a given energy to scale in proportion to the effective area at that energy. The total background rate for a telescope set (LST or MST) is then
The normalizing factor A is chosen so as to produce the rate for the VERITAS instrument, when this integral is performed over the VERITAS effective area function. A rate of 6 counts per minute (0.1 Hz) is assumed for VERITAS in the case of the baseline effective area, and this is reduced to 2 counts per minute for the optimistic case. Using the baseline effective area curve and background rate, together with the scaling described, we find a differential sensitivity above 100 GeV similar to that shown for configuration E in Figure 24 of Actis et al (2011) . Below 100 GeV, we find that assuming a ∼35 GeV threshold for the LST array in our model produces differential sensitivity similar to configuration E, while the 25 GeV threshold we adopt based Teshima (2011) gives a sensitivity as much as three times better at some energies.
Response time
The transient and random nature of GRB emission represents the main difficulty in detecting emission from these sources. The onboard satellite localization time of the event, transmission of the data to the ground, the observer's response time, and slew time for the IACT all contribute to a total delay time for the commencement of observation, which we quantify in this work as T delay . The localization time is dependent on the instrument and brightness of the GRB, but times of < 15 sec are typical. The transmission time of GRB coordinates is expected to be nearly instantaneous (Bastieri et al 2005) . The LSTs, which provide coverage at the crucial low energies, are expected to have a slew time of 20 to 30 seconds, while the MSTs may be somewhat slower. As a standard assumption, we assume a total response time of 60 seconds in this work for the LSTs and 100 seconds for the MSTs, but will also discuss in the next section the effect of varying this parameter. To date, most observations with the MAGIC telescopes have commenced after considerably longer times despite the instrument's rapid slew capabilities, with only a minority occurring with total delay times of < 100 sec (Garczarczyk et al 2008) . It may be that the longer delay times are due to reasons other than the mechanical capabilities of the instrument. While the inner telescopes of CTA are expected to have generally the same slewing capabilities as those of MAGIC, we will allow for the possibility that future improvements to the GCN and telescope alert procedures and observer response time could lower the typical delay time from current values.
Limits from current experiments
Before discussing our results for simulated CTA observations, it is useful to compare the predictions of our models to the findings of current-generation GeVscale experiments. This enables a test of our model beyond the bright events seen by the Fermi-LAT.
Analysis of VERITAS GRBs
While upper limits on GRBs have been published for all of the major current-generation IACT experiments, a problem arising when comparing to these limits is the dependence on a particular set of assumptions about the high-energy spectrum, lightcurve, and EBL model. These must be equivalent for a meaningful comparison to be made between any two sets of observations and/or predictions. A confirmed GRB redshift is also necessary to determine the impact of EBL on attenuated flux, which can change flux predictions by orders of magnitude.
Here we consider the GRB limits from VERITAS presented in Acciari et al (2011) . This work considered 16 GRBs observed by VERITAS over a 30-month period, 9 of which have spectroscopically-confirmed redshifts. The analysis assumed a characteristic afterglow decay of t −1.5 to find the optimal integration timescale for detection, as we have applied throughout this work. The effect of the EBL was compensated by using the model of Gilmore et al (2011) , as used in this paper. Results are presented for gamma-ray spectra of dN/dE ∼ E −2.5 and E −3.5 . To compare our predictions with these results, we have performed a calculation of the high energy emission for the 7 GRBs from Acciari et al (2011) that have both redshift determinations and have been analyzed assuming a t −1.5 afterglow decay. To model these GRBs in such a way that a direct comparison is possible, we use a modified version of our fixed model. Unfortunately, the flux information provided by Swift-BAT is generally not sufficient to resolve the spectral peak of the GRB emission and determine the Band function spectral fit. In our fixed model, we assume that the flux seen in the Swift-BAT bandpass (15-150 keV) is related to the flux in the 20 keV -2 MeV band by applying the common Band function used in Gilmore et al (2010) , which leads to a ratio ∼ 5 between flux in the 20 keV -2 MeV and Swift bands. While this factor is intermediate to the range seen in BATSE GRBs (Preece et al 2000) , the considerable variations present in the spectral indices and peak energy could change this ratio by a large factor. To match the spectral index of -2.5 used in the standard analysis, we assume a spectral index of -2, as used in our work, with a spectral turnover to -2.5 at the energy threshold of each GRB observation.
In Table 1 , we compare predictions from our model for GRBs with upper limits placed by VERITAS. In one instance, GRB 070521, highlighted in the rightmost column, the predicted flux exceeds the upper limit set by VERITAS by a factor of about 1.5. We do not believe that this case alone poses a problem for our fixed model, as this factor is much smaller than the scatter seen in MeV-GeV fluence ratios for bright GRBs (Fig. 2) , and there is an additional degree of uncertainty in extrapolating the Swift-BAT bandwidth to the BATSE energy range. We also note that the T delay and optimal T obs reported in this case are both quite high, 1118 s, and 1809 s, compared to the T90 duration of 38 s. The predicted high energy emission for this GRB in our model is therefore reliant on the extended-duration lightcurve, up to a timescale of ∼ 1 hour. Finally, in reporting the redshift for GRB 070521 listed in Table 1 , Hattori et al (2007) noted that the detection could be spurious due to a faint afterglow from the supposed host. If the GRB were at higher redshift, then our predicted flux would be lower and the disagreement lessened or removed entirely.
GRB detection with Fermi-LAT
Fermi-LAT provides the largest set of high-energy GRB detections, and we have compared the rate of detections with this instrument with those predicted in our models. To describe the LAT, we have used the P6 parameters described in Rando (2009) Table 1 Comparison of VHE flux computed for 7 VERITAS GRBs using a modified version of our fixed model (see text) with the upper limits from observation. Columns show the GRB number, the Swift-BAT fluence in units of 10 −7 erg cm −2 s −1 , and redshift. The last 3 columns are VERITAS upper limits, predicted fixed model flux averaged over the observation time, and the ratio of the two. Cases where predicted flux exceeds the upper limit are shown in bold.
the point-spread function of the instrument. Both the background rate and the effective area at all energies are assumed to evolve as a function of boresight angle uniformly in proportion to the background at 10 GeV. This analysis uses the same parameters assumed previously, the only change being that there is no delay time in LAT observations, and T obs (the time over which the signal is integrated) is considered on timescales as short as 0.1 s.
We find detection efficiencies (fraction of GRBs that are detected) above 100 MeV of 12.6 and 5.1 percent for the bandex and fixed models, respectively, for GBM bursts occurring within 70 degrees of the LAT boresight. The specifics of the calculation used to find detection efficiency will be described in detail in §4.1. The fact that these results are inverted from the pattern seen in CTA results in the following sections, where the fixed model generally has a higher detection efficiency, can be explained by the lower energy range covered by the LAT, which favors the softer GRBs in the bandex sample. These fractions can be compared to the 2-year results of Bissaldi (2011) , which report 270 GBM GRBs within this angle, and 18 LAT detections; an overall ratio of 6.7 percent. We have not accounted for autonomous repoints done by the telescope, which have occurred in 45 cases, and could potentially have the effect of raising the detection rate. GRBs occurring at the center of the LAT field of view are found to have a detection efficiency of about 1.3 times that of all GRBs within 70 degrees of boresight. As spacecraft repointings have only occurred in a relatively small fraction of cases (45 out of ∼540 GRBs), we conclude that the overall impact of these repoints on the detection efficiency is expected to be minor, even before the observational time delay introduced by the telescope slew is taken into consideration.
As discussed in the Introduction, 4 of these detected GRBs have had detected emission above 10
GeV. In both of our models we find that about 30 percent of LAT-detected GRBs have at least 1 detected photon above 10 GeV, within 1000 sec of the event onset. This is only slightly higher than the corresponding 2-year ratio of 4/18 ≈ 22 percent. Due to the long timescale assumed, the model may overestimate the detection rate in some cases due to practical observing constraints, such as instances in which the GRB happens to vanish below the horizon.
Results
The GRB detection capabilities of CTA can be described as the product of two independent factors:
Here DE denotes the detection efficiency, or probability that a randomly-selected GRB for which CTA is able to take data will be detected with a significance of more than 5 standard deviations, and TR is the trigger rate at which the telescope is able to successfully respond to triggers from satellite instruments. The product of the two is the rate at which confirmed, statistically-significant detections of GRBs will take place. The factor TR can be decomposed into several independent parameters, which are addressed in §4.3. In the following two sections, we show the results of our modeling of the detection efficiency, and its dependence on various instrumental properties. In §4.1, we will assume GRBs follow the statistics seen in Swift detections, and use the redshift distribution and CGROSwift flux multiplier of 0.501 that was motivated in §2. In §4.2, we will consider the alerts provided by the GBM instrument on Fermi, and we will update the redshift distribution and fluence multiplier to better fit this data set. A particular difficulty arising from GBM alerts is the large positional uncertainty, which Fig. 7 Basic statistics of GRBs observed with CTA. In each panel the solid black line is the result for the direct extrapolation of Band functions (bandex model), from the distribution seen in BATSE GRBs, and the broken blue line is for the fixed model, using parameters described in §2.1.1 and 2.1.2, respectively. Thick lines are for the baseline effective area function, thinner lines are the optimistic function. Left: The integral distribution of sigma values (significance of the source counts) for all simulated GRBs in the population. Right: The integral distribution of source photon counts for GRBs which are detected, in the timescale bin with maximum sigma.
is in many cases larger than the CTA field of view, and we devote most of this section to addressing some possible strategies to maximize the usefulness of GBM alerts.
Simulated observations and detection efficiency for Swift-like GRBs
For each of the two spectral models considered in §2.1, we consider observations of GRBs randomly placed within a disk of 75
• around zenith. Once the spectrum, lightcurve, and telescope effective area and threshold energy have been determined, we calculate the total integrated counts and background counts over 17 observation timescales (T obs ), with equal logarithmic spacing from 1 to 10 4 seconds. Observations with the telescope are assumed to commence at a time T delay after the beginning of the burst, and end at T delay + T obs . Observed energies are considered from 1 GeV to 1 TeV, although most GRBs experience a spectral cutoff at energies lower than 1 TeV due to the EBL. For each timescale, we calculate the significance σ of the GRB detection, using the method described in equation (17) of Li and Ma (1983) . For the purposes of this analysis, an on target -off target time ratio of 1/3 is assumed. The calculated values for σ for each timescale are compared, and the highest significance for the bins that have more than 10 photon counts is chosen as the significance for detection of the GRB, and the corresponding T obs is designated the optimal timescale. The GRB is then assumed to be detected if the significance is more than 5 sigma.
Distributions in σ and N γ
In Figure 7 we show the basic statistical results of simulated CTA observations for a calculation using the effective area curves of Figure 6 , T delay = 60 seconds, and a maximum angle from zenith of 75
• . A majority of observed GRBs in both models (∼ 90 percent in the bandex model; ∼ 80 percent in the fixed) do not lead to a signal of any appreciable significance (σ < 1) for the baseline effective area. The detection efficiency in the bandex and fixed models is found to be 7.3 percent and 11.4 percent, respectively, for the baseline effective area, and 16 and 33 percent for the optimistic effective area. Overall, the bandex model shows a flatter distribution of σ-values than the fixed model. This is due to the additional degree of freedom introduced in this model by considering the upper Band index in determining the high-energy GRB output in addition to the BATSE fluence, leading to a wider range of values for the overall high-energy normalization. For the same reason, while the bandex model is more pessimistic in its predictions for detection efficiency, the detected GRBs in this model do often produce more photon counts than the fixed model. This can be seen in the right-hand panel of Figure 7 , which shows the distribution of photon counts for detected GRBs. Fig. 8 shows the integral distribution for both total source photon count and integral counts above several Table 2 Summary of detection efficiencies for several instrumental arrangements. In the 'LST only' and 'MST only', the effective area and background contributions of the MST and LST components are respectively set to zero. We also show results for the VERITAS effective area, assuming two different energy thresholds.
energy thresholds for the bandex model with the baseline effective area function. The majority of photons for most GRBs are seen to arrive below 100 GeV, with a significant fraction below 50 GeV, despite the much larger effective area provided by the MSTs at higher energies. Also, for a majority of detected GRBs the expected number of source counts above 300 GeV is less than 1. Table 2 summarizes the detection efficiencies found for a variety of different possibilities in instrument configuration and assumed GRB population model. In §4.3 we discuss how these results for detection efficiency (fraction of GRBs viewed by the instrument that will be detected) can be converted into a detection rate. We also show results for the VERITAS array in the table, for comparison. In this case we follow the same analysis procedure as for CTA, using the VERITAS effective area function shown in Fig. 6 , and assuming a delay time of 100 s, rather than 60 s. Figure 9 shows the expected distribution of redshifts for detected GRBs, compared to the whole population. The CTA effective area, with sensitivity below 50 GeV, potentially allows GRB detections at high redshift, though those at lower redshift will generally have better photon statistics and will therefore be favored. Assuming the baseline effective area, few GRBs are detected above redshift 2, due to the strong impact at higher redshift of the UV-optical EBL at energies above 50 GeV. When the optimistic effective area is assumed, a subset of GRBs (∼ 0.1) are bright enough from 10 to 50 GeV to be detectable even at very high redshift. These detections are still a minority of the full set of detected GRBs, however, and are entirely dependent on the low energy performance of the LST array. In all cases, the distribution is significantly biased towards lower redshifts relative to the Swift distribution as a whole, with median redshifts of z = 0.9 and 1.2 for the baseline and optimistic effective area functions, respectively.
In Appendix A, we show a number of other properties for GRBs that pass the detection criteria. This provides some insight into the properties that could be expected of typical IACT GRB detection. In Appendix B, we discuss how our results are affected if only the prompt phase of the burst emission is considered, and the fading afterglow signal is ignored.
Variation of model parameters
In this section, we discuss the impact that variations in instrument properties and other general assumptions could have on the GRB detection efficiency. This demonstrates the effect of variations from our baseline models discussed in the last section. A summary of results is shown in Fig. 10 .
The impact of VHE observation delay time due to GRB localization and telescope slew time, as discussed in Section 2.3.3, is dependent on the assumed model for the GRB lightcurve at these energies. The upper left panel of Figure 10 shows the overall impact of parameter T delay on the detection efficiency, with other modeled parameters held constant.
Next, in the upper right panel, we show how a higher or lower value of the telescope energy threshold than the ∼ 25 GeV assumed in the baseline model would influence the detection efficiency. The effective area function is assumed here to have the same shape as presented in Figure 6 , but with a shift in energy by a constant multiplicative factor. As discussed in the introduction, GRB observations are strongly af- Fig. 9 The redshift distribution for detected GRBs in our model, for the bandex (on the left) model, and for the fixed model on the right. The upper panel on each side shows the number of detected GRBs when a baseline or optimistic (dotted) effective area function is assumed. The thin black line is the redshift distribution for all GRBs in the sample, which is created from the distribution shown in Figure 3 . The lower panel is the fraction of detected GRBs in each bin.
fected by spectral cutoffs due to EBL, and raising the telescope threshold energy reduces the redshift range over which GRBs are detectable. Detection efficiency is seen here to vary strongly with energy threshold, for both spectral extrapolation models. Note that setting the energy threshold here to 100 GeV is essentially the same as removing the LSTs from the telescope array (see Table 2 ), since at these energies the effective area function is dominated by the MSTs. The large decline in detection efficiency with increasing energy threshold demonstrates the importance of having an LST array with low energy threshold to GRB detection, even though the LSTs may only contribute a fraction of the effective area of the total array at higher energy.
The bottom-left quadrant of Fig. 10 addresses how altering the afterglow light curve index γ in Eq. 2 affects results. As discussed in §2.1.3, we have implemented a lightcurve in this work based on the T90 time of a given GRB at Band peak energies, in which VHE emission is flat for this period and then decays as t −3/2 . In such a model, 2/3 of the total VHE energy emerges after the end of the T90 period, leading to a substantial afterglow flux that enables detection of GRBs after the lower energy emission has subsided. A faster or slower falloff of afterglow flux in time will change the optimal integration time for GRBs in our simulation, as well as the distribution in detection significance and therefore the detection efficiency. The effect is found to be relatively minor.
Finally, we show in the bottom-right panel of the figure how altering the normalization of the background rate changes detection efficiency. As discussed in §2.3.2, the background rate assumed in this work is based on a rate of 6 photons per min over the VERITAS effective area (2 per min for the optimistic effective area), with extrapolation to lower energies achieved with a power law of index -2.7. This figure shows the effect of variations in this base rate.
Spectral cutoffs and the impact of the EBL
As mentioned in §2.2.2 and the introduction, the EBL introduces a spectral cutoff in extragalactic gammaray observations that affects lower energies at higher redshift. In Table 3 , we show how assuming different EBL models can change the overall detection efficiency in our calculation. In general, the magnitude of UV/optical emission will determine the strength of the spectral cutoffs for GRBs at most redshifts. However, at z > ∼ 2 this UV emissivity of galaxies is highly uncertain by a factor of several (Gilmore et al 2009) (G09). The first two rows in Table 3 are the results for the GSPD11 EBL, which we assume elsewhere in this work. This EBL includes a UV-optical contribution that is nearly maximal in terms of the range allowed by high-redshift measured luminosity functions. The other rows in the table include models with less UV light; the fiducial model of G09 has a similar starformation rate to GSPD11, but with more dust attenuation in high-redshift star-forming galaxies that reduces the UV emission. The low model in G09 has a smaller amount of star formation, in addition to the larger dust extinction. The model of Franceschini et al (2008) (F08) predicts a similar UV flux to GSPD11 at low redshift, but a smaller amount at high redshift. Running our analysis with the low model of G09 and Fig. 10 Effect on overall detection efficiency and detection rate of varying different assumptions about burst and instrument parameters. In each plot, the thick solid black and dashed blue lines are predictions from our bandex and fixed model, respectively, for the baseline effective area function. Thinner grey and cyan lines show the corresponding results using the optimistic effective area. The detection rates shown on the right-hand axes are based on an assumed instrument duty cycle of 0.1 for all telescopes, and an all sky trigger rate of 95 events/year; see §4.3.1. Upper Left: The effect of varying the observation delay time (T delay ). Values are for the LSTs; the MST delay time at each instance is assumed to be the LST time plus 40 seconds. Upper Right: The effect on the overall detection efficiency and rate of changing the energy threshold of the baseline effective area function ( Figure 6 ) from its initial value of ∼ 25 GeV. The optimistic area function differs from the baseline primarily due to a lower LST energy threshold (∼ 10 GeV), and is not shown here. Lower Left: Variations in the assumed lightcurve slope index of the GRB afterglow (Eq. 2), and the effect on overall detection efficiency and rate. Lower Right: The effect on the overall detection efficiency and rate of changing the background rate normalization by a multiplicative factor from its baseline value (parameter 'A' in Eq. 4). Table 3 Detection efficiencies found for a few different EBL models, including the Gilmore et al (2011) (GSPD11) model used elsewhere in this work, the fiducial and low models of Gilmore et al (2009) (G09) , and the observational model of Franceschini et al (2008) (F08) . For the F08 case, gammaray optical depths are only reported for z ≤ 3 and we have used the z = 3 result for higher redshifts; this result is therefore higher than it might be were the model extrapolated to higher redshift. The second column shows the effective area function assumed.
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the F08 model, we find detection rates of GRBs that are about 30 to 40 percent higher than the GSPD11 case. However, the low model was disfavored in G09 on the basis of IGM ionization data, in favor of the fiducial model, which only increases detection by 5 to 15 percent over GSPD11. The F08 model only provided gamma-ray opacities for z ≤ 3, so opacities for high redshift GRBs may be artificially low in this case, and the detection efficiency inflated to some degree.
Another caveat in our analysis is the possibility that GRBs typically have a spectral cutoff or turnover at some characteristic energy. Due to our lack of knowledge about the GeV-scale properties of GRBs beyond the few bright events that have been detected by Fermi and CGRO, it is difficult to explore this possibility in detail. However, we can perform a simple test, and examine how our results change if a sharp spectral cutoff is assumed to exist at some characteristic observed energy. Obviously, if this energy is below the sensitivity region of CTA, then the detection efficiency must fall to zero, while if it is above the energy where the EBL has a strong impact on the spectra for the majority of detected GRB, then the effect on results will be minimal. In Figure 11 , the impact of a universal step-function cutoff at a given observed energy is shown on the results for the total detection efficiency.
This result suggests that our results will remain sound as long as emission continues unaffected to > ∼ 100 GeV. In general, GRBs in the bandex model are found to be less strongly affected by this spectral cut, as detected bursts in this scenario include those with softer spectra than the universal spectral of -2 Fig. 11 The reduction in detection efficiency due to the introduction of a universal spectral cutoff at the indicated observed energy. The vertical axis of the plot is normalized to the detection efficiency found under our standard assumption that emission continues without a break to an energy of 1 TeV. The solid black line shows results for our bandex model, the dashed blue is for our fixed model. used in the fixed model. It is worth emphasizing that only GRBs with fluence greater than the median are generally detectable in our simulation (Fig. 20) , and so the existence of a fluence-dependent cutoff energy that affects only the fainter population of GRBs below 100 GeV would have little effect on our results.
Detection of Fermi-GBM bursts
The GLAST Burst Monitor (GBM, Meegan et al 2009)) on Fermi presents several unique challenges as a triggering instrument for ground-based followup. GBM is a potent source of GRB alerts, about 250 /yr (Paciesas et al 2012) , and if the Fermi mission is extended to a 10-year period, ending in 2018 or later, then there would be significant overlap with CTA operations and many alerts provided under optimal viewing conditions for the array. Unfortunately, GBM is only able to provide approximate coordinates for the GRB in real time, and the substantial uncertainties are typically similar to or larger than the field-of-view (FoV) of the LSTs, in contrast to the arcminute localizations of the Swift-BAT. However, while the analysis of Section 4.1 assumed a static observation centered on the target, one could also imagine strategies to compensate for the limited field-of-view, at the cost of exposure depth. After discussing some specifics of our modeled observation of GBM alerts in the following subsection, we will ex- plain one possible strategy for enhancing the DE of GBM bursts.
Modeling GBM bursts
Our properties for the population of GBM bursts are taken from a subset of 346 events from the upcoming GBM 2-year catalog (Paciesas et al. in prep) . Data for these includes the statistical error on the position for each event, and the fluence in the 50 to 300 keV band. The relationship between the statistical error on the automated localization, produced in groundprocessing and distributed within ∼10 sec of the GRB trigger time, and the fluence in the 50 to 300 keV band is shown in Figure 12 . The 1 degree lower limit is due to the current grid size of the localization algorithm.
For small statistical errors, a clear negative trend is seen between burst fluence and positional error. As the brightest GRBs are also the most easily detectable by CTA, this will work to our advantage in the detection efficiency. GRB positional errors are also subject to considerable systematic uncertainty, which is independent of the statistical error and shows no clear trend in brightness or other GRB properties at this time. We assume that 70 percent of the GRBs have a systematic error of 3.2 degrees, and 30 percent have a considerably higher value of 9.5 degrees (Connaughton et al. in prep). The total positional error then follows a 2-dimensional gaussian function, with total RMS angular uncertainty given by
The fluence values available for this population cover a different energy range (50 to 300 keV) than the 20 keV to 2 MeV range covered by BATSE. Our model is based on fluences in the latter energy range. To compensate, we have calculated the ratios between the fluence over the full BATSE energy range and the 50-300 keV range for the sample of BATSE GRBs. We then multiply the GBM fluences in the sample by the median of this collection of ratios, to produce a reasonable distribution of fluences over the BATSE energy range for the GBM population. The ratio found here is 2.14.
A summary of fluence distributions in BATSE and GBM is shown in Fig. 13 . Recall that in Section 4.1, we applied a multiplier of 0.501 to account for the differences between the BATSE and Swift-BAT GRB populations. Our findings here suggest that GBM bursts are considerably brighter, on average, than those of BATSE, which are in turn brighter than Swift detections (even the sub-set of Swift GRBs with known redshifts).
As GBM has substantially different energy coverage from Swift-BAT, and detects GRBs that are considerably brighter, one might expect the redshift distribution of GBM-detected GRBs to differ from the Swift-BAT population. Unfortunately, there are not enough known redshifts within the GBM population to do a comprehensive analysis of the differences. This is largely due to the positional errors on GBM detections which make follow-up observations impossible without more accurate data from another experiment. We can, however, look at the handful of GBM bursts that are also listed with redshifts in the Swift catalogue. A plot of redshifts for these 23 GRBs is shown compared to the redshift distribution of all Swift GRBs in Fig. 14 . GBM bursts are found to have a somewhat lower distribution of redshifts overall, and we have made a modification (dotted green line in the plot) to the fit for the Swift distribution that we will use in the analysis that follows.
A final factor we must consider is an account of the camera sensitivity lost in off-axis CTA observations. We account for this by including a simple sensitivity factor that is a function of radius (r) from the FoV Fig. 13 Integral distributions of fluence values for GRBs observed by BATSE and GBM, including GBM bursts before and after the correction factor described in the text is applied. Solid red is the distribution of BATSE fluences over the full energy range of the experiment, 20 keV to 2 MeV. Dotted red are BATSE fluences in the 50 to 300 keV energy band, as determined by integrating over the Band function fits to the bursts. The green dotted line is the burst distribution in the GBM sample, which is between 50 and 300 keV.
The solid green line then shows the GBM sample after multiplying by the median ratio (2.14) found for BATSE GRBs between these two energy ranges. Solid lines are therefore a direct comparison of the fluence distributions of the two instruments in our model. 
center:
S(r) = 1; r < R f ov − 1.5 S(r) = 0.3(R f ov − 0.5 − r) + 0.7; R f ov − 1.5 < r ≤ R f ov − 0.5 S(r) = 0.4(R f ov − r) + 0.5; R f ov − 0.5 < r ≤ R f ov
Here R f ov denotes the maximum extent at which any observation is possible, and is equal to half the FoV value. This radial dependence gives full sensitivity up to R f ov − 1.5, 70 percent sensitivity at R f ov − 0.5 and 50 percent sensitivity at the edge of the camera. This factor is applied to both expected number counts from the GRB and the background rate, and is used for both LST and MST observations. We set R f ov to 4.25 degrees for the LSTs and 8 degrees for the MSTs.
Static observations of GBM bursts
As a first step, we calculate the detection efficiency of this population without applying any search mechanism in the GRB observation. This analysis, and that of the next section, will only utilize the fixed model, as spectral details for this burst population are not available at the time of writing. Results from the previous sections indicate that detection efficiencies of GRBs are typically a factor of 1.5-2 times higher in the fixed model than in the bandex model; there is no reason to believe a similar relationship would not hold true as well here. The limiting factor in these observations is the field of view of the telescope. As most GRBs in the sample have a minimum uncertainty of ∼ 4 degrees from combined statistical and systematic effects, a 3 to 5 degree diameter FoV is insufficient to catch more than a minority of events. Figure 15 shows the current detection efficiencies calculated, and how these could be increased by future reductions in the amount of uncertainty affecting GBM burst positions as reported in real time.
Scanning mode observations
A possible solution to the FoV limitations of CTA is to attempt to rapidly scan over some portion of the GRB error box after the burst alert, rather than simply observing the coordinates of the best GRB localization. We consider in this section the possibility of increasing the GRB detection efficiency using "scanning mode" observations, and address the question of how the search box should be chosen to optimize this rate. A larger search box increases the probability that the GRB will be observed, but at the cost of exposure time. We make the assumption here that the data from such a scanning observation over minutes or hours could be compared with a later determination of the actual burst position, and the significance of the GRB detection would then be computed in an after-the-fact Variations along the x-axis indicate the effect of multiplying the total positional uncertainty for each GRB, which is calculated as described in the previous section, by a given constant scaling factor. Curves show the detection efficiency for the CTA baseline (solid black) and CTA optimistic (dotted grey) effective area functions. The right-hand axis shows the detection rate for the telescope under a standard set of assumptions; see §4.3 for details.
analysis taking into account the photon counts and expected background within the source PSF. We do not consider here the possibility that VHE emission could be identified in real time, i.e., for a "stop-on-target" type of scan.
Our calculation of the detection efficiency follows that of §4.1 above, with a few modifications. We assume that the time required for the LST array to search a region of 15 degrees radius is about 120 seconds. We therefore append the delay time used in the last section with another term that describes the delay between the commencement of the scan and when the telescope first passes over the GRB's true location. The total delay is then
where R srch is the radial extent of the search box, R f ov is one half the field-of-view for the LSTs, and R N (0, 120) is a random variable between 0 and 120. Afterwards, it is assumed that the telescopes make many successive passes over the GRB, and that the integrated exposure after T delay is approximately equal to that of the standard calculation multiplied by a factor (R f ov /R srch ) 2 if the GRB is in the search box, zero otherwise. The received background is adjusted by the same factor. The MST array is assumed to search in the same pattern as the LSTs, and their total exposure is multiplied by an analogous factor.
We consider several possible ways that one might determine the extent the scanned region, R srch . The simplest possibility is to use a constant for all GRBs. In a scan over possible values in steps of 0.5 degrees, we find that detection efficiency is maximized at R srch = 6 degrees for the baseline effective area, and 7.5 degrees for the optimistic function. For the baseline effective area, the detection efficiency is increased to 0.057 for R srch = 6 degrees, compared to 0.037 in the static case; an increase of over 50 percent. In the optimistic case, the detection efficiency can be more than doubled, from the static value of 0.07 to 0.16 with an optimized scan box. These results show that a scanning strategy for GRB follow-up can raise the detection probability by a large factor, and that it is especially powerful for a telescope with a very low energy threshold.
Total detection rate
The second part of our calculation of the detection rate, summarized in Eq. 5, is an estimation of the trigger rate from satellite instruments. This factor accounts for the sky coverage and duty cycle of the instrument, and is the rate at which CTA can respond to and observe GRBs. All other factors influencing GRB detectability are incorporated into the detection efficiency parameter discussed above. Our calculations in the last section allow for observations at a maximum angle from zenith of 75 degrees, covering 37 percent of the sky. The calculations of detection efficiency include the effect of increasing energy threshold for observations far from zenith. The duty cycle of Cherenkov telescopes is limited by the requirement that these telescopes operate mostly on clear, moonless nights, which has generally produced realistic values of about 10 percent, and we expect this factor to remain valid for CTA. Operation of CTA during moonlight may increase the duty cycle to ∼13 percent or more, but at the cost of a higher energy threshold. We therefore do not expect a significant change of our predictions for the overall detection rate.
The total trigger rate calculated from a given satellite alert rate
Where the CTA duty cycle DC is ∼ 0.1 and the sky coverage factor SC is 0.37, for a 75 degree radius area around zenith, as we have assumed throughout this work. The satellite rate SR is the number of GRB alerts produced by a given satellite detector per unit time. The bias factor (BF ) includes the effect of any correlation or anti-correlation between the location of GRB satellite alerts and the sky area covered by CTA. This includes factors such as the bias present in Swift GRB alerts (Gilmore et al 2010) , which leads to GRB discovery preferentially in the anti-solar direction, working to the advantage of IACTs which are limited to nighttime operations. A factor of 1 indicates no departure from a random distribution of GRB alerts on the sky. We assume a factor of 1.4 for Swift-BAT GRBs and 1.0 for GBM.
Swift-like GRBs
The Swift satellite, launched in late 2004, has detected GRBs at a rate of about 95/yr over its first 70 months of operation, and is expected to have an orbital life of >15 years (Romano 2010) . If the science lifetime of Swift overlaps with that of CTA, then Swift will provide a constant source of well-localized GRB alerts. Using Eq. 9, we estimate a detection rate for Swift alerts of
If we assume the 'best-guess' instrument parameter of T delay = 60 sec for the LSTs and use the detection efficiencies from the first two rows of Table 2 , we find detection rates of 0.37 and 0.57 yr −1 for the bandex and fixed models with the baseline effective area function, and 0.80 and 1.61 with the optimistic effective area function. These correspond to timescales of 32 and 21 months between GRB detections with the baseline area, and 15 and 7.5 months with the optimistic effective area functions.
Another upcoming mission that could provide timely GRB localizations is the SVOM satellite. As described in Götz et al (2009) , SVOM will consist of an orbiting gamma-ray telescope covering an energy range similar to that of Swift that is expected to detect ∼70 GRBs/yr, as well as ground-based telescopes for follow-up observations. Because the ECLAIRs/CXG instrument on SVOM is intended to cover a similar energy range to Swift-BAT, the population of GRBs detected with this satellite should be similar to the Swift population, and therefore have a similar detection efficiency to that which we have calculated here.
Fermi-like GRBs
GBM on Fermi has detected GRBs at a rate of about 250 per year (Paciesas et al. in prep) . Because these GRBs are detected at all points above the horizon, the anti-solar bias factor affecting Swift (and presumably SVOM) does not apply here. We can therefore write the detection rate for GBM GRBs as
meaning that GBM should provide around 10 alerts per year that can be investigated by CTA. While these GRBs are brighter on average than Swift GRBs, ground-based followup is hampered by the large uncertainty in burst location, which is generally several degrees. In §4.2.3 we showed that the detection efficiency of GBM alerts can be boosted by executing a rapid scan over some portion of the error box. The optimal values found in our case for a fixed-model type of extrapolation, 0.057 and 0.161 for the baseline and optimistic effective areas, respectively, lead to typical detection timescales of 23 and 8 months. The values are similar to those found for the fixed model with Swift-BAT alerts. It is not possible to do a bandextype analysis for these GRBs, as spectral information is not available at the time of writing. However, we can speculate that such a calculation would likely lead to detection efficiencies that are a factor of 1.5 to 2 lower than for the fixed model, which was the general finding for the BATSE GRB population. Therefore, we conclude that Fermi-GBM and Swift-BAT could give rise to detection rates that are generally the same. However, we point out that in the case of GBM alerts, the scanning mode necessarily means intermittent exposure on the source with therefore only a partial coverage of the temporal emission of the detected GRBs.
It is also possible that future improvements to realtime trigger analysis of GBM bursts could lead to better localization information. Significant improvements in this area could eliminate the need for scanning or other means to compensate for position uncertainty. As a simple test, we can take this possibility to an extreme and examine a case in which all positional uncertainty is removed from GBM alerts. In this case, the detection efficiency values are 0.19 and 0.45, which Table 4 Parameters assumed in modeling the three GRBs described in §5. These include the time-integrated flux normalization at 1 GeV (with units of GeV −1 cm −2 ), the spectral index in dN/dE, the T90 duration, and redshift. Columns show parameters for GRB 080916C ( §5.1), a "bright, hard, low-z" GRB ( §5.2), and a "very average" GRB with parameters selected from the medians of the fixed sample used in this paper ( §5.3).
give detection rates of 1.8 and 4.2 GRBs yr −1 , ∼ 3 times greater than the optimal rates from our scan mode simulation.
Results for specific GRBs
It is useful to consider the spectrum that might be provided by an actual GRB detection. In this section we show sample spectra from a few different possible GRBs, which are modeled using the parameters summarized in Table 4 .
080916C
GRB 080916C was seen on September 16, 2008, by Fermi-LAT and GBM, soon after the beginning of science operations with the instrument. This GRB is notable both for its high redshift (z = 4.35; Greiner et al 2009) and its extremely high isotropic-equivalent luminosity, 8.8×10
54 ergs, or 4.9 M ⊙ c 2 (Abdo et al 2009d) . The finding of > 10 GeV emission from this burst can be used to set upper limits on the amount of UV light emitted from star-forming galaxies at high redshift (Abdo et al 2010; Gilmore 2011) . We can therefore consider this GRB as an archetypical example of a bright, high-redshift GRB with a hard spectrum known to extend into the multi-GeV energy range.
We model the high-energy emission from GRB 080916C using the parameters shown in Table 4 . As in previous sections, an unbroken intrinsic power law extending to 1 TeV is assumed. The time-integrated flux and high energy spectrum are found using a timeweighted average of the spectra over GBM and LAT energy ranges as presented in Table 1 of Abdo et al (2009d) .
As in §4, the GeV lightcurve is assumed to decay as t −1.5 after the T90 period, with no spectral evolution. Table 4 and an observation at 20 degrees from zenith. The top panel is for the baseline effective area function, and the bottom is for the optimistic function. The blue/grey points refer to the observed spectrum without any attenuation from the EBL. Black points are after applying the gamma-ray opacity of Gilmore et al (2011) . Error bars shown only consider Poisson error in each bin.
Following our analysis with these assumptions, we find that GRB 080916C could be detected at an angle from zenith as high as 39 degrees with the baseline effective area, or 58 degrees with the optimistic area function. In Figure 16 , we show the spectrum that could be expected from an observation of the burst at a zenith angle of 20 degrees. In this figure, the spectrum is shown with a bin size of 0.1 dex, along with Poisson error bars for the total number of received photons (signal and noise) in each bin. For the baseline effective area, we find a total of 682 signal photons received over the optimal integration timescale of 178 seconds. A signal is seen up to an energy of 90 GeV in each case, beyond which the signal to noise per bin is well below 1. For the optimistic effective area, the signal extends conclusively down to 10 GeV, and a total of 17950 photons are detected over an optimal timescale of 562 sec. Note that the normalizations of the points in the two cases do not appear quite the same, because integrated flux over T obs is being shown, and the timescales of integration are different. The effect of the EBL is easily seen in a comparison between the attenuated and unattenuated spectra, and the GRB signal is discernible even at energies where an attenuation factor e −τ ∼ 0.01 affects observations.
Bright, hard, low redshift (BHLZ)
We now consider the observed spectrum for a bright GRB observed at low redshift. For this "BHLZ" burst, we assume the parameters in the appropriate column of Table 4 . The very high GeV normalization of this GRB (about the 99th percentile in our bandex sample) and its low redshift mean that it can be conclusively detected even at very large angles from zenith.
In Fig. 17 , we show an observation of this GRB at an intermediate zenith angle (30 • ) and a very large angle (70
• ). In the second case, the energy threshold of the telescope is increased by a factor cos (70) −3 ≈ 25, and therefore the observation is limited to energies above 100 GeV.
A "very average" (VA) GRB
Finally, we repeat our analysis for a GRB that has a redshift, T90 duration, and high energy fluence chosen from the mean values of the fixed sample of GRBs (see Fig. 20 in Appendix A). Properties are summarized the last column of Table 4 . Such a GRB is found to be only marginally detectable even occurring near zenith with a baseline telescope effective area. In Fig. 18 , we show the spectra from such a GRB.
Conclusions
In this work, we have attempted to make realistic predictions of the GRB detectability with the CTA experiment, in particular by considering a reasonable range of possibilities for the GRB emission and the CTA response functions. The basic conclusions of this work can be summarized as follows:
-CTA can be expected to conclusively detect one GRB every 20 to 30 months assuming a baseline effective area and background rate, or 1 to 2 GRBs per year with the optimistic instrument model.
-Detected GRBs will be at a median redshift ∼1, and a typical GRB detected with CTA will provide hundreds or thousands of signal events, mostly appearing below 100 GeV.
-Intrinsic spectral cutoffs will have little effect on our results provided that they are above an observed energy of 100 GeV (∼ 200 GeV intrinsic).
-The detection rate of GRBs is a strong function of the instrument energy threshold, and a somewhat weaker function of the typical response time.
-Follow-up of GRB alerts from Fermi-GBM could benefit greatly from a scanning-type observation over the GBM error box, which can boost the detection rate by 1.5 to 2 compared to a static observation. With such a strategy, the detection rate of Fermi-GBM bursts can be comparable to that of Swift-detected GRBs.
-Bright GRBs will provide well-determined spectral information over at least a decade in energy, and will be a valuable source of information about the VHE emission mechanism and intervening cosmological radiation fields.
The detection rates we have determined are roughly in agreement with the independent estimate by Kakuwa et al (2011) that has been performed concurrently with our own work. Our findings are contingent on certain assumptions: namely that a satellite instrument (i.e., Swift, SVOM, or Fermi-GBM) will be available to provide burst alerts during CTA operations at a rate similar to that seen in recent experience, and that these alerts will be promptly transmitted and followed up with an instrument slew, when possible. These rates would approximately double in the case that two such satellites are available.
Our predictions rely on a number of very uncertain assumptions about gamma-ray bursts that must be determined from limited data. These include the extrapolation of the spectrum to high energy, the typical lightcurve of the high-energy component, and the amount of extragalactic background light which impedes observations of extragalactic sources in the GeV band. In the case of the first two, we have been guided by the observation by Fermi-LAT of > ∼ 10 GeV photons from 4 bright GRBs (080916C, 090510, 090902B, and 090926A). A constant danger in this model is that these GRBs may not be representative of the population as a whole. If, in actuality, only a small fraction of GRBs have spectra that continue into the multiGeV range, then our results here would overestimate the detection rate with CTA by a large factor. The aforementioned bright LAT-detected GRBs comprise less than 1 percent of the total observed by GBM and it is quite possible that spectral cutoffs routinely ex- Table 4 . Point types are as in Fig. 16. ist between the GBM/BATSE energy ranges and the 20-100 GeV band where most GRB photons would be detected (Figure 8 ). Our bandex model incorporates some aspects of a cutoff for a significant fraction of GRBs; those bursts with β parameter < ∼ − 3.0 have much less power in the GeV band than near the Band function peak, and are generally not detectable (see Fig. 21 in Appendix A). Over one-third (36 percent) of GRBs in our model fall into this soft category. But given the limited energy range of BATSE, this number is may not represent the full number of GRBs with spectral turnovers or cutoffs that are below the CTA energy coverage.
Spectral turnovers or cutoffs could exist in GRB spectra due to internal absorption of gamma rays by source photons, or Klein-Nishina suppression of high-energy inverse-Compton emission that could be the basis for GeV-scale emission. As discussed in Baring (2006) , internal absorption will lead to a spectral cutoff above an energy determined by the source bulk Lorentz factor (Γ ). For Γ > ∼ 1000 our results are likely unaffected. In general, only lower limits on Γ are available for GRBs; one possible exception being the bright LAT-detected GRB 090926A, where the claimed turnover in the GRB spectrum (Bregeon et al 2011) can be interpreted as the effect of internal pair opacity (Ackermann et al 2011) , and used to set limits on the bulk Lorentz factor: 200 < ∼ Γ < ∼ 700. Lower limits inferred from other bright LAT-detected GRBs are Γ > ∼ 900, 1200, and 1000 for GRBs 080916C, 090510, and 090202B, respectively (Ackermann et al 2011) . The distribution in Γ is generally unknown for dim-mer GRBs, and it is possible that many bursts have factors in the hundreds, rather than thousands. However, if it is the case that the brightest ∼ 20 percent of GRBs tend to have unattenuated emission up to > 100 GeV, then our results would not be strongly affected, as these are the events most likely to be detected in our model.
It is unlikely that our results underestimate the CTA detection rate. An underestimate of brightness in the GeV band would entail an increase in the typical MeV-GeV brightness ratio (Fig. 2) above that seen for bright, hard GRBs with a LAT detection. The lack of LAT detections for most GRBs would seem to disfavor the possibility of large GeV-MeV ratios in fainter GRBs. Another possibility is that the EBL attenuation of the gamma-ray signal due to UV light for high-redshift GRBs is overestimated in the fiducial model of Gilmore et al (2011) . We find that reducing the EBL flux to that of a minimal model, such as G09 Low in Table 3 , could increase detection rates by as much as 30 to 40 percent, however disagreements between the G09 Low model and the bulk of the high-redshift data make this an unlikely possibility. Finally, we could have underestimated the performance of CTA itself, though the inclusion of our optimistic effective area model, with its sensitivity at energies as low at ∼ 10 GeV and reduced background rate, is intended to be as hopeful as reasonably possible about the instrument capabilities. It is worth noting that CTA will produce a number of marginal detections, with 2 < σ < 5. These are produced at roughly half the rate of bona fide (> 5σ) detections in our models (Fig. 7) . These marginal detections would have higher significance than any of the GRB observations in the VERITAS analysis (Section 3.1; Acciari et al 2011) , where the highest significance quoted is 1.8.
A basic assumption that we have made in this work is that GRBs to which the telescope is triggered, presumably by a satellite instrument, will provide detections at a much higher rate than serendipitous detections, in which a GRB occurs in the field of view of the instrument during other observations. Simple geometry shows that this is always the case. The sky coverage fraction of the LSTs, assuming a 4.25 degree field of view and, neglecting edge effects, is about 0.14 percent. If we extrapolate from the GBM burst rate, and assume ∼ 500 GRBs occurring per year over all sky, and include the duty cycle factor of 0.1, then we find 1 GRB inside the LST field of view during operations every 13 years. For the MSTs, with an 8 degree field of view, we have one GRB every 4 years.
Even with the enhanced detection efficiency that is possible with a delay time of zero ( Fig. 10 ; upper left panel), the detection rate for GRBs is still much less for the serendipitous case than for triggered operations. However, a serendipitous detection over the lifetime of CTA is possible, and would certainly be of great value in constraining the prompt VHE emission of the GRB.
In §4.2, we discuss the prospects for detecting GRB afterglows from Fermi-GBM alerts. GBM bursts are found to be more than twice as bright on average than those from Swift, and a cursory look at the small number of redshifts available for this population suggests that they are typically slightly closer as well. The primary difficulty of detecting GBM bursts lies in the large positional uncertainty of the instrument; only about 10 percent of GRBs will fall in view of the LST for an observation at the center of the GBM error box, for a 4.25 degree field of view. We show in §4.2.3 how a scanning mode observation over the error box can improve the detection rate by > ∼ 50 percent. With this change, we find that the detection rates of GBM bursts with CTA are nearly the same as Swift GRBs. If improvements to the GBM angular resolution are possible before the onset of CTA, then our results could be enhanced by a significant factor, as described in Fig. 15 . We have considered the possibility of improved localization with the use of a simple linear scaling of the positional error in this figure, as it is difficult to quantify to what extent such an error reduction could take place over the next several years. It is worth emphasizing that because the brightest GRBs are generally those with the highest probability of detection, reductions in the errors for especially bright and/or hard GRBs will be the most advantageous in increasing the detection efficiency for GBM alerts.
Our results show that GRB detection with CTA will rely heavily on the sensitivity achievable in the 20 to 100 GeV band. As shown in Fig. 8 , only about 20 percent of the gamma rays found for typical detected GRB are at energies > 100 GeV; this is despite the large upturn of the effective area function in both of our assumed telescope models (Fig. 6 ) at this energy. It should be emphasized that detection of GRBs with CTA is therefore heavily reliant on the performance of the LSTs. It should also be noted that without an LST component, we find that the detection rate for CTA is only marginally higher than for the VERITAS instrument (Table 2) , and is less than one-third the rate for the complete CTA instrument. The importance of the LSTs is even greater if there exist intrinsic spectral cutoffs in GRB spectra at energies between 20 and 100 GeV. We note, however, that MSTs could play a significant role in providing high statistics data above 100 GeV to perform time-resolved spectroscopy which could reveal much about the GRB physics.
An exciting prospect is to use the spectrum of a GRB seen by CTA to constrain the EBL. While gamma-ray sources have been used in many cases to help constrain the EBL (see references in Gilmore et al 2011), these attempts have mainly focused on relatively low redshift blazars. A highstatistics GRB detection by CTA at z > 1 could greatly improve our understanding of how the EBL evolves with redshift. Because the EBL impact is significant below 100 GeV at these distances, the LSTs will be crucial for such science. One great advantage of CTA is its ability to potentially detect simultaneously both the attenuated and unabsorbed portions of a gamma-ray spectrum, which allows much more robust limits on the EBL than if only the attenuated spectrum is seen and the intrinsic spectrum must be derived theoretically (Raue and Mazin 2010) . For GRBs at and above the median redshift of z = 1.7, an energy threshold of < ∼ 20 GeV will be needed to effectively capture the unattenuated slope. The distribution of integration timescales that maximize detection significance for detected GRBs, for the bandex (solid black) and fixed (broken blue) models. Right: Comparison of T90 for detected GRBs with the whole population, for 3 × 10 4 simulated GRBs. In the top panel, the thin line is the distribution of the full population, and the solid black and broken blue lines are the number of detected GRBs for the bandex and fixed models, respectively. The bottom panel shows the fraction of GRBs detected in each bin. to the entire population of simulated Swift-like GRBs. This will give us some insight as to the properties that might be expected of a burst with a confident CTA detection. It will also be useful to look at how the assumption of different effective area functions can affect results.
The distribution of integration timescales that maximize detection significance is shown in Figure 19 . The two spectral models produce similar results in this distribution. This result suggests that a integration timescale of 100 to 500 seconds after the commencement of ground-based observation will be favored for GRB detection in most cases, assuming a universal t −1.5 falloff in the afterglow lightcurve. A small subset of bright GRBs however are still visible against the background some hours after the event trigger (10 4 seconds in the longest timescale considered here), and nonzero results are found for all bins in Fig. 19 . On the right hand side of this plot, we show how detection efficiency varies with GRB T90 duration, as determined by BATSE. Not surprisingly, longer bursts always have a better chance of being detected, but the majority of detected GRBs have T90 values from 30 to 100 sec, due to the scarcity of bursts with T90 > 100 sec.
The differences between the fixed and bandex models become most apparent when we consider the distribution in high energy fluences predicted by each, as are shown in Figure 20 . In general, the bandex model has a much wider distribution in high energy fluence, because the beta parameter introduces another degree of freedom into the extrapolation, and steep beta indices lead to a subset of the bursts in the sample having extremely low levels of high energy emission. Conversely, the brightest bandex GRBs are brighter than the brightest bursts in the fixed model, as the latter are limited to a fluence ratio of 0.1 between ∼1 MeV and ∼1 GeV, while the corresponding ratio in the bandex Fig. 21 The distribution of beta parameters from the bandex model. As in previous figures, the thin line is for the whole population, the thick solid line shows the GRBs detected using a baseline effective area, and the dotted line shows detections using an optimistic effective area function. The lower panel shows the fraction of detected GRBs in each bin. The rightmost bin in each panel designates GRBs that had β > −2 in the BATSE sample, and have been reset to -2 for this calculation.
model can be as high as 1.0, with β = −2. This accounts for our somewhat unexpected result that while overall detection rates predicted by the bandex model are lower, detected GRBs in this model tend to be brighter than for the fixed model. Figure 21 shows the distribution of β indices for detected GRBs in the bandex model. Only GRBs with fairly hard extrapolated spectra, β > ∼ − 2.5, are capable of being detected. Figure 22 shows how the probability of detecting a GRB varies with the zenith angle θzen at which it is observed. GRBs in our model are assumed to be observed at a single instantaneous point relative to zenith. While motion on the sky over the observation period T obs will change θzen over the course of longer integrations, the effect is small enough that we ignore it here. Detection efficiency is a weak function of θzen out to ∼40 degrees, where increasing energy threshold is compensated by increasing solid angles. At higher angles the detection efficiency declines more quickly. However, GRBs can in principle be detected out to angles as large as 70 degrees, where the energy threshold is raised by a factor of 25 (Eq. 3). These would have to be at low redshift, so as not to be completely obscured by EBL opacity combined with the elevated energy threshold of the telescope.
B Prompt phase observations
GRB detection in our calculation is heavily reliant on emission during the early afterglow phase. Only about 21 percent of GRBs in our sample have prompt emission (T90) phases longer than 60 sec, which we assume as a typical delay time for observations with the LSTs. The majority of GRBs are therefore completely inaccessible during the prompt phase for the standard assumption of a 60 sec time delay. As shown in Figure 19 , there is a definite bias toward longer duration The integral distribution of photon counts arising from the prompt phase for detected GRBs in our bandex model. The solid line is for a baseline effective area function, while the dotted line is for the optimistic. Note that the y-axis intercept indicates the fraction of GRBs for which any photons are detected during the prompt phase; the majority of GRBs are detected purely on the basis of afterglow fluence. Results with the fixed model are qualitatively similar. Bottom: The integral distribution of the fraction of high-energy fluence collected during the T90 period for detected GRBs; the remainder of the fluence being due to the burst afterglow.
GRBs in the detected portion of the population. Figure 23 summarizes the amount of fluence in detected GRBs that arises from t < T90. About 57 percent of bursts detected with a baseline effective area have no prompt phase fluence, while only about 10 percent have more than half the detected fluence arising from emission during the prompt period. With an optimistic effective area function, the fraction of GRBs seen purely in the afterglow period is slightly higher. Fig. 24 The integral distributions of detection significances (left) and photon counts for detected GRBs (right), in a scenario in which GRBs only emit during the prompt (T90) phase. Line types are as in Fig. 7 .
We can also consider an extreme possibility in our detection efficiency calculation: one in which no high energy emission emerges after the prompt phase, or equivalently, the light curve index γ in Eq. 2 is taken to +∞. This is found to reduce detection efficiencies to about one-third their values in the standard calculation: 0.027 and 0.040 for the bandex and fixed model with baseline effective area (0.057 and 0.11 in the optimistic case). Fig. 24 shows the distribution of sigma values and counts for detected GRBs in such a case. These can be compared to those predicted in Fig. 7 .
