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To elucidate the pairing states in Fe-based superconductors, we perform careful calculation of the
dynamical spin susceptibility χS(q, ω) at very low temperatures (T >∼ 1meV). The feedback effect on
both the self-energy and χS(q, ω) from the superconducting gap are self-consistently analyzed based
on the fluctuation-exchange (FLEX) approximation. In the s±-wave state, which has sign-reversal
in the gap function, χS(q, ω) at the nesting momentum q = Q shows a resonance peak even when
the system is away from the magnetic quantum-critical-point (QCP). In the s++-wave state that has
no sign-reversal, χS(q, ω) shows a large hump structure when the system is close to the magnetic
QCP. This result confirms the validity of self-energy driven resonance-like peak in s++-wave state
proposed in our previous semi-microscopic study: The enhancement in χS(q, ω) due to self-energy
effect exceeds the suppression due to coherence factor effect near magnetic QCP. We stress that the
hump structure in the s++-wave state given by the FLEX method smoothly changes to resonance-
like sharp peak structure as the system approaches magnetic QCP, which was not reported in our
previous studies. The obtained ω- and T -dependences of χS(q, ω) in the s++-wave state resemble to
the resonance-like feature in inelastic neutron scattering spectra recently observed in Na(Fe,Co)As
and FeSe.
PACS numbers: 74.20.-z, 74.20.Rp, 78.70.Nx
I. INTRODUCTION
In Fe-based superconductors, the pairing mechanism
and the gap structure with s-wave symmetry have been
central open problems. When inter-pocket repulsive in-
teraction due to the spin fluctuations is strong, the fully-
gapped sign-reversing s-wave state (s±-wave state) is
expected to appear [1, 2]. On the other hand, when
orbital-fluctuation-driven inter-pocket attractive interac-
tion is strong, the fully-gapped s-wave state without sign-
reversal (s++-wave state) will emerge [3–5]. In many
optimally-doped Fe-based superconductors, nematic or-
bital fluctuations and spin fluctuations develop coopera-
tively, as reported in Refs. [6, 7]. Theoretically, strong
orbital fluctuations are driven by moderate spin fluc-
tuations, thanks to the orbital-spin mode-coupling due
to the higher-order many-body effects, especially the
Aslamazov-Larkin type vertex correction (AL-VC) [8–
12].
To detect the presence or absence of the sign-reversal
in the gap, phase-sensitive experiments are very signif-
icant. Nonmagnetic impurity effect provides us useful
phase-sensitive information. In typical d-wave supercon-
ductors, like cuprate superconductors and CeCoIn5, Tc
is quickly suppressed by impurities, following the predic-
tion of the Abrikosov-Gor’kov theory [13]. In many Fe-
based superconductors, the superconductivity survives
even when the residual resistivity due to the randomness
is very high, comparable to high-Tc s-wave superconduc-
tors MgB2 and YNi2B2C [13, 14]. Since the s±-wave
state is as fragile as the d-wave state theoretically [15, 16],
these experiments support the (impurity-induced) s++-
wave state in optimally-doped pnictides [3, 17, 18].
Another promising phase-sensitive experiment is the
inelastic neutron scattering study. Large resonance peak
in the dynamical spin susceptibility appears in d-wave
superconductors, such as cuprates [19–21] and CeCoIn5
[22], reflecting the sign-reversal of the d-wave gap [23–
26]. In the s±-wave state, χ
S(q, ω) is expected to show
the resonance peak at ω = ωres < 2∆ since the co-
herence factor enlarges the spin fluctuation for s±-wave
state [27–32], while it suppresses the spin fluctuation
for s++-wave state. (∆ is the amplitude of the gap
function.) Experimentally, clear broad peak structures
in χS(q, ω) were observed for T ≪ Tc in FeSe [33],
BaFe2−xCoxAs2 [34, 35], Ca-Fe-Pt-As [36], Na(Fe,Co)As
[37], and (Ba,K)Fe2As2 [38]. However, χ
S(q, ω) is dras-
tically modified by not only the coherence factor, but
also by the self-energy effect. In fact, experimentally
observed hump structures can be explained based on
the s++-wave state [39, 40], if one considers the energy-
dependence of the normal self-energy Σ(k, ω). This effect
is totally dropped in the random-phase-approximation
(RPA). Previous theoretical studies [39, 40] claim that
the peak energy ωres of the hump structure in the s++-
wave state satisfies the relation ωres >∼ 2∆.
To distinguish between the resonance peak and the
hump structure experimentally, it is important to verify
the resonance condition ωres < 2∆. However, it is very
difficult to obtain the accurate gap amplitude ∆ exper-
imentally. In addition, from the theoretical viewpoint,
we cannot rule out the relation ωres < 2∆ in the s++-
wave state if the system is very close to the magnetic
quantum-critical-point (QCP), as we will discuss in this
paper.
The main player in realizing the hump structure of
the s++-wave state is the ω-dependence of the inelastic
quasiparticle damping γ∗
k
(ω) ≡ −ImΣR(k, ω)/Z(k, ω),
2where Z(k, ω) is the mass-enhancement factor. Above
Tc, χ
S(q, ω) is strongly suppressed by large γ∗
k
(ω). Since
γ∗
k
(ω) ≈ 0 for ω < 3∆ for T ≪ Tc, χ
S(q, ω) takes large
hump structures at ω >∼ 2∆. Nonetheless of the signifi-
cance of the γ∗
k
(ω), the authors in Refs. [39, 40] assumed
a very simple functional form of γ∗
k
(ω), just as a phe-
nomenological function. In addition, the renormalization
effect due to the real part of Σ(k, ω) was dropped. In or-
der to verify the hump-structure mechanism in the s++-
wave state without ambiguity, the self-consistent calcula-
tion between χS(q, ω) and Σ(k, ω) should be performed
at sufficiently low temperatures.
In this paper, we study the dynamical spin suscepti-
bility χS(q, ω) in order to elucidate the pairing states
in Fe-based superconductors. We self-consistently cal-
culate χS(q, ω) and the normal self-energy Σ(k, ω) using
the fluctuation-exchange (FLEX) approximation [26, 41–
51]. We develop the multi-step FLEX procedure to
perform precise numerical studies at very low temper-
atures (T >∼ 1meV), and analyze the feedback effect
on Σ(k, ω) and χS(q, ω) from the superconducting gap
carefully. In the s±-wave state, χ
S(q, ω) shows the reso-
nance peak even when the system is away from the mag-
netic QCP. In the s++-wave state, χ
S(q, ω) shows large
hump structures near the magnetic QCP, since the en-
hancement in χS(q, ω) due to self-energy effect exceeds
the suppression due to coherence factor effect. This re-
sult confirms the validity of self-energy driven resonance-
like peak in s++-wave state, which was proposed in
our previous semi-microscopic study [39, 40]. We stress
that the hump structure in s++-wave state smoothly
changes to resonance-like sharp peak as the system ap-
proaches to magnetic QCP, which was not reported pre-
viously [39, 40]. The obtained ω- and T -dependence of
χS(q, ω) in the s++-wave states near the magnetic QCP
resemble to the inelastic neutron scattering spectra in
Na(Fe,Co)As [37] and FeSe [33].
Mathematically, resonance peak appears in case that
the dynamical spin Stoner factor αS(ω) reaches unity
for ω < 2∆. We show that αS(ωres) ≈ 1 is realized
even in the s++-wave state near magnetic QCP, if (ω, T )-
dependence of the self-energy is taken into account cor-
rectly.
II. MODEL
A. Hubbard model
The Hamiltonian used is the 2-dimensional 5-orbital
Hubbard model [15]
H =
∑
ij
∑
lm
∑
σ
tlmij c
†
ilσcjmσ +HCoulomb, (1)
where i, j are the Fe sites, l,m represent the d-orbitals,
and σ is the spin index. The interaction potentials
included are intra-orbital Coulomb potential U , inter-
orbital Coulomb potential U ′, Hund’s coupling J , and
pair hopping J ′. The hopping parameters used are those
of 1111-type iron-based superconductors, and the Fermi
surface obtained is in Fig. 1.
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FIG. 1: Fermi surface of 1111-type iron-based superconduc-
tors.
Using this Hamiltonian, we solve the 10×10 Nambu
Green’s function for superconducting state in orbital rep-
resentation,
Ĝ(k) =
(
Ĝ(k) F̂ (k)
F̂ †(k) −Ĝt(−k)
)
, (2)
where k = (k, iǫn). This can be calculated from finding
the inverse of the following matrix,
Ĝ−1(k) = iǫn1̂−
(
Ĥ(k) + Σ̂(k) ∆̂(k)
∆̂†(k) −Ĥt(−k)− Σ̂t(−k)
)
,(3)
where 1̂ is the identity matrix, ∆̂ is the superconducting
gap without renormalization, and ǫn = πT (2n + 1) is
the Matsubara frequency for fermions. Σ̂ is the normal
self-energy, which represents the mass-enhancement and
quasiparticle damping. In this study, we introduce ∆̂ as
a parameter.
B. Gap functions
To calculate the spin susceptibility in superconducting
state, we introduce the “unrenormalized gap functions”
in Eq. (3). In each band, we introduce the following s++-
and s±-wave gap functions in band representation:
s++ : ∆(k) = ∆0 (4)
s± : ∆(k) = ∆0[cos(kx) + cos(ky)]. (5)
To calculate the temperature dependence of spin
susceptibility, we introduce a superconducting gap
with a BCS-like temperature dependence, ∆0(T ) =
∆0(0) tanh
(
1.74
√
(Tc/T )− 1
)
.
3Hereafter, in the numerical study using the FLEX ap-
proximation, we set Tc = 8meV and ∆0(T = 0) =
50meV unless otherwise noted. The physical gap func-
tion is given as ∆∗(k) ≈ ∆(k)/Z(k), where Z(k) =
1− ∂
∂ω
Σ(k, ω)|ω=0 is the mass-enhancement factor given
by the normal self-energy.
In optimally-doped Fe-based superconductors, the
energy-scale of spin and/or orbital fluctuations, which
gives the pairing glue, is small. For this reason, ∆(k)
should be large only near the Fermi level. To express this
fact [52], we introduce the following high-energy cutoff for
the gap function:
∆e(k) = ∆(k) ·
ǫ2cut
[ǫ(k)− µ]2 + ǫ2cut
, (6)
with ǫcut = 4∆0. The gap function in orbital representa-
tion can be expressed as[
∆̂(k)
]
lm
=
∑
b
Ulb(k)U
†
mb(k)∆e(k), (7)
where Ulb(k) is the unitary matrix element and b repre-
sents the conduction band number.
C. FLEX approximation
The FLEX approximation is a method to calculate self-
energy and susceptibilities in a self-consistent manner.
Feedback effect from spin fluctuation is included by using
FLEX approximation, allowing a microscopic calculation
of the system.
The bare susceptibilities in Matsubara frequency rep-
resentation are written as
χ0ll′mm′(q) = −
T
N
∑
k
Glm(k + q)Gm′l′(k), (8)
φ0ll′mm′(q) = −
T
N
∑
k
Flm′ (k + q)F
†
l′m(k), (9)
where q = (q, iωl), ωl = 2πlT , and N is the number of
k-mesh. The spin and charge susceptibilities are
χSll′mm′(q) =
[
χ̂0(q) + φ̂0(q)
1− Γ̂S [χ̂0(q) + φ̂0(q)]
]
ll′mm′
, (10)
χCll′mm′(q) =
[
χ̂0(q)− φ̂0(q)
1− Γ̂C [χ̂0(q)− φ̂0(q)]
]
ll′mm′
, (11)
where Γ̂S and Γ̂C are the spin and charge interaction
matrices, respectively. [9]
The Feynman diagrams considered in the calculation
of self-energy are the bubble terms and ladder terms.
Normal self-energy in the superconducting state is calculated by the expression
Σlm(k) =
T
N
∑
q
∑
l′m′
Gl′m′(k − q)Vll′mm′(q). (12)
The interaction part Vll′mm′(q) is
Vll′mm′(q) =
3
2
V Sll′mm′(q) +
1
2
V Cll′mm′(q)
−
∑
l1l2l3l4
[
+
1
4
Γ↑↑ll′l1l2χ
0
l1l2l3l4
(q)Γ↑↑l3l4mm′ +
1
2
Γ↑↓ll′l1l2χ
0
l1l2l3l4
(q)Γ↑↓l3l4mm′
−
1
2
Γ↑↑ll′l1l2φ
0
l1l2l3l4
(q)Γ↑↓l3l4mm′ −
1
2
Γ↑↓ll′l1l2φ
0
l1l2l3l4
(q)Γ↑↑l3l4mm′
]
. (13)
Here we defined V̂ S(C) = Γ̂S(C)χ̂S(C)Γ̂S(C), Γ̂↑↑ = (Γ̂C + Γ̂S)/2, and Γ̂↑↓ = (Γ̂C − Γ̂S)/2. For the numerical study
of the spin susceptibility, we derive the retarded (advanced) self-energy Σ̂R(A)(k, ǫ) from Σ̂(k, iǫn) given by the FLEX
by performing the numerical analytic continuation.
D. Spin susceptibility
The normal bare susceptibility χ0,R and the anomalous
bare susceptibility φ0,R in the real energy representation
can be expressed by the following equations.[26, 40]
χ0,Rll′mm′ (q, ω) =
−1
4πiN
∑
k[∫ ∞
−∞
dz tanh
( z
2T
)
GRlm(k
+, z+)ρGm′l′(k, z)
4+
∫ ∞
−∞
dz tanh
( z
2T
)
ρGlm(k
+, z+)GAm′l′(k, z)
]
,
(14)
φ0,Rll′mm′ (q, ω) =
−1
4πiN
∑
k[∫ ∞
−∞
dz tanh
( z
2T
)
FRlm′(k
+, z+)ρF
†
ml′(k, z)
+
∫ ∞
−∞
dz tanh
( z
2T
)
ρFlm′(k
+, z+)F †Aml′ (k, z)
]
.
(15)
Here, ρGll′ = (G
A
ll′ − G
R
ll′)/2πi and ρ
F (†)
ll′ = (F
(†)A
ll′ −
F
(†)R
ll′ )/2πi. G
A, FA are the advanced Green’s functions,
and GR, FR are the retarded Green’s functions. We de-
fined k+ = k + q and z+ = z + ω for simplicity.
The spin susceptibility χS,R can be expressed by the
equation
χS,Rll′mm′(q, ω) =
[
χ̂0,R(q, ω) + φ̂0,R(q, ω)
1− Γ̂S [χ̂0,R(q, ω) + φ̂0,R(q, ω)]
]
ll′mm′
.(16)
Here, we introduce the Stoner factor αS defined as the
maximum eigenvalue of
Γ̂S [χ̂0,R(q, 0) + φ̂0,R(q, 0)]. (17)
It is proportional to the strength of spin fluctuation; χS
diverges when αS is 1.
The results of neutron-scattering experiments corre-
sponds to the imaginary part of spin susceptibility,
ImχS(Q, ω) = Im
[∑
lm
χS,Rllmm(Q, ω)
]
. (18)
III. RESULTS
In order to calculate at low temperatures, multi-step
method is used in this research. We present the explana-
tion for this method in Appendix A. Results for FLEX
approximation and RPA are calculated with a k-mesh
of 1282 and Matsubara frequency of 216. Bare suscep-
tibilities in energy representation (Eqs. 14 and 15) are
calculated with k-mesh of 2562 and energy range divided
by 212 (δz ∼ 1meV).
In this section, we perform self-consistent numerical
study based on the FLEX approximation. Except for Fig.
7, we calculate T -dependences of physical quantities, for
a fixed Coulomb interaction which satisfy the condition
αS = 0.90 ∼ 0.97 at T = Tc(= 8 meV).
A. Feedback Effect
Figure 2 shows the T -dependence of Stoner factor αS
in the superconducting state. The Stoner factor behaves
differently for s++ and s± states, in both RPA and FLEX
approximation. One of the reasons is that φ0(q) in the
irreducible susceptibility is proportional to −∆(k)∆(k+
q), which is negative (positive) for s++-wave (s±-wave)
states at nesting vector Q = (π, 0). By reflecting the
difference in sign of this factor, which corresponds to the
difference in the coherence factor in the BCS theory, αS
in the s++-wave state is smaller than αS in the s±-wave
state. To summarize, αS slightly decreases in the s++-
wave state, whereas it increases in the s±-wave state.
The T -dependence of αS obtained by the RPA for
∆0 = 10meV is similar to that obtained by the FLEX
for ∆0 = 50meV, for both s++ and s± states. This re-
sult is reasonable because the renormalized gap in the
FLEX averaged over the Fermi surfaces is ∆∗ ≈ 13 (9.6)
meV for s++ (s±)-wave state at T = 1meV as shown in
Fig. 4.
T (meV)

s
s++, FLEX
s++, RPA
s±, FLEX
s±, RPA
0 .90
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0 2 4 6 8
FIG. 2: T -dependence of Stoner factor at nesting vector Q
given by the RPA (∆0 = 10 meV) and by the FLEX (∆0 = 50
meV). In each case, αS = 0.95 at Tc. We set UFLEX = 2.11
eV and URPA = 1.13 eV. Note that ∆
∗
≈ 13 (9.6) meV for
s++ (s±)-wave state as shown in Fig. 4.
α
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(a) s++ symmetry (b) s± symmetry
FIG. 3: T dependence of αS for the initial values αS = 0.90 ∼
0.97 at T = Tc, in the case of (a) s++-wave state and (b) s±-
wave state.
Figure 3 shows αS in the superconducting state ob-
5tained by the FLEX approximation for ∆0 = 50meV,
in the case of αS(Tc) = 0.90 ∼ 0.97. In Fig. 3 (a) for
the s++-wave state, the Stoner factor monotonically de-
creases with decreasing T in the case of αS(Tc) ≤ 0.95.
In contrast, the Stoner factor first increases slightly
and then decreases at low temperatures in the case of
αS(Tc) ≥ 0.96. In Fig. 3 (b) for the s±-wave state, the
Stoner factor is almost constant when αS(Tc) ≤ 0.90. In
contrast, the Stoner factor monotonically increases with
decreasing T when αS(Tc) ≥ 0.95.
Thus, when the system is close to the magnetic QCP
in the normal state, the spin fluctuations remain strong
even in the s++-wave superconducting states. The rea-
son is the following: in the normal state at T ≥ Tc,
χS(q, ω = 0) is suppressed by the large inelastic scatter-
ing γk(ω) for ω ∼ 0. (Here, γk(ω) is the imaginary part
of the self-energy.) For T ≪ Tc, γk(ω) is prominently
reduced for |ω| < 3∆∗ (see Fig. 6), which leads to the in-
crement of χS(q, ω = 0). Therefore, the self-energy gives
the positive feedback from the superconducting gap to
the spin susceptibility, for both s++ and s± states. To
summarize, both the coherent factor and the self-energy
effect are important for understanding the spin fluctua-
tions in the superconducting state.
B. Renormalized gap size ∆∗
By including the normal self-energy, the original gap
∆0 in Eq. (5) is renormalized to be the physical gap
function ∆∗. Figure 4 shows both ∆0 and ∆
∗ ob-
tained by the FLEX approximation; αS(Tc) = 0.95. The
size of ∆∗ is estimated numerically from the relation
1/ReF (k, ω) = 0 on the Fermi surfaces. In the s++-
wave state, 2∆∗ ≈ 13meV, so the relation 2∆∗/Tc ≈ 3.3
holds at T = 1meV. The ratio 2∆∗/Tc increases to 4.3 if
we set Tc = 6meV. We remark that the numerical result
of χS(q, ω) is insensitive to Tc in case T <∼ 0.5Tc.
We can also derive ∆∗ from the energy dependence of
Imχ0(Q, ω). Since Imχ0(Q, ω) is the absorption spec-
trum of particle-hole scattering, it should be zero for
|ω| < 2∆∗ at zero temperatures. Figure 5 shows the
Imχ0(Q, ω) obtained by the FLEX at T = 3meV, for
both s++ and s±-wave states. From the result, ∆
∗ is
estimated to be 10 ∼ 15meV for both s++-wave and s±-
wave state, consistent with the results in Fig. 4.
C. Damping γ due to inelastic scattering
Figure 6 shows the energy dependence of quasiparti-
cle damping, γ(k, ω) = −
∑
l Im(Σ
R
ll (k, ω)), given by the
FLEX approximation. Compared to the normal state
(T = Tc), the damping in the superconducting state
(T = 3meV) is drastically suppressed for the lower en-
ergy region. In the s++-wave state, γ(k, ω) is suppressed
for |ω| < 3∆∗ [40]. The reason is as follows: in the in-
elastic scattering process, the initial quasiparticle with
Δ
 (
m
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)
T (meV)
Original
Δ*, s++(renorm.)
Δ*, s± (renorm.)
10
30
50
0
0 4 8
FIG. 4: Renormalized superconducting gap ∆∗ given by the
FLEX approximation, for both s++ and s±-wave states. The
original unphysical gap ∆0 is also plotted.
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FIG. 5: ω-dependence of Imχ0(Q, ω) at T = 3meV for both
s++ and s± states. In each state, we set αS(Tc) = 0.95. The
result for the normal state (T = Tc = 8meV) is plotted for
comparison. ∆∗ ≈ 13meV (9.6meV) for s++-wave (s±-wave).
energy Ei should create a particle-hole excitation with
Eph > 2∆
∗, and the final quasiparticle should satisfy
Ef > ∆
∗. Thus, the relation Ei = Eph + Ef > 3∆
∗ is
required at T = 0. In the s±-wave state, γ(k, ω) is large
even for |ω| <∼ 3∆
∗ since the low-energy collective reso-
nance mode (ωres < 2∆
∗; see Fig. 8) contributes to the
low-energy inelastic scattering processes.
D. Calculations for Neutron-scattering experiment
Here, we explain the dynamical susceptibility χS(q, ω)
obtained by the FLEX approximation for various param-
eters, in the cases of s++-wave and s±-wave states. The
resonance-like hump structure in the ω-dependence of
χS(q, ω) appears even in the s++-wave state. This re-
sult is consistent with previous RPA analysis in Refs.
[39, 40].
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FIG. 6: Energy dependence of γ(k, ω) at k = (0.74pi, 0) given
by the FLEX approximation. We set αS = 0.95 in the normal
state at T = Tc = 8meV. In this case, Fermi liquid behavior
γ(ω) ≈ γ0 + aω
2 is obtained. The low-energy (ω ∼ 0) in-
elastic scattering is strongly suppressed in both s++ and s±-
wave states. Oversimplified phenomenological damping rate
introduced in the previous research [40] is plotted for com-
parison. Note that the renormalized quasiparticle damping is
γ∗ = γ/Z, where Z is the mass-enhancement factor (Z ∼ 5).
1. αS dependence of Imχ
S(q, ω)
Figure 7 shows the ω-dependence of ImχS(Q, ω) for
various Stoner factors, in both (a) s++-wave and (b)
s±-wave states. Calculations are done with parameters
T = 5meV and ∆0 = 50meV. The nesting vector is
Q = (π, 0). In Fig. 7(a) we find that a hump structure is
obtained in the s++-wave state, even for moderate spin
fluctuations (αS = 0.90). The obtained hump structure
is similar to the report of previous RPA analysis [40]. As
the spin fluctuations become stronger (αS = 0.95), the
hump structures become narrower such that it looks like
a resonance peak. The relation ωres ≈ 2∆
∗ is satisfied.
In Fig. 7(b), we see that unlike s++ state, results for s±
state have a peak-like structure at small spin fluctuation.
The condition of the resonance ωres < 2∆
∗ is apparently
satisfied for αS ≥ 0.9. As αS is increased, the resonance
peak becomes narrower and ωres decreases.
2. Temperature dependence of ImχS(q, ω)
Figure 8 shows the ω-dependence of ImχS(Q, ω) in the
superconducting state T ≤ Tc obtained by the FLEX
approximation. The lowest temperature is T = 3meV,
which is considerably lower than Tc = 8meV. We set
αS(Tc) = 0.95. In the case of s++ state shown in Fig.
8(a), the hump structure at ωres <∼ 30meV becomes taller
and sharper as T is lowered. The hump structure looks
like a resonance peak at the lowest temperature T =
3meV. The energy position ωres slightly increases as T
decreases, and ωres is slightly above 2∆
∗. Figure 8 (b)
shows the result for s± state. Compared to s++ state,
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FIG. 7: Energy dependence of ImχS for (a)s++ and (b)s±-
wave states for αS(T ) = 0.95 ∼ 0.6 at T = 5meV. Each
calculation is in superconducting state with ∆0 = 50meV.
The value of ∆∗ for each αS(T ) is shown by vertical dotted
line.
the magnitude of the structures are much larger and the
resonance energy ωres does not move.
Compared to the result at T = Tc, the height of
ImχS(Q, ω) in the s++ state is approximately twice in
size, while the height of the resonance peak in the s±
state is approximately 9 times as large. In many Fe-
based superconductors, the observed “resonance peak”
is not so sharp, its weight is not so large, and the height
tends to saturate at low temperatures [34, 37]. Thus,
the obtained ImχS(Q, ω) in the s++ state well explains
experimental results.
We also examine the spin susceptibility ImχS(Q, ω)
for αS(Tc) = 0.90 and 0.97 in Figs. 9 (a)-(d). When the
system is away from the magnetic QCP (αS(Tc) = 0.90),
the height of the hump structure in the s++-wave state
becomes small as shown in Fig. 9 (a). On the other
hand, sharp resonance structure still exists in the s±-
wave state, as shown in Fig. 9 (b).
When the system is very close to the magnetic QCP
(αS(Tc) = 0.97), resonance-like peak structure is ob-
tained in the s++-wave state in Fig. 9 (c). In the s±-
wave state, resonance peak becomes very large shown in
Fig. 9 (d). We note that peak structure in the s++-wave
state for αS(Tc) = 0.97 (9 (c)) is similar to that in the
s±-wave state for αS(Tc) = 0.90 (9 (b)). These results
suggest that results from neutron-scattering experiments
should be discussed carefully by considering the distance
from the magnetic QCP.
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FIG. 9: (a)(b)Energy dependence of ImχS with αS(Tc) = 0.90
for Tc ≥ T ≥ 5meV: (a)s++ and (b)s± states, respectively.
(c)(d)Energy dependence of ImχS with αS(Tc) = 0.97 for
Tc ≥ T ≥ 3meV: (c)s++ and (d)s± states, respectively. In
(c), the relation ωres ≈ 2∆
∗ holds even in s++ wave state.
IV. ANALYSIS
A. Reason for the hump structure in s++-wave
state
Here, we discuss the origin of the resonance or hump
structure in the dynamical spin susceptibility in the su-
perconducting state. Below, we drop the orbital degrees
of freedom for simplicity. The imaginary part of spin sus-
ceptibility χS can be written in terms of real and imagi-
nary parts of bare susceptibility. We set Ψ′ = Re(χ0+φ0)
and Ψ′′ = Im(χ0 + φ0).
χS =
Ψ′ + iΨ′′
1− U(Ψ′ + iΨ′′)
. (19)
Taking the imaginary part of χS , we obtain
ImχS =
Ψ′′
(1− UΨ′)2 + (UΨ′′)2
. (20)
The denominator contains the term UΨ′, which at ω = 0
corresponds to the Stoner factor.
Here, we introduce the dynamical spin Stoner factor
αS(ω), which is given by the largest real-part of the eigen-
value of Γ̂SΨ̂(q, ω) in the multiorbital model. αS(ω) at
ω = 0 is equivalent to αS introduced in Sec. II.D.
Figure 10 shows the dynamical spin Stoner factor for
(a) s++-wave state α
++
S (ω) and that for (b) s±-wave
state α±S (ω), given by the FLEX approximation. In both
cases, we set αS = 0.97 at T = Tc. Both α
++
S (ω) and
α±S (ω) take the maximum values at finite ω. In the s±-
wave state, at T = 3meV, α±S (ω) reaches unity at ω ≈ 12
meV, which corresponds to the resonance energy in the
s±-wave state shown in Fig. 8 (b). In the s++-wave
state, at T = 3meV, α++S (ω) reaches nearly unity at
ω ≈ 20 meV, which corresponds to the peak energy ω in
the s++-wave state in Fig. 8 (a). Thus, the resonance-
like peak structure in the s++-wave state originates from
the condition α++S (ω) ≈ 1 at ω ≈ ωres.
To understand the role of the coherence factor, we also
show the normal-part spin Stoner factors, α++S,N(ω) and
α±S,N(ω), in Fig. 11. They are defined as the largest
real-part of the eigenvalue of Γ̂Sχ̂0(q, ω) in the super-
conducting state. (The coherent factor due to φˆ0(q) is
dropped.) We set αS = 0.97 at T = Tc. Below Tc,
both α++S,N(ω) and α
±
S,N(ω) increases with ω for ω
<
∼ ωres,
reflecting the coherence peak in the density-of-states at
ω = ±∆∗. α±S,N(ω) is smaller than α
++
S,N(ω) at ω ∼ ωres
since ImΣ(k, ω) is larger in the s±-wave state. By mak-
ing comparison between Fig. 10 and Fig. 11, we find
that the coherence factor enlarges (reduces) the dynam-
ical spin Stoner factor in the s±-wave (s++-wave) state.
We note that the authors in Refs. [53, 54] studied
the Kondo insulator model using the dynamical mean-
field theory (DMFT), and obtained large hump structure
in χS(q, ω) below the Kondo temperature. The origin
8of the hump structure of χS in Kondo insulator, which
is actually observed in CeNiSn [55, 56], is expected to
be the same as that in the s++-wave state, that is, the
suppression of the inelastic scattering at low energies.
To summarize, we verified that α±S (ω) ≈ 1 is realized
in the s±-wave state at the resonance energy ω = ωres.
The condition α++S (ω)
<
∼ 1 at ω = ωres is also realized in
the s++-wave state. For |ω| >∼ 3∆
∗, α±S (ω) and α
++
S (ω)
are suppressed by the large inelastic scattering γ(k, ω)
[39, 40]. For this reason, ImχS(Q, ω) shows resonance-
like behavior even in s++-wave state, when the normal
state is close to the magnetic QCP. We verified that,
in the RPA without self-energy, α++S (ω) for T < Tc is
smaller than αS(ω) at T = Tc for any ω. For this reason,
the RPA fails to reproduce the hump structure in the
s++-wave state in Figs. 7-9.
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FIG. 10: Dynamical spin Stoner factor αS(ω) given by the
FLEX for (a)s++ and (b)s± states. Here, U is fixed under
the condition αS(Tc) = 0.97.
V. SUMMARY
In this paper, we studied the dynamical spin suscep-
tibilities χS(q, ω) in the s++-wave and s±-wave states
using the FLEX approximation. We calculate the low-
temperature electronic states (T ≥ 1meV) accurately, by
using very large number of Matsubara frequencies (216),
based on the multi-step FLEX method in Appendix A. In
this method, we reduce the memory size of χ0ll′mm′(q, iωl)
and φ0ll′mm′(q, iωl) by assigning crude k-meshes for high
Matsubara frequencies ωl. In the FLEX approximation
in the superconducting state, αS is approximately inde-
pendent of T as shown in Fig. 2. Near the magnetic QCP,
αS slightly increases below Tc in s±-wave state, whereas
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FIG. 11: Normal-part dynamical Stoner factor given by drop-
ping φˆ0(q) in Eq. (9), for (a)s++ and (b)s± states. Here, U
is fixed under the condition αS(Tc) = 0.97.
it decreases for T ≪ Tc in s++-wave state. This fact
means that the expected phase diagrams for s++-wave
and s±-wave states do not have a pronounced difference,
as schematically shown in Figs. 12 (a) and (b). This
result is consistent with the phase diagram given by the
mean-field approximation in Ref. [57]
FIG. 12: Schematic magnetic-superconducting phase diagram
expected from the Stoner factor in the superconducting state
shown in Figs .2 and 3 : (a) s++-wave state, (b) s±-waves
state.
We also studied the energy dependence of ImχS(q, ω)
for 3meV ≤ T ≤ 8meV(= Tc) using the FLEX approx-
imation. Figure 8 shows the numerical results in the
case of αS(Tc) = 0.95, which would correspond to the
optimally-doped case. Then, we obtain sharp peak struc-
tures in ImχS(q, ω) at ω = ωres even in the s++-wave
state. The relation ωres ∼ 2∆
∗ holds in the s++-wave
state; see Fig. 4. In the s±-wave state, resonance peak
is very sharp and the resonance condition ωres < 2∆
∗
9is satisfied. Figures 9 (a) and (b) show the results in
the case of αS(Tc) = 0.90, which correspond to over-
doped case. Then, the peak structures in ImχS(q, ω) in
the s++-wave state becomes tiny. In the s±-wave state,
resonance peak is realized even in the over-doped case.
These results confirm the self-energy driven resonance-
like peak in s++-wave state, which was proposed in our
previous semi-microscopic study [39, 40]. That is, the
enhancement in χS(q, ω) due to self-energy effect (i.e.,
suppression of inelastic scattering below Tc) exceeds the
suppression due to coherence factor effect.
Both the ω- and T -dependence of the peak structure
in the s++-wave state near the magnetic QCP, in Fig. 8
(a) (αS(Tc) = 0.95) and Fig. 9 (c) (αS(Tc) = 0.97),
resemble to the experimental results in Na(Fe,Co)As
and FeSe reported in Refs. [33, 37]. Thus, charac-
teristic inelastic neutron spectra in optimally-doped Fe-
based superconductors are well explained in the present
FLEX study, if the s++-wave superconducting state is
assumed. As the system approaches to the magnetic
QCP at T = Tc, which corresponds to the optimally-
doped case, ImχS(q, ω) smoothly changes to resonance-
like sharp peak structure (ωres ≈ 2∆
∗) in the s++-wave
state, since αS is very close to unity for T ≤ Tc in the
FLEX approximation.
Since the overall (ω/∆∗)-dependence of ImχS(Q, ω) is
insensitve to ∆∗ for T <∼ 0.5Tc, the present numerical
results are reliable. We note that the resonance-like peak
structure becomes sharper for smaller ∆∗ at a fixed αS .
In the FLEX approximation, both the coherence factor
effect and self-energy effect on the dynamical susceptibil-
ity are taken into account on the same footings. In order
to clarify the important role of the latter effect, we per-
form the RPA analysis in Appendix B. It is confirmed
that the self-energy effect ((ω, T )-dependence of the self-
energy) discussed in Refs. [39, 40] is indispensable for
the resonance-like peak in the s++-wave state shown in
Fig. 8 (a) and Fig. 9 (c).
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Appendix A: Multi-step method of FLEX
approximation
In the present study, we have to perform the FLEX
approximation at low temperatures (T ≪ Tc) accurately.
For this purpose, however, very large numbers of Mat-
subara frequencies (−NM ∼ NM) are required in the
numerical study. To perform the FLEX at T = 1meV
precisely, for example, NM ∼ 2
16 is required. This fact
has been preventing us from studying the FLEX approx-
imation at very low temperatures. To solve this diffi-
culty, we introduced the multi-step FLEX method in the
main text. In this method, we reduce the memory size
of χ0ll′,mm′(q, iωl) and φ
0
ll′,mm′(q, iωl), by assigning fine
q meshes only for smaller |ωl|. We assign crude q-meshes
for larger |ωl| because the q-dependence of χ
0(q, iωl) is
small then.
Here, we explain how to calculate the irreducible
susceptibility χ0(q, iωl) based on the multi-step proce-
dure. First, we introduce the set of number of momen-
tum meshes and cutoff of Matsubara frequency num-
ber, {(N
(i)
q , N
(1)
M ); i = 1, 2, · · · L}. Here, N
(i)
q (N
(i)
M )
decreases (increases) with i. For example, we may set
(N
(1)
q , N
(1)
M ) = (64
2, 16), (N
(2)
q , N
(2)
M ) = (32
2, 64), and
(N
(3)
q , N
(3)
M ) = (16
2, 256) for L = 3. Then, we introduce
the following irreducible susceptibility from the ith en-
ergy width:
χ0(i)(q, iωl) = −T
∑
n
N(i)q∑
k
G(i)(k + q, iǫn + ωl)G
(i)(k, iǫn)
×(Θi(ǫn, ωl)−Θi−1(ǫn, ωl)) (A1)
whereG(i) is the Green function with meshes (N
(i)
q , N
(i)
M ),
Θi(ǫn, ωl) = θ(ǫN(i)M
−|ǫn|+ δ)θ(ǫN(i)M
−|ǫn+ωl|+ δ), and
Θ0 = 0. Then, the irreducible susceptibility in the multi-
step RPA or FLEX is given as
χ0 =
∑
i=1
χ0(i) (A2)
Note that χ0(i)(q, iωl) = 0 for |ωl| > ωN(i)M
. (Since
the q-mesh number of χ0(i) decreases with i, interpo-
lation should be performed for larger i.) The obtained
χ0 is very similar to that given by the conventional
RPA or FLEX using (N
(1)
q , N
(L)
M ), since q-dependence
of χ0(i)(q, iωl) is small when i or |ωl| is large. In the
same way, we introduce the self-energy from the ith en-
ergy width Σ(i)(k, iǫn), and then the total self-energy is
given as Σ(k, iǫn) =
∑
i=1 Σ
(i)(k, iǫn).
By employing this multi-step FLEX procedure, calcu-
lation time and memory can be saved. In the present
numerical research, we put (N
(1)
q , N
(1)
M ) = (128
2, 16),
(N
(L)
q , N
(L)
M ) = (2, 2
16), and L = 6. This multi-step pro-
cedure is justified from the basic idea of coarse graining
or renormalization, in that the momentum-dependence
of physical quantities are moderate for higher-energies.
Appendix B: Dynamical spin susceptibility given by
RPA
In this paper, we studied the dynamical spin suscep-
tibility χS in both s++-wave and s±-wave states, by
taking both the coherence factor effect and self-energy
effect into account. Both effects are comparably im-
portant in strongly-correlated superconductors [39, 40].
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For this purpose, we used the FLEX approximation, in
which both the self-energy and χS are calculated self-
consistently. Near the magnetic QCP, resonance-like
peak appears in s++-wave state since the enhancement in
χS(q, ω) due to self-energy effect (i.e., suppression of in-
elastic scattering below Tc) exceeds the suppression due
to coherence factor effect.
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FIG. 13: Energy-dependence of ImχS given by the RPA in
the s++-wave and s±-wave states. Imχ
S in the normal state
is also shown.
Here, we perform the RPA analysis in order to ex-
plain that the resonance-like peak in the s++-wave state
in Sec.III cannot be obtained once the self-energy effect
is dropped. Figure 13 shows the energy-dependence of
ImχS in both the superconducting states (T = 3 meV)
and normal states (T = 8 meV) given by the RPA. We set
U = 1.27 eV for both normal and superconducting states,
∆0 = 20 meV in the superconducting states. The Stoner
factor at T = Tc is 0.98. In the RPA, the physical gap
energy ∆∗0 discussed in the main text is equal to ∆0, since
the self-energy is absent. In the s±-wave state, clear res-
onance peak appear in ImχS at ω ≈ 12 (2∆0), consistently
with previous RPA studies [27–32]. In contrast, in the
s++-wave state, the obtained Imχ
S is smaller than that
in the normal state for ω < 2∆0. In addition, the hump
structure at ω >∼ (2∆0) is tiny. Therefore, the resonance-
like peak structure in the s++-wave state obtained by
the FLEX approximation, discussed in the main text,
cannot be obtained in the RPA. Thus, the self-energy ef-
fect [39, 40] is indispensable for the resonance-like peak
in the s++-wave state.
In order to clarify the importance of the coherence
factor, we show both the dynamical spin Stoner factor
αS(ω) and normal-part one αS,N(ω) given by the RPA in
Fig. 14, for (a) s++-wave and (b) s±-wave states. The
difference between αS(ω) and αS,N(ω) originates from
the coherence factor given by φˆ0(q) in Eq. (9). We see
that αS,N(ω) is larger than αS(ω) in the normal state
at ω ∼ 2∆0 meV, by reflecting the coherence peak in
the density-of-states at ω = ±∆0. (In Fig. 14, small
difference between α++S,N(ω) and α
±
S,N(ω) originates from
the difference of |∆(k)| in s++-wave and s±-wave states
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FIG. 14: Dynamical spin Stoner factor αS(ω) and normal-
part one αS,N(ω) given by the RPA, for (a) s++-wave and (b)
s±-wave states. In αS,N(ω), the contribution from φˆ
0(q) in
Eq. (9) is dropped.
in Eq. (5).) By including the coherence factor, α++S,N(ω)
(α±S,N(ω)) becomes smaller (larger) than αS(ω) in the
normal state.
As we see in Fig. 14 (a), the top of α++S,N(ω) is compa-
rable to that in the normal state. Therefore, we cannot
expect the emergence of the resonance-like peak structure
in the s++-wave state in the RPA. In the FLEX approxi-
mation, αS,N(ω) below Tc becomes much larger than that
in the normal state, as we show in Fig. 11. The reason
is that the large γ(k, ω) in the normal state, which sup-
presses the spin susceptibility, is reduced for ω <∼ 3∆
∗ in
the superconducting state. This self-energy effect [39, 40]
is indispensable for reproducing the resonance-like peak
in ImχS in the s++-wave state.
[1] K. Kuroki, S. Onari, R. Arita, H. Usui, Y. Tanaka, H.
Kontani, and H. Aoki, Phys. Rev. Lett. 101, 087004
(2008); K. Kuroki, H. Usui, S. Onari, R. Arita, and H.
Aoki, Phys. Rev. B 79, 224511 (2009).
[2] I. I. Mazin, D. J. Singh, M. D. Johannes, and M. H. Du,
Phys. Rev. Lett. 101, 057003 (2008).
[3] H. Kontani and S. Onari, Phys. Rev. Lett. 104, 157001
(2010).
[4] S. Onari, Y. Yamakawa, and H. Kontani, Phys. Rev. Lett.
112, 187001 (2014).
11
[5] Y. Yamakawa and H. Kontani, Phys. Rev. B 96, 045130
(2017).
[6] M. Yoshizawa, R. Kamiya, R. Onodera, Y. Nakanishi, K.
Kihou, H. Eisaki, and C. H. Lee, J. Phys. Soc. Jpn. 81
(2012) 024604
[7] Y. Gallais, R. M. Fernandes, I. Paul, L. Chauviere, Y. -X.
Yang, M. -A. Measson, M. Cazayous, A. Sacuto, D. Col-
son, and A. Forget, Phys. Rev. Lett. 111, 267001 (2013).
[8] S. Onari, Y. Yamakawa, and H. Kontani, Phys. Rev. Lett.
116, 227001 (2016).
[9] Y. Yamakawa, S. Onari, and H. Kontani, Phys. Rev. X
6, 021032 (2016).
[10] S. Onari and H. Kontani, Phys. Rev. Lett. 109, 137001
(2012).
[11] H. Kontani and Y. Yamakawa, Phys. Rev. Lett 113,
047001 (2014).
[12] R.-Q. Xing, L. Classen, and A. V. Chubukov, Phys. Rev.
B 98, 041108 (2018)
[13] T. Yamashita, T. Takenaka, Y. Tokiwa, J. A. Wilcox,
Y. Mizukami, D. Terazawa, Y. Kasahara, S. Kittaka, T.
Sakakibara, M. Konczykowski, S. Seiro, H. S. Jeevan, C.
Geibel, C. Putzke, T. Onishi, H. Ikeda, A. Carrington,
T. Shibauchi, and Y. Matsuda, Sci. Adv. 3, e1601667
(2017).
[14] J. Li, Y. F. Guo, S. B. Zhang, J. Yuan, Y. Tsujimoto, X.
Wang, C. I. Sathish, Y. Sun, S. Yu, W. Yi, K. Yamaura,
E. Takayama-Muromachi, Y. Shirako, M. Akaogi, and H.
Kontani, Phys. Rev. B 85, 214509 (2012).
[15] S. Onari and H. Kontani, Phys. Rev. Lett. 103 177001
(2009).
[16] Y. Yamakawa, S. Onari, and H. Kontani, Phys. Rev. B
87, 195121 (2013).
[17] D. V. Efremov, M. M. Korshunov, O. V. Dolgov, A.
A. Golubov, and P. J. Hirschfeld, Phys. Rev. B 84,
180512(R) (2011).
[18] M. M. Korshunov, Y. N. Togushova, and O. V. Dolgov,
Phys. Usp. 59, 1211 (2016).
[19] S. Iikubo, M. Ito, A. Kobayashi, M. Sato, and K. Kaku-
rai, J. Phys. Soc. Jpn. 74, 275 (2005).
[20] M. Ito, H. Harashina, Y. Yasui, M. Kanada, S. Iikubo,
M. Sato, A Kobayashi, and K. Kakurai, J. Phys. Soc.
Jpn. 71, 265 (2002).
[21] H. F. Fong, P. Bourges, Y. Sidis, L. P. Regnault, A.
Ivanov, G. D. Gu, N. Koshizuka, B. Keimer, Nature 398,
588 (1999).
[22] C. Stock, C. Broholm, J. Hudis, H. J. Kang, and C.
Petrovic, Phys. Rev. Lett. 100, 087001 (2008).
[23] P. Monthoux and D. J. Scalapino, Phys. Rev. Lett. 72,
1874 (1994).
[24] D. K. Morr and D. Pines, Phys. Rev. Lett. 81, 1086
(1998).
[25] A. Abanov and A. V. Chubukov, Phys. Rev. Lett. 83,
1652 (1999).
[26] T. Takimoto and T. Moriya, J. Phys. Soc. Jpn. 67, 3570
(1998).
[27] T. A. Maier and D. J. Scalapino, Phys. Rev. B 78,
020514(R) (2008); T. A. Maier, S. Graser, D. J.
Scalapino, and P. J. Hirschfeld, Phys. Rev. B 79, 224510
(2009).
[28] M. M. Korshunov and I. Eremin, Phys. Rev. B 78,
140509(R) (2008).
[29] T. Das and A.V. Balatsky, Phys. Rev. Lett. 106, 157004
(2011).
[30] Y. Nagai and K. Kuroki, Phys. Rev. B 85, 134521 (2012).
[31] M. M. Korshunov, V. A. Shestakov, and Y. N. To-
gushova, Phys. Rev. B 94, 094517 (2016).
[32] M.M. Korshunov, arXiv:1803.06736.
[33] Q. Wang, Y. Shen, B. Pan, Y. Hao, M. Ma, F. Zhou,
P. Steffens, K. Schmalzl, T. R. Forrest, M. Abdel-Hafiez,
X. Chen, D.A. Chareev, A. N. Vasiliev, P. Bourges, Y.
Sidis, H. Cao, and J. Zhao, Nat. Mater. 15, 159 (2016).
[34] D. S. Inosov, J. T. Park, P. Bourges, D. L. Sun, Y.
Sidis, A. Schneidewind, K. Hradil, D. Haug, C. T. Lin,
B. Keimer, and V. Hinkov, Nat. Phys. 6, 178 (2010).
[35] S. Tatematsu, Y. Yasui, T. Moyoshi, K. Motoya, K.
Kakurai, and M. Sato, J. Phys. Soc. Jpn, 80 073703
(2011).
[36] M. Sato, T. Kawamata, Y. Kobayashi, Y. Yasui, T. Iida,
K. Suzuki, M. Itoh, T. Moyoshi, K. Motoya, R. Kajimoto,
M. Nakamura, Y. Inamura, and M. Arai, J. Phys. Soc.
Jpn 80, 093709 (2011).
[37] C. Zhang, H.-F. Li, Y. Song, Y. Su, G. Tan, T. Netherton,
C. Redding, S. V. Carr, O. Sobolev, A. Schneidewind, E.
Faulhaber, L. W. Harriger, S. Li, X. Lu, D. X. Yao, T.
Das, A. V. Balatsky, T. Bru¨ckel, J.W.Lynn, and P. Dai,
Phys. Rev. B 88, 064504 (2013).
[38] C. H. Lee, K. Kihou, J. T. Park, K. Horigane, K. Fujita,
F. Waβer, N. Qureshi, Y. Sidis, J. Akimitsu, and M.
Braden, Sci. Rep. 6 23424 (2016).
[39] S. Onari, H. Kontani and M. Sato, Phys. Rev. B 81,
060504(R) (2010).
[40] S. Onari and H. Kontani, Phys. Rev. B 84, 144518
(2011).
[41] N. E. Bickers, D. J. Scalapino and S. R. White, Phys.
Rev. Lett. 62, 961 (1989).
[42] C.-H. Pao and N. E. Bickers, Phys. Rev. Lett. 72, 1870
(1994).
[43] P. Monthoux and D. J. Scalapino, Phys. Rev. Lett. 72,
1874 (1994).
[44] T. Dahm and L. Tewordt, Phys. Rev. B 52, 1297 (1995).
[45] M. Langer, J. Schmalian, S. Grabowski, and K. H. Ben-
nemann, Phys. Rev. Lett. 75, 4508 (1995).
[46] S. Grabowski, M. Langer, J. Schmalian, and K. H. Ben-
nemann, Europhys.Lett. 34, 219 (1996).
[47] J. J. Deisz, D. W. Hess, and J. W. Serene: Phys. Rev.
Lett. 76, 1312 (1996).
[48] R. Putz, R. Preuss, A. Muramatsu, and W. Hanke, Phys.
Rev. B 53, 5133 (1996).
[49] G. Esirgen and N. E. Bickers, Phys. Rev. B 55, 2122
(1997).
[50] S. Koikegami, S. Fujimoto and K. Yamada, J. Phys. Soc.
Jpn. 66, 1438 (1997).
[51] T. Kita, J. Phys. Soc. Jpn. 80, 124704 (2011)
[52] T. A. Maier, S. Graser, D. J. Scalapino, and P. Hirschfeld,
Phys Rev. B 79, 134520 (2009).
[53] T. Mutou and D. S. Hirashima, J. Phys. Soc. Jpn. 64,
4799 (1995).
[54] T. Mutou and D. S. Hirashima, J. Phys. Soc. Jpn. 63,
4475 (1994).
[55] H. Kadowaki, T. Sato, H. Yoshizawa, T. Ekino, T. Taka-
batake, H. Fujii, L. P. Regnault, and Y. Isikawa, J. Phys.
Soc. Jpn. 63, 2074 (1994).
[56] S. Raymond, L. P. Regnault, T. Sato, H. Kadowaki, N.
Pyka, G. Nakamoto, T. Takabatake, H. Fujii, Y. Isikawa,
G. Lapertot, and J. Flouquet, J. Phys. Cond. Matt. 9,
1599 (1997).
[57] Y. Matsui, T. Morinari, and T. Tohyama, J. Phys. Soc.
Jpn. 83, 094703 (2014).
