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Abstract
Random Projection (RP) technique has been widely applied in many scenarios because it can reduce high-dimensional features
into low-dimensional space within short time and meet the need of real-time analysis of massive data. There is an urgent need of
dimensionality reduction with fast increase of big genomics data. However, the performance of RP is usually lower. We attempt to
improve classification accuracy of RP through combining other dimension reductionmethods such as Principle Component Analysis
(PCA), Linear Discriminant Analysis (LDA), and Feature Selection (FS). We compared classification accuracy and running time
of different combination methods on three microarray datasets and a simulation dataset. Experimental results show a remarkable
improvement of 14.77% in classification accuracy of FS followed by RP compared to RP on BC-TCGA dataset. LDA followed
by RP also helps RP to yield a more discriminative subspace with an increase of 13.65% on classification accuracy on the same
dataset. FS followed by RP outperforms other combination methods in classification accuracy on most of the datasets.
Keywords:
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1. Introduction
Machine learning and data mining techniques have been
widely applied in many areas Berry and Linoff (1997);
Schmidt-Kastner et al. (2015); Han et al. (2011). The data has
very high dimensionality in some of these application sce-
narios. For example, there are usually up to thousands of
merchandises in a hypermarket. Obviously, the market bas-
ket data is very high-dimensional data. In text mining, docu-
ments are usually represented by a matrix whose dimension-
ality is equal to the vocabulary size. In these cases, the di-
mensionality of these matrices is very high due to either a
considerable number of merchandises or a wealth of vocab-
ulary. In addition to the high dimensionality, they are often
sparse. For gene expression data with several thousands of
genes and hundreds of samples, it can be considered as a 2D
matrix with continuous value. Unlike the above-mentioned
matrices, gene expression matrix is not sparse. High dimen-
sionality may cause “curse of dimensionality” which results in
inaccurate distance metrics and impact on classification pre-
cision. Traditional dimensionality reduction techniques in-
clude: Principle Component Analysis (PCA) Jolliffe (2002),
Linear Discriminant Analysis (LDA) Scholkopft and Mullert
(1999) and Feature Selection (FS) based on statistical test
Guyon and Elisseeff (2003); Li et al. (2007). PCA finds di-
mensions with maximum covariance in an unsupervised way,
while LDA tries to seek the best linear discriminant function
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in a supervised way. FS is based on statistical test that se-
lects features that are instructive in classification. Wrapper
method for feature selection Kohavi and John (1997) trains a
new model for classification for each subset, which can usu-
ally provide the best performing set for that particular type of
model. In spite of this fact, direct use of PCA, LDA and FS
may be problematic because these methods require impractica-
bly large computational resources and cannot meet the needs
of real-time processing. To address this problem, Random Pro-
jection (RP) was purposed in Dasgupta (2000), which projects
original data onto a low-dimensional subspace randomly that
the discriminative information can be approximately retained,
and have been developing rapidly these years Zhao and Mao
(2015); Zhao et al. (2016); Geppert et al. (2015). RP has at-
tracted great deal of attention and has been successfully ap-
plied to solve large-scale or high-dimensional data analyt-
ics, such as classification Zhao and Mao (2015); Arriaga et al.
(2015); Cannings and Samworth (2015), clustering Zhao et al.
(2016); Tasoulis et al. (2014); Fern and Brodley (2003), regres-
sion Geppert et al. (2015); Maillard and Munos (2012), mani-
fold learning Alavi et al. (2014); Freund et al. (2007), and in-
formation retrieval Thaper et al. (2002). Compared to PCA,
LDA and FS, RP is much less expensive in computational cost.
However, RP may not capture task-related information because
latent space is generated without considering the structure of
original data, and accuracy of classifiers based on RP is usually
low. So we try to combine RP with other methods to reduce data
dimensionality with the purpose of achieving a balance between
computational complexity and classification accuracy.
In this paper, we combined RP with PCA, LDA and FS
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to find a low-dimensional subspace with better discriminative
features to classify breast cancer datasets which have a huge
amount of genes and small size samples. This paper is orga-
nized as follows. In Section 2, the related work is briefly intro-
duced. The details of methods and experiments are described
in Section 3 and 4 respectively. Finally, Conclusion and future
work is given in Section 5.
2. Related Work
Assuming that the data is represented by a matrix X ∈ Rn×d,
where n and d are the number of samples and dimension of
dataset, and the dimension after reduction is k, where k ≪ d.
Dimensionality reduction maps original set of n d-dimensional
observations to a k-dimensional subspace:
X̂n×k = Xn×dWd×k (1)
where X̂n×k indicates the subspaces after reduction, and Wd×k
is the linear transformation matrix. Linear dimensionality re-
duction approaches are performed by their ways with different
transformation matrixW. In the following subsections, four di-
mensionality reduction methods used in this paper are briefly
introduced.
2.1. Principle Component Analysis
PCA finds dimensions with maximum covariance in an unsu-
pervised way Jolliffe (2002). It’s mathematically defined as an
orthogonal linear transformation to convert possibly correlated
variables into values of linearly uncorrelated variables. The op-
timization problem for PCA can be summarized as follows:
W∗ = argmax
W∈Rd×k
∣∣∣∣∣∣W
TSW
WTW
∣∣∣∣∣∣ (2)
where S can be defined as follows:
S =
1
n
n∑
i=1
(xi − x¯)(xi − x¯)T (3)
where xi is a vector of d dimensions and x¯ represents the mean
vector of all samples.
2.2. Linear Discriminant Analysis
LDA tries to seek the best linear discriminant function in a
supervised way Scholkopft and Mullert (1999). Compared to
PCA, LDA explicitly attempts to model the difference between
the classes of data. LDA projects original data onto subspace
which has sufficient discriminant power. The dimension of the
subspace is restricted to be less than the number of classes. In
particular, the dimension of subspace for binary classification
problem is 1.
The optimization problem for LDA is described as follows:
W∗ = argmax
W∈Rd×k
∣∣∣∣∣∣W
TSBW
WTSWW
∣∣∣∣∣∣ (4)
where SB and SW are given as follows:

SB =
∑Nc
c=1 nc(x¯c − x¯)(x¯c − x¯)T
SW =
∑n
i=1(xi − x¯ci)(xi − x¯ci)T
(5)
where Nc and nc are the number of classes and the number of
samples in c-th class respectively, x¯ and x¯c denote the mean
vector of all samples and the c-th class correspondingly, and ci
represents the label of the i-th sample.
2.3. Feature Selection
There are several statistical tests to select features Li et al.
(2007), such as rank sum test Wilcoxon (1945), t-test Student
(1908) and so on. In the paper these methods are called feature
selection methods. Here we take t-test as a representative to
study the performance of FS methods derived from statistical
test. The t-test assesses whether the means of two groups are
statistically different from each other. Normalized distance be-
tween two classes of samples can be obtained using the sample
mean values: mc, mt and the sample variances s
2
c and s
2
t :
t =
mc − mt√
s2c
nc
− s2t
nt
(6)
where nc and nt denote the number of two classes of samples
respectively, m = 1
n
∑
i xi and s
2 = 1
n
∑
i(xi − m)2 are the mean
and variance of each sample respectively. Therefore, t follows
a t-test with f degree of freedom:
f =
[(s2c/nc) + (s
2
t /nt)]
2
(s2c/nc)
2
nc−1 +
(s2t /nt)
2
nt−1
(7)
Two classes of samples are considered significantly different
if t exceeds a certain threshold of the selected confidence inter-
val.
The i-th sample is denoted by xi(i = 1, 2, . . . , d), and the
corresponding label is yi ∈ {0, 1}. To simplify the problem,
we assume xi(i = 1, 2, . . . , d) is independent. In this paper,
k features with significant differences are selected to build a
classifier. The optimal transformation vectorW in Eq. 1 can be
formed as follows:
W =

w1,1 w1,2 . . . w1,k
w2,1 w2,2 . . . w2,k
...
...
. . .
...
wd,1 wd,2 . . . wd,k

(8)
where
wi, j =

1 i-th feature is selected
0 i-th feature is not selected
(9)
2.4. Random Projection
In Bingham and Mannila (2001) and Li et al. (2006), RP has
been proposed to address the burdensome computation time in
dimensionality reduction. In RP, transformation matrix W is
randomly generated. Experiment results Bingham and Mannila
(2001); Li et al. (2006) have reveals that RP is computationally
less expensive with a little distortion of original data. On the
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other hand, RP may not capture intrinsic structure underlying
original data because W is generated without considering the
structure of data.
As suggested in Li et al. (2006), the linear transform matrix
W is sampled as follows:
wi, j =
√
c

1 with prob. 1
2c
0 with prob.1 − 1
c
−1 with prob. 1
2c
(10)
where c is set to
√
d.
3. Combination Methods Based on Random Projection
In this section, RP is combined with other methods, such as
PCA, LDA and FS to improve the performance of RP.
3.1. Random Projection + Principle Component Analysis
(RP+PCA)
PCA seeks direction with maximum variance. We wonder
whether RP based on PCA can improve classification accuracy.
Assume that matrix X ∈ Rn×d is consisted of n samples and
d dimension. Firstly, RP is used to map original data to a sub-
space X̂1 ∈ Rn×k1 by a random matrix W1 ∈ Rd×k1 according
to Eq. 10. Then PCA projects X̂1 ∈ Rn×k1 to X̂2 ∈ Rn×k2 by a
matrixW2 ∈ Rk1×k2 from Eq. 2.
3.2. Random Projection + Linear Discriminant Analysis
(RP+LDA)
Here we want to know whether LDA is benefit for RP. RP is
combined with LDA which is a supervised approach to find the
best linear discriminant function.
Suppose data is described by a matrix X ∈ Rn×d. First RP
maps original data to a subspace X̂1 ∈ Rn×k1 by a randommatrix
W1 ∈ Rd×k1 announced in Eq. 10. Then LDA coverts X̂1 ∈
R
n×k1 to X̂2 ∈ Rn×k2 by a linear transformation matrix W2 ∈
R
k1×k2 according to Eq. 4.
3.3. Random Projection + Feature Selection (RP+FS)
In subspaces generated by RP, some dimensions don’t have
significant differences, and this may affect the accuracy in clas-
sification. We believe FS can help to filter them.
According to Eq. 10, a subset X̂1 ∈ Rn×k1 with k1 features is
generated in a random way. Later, FS projects data onto X̂2 ∈
R
n×k2 by a matrixW2 ∈ Rk1×k2 declared in Eq. 8.
3.4. Feature Selection + Random Projection (FS+RP)
In this method, FS is used before RP to filter dimensions that
are similar between two classes of samples in original dataset.
The preprocessing conducted by FS may help RP yield more
discriminant subspaces.
MatrixW1 ∈ Rd×k1 with k1 features is firstly calculated by FS
with a matrix described in Eq. 8. AnothermatrixW2 ∈ Rk1×k2 is
calculated using Eq. 10 in order to obtain a subspace X̂2 ∈ Rn×k2
by RP.
3.5. Feature Selection + Random Projection + Linear Discrim-
inant Analysis (FS+RP+LDA)
Here three methods: FS, RP and LDA are combined to re-
duce dimensionality. Compared with FS+RP, LDA is added to
study whether LDA is useful to improve the subspace generated
by FS+RP.
This method includes three steps: First of all, FS transforms
original data into X̂1 ∈ Rn×k1 with a matrix W1 ∈ Rd×k1 stated
in Eq. 8. Secondly, RP is employed to generate a linear trans-
formation matrix W2 ∈ Rk1×k2 whose values are random as-
signed and maps data to a subspace X̂2 ∈ Rn×k2 with k2 dimen-
sion. Finally, LDA is taken to form X̂3 ∈ Rn×k3 with a matrix
W3 ∈ Rk2×k3 determined in Eq. 4.
3.6. Feature Selection + RandomProjection + Post Feature Se-
lection (FS+RP+PFS)
In the method, we plan to employ a new method called “Post
Feature Selection” (PFS) to select features after FS+RP in or-
der to find a set of features which have sufficient discriminative
power.
PFS picks column vectors out of X that have the maximum
classification accuracy. yi denotes the label of the i-th sample
xi of X. Training and testing datasets include m and n samples
respectively are randomly selected from X. A Support Vec-
tor Machine (SVM) with radial basis kernel function is used to
evaluate the classification accuracy for each dimension, where
top k dimensions with higher accuracy are selected.
This method firstly derives a subspace X̂1 ∈ Rn×k1 using a
matrix W1 ∈ Rd×k1 announced in Eq. 8. A subset X̂2 ∈ Rn×k2
with k2 features is calculated in a randomway withW2 ∈ Rk1×k2
in the next stage. Finally, PFS is adopted to generate W3 ∈
R
k2×k3 and corresponding subspace X̂3 ∈ Rn×k3 , where k3 is the
number of features selected in PFS.
4. Experiments
4.1. Datasets and Experimental Environment
In this section, the performance of methods described above
was tested and compared on three breast cancer gene expression
data Network et al. (2012); Wang et al. (2005); Hatzis et al.
(2011), which can be downloaded from https://tcga-
data.nci.nih.gov/tcga and https://www.ncbi.nlm.nih.gov/geo.
Breast cancer from TCGA (BC-TCGA) Network et al. (2012)
consists of 17814 genes and 590 samples (including 61 normal
tissue samples and 529 breast cancer tissue samples). GSE2034
Wang et al. (2005) includes 12634 genes and 286 breast cancer
samples (including 107 recurrence tumor samples and 179
no recurrence samples). GSE25066 Hatzis et al. (2011) has
492 breast cancer samples available (including 100 pathologic
complete response (PCR) samples and 392 residual disease
(RD) samples) and 12634 genes. Some missing values in these
datasets were filled with gene mean values of each group and
expression values of each gene were processed by Z-score. The
above methods were implemented with scikit-learn1, which
1http://scikit-learn.org/stable/
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is one of the most popular packages for machine learning in
Python. The environments for all methods performed in our
experiments are as follows: a Linux PC running with Intel
Xeon E5504 (2.00 GHz) processor and 24 GB RAM. In order
to test the classification accuracy and running time of different
methods, a SVM was employed to classify two classes of
samples. Thus, methods’ running time mainly includes two
parts: one is the time spending on reducing dimensionality; the
other is the time used for training a SVM.
4.2. Experimental Procedure
Here we take RP+PCA as an example to introduce the de-
tailed procedure of the whole experiment on BC-TCGA. First,
we get training and testing sets. Training sample set includes
30 normal and 30 tumor tissue samples randomly selected from
BC-TCGA without replacement, and testing sample set in-
cludes 30 normal and 30 tumor tissue samples randomly se-
lected from remaining samples. Then, the training dataset is
mapped into a subspace X̂′Train by a randommatrixWRP. Then,
a linear matrix WPCA derived from PCA projects X̂′Train onto
another subspace X̂Train. Next, WRP and WPCA are applied to
test dataset to obtain X̂Test. Finally, a SVM with radial basis
kernel function is trained and tested on X̂Train and X̂Test respec-
tively. When the number of spatial dimension changes, classi-
fication accuracy and running time of SVMs also change for all
methods described above. In order to investigate the effect of
change in dimension, we conducted a sequence of experiments
in different dimensions: 10, 50, 100, 200, 400, 800, 1000, 1250,
1500, 1750, 2000, 2500, 3000, 4000, and 5000. The above
procedure is repeated 100 times. Other methods also follow a
similar process on these datasets, except for the difference that
training and testing sets are consisted of 50 positive samples and
50 negative samples. Positive samples stand for no recurrence
samples in GSE2034 and PCR samples in GSE25066, while
negative samples refer to recurrence samples in GSE2034 and
RD samples in GSE25066. Finally, average values of classifi-
cation accuracy and corresponding running time are obtained.
4.3. Experimental Results
The experiment results on these gene expression datasets are
shown in Table 1 and Figure 4. Classification accuracy of dif-
ferent methods on the three datasets is shown in Table 1. It can
be seen that accuracy of dimensionality reduction methods on
these datasets is different. On the first dataset all methods get
high classification accuracy on testing set, while on the other
two datasets obtain relatively low accuracy. This indicates that
two classes of samples in GSE2034 and GSE25066 seem to be
more difficult to classify.
The classification accuracy of RP and FS+RP is 86.23% and
98.97% on the first test data respectively, where the latter are
significantly higher. On the other two datasets, the SVM based
on FS+RP also has higher classification accuracy than the SVM
based on RP, where the classification accuracy increases by
2.79% and 6.23% respectively. The accuracy of SVM based
on FS+RP+LDA and FS+RP+PFS is a bit lower than that
of FS+RP on the first test data, with an accuracy of 98.67%
and 98.95% respectively, while on GSE2034, FS+RP+PFS per-
forms a little better than FS+RP with an accuracy of 61.55%.
SVM based on FS+RP obtain highest classification accuracy of
71.05% on the third test dataset.
LDA can also help RP to find a latent space, where the clas-
sification accuracy of SVM based on RP+LDA on BC-TCGA
and GSE25066 is 98.00% and 69.21% respectively, while the
accuracy on GSE2034 is 58.87% which is even worse than that
of RP. Recent studies have indicated that classification accuracy
of LDA is afflicted by two classes of samples with small inter
class distance Huang et al. (2002). For this reason, RP+LDA
deteriorates subspace generated by RP. And experiments in the
next subsection also prove this point. In contrast, methods com-
bined with FS still lead to good classification accuracy even
distance between classes is very small. Due to this, RP+FS
achieves better classification accuracy of 60.89% on GSE2034
compared to RP+LDA. On all datasets, classification accuracy
of SVM based on RP is lower than that of RP+FS, because RP
projects original data to subspace where samples cannot be ef-
fectively divided into two groups in some dimensions (named
“invalid dimensions”) and FS filters out features from invalid
dimensions after RP.
The accuracy of PCA and RP+PCA on the testing set of
BC-TCGA is 77.31% and 76.70% respectively, which is sig-
nificantly lower than 86.23% of RP. However, the accuracy of
SVM based on RP+PCA is much lower than that of FS+RP,
RP+FS and RP+LDA. Because RP and PCA are both unsuper-
vised approaches and features generated by them may not yield
better classification performance.
Classification accuracy changes with the number of selected
features (or spatial dimensions). Classification accuracy of the
different methods on the testing set of GSE25066 is shown in
Figure 1. The classification accuracy of FS+RP, FS+RP+PFS,
RP+PCA and RP+FS has small changes with the change of di-
mension, as relatively large. There is a steady increase in accu-
racy of RP when the dimension goes up. According to Johnson-
Lindenstrauss (JL) lemma, pairwise distances are preserved
more preciously with the dimension of subspace rises. How-
ever, for dimension below the minimal number of components
to guarantee with good probability (i.e. 148 for GSE25066),
JL lemma is not suitable for this case and the classification ac-
curacy of these subspaces is determined by intrinsic structure
of data. Moreover, there is a sharply increase in the accuracy
of FS+RP+LDA and RP+LDA when the dimension goes up.
Compared with other methods, FS+RP has highest accuracy
(around 70%) in almost all dimensions, which achieves a sig-
nificant improvement of 40% in dimension equals to 100 com-
pared to RP. It’s interesting that the classification accuracy of
FS+RP, RP+FS, and FS+RP+PFS remains 65%-70% even in
lower dimensions. Figure 1 also reveals that the accuracy of
RP+PCA is relatively low (about 60%) and has small changes
with the increase of dimensions. This indicates that PCA can-
not improve the performance of RP. The similar results also
obtained on other two datasets (Figure 2 and 3).
It’s hard to compare running time since the dimension
of classifiers based on different methods is different when
the highest accuracy is obtained. As shown in Figure 1,
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Table 1: Highest classification accuracy (%) on three gene expression datasets
BC-TCGA GSE2034 GSE25066
Methods Training Set Testing Set Training Set Testing Set Training Set Testing Set
RP 100.00 86.23 97.85 59.59 100.00 66.90
FS + RP 99.95 98.97 99.88 61.25 96.48 71.07
FS + RP + LDA 99.93 98.67 80.71 60.56 87.81 69.56
FS + RP + PFS 99.97 98.95 99.99 61.55 68.50 67.06
RP + FS 100.00 92.70 100.00 60.89 99.98 68.65
RP + PCA 100.00 76.70 100.00 54.25 100.00 60.44
RP + LDA 98.68 98.00 73.65 58.87 80.23 69.21
* Bold face indicates the highest classification accuracy on test data
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Figure 1: Classification accuracy of different methods on the testing set of GSE25066
FS+RP, FS+RP+PFS, RP+FS, and RP+PCA have relatively
stable classification accuracy when dimension is 150, while
FS+RP+LDA, RP+LDA and RP have relatively low classifi-
cation accuracy. And dimension equals to 1000, most methods
except RP obtain stable classification accuracy. When dimen-
sion rise to 3000, all methods have stable classification accu-
racy. Here we compared the running time in three different di-
mensions: 150, 1000, and 3000 on one of datasets (GSE25066),
which is displayed in Figure 4, where consuming time of each
stage in dimensional reduction methods was marked with dif-
ferent colors.
In many scenarios, prior knowledge and empirical data can
be used in feature selection for offline processing. For exam-
ple, microarray data can be preprocessed. Figure 4 shows that
FS+RP has the least online processing time among all meth-
ods. It indicates that offline preprocessing can not only improve
classification accuracy but also greatly accelerate the speed of
online processing. Furthermore, RP+LDA obtains a more dis-
criminant subspace for linear spreadable data than RP consum-
ing almost the same time. It’s clear that the running time rises
with the dimensions, and the running time of FS+RP+PFS in-
creases the most among all methods.
4.4. Verification
To further validate the performance of different methods, we
repeat the above experiments on a simulation dataset: SData,
which includes 100 positive samples and 100 negative sam-
ples with 10,000 features, and each feature in SData follows
normal distributions: N(0, 0.1) and N(0 ± r, 0.1) for positive
and negative samples respectively, here r ∈ [−0.125, 0.125].
The performance of all methods on SData is listed in Table
2. Figure 5 displays the accuracy of different methods with
5
10 50 100 200 400 800 1000 1250 1500 1750 2000 2500 3000 4000 5000
50
55
60
65
70
75
80
85
90
95
100
Number of Spatial Dimensions or Features
C
la
ss
ifi
ca
ti
o
n
A
cc
u
ra
cy
(%
)
RP FS+RP FS+RP+LDA FS+RP+PFS
RP+FS RP+PCA RP+LDA
Figure 2: Classification accuracy of different methods on the testing set of BC-TCGA
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Figure 3: Classification accuracy of different methods on the testing set of GSE2034
the change of dimension on SData. There’s a rapid increase
in RP with the increase of dimension from 100 to 800. Com-
pared with RP, FS+RP, FS+RP+PFS and RP+FS yield better
classification accuracy in low-dimensional subspace. As men-
tioned above, LDA leads to terrible performance on two classes
of samples having similar mean values. Therefore, RP+LDA
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Figure 4: Running time of different methods on GSE25066
and FS+RP+LDA have low accuracy on SData. Overall these
methods show the similar performance on the real and the sim-
ulated datasets.
Table 2: Highest classification accuracy (%) on SData
SData
Methods Training Set Testing Set
RP 100.00 91.03
FS + RP 100.00 92.88
FS + RP + LDA 88.74 66.59
FS + RP + PFS 100.00 92.31
RP + FS 100.00 91.01
RP + PCA 100.00 68.36
RP + LDA 74.87 57.83
5. Conclusions
In this paper, we compared performance of different tech-
niques based on RP, and experimental results proved that the
classification accuracy of RP can be improved by combining
with other dimensionality reduction methods, such FS or LDA.
However, it didn’t yield better classification accuracy combin-
ing RP with PCA. FS followed by RP outperforms other meth-
ods in classification accuracy on most of the datasets with rela-
tively lower computation cost.
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