This paper examines the performance of synchronous checkpointing in a distributed computing environment with and without load redistribution. Performance models are developed, and optimum checkpoint intervals are determined. The analysis extends earlier work by allowing for multiple nodes, state dependent checkpoint intervals, and a performance metric which is coupled with failurefree performance and the speedup functions associated with implementation of parallel algorithms. Expressions for the optimum checkpoint intervals for synchronous checkpointing with and without load redistribution are derived and the results are then used to determine when load redistribution is advantageous.
Introduction
The dual emerging technologies associated with gigabit networks [ 13 and high-speed processors (supercomputers) , suggest the possibility of tackling very large, computationally intensive problems by coupling these technologies into a dlstributed computing environment. The large applications which make good candidates for this environment may produce results only after many hours even when multiple computers are employed. For example, several computing sites around the U.S. might be willing to cooperate (i.e., act as a distributed parallel processor) in tackling a difficult simulation problem. The computing sites may consist of computational resources from several vendors, and communcation between sites may require message transmission over long distances (thousands of miles) through several intermediate hops. Clearly, computing in this environment is much more precarious and we can expect higher resource failures rates than in a standard multiprocessor. Thus, a fundamental problem which must be addressed in this environment is that of providing effective computational progress in the face of resource failures.
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In order to achieve maximum speed, the computational tasks must be assigned to the resources to exploit maximum parallelism. However, the possibility of a system failure (and therefore a complete restart) increases as larger numbers of processors are brought to bear on the application. Fault tolerant techniques must be used to insure finishing times which are comparable with faultfree perfomance.
One approach to providing higher reliability is t o have each site periodically checkpoint by making a copy of the system state onto stable storage such as disk. When a failure occurs, each site can resume computing after it restores its system state by reading the latest checkpoiit from its checkpoint storage. An important issue in such a system concerns the selection of checkpoint frequency. Checkpointing too frequently in a highly reliable system results in unnecessary overhead, while checkpointing too infrequently in a highly unreliable system results in the loss of large quantities of work -work which must be repeated after a failure.
Note also that in a system where the repair times are long, it may be beneficial to redistribute the load onto the remaining operational processors and resume computing (at a lower aggregate rate) instead of waiting for its repair. 'When repair is completed, the load could then be redistributed back onto the repaired processor. This approach allows for graceful performance degradation in the face of failures.
This paper examines the performance of synchronous checkpointing in a distributed computing environment with and without load redistribution. Performance models are developed, and optimum checkpoint intervals are determined. The analysis significantly extends earlier work by allowing for multiple nodes, state dependent checkpoint intervals, and a performance memc which is coupled with failure-free performance and the speedup functions associated with implementation of parallel algorithms. Expressions for the optimum checkpoint intervals for synchronous checkpointing with and without load redistribution are derived and the results are then used to determine when load redistribution is advantageous. Thus, the connected issues of checkpoint interval and load redistribution are considered and, for a given set of system and application parameters, an optimum checkpointing and load distribution scheme can be selected.
Optimum checkpointing
Optimum checkpointing for the single-node case has been studied extensively [2,3,4,5,6,7,8]. Optimum checkpoint intervals have been found by maximizing availability or minimizing response time. The objective function is typically convex, and analytic or numerical solutions can be found in many cases [8]. In most cases, a transactionoriented environment is assumed where jobs or requests arrive from a Poisson source.
The optimum selection of checkpoint intervals for the multicomputer case has been sparsely studied. Gelenbe, et. al. , developed a model which included the overhead of fault detection [9]. Gelenbe assumed that the nodes were homogeneous. the load at each node was identical, the nodes were tested periodically for faults, and there was an extemal source of jobs. In his development, requests sent to faulty nodes were routed to operational ones. Thus, the mean input rate to a node is a function of the job source rate, the number of faulty nodes, and the precision of fault detection. Based on these assumptions, expressions for the optimum checkpoint interval and optimum testing interval were obtained.
Our models consider a related situation but with the following differences: 1) Jobs are generated internally as the result of other jobs rather than coming from an external Poisson source.
2) Synchronous checkpointing is employed rather than an asynchronous checkpointing algorithm. 3) Fault detection is not explicitly modeled.
Our motivation is driven by a desire to model applications in a scientific computation environment rather than a transaction-oriented one. These differences lead to different models, solution techniques, and results.
We begin by considering the single-node case and then extend this to multiple nodes. A node can be viewed as being in one of three states: A)available, C) checkpointing, or R) recovering. For mathematical tractability and simplicity, we assume 1) Markovian state occupancy times, 2) failures form a Poisson process, and 3) failures only occur when a node is in the available state. This is reasonable when checkpoint and recovery times are small compared to the time that the node is available between such events.
The state transition-rate diagram for this Markov process is shown in Figure 1 , and the parameters in the diagram are defined in Table I . After spending on average a-' time units in the available state (A), the system will enter the checkpointing state (C). It spends on average p-' time units saving the system state before it reenters the available state to resume computing. Occasionally, the system will fail. On average, the system will be available for @-' time units before this happens. When a failure occurs, the system will spend 6' time units recovering to the failure point before resuming the computation in the available state. 
Note that the mean recovery rate 0 is a function of the mean checkpoint rate a since the amount of work to be repeated after a failure is related to the time between checkpoints. In order to determine how the availability nA varies with the intercheckpoint frequency a, we must first express Q as a function of a.
The mean recovery time 6' consists of thre time components: 1) a mean system repair time p-', 2) a mean state restoration time r , and 3) a mean recomputation time. The recomputation time is the time spent recomputing from the restored state to the failure point. If the system is never idle while in the available state, renewal theory says that the failure point will occur a-' from the latest checkpoint since the failure and checkpointing processes are Poisson. If we assume that the system is never idle while in the available state, the mean recomputation time is
The availability can now be written as:
Setting the derivative of nA with respect to a to 0 and solving for a leads us to the optimum checkpoint rate: The optimum checkpoint rate sop' behaves as expected.
That is, checkpoints should be taken more frequently (larger a) as failures occur more frequently (larger Q).
Also, as checkpoints take less time (larger p), checkpoints can be taken more often (larger a) since there is less overhead associated with checkpointing.
At first, it may seem strange that the optimum checkpoint rate does not depend upon the repair and recovery parameters p and r . However, in the time interval between failures, the checkpoint frequency (a) controls only the overheads associated with checkpointing (through the number of checkpoints) and recomputation during recovery (through the intercheckpoint period). Changing the checkpointing frequenc will not affect the repair and
The multi-node case offers us the opportunity to choose between several recovery methods. Consider two synchronous checkpoint recovery methods: one with load redistribution and one without load redistribution. Typically, if the down time after a failure is short, it is reasonable to wait for the failed node to recover before continuing the computation. However, if the failed node will be unavailable for a significant amount of time, it may make sense to redistribute the load among the remaining nodes, repeat the lost work, and then continue.
In addition to the three single-node model assumptions discussed earlier, we assume that 4) the fault-free speedup curve is known, 5 ) the nodes are homogeneous, 6) the load is balanced across the processors, and 7) the processor utilization is approximately equal to the ratio of the speed-up to the number of processors. Assumption 4 is reasonable for many scientific computations. The faultfree speed-up is the ratio of the single-node and multinode finishing times in a fault-free system (T(1) and T ( N ) ) and is defined as: restore time components p -7 and r respectively. then reaches an asymptote for larger numbers of processors. This deviation from linearity can be a result of a lack of sufficient parallelism, or heavy message traffic. We extend the speed-up measure to a faulty enviro-nment by defining the speed-up in a faulty environment S to be the ratio of the fault-free single-node finishing time T(1) to the faulty multi-node finishing time r* (N); that is, Assumptions 5 and 6 (homogeneous nodes and load balance) are made for illustrative purposes. Equivalently, the interfailure time, intercheckpoint time, and checkpoint duration at any node are stochastically identical to those on any other node. Although we make this last assumption for analytic tractability, the basic development would remain the same even without this last assumption, although the resulting equations would be more complex.
Assumption 7 is also made for analytic tractability. We assume that the fault-free utilization U ( N ) is
(7)
Note that this is equivalent to assuming that the sum of the CPU time component of all processors is equal to the CPU time of a single processor system. This can be seen by 
Model I -synchronous checkpointing without load redistribution
Begin by considering the simplest case: synchronous checkpointing without load redistribution. The disadvantages of this approach for systems with many nodes are the high synchronization cost and low availability when repair times are slow. In this approach, all nodes checkpoint at approximately the same time. A two-phase commit protocol might be used to synchronize the start of a checkpointing phase. Once the checkpointing is done the system is available for normal computation. If any node fails, the whole system must go through a recovery phase. After recovery, the system is again operational with N nodes. The system is equivalent to a single-node running N times as fast when operational, but also failing N times as often. Such a system can be in one of three states: A) all nodes are available, C)all nodes are checkpointing. or R)all nodes are recovering. The availability IC,, of this system can be obtained from the single-node case by noting that the mean system failure rate is now ZV+ instead of $. Furthermore, since the nodes can be idle during the The objective is to maximize the availability of the system. Since the multi-node availability equation is identical to the single-node one except N $ replaced $, and U(N)a-' replaced a-', it is easy to see that the optimum checkpoint rate will be aO@ = t'N$PU(N) (9) The speed-up using the optimum checkpoint frequency can now be derived. If T ( N ) is the finishing time of the fault-free system with N processors, the finishing time of the faulty system is Tc (N) = T(N)/xA since zA is the fraction of time that the faulty system is operational. From our definition of speed-up in a faulty environment, Description Mean checkpoint time Exponential fault-free speed-up params. Mean state restoration time Mean checkpoint rate ~e a n failure time Mean reDair time where S ( N ) is the fault-free speed-up; that is, the speedup in the faulty environment is reduced by a factor equal to the system availability. After substituting for sop' (from 9) into the availability equation (8). equation 10 becomes: Figure 3 shows the speed-up curves for N = 4 to N=64 processors for the parameters shown in Table II . Checkpoint and state restoration times are representative of times for writing and reading a few megabytes of data from moveable head disk and synchronizing the checkpoint and recovery activities. The mean failure time of 1 6 seconds is a typical value [ll] , while the mean repair times of lo3 seconds and 10 seconds represent two short repair times. The dashed curve is the failure-free speedup curve with exponential form (constants 6=128 and a=1/128). The lower solid curve corresponds to the case when the mean repair time is p-'=103 seconds. The other solid curve corresponds to the case when the mean repair time is smaller by two orders of magnitude. 
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Model I1 -synchronous checkpointing with load redistribution
In synchronous checkpointing without load redistribution, long recovery times due to permanent errors which can not be resolved by quick system resets forces the entire system to be idle for large time periods. In this situation, it would make more sense to work around the faulty node and redistribute the load onto operational nodes. But typically, the cost of load redistribution is significant. If the faulty node becomes operational immediately after the load is redistributed, it would have been better to wait for the faulty node to be repaired and not redistribute the load. Furthermore, in our analysis, the checkpoint interval is allowed to be dependent on the number of operational nodes. This section quantifies the overheads that justify a load redistribution and determines the optimum checkpoint intervals.
For homogeneous nodes, the system state can be defined in terms of the vector S = (nA ,nc ,nR ,nF) where the components correspond to the number of nodes in the states A, C, R, and F. These parameters are are shown in In one case, the load is not redistributed after a failure. This occurs when there is only one operational node which then fails. In this case, the load can not be redistributed and the system must be repaired and lost work must be repeated.
The parameters in the state transition rate diagram are summarized in Table IV . The mean rates @, and Q have the same interpretations as in the single-node case. In the multi-node model, the failure rate while in state (N-k , O,OJc) is (N-k)@ since each of the N-k operational nodes fail at a mean rate of @. The mean rate a , , k=1, ...J, is the multiprocessor equivalent to a and are the mean intercheckpoint rates when there are k operational nodes. The mean rate p k , k=1, ...,N. is the multiprocessor equivalent to p and are the mean checkpoint rates when there are k operational nodes. The two rates &, k = l , ... J -1 , and y k , k=2 ,... ,h', are the recovery rates associated with downsizing (omitting a failed node) and upsizing (including a repaired node) respectively. During downsizing, the load must be redistributed, the state must be reloaded, and the work lost since the latest checkpoint must be repeated. The mean downsizing time is where the first term is the mean load redistribution time, the second term is the mean state restoration time, and the third term is the mean recomputation time. During upsizing, a checkpoint is made and then the load is redistributed. The mean upsizing time is Appendix I shows how the state probabilities can be computed using local balance equations and probability conservation.
Unlike the prior case, this system can continue to operate with failed nodes. However, when k nodes are under repair, the speed-up will be less than the N node case. Thus, our performance measure should account for variations in the speed-up due to node failures. We deline (14) where U&) is the fault-free utilization when k nodes are operational. Appendix I shows that the average speed-up can be derived as and the optimum checkpoint interval when there are k operational nodes is
Thus the kth state-dependent checkpoint rate is identical to the optimum checkpoint rate of a system with k nodes using synchronous checkpointing without load redistribution. Figure 5 shows the speed-up curves for N=4 to N=64
processors for the parameters shown in Table V . The parameters are the same as in 
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This section presents an example indicating how the expressions derived can be used to determine whether or not to employ load redismbution techniques. Table VI shows the parameter values which are used in this section's examples. In order to factor out the fault-free Let and E, , denote the efficiencies using models I and II respectively. The curves indicate that 1) When the load redistribution cost is low (small d), the load should be redistributed for &reater efficiency (i.e., EII > EI) since the system is more resilient to failures. 2) When the load redistribution cost is high (large d), the best strategy depends on the repair rate. The costs of load redistribution must be offset by an increase in availability. Load redistribution is better (EII > E I ) when repairs are slow (small p). Load redistribution is not better (EII c E,) when repairs are fast (large p).
3) The efficiency of model I1 is fairly insensitive to the repair rate p while the opposite is true of the efficiency of model I. Failures requiring a large repair time (small repair rate) are disastrous when the load can not be redistributed. The curves also seem to suggest we should always redistribute the load since the efficiency of model I is never significantly better than that of model II. However, our next example shows that this is not always the case.
Figures 7a and 7b show the efficiency curves for the same parameter values used in the preceding example except that there are N=64 nodes instead of N=8 nodes. (N=64 Processors, 0 = 10" sec-').
The curves have the same general shapes as before but the details indicate additional features:
1) The efficiency in both models is less than before. This is due to the higher over-all system failure rate caused by a greater number of failure sources (nodes).
2) The repair rate has a more dramatic effect on the efficiency in model I than model II. For example, in order to have an efficiency in model I that is at least 0.80, the mean repair time can be no more than 250 sec (25 sec) when the failure rate is 1@ sec-' (lV5 sec-' ).
3) The efficiency in model 11 is less affected bp the increased node population. It drops to only 0.80 even when the failure rate is high (lV5 sec-') and re@ rate 4) The load redistribution time d must be kept low in order to maintain high efficiency in model 11, especially when failure rates are high. For example, when the failure rate is 10-~ sec-' , there is a 10% difference between the efficiencies when d=l sec and d=100 sec.
is low ( lo4 sec-' ).
Conclusions and further research
The proper checkpointing strategy will be necessary to maintain high efficiency in long-running, massively parallel applications which are subject to failures. We have analyzed two checkpointlrecovery strategies for nontransaction-oriented systems: synchronous checkpointing with and without load redistribution. Optimum checkpoint rate(s) were determined analytically and have familiar forms. The models indicate operational regions where one is preferred over the other. In particular, synchronous checkpointing without load redistribution will have limited use in large node population applications because of its lack of resilience to failures. Synchronous checkpointing with load redistribution is more resilient to failures, but the load redistribution and checkpointing overheads must be kept small to maintain high efficiency. This becomes even more imperative with ever increasing node populations.
Although the material presented here assumes a symmetric system in which all nodes act identically (in the stochastic sense), it is a straightforward extension to handle the heterogeneous case or to add more state dependent considerations to the model (e.g., mean checkpoint time). Another related issue that can also be addressed in our framework is the distribution of tasks in a heterogeneous system. Our models could easily be extended to include the possibility for handling transient and permanent failures differently. A transient failure is one in which the re@ time is measured in seconds (e.g., softwarehardware reset) whereas a permanent failure requires a much longer repair time which is measured in hours or even days. The response to a permanent failure might be to redistribute the load whereas the response to a transient failure might be to wait for recovery without load redismibution.
We are also in the process of modeling specific checkpointing strategies [12, 13] and exploring altemative asynchronous strategies which take local snapshots and allow for partial operation during checkpoint periods.
The models presented in this paper characterize the system architecture explicitly and the task assignment indirectly through the fault-free speed-up curve. Another approach is to model the computational load by a task graph explicitly and the system architecture indirectly as affects on arc and/or node costs. We are also developing models using this altemative approach and trying to match the model parametem to real workloads (e.g., logic simulation) and use speed-up curves derived from experimental data. Our hope is that results from both approaches can be used iteratively to produce results which identify the fundamental parameters in determining task allocation in a faulty computation environment.
Appendix I Optimum Synchronous Checkpointing With Load Redistribution
The Markov chain for Model I1 obeys local balance equations [ 141. These equations can be written using four pairs of arcs for each row of states where row k corresponds to the states with k failed nodes: 1) the arcs coming into and going out of a downsizing recovery state (column 1);
2) the arc going out of an availabile state (N-k ,O,Ok) due to a failure and the arc going out of the available state (N-k-l,O,O,k+l) due to a repair; 3) the arcs going into and out of an upsizing recovery state (column 3); 4) arcs going into and out of checkpoint states (column 4). These arc pairs correspond to surfaces for states in columns 1, 2, 3, and 4 in the state transition diagram respectively. We equate the flows across these pairs of arcs. The solution to these local balance equations also satisfy the global balance equations in which the flow into each state is equal to the flow out of each state.
We first write the state probabilities for the active states Using probability conservation, we can solve for x,,o,o,-,.
The details can be found in [ 15) . Since all state probabilities have been written in terms of ~c~,~,~~~ above, we have solved for all state probabilities.
The problem now is to find checkpoint rates ak for k=l, ...& opeqtional nodes which will optimize the average speed-up S (N). 
