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Resumen
Au´n a pesar de haber pasado su etapa de
mayor auge a principios de los ’90, los sis-
temas de DSM por software pueden repre-
sentar todav´ıa una alternativa con una ex-
celente relacio´n costo/performance para eje-
cutar procesamiento en paralelo en clus-
ters de workstation esta´ndares, caracteriza-
dos adema´s por un gran potencial para la es-
calabilidad. En Hermes enfocamos desde otro
a´ngulo la problema´tica de estos sistemas, al
proveer un control de granularidad fina so-
bre los datos con una complejidad y sobrecar-
ga mı´nimas, que a la vez le brinda una alta
flexibilidad al sistema para utilizar el mode-
lo de consistencia que resulte ma´s apropiado.
Los principios que guiaron el disen˜o de nue-
stro sistema fueron dos: el de disen˜ar un sis-
tema de DSM por software simple y eficiente
que pudiera utilizarse sobre una plataforma
esta´ndar sin requerimientos onerosos de hard-
ware, y el de minimizar el efecto negativo de
los dos problemas principales que aquejan des-
de su concepcio´n a los sistemas de DSM por
software: el false-sharing proveniente de la
gruesa granularidad de consistencia que im-
plica el uso del mecanismo de proteccio´n de
memoria virtual, y las latencias prohibitivas
asociadas al tra´fico de mensajes sobre proto-
colos de red esta´ndares durante las etapas de
sincronizacio´n. Para esto u´ltimo proponemos
como alternativa recurrir al uso de interfaces
de red mapeadas a memoria virtual, o de un
procesador adicional dedicado en el mismo no-
do.
Hermes es un trabajo en progreso dentro del
a´rea de Sistemas del Departamento de Cien-
cias e Ingenier´ıa de la Computacio´n de la Uni-
versidad Nacional del Sur de Bah´ıa Blanca,
iniciado como Trabajo Final para la carrera
de Ingenier´ıa en Sistemas de Computacio´n por
Horacio Andre´s Lagar Cavilla, con la super-
visacio´n del Ing. Rafael Benjamı´n Garc´ıa.
1. Introduccio´n
Las mejoras en performance de los proce-
sadores y redes de comunicacio´n comerciales
han permitido considerar los clusters de work-
stations esta´ndares como una alternativa va´li-
da y accesible para el procesamiento en par-
alelo, en comparacio´n con multiprocesadores
con una similar cantidad de procesadores,
mejor performance, pero una diferencia de
costo sustancial y menor escalabilidad. Los
sistemas de DSM (Distributed Shared Memory
- Memoria Compartida Distribuida) intentan
enmascarar la necesidad de enviar expl´ıcita-
mente mensajes entre los nodos componentes
al proveer una ilusio´n de un espacio global
de memoria compartida por todos los proce-
sadores. La idea subyacente implica intercep-
tar los accesos a datos residentes en memo-
rias remotas y de forma transparente traducir-
los en mensajes sobre la red de interconexio´n
para obtener esos datos y proveerselos a las
aplicaciones. Si bien existen sistemas de DSM
por hardware nuestro intere´s se centra en los
sistemas de DSM por software que puedan
ejecutarse sobre plataformas esta´ndares con
una complejidad y costo aceptables. Estos
sistemas adema´s ofrecen posibilidades de es-
calamiento ma´s alla´ de las actualmente prac-
ticables en el a´mbito de los multiprocesadores
con memoria compartida.
Dos factores perjudican sustancialmente la
performance de los sistemas de DSM por soft-
ware, como se puede constatar en Tread-
Marks [?], punto de referencia y compara-
cio´n casi obligado dentro de este tipo de sis-
temas. Primeramente, se utiliza el hardware
de proteccio´n de memoria virtual para de-
tectar los misses en la lectura de datos no
actualmente presentes en el nodo local. Es-
ta deteccio´n se hace entonces a un nivel de
pa´gina de memoria virtual, con una granular-
idad demasiado gruesa que desencadena los
indeseables efectos del false sharing, o inval-
idaciones debidas a falso compartimiento de
pa´ginas, y la fragmentacio´n interna, o infor-
macio´n superflua incluida dentro de las pa´gi-
nas que se comparten. El otro problema fun-
damental es la considerable latencia promedio
asociada al env´ıo de mensajes a trave´s de pro-
tocolos de red esta´ndares para acceder a los
datos localizados en locaciones remotas.
En este trabajo proponemos un sistema de
DSM por software con un control de granu-
laridad fina sobre los datos compartidos. Este
control se incorpora de forma natural a la
dina´mica del sistema sin incurrir en ninguna
sobrecarga adicional y nos provee un me´todo
simple para implementar cualquier modelo de
consistencia que consideremos apropiado. Es-
tamos considerando utilizar el modelo de con-
sistencia Scope, que nos brinda una interfaz
de programacio´n ya conocida, comparable a
la del modelo Release Consistency, pero con
una optimizacio´n de la performance y necesi-
dad de comunicacio´n cuasi o´ptima, similar a
la del modelo Entry Consistency. Nuestra im-
plementacio´n de este modelo busca profun-
dizar ma´s en las ventajas inherentes al mismo,
minimizando la necesidad de comunicacio´n en
los puntos de sincronizacio´n y la sobrecarga
por software con una implementacio´n sencilla
y carente de estructuras de datos globales que
la hacen totalmente escalable.
Por u´ltimo resaltamos el hecho que un so-
porte de hardware, como ser´ıa una interfaz de
red mapeada a memoria virtual o el uso de
un procesador dedicado, disminuir´ıa sensible-
mente el costo de env´ıo de mensajes por la
red de interconexio´n, permitiendo mejorar de
forma sustancial la performance de este tipo
de sistemas, y potenciando su viabilidad co-
mo alternativa no so´lo accesible sino eficiente
para el procesamiento en paralelo.
2. Hermes
El funcionamiento de Hermes se basa en
el uso de un cache de ı´ndice y tag virtuales
(cache virtual de aqu´ı en adelante). Un cache
virtual recibe referencias a direcciones vir-
tuales directamente desde el procesador, sin
la necesidad de una traslacio´n previa de di-
reccio´n virtual a f´ısica. Dentro de los bloques
del cache se indexa directamente con una por-
cio´n de la direccio´n virtual, mientras que la
otra se usa para el tag. En caso de no encon-
trarse el bloque deseado en el cache, recie´n
en ese momento sera´ necesaria una traslacio´n
de la direccio´n virtual a su equivalente f´ısica
para referenciar dentro de la memoria prin-
cipal. Con ambos niveles de cache virtual,
el hit ratio se eleva por encima de un 95%,
por lo que la necesidad de realizar trasla-
ciones se ve sensiblemente disminuida. En [?]
se prueba exhaustivamente mediante simula-
ciones que si esa traslacio´n se realiza medi-
ante una rutina de software se puede obten-
er una performance comparable (inclusive lig-
eramente mejor en ciertos casos) a la de las
plataformas con un esquema de traslacio´n de
direcciones tradicional. Necesitamos entonces
una arquitectura con cache virtual que genere
una excepcio´n en un miss de cache que pueda
ser atendido por un manejador en el software
(handler de aqu´ı en adelante).
Nuestra intencio´n es utilizar un espacio de
direcciones virtuales global para todos los no-
dos del sistema, donde a cada nodo se le
asigna propiedad sobre una porcio´n del es-
pacio de direcciones. Esta propuesta cobra
mayor relevancia con el advenimiento de mi-
croprocesadores de 64 bits, que proveen un
vasto espacio de direccionado. El handler de
fallos podra´ distinguir entonces entre referen-
cias a datos locales o datos remotos, ya que
los log2N bits superiores de la direccio´n in-
dicara´n el nodo home para ese bloque (con
N procesadores). Para datos locales el han-
dler recorre la tabla de pa´ginas y obtiene el
PTE de la pa´gina donde reside el dato bus-
cado. Mediante la adicio´n al set de instruc-
ciones de la instruccio´n mapped load (carga
mapeada) de dos operandos, se puede ubicar
un bloque determinado en el cache virtual.
Uno de los operandos especificara´ la direccio´n
virtual y bits adicionales del bloque, y el otro
indicara´ la direccio´n f´ısica desde donde se re-
alizara´ la carga, extra´ıda del PTE correspon-
diente. Para una referencia remota el handler
puede directamente emitir el mensaje con el
pedido del bloque para luego cargarlo en el
cache de manera similar.
Extendiendo de esta forma una componente
del sistema ya presente, podemos integrar de
manera simple y efectiva un control de granu-
laridad fina (la unidad de granularidad ser´ıa el
taman˜o del bloque de cache L2) para nuestro
sistema de DSM. De esta manera reducimos
considerablemente el problema del false shar-
ing del que adolecen la mayor´ıa de los sistemas
de DSM por software que manejan una gran-
ularidad del taman˜o de la pa´gina de memoria
virtual. Esta semejanza con las arquitecturas
COMA tradicionales implica disponer de la
colocacio´n de los datos en memoria cuidadosa-
mente para evitar la posibilidad de que dos
nodos simulta´neamente escriban a variables
distintas dentro de un mismo bloque (y algu-
na de las modificaciones se pierda al escribirse
en el nodo home). Adema´s, el manejo por
software de los misses permite implementar
cualquier tipo de tabla de pa´ginas virtuales
que consideremos apropiada y pra´cticamente
cualquier modelo de consistencia, brindando
as´ı una gran flexibilidad al sistema.
La utilizacio´n de un esquema segmenta-
do como el presente en el PowerPC permite
manejar ino´cuamente varios de los problemas
que afectan a las arquitecturas con cache vir-
tuales. En este sistema, la parte superior de
la direccio´n generada por un proceso se reem-
plaza por uno de los identificadores de seg-
mentos asociados a dicho proceso. Se extiende
as´ı el ancho de la direccio´n virtual, y esta ya
no apunta a un espacio de direcciones confi-
nado al proceso, sino a un espacio de direc-
ciones global comu´n (252 bytes para el Power-
PC). Si dos procesos comparten un segmento,
comparten transparentemente todo un rango
de direcciones virtuales globales y las vari-
ables all´ı contenidas. Evitamos de esta for-
ma algunos problemas cla´sicos de los cache
virtuales, como los sino´nimos, y las invalida-
ciones en cambios de mapeos y cambios de
contexto. Sin embargo, la segmentacio´n no es
una solucio´n para todos los problemas de los
cache virtuales. Si deseamos mantener bits de
proteccio´n a un nivel de pa´gina de memoria
virtual, deberemos replicar estos bits para to-
dos los bloques de cache de una pa´gina, y
en caso de una modificacio´n recorrer el cache
para actualizar el estado de los bits. Sosten-
emos que en un ambiente DSM la frecuencia
relativamente baja de cambios de permisos de
proteccio´n disminuira´ el efecto de esta costosa
operacio´n.
El disen˜o original de [?] propugnaba elim-
inar el TLB (al volverse e´ste innecesario) y
liberar as´ı espacio en chip. Bajo este esce-
nario, y con un cache utilizando pol´ıtica write-
back, es razonable suponer que la mitad de los
reemplazos por misses implicara´n la expul-
sio´n de un bloque del cache y la subsecuente
traslacio´n por software de la direccio´n virtu-
al del bloque para su escritura. El TLB es
un componente presente en todas las arqui-
tecturas esta´ndares, y proponemos utilizarlo
para manejar las traslaciones de pa´ginas con
permiso de escritura y con al menos un bloque
presente en el cache virtual, y evitarnos as´ı el
problema planteado en las escrituras.
Requerimos como condicio´n instrumental
que el taman˜o del cache virtual sea sustan-
cial, en el orden de 4 u 8 MB para el cache L2.
Esto es necesario por dos motivos: el esquema
de manejo de misses por software requiere un
hit ratio alto para ofrecer una performance
competitiva, y el hecho de alojar bloques re-
motos exclusivamente en el cache (en un estilo
COMA) hace que un buen taman˜o del mismo
permita minimizar la necesidad de costosos
accesos remotos.
3. Modelo de consistencia
Scope
El modelo de consistencia Scope [?] que uti-
lizaremos se basa en el uso de contextos de
consistencia que encapsulara´n un conjunto de
variables cuyo acceso debe ser sincronizado.
Mediante el uso de operaciones acquire y re-
lease sobre el lock correspondiente arbitramos
el acceso a las variables contenidas en el con-
texto de consistencia asociado a dicho lock.
Llamamos sesio´n de un contexto a la porcio´n
del programa donde se realiza el acquire del
lock, se accede a las variables asociadas, y fi-
nalmente se libera el contexto mediante un
release. La diferencia fundamental entre con-
sistencia Scope y Release es que las variables
son agregadas dina´micamente a un contexto a
medida que se las accede dentro de una sesio´n,
y que so´lo las variables pertenecientes al con-
texto requerira´n sincronizacio´n en el momento
de un acquire.
Si bien esto puede obstaculizar el paso de
programas escritos para consistencia Release
a consistencia Scope por asunciones que ya
no son va´lidas (referirse a los autores[?]), este
comportamiento ofrece una performance sim-
ilar al de la consistencia Entry, focalizando
el gasto en actividades de sincronizacio´n en
las variables que exclusivamente lo necesitan
y minimizando de esta manera la necesidad
de comunicacio´n. Aparte de las primitivas ac-
quire y release proveemos la tradicional prim-
itiva barrier y una herramienta para crear
dina´micamente nuevos contextos, la primiti-
va create scope.
El protocolo de Hermes para implementar
la consistencia Scope utilizara´ los bloques de
cache como unidad ba´sica de granularidad. Al
solicitar un acquire el pedido entra a una cola
FIFO dentro del servidor del lock correspondi-
ente. Cuando se le concede el lock se le env´ıan
al nodo todos los bloques que contienen las
variables que constituyen actualmente el con-
texto de consistencia. Estos bloques se pueden
obtener de una lista de access notices asocia-
dos a cada lock. Manejamos dos posibilidades,
de acuerdo al apoyo de hardware subyacente:
o los bloques provienen de sus nodos home, en
un ambiente con actualizacio´n automa´tica, o
los bloques le son enviados directamente desde
el nodo que abrio´ la anterior sesio´n del contex-
to y por lo tanto fue el u´ltimo en modificarlo.
Podemos decir de esta forma que tenemos una
granularidad de transmisio´n y sincronizacio´n
variable asociada al taman˜o actual del con-
texto de consistencia. Adema´s, las u´nicas es-
tructuras de datos asociadas al protocolo son
las colas FIFO y las listas de access notices
asociadas a los locks. La simpleza de esta im-
plementacio´n permite una sobrecarga mı´nima
en la ejecucio´n del protocolo, y adema´s la es-
calabilidad del sistema no se ve comprometida
en absoluto. Sin embargo, no hemos mesura-
do todav´ıa el impacto que esto puede tener en
la ejecucio´n de las barriers.
4. Soporte de Hardware
Al describir Hermes hemos sen˜alado al-
gunos requerimientos elementales de hard-
ware para la implementacio´n del mismo: cache
virtual, excepciones manejables por software
en el caso de misses, posibilidad de implemen-
tar la instruccio´n mapped load, segmentado,
y un taman˜o importante de cache. Una ar-
quitectura comercial como la del PowerPC de
IBM cumplir´ıa todos estos requisitos.
En cuanto a la sobrecarga asociada con el
pasaje de mensajes por me´todos tradicionales,
ame´n de la posibilidad ampliamente explora-
da de utilizar un procesador adicional dedi-
cado, analizaremos aqu´ı el uso de interfaces
mapeadas a memoria para atacar este prob-
lema. Nuestra intencio´n es utilizar la inter-
faz Memory Channel de DEC para Hermes.
La misma se puede “colgar” del bus PCI pre-
sente en la mayor´ıa de las ma´quinas en ex-
istencia. Dentro de la tabla de pa´ginas, asig-
namos a algunas pa´ginas virtuales que sera´n
marcadas como salientes una direccio´n de I/O
dentro del bus PCI. Al escribir en una de esas
pa´ginas, la traslacio´n enviara´ la escritura a
trave´s del bus PCI a la interfaz, y para esa
direccio´n en particular la misma posee una
tabla de traslacio´n que indicara´ a que pa´gi-
na de memoria f´ısica de que nodo propagar la
modificacio´n. De la misma forma se mapean
pa´ginas de memoria virtual como entrantes.
Las mismas debera´n estar fijas en memoria
(pinned) para recibir modificaciones remotas
de pa´ginas salientes de otros nodos a trave´s de
la tabla de traslacio´n de la interfaz local. Las
acciones por software vinculadas al pasaje de
mensajes se reducen entonces a una simple
instruccio´n STORE que inmediatamente se
vera´ implementada en el nodo destino, y por
eso se llama a este mecanismo actualizacio´n
automa´tica. Eliminamos as´ı las notables so-
brecargas asociadas a los protocolos usuales,
como TCP/IP, y la latencia en el env´ıo sobre
todo de mensajes pequen˜os se reduce pra´cti-
camente al tiempo de transmisio´n de la inter-
faz y red.
Al integrar esta interfaz en nuestro sistema
debemos disen˜ar un protocolo ad hoc que per-
mita la transmisio´n de mensajes de control
comunes, la transmisio´n de mensajes con blo-
ques para ser cargados por la primitiva ac-
quire o el handler de misses, y la posibili-
dad de realizar propagacio´n automa´tica de las
modificaciones. Esto u´ltimo se lograra´ alocan-
do en cada nodo un nu´mero fijo de pa´ginas
de memoria virtual como compartidas y fijan-
do las mismas en memoria principal. Dentro
del cache´ virtual los bloques de nodos remo-
tos se escribira´n con pol´ıtica write through y
gracias al TLB obtendremos la traslacio´n ha-
cia la direccio´n en el bus PCI de una pa´gina
saliente. El Memory Channel propagara´ la es-
critura desde la pa´gina saliente a la memoria
f´ısica del nodo remoto. Ciertas precauciones
deben ser tenidas en cuenta relacionadas con
el modelo de consistencia, ya que no podemos
manejar una coherencia por hardware entre
memoria f´ısica y cache virtual en el nodo des-
tino.
5. Trabajo Futuro
Si bien el disen˜o integral del sistema no
ha sido completado, tenemos varias opciones
abiertas que so´lo podremos decidir despue´s de
una cuidadosa simulacio´n de la performance
de nuestro sistema:
Organizacio´n y algoritmo de recorrido de
la tabla de pa´ginas virtuales.
Optimizaciones varias para el handler de
misses por software.
Taman˜o de cache o´ptimo para la perfor-
mance del sistema.
Alternativas para el uso del Memory
Channel con pol´ıticas write back o write
through.
Uso extensivo de prefetching de bloques
remotos, tanto en el momento del miss
como a trave´s de pedidos expl´ıcitos.
Implementacio´n de barriers, con o sin el
soporte del Memory Channel.
Optimizaciones del protocolo para el caso
usual de los properly labelled programs.
