We consider a spatial problem arising in forest harvesting. For regulatory reasons, blocks harvested should not exceed a certain total area, typically 49 hectares. Traditionally, this problem, called the adjacency problem, has been approached by forming a priori blocks from basic cells of 5 to 25 hectares and solving the resulting mixed-integer program. Superior solutions can be obtained by including the construction of blocks in the decision process. The resulting problem is far more complex combinatorially. We present an exact algorithmic approach that has yielded good results in computational tests. This solution approach is based on determining a strong formulation of the linear programming problem through a clique representation of a projected problem.
Introduction
Optimization in forest planning has been widely and successfully used for several decades. Linear programming (LP) and integer programming (IP) models have been developed to deal with management policies, indicating which timber units to harvest each period to meet projected demands and satisfy silvicultural, environmental, sustainability, and other planning constraints. The spatial location of activities has long been included explicitly in decision models because it affects wildlife habitat, scenic beauty, and other environmental concerns.
Regulating spatial disturbance is now standard practice in public and private forest management (Jones et al. 1991 , Barrett et al. 1998 , American Forest and Paper Association 2001 . A prominent approach is prohibiting the harvesting of contiguous areas larger than a specified value, similar to what was originally proposed by Thompson et al. (1973) . Typically, this limit is 49 hectares (ha) but may vary depending on the region being studied. Such regulations are stipulated at the state and federal level in the United States (see Thompson et al. 1973 , Jones et al. 1991 , McDill et al. 2002 . In particular, Boston and Bettinger (2001) detail that spatial restrictions are explicitly regulated in Oregon (49 ha) and California (17 ha) as well as internationally in Sweden (20 ha). Other states and countries limiting spatial impacts are detailed in Barrett and Gilless (2000) . On a voluntary basis the Sustainable Forestry Initiative insists that participating private forests in the United States be managed so that " average size of clear-cut harvest areas shall not exceed 120 acres " (American Forest and Paper Association 2001, p. 4) .
A particular approach to this planning problem is referred to as the adjacency problem. If we assume that management units are less than 49 hectares and greater than 25 hectares, then if a unit is harvested in period t, none of its neighboring units can be harvested in that period or in a number of succeeding periods until regeneration occurs (called green up requirements) . This condition can be formulated as an IP model with 0-1 variables and constraints for imposing adjacency restrictions. Solving this problem, however, is not trivial due to its NP-hard complexity. Proposed approaches for this problem include heuristics such as Tabu search (Murray and Church 1995) , simulated annealing (Murray and Church 1995) , Monte Carlo simulation (O'Hare et al. 1989, Nelson and Brodie 1990) , and exact techniques such as dynamic programming (Hoganson and Borges 1998) , column generation (Barahona et al. 1992) , and formulation strengthening (Murray and Church 1996, 1997) . These approaches have been relatively successful.
A new approach to this basic problem was proposed when it was noted that harvest planning units are typically composed of smaller management cells (Hokans 1983 , Lockwood and Moore 1993 , Murray 1999 . These smaller cells constitute the basic units that can be harvested. In traditional adjacency models, referred to as the unit restriction model (URM) in Murray (1999) , the management units are formed a priori by the forest planner. That is, using forest characteristics, often supported by geographical information systems (GIS), the planner forms cutting units by blocking basic cells (Barrett 1997) . These basic cells typically range between 5 and 25 hectares, so a cutting unit will have from 3 to 8 basic cells. Thus, using basic cells one is left with a different harvesting problem, where area restrictions cannot be imposed using adjacency constraints as is done in the URM. This approach is referred to as the area restriction model (ARM) in Murray (1999) .
The ARM is an important and difficult forest scheduling problem. Thus far, approaches proposed to solve this problem have mostly been heuristic (Hokans 1983 , Lockwood and Moore 1993 , Barrett et al. 1998 , Clark et al. 2000 , Richards and Gunn 2000 , Boston and Bettinger 2002 . There also have been two lines of exact solution approaches. The first of these was proposed by McDill et al. (2002) , and further pursued by Crowe et al. (2003) for medium to large size, multiperiod problems. The second line of exact solution approaches is introduced in Martins et al. (1999 Martins et al. ( , 2000 , though in a different context. We further pursue this approach.
This paper develops an exact algorithmic approach for the area restriction problem. This paper makes two contributions: (1) it introduces a tight (with regard to the LP-relaxation), compact, and easy to formulate model for effectively solving medium to large size problems; and (2) it introduces a new methodology, which we call constraint projection, for generating valid inequalities. In §2, area restrictions are described. This is followed in §3 by several model formulations for imposing area restrictions. In §4, model formulation enhancements are studied and a new model formulation is proposed. In §5, application results are presented and discussed, and in §6 conclusions are given.
Area Restrictions
Consider a forest partitioned into basic cells for which area, timber volume, and net benefit from harvesting are known. The partitioned region may be represented by means of a graph G V E , where the set V of nodes corresponds to the basic cells (or units), and u v ∈ E if and only if cells u and v are adjacent.
We consider two ways of defining adjacency. Two cells are weakly adjacent if they share a finite set of points. Alternatively, two cells are strongly adjacent if they share a common border or an infinite number of points. Given this definition, if two cells are strongly adjacent, then they are also weakly adjacent. In the literature (see Daust and Nelson 1993, among others) it is recognized that alternative definitions of adjacency exist. However, the above distinction is unique and has implications for problem structure, as will be discussed.
In Figure 1 , we illustrate how a forest region is represented using a graph. The set of nodes corresponds to cells and arcs link weakly adjacent cells. In this example, arcs 2 9 and 3 10 are weakly adjacent pairs of cells. Note that an arc would not join these nodes in a strong adjacency graph.
Weak adjacency is commonly relied upon in forest management. However, the concept of strong adjacency can lead to significantly different spatial patterns of solutions in some cases. Further, adjacency type will influence our developed solution approach.
Using basic cells, we must characterize all potential groupings of cells that could be harvested. A feasible cluster is a set of strongly contiguous cells whose total area does not exceed the established maximum area restriction, 49 hectares in this case. Feasible clusters represent valid cutting zones or blocks. Two feasible clusters are noncompatible if they share a common cell or are weakly adjacent.
Consider the forest partition shown in Figure 2a , where basic cells range in size from 10 to 13 hectares. For this example, feasible clusters may be formed only by up to three or four cells if there is a 49 hectares maximum. As a result, each shaded region corresponds to a feasible cluster, and all are mutually compatible. In general, the problem consists of determining a harvest schedule with the greatest economic return such that no more than 49 contiguous ha of forest are harvested in any time period. In terms of our notation, this is equivalent to harvesting for each time period only compatible sets of feasible clusters. By describing the problem in this way, we introduce an important distinction between strong and weak adjacency in that the former definition is used to construct feasible clusters and the latter to separate clusters. Traditional ARM approaches do not make this distinction and generally use weak adjacency for both purposes. This distinction is important in that it may result in variations in the spatial structure of solutions. In Figure 2b we present a cluster which is weakly, but not strongly, connected; and in Figure 2c we present a pair of clusters that are individually feasible but noncompatible.
The choice of weak versus strong adjacency can impact the associated IP in many ways. Strong adjacency results in fewer feasible clusters and fewer noncompatibilities in contrast to weak adjacency. Even so, the approach developed in this paper is not dependent on these definitions. In fact, they may be adapted so as to address different concerns. For example, two cells may be alternatively defined as being weakly adjacent if they are within a certain distance. In the same way, two cells may be defined as strongly adjacent if the common border exceeds a certain length. As will be discussed later, our proposed approach may even be used without this distinction. As such, our developed approach may be used to solve the classic ARM. The new modeling approach developed in this paper will henceforth be referred to as the extended area restriction model (EARM) and is based on the notion of being able to distinguish between weak and strong adjacency, unlike the ARM.
Modeling Approach
To solve the area-based harvesting scheduling problem, we propose using a set-packing type IP formulation, similar to that used by Martins et al. (2000) . We begin by presenting a simple formulation that defines one constraint for each pair of noncompatible clusters. Afterward, we show several ways to strengthen and extend this formulation.
Pairwise Adjacency Formulation
Consider a planning problem with T periods. The time horizon is sufficiently short that harvested units will not have enough time to mature for multiple harvests. Let = S 1 S 2 S n be the set of all feasible clusters in G V E . Further, let c v t and a v represent the net harvest benefit in period t and area associated with each cell v in V .
For each cluster S ∈ , we define its benefit and area as the sum of the benefits and areas of the cells that it is composed of
If there are fixed costs for harvesting a cluster, in addition to the costs associated with harvesting each cell, these can be incorporated in the above definition by deducting the costs from the net benefit. We may now formulate our problem in a straightforward way as an IP using the following variables:
x S t ∈ 0 1 for each cluster S ∈ for each time period t (2)
x S t + x S t 1 for each time period t for each pair S, S of noncompatible clusters (3) The objective maximizes the net benefit over time horizon T . Constraints (1) state that each basic cell may be harvested at most once during the time horizon. Constraints (2) indicate the integer definition of the variables. Constraints (3) state that for any pair of noncompatible clusters, only one may be harvested in the same period. A small modification will allow this to be extended to more than one period to account for green up requirements. Green up is the time lapse needed for a harvested area to grow to a minimal height, allowing neighboring cells to be harvested. For instance, if g is the green up time requirement, Constraints (3) may be replaced for each t by a constraint of the form
This generalization may be applied to all the adjacency restrictions presented in this paper. This model, while intuitively simple, has drawbacks. The number of Constraints (3) equals the number of pairwise noncompatible clusters, which grows very fast with the number of basic cells. In addition, this is a very weak formulation because the continuous LP relaxation leads to mostly fractional solutions (Nemhauser and Sigismondi 1992) . As a result, branch and bound is not particularly successful when using this formulation for the EARM (or ARM).
Arc Adjacency Formulation
As discussed in the previous section, EARM-1 has inherent drawbacks that make it very difficult to solve by use of branch-and-bound algorithms. This suggests the need to find a more compact and tighter formulation. Martins et al. (2000) present an alternative for a variation of the classic ARM that can be easily adapted to solve the EARM.
Consider two noncompatible clusters S i and S j in . Because they are noncompatible, they must either be (weakly) adjacent or overlapping (share common cells). Thus, there must exist some weak adjacency arc u v in G such that u ∈ S i and v ∈ S j . Thus, noncompatibility may be prohibited by defining one constraint for each weak adjacency arc in E (i.e., imposing that in any solution only one feasible cluster may intersect each weakly adjacent arc).
Define u v as the set of all clusters S in such that u ∈ S, v ∈ S, or both u and v ∈ S. The EARM may be formulated in an alternative way by focusing on arcs in constraint set (3).
Extended Area Restriction Model-2 (EARM-2)

Maximize
S t c S t x S t
subject to (1), (2), and Constraints (3a) prohibit noncompatible clusters from being harvested in the same time period. Note that in EARM-2 all feasible clusters appear in Constraints (3a).
Suppose we have three mutually adjacent cells, any two of which could be harvested feasibly but which are of a size so that all three cannot be harvested at the same time (assume a one-time-period model for simplicity).
Then, the three units form six feasible clusters 1 2 3 1 2 2 3 1 3 . Because there are three adjacency arcs, in the EARM-2 model we have 1 2 = 1 2 1 2 2 3 1 3 1 3 = 1 3 1 2 2 3 1 3 2 3 = 2 3 1 2 2 3 1 3
Note that in the first constraint, from 1 2 we have that X 1 and X 2 cannot be both 1, even though they are compatible. However, the cluster 1 2 with its variable X 1 2 can be set to 1, which allows cells 1 and 2 to be harvested.
This model formulation has the advantage that the number of constraints is relatively small, particularly in comparison to EARM-1. The reason for this is that EARM-2 relies on the number of nodes and weak adjacency arcs in G. It also has the added advantage that it dominates EARM-1 in that all Constraints (3) are dominated by Constraints (3a). However, this formulation, based on the work of Martins et al. (2000) , may be further strengthened.
A Strengthened Formulation
Define graph G in which each node in corresponds to a feasible cluster, and in which S T ∈ if and only if S and T are noncompatible clusters in . We henceforth call this graph the compatibility graph.
The EARM may be interpreted as an instance of node packing (or the independent set problem) in graph G and hence suggests that the use of many well-known facet defining constraints (Nemhauser and Sigismondi 1992) might be helpful. One approach is to use maximal cliques in graph G . Cliques are sets of nodes in which all nodes are connected by arcs to each other. A clique is maximal if it is not contained in any other clique. This suggests yet another problem formulation.
Extended Area Restriction Model-3 (EARM-3)
Maximize
S t c S t x S t
subject to (1), (2) and
The maximal clique Constraints (3b) are known to be very strong for node-packing problems (Fulkerson 1971 , Padberg 1973 . Furthermore, it is easy to see that these constraints dominate Constraints (3a) in that each set u v in (3a) corresponds to a set of mutually noncompatible clusters that define a clique that may or may not be maximal. Therefore, this formulation dominates EARM-2 as Constraints (3a) define cliques that are not necessarily maximal in G . From node-packing research we know that this formulation may in turn be strengthened by odd cycle constraints (Padberg 1973) , web-antiweb constraints (Barahona and Mahjoub 1994) , K4 reduction constraints (Giles and Trotter 1979, Barahona and Mahjoub 1989) , and others typically used for node packing.
Although we have substantially enhanced the formulation of the EARM, there remain several problems with attempting to solve EARM-3. First, due to the large number of nodes and arcs in graph G , the number of cliques (and other similar constraints) is extremely large, leading to unmanageable problems. Also, cutting plane approaches are difficult to implement in that solving the separation for this problem would be very difficult considering its size. We could reduce the size of the problem because it is not necessary to add all constraints to ensure a strengthened formulation. However, a problem would arise in determining which constraints to use. So, while EARM-3 represents a very tight formulation of this problem in terms of cliques, it is not realistic to think that we can actually structure it in practice.
Constraint Projection
So far the most manageable formulation presented for the EARM is EARM-2. However, this formulation needs further strengthening if it is to be successful in solving medium-sized problem instances. In this section, we present a method for generating strong valid inequalities that are stronger than those in EARM-2 and move toward the tight formulation of EARM-3.
Cluster Packing
For the sake of simplicity, assume that only one time period exists in our planning problem. This reduces EARM-1 to the following cluster-packing problem.
Cluster Packing Problem (CPP) The objective function and constraints of CPP are identical to those of EARM-1, except that we are not considering multiple time periods. Using the CPP, we can derive projected constraints that will ultimately be applicable for the EARM.
Projected Constraints
Constraint projection is a method for generating strong inequalities that are valid for CPP. This methodology for generating constraints can in turn be complemented with additional constraints derived for classic node-packing problems, such as clique or odd cycle inequalities, derived from the node-packing problem in G . Let CP G be the convex hull of all vectors x ∈ 0 1 that satisfy x S + x T 1 for all S T in These 0-1 vectors correspond to all feasible solutions of cluster packing over G V E (in G ). Let NP G be the convex hull of all vectors y ∈ 0 1 V that satisfy
These 0-1 vectors correspond to all feasible solutions of node packing in G V E . For a polyhedron P , the inequality ax is valid if it is satisfied by every element of P . To use LP techniques, we need valid inequalities. The inequalities that define facets are the "strongest" valid inequalities that one can use (see Nemhauser and Wolsey 1988 for a more complete discussion on this subject).
A valid inequality for NP G can be transformed into a valid inequality for CP G as follows.
is valid for NP G , then
is valid for CP G , where
subject to y i +y j 1 for each pair of adjacent cells i j in S ∩I (8)
Proof. Consider an instance of CPP and a valid inequality (5). For each feasible cluster S, define y S as any vector that solves (7)- (9).
Let x be a 0-1 vector in CP G . Define w ∈ 0 1 V such that
Note that w is well defined. In fact, if S 1 and S 2 are such that x S 1 = x S 2 = 1, then they are compatible clusters, and as such they are disjoint. Note also that w ∈ NP G . Because of (8), no two adjacent cells i j in a cluster will be such that y i = y j = 1, and because x is in CP G , we know that if S 1 and S 2 are such that x S1 = x S2 = 1, then for i ∈ S 1 and j ∈ S 2 , they cannot be adjacent due to the compatibility of S 1 and S 2 . Thus, for x we have that
with which we conclude that Constraint (6) is valid.
Some Important Projected Constraints
Projected Clique Constraints.
Consider the highlighted cells K = 1 2 3 4 in graph G V E corresponding to the forest partition shown in Figure 3 . These cells are all mutually adjacent to each other and thus form a clique.
If we were solving the node-packing problem in graph G V E , we could add the valid clique constraint
This can be projected into a valid constraint for CPP. Consider the set of all clusters that intersect cells 1 2 3 4 . For the purpose of illustration, we will suppose that there are only five such clusters (the set S T U W Z ), though A clique in a forest region. generally there may be hundreds of these clusters even for a relatively small problem application. These clusters are depicted in Figure 4 . These clusters are all mutually noncompatible with each other. That is, it is impossible to choose two clusters in set S T U W Z that are not adjacent or overlapping. Thus, they form a clique in G and define the following valid projected constraint:
Note that by the constraint projection lemma, the coefficients of all variables in a projected clique constraint will always be one. This follows from the fact that for any cluster C intersecting clique K, the maximum size node packing in C ∩ K is of value one.
Although the clique 1 2 3 4 in G V E may be maximal, this is not necessarily the case for the projected clique. For instance, we have that the cluster defined by nodes 5 6 7 8 9 10 does not intersect clique 1 2 3 4 , but is noncompatible with S T U W and Z (as well as with any other cluster that intersects 1 2 3 4 ). If we define cluster 5 6 7 8 9 10 as R, the above constraint can be strengthened as
In general, to obtain facets from a projected clique constraint associated with clique K in G V E , it is a matter of following a simple procedure:
Step 1. Define set exterior K = S ∈ \ K S is adjacent to all nodes in K . Graph representation of a clique and its intersecting clusters. Step 2. Choose S 1 ∈ exterior K ; define n = 1; 1 = K .
Step 3. Let exterior
Step 5. Choose S n+1 in exterior K such that S n+1 is noncompatible with all clusters in n+1 K .
Step 6. If no such cluster exists, STOP. Else, n = n + 1. Goto 3.
This simple algorithm is easy and fast to implement and always identifies a maximal clique. Given that clusters may be selected in many different ways in Steps 2 and 4, this algorithm defines a tree of possible iterations for which each terminal branch defines a maximal clique dominating K . We found that in the examples we have solved, projected cliques from K were only sometimes maximal. However, when not maximal, they generally became so after only two or three iterations of the lifting algorithm. In our case, lifting these projected cliques did not prove much of an advantage in strengthening the formulation. This, however, might not be the case for all graphs G V E .
This clique family of constraints is also derived by Martins et al. (2000) in a similar, but more complex adjacency problem. In addition to adjacency, the authors impose constraints for preserving blocks of mature (old growth) stands.
Constraint Projection for the EARM
As we have argued, formulation EARM-2 is not strong enough for solving medium-size instances of the EARM in an acceptable time, and formulation EARM-3 is unrealistic in that it has too many constraints. From our previous discussion, a very tight formulation can be structured for moderate-size problems as a compromise of the two.
To apply the constraint projection method ( §4.2) to the EARM, it is important to note that it is possible to interpret EARM as series of cluster-packing problems-one for each period. Thus, to use constraint projection one must decide which constraints to project and which period of time to project them in.
How one should formulate the problem depends on the structure of the weak adjacency graph G V E , because that will give a clue to which constraints are worth projecting. We found in most of our test cases that formulating the EARM by projecting all the clique inequalities for each time period proved best because the number of clique inequalities was manageable. By doing this, we obtain the following problem formulation.
Extended Area Restriction Model (EARM-4)
Maximize
S t c S t x S t
subject to 1 , 2 , and Recall that the objective maximizes the net benefit over the time horizon T . Constraint (1) states that each basic cell may be harvested at most once during the time horizon. Constraint (2) imposes integrality. Constraint (3c) states that from any maximal clique composed of noncompatible clusters, only one cluster can be harvested in each given period. These inequalities guarantee that no pair of compatible clusters will be simultaneously harvested because for every pair of noncompatible clusters there exists some weak arc in E that joins them, which in turn is dominated by some clique K in G V E intersecting both clusters. Figure 1 will be used to show the differences between the various models discussed thus far. Assume that all cells are 10 hectares in size and that a 49 hectares maximum is imposed. Using EARM-1, cells 3 9 5 7 make up one of the many feasible clusters. We would need to define all feasible clusters and then write one constraint for each pair of noncompatible clusters. As an example, consider the following for one time period: X 3 9 5 7 + X 10 9 8 11 1
Using EARM-2, we would consider all arcs u v in G. For example, for arc 2 9 , all clusters that contain cells 2, 9, or both would appear in Constraint (8):
X 3 9 5 7 + X 10 9 8 11 + X 2 3 9 10 + X 1 2 10 + · · · 1
In contrast, only maximal cliques in G would be considered in EARM-3. This case cannot be represented using only Figure 1 ; we would also need to represent each feasible cluster with a node in the compatibility graph. These nodes are joined by arcs if the clusters are noncompatible. For example, let cluster 3 9 5 7 be node a, cluster 1 3 4 5 be node b, cluster 2 10 11 be node c, and cluster 1 3 9 be node d. Because all these clusters are noncompatible, the nodes are all connected and thus form a clique. However, there are other clusters that can be added, so this clique is not maximal.
The associated graphic representation for EARM-4 for this case has already been detailed in Figure 4 .
Forest Scheduling Application
Implementation
A maximum area restriction of 49 hectares was imposed in all modeling applications. Two forest planning problems are first examined. These instances correspond to the Butter Creek Forest and a region in the El Dorado National Forest, both in northern California. Butter Creek is a 351-unit problem (each unit averaging 10 hectares in size) defined for one period, and El Dorado is a 1 351-unit problem (each unit averaging 15.5 hectares in size) with seven time periods (note that we examined runs for the El Dorado application with fewer periods as well). To complement the analysis we also carried out a study using randomly generated problem applications. The randomly generated instances were constructed as square regions subdivided into equally-sized cells of 9.7 hectares or 16.2 hectares. The variation in sizes for the random-generated problem instances enables resulting graph structure to be examined. Each cell was randomly assigned a timber volume between 300 and 600 cubic meters per hectares. A 5% growth rate was assumed between periods. Each cubic meter of timber was priced at $10 US for the first period, and subsequently a 7% interest rate per period was applied.
CPLEX version 7.1 was used to solve the reported planning applications. The test problems were solved on a Pentium III 700 mhz processor PC with 1 GB of RAM. Solution times are reported in CPU seconds.
For multiple time period problem instances, volume conservation constraints were introduced to assure minimum yields and regular production. Let v S t correspond to the volume of timber obtained if cluster S is harvested in time period t. The following constraints on producing an approximate even flow of timber in each period impose that for each period the volume of timber harvested is within 15% of that harvested in the previous period:
Results
EARM.
In Tables 1-6 , results are presented for applications involving both random and real problems. Tables 1 and 2 contrast the single time period EARM-2 and   Table 2 .
Single period application results. EARM-4 formulations of the Butter Creek and El Dorado applications. In both cases, the EARM-4 formulation produces a tighter bound and a faster solution time in the LP relaxation. The difference in the time it takes to obtain an optimal integer solution is substantial. For Butter Creek, EARM-2 needed four hours to obtain a 0.98% gap, while the proposed EARM-4 obtained an optimal solution in 1.44 seconds and is illustrated in Figure 5 . For El Dorado, the time to reach an optimal solution is reduced from 230.59 to 4.57 seconds. Table 3 shows results for the El Dorado forest application with three, five, and seven periods. Once multiple periods are introduced, solving the problems becomes far more difficult. For EARM-4, a stopping rule of four hours solution time was used if the gap was below 3%. Otherwise, solution time was extended to eight hours. Given the poor performance of the EARM-2 formulation, we did not attempt to solve any of the multiple period applications.
The results show that EARM-4 can be solved for a relatively large forest, 1 351 spatial units (cells) and up to seven periods, although this approached the capabilities of the utilized computing equipment. To further confirm the advantage of the proposed approach, applications were carried out using the described randomly generated problems. Table 4 shows LP relaxation results for single-period instances of the 8 × 8, 12 × 12, 16 × 16, and 23 × 23 grids. The EARM-4 produces significantly tighter bounds and shorter solution times. Table 5 contrasts the time taken to obtain integer solutions. In four hours of computing time The application results illustrate how much more constrained EARM-4 is than EARM-2 and how much faster it may be solved by use of branch and bound. EARM-4 is a tighter formulation capable of solving larger and more complex problem instances than EARM-2.
Multiple time period extensions are reported in Tables 6a  and 6b . In addition to the solution time, the time at which the first feasible solution within 1% of the optimum is found is also provided. One observation that can be made from these results is that the random problem instances required greater computing effort than the actual forest planning applications. The regularity of the grid undoubtedly contributes to the existence of more alternatives in the feasible grouping of harvested cells. A second observation is that there are two cases in which a feasible solution was not able to be identified in Table 6a (16×16 grid with seven time periods and 23 × 23 grid with seven time periods). A final observation is that feasible solutions were found for the larger celled problems reported in Table 6b . Thus, in comparison with Table 6a the increased cell sizes reduce the number of potential alternative solutions (feasible clusters) and can now be solved, at least for feasible solutions with reasonable optimality gaps.
Conclusions
In this paper, we have presented a new way to model harvest scheduling subject to maximum area constraints by introducing the extended area restriction model (EARM). This new way to describe the problem incorporates the notions of strong and weak adjacency to provide solutions with better spatial structure than the traditional area restriction model (ARM). We have presented a way to formulate the EARM that is also applicable to the classic ARM. We discuss several ways to strengthen this formulation and show that there is an ideal formulation for this problem that is unrealistic because its size is unmanageable.
By further studying the formulations presented, it is seen that underlying the EARM is a very difficult combinatorial problem we call the cluster-packing problem (CPP). We see that this problem is strongly related to the classic node-packing problem (NPP) and show how to take advantage of this relationship by proving one can project strong valid inequalities from the NPP to the CPP. By use of this projection theorem, we are able to use these new projected valid inequalities in the EARM and obtain a very strong formulation that is similar to the ideal formulation.
Application results confirm that this formulation is very tight in that the optimum linear relaxation solutions are very close to the optimum integer solutions for the problems tested. This tightness enables branch and bound to solve medium-sized EARM instances reasonably fast to within 1% of the optimal solution. These findings suggest that the EARM may be utilized for solving medium-sized, multiperiod problem instances with volume constraints.
The basic problem consists of one in which we start with a large number of cells and proceed to form them into contiguous blocks in such a way that there is some separation between these blocks. Other problems in forestry that might have this type of characterization so that this algorithmic approach (with modifications) might be useful include (1) need to preserve blocks of mature trees of minimal size, as in Martins et al. (1999 Martins et al. ( , 2000 ; (2) cases where there is a need to have corridors of mature trees between clearings resulting from harvesting, where wildlife feeds and the role of the corridors is to provide animals with protection to move from one clearing to another (Sessions and Sessions 1991); and (3) cases where the perimeter between clearings and blocks of mature trees play a role in supporting certain animal species (Martins et al. 1999 ). Looking at another application area, radio transmission studies might consider a problem of forming blocks of cells (where each cell might be a city block) associated with service zones and separation of blocks/zones is needed to avoid interference.
Projected clique constraints were implemented in this paper to solve a forest scheduling problem. For this problem or others described in this section, additional valid inequalities, such as odd cycles, properly implemented, might be of algorithmic value. Further research is needed to determine efficient algorithms to implemented additional valid inequalities. As the number of periods in the problems increases, our approach encountered difficulties. Another line of future research lies in solving problems with significantly larger number of cells and more planning periods.
