Abstract. An approach is described to the calibration of a conceptual rainfall-runoff model, the Probability Distributed Model (PDM), for estimating flood frequencies at gauged sites by continuous flow simulation. A first step was the estimation of routing store parameters by recession curve analysis. Uniform random sampling was then used to search for parameter sets that produced simulations achieving the best fit to observed, hourly flow data over a 2-year period. Goodness of fit was expressed in terms of four objective functions designed to give different degrees of weight to peaks in flow. Flood frequency results were improved, if necessary, by manual adjustment of parameters, with reference to peaks extracted from the entire hourly flow record. Although the primary aim was to reproduce observed peaks, consideration was also given to finding parameter sets capable of generating a realistic overall characterization of the flow regime. Examples are shown where the calibrated model generated simulations that reproduced well the magnitude and frequency distribution of peak flows. Factors affecting the acceptability of these simulations are discussed. For an example catchment, a sensitivity analysis shows that there may be more than one set of parameter values well suited to the simulation of peak flows. This study advances previous work using the continuous simulation method by exploring the model calibration problem specifically in this context. The availability of a relatively large number of sites with good, continuous hourly data means that it has been possible to test calibration procedures according to a range of criteria and present results for a few sites that illustrate more typical issues. Main issues addressed are the usefulness of different objective functions for numerical calibration, the ability to satisfy different calibration criteria jointly to increase confidence in model predictions, and the nonuniqueness of parameter estimates.
. Use of a model with continuous water balance accounting has the attractive feature that dynamic factors affecting runoff production may be represented implicitly. In particular, a conceptual rainfall-runoff model can simulate the changing antecedent moisture conditions that determine the storm runoff response for a given rainfall event. The problem of base flow estimation, present in event-based design flood approaches, is also avoided. Continuous simulation of flows also avoids any need to associate design flood estimates with a specific design storm. Flood estimates may instead be derived indirectly from continuous rainfall records or synthetic data supplied by a rainfall generator that is considered able to reproduce actual rainfall distributions.
The continuous simulation method has the potential to be generalized. For certain catchments a suitable model may already have been identified. Assuming that rainfall and potential evaporation data can be obtained, simulation results then depend on the parameters of the chosen hydrological model. Estimation of these parameters is therefore important, and this, in turn, has implications for choice of model structure.
Model parameters may be estimated for a gauged site by calibration. For an ungauged site, estimates might be obtained by some method on the basis of the translation or regionalization of values established at gauged catchments (with an exCopyright 1999 by the American Geophysical Union.
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0043-1397/99/1999WR900119509.00 pected reduction in confidence). In either case, it is appropriate to choose a relatively simple, standardized model structure with few parameters. In the case of calibration using observations, it has been argued that rainfall and flow data do not support the identification of meaningful values for a large number of parameters [e.g., Jakeman and Hornberger, 1993] . For ungauged sites it is likely that estimation of parameters on the basis of values established by calibration at gauged catchments will require standardization of model structure (see, for example, regionalized applications of a simple, general model structure by Post and Jakeman [1996] and Sefion and Boorman [1997] ). This paper presents examples of results from the most extensive application, to 40 gauged catchments, of the continuous simulation method in Great Britain. It is part of a wider study which aims to develop the method for ungauged catchments by relating model parameter values calibrated at the gauged sites to physical catchment properties. For the reasons distribution of storage capacity over the catchment is described by a specified function. The soil moisture store permits runoff to respond nonlinearly to rainfall inputs by varying the proportion of the catchment, generating fast, "direct" runoff according to the amount of water stored in the soil. Direct runoff is routed via a fast flow store before contributing to the total catchment runoff. The remaining rainfall enters the soil moisture store, which is depleted by evaporation. Drainage from the soil moisture store (representing "recharge") takes place via a simple delay function and generates base flow after being routed by a "slow flow" store.
The main components of the PDM are fairly generic stores that may be characterized using a variety of different functions to describe the soil storage capacity distribution, the drainage of the soil moisture store, and the routing stores [Institute of Hydrology, 1996] . A particular choice of functions may be best suited to any given catchment. However, for this study, the choice was determined by the need for a standardized model with a small number of parameters. Given that a number of different configurations of the PDM are available, and have been used in practice, the formulation chosen for this study will be described briefly, highlighting the parameters to be estimated.
The specific soil moisture storage capacity c [L] was assumed to be described by a Pareto distribution, for which the distri- 
where ½max [L] is the maximum storage capacity in the catchment and the parameter b [-] controls the variability of storage capacity. If c* is the storage capacity depth below which saturation occurs, then F(c*) gives the proportion of the catchment contributing to direct runoff. Moore [1985 Moore [ , 1993 describes how the state of the soil moisture store is integrated over the distribution at each time step to calculate c*. Rainfall inputs to the soil moisture store were multiplied (at every time step) by a rainfall "correction" parameter fc [-] , introduced notionally to compensate for errors arising in the estimation of spatially averaged rainfall from point gauge data. Losses due to evaporation were calculated as a linear function of potential evaporation, estimated by the U.K. Meteorological A time step length of 1 hour was adopted for modeling, following the conclusion of Spijkers and Naden [1994] that a daily time step would imply too much smoothing for the estimation of flood quantiles. Areally averaged rainfall inputs were calculated for each catchment using the method of Jones [1983b] , which averages data from triangles of rain gauges surrounding points in a mesh superimposed on the catchment. Each gauge is weighted according to the inverse-square distance from a given mesh point. The algorithm also mixes information from daily and hourly gauges to maintain consistency between times when different hourly gauges may be operating.
Peaks Over Threshold Flood Frequency Analysis
Continuous hourly flow and rainfall data were acquired for each of the catchments used in this study (details of the data collection and quality control procedures are given by Lamb and Gannon [1996] ). A record of •10 years duration (1985-1995) was obtained for most of the sites. The relatively short length of these records, in terms of flood frequency studies, prompted the use of the peaks-over-threshold (POT) method to fit flood frequency distributions to the observed and simulated flow series. Single-site POT analyses have been investigated theoretically by a number of authors [Davison, 1984; Davison and Smith, 1990; Smith, 1984; Wang, 1991b] . Here the methods for POT analysis reported by Naden [1992] were followed.
For both simulated and observed flow series the magnitudes of the POT data were fitted using the generalized Pareto distribution (GPD), with the number of peaks per year assumed to correspond to a Poisson distribution. The combination of these two assumptions is equivalent to the use of the generalized extreme value distribution for annual maxima [Smith, 1984; Wang, 1991b] . Fitting was carried out using the method of probability weighted moments [Hosking and Wallis, 1987] . Rather than specifying an arbitrary flow threshold for the ex-traction of peaks for each catchment, peaks were instead extracted at an average rate of 3 yr -• (i.e., 30 peaks would be extracted from a period of 10 years, but not necessarily three peaks from every calendar year). To ensure that the extracted peaks represented independent events, a minimum separation period was imposed, specified for each catchment as three times a typical event time to peak.
It is perhaps worth emphasizing that the aim here is to investigate model calibration in the specific context of deriving a flood frequency curve by continuous simulation, with a consequent emphasis on peak flows. For this reason, no detailed analysis is presented to assess the suitability of the distributions fitted to the POT data, nor the implicit flow thresholds resulting from the average extraction rate of 3 peaks yr-•. However, an important consideration is that exactly the same techniques were applied to both simulated and observed flow data in the frequency analysis. Also, Naden [1992, 1993] has presented evidence on the basis of the analysis of POT data from 826 stations that these techniques are likely to be reasonable for the purposes of this study, that is, single-site analyses in the United Kingdom for relatively short return periods.
Calibration Methods
In principle, calibration of a rainfall-runoff model using continuous data may take account of more information regarding runoff-generating processes than would be contained in a series of annual maximum or POT data alone. However, it may not always be possible for a single model structure and set of parameter values to reproduce all aspects of the flow regime to the same standard. Although greatest weight has to be given here to simulation of peak flows, confidence in simulated flood frequency distributions will be increased if other aspects of the simulated flow series are also realistic.
Several objective functions were therefore used in an automated procedure to assess model performance in simulating different aspects of the flow regime. In addition, two model parameters were fixed directly from the data by deterministic reasoning, and a final element of subjective assessment was included via manual parameter adjustment. This approach, combining automated and manual calibration using many objective functions, has been exploited in the past, for example, in the calibration of the U.S. National Weather Service flood forecasting model [Brazil and Hudlow, 1981; Brazil, 1988 [1991] . An uncertainty framework was not adopted here, however, because of an initial requirement to obtain a single "most acceptable" simulation for each catchment for use in later work on spatial generalization.
Estimation of Storage Constants by Recession Curve Analysis
The PDM, as described above, has seven parameters to be calibrated, including the constants in the two routing stores (kf and ks). However, the parameters of a conceptual routing store can be estimated directly from flow recession curves, if these are assumed to correspond to drainage from the store during periods of negligible input (or recharge) and low evap- 
It is difficult to specify exact, objective criteria to identify periods of the record where recharge and evaporation can be assumed to have little effect on flows, but two useful guides will be low rainfall and low potential evaporation. An interactive, semiautomated system, described by Lamb and Beven [1997] , was used to search for recession curves during such periods.
A difficulty in associating recession curve data with two or more conceptual stores is the need to separate the total flow into components related to each store. The procedure used [Lamb and Beven, 1997 
t--! --where Q, is the observed flow at time t, q, is the simulated flow, and n is the number of time steps. The value of NSE increases as the similarity between simulated and observed flows increases and would be equal to one for an error-free simulation.
Greater weight may be given to errors in the simulation of high flows by multiplication of the absolute difference between The exponentp was set subjectively to equal 1.5, after trials on a number of catchments, to provide increased sensitivity to peaks in flow without becoming entirely insensitive to recession and low-flow periods. Equations (7) and (8) give some weight to the simulation errors at low and intermediate flows. Two objective functions were also chosen to incorporate only the errors in simulating a POT series, extracted in the same way as for a frequency analysis. The first of these functions attempts to combine info?mation about both the timing and magnitudes of the first J ranked POT peaks by considering each pair of observed and simulated peaks, in order of rank, as a vector in two dimensions (time and discharge). The error for the pair of peaks of rank j was expressed as:
where Qi is the magnitude of the observed peak, qi is the magnitude of the simulated peak, T i is the time of occurrence of the observed peak, and t i is the time of the simulated peak.
The differences between observed and simulated variables were standardized by q*, the difference between the largest and smallest flow magnitudes in the observed POT series, and t*, the difference between the time of occurrence of the earliest and latest of the observed POT series. Equation ( The value of the NSE statistic (equation (7)) will be zero for a simulated flow series equal to the mean of the observations at every time step. Given that (7) encompasses the entire range of flow magnitudes, and is therefore sensitive to hydrograph shape, there would be no point in using a conceptual runoff model having seven parameters when better overall performance could apparently be obtained by the mean of the observations. Any set of parameters giving rise to NSE -< 0 in the URS procedure was therefore rejected.
Parameter sets corresponding to the best values of the four objective functions were then used in simulations of the entire pe?iod of record. Flood frequencies were plotted for observed and simulated flows. By examining these results along with time series plots and flow duration curves, one of the four parameter sets was selected as a candidate for manual adjustment, if necessary, to improve the fit of the simulated and observed flood frequency plots, while attempting to maintain acceptable results in terms of time series plots and flow duration curves.
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Results
Results for all of the catchments in the study were inspected according to the criteria listed in the following headings and a small number of examples selected to illustrate specific issues that were noted, arising in various combinations, for other catchments. Figure 3 . However, the parameter set found using the WAE function was chosen as a basis for final "tuning" because it gave rise to a fitted frequency distribution of similar slope to the observed data, appeared to generate the correct difference between the magnitudes of the two highest peaks, and generated a realistic overall flow time series. The adjusted parameters give rise to a good fit between the observed and simulated POT series (indicated in Figure 3 by solid and open circles, respectively). the observed peaks. It follows that there is also close agreement between the frequency distributions fitted to the observed and simulated peaks, suggesting that the corresponding parameter sets are useful for the simulation of flood frequency characteristics. However, it is important to note that confidence in calibrated model parameters that give rise to wellfitting flood frequency distributions may also depend on how well each distribution (simulated or observed) characterizes the respective flood peaks. For the Tanllwyth catchment ( Figure 3 ) the highest magnitude event is not close to, but clearly has an influence on, the fitted frequency curve, for both the observed data and the simulated flows. However, the fitted frequency curves appear to be consistent with the distribution of the many lower-return period peaks. In this case, given observations only, there could be doubts about the value of the fitted frequency curve or about the accuracy of the highest peak in the observed record. Doubts about the accuracy of the observed peaks may be dispelled, to some extent, by the ability of the PDM to simulate flow peaks of similar magnitude corresponding to the same storm events that generated the observed flows. Extrapolation of the fitted frequency curves would nonetheless require some care.
Comparison of Simulated and
Good agreements can also be obtained between frequency distributions fitted to the observed and simulated flow peaks despite significant differences between the two POT series. An example is shown in Figure 5 , where flood frequency distributions have been plotted for the River Ythan at Ellon, a 523-km 2 catchment in Scotland. The results of the numerical URS procedure suggested that there would be problems in obtaining an acceptable set of parameter values capable of reproducing the two largest events in the available record. This was confirmed during attempts to adjust the parameter sets manually. No combination of parameter values could be found that seemed capable of correctly reproducing the magnitudes of both the lower and the higher return period peaks extracted from the observed flow data.
Agreement can also be obtained between the frequency curves fitted to observed and simulated POT peaks because of interaction between the errors in simulating certain flood peaks, as shown in Figure 5 . Such a result leads to questions over the reliability of the flood estimates obtained by analysis of the simulated flows. One might accept the simulation results because they are reasonably consistent with the frequency distribution of most of the (lower-magnitude) POT peaks. However, given that the frequency curve fits the point data far less well in the simulated case than in the observed, the apparent fit between the two frequency curves should be treated cautiously. It is possible that the hydrological model is simulating flood peaks that represent a sample from the same underlying population that the real data are drawn from, but a poor fit between flood peaks and the theoretical distribution makes this difficult to test without exploring other flood frequency distributions. This type of result also illustrates that direct comparison of fitted flood frequency distributions for model calibration purposes could produce misleading results.
Quality of the Flow Time Series
In cases where the automated URS procedure was able to identify a set of parameters capable of generating acceptable flood frequency characteristics, it was found that the simulated flow time series appeared to be subjectively "realistic. are not ideal. However, good reproduction of every peak over a 10-year period would be a remarkable result. Another feature of the results in Figure 6 is indicated by the annotations A and B. A relatively large peak occurs in both observed and simulated flow series at time A, associated with a storm event that was preceded by a wet spell. At time B, there was another large rainfall event, but this followed a drier spell and caused negligible response in the observed flows, presumably because of drier antecedent conditions in the catchment. This effect has also been reproduced by the PDM, which correctly simulates the flow response at time B. Good representation of the nonlinearity in the rainfall-runoff transformation can also be seen in Figure 7 , which shows the flow series simulated for the Tanllwyth catchment using the manually adjusted parameter set (see Figure 3 for (4)) is not the most appropriate form of slow flow routing store for a catchment such as at Frome.
Sensitivity of the Objective Functions to Joint Variations in Parameter Values
The URS approach can be used to examine the sensitivity of each objective function to variations in parameter values. It has to be stressed that each function evaluation is the product of a set of parameters; it is therefore difficult to draw conclusions about the marginal variations of objective function values with respect to any individual parameter. However, some information can be gained by plotting function values against the sampled values of each parameter. For the catchments discussed in this paper, it was found that many simulations gave rise to similar objective function values, where the individual parameters varied widely across the ranges sampled by the URS procedure. The results presented below are for the Tan11wyth catchment but are also typical of the other cases. The ability to find similar objective function values over wide ranges of each parameter was a feature of the results for all objective functions tested. This problem can be referred to as "equifinality," or "multiple local optima" in the objective function response surface, and has been noted for conceptual mod-els in various contexts [e.g., Duan et al., 1992; Beven, 1993; Gupta and Sorooshian, 1994; Zak et al., 1997] .
The sensitivity of the POT-SAE function, computed over a full evaluation period, is of primary importance, as this objective function is perhaps the most direct measure of the performance of a given simulation in the present context. To minimize the influence of length of record, the URS procedure was applied using the entire 16-year record for the Tanllwyth catchment. Two experiments were carried out, one in which the store parameters k]• and ks were fixed by recession curve analysis (the "fixed-stores" case) and a second in which these parameters were allowed to vary (the "varied-stores" case). of the objective function, POT-SAE, indicates a robust model. However, this interpretation would fail to recognize that every simulation is a function of a set of parameters. For each value of a given parameter that appears in a good simulation, there are also many poor simulations. It is also worth noting that the parameter sets giving rise to the similar flood frequency results in Figure 11 are not equivalent in terms of other aspects of the flow regime. Flow duration curves are shown in Figure 12 for the best five simulations from the fixed-stores and varied-stores experiments. It can be seen that none of these simulations performs as well as the manually adjusted parameters. Also, comparing the fixedstores and varied-stores results, the fixed-stores simulations give rise to consistently better flow duration curves.
Conclusions
The results presented here suggest that calibrating a rainfallrunoff model using a simple efficiency measure based on the sum of the squared errors is likely to produce biased estimates of flood frequency distributions. However, when calibrated using a range of objective and subjective measures, a relatively simple, standardized model was able to generate acceptable simulated frequencies for catchments of different size and physiographic characteristics.
A conclusion from the URS experiments using 2-year simulation periods is that calibration in the flood frequency context requires significantly greater weight to be given to the simulation of peak flows than to lower-magnitude flows or, indeed, hydrograph shape. This is supported by a comparison of the differences between flood frequency results obtained using different objective functions, of which Figures 2, 3, and 4 are typical examples. In each case, the objective functions weighted more toward peak flows gave the best results. This is hardly surprising but focuses attention on the balance between good flood peak estimates and a realistic overall characterization of the flow regime. It would be ideal if good flood frequency results could always be obtained by a near-perfect simulation of the observed flows. However, experience sug- gests that a conceptual rainfall-runoff model will often fall short of this ideal, especially for a long period of relatively fine time discretization.
One approach that should help ensure that simulated event hydrographs have a realistic form is the estimation of routing store constants prior to any trial-and-error calibration. This can be done, albeit approximately, by recession curve analysis. Such analysis, which could be carried out with even limited quantities of observed data, has the advantage that the derived parameter values are related directly to observations and are not affected by interaction with any other model parameters. This may improve the chance that the derived value can be related to some independent characteristics of the catchment, which will be useful if parameters are to be estimated for an ungauged site.
Simple graphical analysis of the sensitivity of objective functions to variation in parameter values suggested, for the Tan Near-equivalence or "equifinality" of different parameter sets (in terms of one chosen objective function) and the existence of multiple objectives are two distinct sources of uncertainty in model predictions. Consideration of multiple objectives may, however, constrain the acceptable ranges for model parameters. Even simple subjective measures (such as visual inspection of flow duration curves) can be useful in selecting a suitable parameter set from a group of many sets that may produce almost identical flood frequency estimates. Further research would be useful to apply more objective methods for combining different calibration criteria in applying the continuous simulation method and to quantify the uncertainty about design flood estimates given multiple objectives.
