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2Abstract
This thesis aims to apply Empirical Mode Decomposition (EMD), Multiscale En-
tropy (MSE), and collaborative adaptive filters for the monitoring of different brain
consciousness states. Both block based and online approaches are investigated, and
a possible extension to the monitoring and identification of Electromyograph (EMG)
states is provided.
Firstly, EMD is employed as a multiscale time-frequency data driven tool to
decompose a signal into a number of band-limited oscillatory components; its data
driven nature makes EMD an ideal candidate for the analysis of nonlinear and non-
stationary data. This methodology is further extended to process multichannel real
world data, by making use of recent theoretical advances in complex and multivari-
ate EMD. It is shown that this can be used to robustly measure higher order features
in multichannel recordings to robustly indicate ‘QBD’. In the next stage, analysis is
performed in an information theory setting on multiple scales in time, using MSE.
This enables an insight into the complexity of real world recordings. The results of
the MSE analysis and the corresponding statistical analysis show a clear difference
in MSE between the patients in different brain consciousness states. Finally, an
online method for the assessment of the underlying signal nature is studied. This
method is based on a collaborative adaptive filtering approach, and is shown to be
able to approximately quantify the degree of signal nonlinearity, sparsity, and non-
circularity relative to the constituent subfilters. To further illustrate the usefulness
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of the proposed data driven multiscale signal processing methodology, the final case
study considers a human-robot interface based on a multichannel EMG analysis.
A preliminary analysis shows that the same methodology as that applied to the
analysis of brain cognitive states gives robust and accurate results.
The analysis, simulations, and the scope of applications presented suggest
great potential of the proposed multiscale data processing framework for feature ex-
traction in multichannel data analysis. Directions for future work include further de-
velopment of real-time feature map approaches and their use across brain-computer
and brain-machine interface applications.
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Chapter 1
Introduction
In modern society there is an ever-growing requirement for automated information
processing rather than laborious data handling. To this end, sensing equipment
for taking multimode measurements and coherent data gathering is generally well
developed, however, optimal multichannel data processing techniques and feature
extraction methods are still under development.
One area which could greatly benefit from such methods is that of electroen-
cephalography (EEG) data based medical diagnostics. It is regarded as a vital
clinical monitoring tool in understanding the electrical activity of the brain and the
understanding of the data and the ability to use computers for clinical assessment
is very important especially considering taking EEG recordings as a noninvasive
procedure. In neurology, there are a variety of diagnostic applications based on this
tool including sleep-related disorders, sensory deficits, brain tumors, and brain con-
sciousness. It is also used in cognitive science to investigate the neural correlations
of mental activities. Standard EEG analysis methods such as Fourier based methods
are well understood, however, they also have their limitations. Novel algorithms for
effective analysis of the brain data, based on higher order features would therefore
provide a most welcome tool, both in the area of clinical diagnosis and in other areas
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involving brain studies [4, 5].
1.1 Problem Statement
1.1.1 Medical Background - Clinical Issues
Understanding of the information processing mechanisms of the brain, especially
consciousness states, is a very active area of research. One important topic within
such research is related to the identification of brain death, where the algorithms
are quite conservative as there are severe implications of declaring a patient as brain
dead. The legal definition of brain death is “irreversible loss of forebrain and brain-
stem functions” [6]. It is very difficult to implement brain death diagnosis precisely,
mostly due to clinical issues; specialized personnel and technology are needed to
perform a series of tests which are expensive and time-consuming and can some-
times bring risk to the patient. For instance, some of the tests require that medical
care instruments be removed; further still, some tests require that the patient be
transported out of the intensive care unit (ICU). Others (confirmatory tests) need
to be performed several times at up to 10 hour intervals, and can take as long as 30
minutes each time. The diagnosis criteria are different from country to country, but
after initial documentation of the clinical signs of brain death, repetition of clinical
testing is required in a number of countries. These tests can bring the patient a po-
tential medical risk due to the requirements of implementing the tests and the stress
they place on the already compromised vital organs [7]. To overcome these difficul-
ties, a preliminary EEG test has been proposed in [8] to determine whether further
brain death tests, especially those requiring patients to be disconnected from critical
life support devices (the respirator), need to be implemented or not. In this way an
initial prognosis of quasi-brain-death (QBD) is given; the term “quasi-” means that
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this is a preliminary decision and the final diagnosis of brain death requires further
medical tests.
The use of technology in this context would be of great benefit as it helps
reduce potential complications and stress on patients. The EEG signal processing
and statistical significance tests, however, are not trivial to design as there are
a number of technical difficulties arising from the acquisition of real world EEG,
together with uncertainties related to the detection, estimation and extraction of
reliable features from the notoriously difficult to analyze EEG data.
1.1.2 Difficulties of Dealing with Real World Data
It is of great importance to realize the great degree of difficulty in dealing with real
world data as opposed to standard benchmark signals and synthetic test data. For
real world physiological measurements, dealing with artifacts is a common problem.
Biological artifacts, such as heart beat signal, respiratory artifact, electrooculogra-
phy (EOG) eye blink signals, all typically contaminate the signal process of interest.
There are also environmental artifacts generated outside the human body, such as
the change in the impedance of electrodes and the conductivity of the electrode gel.
Human motion can change the contact of sensors and therefore introduce artifacts to
the data under measurement too. Artifacts caused by the mains power supply can
introduce 50 Hz noise to the recordings, especially if the electrodes are not unipolar.
Interference to the EEG signal caused by various other medical instruments in the
ICU can also contaminate the already weak EEG signal from coma patients. The
quality of the EEG recordings are also subject to the handling of patients. There
are data logging and record latency problems too.
During the analysis, the sample size of data needs to be taken into consid-
eration. The data analyzed in this thesis were recordings from 17 QBD patients
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and 17 coma patients over several sessions. It is shown in [9] that for statistical
analysis between one or two populations, a minimum sample size of 6 is advisable.
The sample size used in this work (34 patients) was sufficient to allow us to con-
duct a rigorous statistical study and to perform statistical analysis of the feature
relevance and statistical significance (i.e., Student’s T-test, Mann-Whitney U test,
and Receiver Operating Characteristic (ROC) analysis). However, the level of the
ensemble size was not sufficient enough to give confidence required for immediate
clinical use.
Despite some progress [10, 11], the mechanisms that govern brain states are
still not well understood [12]. Various studies in distinguishing epileptic seizures
from other types of spells, monitoring the depth of anesthesia, Alzheimer’s disease,
monitoring of brain damage [8,13–15] have not been able to make a perfect distinc-
tion between different brain states. In addition, it is well known that EEG frequency
band descriptors delta, theta, alpha, beta, and gamma are related to various brain
activities, but their bandwidths are not universally accepted. For example, the fre-
quency range of alpha band refer to 8-12Hz and sometimes 8-13Hz [3]. A single
cerebral rhythm can be associated with complex dynamics, including the capacity
to span a combination of different frequency bands [16], while event related po-
tential, the measurement of task relevant stimuli, cannot be applied to coma and
QBD patients. These all indicate the need for robust descriptors for EEG based
diagnostics.
1.1.3 Technical Problems
Conventional Fourier based methods usually fail to characterize EEG data due to
their highly complex nature, non-stationary behavior, and the nonlinear signal gen-
erating mechanism [17]. A summary of those methods will be discussed in Sec-
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tion 2.4.2. The design of appropriate detection, estimation algorithms, and robust
feature extraction methods remains a key prerequisite to accurate brain state clas-
sification. It is suggested in [18] that investigating the complexity of physiological
data can provide an additional insight for discrimination between healthy and un-
healthy subjects. From an information theoretical point of view, entropy is a key
to assessing signal complexity. However, for the analysis of long-range dependences,
the signal needs to be examined over multiple spatio-temporal scales which cannot
be accounted for by traditional single scale based entropy measures .
Processing data in real-time meets the demands of patient safety and provides
simultaneous monitoring and tracking of the changes in brain states. Methods that
can adaptively identify fundamental signal properties (nonlinearity, sparsity, circu-
larity) whose combinations may correspond to a certain brain state are paramount
for real-time monitoring.
This thesis investigates novel approaches that help to overcome these diffi-
culties and to provide real time data analysis tools for highly efficient, user-friendly,
analysis of certain classes of EEG data. The methods investigated here are flexible,
robust, and general enough to be applied to a wider range of applications requiring
multichannel data analysis, including the EMG based robot control addressed in
this work.
1.2 Proposed Solutions
It is convenient to analyze EEG data in the time domain [19–21], as routinely
performed by medical experts, however, by computer-aided analysis in transformed
domains (frequency, time-frequency), it is possible to extract additional information;
this is very useful when analyzing weak data in noise such as brain electrical activity.
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Fourier analysis is the best understood spectrum estimation tool for linear and sta-
tionary signals. However, real world data are always non-linear and non-stationary.
To this end, Short Time Fourier Transform and the Wavelet Transform were devel-
oped, but they still rely on some kind of projection on a set of pre-defined bases.
ICA has also been used for denoising [8], however, the use of ICA in practical appli-
cations is limited by its strong assumptions, such as 1) the summation of potentials
arising from different parts of the brain, scalp, and body is linear at the electrodes,
2) propagation delays from the sources to the electrodes are negligible [22]. It would
therefore be beneficial to first conduct a study of signal complexity and perform sig-
nal modality characterization analysis in order to better understand the data prior
to preprocessing. Considering that EEG is a stochastic and nonstationary signal,
fully data driven processing technique is required, making no assumptions on the
data. It is therefore natural to explore various adaptive methods which make no
prior assumptions of the signal and are not limited to linear and stationary signals.
To this end, data “fusion via fission” through Empirical Mode Decomposition
(EMD) [17] is introduced to extract phase features while analyzing EEG signals,
without making any assumptions on the EEG signal natures. The data “fusion
via fission” is implemented by decomposing a signal into a number of band limited
components using EMD (fission) and then combining all the components of interest
(fusion) for further analysis.
Traditional measurements of signal complexity are mostly entropy based [23,
24]; however, an increase in entropy may not always be associated with the degree
of signal dynamical complexity, e.g. the complex temporal fluctuations inherent to
the underlying signal may not be taken into account [1]. As shown in Section 1.1.3,
for some signals it is very difficult to extract representative features at a single
scale, especially for physiological signals exhibiting long-range correlations. The
quantification of the complexity of physiological time series can robustly discriminate
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between healthy and pathologic groups [1], however, for this purpose, the entropy
analysis based on a single-scale analysis is not sufficient. One recently introduced
measure that is widely used for the assessment of signal complexity is theMultiscale
Entropy (MSE) [1] and will be evaluated as a feature for discriminating ‘coma’
and ‘QBD’ patients in this work.
In order to perform real time analysis of some fundamental signal features,
we have also investigated collaborative adaptive filters in this context. There is
a conclusive evidence [25,26] that tracking the dynamics of nonlinear properties and
sparsity of signals is a key new direction which can bypass the problems associated
with traditional block based processing methods [27]. It is further argued in [26,27]
that the assessment of the nonlinear nature in EEG signals can provide a platform for
the identification of brain consciousness states. Collaborative adaptive filters were
originally introduced as a method of improving the performance of traditional adap-
tive filters [28]. It has also been shown that tracking the evolution of the adaptive
mixing parameter within such a structure shows which subfilter within the structure
has the better performance for a given data window. This knowledge provides an
insight into the nature of the underlying signal in real time, and a robust evalua-
tion of fundamental signal properties [29, 30]. Therefore, the mixing parameter as
an indication of these signal properties (nonlinearity, sparsity, and noncircularity)
can be employed as robust feature for distinguishing brain states between ‘coma’
and ‘QBD’ in real time. From the medical viewpoint, such filters offer real time
processing ability and hence reduce the risk to the patient when performing QBD
tests. This approach also performs testing for the degree of nonlinearity in non-
stationary environments, unlike the hypothesis testing based methods [26], such as
the Delay Vector Variance (DVV) [31], which are block-based. In addition, the two
subfilters within the collaborative hybrid filter structure operate in parallel, opening
the possibility to produce multidimensional parameterized feature maps.
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The scope of signal processing methods used in this thesis is best explained
through the general framework of the Waterfall model for information fusion, shown
in Fig. 1.1. A recent overview of data fusion models can be found in [32]. We
utilize this framework to test for QBD by extracting robust features in both fre-
quency domain (Power Spectrum Density (PSD), phase synchrony) and in
time domain (MSE) from EEG, and also based on the mixing parameter within
collaborative adaptive filters. Particular elements of this model are elaborated in
the block diagram shown in Fig. 1.1. For easier navigation through the thesis, the
chapters dealing with a particular method are also indicated in five different colors.
1.3 Contributions of the Thesis
In this work, a wide range of existing methods have been investigated and extended
to solve the real world problem of brain consciousness identification. As far as the
author is aware, the following aspects of the thesis are believed to be original and
key contributions:
• Distinguishing between coma and QBD using extended EMD-based method for
higher order features extraction, such as (phase synchrony), given in Chapter 3,
publications [33–35].
• Modelling coma and QBD EEG complexity structure using entropy based
methods (multiscale entropy), followed with rigorous statistical studies on
the predict power of the extracted features, as shown in Chapter 4, publi-
cations [33].
• Online tracking of brain consciousness states by identifying EEG signal natures
of nonlinearity, sparsity and circularity, and studied the fusion of those features
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via 2D feature map, as shown in Chapter 5, publications [36–38].
• Enhanced EMG baseline removal using Multivariate Empirical Mode Decom-
position (MEMD), as shown in Section 6.4.2.
• Development of power independent features for muscle contraction detection
as shown in Chapter 6.
1.4 Organization of the Thesis
The thesis is organized as follows. Chapter 2 describes the EEG data and analysis
methods used for a case study. Chapter 3 illustrates the data “fusion via fission”
framework using Empirical Mode Decomposition (EMD) and its application as a tool
for time-frequency analysis of a signal. The same principle is then used to robustly
measure coupling (both phase and amplitude) between the data channels. Having
investigated the relationship between two channels in the frequency domain, we
then move the focus to the time domain (Chapter 4) to investigate the complexity
within one channel of EEG data using multiscale entropy (MSE). This entropy
based methodology examines the signal at multiple scales and its value reflects signal
complexity. The results of the MSE and statistical analysis illustrate the possibility
to discriminate between the different brain consciousness states. We then introduce
an on-line method in Chapter 5 for tracking signal modality using collaborative
adaptive filters, in both the real and complex domains. Next, in Chapter 6, the
methodology used for the study of biomedical signals is extended from EEG to the
EMG signal analysis. Features are extracted from the EMG signals for the control
of a mobile robot using arm gestures and preliminary set of results are provided.
Finally, future work and conclusions are given in Chapter 7.
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Chapter 2
EEG Data Description and
Analysis Methods
2.1 Introduction
There are two main reasons of examining the brain using medical imaging: one is
for understanding the brain anatomy (structural imaging), the other is interpreting
the brain activity (functional imaging). Electroencephalography (EEG) is one of the
most popular functional neuroimaging tools for monitoring human brain for its high
temporal resolution and noninvasive character. Other methods for studying human
brains include magnetoencephalography (MEG), used for measuring electrical brain
activity by its generated magnetic fields [39], functional magnetic resonance imaging
(fMRI) [40, 41], developed to estimate the brain activity by the changes in cerebral
blood oxygenation levels, and positron emission tomography (PET) [42] which can
produce a 3D or 4D image of the brain.
For the above mentioned methods, both EEG and MEG have advantages of
the high temporal resolution, whereas other mentioned methods are greater in spa-
tial resolution. Comparing all the available methods, equipment for obtaining EEG
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signal has a much lower cost and is much more portable. It is regarded as a vital
tool for clinical applications, as well as other applications in physiological research,
cognitive psychology and game industry. Over the past 15 years, brain-computer
interface (BCI) research programs have produced practically applicable results [43],
EEG plays a prominent role. As mentioned previously EEG has a number of benefits
in this research as both its non-invasive character and also the capability of measur-
ing the electrical changes generated by brain neurons on a millisecond time scale.
There are also some limitations while analyzing EEG signals, such as ocular and
muscle artifacts long experiment preparation, and use of conductive gel and EEG
amplifiers. Recent research shows various methods of removing artifacts [44, 45],
and sometime artifacts can be useful especially analyzing EEG signal of inactive or
limited brain activities.
2.2 EEG Data Acquisition
Human organs manifest their function through electric activity [46]. For example,
EEG measures brain activities by detecting the voltage differences (biopotential)
generated by neurons in the brain. The recording of these voltage differences is
usually achieved by placing electrodes on the scalp (noninvasive) or in the cere-
bral cortex (invasive). The standardized 10-20 system for collecting EEG data was
originally described by Jasper (1958) [47] for placement of electrodes. There are
also other systems such as the 10-10 system, an extension to the original 10-20 sys-
tem with a higher channel density, suggested in [48]. The 10-20 system has been
widely accepted as the standard of the American Clinical Neurophysiology Society
(Former American Electroencephalographic Society), the International Federation
of Clinical Neurophysiology (Former International Federation of Societies for Elec-
troencephalography and Clinical Neurophysiology), and many other authorities.
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The “10” and “20” refer to the actual distances between adjacent electrodes,
which are either 10% or 20% of the total front-back or right-left distance of the
skull, see Fig. 2.1(b), 2.1(c). There is a unqiue name for each of the electrode
by combinations of letters and numbers (e.g., F3) as shown in Fig. 2.1(a). The
nomenclature used for the labeling is as below [49]:
• Letters refer to a nearby lobe/ fissure: F - Frontal lobe, T - temporal lobe, C
- central fissure, P - parietal lobe, O - occipital lobe.
• Letters named using combination of nearby electrodes: FP - frontal polar,
FC - fronto-central, CP - centro-parietal, PO - parieto-occipital, FT - fronto-
temporal, and AF - antero-frontal.
• Numbers: even numbers refer to the right hemisphere, odd numbers refer to
the left hemisphere.
• Letter z instead of a number refers to an electrode placed on the midline.
2.2.1 QBD and Coma Patients’ Data
In this work, the patients involved were all lying on bed facing up with eyes closed,
and the data was obtained via nine electrodes (six electrodes for data acquisition, one
for ground, and two for references) on the forehead with channels based on the 10-20
system. That is, electrodes placed at positions F3, F4, F7, F8, FP1, FP2 as well as
GND and also two were placed on the ears (denoted by A1 and A2 respectively).
The electrodes placed on the ears act as a reference for the measurements, which
can be calculated as (A1+A2)/2. The measured voltage signal is then digitalized
via a portable EEG recording instrument with a sampling frequency of 1000 Hz.
The position of the electrodes and its output signal can be seen on Fig. 2.2.
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(a) The 10-20 system nomenclature. (b) The 10-20 system view from top.
(c) The 10-20 system view from left.
Figure 2.1: The standard international 10-20 system for electrode placement.
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Figure 2.2: Electrode placement for EEG data acquisition.
The experimental data shown in Table 2.1 was obtained from 34 patients (18
male, 16 female) of the ages ranging from 17 to 85 years old during the period from
2004 until 20061. 17 of the patients were in a state of coma, 17 of them were in
a QBD state. The EEG signals from these 34 patients with signal length between
305,280 samples and 382,440 samples were stored and analyzed.
For illustration, two sets of EEG signals are shown here: Figure 2.3 shows the
EEG signal (time-amplitude plot) of patient 1: 64-year-old male patient in a deep
coma state. The patient regained consciousness. Figure 2.4 is the EEG signal of
patient 2: a 48-year-old ‘QBD’ male patient who lost consciousness on Oct. 18, 2005.
In both figures, from top to bottom, the six EEG channels are shown individually
with the same time slot of 40000 seconds. It can be seen from the two figures that
the variation and the amplitude of the ‘QBD’ waveform are both smaller than the
‘coma’ waveform. However, it is not the case in all the cases. The variation and
the amplitude of most of the ‘coma’ and ‘QBD’ waveforms are in between those two
1The data were provided by Professor Jianting Cao at both Brain Science Institute, RIKEN,
Japan and East China University of Science and Technology, Shanghai, China. The original sample
size of EEG data were 37. In this work, we eliminated the data of three patients. One of those
three patients has unclear labeled data, whereas the other two patients has only four channels of
EEG data, and the data is not clearly labeled either.
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Figure 2.3: An example of coma waveforms.
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Figure 2.4: An example of QBD waveforms.
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Table 2.1: Experimental data
Type of Patient Coma Quasi-brain-death Male Female Total
Number of Patients 17 17 18 16 34
Table 2.2: EEG signal frequency band and cognitive relevancy according to [3]
Frequency Band Frequency(Hz) Consciousness Level Distribution
Delta 0.5-4 Low-Level of Arousal Generally broad, diffused
Theta 4-8 Distracted Regional, involve many lobes
Alpha 8-13 Relaxed, meditation Regional, involves entire lobe
Low Beta 13-15 Relaxed yet focused By side and lobe (frontal, occipital)
Midrange Beta 15-18 Alert, active not agitated Localized, over various area
High Beta 18-25 Very focused, alertness Very localized, maybe very focused
Gamma >25 High-level info processing Very localized
signals.
2.3 Brain Rhythms: EEG Frequency Bands and
Cognitive Relevancy
EEG signals are typically nonstationary data which are composed of frequency com-
ponents of interest up to 40 Hz. Those rhythms inherent in the EEG signals are
generally regarded as delta, theta, alpha, beta and gamma, although the boundaries
for those bands are not clearly defined. A reference for those frequency bands, with
regard to their typical distribution on the scalp and subject states, can be found
in [3] as shown in Table 2.2. Delta is commonly regarded as the frequencies up to
4 Hz, theta is between 4 - 8 Hz, alpha is between 8 - 13 Hz, beta is between 13
and 25 Hz, and Gamma is above 25 Hz. The main frequency in the EEG signal
is closely related to the level of consciousness of the person. As the brain activity
increases, the higher frequency bands of the EEG become more dominant. For ex-
ample, dominant frequency in theta indicates drowsiness and distraction, whereas
main frequency in delta can be observed during non-dreaming sleep [50].
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2.4 EEG Signal Processing Methods
In this section, a survey was conducted on signal processing methods for both time
and frequency domain methods with their advantages and disadvantages. There are
parametric modelling methods and nonparametric methods for the analysis in both
time domain and frequency domain. We focus on the nonparametic methods as we
are looking for robust features that can be used in a wide range of applications, and
we do not assume EEG signal fit a specific mathematical expression. A review of
the parametric modelling methods can be found in [51]. Next, outline of techniques
for artifact detection are listed as well. Finally, the approaches used in this work
are given.
2.4.1 Time Domain Methods
The EEG data can be examined in time domain as the information contained in
EEG voltage, which varies with time.
• EEG is stochastic and nonstationary signal, which makes the prediction of
EEG signal difficult, whereas statistical characteristics of signals are pre-
dictable in general. These termed stochastic signals, such as EEG, can be
analysed using statistical calculation, including mean, variance, probability
distribution, mean power [20].
• There are methods using autocorrelation to assessing the presence of rhythms.
If a rhythm is present within the EEG signal, then at a particular offset time,
the correlation increases. However, this is based on the assumption that the
EEG is at least quasistationary [19].
• There is ad hoc time-domain method called Burst Suppression Quantitation
used in perioperative monitoring system [19, 21]. It assumes that the under-
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lying signal has a particular pattern, called burst suppression pattern. This
pattern can be recognized by averaging the input signal, however, this is too
specific to be used as a feature extraction method in general.
• Hjorth [52] introduced a set of statictical parameters for measuring activity,
mobility, and complexity. And this method is widely used in the estimation
of sleep stages. Complexity analysis [1] attracts the most of the attention in
the time domain analysis of EEG signals.
2.4.2 Frequency Domain Methods
Time domain analysis gives a view of voltage variance with the time. By looking
at data in the frequency domain, the data is examined from another point of view
using higher order feature, which is based on the derivative of the basic frequency
feature, such as phase feature. These methods are listed below with explanation of
their advantages and limitations [17,53,54]:
• Fourier transform (FT): Easy to implement, not applicable to non-linear or
non-stationary data.
• Wavelet: Good at data with gradual frequency changes, suitable for non-
stationary data, but not adaptive. It is also known that the choice of wavelet
basis function is important to obtain the wavelet spectrum. Those fixed basis
functions make wavelet computationally economical, however, this limits the
resolution in frequency (or scale) to resolve detailed information of the sig-
nal. Lacking in resolution, the energy at a particular frequency may leak into
neighboring frequencies and may pass down to smaller scales [55,56].
• Wigner-Ville distribution: Known as the Heisenberg wavelet. It is the Fourier
transform of the central covariance function. Applicable for non-stationary
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data, while share the same limitation of Fourier based analysis, which is the
time frequency resolution problem.
• Other methods: Other miscellaneous methods such as least square estimation
though useful are too specialized to be used in general [19].
• Hilbert transform: It can be applied to any band-limited signals and produce a
function in the same domain. This function together with the original function
will form a complex signal (analytic signal) and the phase and frequency of
this complex signal can be obtained. The limitation is that Hilbert transform
assumes the signal is band-limited.
2.4.3 Artifact Recognition
According to [19], the problem of artifactual contamination must always be consid-
ered in EEG analysis. An outline of techniques for EEG artifact detection is stated
by [57], common artifacts fall in the following categories [19]:
• Artifacts caused by movement of the electrodes on the skin during the signal
acquisition. EMD based artifact removal technique is illustrated in Chapter 6,
Fig. 6.14.
• Artifacts introduced by the presence of an additional signal that is outside the
frequency range of the EEG. The removal of this artifact was implemented
using an infinite impulse response (IIR) Butterworth bandpass filter (0.5 -
30Hz) in Chapter 4, Section 4.4.1.
• Artifacts generated by nearby equipments. - This artifact introduces 50 Hz
noise to the data under measure, it can be removed by eliminating the 50 Hz
components from the data. However, this artifact removal method was not
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used in this work, because we mainly focused on frequency ranges below 50
Hz for EEG signal analysis.
• Artifacts generated by eye blinks and rotation of the awake subjects. As the
data analysed in this work was obtained from patients in coma or QBD states
with eyes closed, there is no eye blink artifacts involved. An artifact removal
illustration using EMD can be found in [44].
In this work, we conducted EEG signal analysis in both time domain and frequency
domain. In the time domain, the complexity analysis using multiscale entropy was
applied on EEG signals. In frequency domain, the Hilbert transform based phase
information extraction was used for obtaining frequency and phase information. As
the recently introduced Empirical Mode Decomposition (EMD) based methods can
automatically decompose a number of band-limited components, therefore fulfill the
assumption of the Hilbert transform. In order to deal with artifacts, EMD was
employed for signal decomposition. The artifacts were minimized by reconstructing
the components of interest. A novel approach using collaborative adaptive filter
is introduced to analyze the EEG signals in the work for online tracking of signal
nature.
2.5 Summary
In this chapter, the background of EEG signal has been reviewed from a perspective
of the neuron nerve level and anatomical level. A further description of the EEG
data acquisition system used and the data used in this work has been listed. The
medical reference of the EEG frequency bands corresponding brain activity was
listed. Finally we survey the signal processing methods used for EEG data analysis.
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Chapter 3
EEG Feature Extraction using
Empirical Mode Decomposition
3.1 Introduction
Having understood the EEG data, the first technique considered in this work is
presented in this chapter to address multiscale time-frequency representation of the
EEG data which was described in Chapter 2, for artifact removal and feature ex-
traction. This methodology is applied to benchmark signals, which include a linear
sum of three sine wave forms, together with amplitude modulated signals and the
frequency modulated signals. For illustration of its potential in biomedical uses, the
recently developed complex extension of EMD algorithm is next applied to EEG
data for the investigation of phase relation between two adjacent EEG channels.
The phase relation feature extraction result is evaluated using Support Vector Ma-
chines (SVM) and Receiving Operating Characteristic (ROC) by comparing with
the traditional power spectrum density method.
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3.2 Empirical Mode Decomposition Algorithm
Empirical Mode Decomposition (EMD) was introduced by Huang et al. [17] specif-
ically for analyzing data from nonlinear and nonstationary processes. It has been
applied to a wide range of areas including biomedical engineering [58], chemical en-
gineering, and ocean engineering, analysis of environmental [59], financial data [60],
and health monitoring [61]. The basis of the EMD method is to adaptively de-
compose real world signals into a sum of zero-mean components. These compo-
nents, called Intrinsic Mode Functions (IMFs), are band-limited signals, so that the
Hilbert transform can be employed to each of the IMFs to plot the instantaneous
time-frequency spectrum of the data. This makes the frequency characteristics of
the data straightforward to analyze. The band-limited property of EMD was also
illustrated in [62].
3.2.1 The EMD Algorithm in Real Domain
The EMD algorithm for decomposing a signal x(t) into IMFs is summarized below:
1. Let x˜(t) = x(t).
2. Obtain the extrema of x˜(t), including all the local maxima and local minima.
3. Construct a new waveform with all the maxima called the upper envelope1.
Meanwhile, using all the minima to form another waveform as the lower enve-
lope.
4. Calculate the mean m(t) of the upper envelope and lower envelope.
5. Subtract this mean from the original signal x(t), giving h(t) = x˜(t)−m(t).
1Various methods for interpolating polynomial exist, whereas the cubic spline interpolation is
regarded as one of the most effective methods for the decomposition using the EMD algorithm [58,
63]
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6. Let x˜(t) = h(t), repeat until h(t) satisfies the stopping criteria (this stopping
criteria is the conditions of being an IMF and is detailed below). The process
of obtaining a meaningful IMF is called sifting process.
7. Once the IMF is extracted, subtract the extracted IMF from x(t) and take
the remaining signal as the new input signal and repeat the above steps un-
til any of the following predetermined criteria is satisfied. Criteria 1: any
extracted IMF or [x(t) −
∑n
i=1 IMFi(t)], becomes so small that it is less
than the predetermined threshold. Criteria 2: when [x(t) −
∑n
i=1 IMFi(t)]
becomes a monotonic function.
After complete decomposition, the signal is represented as:
x(t) =
n∑
i=1
IMFi(t) + r(t) (3.1)
where IMFi(t) is the ith IMF , n is the total number of IMF s, and r(t) is the
residue. We next highlight the stopping criterion, that is, the conditions that an
IMF needs to satisfy:
1. The first condition is that for h(t) the number of local extrema and the number
of zero crossing must either equal to or differ at most by one.
2. At any point, the mean value of the envelope defined by the local maxima
and the local minima is zero. In [17], this criterion is set by a parameter SDk
which is given by:
SDk =
∑T
t=0 |hk−1(t)− hk(t)|
2∑T
t=0 hk−1(t)
2
(3.2)
SDk ≤ ζ, where ζ is a threshold set to be around 0.2-0.3.
This stopping criterion can be illustrated by the decomposed IMFs in Fig. 3.1.
Taking C3 as an example, the number of local extrema (=24) and the number of zero
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crossing (=23) are different by 1. This satisfies the first condition of the stopping
criterion, and also the mean value of the envelope defined by the local maxima and
the local minima is nearly zero (SDk = 0.23), which satisfies the second condition
of the stopping criterion.
3.2.2 The Hilbert Spectrum and Instantaneous Frequency
As indicated by the algorithm, the decomposed IMFs are band-limited signals [58].
The band-limited characteristic satisfies the Hilbert transform assumption and there-
fore it can be used to obtain frequency information of the underlying signal via ap-
plying Hilbert transform on the decomposed IMFs. And the procedure, named as
Hilbert-Huang Transform [17], for obtaining frequency and phase information of an
underlying signal is detailed below:
One of the most important distinguishing factors in the Hilbert-Huang trans-
form is that the Hilbert transform can be used to define an analytic signal, whose
phase derivative gives the instantaneous frequency. The Hilbert transform of a time
domain signal x(t) is given by [64]:
y(t) = H[x(t)] =
∫ ∞
−∞
x(u)
π(t− u)
du (3.3)
where y(t) is a time domain signal. The analytic signal z(t) is derived from the
Hilbert transform of x(t) as:
z(t) = x(t) + jy(t) (3.4)
where the imaginary part of z(t) is the Hilbert transform of its real part. For an
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analytic signal, the magnitude function a(t) and phase function θ(t) are given by:
a(t) =
√
x2(t) + y2(t) and θ(t) = arctan
(
y(t)
x(t)
)
(3.5)
⇒ z(t) = a(t)ejθ(t) (3.6)
where a(t) describes the envelope of the original signal x(t), in other words, the
instantaneous amplitude of the signal [64] and θ(t) describe the instantaneous phase
of x(t). Therefore, the instantaneous frequency is defined as the derivative of the
phase of the analytic signal:
ω(t) =
d
dt
θ(t) (3.7)
where the frequency, ω(t), is obtained from the instantaneous phase θ(t) of x(t).
After applying the Hilbert transform, the original data x(t) can be obtained by re-
covering the phase and amplitude information back to time domain by the following
equation,
x(t) = ℜ
{
n∑
i=1
ai(t)exp
[
j
∫
ωi(t)dt
]}
(3.8)
where ℜ{·} is the operator for extracting the real part of the signal. This equation
enables the representation of a three dimensional plot, with the amplitude and the
instantaneous frequency as a function of time, such a 3D plot is called the Hilbert-
Huang spectrum [17].
3.2.3 Complex Extensions of EMD
The extension to the complex domain C is particularly important for the analysis of
phase-dependent processes [27]. This applies not only to naturally occurring com-
plex data, but also these made complex by convenience of representation, since by
casting the problem to complex domain, mutual phase relationships can be inves-
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tigated between real-valued signals. Although for two time series, x1(t) and x2(t),
which are real-valued, a complex signal is constructed with the signals represent-
ing the real and imaginary parts respectively as x1(t) + x2(t), thus enabling the
analysis of the relationships (i.e. phase synchrony) between x1(t) and x2(t). The
extension of EMD into complex domain was first introduced as Rotation Invariant
Empirical Mode Decomposition (RIEMD) in [65], following by Complex Empirical
Mode Decomposition (CEMD) [66], and Bivariate Empirical Mode Decomposition
(BEMD) [67].
The CEMD method is rigorously derived, based on the inherent relationship
between the positive and negative frequency components of a complex signal and
the properties of the Hilbert transform. The idea is to obtain real time sequences
from the given complex signal x(k), so that the standard EMD can be applied. It is
known that a complex signal has a two-sided, asymmetric spectrum, therefore the
complex signal can be converted into a sum of analytic signals by a straightforward
filtering operation that extracts the opposite sides of the spectrum. Let H(ejω) be
an ideal bandpass filter with the transfer function:
H(ejω) =


1, 0 ≤ ω < 2π
0, −π ≤ ω < 0
(3.9)
two analytic signals can be generated:
X+(k) = X(e
jω) ·H(ejω)
X−(k) = X
∗(ejω) ·H(e−jω) (3.10)
where X∗(ejω) is the complex conjugate of X(ejω). We can obtain the real signal
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by employing the inverse Fourier transform:
x+(k) = ℜ
{
F−1
[
X+(e
jω)
]}
x−(k) = ℜ
{
F−1
[
X−(e
jω)
]}
(3.11)
where F−1 [·] is the inverse Fourier transform operator, ℜ{·} is an operator that
extracts the real part of a signal. Next, standard EMD can be applied to obtain a
set of IMFs for each analytic signal. This can be expressed as
x+(k) =
N+∑
i=1
xi(k) + r+(k)
x−(k) =
−1∑
i=−N−
xi(k) + r−(k) (3.12)
where {xi(k)}
N+
i=1 and {xi(k)}
−1
i=−N−
denote sets of IMFs corresponding, respectively
to x+(k) and x−(k), whereas r+(k) and r−(k) are the respective residuals. The
original complex signal can be reconstructed by
x(k) = (x+(k) + H[x+(k)]) + (x−(k) + H[x−(k)])
∗ (3.13)
where H[·] is the Hilbert transform operator. To conclude the derivation, a single
set of complex IMFs corresponding to the complex signal x(k) is given by
x(k) =
N+∑
i=−N−,i6=0
yi(k) + r(k) (3.14)
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where r(k) is the residual and yi(k) is defined by
yi(k) =


x(k) + H[x(k)], i = 1, . . . , N+,
(x(k) + H[x(k)])∗, i = −N−, . . . ,−1
To its advantage, it has a straightforward, intuitive mathematical derivation, and it
preserves the filter property of standard EMD when processing complex noise [66].
RIEMD [65] proposes a way of extending EMD theory so that it operates
fully in C and the RIEMD method, by design, generates an equal number of IMFs
for the real and imaginary parts. The process of operating RIEMD in complex
domain is the same as that of the real-valued EMD except that the definition of an
extremum, a critical aspect of the derivation of EMD in C, is obtained using complex
splines. Several possible approaches are suggested in [65] such as the extrema of the
modulus and the locus where the angle of the first order derivative (with respect
to time) changes sign; in this way it can be assumed that a local maxima will be
followed by a local minima (and vice versa). This definition is equivalent to the
extrema of the imaginary part, that is, for a complex signal z(t) - for convenience
we here use a continuous time index t, the angle of z(t), ∠z(t) = 0.
∠z(t) = 0⇒ ∠ {x1(t) +  · x2(t)} = 0
⇒ tan−1
x2(t)
x1(t)
= 0⇒ x2(t) = 0 (3.15)
This is equivalent to projecting the signal of interest into two directions.
An enhanced complex development of the EMD is the BEMD algorithm
for decompositing a complex signal z(t) = x1(t) + x2(t). To achieve this, BEMD
algorithm obtain the extrema by projecting the complex signal in multiple directions
and calculating the envelope corresponding to each direction. The algorithm using
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BEMD is listed below [67]:
1. Let z˜(t) = z(t).
2. Project the complex signal in the direction of θ(k) to obtain K signal projec-
tions as: p(θk)(t) = ℜ[e−jθkz(t)], k = 1, ..., K, where ℜ[·] is the real part of the
underlying complex number, and θk = 2kπ/K;
3. Find the local maxima of
{
p(θk)(t)
}K
k=1
and its corresponding location{
t
(k)
j
}K
k=1
. Using spline interpolation to construct the envelope
{
e(θk)(t)
}
in
direction θk by the maxima.
4. Calculate the mean of all evelopes m(t) = 1
K
∑K
k=1 e
(θk)(t)
5. Subtract the mean m(t) from the original signal z(t), represented as d(t) =
z(t)−m(t).
6. Go to step 1), replace d(t) as z˜(t) and repeat until d(t) becomes an IMF.
7. Once the complex IMF is extracted, subtract all the extracted IMF from z(x)
and repeat the above steps until all the IMFs are extracted.
It can be seen that RIEMD is equivalent to BEMD for K = 2. The BEMD
is particularly suitable for the analysis of phase synchrony as it operates directly in
C and facilitates enhanced local mean estimation compared to RIEMD [63,68].
3.2.4 Multivariate Extensions of EMD
The EMD is then developed to Trivariate EMD [69] which can simultaneously
process three dimensional data. The recently introduced multivariate EMD
(MEMD) [70] operates on any number of channels. The main challenge lies in
the selection of suitable direction vectors for any n-dimensional data. It is shown
3.2 Empirical Mode Decomposition Algorithm 50
in [70] that Hammersley sequence can introduce an uniformly distributed sphere,
therefore obtained a suitable set of direction vectors. The MEMD algorithm base
on this approach is:
1. Choose a suitable pointset for sampling on an (n-1)-sphere;
2. Calculate a projection, denoted by {p(θk)(t)}Tt=1, of the input signal {v(t)}
T
t=1
along the direction vector x(θk), for all k (the whole set of direction vectors),
giving {p(θk)(t)}Kk=1 as the set of projections;
3. Find the time instants {t
(θk)
i } corresponding to the maxima of the set of pro-
jected signals {p(θk)(t)}Kk=1;
4. Interpolate [t
(θk)
i ,v(t
(θk)
i )] to obtain multivariate envelope curves {e
(θk)(t)}Kk=1;
5. For a set of K direction vectors, the mean m(t) of the envelope curves is
calculated as:
m(t) =
1
K
K∑
k=1
e(θk)(t) (3.16)
6. Extract the “detail” d(t) using d(t) = x(t)−m(t) until d(t) fulfills the stopping
criterion for a multivariate IMF. This is the procedure to obtain an IMF. Once
an IMF is extracted, subtracting the extracted IMF from x(t) and take the
remaining signal x(t)− d(t) as the new input signal for extracting other IMFs
using the above procedure.
The stopping criterion for multivariate IMFs is similar to the standard EMD ex-
cept that the condition for equality of the number of extrema and zero crossing is
not imposed, as extrema cannot be properly defined for multivariate signals [71].
Therefore, the extrema was defined based on the projecting the original data [70]
on direction vectors as shown in Step 1 - 3 above.
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3.3 The EMD Analysis on Synthetic Signals
In order to test the EMD algorithm, three sets of synthetic data of different length
were used for the analysis. These signals are the linear sum of three sine waves,
the amplitude modulated waves, and the frequency modulated waves, and the EMD
decomposition results for those data are shown as follows.
3.3.1 The Linear Sum of Three Sine Waves
In this section, the signal to be analyzed with a sample length of 100,000 samples
is shown in Fig. 3.1 on the top panel labeled as ‘U’. It is a sum of three sine wave
forms, with individual frequencies of 0.1Hz, 1Hz, and 10Hz, that is:
x(t) = sin(0.2πt) + sin(2πt) + sin(20πt) (3.17)
This signal was decomposed with EMD algorithm into a number of IMFs, the
IMFs (C1, C2, C3, C4, C5, C6) and the residue (R7) are shown in Fig. 3.1. As seen
from the figure the first three IMFs (C1, C2, and C3) carry the most of the frequency
energy, and those decomposed IMFs are three waveforms with the approximately
frequency 0.1Hz, 1Hz, and 10Hz individually, indicating the structure of the original
signal ‘U’. EMD algorithm has an inherent problem of identifying the extrema at
the both end of the signal series. This problem is called end effect of EMD, and
there are several methods dealing with this problem [62, 72]. In my work mirror
symmetry approach [72] is adopted. This method is highly effective while dealing
with high frequency signals, however, when dealing with slow varying signals, such
as C3, where frequency is around 0.1Hz. It will generate some even slower varying
components such as C4, C5, and C6. All those components are not useful in my
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Figure 3.1: The decomposed IMFs of the signal, which is sum of three sine
waveforms of frequencies 0.1Hz, 1Hz, and 10Hz.
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work, since all the frequency bands of brain signals are above 0.5Hz. Thus, slow
varying components can be omitted.
3.3.2 Amplitude Modulated Signals
The amplitude modulated signal to be analyzed, shown in the top panel labeled
‘Input’ in Fig. 3.2, is given by:
x(t) = sin(0.04πt) ∗ sin(0.2πt) (3.18)
This signal has a sample length of 40,000 and was decomposed with the
EMD approach into four IMFs (IMF1, IMF2, IMF3, IMF4) shown together with the
residue (R) in Fig. 3.2 from top to bottom. Observe from Fig. 3.2 that the first two
IMFs reflect the extracted components of the original amplitude modulated signals
while the third IMF, fourth IMF, and the residue (R) are slow varying components.
3.3.3 Frequency Modulated Signals
The frequency modulated signal to be analyzed, shown in the top panel as ‘Input’
in Fig. 3.3, is given by:
x(t) = cos (0.1πt+ 0.01π ∗ cos(0.002πt)) (3.19)
with a carrier frequency of 0.05Hz, signal frequency of 0.001Hz, and the sample
length is 15,000. The empirical mode decomposition produced five IMFs, shown in
Fig. 3.3.
All the tests on the synthetic signals have shown the potential of the EMD
algorithm in decomposing the signal into a number of components while retain the
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Figure 3.2: The decomposition of amplitude modulated sine waveforms.
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Figure 3.3: The decomposed of frequency modulated sine waveform.
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structure of the original data. We next consider applying the algorithm to real world
EEG data for the purpose of brain states identification.
3.4 EMD based Frequency Analysis on Real
World EEG Data
As stated previously in Chapter 2, an EEG signal reflects brain activities, and
the rhythms (frequency bands) of EEG data are vital for analyzing cerebral con-
sciousness status (for example: coma and quasi-brain-death). In this section, we
distinguish cerebral consciousness status by analyzing EEG frequency components
within the frequency range from 0 Hz to 30 Hz; in particular, we are interested
in the frequency amplitude within delta range (0.5 to 4 Hz), theta range (4 to 8
Hz), alpha range (8 to 13 Hz). This has physical meaning: according to Table 2.2,
the cognitive activity of the patients in a state of coma corresponds to dominant
frequencies of those ranges. Furthermore, recent research using ICA [27] suggests
that a higher frequency amplitude in the required band (8 Hz to 13 Hz) can suggest
the awareness of a patient.
3.4.1 Frequency Analysis Results
For illustration, we first consider Patient 1 and Patient 2 in a coma state. After the
medical treatment Patient 1 has waken from their coma while Patient 2 has died.
We should now apply EMD to extract the relevant features from the EEG data and
illustrate how these features can be used to detect brain death in Patient 2. Time-
amplitude plots of one second length for each of the six EEG channels (in column
one from top to bottom: FP1, FP2, F3, F4, F7 and F8) for Patient 1 and Patient 2
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Figure 3.4: EMD analysis of Patient 1 in ‘coma’ state and who went on to
wake from the ‘coma’ state.
are given in the left columns of Fig. 3.4, Fig. 3.5, and Fig. 3.6 respectively. EMD was
applied to each of the channels individually to decompose them into their IMFs and
the resulting Hilbert spectrum was computed. The Hilbert spectrum of each channel
within the range 0 to 30 Hz is given in the second column of Fig. 3.4, Fig. 3.5, and
Fig. 3.6 respectively. The third column of each figure shows the frequency-amplitude
plots for each channel obtained.
3.4.2 Explanation and Discussion
There are several important points to note regarding the features obtained using
EMD. Firstly, it is clear that by comparing the frequency-amplitude plots for Patient
1 shown in the third column of Fig. 3.4 and Patient 2 in Fig. 3.5, the amplitude
within the range of 0 - 13Hz was significantly weaker for Patient 2 (in Fig. 3.4, the
amplitude range is 0 - 1000; in Fig. 3.5, the amplitude range is 0 - 400). As mentioned
earlier, activity within 0 - 13Hz range is related to the brain states of ‘coma’ patient
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Figure 3.5: EMD analysis of Patient 2 in ‘coma’ state and who went on to
‘QBD’ consciousness states.
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Figure 3.6: EMD analysis of Patient 2 in ‘QBD’ consciousness state.
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(low level and meditative brain activity), shown in Table 2.2, Section 2.3. It shows
that this feature may be used as an indicator of brain death if little or no activity
was present within this crucial range. The same observations can be made from the
data given in Fig. 3.6, Patient 2 at a later date in a ‘QBD’ state. Obviously, to
make this claim as a clinical biomarker, further verification needs to be carried out
with more samples.
The second point to note is that there exists strong similarity between the
spectra obtained from EEG channels of Patient 1, as indicated by comparing the
frequency-amplitude plots of FP1 and FP2 in the first two rows of Fig. 3.4. Both
channels show spikes around 8 Hz and 13 Hz in the plot, suggesting Patient 1 is in a
‘coma’ state as the dominant frequency range is within the alpha band. This is not
the case for Patient 2, evidencing that strong similarities in the range 0 to 13 Hz
(particularly in channel FP1 and FP2) indicate that Patient 1 might not succumb
to brain death. This result shows that the investigation of the relationship between
channel FP1 and FP2 has a potential of identifying brain states, we therefore further
research on this relation in the next section.
3.5 EMD based Phase Analysis on Real World
EEG Data
The previous section raised the interest of investigating relation between EEG chan-
nel FP1 and FP2 for the brain state analysis. In this section, we use phase informa-
tion to analyze EEG data of channel FP1 and FP2 in two aspects. One aspect is to
filter the EEG signals to 8 - 13 Hz using BEMD and then use phase information to
evaluate the similarity between the amplitude of the two filtered signals. The other
aspect is to obtain the phase information from the data of each individual channel
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and then evaluate the phase relation (i.e., phase synchrony) between the two.
3.5.1 Phase Enhanced Frequency Analysis
It is shown in Section 3.4.2 that the similarities between specific frequency ranges (8
to 13 Hz) among different EEG channels (FP1 and FP2) may indicate that Patient
1 will not succumb to brain death. To further investigate the relationship of the two
channels (FP1 and FP2), it is proposed to identify the degree of similarity in the
amplitude within 8 - 13 Hz on the same patients (Patient 1 and Patient 2).
The EEG data from channel FP1 and FP2 for each patient were decomposed
into their IMFs and their instantaneous amplitude and frequencies were calculated.
Features within the desired frequency range were retained by fusing instantaneous
amplitudes that corresponded to instantaneous frequencies within 8 to 13Hz. This
provided a new time-amplitude signal, for each time instance within the signal, the
amplitude is a sum of all the instantaneous amplitude if the instantaneous frequency
falls in the range of 8 - 13Hz. All other instantaneous amplitudes were omitted
from the fusion process. The data was subsequently denoised [73] by zeroing the
underlying signal (the obtained instantaneous amplitudes within 8 - 13Hz) if in a
certain period, unless the signal continuously has non-zero value in this period. The
result of this fusion process for FP1 and FP2 are given in the bottom panel of Fig. 3.7
as ‘Ch1’ and ‘Ch2’ respectively for Patient 1. Similarly, the fusion result for FP1
and FP2 for Patient 2 is given in the bottom panel of Fig. 3.8. Note that among
the features extracted for Patient 1, there is much synchrony between its extrema,
this is not the case for Patient 2.
Having obtained the new reconstructed signal, ‘Ch1’ and ‘Ch2’, next, an ini-
tial method for analyzing phase synchrony is investigated. BEMD were again applied
to the features so as highlight any synchrony that were present. By decomposing the
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Figure 3.7: BEMD based data fusion of Patient 1 in ‘coma’ state and who
went on to wake from the ‘coma’ state.
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Figure 3.8: BEMD based data fusion of Patient 2 in ‘coma’ state and who
went on to ‘QBD’ later on.
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Figure 3.9: Phase enhanced frequency analysis of Patient 1 in ‘coma’ state and
who went on to wake from the ‘coma’ state.
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Figure 3.10: Phase enhanced frequency analysis of Patient 2 in ‘coma’ state
and who went on to ‘QBD’ later on.
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complex signal (Ch1+jCh2) using the BEMD, it was possible to monitor the phase
relationship accurately between the two channels. Taking the first complex IMF
(CIMF1), it can be assumed extracting the high frequency information which can
suggest the spikes of the original signal. By design, if the variation of the amplitude
of real and imaginary part of the CIMF1 are the same, the phase of the CIMF1 is
approximately arctan(ℜ(CIMF1)
ℑ(CIMF1)
) = arctan(1) = π/4.
Results are shown in Fig. 3.9, the top panel shows the previously extracted in-
stantaneous amplitude information within 8 - 13Hz; the second panel represents the
amplitude of CIMF1. The third panel in Fig. 3.9 plots the phase arctan(ℜ(CIMF1)
ℑ(CIMF1)
)
compare with threshold shown in red. Phase was set to 1 if ≥ 0.8, 0 if < 0.8. This
threshold is set to 0.8 (around π/4). Then the extracted phase (panel 3) and am-
plitude information (panel 2) was combined together by multiplying. The combined
amplitude-phase information is shown in the bottom panel of Fig. 3.9, this is re-
garded as a feature for detecting the amplitude-phase similarity of the two signals.
The result of the same method applied to Patient 2 and is shown at the bottom
panel of Fig. 3.10.
By comparing the feature derived from coma signal of Patient 1 and Patient
2, it can be seen that the interval in the phase subplot of Patient 1 is longer than
it is of Patient 2, suggesting a higher dynamics of phase change of Patient 2 and
hence less structure in the EEG response.
3.5.2 Obtaining Phase Information using EMD
There is also evidence [74–78] that phase synchrony in the gamma frequency range
can provide a platform for brain activities or large scale integration, which is
an essential requirement for successful accomplishment of any complex cognitive
task [79–83]. It is proposed in this work to investigate phase synchrony of different
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frequency bands for distinguishing the ‘QBD’ patients from those in ‘coma’ states.
There are two aspects to consider for phase synchrony analysis: how phase informa-
tion can be obtained, and how phase synchrony is evaluated.
We shall investigate the methods to obtain phase information. It is straight-
forward to consider an EMD-based method because it can decompose signals into
band limited IMFs, therefore instantaneous frequency and phase can be easily ob-
tained by employing Hilbert transform. It is natural to apply real domain EMD
to the two channels of EEG data individually. However, there are issues analyzing
phase using real EMD: 1) it ignores the shared dynamics between the two chan-
nels, 2) the number of decomposed IMFs from two channels can be different. It is
therefore necessary to explore the possibility of using complex extensions of EMD.
BEMD stated in Section 3.2.3 operates directly in C and is particularly suit-
able for the phase synchrony analysis [63, 68]. It can decompose two channels of
EEG data simultaneously and generate the same number of IMFs for both sources
regardless of the linearity and stationary of the underlying signal. We therefore
applied Bivariate EMD (BEMD) as the preprocessing method to remove noise and
extract the required phase information to solve the problem. We can reconstruct a
complex signal with one channel as its real part and the other underlying channel
as its imaginary part. Apply BEMD to the constructed complex signal, producing
complex IMFs, making it possible to investigate the relationship between different
channels of EEG.
For illustration, BEMD was applied on the data of Patient 2 in ‘coma’ state
to extract the mutual frequency and phase information. In this case, signal ob-
tained from electrode FP1 and FP2 were used to construct the complex signal as
FP1 + j · FP2. By applying BEMD for the decomposition of the construct com-
plex signal in the complex domain, nine IMFs were obtained as shown in Fig. 3.11.
The left panel is the plot of real part of the complex IMFs and the right panel
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is the imaginary part plot. For each of the decomposed CIMF, obtain real part
of the CIMF, denote as RIMF. For this RIMF, apply Hilbert-Huang transform to
obtain an anlytic signal. Then the phase information was obtained for each time
instance. The phase information of the imaginary part can be obtained using the
same approach.
3.5.3 Phase Synchrony Analysis
Phase synchrony analysis using phase coherence value (PCV) was introduced in [84],
and it is used to quantify the degree of phase synchrony in this section. This analysis
was first applied to Patient 3, Patient 4, and Patient 5 for illustration. Next, the
phase synchrony feature extraction results for all the 34 patients are shown with
statistical analysis.
Quantifying the Phase Synchrony by Phase Coherence Value
For a pair of sources x1(t) and x2(t), phase synchrony analysis [85] can be achieved by
firstly applying BEMD to z(t) = x1(t)+x2(t) and obtaining a set of complex IMFs.
For the IMFs obtained for two sources, either within a BEMD or MEMD framework,
phase synchrony is estimated as follows. The instantaneous amplitudes for the two
sets of IMFs at each time instant t = 1, ..., T are denoted by ai(t) and bi(t), where
i = 1, ...,M denotes the IMF index. For the ith IMF, the instantaneous phase
difference between the IMFs is given by φi(t). The distribution of φi(t) indicates
the degree of phase synchrony. Deviation from the δ distribution (perfect synchrony)
can be quantified by:
ρi(t) =
Emax − E
Emax
(3.20)
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Figure 3.11: Complex IMFs (CIMFs) obtained by applying complex extension
of EMD (BEMD) to the EEG signal of Patient 2 in ‘coma’ state. Left panel is
the real part of the CIMFs, named RIMFs, right panel is the imaginary part
of the CIMFs, named IIMFs. The two panel in the bottom is the residue, real
part of the residue is RR and imaginary part of the residue is IR.
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where E = −
∑N
n=1 pn ln pn, the Shannon’s entropy of the distribution function
φi(t −
W
2
: t + W
2
) defined by a window of length W , N is the number of bins,
pn is the probability of φi(t −
W
2
: t + W
2
) within nth bin [84]. The maximum
entropy is Emax = 0.626 + 0.4 ln (W − 1). In the process of evaluating the phase
difference distribution, the power of the inputs may also be considered, so as to
cater for component relevance. The phase synchrony can be quantified by the phase
coherence value (PCV):
ρi(t) =


Emax−E
Emax
, if ai(t) ≥ ǫ, bi(t) ≥ ǫ
0, if ai(t) < ǫ, bi(t) < ǫ
(3.21)
where ǫ is an appropriate threshold. In this way, the degree of the phase synchrony
is quantified by ρi(t), which varies between 0 and 1.
Phase Coherence Value Applied on EEG Data of Three Patients
Phase synchrony analysis using PCV was first applied on three patients (Patient 3,
Patient 4, and Patient 5) to investigate its feasibility for distinguishing two brain
states. Then, based on the success, a comprehensive analysis for all the 34 patients
is analysed in later sections. In this study, phase information was first extracted by
applying BEMD the EEG signals (FP1 and FP2) on those three patients and then
following the methods stated in Section 3.5.2. Next, we compute the PCV for phase
synchrony measurement.
The results are shown via the following three tables for three different patients
in the status of ‘QBD’, ‘awake’ and ‘coma’ respectively (Table 3.1, Table 3.2 and
Table 3.3). In each Table, results are presented in five columns. The first column
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Table 3.1: Frequency-Energy-Phase synchrony (Patient 3 - ‘QBD’)
CIMF No. Average Freq. Energy (Real) Energy (Imaginary) PCV
1 224.36 1.0249e-005 5.9854e-006 0.10293
2 131.51 8.1683e-006 4.7705e-006 0.070412
3 77.55 6.1749e-006 3.6063e-006 0.058203
4 44.02 4.8826e-006 2.8515e-006 0.046291
5 24.257 3.1266e-006 1.826e-006 0.04829
6 12.671 2.4431e-006 1.4268e-006 0.033126
7 6.5229 5.1575e-006 3.0121e-006 0.034076
8 3.6721 1.3882e-005 8.1077e-006 0.017114
9 1.8934 7.2152e-006 4.2139e-006 0.038718
Residue 0.90011 8.4218e-006 4.9185e-006 0.17082
is the number of the decomposed IMF except that the bottom of the first column
shows the residue. And the second column contains the average frequency of each
complex IMF in Hz (e.g.: the first line in the first column is the average frequency
of the first decomposed IMF component. The average is taken between the real part
and imaginary part of the first complex IMF. From top to bottom in the second
column, the frequency decreases until the last IMF. The third column takes the
real part of the complex IMF and calculates the corresponding normalized energy
(Note: the energy takes the proportion of the energy of the required IMF over the
whole signal, so that the obtained signal are comparable), while the fourth column
calculates the same but for the imaginary part of the complex IMF. The third and
fourth columns give a comparison of the energy between the channels, while the
last column shows the PCV of each decomposed complex IMF between their real
and imaginary parts. As stated before, the PCV varies between 0 and 1, with 1
indicating perfect phase synchrony.
We now focus on the phase synchrony: from the three Tables (Table 3.1,
Table 3.2 and Table 3.3), it is clear that there is a strong phase synchrony (>0.1)
between alpha band (8-13Hz) and theta band (4-8Hz) for coma patients and awake
patients. In phase synchrony of Patient 5 (in ‘coma’ state) for example, the phase
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Table 3.2: Frequency-Energy-Phase synchrony (Patient 4 - ‘awake’)
CIMF No. Average Freq. Energy (Real) Energy (Imaginary) PCV
1 200.87 2.5987e-007 2.471e-007 0.031096
2 113.03 3.0144e-007 2.8663e-007 0.015992
3 64.193 2.1851e-007 2.0777e-007 0.011436
4 33.353 1.3341e-007 1.2686e-007 0.01684
5 17.937 1.1511e-007 1.0946e-007 0.038514
6 8.6144 2.6289e-006 2.4997e-006 0.11663
7 4.1985 1.7077e-006 1.6238e-006 0.1785
8 1.9911 2.2687e-006 2.1572e-006 0.21993
9 0.90353 8.9115e-006 8.4737e-006 0.096844
Residue 0.39284 9.7659e-005 9.2862e-005 0.04359
Table 3.3: Frequency-Energy-Phase synchrony (Patient 5 - ‘coma’)
CIMF No. Average Freq. Energy (Real) Energy (Imaginary) PCV
1 207.21 3.961e-006 2.3234e-006 0.13713
2 130.32 1.7146e-006 1.0057e-006 0.042932
3 70.685 2.0993e-006 1.2314e-006 0.074607
4 32.292 2.7489e-006 1.6124e-006 0.081653
5 18.959 3.489e-006 2.0465e-006 0.15288
6 10.015 9.4734e-006 5.5567e-006 0.25275
7 5.6058 9.6411e-006 5.6551e-006 0.2436
8 2.9325 1.3948e-005 8.1813e-006 0.15647
9 1.2148 0.00015388 9.0257e-005 0.2451
10 0.70867 1.958e-005 1.1485e-005 0.050205
Residue 0.49359 7.0461e-006 4.133e-006 0.2824
3.5 EMD based Phase Analysis on Real World EEG Data 70
synchrony of 5.6 Hz was 0.2436, 10 Hz was 0.25 as shown in Table 3.3. Another ex-
ample is in the phase synchrony of Patient 4 in an ‘awake’ status shown in Table 3.2,
the phase synchrony of 4.2 Hz was 0.1785, 8.6 Hz was 0.11663. On the contrary,
Table 3.1, for Patient 3 who was in the ‘QBD’ state, there was little evidence of
phase synchrony in the alpha and theta band, the phase synchrony of 6.5 Hz was
0.034076, 12.7 Hz was 0.033126.
Phase Synchrony Feature Extraction for All Patients
In the next set of simulations, BEMD was again applied to electrodes FP1 and
FP2 in order to extract the mutual frequency and phase information. And the
phase synchrony index was calculated based on the window length W = 1000.
Fig. 3.12 shows the phase synchrony within the frequency range 0 Hz to 50 Hz,
provides the relationship between channel FP1 and FP2 by the phase synchrony
index. The averaged phase synchrony value ρ of all the coma patients with the
standard deviation is shown in black, while the averaged phase synchrony index
of all the QBD patients with its standard deviation is shown in grey. It can be
observed that there is a distinctive peak (peak value: 0.0085+/-0.0007656 for coma
vs 0.0063+/- 0.00072773 for QBD) in the phase synchrony index for QBD patients
at 5 Hz leading to the separation of the ‘QBD’ and ‘coma’ patients, and that there
is no clear separation in phase synchrony between QBD and coma patient for higher
frequencies (>15 Hz).
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Figure 3.12: Phase synchrony feature extracted from coma and QBD patients
and error bars (+/- standard deviation).
3.6 Phase Synchrony Comparing with Traditional
PSD
In order to evaluate the effectiveness of phase synchrony feature for discriminating
between the patients in ‘coma’ and ‘QBD’, the phase synchrony feature is com-
pared with the traditional method of power spectral density (PSD). This section
first shows the results of the extracted PSD, and phase synchrony features is then
compared with PSD feature and their ability to estimate brain consciousness were
evaluated using the Receiver Operating Characteristic (ROC) on the classification
results based on machine learning using SVM.
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Table 3.4: SVM classification results and analysis for different features
Features SVM accuracy(%) AUC
Periodogram 1 -13Hz 77.1014 0.87500
Periodogram 1 -30Hz 74.6377 0.85302
Periodogram 8 - 13Hz 88.8406 0.89606
Phase Synchrony 1 -13Hz 92.0185 0.80124
Phase Synchrony 1 -30Hz 84.7593 0.69938
Phase Synchrony 8 -13Hz 90.3519 0.92702
3.6.1 Power Spectrum Density Feature Extraction Results
Using this method, the signal is first windowed and then the PSD is estimated using
the following equation
S(f) =
1
nfs
∣∣∣∑nl=1Wlxle−j2π( ffs )∣∣∣2
1
n
∑n
l=1 |Wl|
2 (3.22)
where S(f) is the PSD estimate for a sequence x1, ..., xn at a frequency f. In this
experiment, the chosen window (W1, ...,Wn) was the Blackman window [86]. The
PSD estimation of the signal assured that the signal is stationary.
The Power Spectrum Density (PSD) features extracted from typical quasi-
brain-death patients and coma patients are shown in Fig. 3.13, which shows the
averaged PSD from all the coma patients and quasi-brain-death patients for all six
electrodes (FP1, FP2, F3, F4, F7, F8) within the range 0 - 50Hz. The standard
deviations for the coma and QBD patients are also shown, in order to assess the
degree of feature separation. The analysis was carried out with a window length
of (W = 1000). From Fig. 3.13, it is clear that optimal PSD feature separation
between coma and QBD patients occurs within the range 6 - 7Hz, and that there is
little separation at high frequencies.
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Figure 3.13: PSD features from coma and QBD patients and error bars (+/-
standard deviation).
3.6.2 Classification Results and ROC Analysis
In this section, the adequacy of the extracted feature for diagnosis was evaluated
using Support Vector Machine (SVM) classification method. Further more, Receiver
operating characteristic (ROC) analysis is employed to evaluate the specificity and
sensitivity of the classification for brain consciousness state between ‘coma’ and
‘QBD’ given different frequency ranges, i.e., 1 - 13 Hz (delta, theta, and alpha
bands), 1 - 30 Hz (covers all the EEG frequency bands), 8 - 13 Hz (alpha band
only).
SVM Applied on the Extracted Features
In order to evaluate the effectiveness of the feature extracted, we conducted an
analysis by applying the extracted features to the classification method of Support
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Vector Machine (SVM). The reason that we use SVM is that it is an effective classifier
when the data dimension is high, the observation is limited, and the distribution
of the two classes of observations are similar. The principle of SVM classifier is
introduced in [87] which maps the input data into a higher dimensional space by a
nonlinear mapping, so that an N-dimensional hyperplane can be used to separate
two classes of data. To enable such separation, a kernel function is employed for
transforming the input data into a higher dimensional space.
In our work, SVM was applied using a Gaussian kernel and Quadratic Pro-
gramming (QP) algorithm [88] was chosen as a soft margin classifier. The condition-
ing parameter set for the QP algorithm was 0.000001. The original sample vector
has different length for different features, for example, the phase synchrony 1 -30Hz
feature contains a vector length of 30, whereas the phase synchrony 8 -13Hz feature
has a vector length 6. The sample vector used contained five columns which are
obtained using Principal Components Analysis (PCA) [89] from the principal com-
ponent space of all the training data. The purpose of using PCA is to reduce the
dimensionality of the original data to the most representative components. In PCA,
it is assumed that there are a few (or , at least, fewer than in the original data)
underlying components explaining most of the variance in the original data. Having
the original data set decomposed into those basic components, the dimensionality
of the data is therefore reduced [90, 91]. In my study, PCA was used to identify
key components where variances in phase synchrony data are captured. These com-
ponents were then used as the input vector for classification. The classification
accuracy were evaluated on all the 34 patients (24 as training data, 10 as test data)
each time, and the mean accuracy of 30 cross-validation is shown in Table. 3.4. The
first column in the table indicates the features, second column indicating the clas-
sification accuracy of the average of 30 times using SVM. Comparing the accuracy
using the PSD feature and phase synchrony feature in all the frequency ranges, phase
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synchrony feature gives the better accuracy than PSD, illustrating the effectiveness
of the feature.
ROC Analysis on the Classification Results
To further evaluate the classification performance of the features, Receiver Operating
Characteristic (ROC) is here used. ROC has been widely used in the evaluation of
specificity and sensitivity of medical diagnostic prediction, such as to determine if a
patient should be give medical treatment or being hospitalized.
Consider analyzing two classes of data labeled as positive and negative. It
is known that a false-positive error occurs when a negative value has a positive
test result, and conversely, a false-negative error occurs when a positive value has
a negative test result. The rates with which these errors occur, termed the False
Positive Rate (FPR) (Type I error) and the False Negative Rate (FNR) (Type II
error), together constitute the operating characteristics of the dichotomous test.
An ROC curve also is presented as a plot of Sensitivity = 1-FNR as a function
of (1-Specificity) = FPR for all the possible thresholds. A perfect classification
is represented as (FPR, 1-FNR) = (0,1) on the ROC plot, therefore the closer
the ROC curve to the upper left corner, the higher the accuracy of the test is.
Traditionally, the Area Under the ROC Curve (AUC) is used as a summary index
of test accuracy and is useful as a descriptive of overall test performance and for
hypothesis testing. AUC varies between 0 and 1, and the higher AUC is, the more
accurate the classification is. Statistically speaking, the AUC of a classifier is the
probability that a classifier will rank a randomly chosen positive instance higher than
a randomly chosen negative instance. Therefore ROC analysis provides a mean to
assess the reliability of the prediction. In this work, ROC was used to examine
the effectiveness of the extracted features in classification, by applying it to the
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classification results from SVM. Moreover, the Area Under the ROC curve (AUC)
was used for the evaluation of the possibility of correctly estimating the two brain
states. We used 10 patients’ data from 34 patients for testing and plotting the ROC
curve by adjusting the threshold of SVM output.
The results of the ROC analysis were shown in Table. 3.4 as the AUC value.
The first column indicates the features at different frequency range, the AUC is
shown in the third column. It can been seen from Table. 3.4 that the standard
periodogram method at 8 - 13 Hz has an AUC value of 0.89606, whereas the phase
synchrony method at 8 - 13 Hz shows a significant improvement of the AUC value,
suggesting the effectiveness of the phase synchrony feature in the SVM classification.
For illustration, the ROC curves using PSD 8 - 13Hz and phase synchrony 8 -13Hz
as features for SVM classification are shown in red in Fig. 3.14. Each point on the
curve is represented as (1-Specificity, Sensitivity) = (FPR, 1-FNR). As the perfect
classification is (0,1), the closer the ROC curve is to the perfect classification point,
the more accurate the test is. The extracted phase synchrony 8 -13Hz feature has a
larger AUC than PSD 8 -13Hz feature, indicating the effectiveness of both feature
for classification. The phase synchrony 8 - 13Hz feature provides prediction with
strong evidence and shows greater AUC than PSD 8 - 13Hz feature.
3.7 Summary
It has been shown that the analysis of pairs of EEG electrodes permits the joint
extraction of amplitude information using PSD and higher order features, such as
phase synchrony calculated by complex extensions of Empirical Mode Decomposi-
tion (EMD). It has been illustrates that the analysis in the complex domain is a
prerequisite to robust discrimination between different brain consciousness states
using phase features. Results from the analysis of 34 subjects support the claim
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(a) ROC analysis using PSD 8 -13Hz feature for SVM classification
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(b) ROC analysis using phase synchrony 8 -13Hz feature for SVM classification
Figure 3.14: The ROC analysis of PSD 8 -13Hz and phase synchrony 8 -13Hz
as features for SVM classification.
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that the complex extension of EMD combined with analysis using phase synchrony
can provide an effective way to identify the different brain consciousness states.
79
Chapter 4
Multiscale Entropy Analysis of
EEG Signals
4.1 Introduction
Having investigated in the frequency domain the frequency and phase relationship
between two channels of the EEG data, we next focus on the time domain to inves-
tigate the complex structure within one EEG channel. In this chapter, the problem
is addressed from an information theory point of view based on Multiscale Entropy
(MSE). The MSE method is achieved by 1) generating a number of new time series
from the original signal, 2) calculating the entropy of each of the new time series. In
this way, an entropy based complexity1 measurement is applied to all the new gen-
erated signals; therefore enabling the investigation of the same signal from different
perspectives.
For testing and illustration purpose, the MSE methodology was first imple-
1There is no formal definition of complexity. Mathematically, complexity follows from informa-
tion theory, and has been defined as the length of the shortest binary input to a universal Turing
machine such that the output is the initial string [92]. The mathematical complexity can not be
easily calculated for practical applications, several entropy based measures have been proposed [93].
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Figure 4.1: The illustration of MSE algorithm (step 1): the process of rescale.
mented on synthetic signals generated from an autoregressive (AR) model. Following
this, the MSE analysis of real world EEG data is presented to discriminate between
brain states of ‘coma’ and ‘QBD’. The effectiveness of MSE feature extraction re-
sults are evaluated using the Support Vector Machines (SVM) classification and
Receiving Operating Characteristic (ROC) specificity and sensitivity test.
4.2 Multiscale Entropy Algorithm
The Multiscale entropy provides a quantitative complexity estimator of a time series
{x1, x2, ..., xN} by analyzing a rescaled normalized time series over multiple scales.
It can be implemented in the following two steps [1]:
1. Obtain rescaled time series from the original time series {x1, x2, ..., xN} by av-
eraging the original data points within non-overlapping windows of increasing
length τ , also known as the scale factor. For illustration, the rescale process
of a time series xi at scale 2 and 3 are shown in Fig 4.1. The rescaled time
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series at scale τ are given by:
y
(τ)
j =
1
τ
jτ∑
i=(j−1)τ+1
xi, where1 ≤ j ≤
N
τ
(4.1)
2. For each of such rescaled time series at scale τ , calculate their correspond-
ing entropy. Methods for calculating entropy includes Shannon entropy,
Kolmogorov-Sinai entropy, Approximate Entropy (ApEn), Sample Entropy
(SampEn), and etc.
The sample entropy (SampEn) introduced by [23] is one of the most widely
used complexity measurements for Multiscale Entropy (MSE) analysis. MSE using
SampEn has been successfully applied for the detection of human heart failure,
Alzheimer’s disease, etc. The evidence suggests complexity loss for those signals
from aging and diseased subjects when compared with normal subjects. MSE using
SampEn is therefore employed in this Chapter for the investigation of complexity
difference between ‘coma’ and ‘QBD’ patients.
The principle behind SampEn is to evaluate the complexity and regu-
larity of a time series by judging the similarity between segments within the time
series. SampEn is a measurement of the probability that if m consecutive data
points within two segments are similar within a predefined threshold r, they will
remain similar at the same threshold when the next consecutive point is included,
provided no self-matches are considered. The threshold r is the distance (the max-
imum of the absolute difference) between two segments. This means lower values
of SampEn suggest more self-similarity in the underlying data. For a time series
x(n) = {x(1), x(2), ..., x(N)}, the procedure of calculating the sample entropy is
given in the following steps:
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1. Form N−m+1 vectors defined by Xm(i) = {x(i), x(i+ 1), ..., x(i+m− 1)}
where i = 1, 2, ..., N −m+1. These vectors represent m consecutive x values,
commencing with the i-th point
2. Define the distance between Xm(i) and Xm(j) as the maximum Euclidean
norm, d [Xm(i), Xm(j)] = maxk=1,...,m {‖x(i+ k − 1)− x(j + k − 1)‖}
3. For a givenXm(i), count the number of Bi, that is, the number of j’s, such that
d [Xm(i), Xm(j)] ≤ r for 1 ≤ j ≤ N −m, j 6= i. Then, for 1 ≤ i ≤ N −m,
calculate B
(m)
i (r) =
1
N−m−1
Bi
4. Define B(m)(r) as B(m)(r) = 1
N−m
∑N−m
i=1 B
m
i (r)
5. Increase the dimension to (m+ 1) and calculate Ai as the number of Xm+1
within the distance r of Xm+1(j), where j ranges from 1 to N −m (j 6= i)
6. Calculate A
(m)
i (r) as A
(m)
i (r) =
1
N−m−1
Ai, and define A
(m)(r) as A(m)(r) =
1
N−m
∑N−m
i=1 A
(m)
i (r)
7. Thus, B(m)(r) is the probability that two sequences will match for m points,
whereas A(m)(r) is the probability that two sequences will match for (m+ 1)
points.
8. The sample entropy (SampEn) is then estimated by,
SampEn (r,m,N) = −ln
[
A(m)r
B(m)r
]
(4.2)
where r is the tolerance level, m is the pattern length and N is the length of
the time series. There are different methods for setting the tolerance level r,
and are investigated in Section 4.3.
In summary, the MSE algorithm can rescale a original time series at scale τ . For
each of the rescaled signals, the entropy (SampEn) value is calculated, and this
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SampEn indicates the complexity and regularity of the signal at scale τ by examining
the signal self-similarity. An MSE plot can be therefore obtained of the scale τ ,
SampEnτ for a range of scale τ from 1 to 100.
4.3 Multiscale Entropy Analysis on Synthetic Sig-
nals
The MSE analysis is now illustrated for synthetic signals in order to: a) show the
effectiveness of the algorithm and b) investigate the influence of tolerance level r on
the assessment of the signal complexity over multiple timescales. For this purpose,
we generate a number of stable Autoregressive (AR) processes and a unit variance
white Guassian noise (WGN). In order to make the process stable, all the coefficients
used were obtained with the roots of its corresponding polynomial within a unit
circle.
The synthetic data generated is based on the idea that MSE should reflect
the signal complexity (degree of randomness), that is the more regular a time series
is, the lower value of SampEn should be. On the other hand, the more complex a
time series is, the higher value SampEn is. As it is known, the two AR(1) processes
have similar regularity and complexity. The AR(8) process is the most regular time
series among all the AR processes shown below. A WGN would be expected to have
the highest SampEn value among all the data shown.
AR(1) processes,
r(k) = 0.9r(k − 1) + n(k) (4.3)
r(k) = −0.9r(k − 1) + n(k) (4.4)
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AR(2) process,
r(k) = 0.4292r(k − 1) + 0.4278r(k − 2) + n(k) (4.5)
AR(4) process,
r(k) = 0.2349r(k−1)+0.2286r(k−2)+0.2347r(k−3)+0.2250r(k−4)+n(k) (4.6)
AR(6) process,
r(k) = 0.1521r(k − 1)+0.1683r(k − 2)+0.1590r(k − 3)+0.1605r(k − 4)
+0.1558r(k − 5)+0.1511r(k − 6)+ n(k) (4.7)
AR(8) process,
r(k) = 0.1036r(k − 1) + 0.1355r(k − 2) + 0.1107r(k − 3)
+0.1194r(k − 4) + 0.1122r(k − 5) + 0.1254r(k − 6)
+0.1413r(k − 7) + 0.1122r(k − 8) + n(k) (4.8)
where n(k) is a zero mean, unit variance white Gaussian process. Each of the signals
considered was 20,000 samples long, and the parameters for the MSE analysis were
m = 2 with the maximum scale τ set to 100.
Fig. 4.2 shows the result of MSE analysis on the synthetic signals using the
tolerance setting of r, proposed by Costa [1] given as a proportion of the standard
deviation (Stdorig) of the original data sequence. Note: one of the most important
steps for calculating SampEn is the process of determining the signal similarity,
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Figure 4.2: MSE analysis on synthetic signals using the method proposed in [1]
a comparison of WGN, AR(1), AR(2), AR(4), AR(6), and AR(8).
and this was achieved by setting a threshold r for the distance between the two
vectors under comparison. This means we only consider whether two vectors are
similar or not when the distance is less than the threshold r. In this experiment
r = 0.15 Stdorig was chosen, and the SampEn values were plotted against the scale
factor τ . The scale factor τ enables us to find out if there inherent a repeated
pattern in the original signal for every τ samples. This is measured by calculating
the SampEn at this particular scale, and this SampEn is used to represent the signal
complexity at this scale.
As the MSE measures the signal complexity and regularity, the MSE esti-
mation of white Gaussian noise (WGN) should have the highest SampEn because
its regularity is the lowest, whereas the AR(8) process should have the smallest en-
tropy. It can been seen from Fig. 4.2 that at scale 10 the SampEn of AR(8) process
shown in yellow line exhibits a lower value than that of the AR(6) process (magenta
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Figure 4.3: MSE analysis using enhanced algorithm, a comparison of WGN,
AR(1), AR(2), AR(4), AR(6), and AR(8).
line), AR(4) process (green line), AR(2) process (blue line), and AR(1) process of
Equation (4.3) (red line). The MSE analysis result for WGN is shown in black and
the AR(1) process of Equation (4.4) is shown in cyan as ‘ar1(hp)’ in Fig. 4.2 both
exhibit lower SampEn than a AR(8) process after scale 10. This clearly does not
reveal the signal complexity properly as the noise curve is in between ‘ar1(hp)’ and
the other AR curves, and therefore another method for the tolerance setting of r
should be investigated.
A refined method based upon [94] with a different setting of r for calculating
the SampEn was next implemented to examine the same set of AR signals. This
refined method used a setting of r which is proportional to the standard deviation of
each rescaled signal (r = 0.15Stdrescale was used). The settings for other parameters
were the same as in the previous simulation and the simulation results are shown
in Fig. 4.3. From this figure, it can be seen that the MSE analysis for the AR
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processes are separable at the lower scales, especially the scale 10. However, those
AR processes are not quite separable at higher scales, especially above scale 50.
In this example, the size of original data was 20,000 samples, whereas the data
analysed at scale 100 only contains 200 samples. It can be seen sample entropy for
high scales fluctuates very much. This suggests it is difficult to distinguish those
AR processes by sample entropy when the rescaled signal has limited samples. The
refined SampEn algorithm suggests the regularity of the signal complexity decreases
from AR(8), AR(6), AR(4), AR(2), AR(1) to WGN, which is what we expect,
suggesting the potential of this method for assessing the complexity and regularity
of a signal. This refined multiscale entropy algorithm was used for the discrimination
of the EEG data.
4.4 Multiscale Entropy Analysis on EEG Data
Having examined the MSE algorithms on the synthetic signals, the nonlinear method
using refined MSE was chosen for the SampEn estimation on channel FP1 of the
EEG data. The MSE feature extraction result is first compared for the analysis of
both raw and preprocessed EEG data, for the patients in ‘coma’ and ‘QBD’ status.
Then the feature extraction results were evaluated using the SVM classifier and
ROC analysis.
4.4.1 MSE Feature Extraction Results on EEG Data
The MSE analysis was implemented on raw EEG signals; Fig. 4.4 shows the MSE
features, SampEn value from scale 1 to scale 100, for all the patients and signal
length of 20,000 samples. The parameters used for the MSE analysis were m = 2,
τ = 100, and r = 0.15Stdrescaled. reconstructed data sequence at each scale. For
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Figure 4.4: MSE analysis on real world EEG data without filtering.
each patient, a vector of 100 elements was obtained with the extracted SampEn
from scale 1 - 100. The MSE mean and standard deviation of each group of patients
were calculated as shown in Fig. 4.4. The analysis results shown in red, together
with error bars, represent the complexity of ‘QBD’ and the black line with error bars
represents the ‘coma’ group. The error bars of MSE estimation of the patients in two
brain states showed a certain degree of separation below scale 30, but overlapped
significantly after scale 30.
An enhancement of the analysis was conducted by applying an infinite im-
pulse response (IIR) Butterworth bandpass filter (0.5 Hz - 30 Hz) before MSE esti-
mation as a preprocessing step. The reason for choosing 0.5 Hz - 30 Hz is that this
covered all main frequency ranges for measuring brain activity. Fig. 4.5 shows the
MSE feature extraction results of all the patients. The average sample entropy are
shown with standard deviations of the coma and QBD patients over scale factors
from 1 to 100. There is a steep increase of the entropy for lower scales τ ranging from
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Figure 4.5: MSE feature extracted from coma and QBD patients applying
filter.
0 to 18. The errorbars of these two groups of patients have limited overlap, suggest-
ing the ‘QBD’ patients exhibiting higher uncertainty than those in the coma state.
The overlap of sample entropy grows with the increase in scale values. This can be
explained by the MSE algorithm rescale process which is an averaging process. The
larger the scale is, the more samples are averaged to obtain the rescale signal. Av-
eraging large number of samples causes loss of the ‘coma’ signal variation structure
of the rescaled signal.
In order to verify the statistical significance of the differences between the
two groups, statistical tests were applied. We used parametric Student’s T-test with
the assumption of the normal distribution of the groups. And also used the non-
parametric Mann-Whitney U test, which does not assume the normal distribution
of the underlying data. In both cases, null hypothesis (there is no difference between
the two groups of patients) was rejected for scale 1 - 20 with the p value less than
0.05.
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4.4.2 ROC Analysis and Classification Results
Similar to the methodology used in Chapter 3 (Section 3.6.2), the extracted MSE
features were evaluated by applying ROC analysis on the SVM based classification
using these features, that is MSE at scales 1-20, 1-50, and 1-100.
The parameter setting for SVM is the same as it is shown in Section 3.6.2,
which means SVM was applied using a Gaussian kernel with a Quadratic Program-
ming (QP) algorithm [88] as the soft margin classifier. The conditioning parameter
set for the QP algorithm was 0.000001. The original sample vector has different
length for different features, for example, the multiscale entropy scale 1-20 feature
contains a vector length of 20, whereas the multiscale entropy scale 1-100 feature has
a vector length 100. The rationale for using PCA was described in Section 3.6.2.
The sample vector used contained 5 columns which are obtained using Principal
Components Analysis (PCA) [89] from the principal component space of all the
available MSE values. The classification accuracy was evaluated on the average of
30 classifications with each classification using 24 patients’ data for training, 10 pa-
tients’ for testing, the result is shown in Table. 4.1. The first column in the table
indicate the MSE features, and the second column shows corresponding classifica-
tion accuracy. The SVM classification results indicate the MSE scale 1-20 features
provide the best SVM classification accuracy of 87.92 among the three.
ROC analysis results, the area under curve (AUC), are shown in Table 4.1.
Again, the MSE scale 1-20 has the greatest AUC among the three features, suggest-
ing analysing MSE scale 1-20 gives the best discrimination ability. For illustration,
the ROC curves of scale 1-20 and scale 1-100 are shown in red in Fig. 4.6. Each point
on the curve is represented as (1-Specificity, Sensitivity) = (FPR, 1-FNR). As the
perfect classification is (0,1), the closer the ROC curve is to the perfect classification
point, the more accurate the test is. The extracted MSE feature at scale 1-20 has an
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Table 4.1: SVM classification and ROC results using MSE feature
Features SVM accuracy(%) AUC
Multiscale entropy scale 1-100 73.4444 0.75198
Multiscale entropy scale 1-50 76.6389 0.89370
Multiscale entropy scale 1-20 87.9167 0.96296
AUC of 0.9629 indicating the effectiveness of this extracted feature for classification.
Whereas this is not the case for all scales, for example at scale 1-100, the AUC is
significantly smaller than it is at scale 1-20. This suggests the MSE analysis at scale
1-20 can better distinguish ‘coma’ patients from ‘QBD’ patients using SVM than
that of at scale 1-100.
4.5 Summary
This chapter presents a statistically robust method in the application of the identifi-
cation of brain states by extracting signal complexity features from EEG signals. It
has been illustrated how the MSE analysis can be used for this purpose. Simulation
results show great potential of the methodology and its application for long-range
correlated signals, thus providing robust features and a potential tool to determine
brain states. By monitoring the MSE at different scales, it has been possible to gain
insight into the fundamental signal nature of complexity and regularity.
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(a) ROC curve of scale 1-20
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Figure 4.6: The ROC curves of MSE scale 1-20 and scale 1-100.
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Chapter 5
EEG Signal Nature Tracking using
Collaborative Adaptive Filters
5.1 Introduction
Having investigated the entropy based analysis, a novel method for the discrimi-
nation between discrete states of brain consciousness is introduced. This chapter
explores the possibility of an on-line assessment of the fundamental signal properties
of nonlinearity, sparsity and noncircularity in order to determine modalities of
EEG signals. The focus is on highlighting the role of the degree of nonlinearity, spar-
sity and noncircularity in the identification of states of brain consciousness (awake,
coma, QBD).
First, the hybrid filter structure for collaborative adaptive filtering is
introduced and the usefulness of this approach is initially evaluated on synthetic
benchmark linear and nonlinear signals. It is then illustrated that such an approach
in signal nonlinearity can discriminate between the awake, coma and quasi-brain-
death states from real world EEG signals. An initial research for discriminating
brain states by monitoring the nonlinearity of EEG data of 8 patients was shown
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in [30]. In this work, the number of analyzed data set was increased from 8 patients
to 34 patients, and the statistical analysis of the results with means and standard
deviations is provided. In [30], only signal linearity was investigated, this work
provides a more complete understanding of the nature of the EEG signals, the in-
vestigation of EEG signal nature was further analyzed from nonlinearity to signal
sparsity and noncircularity. Following this, sparsity is next considered as a type
of nonlinearity and this work investigated whether the combination of both tests
provides an enhanced insight into the nature of the EEG signals using a 2D feature
map.
Finally, in this work, we consider the assessment of EEG modality in the
complex domain, based on a pair-wise modeling of EEG channels. It is natural
to consider such an arrangement since it is likely to be more robust to artifacts
and noise due to more degrees of freedom [85, 95]. In the complex domain, we
consider the complex noncircularity of the EEG data as additional criteria. In
addition, from a medical view point the brain responses in patients with severely
damaged cognitive functions will not have limited structure (synchrony) between
channels, as already illustrated in Chapter 4, based on multiscale entropy. In this
chapter, the structure between channel FP1 and FP2 is investigated from a complex
noncircularity perspective.
5.2 Collaborative Adaptive Filtering Architec-
ture
To allow for real time mode of operation, the collaborative adaptive filtering archi-
tecture is introduced, a convex combination of adaptive filters is used, and its block
diagram is shown in Fig. 5.1. Collaborative adaptive filtering refers to an architec-
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Figure 5.1: Hybrid combination of two adaptive subfilters.
ture in which adaptive filters operate in parallel and feed into a mixing algorithm to
produce the single output of the filter [28]. One simple form of mixing algorithm is
a convex combination of two filters in which the mixing parameter λ(k) adaptively
combines the outputs of each subfilter as shown in Fig. 5.1. The overall filter output
y(k) is the convex combination of the outputs of the subfilters given by
y(k) = λ(k)y1(k) + (1− λ(k))y2(k) (5.1)
where y1(k) and y2(k) are the outputs of the constituent subfilters. The mixing
parameter λ(k) is updated based on minimization of the quadratic cost function
of the instantaneous filter error J (k) = 1
2
|e(k)|2. The evolution of the mixing
parameter within this structure is then used to indicate the predominant nature of
the underlying data, even if their nature is changing in time. This means: λ(k) →
1 indicates the predominant nature of the data depends on filter 1, whereas λ(k)
→ 0 indicates the predominant nature of the data depends on filter 2. The update
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Table 5.1: Algorithms used for signal nature tracking
Type of nature Filter 1 Filter 2 λ(k) → 1 λ(k) → 0
Nonlinearity LMS NNGD linear nonlinear
Sparsity LMS SSLMS linear sparse
Noncircularity CLMS ACLMS circular noncircular
can be obtained using the following gradient descent adaptation
λ(k + 1) = λ(k)− µλ∇λJ (k)|λ=λ(k) (5.2)
where µλ is the adaptation step-size. As suggested in [29], the update of λ(k),
allowing for possible complex inputs and thus complex errors, can be obtained as
λ(k + 1) = λ(k)− 1
2
µλ
[
e(k)∂e
∗(k)
∂λ(k)
+ e∗(k) ∂e(k)
∂λ(k)
]
= λ(k) + 1
2
µλ
[
e(k)
(
y1(k)− y2(k)
)∗
+ e∗(k)
(
y1(k)− y2(k)
)]
= λ(k) + µλℜ
[
e(k)
(
y1(k)− y2(k)
)∗]
(5.3)
where ℜ[·] denotes the real part of a complex number.
Originally, the applications of hybrid filters focused mainly on the improve-
ment in the performance over the individual constituent filters. However, recent
research has shown that by appropriately selecting the subfilters, the evolution of
the mixing parameter λ(k) can give an instantaneous indication of some fundamen-
tal properties of the input signal [27, 29, 30]. As our aim is to discriminate between
brain states based on the fundamental signal characteristics of the EEG, the subfil-
ters are selected based on how they suit testing of one fundamental signal property,
relative to the reference filter (linear or circular). The algorithms used for training
the subfilters for the purpose of identifying signal natures are shown in Table 5.1.
We next outline the algorithms used for assessing different signal characteristics and
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how these algorithms can be used for the detection of signal nonlinearity, sparsity,
and noncircularity.
5.3 Collaborative Adaptive Filtering in Real Do-
main
First we shall consider the collaborative adaptive filtering algorithms used in real
domain for the detection of signal nonlinearity and sparsity. We also consider a
test for the presence of nonlinearity in a signal and illustrate the application of this
method with an example on benchmark synthetic data.
5.3.1 Collaborative Adaptive Filtering for the Identification
& Tracking of Nonlinearity
The collaborative adaptive filter for identification of nonlinearity comprises a lin-
ear FIR adaptive subfilter trained by the least mean square (LMS) algorithm [96]
and a nonlinear FIR subfilter trained by the normalized nonlinear gradient descent
(NNGD) algorithm [97]. The output of subfilter Filter 1 trained by the LMS algo-
rithm is generated by the following equation
yLMS(k) = x
T (k)wLMS(k)
eLMS(k) = d(k)− yLMS(k)
wLMS(k + 1) = wLMS(k) + µeLMS(k)x(k) (5.4)
5.3 Collaborative Adaptive Filtering in Real Domain 98
and yNNGD(k) is the corresponding output of the NNGD trained subfilter Filter 2
given by
net(k) = xT (k)wNNGD(k)
yNNGD(k) = Φ(net(k))
eNNGD(k) = d(k)− yNNGD(k)
wNNGD(k + 1) = wNNGD(k) + η(k)eNNGD(k)Φ
′(net(k))x(k)
η(k) = µ[(
Φ′(net(k))
)2
‖x(k)‖2
2
]
+C
(5.5)
where d(k) is the desired output, x(k) = [x(k − 1), x(k − 2), . . . , x(k − N)]T is
the tap input vector, Φ(·) is the nonlinear activation function, C is the regulariza-
tion parameter and µ is the step-size for both algorithms. Each subfilter operates
in a one step ahead prediction setting and is adapted based on their own errors
eLMS(k) and eNNGD(k) respectively to give the individual weight updates wLMS(k)
and wNNGD(k).
To illustrate the effectiveness of the hybrid filter in tracking signal nonlinear-
ity, synthetic inputs were formed by alternating nonlinear and linear signal segments
every 1000 samples. This gives the benchmark signal [98] of 10000 samples in length,
comprising the nonlinear signal
z(k + 1) =
z(k)
1 + z2(k)
+ n3(k) (5.6)
and stable linear AR(4) process
r(k) = 1.79r(k − 1)− 1.85r(k − 2) + 1.27r(k − 3)− 0.41r(k − 4) + n(k) (5.7)
5.3 Collaborative Adaptive Filtering in Real Domain 99
0 1 2 3 4 5 6 7 8 9 100
0.2
0.4
0.6
0.8
1
                Number of Iterations (k)         x10 3
M
ix
in
g 
Pa
ra
m
et
er
 λ
(k)
 
 
Figure 5.2: The evolution of the mixing parameter λ(k) for a signal nature
alternating between nonlinear to linear every 1000 samples.
where n(k) is a zero mean, unit variance white Gaussian process. The principle of
selecting the parameter of the process is the same as presented in Section 4.3.
In this case, we are not interested in the overall performance of the filter but
in whether the dynamics of the mixing parameter λ(k) can give an illustration of
which subfilter is responding most effectively to the modality of the input signal. By
design, the value of λ(k) varies between 0 and 1, with 1 indicating strong linearity
in signal nature and 0 a strong nonlinearity. The initial value of mixing parameter
λ(k) was set to 0.5, as there was no prior assumption of the signal linearity or
nonlinearity. The simulation result shown in Fig. 5.2 presents the evolution of the
mixing parameter λ(k) on the prediction of such a synthetic signal. As desired, the
value of λ(k) decreases towards 0.2 in the first 1000 samples, which correctly suggests
the nonlinear nature of the signal described by Equation (5.6). In contrast, for the
linear process (samples 1001:2000), λ(k) increased towards 0.9 indicating the linear
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nature of the benchmark input signal described in Equation (5.7). This suggests
that the hybrid filter has great potential for tracking the linearity and nonlinearity
characteristics of real world signals.
5.3.2 Collaborative Adaptive Filtering for the Identification
& Tracking of Sparsity
Before moving on to consider the EEG data we will first outline the algorithms
used to produce alternative hybrid filters for identification of different fundamental
signal characteristics. As nonlinearity covers a wide range of signals the first char-
acteristic we will consider is sparsity (a subset of nonlinearity), as sparse signals
occur naturally in many real world applications. A sparse signal is one for which
the impulse response of an unknown system has a large number of zero elements
and only relatively few active ones. For the purpose of identifying the sparsity of a
signal the algorithm used to train subfilter Filter 2 in the hybrid filter structure is
replaced with the signed sparse LMS (SSLMS). As presented in [99], the output of
the SSLMS is given by
ySSLMS(k) = x
T (k)wSSLMS(k)
eSSLMS(k) = d(k)− ySSLMS(k)
wSSLMS(k + 1) = wSSLMS(k) + µ|w(k) + ε|eLMS(k)x(k) (5.8)
where ε is a small positive constant used to prevent the update stalling for small
values of w(k). The use of this algorithm within the hybrid filter structure has
been shown to achieve good results when tracking changes in signal nature of EEG
signals [29].
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5.4 Complex Collaborative Adaptive Filtering
Recently, efforts have been made to achieve the on-line tracking of signal nature in
the complex domain (i.e. complex nonlinearity, complex circularity) [29,71]. These
extensions of hybrid filters from R to C are not trivial, due to the fact that the
signal characterisation in the complex domain C is not necessarily a straightforward
extension of that in the real domain R. In this section, we focus on noncircularity,
a key property when processing in C.
5.4.1 Collaborative Adaptive Filtering for the Identification
& Tracking of Complex Circularity
A circular signal is one with a rotation-invariant distribution and the second or-
der statistics of a circular complex signal can be sufficiently represented using the
standard complex covariance matrix C
zz
= E[zzH ], where [·]H is the Hermitian
transpose [100]. However, circular data occurs only in a limited number of appli-
cations and to accurately model the generality of complex signals we need to take
into account not only the standard covariance matrix but also the pseudocovari-
ance matrix P
zz
= E[zzT ]. To this end, so called augmented complex statistics
allow for accurate modelling of both circular and noncircular signals by defining an
augmented complex vector za as
za =

 z
z∗

 (5.9)
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and the augmented covariance matrix given by [101]
R
zz
=

 Czz Pzz
P∗
zz
C∗
zz

 (5.10)
which contains information from both the covariance and pseudocovariance matrices
of z. A second order circular signal is also termed proper and has a zero pseudoco-
variance matrix P
zz
= 0 [102,103].
The method used for the assessment of signal noncircularity is based on a
hybrid filter for complex data with a combination of the standard CLMS (complex
version of LMS) and Augmented CLMS (ACLMS) algorithms [104, 105]. The filter
update of the CLMS is given by [106] as follows
yCLMS(k) = w
T
CLMS(k)z(k)
eCLMS(k) = d(k)− yCLMS(k)
wCLMS(k + 1) = wCLMS(k) + µeCLMS(k)z
∗(k) (5.11)
The recently introduced ACLMS algorithm extends the CLMS algorithm to use
augmented statistics and thereby utilise the full second order statistical information
available within the signal. The ACLMS is given by
yACLMS(k) = h
T
ACLMS(k)z(k) + g
T
ACLMS(k)z
∗(k)
eACLMS(k) = d(k)− yACLMS(k)
hACLMS(k + 1) = hACLMS(k) + µeACLMS(k)z
∗(k)
gACLMS(k + 1) = gACLMS(k) + µeACLMS(k)z(k) (5.12)
However, as shown in Equation 5.12, ACLMS results in a filter which is effectively
5.5 Simulation Results and Discussion 103
twice the length of that of the CLMS, resulting in the CLMS having a faster initial
convergence rate than the ACLMS. Using a convex combination of these algorithms
allows the hybrid filter to take advantage of both the improved steady state per-
formance of the ACLMS for filtering of noncircular signals, along with the faster
convergence of the CLMS.
5.5 Simulation Results and Discussion
5.5.1 Signal Nature Tracking in Real Domain
We shall now consider the application of hybrid filters to real world EEG signal
for the purpose of brain consciousness identification. The first set of simulations
considers the use of the hybrid filter described in Section 5.3.1 for testing for the
presence of nonlinearity. The step size used for the adaptation of λ was µλ = 0.01
and the initial value of λ(0) = 0.5. The learning rate of the linear FIR adaptive
subfilter was 0.002 and the learning rate for the nonlinear FIR subfilter trained by
NNGD algorithm was 0.01. The parameter setting for each subfilter has the impact
on the speed of reaching the convergence, the greater the learning rate is, the faster
the filter will converge. Results shown in Fig. 5.3, Fig. 5.4 and Fig. 5.5 present
the examples of EEG (channel FP1) signals for the states of ‘awake’, ‘coma’ and
‘quasi-brain-death’, and the corresponding evolution of the mixing parameter λ(k)
for the different brain consciousness states.
Figure 5.3 shows the EEG data of a patient in an ‘awake’ state. The top
plot presents the amplitude of the brain signal over 100 seconds. The evolution of
the corresponding mixing parameter λ(k) is shown in the bottom graph. It can be
seen that the value of λ(k) for the ‘awake’ EEG data moves towards λ = 1 as the
adaptation progresses. This suggests the linearity of the EEG signals of ‘awake’
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Figure 5.3: An example of the signal for an ‘awake’ patient (top) and the
dynamics of the mixing parameter λ(k) of ‘awake’ patient (bottom), λ = 1
corresponds to linear subfilter.
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Figure 5.4: An example of the signal for a ‘coma’ patient (top) and the dynam-
ics of the mixing parameter λ(k) of ‘coma’ patient (bottom), λ = 1 corresponds
to linear subfilter.
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Figure 5.5: An example of the signal for a ‘QBD’ patient (top) and the dynam-
ics of the mixing parameter λ(k) of ‘QBD’ patient (bottom), λ = 1 corresponds
to linear subfilter.
patients. Figure 5.4 presents the EEG signal of a ‘coma’ patient; the curve of λ(k)
gives no clear indication of signal nonlinearity. During the analysis of ‘QBD’ signals
of the same time length (100 seconds) shown in Fig. 5.5, the mixing parameter λ(k)
approached zero, indicating the nonlinear nature of the signal.
In order to have a general knowledge of the all available data, the average
mixing parameter λ(k), together with standard deviations for all 34 patients are
shown in Fig. 5.6. The results of the ‘coma’ patients are shown in black, and the
‘QBD’ patients results are shown in grey. The errorbars were plotted every 2000
iterations. It can be seen that the average response of λ(k) for ‘QBD’ patients
shows predominately nonlinear natures of the underlying signals, whereas, on the
average, for the ‘coma’ patients the results were not decisive with the value of λ(k)
around 0.5. The data was quite noisy and subject to artifacts and thus, for instance,
when we used all the available data, the mean curves representing the evolution of
5.5 Simulation Results and Discussion 106
0 2 4 6 8 100
0.2
0.4
0.6
0.8
1
          Number of Iterations(k)      x104
M
ixi
ng
 pa
ra
me
ter
 λ(
k)
 
 
Coma
QBD
Figure 5.6: The evolution of the average mixing parameter λ(k) for signal lin-
earity detection, for patients in different brain states, with standard deviation
error bars - 17 coma patients, 17 QBD patients, λ = 1 corresponds to linear
subfilter.
the mixing parameter λ were quite far apart, but the error bars overlapped con-
siderably, even after convergence. If, however, we include only the 30 least noisy
recordings, eliminating two noisiest recordings from each group. The results, as
shown in Fig. 5.7, were greatly improved, where perfect identification of the ‘QBD’
and ‘coma’ patients was achieved after convergence.
To further evaluate the effectiveness of the analysis, the Support Vector Ma-
chine (SVM) classification method was applied using a Gaussian kernel. The SVM
soft margin classifier used was a Quadratic Programming (QP) algorithm [88], the
same as it was used in the previous chapters for the evaluation of phase synchrony
and MSE. The conditioning parameter set for the QP algorithm was 0.000001. The
original sample vector has a vector length 1000. The rationale for using PCA was
described in Section 3.6.2. The sample vector used contained 5 columns which are
the top five principle components from all the available estimated λ. The classifica-
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Figure 5.7: The evolution of the average mixing parameter λ(k) for signal lin-
earity detection, for patients in different brain states, with standard deviation
error bars - 15 coma patients, 15 QBD patients, λ = 1 corresponds to linear
subfilter.
tion accuracy and the standard deviation were evaluated on the average of 100 times
classification. Cross validation was used to estimate the classification accuracy, and
the number of training data verses testing data used for the classification were 23:11,
21:11, 20:10 for 34, 32, and 30 patients respectively. The classification accuracy for
34, 32, and 30 patients as shown in Fig. 5.8, were 68.54%, 73.75% and 77.83%. This
indicate that the SVM classification using the λ obtained from the linearity analysis
of the least noisy 30 patients provides the best accuraccy. It is worth noting that
the results shown in Fig. 5.8 were obtained over the whole evolution of the mixing
parameter λ; these classification results could, therefore, be increased by applying
SVM to only the converged values of λ. However, the convergence time is different
from case to case, it is very difficult to find a general threshold for the selection of
converged values of λ. The classification results further prove that analyzing the
signal linearity of EEG data using the mixing parameter λ(k) of a hybrid filter is
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Figure 5.8: The classification accuracy by applying SVM on the evolution of
λ of the collaborative adaptive filter as features.
an effective approach to identifying ‘coma’ and ‘QBD’ brain status.
Following the analysis of nonlinearity, it is natural to consider whether iden-
tifying specific types of nonlinearity improves the performance, particularly as the
nonlinearity assessment of the ‘coma’ patients was not decisive. To this end, sparsity
analysis of the EEG data was performed using the hybrid filter described in Sec-
tion 5.3.2. The step size used for the adaptation of λ was µλ = 0.068 and the initial
value of λ(0) = 1. The value of λ = 1 was chosen as we know the ‘QBD’ patient
signals are nonlinear in nature so starting from a linear assumption prevents the
adaptation of λ from quickly stalling allowing us to better view the degree of signal
sparsity. The learning rate of the linear FIR adaptive subfilter was 0.001 and the
learning rate of the FIR subfilter trained by SSLMS algorithm was 0.006. Simulation
results for 50 seconds of data for different numbers of patients are shown in Fig. 5.9
and Fig. 5.10. Results in Fig. 5.9 show the average mixing parameter λ(k) with the
standard deviation error bars for all 34 patients for the analysis of signal sparsity.
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Figure 5.9: The evolution of the average mixing parameter λ(k) for signal spar-
sity detection, for patients in different brain states, with standard deviation
error bars - 17 coma patients, 17 QBD patients, λ = 1 corresponds to linear
subfilter.
Similarly to the nonlinearity analysis, the results for ‘coma’ patients are shown in
black and ‘QBD’ analysis in grey, and the errorbars are shown every 2000 iterations.
It can be seen that the average response of λ(k) for ‘QBD’ patients is approximately
0.3 whereas that of the ‘coma’ patients is approximately 0.7. Figure 5.10 shows
the analysis of the 15 pairs of least noisy recordings, where the error bars overlap
significantly less than those in Fig. 5.9. However, this representation does not give
the same degree of separation as that obtained from the nonlinear representation.
While the results obtained from the sparsity assessment may not have been decisive
they can be used to create a more detailed representation of the original nature.
Fig. 5.11 gives a 2D state diagram of the response of λ for the sparse hybrid filter
plotted against that of the nonlinear hybrid filter. In this case, the values of λ
were reversed with (0, 0) indicating a purely linear signal and (1, 1) a nonlinear and
sparse signal. The plot originates at (0, 0.5) and shows the evolution of the mixing
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Figure 5.10: The evolution of the average mixing parameter λ(k) for signal
sparsity detection, for patients in different brain states, with standard devi-
ation error bars - 15 coma patients, 15 QBD patients, λ = 1 corresponds to
linear subfilter.
parameters over 50 seconds of data. These results show that by combining the two
mixing parameters there is a clear difference between the nature of both the ‘coma’
and ‘QBD’ data. It also illustrates the power of the proposed approach in building
multi-dimensional state maps, as the two λ curves that are close in one dimension
can be far apart in an other. λ for nonlinearity and sparsity features are used in this
work to construct 2D feature map for online tracking. Since this is the real time
tracking, a simple threshold can be used as a linear classifier as the indicator rather
then building a sophisticated SVM classifier, although SVM classifier may be more
accurate should the real time efficiency is not taken into account.
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Figure 5.11: Comparison of the evolution of the mixing parameters for the
identification of nonlinearity and sparsity.
5.5.2 Signal Nature Tracking in Complex Domain
When processing the complex valued signals obtained from the combination of FP1+
FP2, it was found that in this case both the ‘coma’ and ‘QBD’ patients EEG
recordings were predominantly linear in nature. However, as previously discussed
in Section 5.4, when processing in the complex domain there are distinct differences
in characteristics in C from those in the real domain R. Whilst both signals may be
linear in nature, there may be differences in the circularity of the signals which may
reflect the presence or lack of structure in brain activity. We next consider whether
there are differences in the circularity of the signals. To investigate this, the hybrid
filter from Section 5.4.1 was implemented. The step size used for the adaptation of
λ was 0.3 and the initial value of λ(0) = 1. The learning rate of both CLMS and
ACLMS algorithms was set to be 0.01. Simulation results with and without the
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Figure 5.12: The evolution of the average mixing parameter λ(k) for signal
circularity detection, for patients in different brain states, with standard de-
viation error bars - 17 coma patients, 17 QBD patients, λ = 1 corresponds to
circular subfilter.
noisiest data sets are shown in Fig. 5.12 and Fig. 5.13 respectively. As previously
by design, the mixing parameter λ(k) varies between 0 and 1, with a value of λ→ 1
suggesting the signal has a strongly circular nature, and λ→ 0 suggesting the signal
is noncircular in nature. From the simulation result of all 34 (17 coma, 17 QBD)
patients and the 30 (15 coma, 15 QBD) least noisy recordings, it can be seen that
EEG signals of the ‘QBD’ patients exhibit a more noncircular nature than those of
the ‘coma’ patients.
5.6 Summary
We have proposed a real time signal modality analysis of EEG signals as a potential
tool for brain states identification and illustrated how the hybrid filter can be used for
this purpose. By monitoring the evolution of the convex mixing parameter within a
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Figure 5.13: The evolution of the average mixing parameter λ(k) for signal
circularity detection, for patients in different brain states, with standard de-
viation error bars - 15 coma patients, 15 QBD patients, λ = 1 corresponds to
circular subfilter.
hybrid filter, it has been possible to gain insight into the fundamental signal nature,
including nonlinearity (in both R and C), sparsity and complex circularity. Further
more, it has shown the power of multi-dimensional state maps in tracking multiple
signals modalities simultaneously. Simulation results show great potential of the
methodology and its application in signal nonlinearity tracking, thus providing a
robust feature to determine brain activities.
114
Chapter 6
Multicale Modelling of Gestures
Based on the Electromygraphy
(EMG)
6.1 Introduction
Having investigated the data analysis methods for the multiscale EEG signal, the
study of biomedical signals is now extended from brain electroencephalography
(EEG) to muscle electromyography (EMG) using the approaches presened in Chap-
ter 3 and Chapter 4. The study of EMG signals has been an active area of research
with applications in the analysis of biomechanics and in various clinical and bio-
medical applications such as clinical diagnosis and in generating control signals for
electronic equipments (e.g. electric wheelchair, mobile robot, game devices) as well
as in human-computer interaction (HCI). The dynamics of multichannel data and
the associated couplings between subsets of muscles when performing e.g. robot
steering are not trivial to model, as advanced research on computational architec-
tures have been actively investigated for this purpose [107–109]. Existing methods
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modelled EMG activity based on the difference in power levels measured at select
muscle locations [110]. However, such approaches are critically sensitive to elec-
trode placement, making it difficult to develop a general analysis framework which
is suitable across the subjects. Moreover, the tranditional methods for the detec-
tion of EMG muscle contraction based on the increase in the EMG signal power
faces challenges. In real world, the tense of one muscle will cause the movement of
the neighbor muscles resulting in an increase in EMG signal power although these
neighbor muscles are not tensed, thus cause false detection of the muscle contraction
for neighbor muscles, making the power based muscle contraction detection difficult.
Furthermore, changing electrode impedance levels caused by human motion, power
line interference, and the conductivity of the electrode gel makes power based fea-
tures unreliable in practice. Another challenge for the power based method includes
the decreasing power levels due to muscle fatigue [111]. The design of appropriate
detection and estimation algorithms, and robust feature extraction methods remains
therefore a key prerequisite to accurate classification of EMG signals.
In this chapter, a data acquisition system using a 16-channel amplifier is
first presented. Next, the EMG signals recorded via this system are analyzed for
gesture recognition using one arm and hand. Features extracted from those EMG
signals are then used for the control of a mobile robot. One of the features used
in this chapter for controlling robot is phase synchrony. The effectiveness of phase
synchrony features for modelling couplings between two channels of EEG signals
has been presented in Section 3.5, as illustrated in Fig.3.12. Phase synchrony has
been used in the past for the study of EMG data [84], focused on the phase syn-
chrony between two different muscle groups. In this chapter, a novel approach for
the detection of muscle contraction were investigated using the phase synchrony of
two channels of EMG signals measuring the same muscle. Furthermore, the MSE
analysis previously indicated in Chap 4, is investigated for complexity of EMG sig-
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Matlab
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Figure 6.1: The data acquisition and control system used.
nal structures of different muscle groups. By illustrating the effectiveness of both
phase and MSE features for analyzing EMG data, we demonstrate the generality of
approaches adopted in our work.
6.2 Experimental Setup
6.2.1 The Acquisition and Control System
The EMG data acquisition and control system is shown in Fig. 6.1. Muscle generated
EMG signals were recorded by electrodes and fed into an amplifier connected to a
laptop. After processing the data from the amplifier, a control signal was generated
6.2 Experimental Setup 117
(a) Tools used: electrodes, conductive gel,
surgical tape and scissors
(b) The amplifier used - g.USBamp
Figure 6.2: Tools used for the data acquisition.
and used for the navigation of a mobile robot. Tools used in the experiment are
listed below:
• Electrodes: There are invasive and non-invasive electrodes available for EMG
measurement. Invasive electrodes (i.e. needle electrodes) are always used
for the detection of an individual muscle fiber activity. In this particular
application, the aim is to investigate a bunch of muscle fibers (i.e. biceps),
therefore non-invasive electrodes (from Guger Technologies, Graz, Austria)
shown in Fig. 6.2(a) were used to detect the muscle activities. To achieve better
conductivity, the gel (from Theodor-Korner-Apotheke, Graz, Austria) shown
in Fig. 6.2(a) was applied on the cavity of each electrode before attaching it
to the skin covering the underlying muscle.
• Amplifier: The signal obtained from the electrodes was digitalized and en-
hanced via the g.USBamp amplifier (Guger Technologies, Graz, Austria)
shown in Fig. 6.2(b). The amplifier has 16 individual channels with 24-bit
A/D converters. The sampling rate can vary up to 48kHz. After connecting
the amplifier, an impedance check was carried to ensure a good connection
(less than 10 kΩ) between the skin and the electrode.
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(a) The placement of electrodes - anterior
view
(b) The placement of electrodes - posterior
view
Figure 6.3: The placement of electrode in the experiment.
• Data processor: The amplifier acquired signal is fed into a laptop via either
a USB cable or bluetooth connection for storage and analysis. After data
processing, a control signal was generated and sent to the robot. Matlab was
used for the EMG data handling and processing.
• Robot: The robot (from NewTC Co. Ltd, Seoul, Korea) was connected to
the laptop via a USB port. Control signal sent from the laptop was used for
navigating the robot with functions of moving forward, turning left, turning
right and stop. Three speeds (fast, middle and slow) can be controlled while
the robot is moving.
6.2.2 Muscles Used and Electrode Placement
In this experiment, surface muscles were used for the EMG measurement because the
muscles are near to the skin surface and voltages generated by the muscle fiber are
strong. Fig. 6.3 shows the placement of electrodes; Fig.6.3(a) presents the anterior
view and Fig.6.3(b) the posterior view. They are the references for the EMG signal
measurement of different subjects: 18 electrodes were used for the recording, and 14
of them were attached to the skin of the arm and hand muscles. The arm muscles
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measured and their corresponding channels of measurement are shown in Fig. 6.4,
and Fig. 6.5(a); Two of those 18 electrodes were attached to the hand muscles as
shown in Fig. 6.5(b); Two other electrodes were placed on each of the earlobe as the
reference and the ground respectively.
Those locations of the surface muscles for the experiment and their func-
tions [2] are shown in Table 6.1, defined by medical experts from an anatomy point
of view, was used for the assessment of this work. In the table the muscles used for
EMG data analysis and their corresponding channel numbers are shown in column
one and can also be found in Fig. 6.4 and Fig. 6.5. The second column shows the
names of those surface muscle used. Note that: the ‘(upper)’ and ‘(lower)’ were
used while two channels are measuring the same muscle but using different position
of electrode placement, with ‘(lower)’ suggesting the electrode were placed near the
hand and ‘(upper)’ suggesting the electrode placement were far from the hand. 12
muscle groups were monitored using 16 electrodes in this experiment at a sampling
frequency of 4.8 kHz. The third column of the table shows the corresponding func-
tion of each muscle used, whereas the fourth column shows the position of the muscle
under measurement. The subjects were asked to perform a series of combinations of
actions, including relaxation, extension, flexion, pronation, supination, clench, grip
(see Fig. 6.6).
An example of the EMG recording is shown in Fig. 6.7, and was obtained
while the subject was performing the same gesture five times, which involved al-
ternating between extension and relaxation with the elbow resting on the arm of
a chair, thus illustrating the EMG for all the 16 channels, amplitude against the
sample number. The recording from channel 1 to 14 shows that there was a higher
amplitude when the muscle was performing extension than when they were relaxed,
whereas in the last two subplots of the EMG recordings of biceps brachii muscle
it is very difficult to distinguish the extension state and relaxation state by their
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Muscle used
channel 5,6
channel 7
channel 4,8
channel 3
(a) Superficial muscles of anterior forearm
Muscle used
channel 1,10
channel 11
channel 12
channel 9
channel 2
(b) Superficial muscles of posterior forearm
Figure 6.4: Arm muscles used for data acquisition (graph from [2]).
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Muscle used
(channel 15,16)
(a) Anterior compartment of the arm
Muscle used channel 13
channel 14
(b) Muscles of the hand - anterior view
Figure 6.5: Hand muscles used for data acquisition (graph from [2]).
Table 6.1: The muscle used and its function, where ⋆ suggests the muscle
position is posterior, and † suggests the muscle position is anterior.
Ch Muscle Name Function Position
1 Extensor digitorum(upper) Extends the wrist, medial four digits Forearm⋆
2 Anconeus Supination Forearm⋆
3 Flexor carpi ulnaris Flexes/ adducts the wrist Forearm†
4 Pronator teres (lower) Pronates forearm and flexes elbow Forearm†
5 Flexor carpi radialis (upper) Flexes/abducts the wrist Forearm†
6 Flexor carpi radialis (lower) Flexes/abducts the wrist Forearm†
7 Palmaris longus Flexes wrist/ gripping Forearm†
8 Pronator teres (upper) Pronates forearm and flexes elbow Forearm†
9 Extensor carpi ulnaris Extends/abducts the wrist Forearm⋆
10 Extensor digitorum (lower) Extends the wrist, medial four digits Forearm⋆
11 Extensor carpi radialis brevis Extends/abduct the wrist Forearm⋆
12 Extensor carpi radialis longus Extends/abduct the wrist Forearm⋆
13 Abductor pollicis brevis Abducts/extends thumb Hand†
14 Abductor digiti minimi Abducts/extends little finger Hand†
15 Biceps brachii(upper) Flexor/supination of forearm Arm†
16 Biceps brachii (lower) Flexor/supination of forearm Arm†
6.2 Experimental Setup 122
(a) Gestures used - extension (b) Gestures used - flexion
(c) Gestures used - pronation (d) Gestures used - supination
(e) Gestures used - clench (f) Gestures used - grip
Figure 6.6: Gestures used for the experiment.
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amplitude only. This is because the subject had their elbow on the chair, which
reduced the EMG signal amplitude by less muscle fiber activation. Moreover, ac-
cording to the medical theory of muscle functions, as shown in the third column of
Table 6.1, the biceps brachii muscle should not tense while performing the gesture
of extension.
From Table 6.1, it can also been seen that the muscle extensor digitorum
should contract during extension, whereas anconeus should not tense when per-
forming extension. However, this is not the case in real world recording as it can
been seen in the first two plots of extensor digitorum (u) and anconeus. The ampli-
tude of those two subplots are not much different while the subjects were performing
extension. This suggests that it is difficult to distinguish gestures by the amplitude
or energy level of different channels of EMG signals. Power independent features
(i.e. phase synchrony, MSE) will be therefore investigated to detect the contraction
of muscles. Fig. 6.7 also illustrates the problems of dealing with real world data as
stated in Section 1.1.2. For example, an artifact in the last subplot of biceps brachii
(l) can be found around sample number 55000. The baseline drift can also be seen
in the subplots, for example, the first extension shown in the EMG subplot of flexor
carpi ulnaris, therefore signal preprocessing of artifacts removal is required.
6.3 MSE Analysis of the EMG Signals
In this work, the effectiveness of the MSE method is verified for the 16 channels of
EMG recordings from the g.USBamp amplifier. The EMG data was obtained while
the subject was performing each of the gestures (including extension, flexion, prona-
tion, and supination) for five times, with a relaxation period in between. Fig. 6.8
shows the multiscale entropy (MSE)1 for scales between 1 and 10 for all the channels,
1Multiscale entropy was introduced in Chapter 4
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Figure 6.7: An example of EMG signal when alternating between extension
and relaxation.
6.3 MSE Analysis of the EMG Signals 125
5 10
1
2
Scale factor
S
am
pl
e 
en
tro
py
Channel 1
5 10
1
1.5
2
2.5
Scale factor
S
am
pl
e 
en
tro
py
Channel 2
5 10
0.5
1
1.5
2
2.5
Scale factor
S
am
pl
e 
en
tro
py
Channel 3
5 10
0.5
1
1.5
2
2.5
Scale factor
S
am
pl
e 
en
tro
py
Channel 4
5 10
0.5
1
1.5
2
2.5
Scale factor
S
am
pl
e 
en
tro
py
Channel 5
5 10
1
1.5
2
2.5
Scale factor
S
am
pl
e 
en
tro
py
Channel 6
5 10
1
1.5
2
2.5
Scale factor
S
am
pl
e 
en
tro
py
Channel 7
5 10
1
1.5
2
Scale factor
S
am
pl
e 
en
tro
py
Channel 8
5 10
0.5
1
1.5
2
2.5
Scale factor
S
am
pl
e 
en
tro
py
Channel 9
5 10
1
2
Scale factor
S
am
pl
e 
en
tro
py
Channel 10
5 10
1
1.5
2
2.5
Scale factor
S
am
pl
e 
en
tro
py
Channel 11
5 10
1
1.5
2
2.5
Scale factor
S
am
pl
e 
en
tro
py
Channel 12
5 10
1
1.5
2
Scale factor
S
am
pl
e 
en
tro
py
Channel 13
5 10
0.5
1
1.5
2
Scale factor
S
am
pl
e 
en
tro
py
Channel 14
5 10
1
2
Scale factor
S
am
pl
e 
en
tro
py
Channel 15
5 10
0.5
1
1.5
2
Scale factor
S
am
pl
e 
en
tro
py
Channel 16
 
 
E
F
P
S
Figure 6.8: MSE analysis for sequences of EMG signals corresponding to ‘ex-
tension’, ‘flexion’, ‘pronation’, ‘supination’.
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and the marks with symbols ‘E’, ‘F’, ‘P’, ‘S’ represent MSE for the gestures ‘exten-
sion’, ‘flexion’, ‘pronation’, ‘supination’ in red, black, blue and green respectively.
In Fig. 6.8, although in some cases (channel 2), it is possible to separate between
‘supination’ and the other gestures, in particular, the error bars heavily overlap,
making separation difficult. However, if removing the MSE curve for gestures of
flexion and extension from channel plot, it can be seen in Fig. 6.9 that Channel 1
differentiated the gestures of pronation and supination. Applying a similar analysis
to all other channels, a fair separation of the three gestures (flexion, extension, and
supination) is achieved in Fig. 6.9, whereas the MSE subplot for channel 15, shown
in Fig. 6.10, suggests the ability of distinguishing the gestures of pronation, flexion,
and extension. This illustrates that the MSE analysis introduced in Chapter 4 can
be used for the analysis of EMG signal for gestures differentiation.
It is important to notice that, unlike EEG data acquisition system which
has 10-20 system standard for electrode placement and is implemented by using an
EEG cap to ensure the fixed electrode positions, MSE is more sensitive to electrode
placement when measuring EMG signals. Comparing the MSE results of channel
4 and channel 8 shown in Fig. 6.9, it can be seen that channel 4 can separate the
gestures of pronation and extension better than channel 8. For further illustration,
channel 4 and 8 measure the same muscle, but exhibit different degrees of separa-
tion of gestures, suggesting the need for methods which are insensitive to electrode
placement.
6.4 Phase Analysis
This section investigates a method which is electrode placement independent for
the detection and understanding of muscle activity, using phase synchrony analysis
as introduced in Section 3.5. The investigation was carried out with the aim of
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Figure 6.9: MSE analysis for sequences of EMG signals corresponding to ‘ex-
tension’, ‘flexion’, ‘pronation’, ‘supination’ - channel 1 to channel 8.
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Figure 6.10: MSE analysis for sequences of EMG signals corresponding to
‘extension’, ‘flexion’, ‘pronation’, ‘supination’ - channel 9 to channel 16.
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controlling the robot action of ‘stop’, ‘moving forward’, ‘turning left’, and ‘turning
right’, using phase synchrony features extracted from pairwise EMG data measur-
ing the same muscle group. Four gestures: ‘extension’, ‘flexion’, ‘pronation’, and
‘supination’ obtained from a single arm and hand were used for performing a se-
ries of gestures (relaxed → extension → relaxed → flexion → relaxed → pronation
→ relaxed → supination → relaxed). Four muscle groups: ‘extensor digitorum’,
‘flexor carpi radialis’, ‘pronator teres’, and ‘biceps brachii’ were measured for this
preliminary analysis.
6.4.1 Phase Synchrony Analysis for Various Sampling Fre-
quencies
The selection of sampling frequency is investigated in this section in order to obtain
effective meaningful features, using fewer but more representative data points. In
the previous MSE results analysis, the EMG data were analyzed at the highest
sampling frequency available for the EMG data acquisition equipment since the
purpose of the analysis was to find long range correlation within the data. According
to [112], the spectrum for muscle contraction peaks at about 50Hz and the cutoff
frequency falls between 100Hz to 150Hz, depending on the level of contraction; it
reduces towards zero between 200Hz to 280Hz. In this simulation, three sampling
frequencies (4.8kHz, 480Hz, 240Hz) were evaluated for the phase synchrony analysis
(quantified by PCV) using the method stated in Section 3.5 in a different manner.
The phase synchrony analysis using PCV for EMG is for on-line detection of muscle
contraction. Instead of examining PCV as a feature for classification by its average
value at different frequency ranges, in EMG analysis, we compute the PCV value at
a particular time by the sum of PCV in all frequencies. The change of PCV along
the time were used to indicate the muscle contraction, since this approach is more
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suitable for online robot steering. Surely more elaborated classification method as
presented in the previous section can also be applied in this case if the efficiency is
not an important concern.
Fig. 6.11 shows the phase synchrony analysis between channel 1 and channel
10. The analysis result at the sampling frequency of 4.8kHz is shown in Fig. 6.11(a).
The top panel shows the EMG signal amplitude against the sample number for chan-
nel 1, which measures the biopotential generated by the muscle ‘extensor digitorum’.
Similarly, the EMG signal of channel 10 is shown in the the middle panel, which
measures the same muscle but at a different position.
The sum of phase coherence value (PCV) corresponding to all frequency
ranges against the sample number between those channels is shown in the bottom
panel of Fig. 6.11(a) as an indication of phase synchrony. It can be seen that
PCV approaches zero when the muscles are relaxed, whereas there is a strong phase
synchrony when the subject was performing extension, as seen between the sample
number 7000 and 15000. The phase synchrony is higher than when the subject was
performing other gestures, such as flexion between sample number 25000 and 35000,
pronation between sample number 45000 and 55000, and supination between sample
number 65000 and 75000.
Fig. 6.11(b) shows the phase synchrony analysis of the same EMG signal
but downsampled by the scale of 10. The downsampled EMG signals of channel
1 and channel 10 are shown in top and middle panel in Fig. 6.11(b). The bottom
panel shows the PCV of the down sampled pairwise EMG signal, illustrating that the
phase synchrony keeps high value when the subject was performing flexion than when
performing other gestures. This was expected because the extensor digitorum muscle
should contract when performing the gesture of extension. This result illustrates the
potential of the phase synchrony analysis in the detection of muscle contraction by
showing higher PCV in the active muscles than in inactive muscles. Moreover, the
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500 1000 1500 2000 2500 3000 3500 4000
−0.081
−0.08
−0.079
500 1000 1500 2000 2500 3000 3500 4000
4
6
8
x 10−3
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
0
0.5
1
time(s)
PC
V s
um
(c) Phase analysis - down sample at 20 of original signal.
Figure 6.11: Phase synchrony analysis using BEMD between channel 1 (ex-
tensor digitorum (upper)) and channel 10 (extensor digitorum (lower)).
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phase synchrony should be low when the subject is relaxed between two gestures.
From Fig. 6.11(b), it can been seen the PCV is higher around sample number 2250,
as compared with phase synchrony analysis of the original signal. It is of our interest
to improve the accuracy of the phase detection and this will be investigated in a
later section.
Fig. 6.11(c) shows the EMG signal downsampled by the scale of 20, that is,
the sampling frequency of 240Hz. The PCV does not show clear difference between
the different gestures, and the relaxation states between two different gestures can
be hardly identified. All of above analyzes on EMG data have shown that the
phase synchrony analysis is meaningful for signals sampled at frequencies of 480Hz
or higher.
6.4.2 Signal Artifact Removal using MEMD
The removal of artifacts was next implemented using the EMD based fusion via
fission framework as presented in Chapter 3. Fig. 6.12 shows the effectiveness of
the raw data artifact removal ability by signal reconstruction using MEMD. Low
frequency baseline effect can be seen clearly in both channels, especially the drift
from sample number 300 to 750 in channel 1. The first plot shows the EMG signal of
extensor digitorum (upper) obtained from channel 1 with the subject alternating be-
tween relaxation and extension states for five times. The signal is then decomposed
using MEMD and reconstructed by combining the meaningful IMFs as shown in
red. The meaningful IMFs are used for reconstructing the artifact-free signal. This
is achieved by summing all the meaningful IMFs, whereas non-meaningful IMFs
were ignored during the signal reconstruction, therefore removing the artifacts. The
selections of meaningful IMF will be discussed later. The third plot from the top
shows the magnitude of the reconstructed signal, and the fourth plot shows the signal
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Figure 6.12: Signal reconstruction - Channel 1 extensor digitorum (upper).
power level in black. This was calculated based on the magnitude in the third plot.
Each of the black squares shows a sum of 60 samples of the magnitude. The pink
stem plot shows the binary decisions based on the power level of the EMG signal.
The threshold is simply calculated by 0.8 maximum power+0.2 minimum power.
A wrong decision can be seen at decision 12 corresponding to the value at sample
750, the muscle was contracted from the time-amplitude plot show in the top panel
around sample number 750 in blue. This is due to the power loss while selecting the
meaningful IMF. An example of the improved algorithm of selecting the meaningful
IMF can be seen in Fig. 6.13. It shows the power of decomposed IMF of channel
1. The previous method selecting meaningful IMF by the first minium power of the
IMFs [113]. The improved method regards the meaningful IMFs from IMF1 up to
IMF4 which is the first minium power from the second IMF. This reconstructed sig-
nal were sum of IMF1, IMF2, IMF3, and IMF4, as shown in Fig. 6.14. The bottom
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Figure 6.13: Illustration of the decomposed IMF power.
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Figure 6.14: Enhanced signal reconstruction - Channel 1 extensor digitorum
(upper).
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pannel shows separation based on the power feature, suggesting a reduction of the
baseline and artifact effect and an improvement of the signal resonstruction. The
signal power at ‘decision 12’ is improved, which corrects the wrong decision for the
muscle contraction obtained by the previous method.
6.4.3 Phase Synchrony Analysis using BEMD and MEMD
The EMG data obtained in Section 6.2, with the subject performing a series of
gestures (extension, flexion, pronation, supination) with a short relaxed status in
between, was used for gesture identification. Fig. 6.15(a) illustrates the raw data
obtained for channel 1 (top) and channel 10 (bottom) of the recorded 16 channels.
These two channels of data are both measuring the ‘extensor digitorum’ muscle
activity as stated in Section 6.4.1. According to the function of muscles shown
in Table 6.1, a robust feature will only detect muscle contraction within the time
interval which corresponds to the gesture ‘extension’ (extends the wrist). The top
panel of Fig. 6.15(b) shows the total PCV obtained using BEMD for the high index
IMFs (low index IMFs were omitted to deal with the baseline effect). The parameter
for calculating PCV was W = 100, and N = 100. For rigor, a straightforward
threshold was applied to the averaged total PCV for every 48 samples, with ‘1’
indicating contraction and ‘0’ indicating no activity, the results of which are shown
in the lower panel of Fig. 6.15(b). The same parameters were used to calculate PCV
using MEMD approach. Result shown in Fig. 6.15(c) clearly suggests an improved
accuracy using MEMD when the muscle is not tensed (e.g. from sample number
1500 to 2500). Note the MEMD approach also has a better performance while
dealing with the drift effect in the action of ‘supination’.
The enhanced accuracy of the MEMD approach is confirmed by analyzing
the EMG data of other muscles. Fig. 6.16 shows the ‘flexor carpi radialis’ muscle
6.4 Phase Analysis 135
1000 2000 3000 4000 5000 6000 7000 8000
−0.081
−0.08
−0.079
Ch
1
Extension             Flexion                Pronation             Supination
1000 2000 3000 4000 5000 6000 7000 8000
0.004
0.006
0.008
Ch
10
Sample number
(a) Input signal - ‘extensor digitorum’ (channel 1 and 10)
0 1000 2000 3000 4000 5000 6000 7000 8000
0
0.5
1
Sample number
PC
V 
su
m
20 40 60 80 100 120 140 160
0
0.5
1
D
ec
is
io
n
(b) BEMD phase synchrony - ‘extensor digitorum’ (channel 1 and 10)
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(c) MEMD phase synchrony - ‘extensor digitorum’ (channel 1 and 10)
Figure 6.15: EMG data, phase synchrony, and the decision for the selected
muscle comparing between BEMD and MEMD method - ‘extensor digitorum’.
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(a) Input signal - ‘flexor carpi radialis’ (channel 5 and 6)
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(b) BEMD phase synchrony - ‘flexor carpi radialis’ (channel 5 and 6)
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(c) MEMD phase synchrony - ‘flexor carpi radialis’ (channel 5 and 6)
Figure 6.16: EMG data, phase synchrony, and the decision for the selected
muscle comparing between BEMD and MEMD method - ‘flexor carpi radialis’.
6.4 Phase Analysis 137
activity. Again, referring to Table 6.1, as shown in Section 6.2.2, the muscle activity
should only be detected in the gesture of ‘flexion’ (flexes the wrist) and ‘pronation’
(abducts the wrist). Comparing Fig. 6.16(b) with Fig. 6.16(c), it can be seen by
using the MEMD approach both the total PCV and decision result outperforms
those using BEMD method.
In Fig. 6.17, the results of phase synchrony detection of the ‘pronator teres’
muscle are shown. The muscle contraction should be detected while performing ‘ex-
tension’ (flexes elbow) and ‘pronation’ (pronates forearm) according to Table 6.1.
There are indications of wrong decisions for both the BEMD and MEMD approach.
However, these can be improved by applying a second threshold based on the fre-
quency of the detected activity.
Table 6.1 suggests that the ‘biceps brachii’ muscle is tensed in the ac-
tion of both ‘flexion’ (flexor of forearm) and ‘supination’ (supination of forearm).
Fig. 6.18(c), using MEMD approach, detected the muscle tension for both gestures.
On the contrary, the contraction of the muscle while performing ‘flexion’ was poorly
recognized using the BEMD method as shown in Fig. 6.18(b). Next, Table 6.2
shows the detection of the gestures. States 1 to 5 in the table corresponding to the
detection of gesture of extension (State 1: 1000), flexion (State 2:0100), pronation
(State 3: 0110), supination (State 4:0001), and no specific gestures (State 5: all
other combinations). The action index (1, 2, 3, 4, 0) of states 1 to 5 were sent to the
robot for the control of robot movement of stop, straight, left, right, and no action.
The decisions and the corresponding action index using BEMD method are shown
in Fig. 6.19. Table 6.3 using the MEMD method is different from Table 6.2 using
the BEMD method in the State 1 (‘extension’) and State 2 (‘flexion’), the change
of which was highlighted in bold.
According to the function of muscles shown in Table 6.1, ‘extensor digitorum’
muscle tensed while performing gesture of extension; ‘flex carpi radialis’ muscle
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(a) Input signal - ‘pronator teres’ (channel 4 and 8)
0 1000 2000 3000 4000 5000 6000 7000 8000
0
0.5
1
Sample number
PC
V 
su
m
20 40 60 80 100 120 140 160
0
0.5
1
D
ec
is
io
n
(b) BEMD phase synchrony - ‘pronator teres’ (channel 4 and 8)
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(c) MEMD phase synchrony - ‘pronator teres’ (channel 4 and 8)
Figure 6.17: EMG data, phase synchrony, and the decision for the selected
muscle comparing between BEMD and MEMD method - ‘pronator teres’.
6.4 Phase Analysis 139
1000 2000 3000 4000 5000 6000 7000 8000
0.152
0.153
Ch
15
Extension             Flexion                Pronation             Supination
1000 2000 3000 4000 5000 6000 7000 8000
0.098
0.099
0.1
Ch
16
Sample number
(a) Input signal - ‘biceps brachii’ (channel 15 and 16)
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(b) BEMD phase synchrony - ‘biceps brachii’ (channel 15 and 16)
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(c) MEMD phase synchrony - ‘biceps brachii’ (channel 15 and 16)
Figure 6.18: EMG data, phase synchrony, and the decision for the selected
muscle comparing between BEMD and MEMD method - ‘biceps brachii’.
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Table 6.2: State Table for Action Decisions using BEMD
State 1 State 2 State 3 State 4 State 5
Syn. Pair Ext. Flex. Pron. Sup. Null
Ch1,10 1 0 0 0 N/A
Ch5,6 0 1 1 0 N/A
Ch4,8 0 0 1 0 N/A
Ch15,16 0 0 0 1 N/A
Act.Ind 1 2 3 4 0
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Figure 6.19: Action for the controlling of the robot using BEMD method.
contracts while doing flexion and pronation; ‘pronator teres’ motivated while doing
extension and pronation; ‘biceps brachii’ acted while doing flexion and supination.
This theory from a medical point of view matches perfectly with the state table
shown in Table 6.3 using the MEMD method, thus providing a sound foundation of
the phase synchrony approach using the MEMD method.
When using medically justified state table as is shown in the MEMD state
table (Table 6.3), for the BEMD approach, the decision is less accurate than the
result shown in Fig. 6.19. Even with an adopted state table for BEMD approach,
the MEMD-based phase synchrony method still suggests a better decision in term of
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Table 6.3: State Table for Action Decisions using MEMD
State 1 State 2 State 3 State 4 State 5
Syn. Pair Ext. Flex. Pron. Sup. Null
Ch1,10 1 0 0 0 N/A
Ch5,6 0 1 1 0 N/A
Ch4,8 1 0 1 0 N/A
Ch15,16 0 1 0 1 N/A
Act.Ind 1 2 3 4 0
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Figure 6.20: Action for the controlling of the robot using MEMD method.
false positives. In Fig. 6.20, there is one wrong classified state, that is, for the action
index near the sample of 4000 the action should be 2 instead of 3. This is caused
by a wrong decision of the ‘pronator teres’ contraction around sample point 4000.
Again, this can simply be corrected by a second threshold as mentioned before.
6.5 Robot Steering
Having obtained the control signals using phase synchrony features, we can derive
five states (as shown in Table 6.3) for the steering of the mobile robot. Four differ-
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ent hand gestures were used for this purpose with each gesture corresponding to a
behavior of the mobile robot, and this is shown in Table 6.4. The initial state of
the robot was set to ‘Stop’, then the subject was asked to perform flexion (robot
move forward for 200 steps), relax (robot keep the previous state of moving for-
ward), pronation (robot turn left for 200 steps), supination (robot turn right), and
extension (robot stops). The mobile robot steering process involved an initializa-
tion for data acquisition using EEG amplifier and the communication port between
computer and mobile robot using Matlab, feature extractions, decision making, and
robot steering. The whole process is shown below:
1. Data acquisition: specify a communication port between computer and the am-
plifier (g.USBamp) for muscle signal acquisition. (Implemented with Matlab
commands: ai = analoginput(‘gmlplusdaq’,9); addchannel(ai,5:6);start(ai);)
2. Initial the communicate between the mobile robot and the computer: for ex-
ample, if we want to use port 12 for the communication with mobile robot,
the Matlab command is (s = serial(‘COM12’); fopen(s);)
3. Extracting the phase synchrony features and obtain the corresponding states,
as shown in Table 6.3 using the method stated in Section 6.4.3.
4. Using the states obtained for the robot steering. The robot behavior and
corresponding hand gestures can be seen from Table 6.4.
The decision was made every 0.1 second (480 samples). There is a slightly
time delay for the robot movement during to the computation time for EMG signal
decomposition. Hope this can be improved using a faster computer.
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Table 6.4: Steering Robot Using Different Hand Gestures
States −→ Robot behavior −→ Human gestures −→ Matlab commands
1 −→ Stop −→ Extension −→ fwrite(s,‘se’)
2 −→ Move forward −→ Flexion −→ fwrite(s,’mfn200e’)
3 −→ Turn left −→ Pronation −→ fwrite(s,’mfl200e’)
4 −→ Turn right −→ Supination −→ fwrite(s,’mfr200e’)
5 −→ Keep previous state −→ Relaxed −→ N/A
6.6 Summary
An EMG based robot control system using four different gestures from an arm has
been presented. It has been shown that based on surface EMG measurements of
groups of arm muscles, the cross-information can be preserved through a simultane-
ous processing of EMG channels using a recent multivariate extension of Empirical
Mode Decomposition (EMD). By observing cross-information and the phase syn-
chrony of muscle activities within an adaptive multivariate framework, it has been
possible to accurately identify different gestures of the arm by taking advantages of
those methods as compared with the existing power dependent methods.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
The main focus of this work has been the application of existing methods and
their extensions for feature selections to identify brain consciousness states between
‘coma’ and ‘QBD’ patients. This has been achieved by investigating and extending
the existing methods in the following three aspects of the underlying data:
• The analysis of higher order features (phase synchrony)
• The assessment of information theory based signal complexity (multiscale en-
tropy)
• The on-line tracking of signal natures (nonlinearity, sparsity, and circularity)
The effectiveness of these methods have been assessed comprehensively on
both synthetic signals and real world Electroencephalogram (EEG) data using sta-
tistical tools, Support Vector Machine (SVM) classifier, and Receiver Operating
Characteristic (ROC), specifity and sensitivity analysis. From the classification re-
sults using SVM and the ROC analysis shown in Chapter 3 (Section 3.6.2), and
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in Chapter 4 (Section 4.4.2), it can been seen that the extracted phase synchrony
feature has shown the ability for distingushing ‘coma’ and ‘QBD’ brain states in the
frequency domain, whereas considering the complexity analysis in the time domain,
the Multiscale Entropy (MSE) feature (scale 1 - 20) has provided a separation be-
tween those two. A radically different approach which operates in an on-line adaptive
fashion, and has the ability to track brain states in real time has been introduced
using collaborative adaptive filters. Furthermore, an enhanced method for distin-
guishing between ‘coma’ and ‘QBD’ using 2D feature maps (for instance nonlinearity
and sparsity) has been developed for monitoring different signal natures in real time.
The methods considered for the analysis of EEG data have proved to be flexible,
robust, and general enough to make them applicable to a wider range of applica-
tions, including the analysis of Electromyography (EMG) data for the controlling of
a mobile robot addressed in Chapter 6.
The main contributions arising from this work include:
• Distinguishing between coma and QBD using extended EMD-based
method for higher order features extraction, such as (phase syn-
chrony), given in Chapter 3, publications [33–35].
It has been illustrated how EMD can be used for the analysis of brain activi-
ties and the detection of QBD. The data driven nature of the EMD algorithm
makes it ideal for the analysis of EEG data which is nonlinear and nonsta-
tionary. Based on a comprehensive study of the algorithm and its complex
extensions, it has been found that this methodology can be used to simulta-
neously model joint dynamics (phase and amplitude) between EEG sources.
In the considered application of EEG data analysis, we have used principles
of data fusion to identify the brain cognitive states, thus providing a potential
prognosis tool for QBD.
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• Modelling coma and QBD EEG complexity structure using entropy
based methods (multiscale entropy), followed with rigorous statisti-
cal studies on the predict power of the extracted features, as shown
in Chapter 4, publications [33].
Physiological systems are governed by mechanisms whose dynamics spread
across multiple spatial and temporal scales. The use of MSE in the analysis
of brain states identification has revealed the complexity structure inherent
within the EEG data, also providing an insight into the underlying data gen-
eration mechanism. The MSE has been shown, through analysis and simu-
lations, to be a robust feature for ‘QBD’ analysis, which also gives reliable
statistical significance measures, such as Student’s T-test, Mann-Whitney U
test in Section 4.4.1, and ROC analysis in Section 4.4.2.
• Online tracking of brain consciousness states by identifying EEG sig-
nal natures of nonlinearity, sparsity and circularity, and studied the
fusion of those features via 2D feature map, as shown in Chapter 5,
publications [36–38].
A novel method has been developed to identify brain states by tracking changes
in EEG signal nature (signal modality characterization) using collaborative
adaptive filters. It has been shown that the multidimensional feature maps
obtained in this way provide statistically significant differences between ‘coma’
and ‘QBD’ patients. This has been achieved based on the features of nonlin-
earity, sparsity, and noncircularity. In particular, a two-dimensional feature
map for EEG signal nature tracking has been considered, exhibiting better
discrimination ability between the brain states, as features which are close in
one modality generally become better separated across several modalities.
• Enhanced EMG baseline removal using Multivariate Empirical
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Mode Decomposition (MEMD), as shown in Section 6.4.2.
A signal reconstruction technique has been developed under the framework
of Bivariate Empirical Mode Decomposition (BEMD) and MEMD. Due to
the ability of these methods to precisely align the oscillatory modes within
multivariate data, the results have shown an improvement over the existing
multiple multivariate methods when selecting meaningful Intrinsic Mode Func-
tions(IMFs). The enhanced robustness stemming from such simultaneous mul-
tichannel modeling has improved the effectiveness and has proven ideal as a
preprocessing tool for further analysis (i.e. phase synchrony analysis).
• Development of power independent features for muscle contraction
detection as shown in Chapter 6.
A novel method for the detection of complex muscle activities has been pro-
posed and implemented; the result has enabled the analysis of phase synchrony
of pairwise channels corresponding to the physiological muscle activity pat-
terns, e.g. muscle contractions. Results in Chapter 6 also suggest that this
class of methods when applied to EEG data are robust and generic and can
be extended to suit other multichannel data based applications (respiratory,
heart rate signals if the corresponding studies are carried out).
7.2 Future Work
The extensions of this work will include:
• Development and assessment of novel feature fusion and decision
fusion approaches.
Fusion strategy used in this work includes information/data fusion. Higher
level of fusion, such as feature fusion, and decision fusion [114] using clustering
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algorithms [115–117], can be explored and implemented to achieve improved
results. These will include linear and nonlinear combinations of the multiscale
phase synchrony and MSE features for a better separation of ‘coma’ and ‘QBD’
brain states.
• Application of the proposed methodology to other physiological sig-
nals.
It is well known that monitoring the brain states is the key for the detection of
mental diseases, for instance, epileptic seizures. The proposed methods can be
used to distinguish between general brain states. For example, publication [13]
suggests that using nonlinear time series analysis to extract features from
(EEG) can help predict epileptic seizures, whereas similar body of work can
be found in microsleep detection for drivers [118].
• Using the proposed framework to classify data coming from hetero-
geneous biosignals.
In this work, we have identified two brain states; a natural consideration is
to explore the possibility of monitoring the degree of consciousness or distin-
guishing between more brain states, which can be applied to overnight EEG
sleep stages identification [118]. In addition, the proposed methodology lends
itself to inclusion of other biosignals (respiratory, heart rate signals).
• Simultaneous EEG-fMRI.
EEG has advantage of real time monitoring the brain activity due to its high
temporal resolution, whereas Functional Magnetic Resonance Imaging (fMRI)
has high spatial resolution for the monitoring of the whole brain. Acquisition
of EEG during fMRI provides an additional monitoring tool for the analysis
of brain state fluctuations by providing high temporal and spatial resolution
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data [119]. The brain states identification methods used in this work can be
extended to this area.
• Collaborative adaptive filtering for the controlling of robot using
amplitude, phase algorithms, e.g. the least mean phase (LMP) al-
gorithm.
A further development of the collaborative adaptive filter was implemented
for phase detection [38]. Illustration of EEG phase analysis has suggested a
potential application in the EMG signal analysis for the muscle contraction
detection using phase based methodology.
• Multivariate (multichannel) phase synchrony.
Advantages of multivariate signal processing for phase synchrony have been
shown in Chapter 6, based on MEMD. Simultaneously processing all the chan-
nels together can obtain common oscillatory modes. This opens the possibility
of producing a pairwise synchrony matrix for all channels instead of real and
imaginary channel pair-wise synchrony. This phase synchrony matrix will con-
tain all the necessary information and will be able to yield better understanding
by e.g. using linear algebra for its analysis.
• Multidimensional feature maps in real time arises from my award-
winning work on real-time assessment of EEG modality changes [36],
and the idea will be explained in more detail in the appendix. This
results is based on the analysis of all the 34 patients.
I hope that this work has opened new avenues for applied physiological re-
search, and that the addressed set of multichannel multivariate signal processing
methodologies has great potential. This is especially interesting for some features
that are only emerging in the signal processing community, including multichannel
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phase synchrony, multiscale entropy, signal nonlinearity and sparsity for signals as
opposed to system. Especially, it is hoped that the proposed real time signal modal-
ity characterisation schemes will be considered in many biomedical applications,
where complexity, uncertainty and nonlinearity are prominent.
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Appendix A
Multidimensional Feature Map
An ongoing research focus on the development of multidimensional feature map for on-line
tracking of signal nature. An initial result is shown below:
Fig. A.1 shows the 3D feature map over 50 seconds data of the evolution of λ for
the sparse hybrid filter, nonlinear hybrid filter, and noncircular hybrid filter together with
its 2D projection in x, y, and z plane. In Fig. A.1(a), the x-axis, y-axis, and z-axis in
the figure represent the signal nature of nonlinearity, sparsity, noncircularity. In other
words, the coordinate value of (x, y, z) in the figure corresponds to the signal nature of
(nonlinearity, sparsity, noncircularity). The values of λ again were reversed with (0, 0, 0)
indicating a purely linear and circular signal and with (1, 1, 1) indicating a nonlinear,
sparse, and noncircular signal. The value of λ for both the ‘QBD’ curve shown in red
and the ‘coma’ curve shown in blue start from (0.5, 0, 0). The results suggest that the
‘QBD’ curve in red evolved to the back of the cubic → (1, 1, 1) highlighted in red circle
in Fig. A.1(a). There are clear indications that the ‘coma’ curve shown in blue departed
from the ‘QBD’ curve to the front side of the cubic → (0, 0.5, 0.5).
In order to have a thorough view of the 3D graph, the 3D curve was projected
into x, y, and z plane individually as shown in Fig. A.1(b), Fig. A.1(c), and Fig. A.1(d).
Fig. A.1(b) illustrated the evolution of λ, with x-axis represent the sparsity, and y-axis
represent the noncircularity. This is a view of the 3D cubic shown in Fig. A.1(a) from
the front. The initial value of λ = (0, 0) indicating signal nature of linear and circular. λ
for ‘QBD’ evolves from (0, 0) towards (0.7, 0.8), which suggest a strong noncircular and
sparse property of the signal of interest. However, the value of λ for ‘coma’ in both axes
stayed within 0.5, suggesting the signal is close to a linear and circular nature.
Fig. A.1(c) illustrates the evolution of λ, with the x-axis representing linearity, and
the y-axis representing noncircularity. This is a view of the 3D cubic shown in Fig. A.1(a)
from the right hand side. λ for ‘QBD’ evolves from (0.5, 0) towards (0.85, 0.8), which
suggest a strong noncircular and nonlinearity property of the signal of interest. However,
the value of λ for ‘coma’ evolves from (0.5, 0) towards (0.35, 0.5), suggesting that the signal
is close to a linear and circular nature.
Fig. A.1(d) illustrated the evolution of λ, with the x-axis representing the linearity,
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(a) 3D feature map - all features
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(b) 2D feature map - sparsity vs circularity
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(c) 2D feature map - linearity vs circularity
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(d) 2D feature map - linearity vs sparsity
Figure A.1: 3D feature map of the signal natures extracted from the EEG
signals.
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and the y-axis representing the sparsity. This is a view of the 3D cubic shown in Fig. A.1(a)
from the left hand side. The 2D projection of the 3D feature map is exactly the same to
Fig. 5.11 as shown in Chapter 5.
The 3D feature map enables a compounding-form of signal nonlinearity, sparsity,
and circularity nature. All the results shown in Fig. A.1 suggest a clear difference in the
signal property between the ‘coma’ and the ‘QBD’ states, therefore demonstrate the power
of multi-dimensional state maps in on-line monitoring of the signal nature. The direction
for future work would be the inclusion of the signal sparsity nature tracking in the complex
domain, different kinds of nonlinearity, smoothness, and higher order features (skewness,
kurtosis).
