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Abstract
Let r and ` be given integers such that r ≥ 3 and 2 ≤ ` ≤ r − 1. An r-uniform
hypergraph is said to be (n, r, `) if every subset of size ` is contained in at most one
edge. In particular, (n, r, 2)-hypergraphs are linear. The random (n, r, `)-hypergraph
process {L`r(n,m)}m begins with no edges at time 0, adds one edge at a time such
that each new edge is selected uniformly among all edges not already present and not
violating (n, r, `)-property. The number of (n, r, `)-hypergraphs on n → ∞ vertices
with m(n) edges and the probability that a random (n, r, `)-hypergraph with m(n)
edges contains a given subhypergraph are determined asymptotically when 2 ≤ ` ≤
r − 1 and m(n) = o(n `+12 ). We also show that the random (n, r, `)-hypergraph process
{L`r(n,m)}m becomes connected exactly at the moment when the last isolated vertex
disappears. It generalizes the corresponding result for the random hypergraph process
{Hr(n,m)}m.
1 Introduction
Hypergraphs, which are also known as set systems and block designs, are fundamental to
the study of complex discrete systems. Let r and ` be given integers such that r ≥ 3 and
2 ≤ ` ≤ r − 1. A hypergraph H on vertex set [n] is an r-uniform hypergraph (r-graph for
short) if each edge is a set of r vertices. An r-graph is said to be (n, r, `) and is also called a
Steiner (n, r, `)-system, if every subset of size ` (`-set for short) lies in exactly one edge of H.
Wilson [14] proved in 1975 that such systems exist for fixed r and sufficiently large n provided
the obvious divisibility condition is met. Replacing “exactly one edge” by “at most one edge”,
we have a partial Steiner (n, r, `)-system, which is also known as an (n, r, `)-hypergraph. In
particular, (n, r, 2)-hypergraphs are also called linear hypergraphs, which implies that any two
edges intersect in at most one vertex. Little is known about the number of distinct partial
Steiner (n, r, `)-systems, denoted by s(n, r, `). Grable and Phelps [8] used the Ro¨dl nibble
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algorithm [13] to obtain an asymptotic formula for log s(n, r, `) as 2 ≤ ` ≤ r− 1 and n→∞.
Asratian and Kuzjurin gave another proof [1]. Dudek et al. [6] used the switching method to
obtain the asymptotic number of k-regular r-graphs. Blinovsky and Greenhill [4] generalized
their method to obtain the asymptotic enumeration formula of (n, r, 2)-hypergraphs with
given degree sequences. Balogh and Li [2] obtained an upper bound on the total number of
(n, r, 2)-hypergraphs with given girth.
An interesting problem is the enumeration of (n, r, `)-hypergraphs with given number of
edges. Let N be an abbreviation for
(
n
r
)
. LetHr(n,m) denote the set of r-graphs on the vertex
set [n] with m edges, and let L`r(n,m) denote the set of all (n, r, `)-hypergraphs in Hr(n,m).
For ` = 2, denote L2r(n,m) as Lr(n,m) to be the set of all linear hypergraphs in Hr(n,m).
The previous work on the enumeration of L`r(n,m) is sparse. For given integer r ≥ 3, McKay
and Tian [11] obtained the asymptotic enumeration formula for the set of Lr(n,m) as far as
m = o(n
3
2 ), which covers a significant range of the absolute maximum O(n2) edges in a linear
hypergraph. We also found the probability that a random linear r-graph with m = o(n
3
2 )
edges contains a given subhypergraph. Let [x]t = x(x−1) · · · (x−t+1) be the falling factorial.
All asymptotics are with respect to n→∞.
Theorem 1.1. ([11], Theorem 1.1) For any given integer r ≥ 3, let m = m(n) be an integer
with m = o(n
3
2 ). Then, as n→∞,
|Lr(n,m)| = N
m
m!
exp
[
− [r]
2
2[m]2
4n2
− [r]
3
2(3r
2 − 15r + 20)m3
24n4
+O
(m2
n3
)]
.
Theorem 1.2. ([11], Theorem 1.4) For any given integer r ≥ 3, let m = m(n) and k = k(n)
be integers with m = o(n
3
2 ) and k = o
(
n3
m2
)
. Let K = K(n) be a linear r-graph with k edges.
Let H ∈ Lr(n,m) be chosen uniformly at random. Then, as n→∞,
P[K ⊆ H] = [m]k
Nk
exp
[
[r]22k
2
4n2
+O
( k
n2
+
m2k
n3
)]
.
In this paper, we first generalize the asymptotic enumeration formula for L`r(n,m) with
m = o(n
`+1
2 ) edges from ` = 2 in [11] to 3 ≤ ` ≤ r − 1. We also obtain the probability that
H ∈ L`r(n,m) with m = o(n
`+1
2 ) edges contains a given hypergraph to generalize Theorem 1.2.
Theorem 1.3. For any given integers r ≥ 4 and 3 ≤ ` ≤ r − 1, let m = m(n) be an integer
with m = o(n
`+1
2 ). Then, as n→∞,
|L`r(n,m)| =
Nm
m!
exp
[
− [r]
2
` [m]2
2`!n`
+O
( m2
n`+1
)]
.
Theorem 1.4. For any given integers r ≥ 4 and 3 ≤ ` ≤ r − 1, let m = m(n) and k = k(n)
be integers with m = o(n
`+1
2 ) and k = o
(
n`+1
m2
)
. Let K = K(n) be an (n, r, `)-hypergraph with
k edges. Let H ∈ L`r(n,m) be chosen uniformly at random. Then, as n→∞,
P[K ⊆ H] = [m]k
Nk
exp
[
[r]2`k
2
2`!n`
+O
( k
n`
+
m2k
n`+1
)]
.
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The random hypergraph process {Hr(n,m)}m is a Markov process with time running
through the set {0, 1, · · · , N}, and the m-th stage Hr(n,m) of this process can be identi-
fied with the uniform random hypergraph from Hr(n,m). For r = 2, they are the typical
random graph process {G(n,m)}m that was introduced by Erdo˝s and Re´nyi. A typical result
proved by Bolloba´s and Thomason [5], says that, with probability approaching 1 as n → ∞
(w.h.p. for short), the very edge which links the last isolated vertex with another vertex
makes the graph connected. Poole [12] proved the analogous result for {Hr(n,m)}m when
r ≥ 3 is a fixed integer. In fact, note that the properties of being connected and having no
isolated vertices are certainly monotone increasing properties, then the hitting time for these
two properties are well-defined. Denote the hitting time for connectivity by τc, i.e. τc is the
minimal m such that a graph process is connected, and the hitting time for the disappearance
of the last isolated vertex of the process by τi. The result in [5, 12] means that w.h.p. τc = τi
for {Hr(n,m)}m with fixed r ≥ 2.
Theorem 1.5. ([5, 12]) Let r ≥ 2 be a fixed integer. W.h.p., m = n
r
log n is a sharp threshold
of connectivity for Hr(n,m) and τc = τi for {Hr(n,m)}m.
Define the random (n, r, `)-hypergraph process {L`r(n,m)}m, which begins with no edges
at time 0, adds one edge at a time such that each new edge is selected at random, uniformly
among all edges not already present and not violating (n, r, `)-property. It is also an interesting
problem to consider the hitting time of connectivity for {L`r(n,m)}m, while nothing is known
about this process. This is due to the fact that Hr(n,m) can usually be studied by Hr(n, p),
which is a similar way used for graphs. By contrast, there are no good tools to analyze
the m-stage L`r(n,m). It might be surmised that the threshold function of connectivity for
{L`r(n,m)}m is smaller than the one for {H`r(n,m)}m. For any given integers r ≥ 3 and
2 ≤ ` ≤ r − 1, we show random (n, r, `)-hypergraph process {L`r(n,m)}m has the same
threshold function of connectivity with {H`r(n,m)}m, and L`r(n,m) also becomes connected
exactly at the moment when the last isolated vertex disappears.
Theorem 1.6. For any given integers r ≥ 3 and 2 ≤ ` ≤ r − 1, w.h.p., m = n
r
log n is a
sharp threshold of connectivity for Lr(n,m) and τc = τi for {L`r(n,m)}m.
From the calculations in the proof of Theorem 1.6, we also have a corollary about the
distribution on the number of isolated vertices in L`r(n,m) when m = nr
(
log n + cn), where
cn → c ∈ R as n → ∞. Let Po(λ) denote the Poisson distribution with mean λ, and write
X
d−→ Po(λ) if X tends in distribution to Po(λ).
Corollary 1.7. For any given integers r ≥ 3 and 2 ≤ ` ≤ r− 1, let m = n
r
(
log n+ cn), where
cn → c ∈ R as n → ∞. The number of isolated vertices in L`r(n,m) tends in distribution to
the Poisson distribution Po(λ) with λ = e−c.
At last, by the similar switching method as Theorem 1.1 and Theorem 1.3, we also seek
an asymptotic enumeration formula for a certain kind of linear hypergraphs. Let s and
3
k be integers with 1 ≤ s ≤ r ≤ k ≤ n. Let A1, · · · , Ak be a given k-partition of [n]
with |Ai| = ni ≥ 1 and we use Ai1 · · ·Ais to denote the set of s-sets Fs of [n] such that
|Fs ∩ Aij | = 1 for 1 ≤ j ≤ s. An r-graph H is called k-partite if each edge e satisfies
|e ∩ Ai| ≤ 1 for 1 ≤ i ≤ k. Let n˜ = (n1, · · · , nk) and σs(n˜) =
∑
1≤i1<···<is≤k ni1 · · ·nis be
the s-th symmetric function of n˜. Let Hr(n˜,m) denote the set of k-partite r-graphs with m
edges, and let Lr(n˜,m) denote the set of all linear hypergraphs in Hr(n˜,m). We obtain an
asymptotic enumeration formula for Lr(n˜,m) as far as m = o(n 43 ). For k = n, we have the
number of linear r-graphs on [n] with m = o(n
4
3 ) edges, which is a subcase of Theorem 1.1,
that is, |Lr(n,m)| =
(
N
m
)
exp[− [r]22[m]2
4n2
+O(m
2
n3
+ m
3
n4
)].
Theorem 1.8. For any given integer r ≥ 3, let s and k = k(n) be integers with 1 ≤ s ≤
r ≤ k ≤ n, m = m(n) an integer with m = o(n 43 ). Let n˜ = (n1, · · · , nk) and σs(n˜) =∑
1≤i1<···<is≤k ni1 · · ·nis be the s-th symmetric function of n˜. Suppose that there exists a
constant c > 0 such that every integer ni ≥ cnk for 1 ≤ i ≤ k. Then, as n→∞,
|Lr(n˜,m)| =
(
σr(n˜)
m
)
exp
[
−σ2(n˜)σ
2
r−2(n˜)[m]2
2σ2r(n˜)
+O
(m2
n3
+
m3
n4
)]
.
The remainder of the paper is structured as follows. Notation and auxiliary results are
presented in Section 2. In Section 3 and Section 4, we prove Theorem 1.3 and Theorem 1.4,
respectively. In Section 5, we prove Theorem 1.6. At last, we use similar switching method
as Section 3 to show Theorem 1.8.
2 Notation and auxiliary results
To state our results precisely, we need some definitions. Let H be an r-graph in Hr(n,m).
Define the excess of H as ex(H) = (r − 1)m− n. Note that from the definiton of the excess
it follows that if ex(H) = d, then (r − 1)|(n + d). Observe also that if H is connected, then
ex(H) ≥ −1. For U ⊆ [n], the codegree of U in H, denoted by codeg(U), is the number of
edges of H containing U . In particular, codeg(U) is the degree of v in H if U = {v} for v ∈ [n],
denoted by deg(v). Let ∆(H) = max{deg(v)| v ∈ [n]} and δ(H) = min{deg(v)| v ∈ [n]}.
Given an integer ` with 2 ≤ ` ≤ r− 1, any `-set {x1, · · · , x`} ⊆ [n] in an edge e of H is called
a `-link of e if codeg(x1, · · · , x`) ≥ 2. Two edges ei and ej in H are called `-linked edges if
|ei ∩ ej| = `. Let GH be a simple graph whose vertices are the edges of H, with two vertices
of G adjacent iff the corresponding edges of H are `-linked. An edge induced subgraph of H
corresponding to a non-trivial component of GH is called a cluster of H.
In order to identify several events which have low probabilities in the uniform probability
space Hr(n,m) as m = o(n `+12 ), the following two lemmas will be useful.
Lemma 2.1 ([11], Lemma 2.1). Let t = t(n) ≥ 1 be an integer and e1, . . . , et be distinct r-sets
of [n]. For any given integer r ≥ 3, let H be an r-graph that is chosen uniformly at random
from Hr(n,m). Then the probability that e1, . . . , et are edges of H is at most
(
m
N
)t
.
4
Lemma 2.2 ([11], Lemma 2.2). Let r, t and α be integers such that r, t, α = O(1) and
0 ≤ α ≤ rt. If a hypergraph H is chosen uniformly at random from Hr(n,m), then the
expected number of sets of t edges of H whose union has rt−α or fewer vertices is O(mtn−α).
Similarly, we also have the following lemmas for Hr(n˜,m).
Lemma 2.3. For any given integer r ≥ 3, let s and k be integers with 1 ≤ s ≤ r ≤ k ≤ n,
n˜ = (n1, · · · , nk) and σs(n˜) =
∑
1≤i1<···<is≤k ni1 · · ·nis be the s-th symmetric function of n˜.
Suppose that there exists a constant c > 0 such that every integer ni ≥ cnk for 1 ≤ i ≤ k, then
σs(n˜) = O(n
s−r)σr(n˜).
Proof. Let Sr(n˜) =
(
k
r
)−1
σr(n˜). It is clear that Sk−1(n˜) = k−1
∑k
i=1
n1···nk
ni
and Sk(n˜) =
n1 · · ·nk. By Newton’s inequality, we have Sr−1(n˜)Sr+1(n˜) ≤ S2r (n˜). Let nmin = min1≤i≤k {ni},
then we recursively have
Sr−1(n˜)
Sr(n˜)
≤ Sr(n˜)
Sr+1(n˜)
≤ · · · ≤ Sk−1(n˜)
Sk(n˜)
=
1
k
k∑
i=1
1
ni
≤ 1
nmin
,
and then σr−1(n˜)
σr(n˜)
≤ r
(k−r+1)nmin = O(n
−1) by ni ≥ cnk for some constant c > 0. We apply the
inequality r − s times to complete the proof of Lemma 2.3.
Lemma 2.4. For any given integers r ≥ 3 and r ≤ k ≤ n, let H be a k-partite r-graph that
is chosen uniformly at random from Hr(n˜,m). Let t = t(n) ≥ 1 be an integer and e1, · · · , et
be distinct r-sets of
∑
1≤i1<···<ir≤k Ai1 · · ·Air . Then the probability that {e1, · · · , et} are edges
of H is at most
(
m
σr(n˜)
)t
.
Proof. Since H is a k-partite r-graph that is chosen uniformly at random from Hr(n˜,m), the
probability that e1, · · · , et are edges of H is(
σr(n˜)−t
m−t
)(
σr(n˜)
m
) = [m]t
[σr(n˜)]t
=
t−1∏
i=0
m− i
σr(n˜)− i ≤
( m
σr(n˜)
)t
.
Lemma 2.5. Let r ≥ 3, t and α be integers such that r, t, α = O(1) and 0 ≤ α ≤ rt. For any
integer k such that r ≤ k ≤ n, let H be chosen uniformly at random from Hr(n˜,m). Suppose
that ni ≥ cnk for some constant c > 0 and 1 ≤ i ≤ k, then the expected number of sets of t
edges whose union has rt− α or fewer vertices is O(mtn−α).
Proof. Let e1, · · · , et be distinct r-sets of
∑
1≤i1<···<ir≤k Ai1 · · ·Air . We first bound the number
of sequences e1, · · · , et such that |e1 ∪ · · · ∪ et| = rt − β for some β with β ≥ α, regardless
of whether they are edges of H. For 2 ≤ i ≤ t, define ai = |(e1 ∪ · · · ∪ ei−1) ∩ ei|, thus we
have
∑t
i=2 ai = β. The first r-set e1 can be chosen in σr(n˜) ways, then for 2 ≤ i ≤ t, the
number of choices for ei given e1, · · · , ei−1 is at most (rt)aiσr−ai(n˜). Note that by Lemma 2.3,
5
σr−ai(n˜) = σr(n˜)O(n
−ai). Therefore, the number of choices of e1, · · · , et for given β, a2, · · · , at
is at most
O(1)σtr(n˜)
t∏
i=2
(rt)ain−ai = O(σtr(n˜)n
−β).
The number of choices of a2, · · · , at given β is at most O(1) by t, α = O(1). Also, by
Lemma 2.4, the probability that e1, · · · , et ∈ H is at most (m/σr(n˜))t. Therefore, the expected
number of sets of t edges of H whose union has size rt − β is O(mtn−β), uniformly over β.
Finally, the sum of this expression over β ≥ α is bounded by a decreasing geometric series
dominated by the term β = α. This completes the proof.
We will need the following Lemma 2.6 from [9] and Lemma 2.7 from [10] to find the
enumeration formula of L`r(n,m) and Lr(n˜,m), the distribution of isolated vertices. We state
them here for completeness.
Lemma 2.6 ([9], Corollary 4.5). Let N ≥ 2 be an integer, and for 1 ≤ i ≤ N , let real numbers
A(i), B(i) be given such that A(i) ≥ 0 and 1 − (i − 1)B(i) ≥ 0. Define A1 = minNi=1A(i),
A2 = max
N
i=1A(i), C1 = min
N
i=1A(i)B(i) and C2 = max
N
i=1A(i)B(i). Suppose that there
exists a real number cˆ with 0 < cˆ < 1
3
such that max{A/N, |C|} ≤ cˆ for all A ∈ [A1, A2],
C ∈ [C1, C2]. Define n0, n1, · · · , nN by n0 = 1 and
ni
ni−1
=
A(i)
i
(1− (i− 1)B(i))
for 1 ≤ i ≤ N , with the following interpretation: if A(i) = 0 or 1 − (i − 1)B(i) = 0, then
nj = 0 for i ≤ j ≤ N . Then Σ1 ≤
∑N
i=0 ni ≤ Σ2, where Σ1 = exp[A1 − 12A1C2]− (2ecˆ)N and
Σ2 = exp[A2 − 12A2C1 + 12A2C21 ] + (2ecˆ)N .
Lemma 2.7 ([10], Corollary 6.8). Let X =
∑
α∈A Iα be a counting variable, where Iα is an
indicator variable. If λ ≥ 0 and E[X]k → λk for every k ≥ 1 as n→∞, then X d−→ Po(λ).
3 Enumeration of L`r(n,m) with m = o(n
`+1
2 )
Let P`r(n,m) denote the probability that an r-graph H ∈ Hr(n,m) chosen uniformly at
random is an (n, r, `)-hypergraph. Then |L`r(n,m)| =
(
N
m
)
P`r(n,m). Our task is reduced to
show that P`r(n,m) equals the later factor in Theorem 1.3.
Define M1 =
⌈
log n+ 3
`+2r2`m2
`!n`
⌉
. Let H+r,`(n,m) ⊂ Hr(n,m) be the set of r-graphs H which
satisfy the following properties (a) to (d). We show that the expected number of r-graphs in
Hr(n,m) not satisfying the properties of H+r,`(n,m) is quite small such that the removal of
these r-graphs from our main proof will lead to some simplifications.
(a) The intersection of any two edges contains at most ` vertices.
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(b) H only contains one type of cluster that is shown in Figure 1. (This implies that any
three edges of H involve at least 3r − 2` + 1 vertices. Thus, if there are two edges of H, for
example {e1, e2}, such that |e1 ∪ e2| = 2r− `, then |e∩ (e1 ∪ e2)| ≤ `− 1 for any edge e other
than {e1, e2} of H.)
r-l
 vertices
r-l
 vertices
l
 vertices
l-1
 vertices
Figure 1: The cluster of H ∈ H+r,`(n,m).
(c) The intersection of any two clusters contains at most one vertex. (This implies that
any four edges involve at least 4r − 2`− 1 vertices.)
(d) There are at most M1 clusters in H.
Lemma 3.1. For any given integers r ≥ 4 and 3 ≤ ` ≤ r − 1, let m = m(n) be integers with
m = o(n
`+1
2 ). Then, as n→∞, |H
+
r,`(n,m)|
|Hr(n,m)| = 1−O
(
m2
n`+1
)
.
Proof. Consider H ∈ Hr(n,m) chosen uniformly at random. We apply Lemma 2.2 several
times to show that H satisfies the properties (a)-(d) with probability 1−O( m2
n`+1
).
(a) Applying Lemma 2.2 with t = 2 and α = ` + 1, the expected number of two edges
involving at most 2r−`−1 vertices is O( m2
n`+1
). Hence, the property (a) holds with probability
1−O( m2
n`+1
).
(b) Applying Lemma 2.2 with t = 3 and α = 2`, the expected number of three edges
involving at most 3r − 2` vertices is O(m3
n2`
) = O( m
2
n`+1
) as m = o(n
`+1
2 ) and ` ≥ 3. If there is
a cluster with three or more edges, then there must be three edges involving at most 3r − 2`
vertices. Hence, every cluster contains at most two edges and the property (b) holds with
probability 1−O( m2
n`+1
).
(c) Applying Lemma 2.2 with t = 4 and α = 2` + 2, the expected number of four edges
involving at most 4r − 2` − 2 vertices is O( m4
n2`+2
) = O( m
2
n`+1
). Hence, the property (c) holds
with probability 1−O( m2
n`+1
).
(d) Define the event E1 as E1 = {There are at most M1 clusters in H} and E1 as the
complement of the event E1. We show that P[E1] = 1−O( m2n`+1 ).
Define d1 = M1 + 1. Let {xi1, · · · , xi`} ⊆
(
[n]
`
)
be a set of `-links with edges ei and e
′
i,
here 1 ≤ i ≤ d. These `-links are called paired-distinct if these 2d1 edges are all distinct.
Assuming the properties (a), (b) and (c) hold, note that the number of clusters in H is equal
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to the number of pair-distinct `-links in H. Let E ′1 be a event that there are at most M1
paired-distinct `-links in H, and E ′1 be the complement of E ′1. By Lemma 2.1, we have
P[E ′1] = O
((
n
r − `
)2d1((n
`
)
d1
)(m
N
)2d1)
= O
((
r2`em2
d1`!n`
)d1)
= O
( 1
n`+1
)
,
where the last two equalities are true because d1 ≥ 3`+2r2`m2`!n` and d1 ≥ log n. Then it follows
that P[E1 | Properties (a),(b) and (c) hold] ≤ P[E ′1] = O( 1n`+1 ).
By the law of total probability, P[E1] ≤ P[Property (a),(b) or (c) does not hold] + P[E1 |
Properties (a),(b) and (c) hold] = O( m
2
n`+1
). This completes the proof of Lemma 3.1.
For a nonnegative integer t1, define C+t1,` to be the set of r-graphs H ∈ H+r,`(n,m) with
exactly t1 clusters. By the definition of H ∈ H+r,`(n,m) we have |H+r,`(n,m)| =
∑M1
t1=0
|C+t1,`|.
From the proof of Lemma 3.1, we have |H+r,`(n,m)| 6= 0. There exists t1 such that |C+t1,`| 6= 0.
By the switching operations defined below, we obtain L`r(n,m) = C+0,` 6= ∅. It follows that
1
P`r(n,m)
=
(
1−O
( m2
n`+1
)) M1∑
t1=0
|C+t1,`|
|L`r(n,m)|
=
(
1−O
( m2
n`+1
)) M1∑
t1=0
|C+t1,`|
|C+0,`|
. (3.1)
Now our task is reduced to calculating the ratio |C+t1,`|/|C+0,`| when 1 ≤ t1 ≤M1. We design
switchings to find a relationship between the sizes of C+t1,` and C+t1−1,`.
Let H ∈ C+t1,`. A forward switching from H is used to reduce the number of clusters in H,
which is defined in the following three steps.
Step 0. Take any cluster {e, f} and remove it from H. Define H0 with the same vertex set
[n] and the edge set E(H0) = E(H)\{e, f}.
Step 1. Take any r-set from [n] of which no ` vertices belong to the same edge of H0 and
add it as a new edge. The new graph is denoted by H ′.
Step 2. Insert another new edge at an r-set of [n] of which no ` vertices belong to the same
edge of H ′. The resulting graph is denoted by H ′′.
Note that any two new edges may have at most ` − 1 vertices in common and a forward
switching reduces the number of clusters in H by one.
A reverse switching is the reverse of a forward switching. A reverse switching from H ′′ ∈
C+t1−1,` is defined by sequentially removing two edges of H ′′ not containing a `-link, then
choosing a (2r− `)-set T from [n] such that no ` vertices belong to any remaining edge of H ′′,
then inserting two edges into T such that they create a cluster.
Lemma 3.2. For any given integers r ≥ 4 and 3 ≤ ` ≤ r − 1, let m = m(n) be an integer
with m = o(n
`+1
2 ). Let t1 be a positive integer with 1 ≤ t1 ≤M1.
(a) Let H ∈ C+t1,`. The number of forward switchings for H is t1N2(1 +O(mn` )).
(b) Let H ′′ ∈ C+t1−1,`. The number of reverse switchings for H ′′ is (2r−`)!`!(r−`)!2
(
m−2(t1−1)
2
)(
n
2r−`
)
(1 +
O(m
n`
)).
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Proof. (a) Let H ∈ C+t1,`. Let R(H) be the set of all forward switchings which can be applied
to H. There are exactly t1 ways to choose a cluster. The number of r-sets to insert the new
edge is at most N . From this we subtract the r-sets that have ` vertices belong to some
other edge of H, which is at most
(
r
`
)
m
(
n−`
r−`
)
= O(m
n`
)N . Thus, in each of the Steps 1–2 of
the forward switching, there are N(1 + O(m
n`
)) ways to choose the new edge and we have
|R(H)| = t1N2(1 +O(mn` )).
(b) Conversely, suppose that H ′′ ∈ C+t1−1,`. Similarly, let R′(H ′′) be the set of all reverse
switchings for H ′′. There are exactly 2
(
m−2(t1−1)
2
)
ways to delete two edges in sequence such
that neither of them contain a `-link. There are at most
(
n
2r−`
)
ways to choose a (2r − `)-set
T from [n]. From this, we subtract the (2r− `)-sets that have ` vertices belong to some other
edge of H ′′, which is at most
(
r
`
)
m
(
n−`
2r−2`
)
= O(m
n`
)
(
n
2r−`
)
. For every T , there are 1
2
(
2r−`
`
)(
2r−2`
r−`
)
ways to create a cluster in T . Thus, we have |R′(H ′′)| = (2r−`
`
)(
2r−2`
r−`
)(
m−2(t1−1)
2
)(
n
2r−`
)
(1 +
O(m
n`
)).
Lemma 3.3. With notation as above, for some 1 ≤ t1 ≤M1, the following hold:
(a) |C+t1,`| > 0 if and only if m ≥ 2t1.
(b) Let t′1 be the first value of t1 ≤ M1 such that C+t1,` = ∅, or t′1 = M1 + 1 if no such value
exists. Then, as n→∞, uniformly for 1 ≤ t1 < t′1,
|C+t1,`|
|C+t1−1,`|
=
(
m− 2(t1 − 1)
2
)
[r]2`
`!t1n`
(
1 +O
( 1
n
))
.
Proof. (a) Firstly, m ≥ 2t1 is a necessary condition for |C+t1,`| > 0. By Lemma 3.1, there is
some 0 ≤ tˆ1 ≤ M1 such that C+tˆ1,` 6= ∅. We can move tˆ1 to t1 by a sequence of forward and
reverse switchings while no greater than M1. Note that the values given in Lemma 3.2 at
each step of this path are positive, we have |C+t1,`| > 0.
(b) By (a), if C+t1,` = ∅, then C+t1+1,`, · · · , C+M1,` = ∅. By the definition of t′1, the left hand
ratio is well defined. By Lemma 3.2, we complete the proof of (b), where O(m
n`
) is absorbed
into O( 1
n
) as m = o(n
`+1
2 ) and ` ≥ 3.
In the following, we estimate the sum
∑M1
t1=0
|C+t1,`|
|C+0,`|
in the equation (3.1) to finish the proof
of Theorem 1.3.
Lemma 3.4. For any given integers r ≥ 4 and 3 ≤ ` ≤ r − 1, let m = m(n) be an integer
with m = o(n
`+1
2 ). With notation as above, as n→∞,
M1∑
t1=0
|C+t1,`|
|C+0,`|
= exp
[
[r]2` [m]2
2`!n`
+O
( m2
n`+1
)]
.
Proof. Let t′1 be as defined in Lemma 3.3(b) and we have shown |C+0,`| = |L`r(n,m)| 6= 0, then
t′1 ≥ 1. But if t′1 = 1, by Lemma 3.3(a), we have m < 2 and the conclusion is obviously
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true. In the following, suppose t′1 ≥ 2. Define n0, · · · , nM1 by n0 = 1, nt1 = |C+t1,`|/|C+0,`| for
1 ≤ t1 < t′1 and nt1 = 0 for t′1 ≤ t1 ≤M1. By Lemma 3.3(b), for 1 ≤ t1 < t′1, we have
nt1
nt1−1
=
1
t1
(
m− 2(t1 − 1)
2
)
[r]2`
`!n`
(
1 +O
( 1
n
))
. (3.2)
For 1 ≤ t1 ≤M1, define
A(t1) =
[r]2` [m]2
2`!n`
(
1 +O
( 1
n
))
,
B(t1) =
{
2(2m−2t1+1)
m(m−1) , for 1 ≤ t1 < t′1;
(t1 − 1)−1, otherwise.
(3.3)
As the equations shown in (3.2) and (3.3), we further have
nt1
nt1−1
= A(t1)
t1
(1− (t1 − 1)B(t1)).
Following the notation of Lemma 2.6, we have A1, A2 =
[r]2` [m]2
2`!n`
(1+O( 1
n
)). For 1 ≤ t1 < t′1,
we have A(t1)B(t1) =
[r]2` (2m−2t1+1)
`!n`
(1 + O( 1
n
)). Thus, we have A(t1)B(t1) = O(
m
n`
) for 1 ≤
t1 < t
′
1. For the case t
′
1 ≤ t1 ≤ M1 and t′1 ≥ 2, by Lemma 3.3(a), we have 2 ≤ m < 2t1.
As the equation shown in (3.3), we also have A(t1)B(t1) = O(
m
n`
) for t′1 ≤ t1 ≤ M1. In both
cases, we have C1, C2 = O(
m
n`
). Note that |C| = o(1) for all C ∈ [C1, C2] as m = o(n `+12 ).
Let cˆ = 1
2(3`+2)
, then max{A/M1, |C|} ≤ cˆ < 13 and (2ecˆ)M1 = O( 1n`+1 ) as n → ∞.
Lemma 2.6 applies to obtain
M1∑
t1=0
|C+t1,`|
|C+0,`|
= exp
[
[r]2` [m]2
2`!n`
+O
( m2
n`+1
)]
,
where O(m
3
n2`
) = O( m
2
n`+1
) as m = o(n
`+1
2 ).
By Lemma 3.4 and |L`r(n,m)| =
(
N
m
)
P`r(n,m), as the equation shown in (3.1), we complete
the proof of Theorem 1.3. Now we can analyze the probability of any given distinct vertices
to be isolated in the m-stage L`r(n,m) based on Theorem 1.1 in [11] and Theorem 1.3,
Corollary 3.5. For any given integers h ≥ 1, r ≥ 3 and 2 ≤ ` ≤ r − 1, let m = m(n) be
an integer with m = o(n
`+1
2 ), H ∈ L`r(n,m) be chosen uniformly at random and v1, · · · , vh be
distinct vertices in [n]. Then, as n→∞,
P[deg(v1) = · · · = deg(vh) = 0] = exp
[
−hrm
n
+O
(m
n2
+
m2
n`+1
)]
.
Proof. By Theorem 1.1 and Theorem 1.3, we have
P[deg(v) = 0] =
|L`r(n− 1,m)|
|L`r(n,m)|
=
(
n−1
r
)m(
n
r
)m exp[O( m2
n`+1
)]
= exp
[
−rm
n
+O
(m
n2
+
m2
n`+1
)]
,
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where the last equality is true because
(n−1r )
(nr)
= exp[− r
n
+O( 1
n2
)]. Thus, for any given integer
h ≥ 1,
P[deg(v1) = · · · = deg(vh) = 0]
=
|L`r(n− h,m)|
|L`r(n,m)|
=
|L`r(n− h,m)|
|L`r(n− h+ 1,m)|
· · · |L
`
r(n− 1,m)|
|L`r(n,m)|
to complete the proof of Corollary 3.5.
4 The probability containing a given subhypergraph
In this section, for any given integers r ≥ 4 and 3 ≤ ` ≤ r−1, in order to find the hitting time
of connectivity for {L`r(n,m)}m, we generalize Theorem 1.2 in [11] from ` = 2 to 3 ≤ ` ≤ r−1
obtaining the probability that a random (n, r, `)-hypergraph in L`r(n,m) contains a given
subhypergraph.
We assume r ≥ 4, 3 ≤ ` ≤ r − 1, m = o(n `+12 ) and k = o(n`+1
m2
) below. We will also
assume that k ≤ m, otherwise Theorem 1.4 is trivially true because [m]k = 0 if k > m.
Let K = K(n) be a fixed (n, r, `)-hypergraph on [n] with edges {e1, · · · , ek}. Consider H ∈
L`r(n,m) chosen uniformly at random. Let P[K ⊆ H] be the probability that H contains K
as a subhypergraph. If P[K ⊆ H] 6= 0, then we have
P[K ⊆ H] = P[e1, · · · , ek ⊆ H]
=
k∏
i=1
P[e1, . . . , ei ∈ H]
P[e1, . . . , ei ∈ H] + P[e1, . . . , ei−1 ∈ H, ei /∈ H]
=
k∏
i=1
(
1 +
P[e1, . . . , ei−1 ∈ H, ei /∈ H]
P[e1, . . . , ei ∈ H]
)−1
. (4.1)
For i = 1, . . . , k, let L`r(ei) be the set of all (n, r, `)-hypergraphs in L`r(n,m) which contain
edges e1, . . . , ei−1 but not edge ei. Let L`r(ei) be the set of all (n, r, `)-hypergraphs in L`r(n,m)
which contain edges e1, . . . , ei. We have the ratio
P[e1, · · · , ei−1 ∈ H, ei /∈ H]
P[e1, · · · , ei ∈ H] =
|L`r(ei)|
|L`r(ei)|
. (4.2)
Note that |L`r(n,m)| 6= 0 as m = o(n
`+1
2 ) by Theorem 1.3. We show below that none of the
denominators in (4.2) are zero.
Let H ∈ L`r(ei) with 1 ≤ i ≤ k. An ei-displacement is defined in two steps.
Step 0. Remove the edge ei from H. Define H0 with the same vertex set [n] and the edge
set E(H0) = E(H) \ {ei}.
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Step 1. Take any r-set distinct with ei of which no ` vertices belong to the same edge of H0
and add it as an edge to H0. The new graph is denoted by H
′.
We need a better estimation than N(1 +O(m
n`
)) in the proof of Lemma 3.2 to analyze the
above switching.
Lemma 4.1. Assume that m = o(n
`+1
2 ) and 1 ≤ i ≤ k. Let H ∈ L`r(n,m− 1) and Sr be the
set of r-sets distinct from ei of which no ` vertices belong to the same edge of H. Then
|Sr| =
[
N −
(
r
`
)
m
(
n− `
r − `
)](
1 +O
( 1
n`
+
m2
n`+1
))
Proof. We use inclusion-exclusion and note that any two edges of H have at most `−1 vertices
in common. Let i` = {i1, · · · , i`} be the ` vertices of an edge e in H. Let A(e;i`) be the family
of r-sets of [n] that contains the vertices i1, . . . , i` of the edge e. Then we have
N − 1−
∑
{e;i`}
|A(e;i`)| ≤ |Sr|
≤ N − 1−
∑
{e;i`}
|A(e;i`)|+
∑
{e;i`}6={e′;i′`}
|A(e;i`) ∩ A(e′;i′`)|.
Clearly, |A(e;i`)| =
(
n−`
r−`
)
for each edge e and i` ⊂ e. We have |Sr| ≥ N − 1−
(
r
`
)
(m− 1)(n−`
r−`
)
.
Now we consider the upper bound and note that any two edges of H have at most ` − 1
common vertices. For the case e = e′, we have∑
{e;i`}6={e′;i′`}
|A(e;i`) ∩ A(e′;i′`)| =
`−1∑
α=0
1
2
(m− 1)
(
r
2`− α
)(
2`− α
`
)(
`
α
)(
n− 2`+ α
r − 2`+ α
)
= O
(
m
(
n− `− 1
r − `− 1
))
, (4.3)
where the last equality is true because α = `− 1 corresponds to the largest term.
For the case e 6= e′ and |i` ∩ i′`| = s with some 0 ≤ s ≤ `− 1, we have
`−1∑
s=0
∑
{e;i`}6={e′;i′`}
|A(e;i`) ∩ A(e′;i′`)|
=
`−1∑
s=0
∑
{x1,··· ,xs}∈([n]s )
(
codeg(x1, · · · , xs)
2
)(
r − s
`− s
)2(
n− 2`+ s
r − 2`+ s
)
= O
(
m2
(
n− `− 1
r − `− 1
))
, (4.4)
where the last equality is true because
∑
{x1,··· ,xs}∈([n]s )
(
codeg(x1,··· ,xs)
2
)
= O(m2) and s = `− 1
corresponds to the largest term.
By equations (4.3) and (4.4), we have
∑
{e;i`}6={e′;i′`} |A(e;i`) ∩A(e′;i′`)| = O(m2
(
n−`−1
r−`−1
)
). We
complete the proof of Lemma 4.1 by
(n−`−1r−`−1)
(nr)
= O( 1
n`+1
) and
(n−`r−`)
(nr)
= O( 1
n`
).
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An ei-replacement is the reverse of ei-displacement. An ei-replacement from H
′ ∈ L`r(ei)
consists of removing any edge in E(H ′) − {e1, · · · , ei−1}, then inserting ei. We say that the
ei-replacement is legal if H ∈ L`r(ei), otherwise it is illegal.
Lemma 4.2. Assume that m = o(n
`+1
2 ) and 1 ≤ i ≤ k. Consider H ′ ∈ L`r(ei) chosen
uniformly at random. Let E∗ be the set of r-sets e∗ of [n] such that |e∗ ∩ ei| ≥ `. Then, as
n→∞,
P
[
E∗i ∩H ′ 6= ∅
]
=
(m− i+ 1)(r
`
)(
n−r
r−`
)
N
+O
( m2
n`+1
)
.
Proof. Fix an r-set e∗ ∈ E∗. Let L`r(ei, e∗) be the set of all r-graphs in L`r(ei) which contain
the edge e∗. Let L`r(ei, e∗) = L`r(ei)− L`r(ei, e∗). Thus, we have
P[e∗ ∈ H ′] = |L
`
r(ei, e
∗)|
|L`r(ei, e∗)|+ |L`r(ei, e∗)|
=
(
1 +
|L`r(ei, e∗)|
|L`r(ei, e∗)|
)−1
. (4.5)
Let G ∈ L`r(ei, e∗) and R(G) be the set of all ways to move the edge e∗ to an r-set of [n]
distinct from e∗ and ei, of which no ` vertices are in any remaining edges of G. Call the new
graph as G′. By the same proof as Lemma 4.1, we have
R(G) =
[
N −
(
r
`
)
m
(
n− `
r − `
)](
1 +O
( 1
n`
+
m2
n`+1
))
.
Conversely, let G′ ∈ L`r(ei, e∗) and let R′(G′) be the set of all ways to move one edge in
E(G′) − {e1, . . . , ei−1} to e∗ to make the resulting graph in L`r(ei, e∗). In order to find the
expected number of R′(G′), we need to apply the same switching way to L`r(ei, e∗).
Likewise, let E∗∗ be the set of r-sets e∗∗ of [n] such that |e∗∗ ∩ e∗| ≥ ` and fix an r-set
e∗∗ ∈ E∗∗. Let L`r(ei, e∗, e∗∗) be the set of all r-graphs in L`r(ei, e∗) which contain the edge e∗∗
and L`r(ei, e∗, e∗∗) = L`r(ei, e∗) − L`r(ei, e∗, e∗∗). By the exactly same analysis above, we also
have
P[e∗∗ ∈ G′] =
(
1 +
|L`r(ei, e∗, e∗∗)|
|L`r(ei, e∗, e∗∗)|
)−1
. (4.6)
For any hypergraph in L`r(ei, e∗, e∗∗), by the same proof as Lemma 4.1, we also have
[
N −(
r
`
)
m
(
n−`
r−`
)](
1 + O
(
1
n`
+ m
2
n`+1
))
ways to move the edge e∗∗ to an r-set of [n] distinct from ei,
e∗ and e∗∗, of which no ` vertices are in any remaining edges. Similarly, there are at most
m− i + 1 ways to switch a hypergraph from L`r(ei, e∗, e∗∗) to L`r(ei, e∗, e∗∗). As the equation
shown in (4.6), we have P[e∗∗ ∈ G′] = O(m
N
)
. Note that |E∗∗| = ∑r−1i=` (ri)(n−rr−i) = O((n−rr−`)),
then P[E∗∗ ∩G′ 6= ∅] = O(m
n`
)
and the expected number of R′(G′) is (m− i+ 1)(1−O(m
n`
))
.
Thus, we have
|L`r(ei, e∗)|
|L`r(ei, e∗)|
=
|R(G)|
|R′(G′)| =
N − (r
`
)
m
(
n−`
r−`
)
m− i+ 1
(
1 +O
(m
n`
+
m2
n`+1
))
=
N
m− i+ 1
(
1 +O
(m
n`
+
m2
n`+1
))
.
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As the equation shown in (4.5), we also have
P[e∗ ∈ H ′] = m− i+ 1
N
(
1 +O
(m
n`
+
m2
n`+1
))
. (4.7)
By inclusion-exclusion,∑
e∗∈E∗
P[e∗ ∈ H ′]−
∑
e∗1∈E∗,e∗2∈E∗,e∗1∩e∗2 6=∅
P[e∗1, e∗2 ∈ H ′]
≤ P[E∗ ∩H ′ 6= ∅] ≤ ∑
e∗∈E∗
P[e∗ ∈ H ′]. (4.8)
Since |E∗| = ∑r−1i=` (ri)(n−rr−i) = (r`)(n−rr−`)+O(nr−`−1), as the equation shown in (4.7), we have∑
e∗∈E∗
P[e∗ ∈ H ′] = (m− i+ 1)
(
r
`
)(
n−r
r−`
)
N
+O
( m2
n`+1
)
(4.9)
because O
(
m
N
(
r
`
)(
n−r
r−`
)(
m
n`
+ m
2
n`+1
))
= O
(
m2
n`+1
)
and O
(
m
N
nr−`−1
)
= O
(
m2
n`+1
)
.
Consider
∑
e∗1∈E∗,e∗2∈E∗,e∗1∩e∗2 6=∅ P[e
∗
1, e
∗
2 ∈ H ′] in equation (4.8). Note that H ′ ∈ L`r(ei), then
|e∗1∩ e∗2| ≤ `−1. Let L`r(ei, e∗1, e∗2), L`r(ei, e∗1, e∗2), L`r(ei, e∗1, e∗2) and L`r(ei, e∗1, e∗2) be the set of all
r-graphs in L`r(ei) which contain both e∗1 and e∗2, only contain e∗1, only contain e∗2 and neither
of them, respectively. Thus, we have
P[e∗1, e∗2 ∈ H ′] =
|L`r(ei, e∗1, e∗2)|
|L`r(ei)|
=
|L`r(ei, e∗1, e∗2)|
|L`r(ei, e∗1, e∗2)|+ |L`r(ei, e∗1, e∗2)|+ |L`r(ei, e∗1, e∗2)|+ |L`r(ei, e∗1, e∗2)|
=
(
1 +
|L`r(ei, e∗1, e∗2)|
|L`r(ei, e∗1, e∗2)|
+
|L`r(ei, e∗1, e∗2)|
|L`r(ei, e∗1, e∗2)|
+
|L`r(ei, e∗1, e∗2)|
|L`r(ei, e∗1, e∗2)|
)−1
. (4.10)
By the similar analysis above, we have
|L`r(ei, e∗1, e∗2)|
|L`r(ei, e∗1, e∗2)|
≥
[
N − (r
`
)
m
(
n−`
r−`
)]
m− i+ 1
(
1 +O
( 1
n`
+
m2
n`+1
))
,
|L`r(ei, e∗1, e∗2)|
|L`r(ei, e∗1, e∗2)|
≥
[
N − (r
`
)
m
(
n−`
r−`
)]
m− i+ 1
(
1 +O
( 1
n`
+
m2
n`+1
))
. (4.11)
For any hypergraph in L`r(ei, e∗1, e∗2), we move e∗1 and e∗2 away by the similar switching
operations in Section 3. For e∗1 (resp. e
∗
2), by the same proof as Lemma 4.1, there are[
N − (r
`
)
m
(
n−`
r−`
)](
1 +O
(
1
n`
+ m
2
n`+1
))
ways to move e∗1 (resp. e
∗
2) to an r-set of [n] distinct from
ei, e
∗
1 and e
∗
2 such that the resulting graph is in L`r(ei, e∗1, e∗2). Similarly, there are at most
2
(
m−i+1
2
)
ways to switch a hypergraph from L`r(ei, e∗1, e∗2) to L`r(ei, e∗1, e∗2). Thus, we have
|L`r(ei, e∗1, e∗2)|
|L`r(ei, e∗1, e∗2)|
≥
[
N − (r
`
)
m
(
n−`
r−`
)]2
2
(
m−i+1
2
) (1 +O( 1
n`
+
m2
n`+1
))
. (4.12)
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By equations (4.10)–(4.12) and note that there are O
(
n2r−2`
)
ways to choose the pair
{e∗1, e∗2} such that |e∗1 ∩ ei| ≥ `, |e∗2 ∩ ei| ≥ ` and |e∗1 ∩ e∗2| ≤ `− 1, then we have∑
e∗1∈E∗,e∗2∈E∗,e∗1∩e∗2 6=∅
P[e∗1, e∗2 ∈ H ′] = O
(
n2r−2`
m2
N2
)
= O
( m2
n`+1
)
. (4.13)
To complete the proof of Lemma 4.2, add together the equations (4.8), (4.9) and (4.13).
By Lemma 4.1 and Lemma 4.2, we have
Corollary 4.3. For any given integers r ≥ 4 and 3 ≤ ` ≤ r − 1, assume that m = o(n `+12 )
and 1 ≤ i ≤ k. With notation above, as n→∞,
(a) Let H ∈ L`r(ei). The number of ei-displacements is
[
N − (r
`
)
m
(
n−`
r−`
)](
1 + O
(
1
n`
+ m
2
n`+1
))
.
(b) Consider H ′ ∈ L`r(ei) chosen uniformly at random. The expected number of legal ei-
replacements is (m− i+ 1)(1− (m−i+1)(r`)(n−rr−`)
N
+O( m
2
n`+1
)
)
.
(c)
|L`r(ei)|
|L`r(ei)|
=
[
N − (r
`
)
m
(
n−`
r−`
)]
m− i+ 1
×
(
1 +
(m− i+ 1)(r
`
)(
n−r
r−`
)
N
+O
( 1
n`
+
m2
n`+1
))
.
By Lemma 4.3 (c), as the equations shown in (4.1) and (4.2), we have
P[K ⊆ H]
=
k∏
i=1
m− i+ 1[
N − (r
`
)
m
(
n−`
r−`
)](1− (m− i+ 1)(r`)(n−rr−`)
N
+O
( 1
n`
+
m2
n`+1
))
=
k∏
i=1
m− i+ 1[
N − (r
`
)
m
(
n−`
r−`
)] exp[−(m− i+ 1)(r`)(n−rr−`)
N
+O
( 1
n`
+
m2
n`+1
)]
=
[m]k
Nk
exp
[
[r]2`k
2
2`!n`
+O
( k
n`
+
m2k
n`+1
)]
,
where k = o
(
n`+1
m2
)
. We complete the proof of Theorem 1.4.
5 Hitting time of connectivity for {L`r(n,m)}
As one application of Theorem 1.1 to Theorem 1.4 for any given integers r ≥ 3 and 2 ≤ ` ≤
r−1, we consider the hitting time of connectivity for the random (n, r, `)-hypergraph process
{L`r(n,m)}. Let τc = min{m : L`r(n,m) is connected} and τi = min{m : δ(L`r(n,m)) ≥ 1}. It
is clear that τi ≤ τc. Define mL = nr (log n−ω(n)) and mR = nr (log n+ω(n)), where ω(n)→∞
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arbitrarily slowly as n→∞ and taking ω(n) = log log n for convenience. Theorem 1.6 follows
from a sequence of claims which we show next.
Claim 1. W.h.p., there are at most 2 log n isolated vertices in L`r(n,mL), while there are
no isolated vertices in L`r(n,mR). Thus, w.h.p., τi ∈ [mL,mR].
Proof of Claim 1. Let X0,m be the number of isolated vertices in L`r(n,m), where m ∈
[mL,mR]. By Corollary 3.5, we have the t-th factorial moment of X0,m is
E[X0,m]t = [n]tP[deg(v1) = · · · = deg(vt) = 0]
= [n]t exp
[
−trm
n
+O
(m
n2
+
m2
n`+1
)]
. (5.1)
For m = mR and t = 1, we have E[X0,mR ] = exp
[−ω(n)+O( logn
n
+ log
2 n
n`−1
)]→ 0 as n→∞.
Thus, w.h.p., there are no isolated vertices in L`r(n,mR).
For m = mL and t = 1, we have E[X0,mL ] = exp
[
ω(n) +O
(
logn
n
+ log
2 n
n`−1
)]→∞ as n→∞.
For the second factorial moment, we have
E[X0,mL ]2 =
(
1 +O
( log n
n
+
log2 n
n`−1
))
E2[X0,mL ].
By Chebyshev’s inequality, w.h.p., we have X0,mL is concentrated around exp[ω(n)] = log n
by ω(n) = log log n and we have at most 2 log n isolated vertices in L`r(n,mL).
In fact, besides the isolated vertices, we show that the remaining vertices in L`r(n,mL)
are all in a giant component. For any nonnegative integers k and h, let Yk,h be the number
of components Ck,h with given k vertices and exactly h edges in L`r(n,mL). By symmetry,
suppose that r ≤ k ≤ n
2
. We also have h = h(k) ≥ k−1
r−1 because ex(Ck,h) ≥ −1, and
h = h(k) ≤ min{mL, (k`)/(r`)} because Ck,h is also an (n, r, `)-hypergraph.
Define hmin =
k−1
r−1 , hmax = min
{
mL,
(
k
`
)
/
(
r
`
)}
and Yk =
∑
hmin≤h≤hmax Yk,h. Let L`r,c(k, h)
be the set of all connected (n, r, `)-hypergraphs with k vertices and exactly h edges. We have
E[Yk,h] =
(
n
k
)|L`r,c(k, h)| · |L`r(n− k,mL − h)|
|L`r(n,mL)|
≤
(
n
k
)|L`r(k, h)| · |L`r(n− k,mL − h)|
|L`r(n,mL)|
(5.2)
because of |L`r,c(k, h)| ≤ |L`r(k, h)|. We will show
∑
r≤k≤n
2
E[Yk]→ 0 as n→∞ to ensure the
remaining vertices in L`r(n,mL) are all in a giant component.
Let I1 = [r,
n
logn
] and I2 = [
n
logn
, n
2
]. Firstly, we show
∑
k∈I1 E[Yk]→ 0 in the following two
claims.
Claim 2. As k ∈ I1,
|L`r(k, h)| · |L`r(n− k,mL − h)|
= O
((k
r
)hmin
hmin!
(
n−k
r
)mL−hmin
(mL − hmin)! exp
[
− [r]
2
` [mL − hmin]2
2`!(n− k)`
])
.
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Proof of Claim 2. Clearly, |L`r(k, h)| ≤
((kr)
h
)
. By Theorem 1.1 and Theorem 1.3, n−k →∞
as k ∈ I1, we have
|L`r(k, h)| · |L`r(n− k,mL − h)|
= O
((k
r
)h
h!
(
n−k
r
)mL−h
(mL − h)! exp
[
− [r]
2
` [mL − h]2
2`!(n− k)`
])
. (5.3)
Let
g1(h) =
(
k
r
)h
h!
(
n−k
r
)mL−h
(mL − h)! exp
[
− [r]
2
` [mL − h]2
2`!(n− k)`
]
.
We have that g1(h) is decreasing in h below. Note that
g1(h+ 1)
g1(h)
=
(
k
r
)
h+ 1
mL − h(
n−k
r
) exp[− [r]2` [mL − h]2
2`!(n− k)` +
[r]2` [mL − h− 1]2
2`!(n− k)`
]
=
(
k
r
)
h+ 1
mL − h(
n−k
r
) exp[O( mL
(n− k)`
)]
= O
( (k
r
)
h+ 1
n log n(
n−k
r
) ) (by mL = n
r
(log n− ω(n)) and ` ≥ 2
)
= O
(kr−1 log n
nr−1
)
→ 0,
where the last equality is true as h ≥ hmin ≥ kr , r ≤ k ≤ nlogn and r ≥ 3. Thus, as the equation
shown in (5.3), we complete the proof of Claim 2 because h = hmin obtains the maximum
value in (5.3).
Claim 3.
∑
k∈I1 E[Yk]→ 0 as n→∞.
Proof of Claim 3. By Theorem 1.1, Theorem 1.3 and mL =
n
r
(log n− ω(n)), we have
|L`r(n,mL)| ∼
(
n
r
)mL
mL!
exp
[
− [r]
2
` [mL]2
2`!n`
]
. (5.4)
By Claim 2 and h ≤ mL, as the equations shown in (5.2) and (5.4), we have
E[Yk] ≤ mLE[Yk,h] = O
((n
k
)
mL
(kr)
hmin
hmin!
(n−kr )
mL−hmin
(mL−hmin)! exp
[− [r]2` [mL−hmin]2
2`!(n−k)`
]
(nr)
mL
mL!
exp
[
− [r]2` [mL]2
2`!n`
] ).
Since exp
[− [r]2` [mL−hmin]2
2`!(n−k)` +
[r]2` [mL]2
2`!n`
] ∼ exp[− [r]2` [mL]2
2`!n`
(−2hmin
mL
+ k`
n
)
]
= exp
[
O
(
mLhmin
n`
)]
= O(1)
as k ∈ I1 and ` ≥ 2, we have
E[Yk] = O
((n
k
)(
k
r
)hmin(n−k
r
)mL−hmin
m1+hminL
hmin!
(
n
r
)mL ).
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Note that
(
n
k
) ≤ nk
k!
,
(
k
r
)hmin ≤ krhmin
r!hmin
,
(
n
r
)mL ∼ nrmL
r!mL
exp
[− r(r−1)mL
2n
]
and
(
n−k
r
)mL−hmin ∼
nr(mL−hmin)
r!mL−hmin exp
[−kr(mL−hmin)
n
− r(r−1)(mL−hmin)
2n
]
, we further have
E[Yk] = O
(
nkm1+hminL k
rhmin
k!hmin!nrhmin
exp
[
−kr(mL − hmin)
n
])
. (5.5)
As mL =
n
r
(log n− ω(n)) and (r − 1)hmin = k − 1, exp
[
krmL
n
]
= nk(log n)−k, then
E[Yk] = O
(
krhmin(log n)k+1+hmin
r1+hmink!hmin!nk−2
exp
[kr(k − 1)
n(r − 1)
])
. (5.6)
The equation (5.6) is finally reduced to
E[Yk] = O
(
(log n)k+hmin+1
knk−2
exp
[
k +
k − 1
r − 1 +
kr(k − 1)
n(r − 1)
])
(5.7)
because k! ≥ (k
e
)k
and hmin! ≥
(
hmin
e
)hmin ≥ ( k
re
)hmin .
Let
g2(k) =
(log n)k+
k−1
r−1+1
nk−2
exp
[
k +
k − 1
r − 1 +
kr(k − 1)
n(r − 1)
]
.
We have g2(k) is decreasing in k because
g2(k + 1)
g2(k)
=
(log n)1+
1
r−1
n
exp
[ 2kr
n(r − 1)
]
→ 0,
then g2(k) = O(n
−1(log n)5) for k = r = 3 and E[Yk] = O
(
(kn)−1(log n)5
)
in (5.7). Since∑
k∈I1
1
k
= O(log n), we have
∑
k∈I1 E[Yk] = O(n
−1(log n)6) → 0 to complete the proof of
Claim 3.
In the following, we show
∑
k∈I2 E[Yk]→ 0 as n→∞. Note that k →∞ and n− k →∞
as k ∈ I2, by Theorem 1.1 and Theorem 1.3 for 2 ≤ ` ≤ r − 1, we have
|L`r(k, h)| ∼
(
k
r
)h
h!
exp
[
− [r]
2
` [h]2
2`!k`
]
,
|L`r(n− k,mL − h)| ∼
(
n−k
r
)mL−h
(mL − h)! exp
[
− [r]
2
` [mL − h]2
2`!(n− k)`
]
.
(5.8)
Claim 4. |L`r(k, h)| · |L`r(n− k,mL − h)| is decreasing in h as k ∈ I2 and h ≥ mL2 .
Proof of Claim 4. As the equations shown in (5.8), we have
|L`r(k, h+ 1)| · |L`r(n− k,mL − h− 1)|
|L`r(k, h)| · |L`r(n− k,mL − h)|
∼
(
k
r
)
(h+ 1)
mL − h(
n−k
r
) exp[− [r]2`h
`!k`
+
[r]2`(mL − h− 1)
`!(n− k)`
]
.
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Note that exp
[− [r]2`h
`!k`
+
[r]2` (mL−h−1)
`!(n−k)`
]
< 1 and mL−h
(h+1)
< 1 as k ∈ I2 and h ≥ mL2 , then we have
|L`r(k, h+ 1)| · |L`r(n− k,mL − h− 1)|
|L`r(k, h)| · |L`r(n− k,mL − h)|
<
( k
n− k
)r
≤ 1
to complete the proof of Claim 4.
Claim 5. As k ∈ I2 and h ≤ mL2 ,
exp
[
− [r]
2
` [h]2
2`!k`
− [r]
2
` [mL − h]2
2`!(n− k)` +
[r]2` [mL]2
2`!n`
]
= O(1).
Proof of Claim 5. If h = o(mL) or k = o(n), then
[mL−h]2
(n−k)` .
[mL]2
n`
(
1 − 2h
mL
+ k`
n
)
and it is
enough to show
[mL]2
n`
( 2h
mL
− k`
n
)
<
[h]2
k`
. (5.9)
If h ≤ k`mL
2n
, the equation (5.9) is clearly true because the left side is non-positive. Otherwise,
we have h > k`mL
2n
, then k < n
`
because h ≤ mL
2
. Now it is easy to verify 2(mL−1)
n`
< h−1
k`
for
2 ≤ ` ≤ r − 1, and the equation (5.9) is also true.
If h = Θ(mL) and k = Θ(n), then [h]2 ∼ h2, [mL − h]2 ∼ (mL − h)2 and [mL]2 ∼ m2L.
Suppose h = t1mL and k = t2n for some constants t1 ≤ 12 and t2 ≤ 12 . Since t
2
1
t`2
+ (1−t1)
2
(1−t2)` ≥ 1
is clearly true, we complete the proof of Claim 5.
Claim 6. As k ∈ I2 and h ≤ mL2 ,
|L`r(k, h)| · |L`r(n− k,mL − h)|
|L`r(n,mL)|
= O
(
n−
1
2 (log n)−
(r−1)n
r
)
.
Proof of Claim 6. Note that k → ∞ and n − k → ∞ as k ∈ I2. By Theorem 1.1, Theo-
rem 1.3 and the equations shown in (5.8), we have
|L`r(k, h)| · |L`r(n− k,mL − h)|
|L`r(n,mL)|
∼
(
k
r
)h(n−k
r
)mL−h(
n
r
)mL mL!h!(mL − h)! exp
[
− [r]
2
` [h]2
2`!k`
− [r]
2
` [mL − h]2
2`!(n− k)` +
[r]2` [mL]2
2`!n`
]
<
(
k
r
)h(n−k
r
)mL−h(
n
r
)mL mL!h!(mL − h)! , (5.10)
where the last inequality is true by Claim 5.
19
Define
g3(k) =
(
k
r
)h(n−k
r
)mL−h(
n
r
)mL mL!h!(mL − h)! .
For any k ∈ I2, consider h ∈ [k−1r−1 , mL2 ] and note that h → ∞ and mL − h → ∞. By Stirling
formula, h! ∼ √2pih(h
e
)h
, (mL−h)! ∼
√
2pi(mL − h)
(
mL−h
e
)mL−h and mL! ∼ √2pimL(mLe )mL ,
then we have
g3(k) <
√
mL√
h(mL − h)
krh(n− k)r(mL−h)
nrmL
(mL)
mL
hh(mL − h)mL−h
≤
√
mL√
h(mL − h)
( h
mL
)rh(
1− h
mL
)r(mL−h) (mL)mL
hh(mL − h)mL−h , (5.11)
where the last inequality is true because krh(n− k)r(mL−h) obtains its maximum for each h as
k = hn
mL
. Thus, we further have h = kmL
n
∈ [ mL
logn
, mL
2
] as k ∈ I2.
Let
g4(h) =
√
mL√
h(mL − h)
( h
mL
)rh(
1− h
mL
)r(mL−h) (mL)mL
hh(mL − h)mL−h .
Note that g′4(h) = g4(h)
(− 1
2h
+ 1
2(m−h) + (r − 1) log hm−h
) ≤ 0 as h ∈ [ mL
logn
, mL
2
]. Putting
h = mL
logn
and mL into the above display, we have,
√
mL√
h(mL − h)
= O(n−1/2) and
(mL)
mL
hh(mL − h)mL−h = (log n)
mL
logn
(
1− 1
log n
)−mL(1− 1logn )
,
and then,
|L`r(k, h)| · |L`r(n− k,mL − h)|
|L`r(n,mL)|
= O
(
n−
1
2
(
log n
)−(r−1) mL
logn
(
1− 1
log n
)(r−1)mL(1− 1logn ))
= O
(
n−
1
2
(
log n
)− (r−1)n
r exp
[
−n
2
])
,
where the last equality is true because (r − 1) mL
logn
∼ (r−1)n
r
and (r−1)mL
logn
(1 − 1
logn
) > n
2
as
n→∞. We complete the proof of Claim 6.
Claim 7.
∑
k∈I2 E[Yk]→ 0 as n→∞.
Proof of Claim 7. As the equation shown in (5.2) and
(
n
k
) ≤ (nn
2
)
, we have
∑
h>
mL
2
E
[
Yk,h
] ≤ (nn2 )|L`r(n,mL)|
∑
h>
mL
2
|L`r(k, h)| · |L`r(n− k,mL − h)|
= O
((n
n
2
)
n−
1
2
(
log n
)− (r−1)n
r
)
,
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where the sum of this expression over h ≥ mL
2
is bounded by a decreasing geometric series
dominated by the term h = mL
2
by Claim 4, and the last equality is true by Claim 6. Thus,
we further have
E[Yk] =
∑
h≤mL
2
E[Yk,h] +
∑
h>
mL
2
E[Yk,h]
= O
((
n
n
2
)
mLn
− 1
2
(
log n
)− (r−1)n
r
)
= O
(
2n(log n)−
(r−1)n
r
+1
)
,
where the last equality is true by Stirling formula and mL =
n
r
(log n − ω(n)). We also have∑
k∈I2 E[Yk]→ 0 as n→∞.
By Claim 1, Claim 3 and Claim 7, w.h.p., besides a set of isolated vertices in L`r(n,mL),
the remaining vertices are all in a giant component. By the exactly same discussion, we also
have w.h.p. L`r(n,mR) is connected. Thus, w.h.p., τc ∈ [mL,mR].
Claim 8. W.h.p. τi = τc.
Proof of Claim 8. Since L`r(n,mL) consists of a connected component and at most 2 log n
isolated vertices V1, to create L`r(n,mR), we add mR −mL random edges. Note that τi = τc
if none of these edges is contained in V1. Thus, by Theorem 1.2 and Theorem 1.4 to find the
probability of containing every edge, we take our (n, r, `)-hypergraph process {L`r(n,m)}m to
mR, by a union bound,
P[τi < τc] ≤ o(1) +
(
mR −mL
)(2 log n
r
)
mR(
n
r
) exp[O( 1
n`
+
m2R
n`+1
)]
= o(1) +O
(n(log n)r log log n(
n
r
) )
= o(1).
We complete the proof of Theorem 1.6.
From the calculations in the proof of Theorem 1.6, we also have a corollary about the
distribution on the number of isolated vertices in L`r(n,m) for m = nr
(
log n + cn), where
cn → c ∈ R as n→∞.
Proof of Corollary 1.7. Consider the factorial moments of X0,m, the number of isolated
vertices in L`r(n,m), by Corollary 3.5, then we have
E[X0,m]t = [n]tP[deg(v1) = · · · = deg(vt) = 0]
= [n]t exp
[
−trm
n
+O
(m
n2
+
m2
n`+1
)]
.
Since E[X0,m]t → exp[−tc] for m = nr
(
log n+ cn) and every t ≥ 1, by Lemma 2.7, we have
X0,m
d−→ Po(e−c).
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6 Enumeration of Lr(n˜,m) with m = o(n43)
Likewise with Section 3, let Pr(n˜,m) denote the probability that an r-graph H ∈ Hr(n˜,m)
chosen uniformly at random is linear. Then
|Lr(n˜,m)| =
(
σr(n˜)
m
)
Pr(n˜,m). (6.1)
Our task is also reduced to computing Pr(n˜,m). The method adopted here is similar with
Section 3.
Define M2 =
⌈
log n +
34σ2(n˜)σ2r−2(n˜)m
2
σ2r(n˜)
⌉
. Define H+r (n˜,m) ⊂ Hr(n˜,m) to be the set of
k-partite r-graphs H which satisfy the following properties (a) to (d).
(a) The intersection of any two edges of H contains at most two vertices.
(b) H contains only one type of cluster. (This implies that any three edges of H involve
at least 3r − 3 vertices. Thus, if there are two edges of H, for example {e1, e2}, such that
|e1 ∪ e2| = 2r − 2, then |e ∩ (e1 ∪ e2)| ≤ 1 for any edge e other than {e1, e2} of H.)
(c) The intersection of any two clusters contains at most one vertex.
(d) There are at most M2 clusters in H.
Like Lemma 3.1, we also show that the expected number of k-partite r-graphs in Hr(n˜,m)
not satisfying the properties of H+r (n˜,m) is quite small.
Lemma 6.1. For any given integer r ≥ 3, let k = k(n) and m = m(n) be integers with
r ≤ k ≤ n and m = o(n 43 ). Then, as n→∞,
|H+r (n˜,m)|
|Hr(n˜,m)| = 1−O
(m2
n3
+
m3
n4
)
.
Proof. Consider H ∈ Hr(n˜,m) chosen uniformly at random. We apply Lemma 2.5 several
times here to show that H satisfies the properties (a)-(d) with probability 1−O(m2
n3
+ m
3
n4
).
(a) Applying Lemma 2.5 with t = 2 and α = 3, the expected number of two edges involving
at most 2r − 3 vertices is O(m2
n3
).
(b) Applying Lemma 2.5 with t = 3 and α = 4, the expected number of three edges
involving at most 3r− 4 vertices is O(m3
n4
). If there is a cluster with three or more edges, then
there must be three edges involving at most 3r − 4 vertices. Hence, every cluster contains at
most two edges and the property (b) holds with probability 1−O(m2
n3
+ m
3
n4
).
(c) Applying Lemma 2.3 with t = 4 and α = 6, the expected number of two clusters such
that their intersection contains two or more vertices is O(m
4
n6
) = O(m
2
n3
+ m
3
n4
). Hence, the
property (c) holds with probability 1−O(m2
n3
+ m
3
n4
).
(d) Define the event E2 as E2 = {There are at most M2 clusters in H}. We show that
P[E2] = 1−O(m2n3 + m
3
n4
).
Define d2 = M2 + 1. Let {xj, yj} ∈
∑
1≤i1<i2≤k Ai1Ai2 be a set of 2-links with edges
ej and e
′
j, here 1 ≤ j ≤ d2. These 2-links are called paired-distinct if these 2d2 edges
22
are all distinct. Assuming the properties (a), (b) and (c) hold, note that the number
of clusters is equal to the number of paired-distinct 2-links. Define the event E ′2 as E ′2 =
{There are at most M2 paired-distinct 2-links in H}, and E ′2 as the complement of the event
E ′2. We have
P[E ′2] = O
(
σ2d2r−2(n˜)
(
σ2(n˜)
d2
)(
m
σr(n˜)
)2d2)
= O
((
eσ2(n˜)σ
2
r−2(n˜)m
2
d2σ2r(n˜)
)d2)
= O
( 1
n3
)
,
where the last two inequalities are true because d2 >
34σ2r−2(n˜)σ2(n˜)m
2
σ2r(n˜)
and d2 > log n. It follows
that P[E2] ≤ P[Property(a), (b)or(c)does not hold] + P[E2| Properties(a), (b)and(c) hold] =
O(m
2
n3
+ m
3
n4
). This completes the proof of Lemma 6.1.
For a nonnegative integer t2, define C+t2 to be the set of r-graphs H ∈ H+r (n˜,m) with
exactly t2 clusters. By the definition of H ∈ H+r (n˜,m) we have |H+r (n˜,m)| =
∑M2
t2=0
|C+t2 |.
From the proof of Lemma 6.1, we have |H+r (n˜,m)| 6= 0. There exists t2 such that |C+t2 | 6= 0.
By the switching operations below, we obtain Lr(n˜,m) = C+0 6= ∅. It follows that
1
Pr(n˜,m)
=
(
1−O
(m2
n3
+
m3
n4
)) M2∑
t2=0
|C+t2 |
|Lr(n˜,m)|
=
(
1−O
(m2
n3
+
m3
n4
)) M2∑
t2=0
|C+t2 |
|C+0 |
and our task is reduced to the ratio |C+t2 |/|C+0 | when 1 ≤ t2 ≤M2.
Let H ∈ C+t2 . A forward switching from H ∈ C+t2 and the reverse switching from H ′′ ∈ C+t2−1
are same with Section 3 as ` = 2. We analyze switchings to find a relationship between the
sizes of C+t2 and C+t2−1.
Lemma 6.2. For any given integer r ≥ 3, let k = k(n) and m = m(n) be integers with
r ≤ k ≤ n and m = o(n 43 ). Let t2 be some positive integer with 1 ≤ t2 ≤M2.
(a) Let H ∈ C+t2. The number of forward switchings for H is t2σ2r(n˜)(1 +O(mn2 )).
(b) Let H ′′ ∈ C+t2−1. The number of reverse switchings for H ′′ is
(
m−2(t2−1)
2
)
σ2(n˜)σ
2
r−2(n˜)(1 +
O( 1
n
+ m
n2
)).
Proof. (a) Let H ∈ C+t2 . Let R(H) be the set of all forward switchings which can be applied to
H. There are exactly t2 ways to choose a cluster. The number of r-sets of Ai1 · · ·Air to insert
the new edge is at most σr(n˜). From this we must subtract the number of r-sets that overlap
some other edge in two or more vertices, which is at most
(
r
2
)
(m−1)σr−2(n˜) = σr(n˜)O(mn2 ) by
Lemma 2.4. Thus, in each of the Steps 1–2 of the forward switching, there are σr(n˜)(1+O(
m
n2
))
ways to choose the new edge and we have |R(H)| = t2σ2r(n˜)(1 +O(mn2 )).
(b) Conversely, suppose that H ′′ ∈ C+t2−1. Similarly, let R′(H ′′) be the set of all re-
verse switchings for H ′′. There are exactly 2
(
m−2(t2−1)
2
)
ways to delete two edges in sequence
such that neither of them contains a link. The ways to choose a (2r − 2)-set are at most
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1
2
σ2(n˜)σ
2
r−2(n˜), where the (2r − 2)-set is the union of one 2-set and other two (r − 2)-sets.
From this we firstly subtract the (2r − 2)-sets satisfying the intersections of these sets are
nonempty, which is at most 1
2
σ2(n˜)σ
2
r−2(n˜)O(
1
n
) by Lemma 2.3. Secondly, we subtract the
(2r− 2)-sets that overlap any remaining edge of H ′′ in two or more vertices, which is at most
1
2
σ2(n˜)σ
2
r−2(n˜)O(
m
n2
) by Lemma 2.3. Thus, the ways to choose a (2r − 2)-set T with no two
vertices belonging to any remaining edge of H ′′ are 1
2
σ2(n˜)σ
2
r−2(n˜)(1 +O(
1
n
+ m
n2
)). For every
such a (2r − 2)-set T , there is only one way to create a cluster.
Lemma 6.3. With notation as above, for some 1 ≤ t2 ≤M2,
(a) |C+t2 | > 0 iff m ≥ 2t2.
(b) Let t′2 be the first value of t2 ≤ M2 such that C+t2 = ∅, or t′2 = M2 + 1 if no such value
exists. Then, as n→∞, uniformly for 1 ≤ t2 < t′2,
|C+t2 |
|C+t2−1|
=
(
m−2(t2−1)
2
)
σ2(n˜)σ
2
r−2(n˜)
t2σ2r(n˜)
(
1 +O
( 1
n
+
m
n2
))
.
Proof. (a) Firstly, m ≥ 2t2 is a necessary condition for |C+t2 | > 0. By Lemma 6.1, there is
some 0 ≤ tˆ2 ≤ M2 such that C+tˆ2 6= ∅. We can move tˆ2 to t2 by a sequence of forward and
reverse switchings while no greater than M2. Note that the values given in Lemma 6.2 at
each step of this path are positive, we have |C+t2 | > 0.
(b) By (a), if C+t2 = ∅, then C+t2+1, · · · , C+M2 = ∅. By the definition of t′2, the left hand ratio
is well defined. By Lemma 6.2, we complete the proof of (b).
At last, we estimate the sum
∑M2
t2=0
|C+t2 |
|C+0 |
to finish the proof Theorem 1.8.
Lemma 6.4. For any given integer r ≥ 3, let k = k(n) and m = m(n) be integers with
r ≤ k ≤ n and m = o(n 43 ). With notation above, as n→∞,
M2∑
t2=0
|C+t2 |
|C+0 |
= exp
[
σ2(n˜)σ
2
r−2(n˜)[m]2
2σ2r(n˜)
+O
(m2
n3
+
m3
n4
)]
.
Proof. Let t′2 be the first value of t2 ≤M2 such that C+t2 = ∅, or t′2 = M2 + 1 if no such value
exists, which is defined in Lemma 6.3(b). We know that |C+0 | 6= 0, then t′2 ≥ 1. But if t′2 = 1,
by Lemma 6.3(a), we have m < 2 and the conclusion is obviously true. In the following,
suppose t′2 ≥ 2. Define n0, · · · , nM2 by n0 = 1, nt2 = |C+t2 |/|C+0 | for 1 ≤ t2 < t′2 and nt2 = 0 for
t′2 ≤ t2 ≤M2. By Lemma 6.3(b), we have for 1 ≤ t2 < t′2,
nt2
nt2−1
=
1
t2
(
m− 2(t2 − 1)
2
)
σ2(n˜)σ
2
r−2(n˜)
σ2r(n˜)
(
1 +O
( 1
n
+
m
n2
))
. (6.2)
For 1 ≤ t2 ≤M2, define
A(t2) =
σ2(n˜)σ
2
r−2(n˜)[m]2
2σ2r(n˜)
(
1 +O
( 1
n
+
m
n2
))
,
B(t2) =
{
2(2m−2t2+1)
m(m−1) , for 1 ≤ t2 < t′2;
(t2 − 1)−1, otherwise.
(6.3)
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As the equations shown in (6.2) and (6.3), we further have
nt2
nt2−1
= A(t2)
t2
(
1 − (t2 − 1)B(t2)
)
.
Following the notation of Lemma 2.6, we have A1, A2 =
σ2(n˜)σ2r−2(n˜)[m]2
2σ2r(n˜)
(
1 + O
(
1
n
+ m
n2
))
. For
1 ≤ t2 < t′2, we have
A(t2)B(t2) =
σ2(n˜)σ
2
r−2(n˜)(2m− 2t2 + 1)
σ2r(n˜)
(
1 +O
( 1
n
+
m
n2
))
.
By Lemma 2.3, we have
σ2r−2(n˜)
σ2r(n˜)
= O(n−4), and σ2(n˜) = O(n2) because σ2(n˜) is the number
of edges of k-partite graphs and its maximum occurs at the equal partition. Thus, we have
A(t2)B(t2) = O
(
m
n2
)
for 1 ≤ t2 < t′2. For the case t′2 ≤ t2 ≤M2 and t′2 ≥ 2, by Lemma 6.3(a),
we have 2 ≤ m < 2t2. As the equation shown in (6.3), we also have A(t2)B(t2) = O
(
m
n2
)
for
t′2 ≤ t2 ≤ M2. In both cases, we have C1, C2 = O(mn2 ) and |C| = o(1) for all C ∈ [C1, C2] as
m = o(n
4
3 ).
Let cˆ = 1
2·34 , then max{A/M2, |C|} ≤ cˆ < 13 and (2ecˆ)M2 = O
(
1
n3
)
as n→∞. Lemma 2.6
applies to obtain
M2∑
t2=0
|C+t2 |
|C+0 |
= exp
[
σ2(n˜)σ
2
r−2(n˜)[m]2
2σ2r(n˜)
+O
(m2
n3
+
m3
n4
)]
.
As the equation shown in (6.1), we have Theorem 1.8
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