By discretising space into compartments and letting system dynamics be governed by the reaction-diffusion master equation, it is possible to derive and simulate a stochastic model of reaction and diffusion on an arbitrary domain. However, there are many implementation choices involved in this process, such as the choice of discretisation and method of derivation of the diffusive jump rates, and it is not clear a priori how these affect model predictions. To shed light on this issue, in this work we explore how a variety of discretisations and method for derivation of the diffusive jump rates affect the outputs of stochastic simulations of reaction-diffusion models, in particular using Turing's model of pattern formation as a key example. We consider both static and uniformly growing domains and demonstrate that, while only minor differences are observed for simple reaction-diffusion systems, there can be vast differences in model predictions for systems that include complicated reaction kinetics, such as Turing's model of pattern formation. Our work highlights that care must be taken in using the reaction-diffusion master equation to make predictions as to the dynamics of stochastic reaction-diffusion systems.
Introduction
Many biological processes hinge on the reaction and diffusion of constituent components and most are, in addition, subject to the inherent stochasticity of the natural world. Due to the nonlinearity of interacting components, mathematical models provide a crucial means to interrogate how the combination of reaction and diffusion drive a given process [4, 11, 14, 15, 19, 31] .
Models of reaction-diffusion systems can be roughly divided into macroscopic, mesoscopic and microscopic [10] . On the macroscale, partial differential equations (PDEs) are often used to model reaction-diffusion systems in terms of the evolution of species concentration in time and space. Such models can be analysed using a range of existing mathematical tools, however they do not take into account stochastic effects. At the other end of the spectrum we have microscopic descriptions such as molecular dynamics models, where each individual molecule is described by its position and velocity, and molecules react when within a certain radius of each other [1] . Although they provide a very detailed account of the reaction-diffusion process under consideration, they incur extremely high computational cost and are, as such, unfeasible for many real-world models [21, 29] . A mesoscopic description aims to strike a balance between the two, including descriptions of individual molecule dynamics without incurring prohibitive computational overheads. An example mesoscopic description is that of the reaction-diffusion master equation framework (RDME) [12, 13, 28] ; in this model, the domain is discretised into compartments, molecules can react with other molecules in the same compartment, and diffusion is represented by jumps between neighbouring compartments. The RDME framework has been used to explore a range of biological phenomena, and it is this description of reaction and diffusion on which we focus in this work.
To model diffusion, the RDME framework requires computation of the rate per unit time of a molecule to jump from one compartment to a neighbouring one. Previous research in this direction includes the work by Engblom et al. [5] , where the finite element method is used to calculate the diffusive jump rates, and that of Hellander and Petzold [10] who developed a description of diffusion for a more general compartment shapes. In addition, Meinecke and Lötstedt explored the impact of different methods of diffusive jump rate derivation upon simulation of diffusive systems [16, 18, 17] . To mitigate issues with convergence of the RDME in the context of higher order reactions, Isaacson developed a convergent RDME that allows molecules to react even when they are not in the same compartment [13] . However, this approach it does not consider how differences in the derivation of the diffusive jump rates affect model predictions.
Aims and outline
Our aim in this work is to understand how the different methods of derivation of diffusive jump rates, and different domain discretisations, affect model predictions for reaction-diffusion systems, including those with bimolecular reactions and reaction kinetics capable of pattern formation. We will use Meinecke and Lötstedt's [18] derivations of diffusive jump rates as a basis for our work. These derivations are based on three different numerical schemes: the finite volume method (FVM); the finite element method (FEM); and the finite difference method (FDM). In addition we include the fourth approach taken by Meinecke and Lötstedt that is based on first exit times (FETs) [18] . In Section 2 we outline the results of Meinecke and Lötstedt for a static domain [18] , extend them to a uniformly growing domain, and present the stochastic simulation algorithm that we will use throughout this work. Our results are outlined in Section 3, including the effects of different diffusive jump rates on pattern formation in Section 3.1.4. A brief discussion of the results outlined in this paper can be found Section 4.
The reaction-diffusion master equation framework
The chemical master equation (CME) framework describes the reaction of chemical species under the assumption that the molecules are well-mixed [24] . In general, the CME is intractable and, as a result, Gillespie [8] developed a stochastic simulation algorithm (SSA) to generate sample paths of the system under consideration. The RDME framework is an extension of the CME where the spatial domain is discretised into compartments, each of which is assumed well-mixed, and diffusion is modelled using a set of first-order reactions that describe the jumps of molecules between neighbouring compartments [24] . Again, the RDME is rarely tractable, and so stochastic simulation algorithms have been developed to simulate reaction-diffusion systems modelled using the RDME framework [2, 9] .
In this section, we outline the RDME framework, and the stochastic simulation algorithm that we will use throughout this work. For simplicity, we consider the evolution of a reaction-diffusion system in the square domain Ω = [0, L] × [0, L], and partition Ω using a Cartesian mesh into non-overlapping rectangular sub-domains C i , called compartments, such that Ω = I i=1 C i (Figure 1 ) [18] . Each compartment is of size κh × h, where κ is the aspect ratio of a compartment, and the total number of compartments, I, can be expressed as I = n x × n y , where n x and n y are the numbers of compartments in the x-direction and y-direction, respectively. We number the compartments starting at the bottom-left corner of the domain and then from left to right, so that, for site i, the adjacent compartments have indices i ± 1 in the x-direction and indices i ± n x in the y-direction.
We consider a reaction-diffusion system consisting of L species, where U ℓ i (t) is the number of molecules of species ℓ in compartment i at time t, for ℓ = 1, . . . , L and i = 1, . . . , I. We define U ℓ (t) = (U ℓ 1 (t), . . . , U ℓ I (t)) to be the spatial vector of species ℓ at time t, U (t) = (U 1 (t), . . . , U L (t)) to be the state matrix of the system and P(u, t) = P(U (t) = u|U (0) = u 0 ). Changes to the state matrix occur through either reactions or diffusive jumps. We consider a system of r = 1, . . . , R chemical reactions such that reaction r has propensity function a r i in compartment i and is defined such that a r i (u(t))dt := P (reaction r fires in compartment i during [t, t + dt) given the system is in state u at time t) ,
where dt is an infinitesimal time interval. For more details of the specific forms of the propensity functions see [24] . Similarly, diffusive jumps have propensity function d ℓ
is the probability that a molecule of species ℓ jumps from compartment i to compartment j in the infinitesimal time interval [t, t + dt) given the system is in state u at time t.
As such, the RDME can be written as
where ν i,r is the stochiometric matrix that describes the change in state upon firing of reaction r in compartment i, and e ℓ i,j is the stochiometric matrix that describes the change in state upon a diffusive jump of a molecule of species ℓ from compartment i to compartment j [12] .
To generate sample paths for a reaction-diffusion system within the RDME framework described in Equation (3), we use an SSA called the next sub-volume method [2, 9] . Let t i be the time until the next reaction within compartment i for i = 1, . . . , I, and let the total propensity for compartment i be
Then, given that T is the end time of a simulation, we can simulate sample paths consistent with the RDME in Equation (3) using the SSA given in Algorithm 1.
Algorithm 1 Next sub-volume method SSA Set t = 0. Initialise u. for i in {1, 2, . . . , I} do Initialise the time until the next reaction for compartment i: t i ∼ exp(a 0 i (u(t))). end for while t < T do Find argmin of the set {t 1 , t 2 , . . . , t I } and denote it m. Set t = t m . Generate a random number r ∼ U(0, 1). Choose reaction / diffusion q to fire. Note that reaction k fires with probability a k i (u(t))/a 0 i (u(t)) and diffusion of a molecule of species ℓ from box i to box j occurs with probability d ℓ i,j (u(t))/a 0 i (u(t)). Update molecule numbers: u := u + ν q , where ν q is the stoichiometric matrix of reaction / diffusion q.
Let Γ be the set of indices of non-zero elements of ν q . for γ in Γ do Update a k i (u(t)), d ℓ i,j (u(t)) and a 0 i (u) accordingly. Generate a random number ∆t ∼ exp(a 0 γ (u)). Update the time until the next reaction: t γ = t + ∆t. end for end while
Although the RDME as outlined in Equation (3) and the accompanying text, together with the SSA of Algorithm 1, holds in full generality, for the rest of this work, we will assume for simplicity that all diffusion coefficients and reaction rates are spatially homogeneous.
Derivations of the diffusive jump rates on a static domain
We first consider a diffusion-only system with a single molecular species, U. As already outlined in Section 2, diffusion is modelled as a series of jumps between neighbouring compartments where the propensity function for a jump from compartment i to compartment j is d i,j (u(t)) = λ i,j u i (t). Note that we have dropped the superscript ℓ for clarity of notation since we are currently considering only a single species. In this work we will assume that λ i,j = 0, i = 1, . . . , I, unless j is one of the eight nearest neighbour compartments (indices i ± 1, i ± n x and i ± (n x ± 1)), as depicted in Figure 1 . In this section we outline four methods for derivation of the λ i,j .
Diffusion of a single molecule
Consider a single molecule diffusing within the domain Ω = [0, L]×[0, L] with diffusion coefficient D. Then evolution of the position, x(t) = (x(t), y(t)), of this molecule can be described using the following stochastic differential equations (SDEs) [6] :
where W x and W y are the usual Wiener processes. The associated Fokker-Planck equation
so that p(x, t)dx is the probability to find the molecule in the region [x, x+dx]×[y, y +dy] at time t. For simplicity, throughout this work we will use Neumann boundary conditions (n · ∇) p = 0 for x ∈ ∂Ω,
and we take the initial distribution for the molecule to be p(x, 0) = p 0 (x).
Using the Cartesian mesh shown in Figure 1 , we discretise the Laplacian as follows:
wherep i (t) is the approximate solution to Equation (7) at point x i , i.e. at the centre of compartment i at time t. The compartments are all of the same size, κh × h, with area A = κh 2 (Figure 1 ). Hence, exploiting translational symmetry and noting that the diffusion coefficient, D, is spatially homogeneous, we refer to the jump rates, λ i,j , from now on as λ n for n ∈ {1, 2, . . . , 8} (Figure 1 ), with Figure 1 : Schematic diagram of the discretisation of the two-dimensional domain Ω, with the dimensions of the compartments and the indexing of the jump rates, λ n , for n ∈ {1, . . . , 8} for a given compartment i shown.
We now make a few remarks. First, note that this description allows for jumps between diagonally neighbouring compartments. Second, the indexing of the jump rates starts at one for a jump to the right and continues in an anti-clockwise fashion, as shown in Figure 1 . Third, due to the reflective symmetries of a Cartesian mesh and since D is spatially homogeneous, we have the following identities
Finally, note that in what follows we present derivations of the jump rates for a twodimensional domain but that all derivations naturally extend to the three-dimensional case.
The finite difference method
The first method we consider to derive the diffusive jump rates is the FDM. Meinecke and Lötsedt [18] chose a 9-point stencil which allows one to include a parameter α to study the effects of diagonal jumps, while maintaining a discretisation of the Laplacian that is still second order accurate [26] . The standard 5-point stencil can be recovered by setting α = 0 and hence neglecting diagonal jumps. We have
where α is a free parameter controlling the frequency of diagonal jumps, and the difference operators are defined as follows:
As such, the right-hand side of Equation (7) can be approximated as
Comparing the general expression for the discretised Laplacian in Equation (10) with the discretised Laplacian in Equation (15) we have
The finite volume method
We now consider derivation of the jump rates using the FVM. We start by averaging the Laplacian at x i by integrating over compartment i
where A is the area of the compartment i. Using the divergence theorem, we rewrite Equation (20) as
where ds is a line element of the compartment boundary, ∂C i , and n is the normal vector to the compartment boundary at the point x.
Next, we split the integral in Equation (21) into integrals along segments of compartment boundary ∂C i , as shown in Figure 2 :
and we approximate the gradient of p across the different parts of the boundary of the compartment using a finite difference method:
Substituting Equations (23)- (26) into Equation (22) gives 
The finite element method
The last numerical method we will use to derive the jump coefficients is the FEM. We multiply Equation (7) by a test function v(x), which is a function in Sobolev space [3] (i.e. is bounded and has bounded first partial derivatives), and integrate over the whole domain Ω:
Now we use the divergence theorem to give
where ds is the line element of the domain boundary, ∂Ω, and n is the normal vector to the domain boundary at the point x. Due to the Neumann boundary conditions, the first term in Equation (32) vanishes and we are left with Ω ∂p ∂t v dx dy = −D Ω ∇p · ∇v dx dy.
We express the functions p, ∂p/∂t and v in terms of the basis functions ϕ j ,
where the ϕ i are defined as
for i ∈ {1, . . . , I}, and ϕ j (x) = 0 for x / ∈ Ω. We choose linear basis functions for simplicity, however, any form will suffice, as long as the following condition is met:
Substituting Equations (34), (35) and (36) into Equation (33) gives, for each j,
which can be expressed as a matrix equation
Evaluating the elements of the matrices M and N, and using the lumped mass matrix approach (see Supplementary Information), we finally arrive at the following expressions for the jump coefficients:
Jump rates 
The first exit time method
Meinecke and Löstedt proposed an additional method of calculating the jump rates [16, 18] . This method involves considering the FET distribution from a domain ω i (centered on C i ) of a single molecule undergoing Brownian motion that is placed initially at the centre of C i . Note that to model diffusion in a RDME framework using FET-derived jump rates we approximate the probability distribution function (PDF) for the FET by an exponential distribution with the same mean. We follow the choice of domain ω i from [18] , where ω i is defined by its boundary, ∂ω i , and taken to be a rectangle that intersects the centres of neighbouring compartments of compartment i, as shown in Figure 3 , so that ω i completely contains the compartment i 1 .
We follow Meinecke and Löstedt [18] in choosing jump rates of the form
where θ n is the probability that a molecule exits ω i into the nth neighbouring compartment (see Figure 1 ). We define a molecule to exit ω i into the nth neighbouring compartment if it exits through the segment of the domain boundary denoted by ∂ω n i in Figure 3 . There is flexibility in the choice of discretisation of the boundary ∂ω i into segments ∂ω n i , n = 1, . . . , 8, and we define the discretisation using parameter β as follows:
We will explore the effect of changing the parameter β on the jump rates in Section 2.1.6.
We proceed by considering two random variables associated with a molecule governed by Brownian motion exiting from the domain ω i : τ and η. The random variable τ denotes the FET out of ω i , whereas η denotes the exit segment. We use τ to calculate λ 0 by, as Figure 3 : Diagram of the domain ω i , which has been shaded in dark blue. The boundary of the domain ω i , indicated by the dashed line, is split into eight sections coloured as follows: ∂ω 1 is the rightmost light blue; ∂ω 2 is the upper-right dark blue; ∂ω 3 is the uppermost green; ∂ω 4 is the upper-left dark blue; ∂ω 5 is the leftmost light blue; ∂ω 6 is the lower-left dark blue; ∂ω 7 is the lower green; and ∂ω 8 is the lower-right dark blue.
explained earlier, equating the mean of the PDF of τ with the rate parameter of the exponential distribution used in Algorithm 1. The random variable η, on the other hand, is used to calculate θ n .
We calculate the PDF of τ using the FPE (as outlined in Section 2.1) that describes the probability for the molecule to be at position x at time t:
where D is the diffusion coefficient. To calculate the PDF of the FET, we use Dirichlet (absorbing) boundary conditions
and assume that initially the molecule at the centre of ω i so that
Using p(x, t) we calculate the survival probability, S(t), which is the probability that a molecule remains in the domain ω i at least until time t, as [22] 
where dω is a domain element of the domain ω i . Now, given S(t), we derive the probability that a molecule exits ω i at time t, i.e. the PDF of the random variable τ , denoted by P(τ = t), as
Substituting Equation (53) into Equation (54), results in
where ds is a line element of ∂ω i . Finally, we calculate the mean of the PDF for τ as
and set
To calculate the PDF for η, we use the law of total probability
Following [18] , we have the probability of a molecule exiting through segment ∂ω n i given that a molecule exits at time t, i.e. the probability P(η = n|τ = t), as follows
(59) Therefore, substituting Equation (55) and Equation (59) into Equation (58), we have
Therefore, given solutions to Equation (48) and Equation (50), we can calculate the jump rates λ n for n = 1, . . . , 8. To see the full expressions for the jump coefficients derived using the FET method see the Supplementary Information. Figure 4 shows how the four methods of derivation compare to one another as the parameters α and β, introduced during the derivations of the FDM and FET jump rates, respectively, are varied. Both α and β control the frequency of diagonal jumps. For the FDM-derived jump rates, increasing the parameter α increases λ 2 , the rate of diagonal jumps. On the other hand, increasing β has the opposite effect on λ 2 in the FET case. As the FEM-and the FVM-derived jump rates do not have any free parameters, they are constant in each of the plots. Figure 4 : Plot of the jump rates as a function of the implementation parameters, α and β, for h = 0.025 µm, κ = 1.0 and D = 1.0 µm 2 s −1 for the total jump rate, λ 0 , as well as λ 1 , λ 2 and λ 3 . Since the derivations using the FEM and the FVM do not have any implementation parameters, the jump rates are constant for the given simulation parameters.
Comparison of the diffusive jump rates

Derivation of the diffusive jump rates on a growing domain
The SDE description of a molecule undergoing Brownian motion on a two-dimensional growing domain Ω t = [0, L(t)] × [0, L(t)] we use in this work is
where the drift terms, v x (x, y, t) and v y (x, y, t), describe the effects of domain growth. The corresponding FPE is
with Neumann boundary conditions
and initial condition
Assuming growth is isotropic, the drift terms, v(
Care now must be taken when considering the equation that is to be used to calculate the diffusive jump rates, since on the growing domain the compartments are also changing in size, with x and y dimensions κh(t) = L(t)/n x and h(t) = L(t)/n y , respectively. This means that the probability to find the particle in compartment C i (t) is given by
Jump rates Using equation (63) together with the divergence theorem, we see that the terms involving the drift, v, cancel so that we should consider the particle only as diffusing on the growing domain. We employ a change of coordinate to transform to a static domain,
so that we can derive the diffusive jump rates using the diffusion equation with timevarying diffusion coefficient:
where ξ = (ξ, η) and ∇ ξ = (∂/∂ξ, ∂/∂η).
The key advantage is that we can now simply use the diffusive jump rate derivations for the static case for the FDM, FVM and FEM (see Table 2 ). Note that we no longer consider the FET approach to deriving the diffusive jump rates. Simpson et al. [25] have previously shown that on a growing domain the survival probability does not approach zero in the limit t → ∞. As a result, the FET distribution has infinite mean so we cannot use it to parameterise the exponential distribution as required in Equation (57).
Results
The SSA outlined in Algorithm 1 of Section 2 allows us to simulate a range of reactiondiffusion systems and test the impact of the different diffusive jump derivations on model predictions. We first explore a range of systems on a static domain, before moving to a growing domain.
Static domain
For simple systems, e.g. those that contain only zeroth and first order reactions, it is possible to compare results with analytic solutions of the corresponding macroscopic partial differential equation (PDE) models (see Supplementary Information for more details of the models and their analytic solution). The PDE represents the evolution of molecule concentration in time, so to compare with the results of stochastic simulation, we use the following error measure:
where A(t) is the compartment area at time t, and u(x i , t) is the analytical solution of the corresponding macroscale PDE at x i at time t.
Diffusion
We first investigate the effects of varying the compartment aspect ratio, κ. The macroscale PDE that describes the evolution of molecule concentration is
where n is the normal vector to the domain boundary ∂Ω. We choose the initial condition to be
We use the analytic solution of this PDE (see Supplementary Information) to calculate the error, e, using Equation (70). Figure 5 (a) shows that the error is relatively unaffected by variation in the compartment aspect ratio, κ. For the values of α and β used, the FVM-derived jump rates give rise to the smallest error and all other methods (FDM, FEM and FET) give rise to errors that are very similar to each other. Note that for α = 0 the diffusive jump rates for the FDM and the FVM are identical, indicating that increasing α increases the error.
Zeroth and first order reactions
We now consider reaction-diffusion systems involving the decay of molecules, given by the chemical equation U
and the production of molecules, given by the chemical equation
alongside diffusion. The corresponding propensity functions take the form
for the decay reaction and the production reaction in compartment i, respectively. As before, A(t) is the area of a compartment at time t, and u i (t) is the number of molecules in compartment i at time t. We consider production-only, decay-only and productionand-decay systems, and the macroscale PDEs that describe the evolution of molecule concentration are, respectively,
Again, we use Neumann boundary conditions (n · ∇) p = 0 for x ∈ ∂Ω,
where n is the normal vector to the domain boundary ∂Ω, and initially 5 × 10 6 molecules are placed in the central compartment. Figures 5(b)-(d) show how the error, e, varies with κ for these three systems (solutions to the PDEs in Equations (78)-(80) are given in the Supplementary Information) . Again, the FVM out-performs the other three methods (FDM, FEM and FET) for the chosen values of α and β. In addition, for systems involving decay (a first order reaction) the error increases as the aspect ratio of the compartments, κ, increases.
Second-order reactions
To investigate the effects of different derivations of the jump rates in systems involving second-order reactions, we now consider a system composed of two species, U and V, which undergo diffusion (with rates D u and D v , respectively) and the following reactions
i.e. U is consumed upon contact with V at rate k 1 , and U is produced at rate k 2 . The corresponding propensity functions take the form We cannot write down equivalent closed-form macroscale PDEs for the evolution of U and V concentration over time because the system contains second order reactions. As such, we investigate how the stationary distribution, estimated from stochastic simulations, is affected by the choice of compartment size, for the four different methods of deriving the diffusive jump rates. In Figure 6 (a) we see that as the number of compartments increases the stationary distribution shifts to the right, towards higher molecule numbers. This is because the rate of bimolecular reactions decreases as the number of compartments increases [13] . Figure 6(b) shows how the stationary distribution changes with the method of derivation of the diffusive jump rates. All methods give slightly different results; in particular, using β = 0.1 or β = 0.9 in the FEM results in stationary distributions that are shifted noticeably to the left.
Schnakenberg kinetics
Finally, we investigate the effects of different derivations of diffusive jump rates on Turing's reaction-diffusion model of pattern formation [27] . We focus on Schnakenberg kinetics [7, 23] as they are simple to simulate. The system is composed of two species, U and V, which undergo diffusion (with rates D u and D v , respectively) and the following reactions ∅
The corresponding propensity functions take the form
We quantify the patterns formed using the discrete Fourier cosine transform. Let f (x, y) : R 2 → R, then the discrete Fourier cosine transform is defined aŝ
where ∆ x is the spacing between points x i and x i+1 and ∆ y is the spacing between points x i and x i+nx (here, ∆ x = κh and ∆ y = h). The wavenumbers, k x and k y , give the spatial frequency of a pattern, with wavemodes m x and m y such that k x = m x π/L and k y = m y π/L, where L is the side length of the square domain Ω [33] . To showcase results, we plot the power spectrum, defined as
where f (·, ·) is the discrete Fourier cosine transform defined in Equation (90).
We can predict which patterns are possible in equivalent PDE models of pattern formation using linear stability analysis (LSA) [20] (see the Supplementary Information for more details). Woolley et al. [32] developed a method using a weak noise expansion (WNE) of the RDME [28] to determine the wavemodes that can evolve in stochastic simulations (see the Supplementary Information for more details). The advantage of the WNE approach over LSA in determining whether a particular wavemode is possible for a given parameter set is that the WNE takes into account the details of the diffusive jump rates. We compare the simulation results to the predictions of the WNE and LSA to see whether the patterns formed fall within the ranges of wavemodes predicted by those methods.
All the simulations are run until T = 1800 s on the domain Ω = [0, 1] × [0, 1], which is discretised into 40 × ⌊40κ⌋ compartments. We use the following reaction rates: D u = 1 × 10 −5 µm 2 s −1 , D v = 1 × 10 −3 µm 2 s −1 , k 1 = 1 s −1 , k 2 = 0.02 s −1 , k 3 = 1 × 10 −6 s −1 and k 4 = 3 s −1 . We initialise the system at the spatially uniform steady state, placing 200 molecules of species U and 75 molecules of species V in each compartment.
The finite difference method. The left-most column of Figure 7 shows examples of patterns formed with FDM-derived diffusive jump rates, while the second-from-left column of Figure 7 shows corresponding power spectra averaged over 100 simulations. There is good agreement with the possible wavemodes predicted using the WNE (right-most column of Figure 7 ) and LSA (second-from-right column of Figure 7 ). Our results indicate that varying the parameter α, which controls the rate of diagonal jumping, has no discernible effect on pattern formation, except when α = 1.0 (only diagonal jumps are possible) where checkerboard patterns arise. The finite element method. The left-most plot in Figure 8 shows an example pattern formed with FEM-derived diffusive jump rates, while the second-from-left plot shows the corresponding power spectra averaged over 100 simulations. There is good agreement with the possible wavemodes predicted using the WNE (right-most plot of Figure 8 ) and LSA (second-from-right plot of Figure 8 ). The finite volume method. For the case of FVM-derived diffusive jump rates, the simulations produced very similar results to the FEM-derived diffusive jump rates. The averaged power spectrum, as well as the predicted wavemodes using LSA and the WNE, are very similar for the FVM and FEM cases, as can be seen in Figure 9 . The first exit time method. Lastly, we investigate the effects of using FET-derived diffusive jump rates on pattern formation. Based on the averaged power spectrum shown in Figure 10 (b), we see that changing the value of β shifts the range of excited wavemodes towards larger values. This observation is consistent with the predictions made using the WNE (Figure 10(c) ). In this respect, the predictions of LSA fall down as they do not take into account details of the diffusive jump rates (Figure 10(d) ). To explore whether changing the compartment aspect ratio has any bearing on the patterns formed, we also simulated the system with κ = 1.4. As in the case of κ = 1.0, larger wavemodes appear as the value of β increases (Figure 11(b) ). However, the range of wavemodes observed in the x-direction is more significantly affected than the range in the y-direction. This observation is, again, consistent with the predictions made using the WNE, but cannot be predicted using LSA. In both cases, κ = 1.0 and κ = 1.4, changing the parameter β, which controls the rate of molecules jumping diagonally in the FET derivation, has a significant effect on the type of patterns formed, as shown in Figure 10 and Figure 11 .
Growing domain
In this section, we explore the effects of using the different diffusive jump rate derivations on a growing domain. As for the static domain case, we first consider cases where we can compare with the analytic solution of the corresponding macroscale PDE and we then consider models for pattern formation. We assume domain growth to be isotropic, such that Ω t = [0, L(t)] 2 and, for simplicity, we consider the domain to be growing exponentially in time so that
where L 0 is the initial domain size and r the growth rate.
As we now have time-dependent propensity functions, we cannot use the algorithm as stated in Section 2. We adapt Algorithm 1 using the Extrande method [30] . As each of the propensity functions decreases with time, we use the propensity function calculated at time t as the upper bound in the time interval, [t, t + δt] in the Extrande method. Hence, the modified algorithm for SSA is as stated in Algorithm 2.
Calculate the total propensity in compartment i, a 0 i (u(t), t). Set the upper boundã i (u(t), t) = a 0 i (u(t), t) Initialise the time until the next reaction for compartment i: t i ∼ exp(ã i (u(t), t)). end for while t < T do Find argmin of the set {t 1 , t 2 , . . . , t I } and denote it m. Set t = t m . Generate a random number r ∼ U(0, 1). Choose reaction / diffusion q to fire. Note that reaction k fires with probability a k i (u(t), t)/ã i (u(t), t), diffusion of a molecule of species ℓ from box i to box j occurs with probability d ℓ i,j (u(t), t)/ã i (u(t), t) and no reaction happens with probability (ã i (u(t), t) − a 0 i (u(t), t))/ã i (u(t), t). Update molecule numbers: u := u + ν q , where ν q is the stoichiometric matrix of reaction / diffusion q.
Let Γ be the set of indices of non-zero elements of ν q . for γ in Γ do Update a k γ (u(t), t), d ℓ γ,j (u(t), t), a 0 γ (u(t), t) andã i (u(t), t) accordingly. Generate a random number ∆t ∼ exp(ã γ (u(t), t)). Update the time until the next reaction: t γ = t + ∆t. end for end while
Diffusion
As in the static case, there is an analytic solution to the macroscale PDE (see the Supplementary Information for details). Figure 12 shows how the error, as defined in Section 3.1, evolves in time. We can see that in all the cases shown in Figure 12 , whether for a static or a growing case, the error decreases with time and that the simulations with FVM-derived diffusive jump rates have the lowest error. Next, we explore the effects of changing the voxel aspect ratio, κ, on the error, presenting results in Figure 13 . The FVM-derived diffusive jump rates provide the smallest error across the range of compartment aspect ratios considered, increasing slightly as the aspect ratio increases. On the other hand, for both the FEM-and FVM-derived diffusive jump rates, there is a slight decrease in the error as the compartment aspect ratio is increased. 
Schnakenberg kinetics
We now consider pattern formation on a growing domain to determine to what extent the different derivations of diffusive jump rates affect patterns formed. We again use the Schnakenberg system, as in Section 3.1.4. Figure 14 showcases the range of patterns that form as the domain growth rate is varied. We see in Figure 15 that the patterns formed are different compared to the static case. However, using different derivations for the diffusive jump rates does not seem to markedly affect the patterns produced. The reason we see different patterns when the domain grows is because higher wavemodes become available, and the inherent stochasticity in the system causes clusters of molecules (peaks) to split and these higher wavemodes are then realised. This change in the wavemode is highlighted in the centre and left-hand columns in Figure 15 . 
Conclusions
Our aim in this work was to investigate the effects of different methods of derivation of diffusive jump rates on stochastic reaction-diffusion systems modelled using the RDME. To do so, we replicated, extended and applied the results of Meinecke and Lötstedt [18] to a number of reaction-diffusion systems, that included a range of reaction types, on both static and growing domains.
For the production-decay examples, which consisted solely of zeroth and first order reactions, the FVM generally gives the most reliable results in terms of the error between stochastic simulations and solution of the corresponding macroscale PDE (as does the FDM for α = 0 where there are no diagonal jumps and we have the same diffusive jump rates as for the FVM) ( Figure 5 ). When bimolecular reactions are included, we showed that the spatial discretisation affects results, for example shifting the stationary distribution ( Figure 6 ).
We then moved to study the effects of different methods of derivation of diffusive jump rates on pattern formation, using the Turing reaction-diffusion model with Schnakenberg kinetics. We compared the averaged power spectra from simulations with the wavemodes predicted using LSA, which analyses the corresponding PDE model, and the WNE, which takes into account the details of the diffusive jump rates (Figures 7-10 ). Our results show that the WNE approach provides good predictions of the range of possible wave modes, as expected from the work of Woolley et al. [32] . In particular, we showed that the aspect ratio of the compartments can significantly affect the patterns formed (see Figure 11 ).
We also considered the effects of uniform domain growth on derivations of the diffusive jump rates, and simulations of pattern formation. We considered the FDM, FVM and FEM showing, in line with the results of Woolley et al. [32] , that the diffusive jump rates become time-dependent as the compartment dimensions now change in time. It is not possible to use the FET approach in the context of growing domains because the mean of the FET distribution becomes infinite, and it is difficult to approximate the FET distribution with an exponential distribution.
Taken together, the results presented in this work demonstrate that care should be taken when choosing how to model diffusion in the context of RDME models of stochastic reaction-diffusion systems. Future work will consider how to extend these results to unstructured meshes and more complicated forms of domain growth.
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By discretising space into compartments and letting system dynamics be governed by the reaction-diffusion master equation, it is possible to derive and simulate a stochastic model of reaction and diffusion on an arbitrary domain. However, there are many implementation choices involved in this process, such as the choice of discretisation and method of derivation of the diffusive jump rates, and it is not clear a priori how these affect model predictions. To shed light on this issue, in this work we explore how a variety of discretisations and method for derivation of the diffusive jump rates affect the outputs of stochastic simulations of reaction-diffusion models, in particular using Turing's model of pattern formation as a key example. We consider both static and uniformly growing domains and demonstrate that, while only minor differences are observed for simple reaction-diffusion systems, there can be vast differences in model predictions for systems that include complicated reaction kinetics, such as Turing's model of pattern formation. Our work highlights that care must be taken in using the reaction-diffusion master equation to make predictions as to the dynamics of stochastic reaction-diffusion systems.
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S1. Finite element method derivation
Here we derive the elements of the matrices M and N in the FEM derivation of jump rates. We have
where M ij = Ω ϕ i ϕ j dω and N ij = Ω ∇ϕ i ·∇ϕ j dω. We wish to find the non-zero elements of the matrices M and N. As we are interested in deriving the jump rates for a nonboundary compartment, we will assume that the element (indexed by i) of matrices M and N is also not on the boundary of the FEM discretisation. Given that the function ϕ i is zero outside of its neighbourhood, the neighbourhood being [x i −κh, x i +κh]×[y i −h, y i +h], then we only have nine elements to calculate in both matrices M and N for the ith row. The nine elements in the ith row being due to the eight adjacent points and from itself. We defined the function ϕ i as
Before we proceed with the calculations of the elements of matrices M and N, we need to determine the gradient of the function ϕ i , as the integrals in the elements of the matrix N involve gradient of the function ϕ. The partial derivatives with respect to x and y are as follows
and
We have discretised the domain Ω, such that there are n x compartments in the xdirection and n y compartments in the y-direction. Hence, the index of the compartment above compartment i is i + n x and the index of the compartment below is i − n x . For simplicity, let us denote (1) to be the area [
Now we can calculate the non-zero elements of row i of matrix M, which are
By symmetry of the discretisation the other elements in the ith row of matrix M are
(S13)
As we will use lumped mass matrix method [6] on the matrix M, the resulting matrixM will be a diagonal matrix, with the non-zero element in its ith row being the sum of all elements in that row. Therefore, ith row non-zero element of matrixM is κh 2 . We still need to calculate all the non-zero elements of matrix N. Using the same arguments as when calculating the non-zero elements of matrix M, we need only calculate four integrals, specifically
S2. First exit time method derivation
To derive the jump rates using the FET method, we first have to solve
Due to the translational invariance of this partial differential equation (PDE), we can solve it on the domain [0, 2κh] × [0, 2h], which has the following solution, when solved using separation of variables,
From this solution we can calculate the survival probability using the equation
Hence, we have
To calculate λ 0 we use Equations (56) and (57) from the main text to arrive at
.
(S27)
To calculate the probabilities of jumping in each direction, θ n , we use Equation (S24) and Equation (60) from the main text to derive
S3. Analytic solutions
To compare the effects of using different methods of derivation of the diffusive jump rates, we compare the results of stochastic simulations with a large number of molecules with analytic solutions of the PDEs stated in the main text. In this section we shall state the analytical solutions we used for those comparisons. The derivations of these analytic solutions simply requires the use of separation of variables, hence, we omit the derivations. Furthermore, we denote u 0 = 5 × 10 6 /A,
such that the initial condition used in many instances in the main text can be written as follows
S3.1. Static domain
First, we state the analytic solution to Equation (71) in the main text:
Next, we state the analytic solutions to Equations (78)-(80) in the main text. We shall useũ(x, t) to denote the analytical solution stated above, i.e. Equation (S33). Then the analytical solution to Equation (78) in the main text is
and the solution to Equation (79) in the main text is
and, finally, the analytical solution to Equation (80) in the main text is
When evaluating any of the formulas above numerically, we truncate the sum to the first million terms.
S3.2. Growing domain
As we have calculated the analytical solution for the static domain case, so we must do the same for the growing domain case. In Section 3.2.1 of the main text we compare the results of the stochastic simulations with the analytical solution. As before, for brevity, we simply state the analytical solution (for derivation, we direct the reader to [2] )
(S37)
S4. Linear stability analysis
An important tool in determining the spatial distribution of species of molecules in a deterministic reaction-diffusion pattern formation model is linear stability analysis (LSA). We outline the derivation of the conditions for spatial patterns to form for general reactiondiffusion kinetics, closely following the derivation outlined by Murray [1] . Consider a PDE description of a two-species reaction-diffusion system
where u is the concentration of species U and v is the concentration of species V on the domain Ω. The initial conditions for this system are
We continue to use Neumann boundary conditions for this system, as in the rest of this paper. Letū andv be the homogeneous steady states of this system, i.e. the values of u and v that satisfy the following equalities f (ū,v) = 0 and g(ū,v) = 0. We linearise about the spatially uniform steady state by letting u =ū + δu and v =v + δv, where |δu| , |δv| ≪ 1. This leads to the following system of equations
where w = (δu, δv) T . Let us denote
so that we can write the matrices in Equation (S41) as
Now, let us consider the system without diffusion, i.e.
which is a linear system of ordinary differential equations. As a result, the solution is a linear superposition of solutions of the following type
The vector c is a constant vector and λ is a constant to be determined. If we now substitute the above solution into Equation (S44), then
which has a non-trivial solution if and only if |A − λI| = 0. Therefore, we can find the value of λ to be
As stated in [1] , we seek patterns driven by diffusion and, as a result, we require that the homogeneous solution be linearly stable, and hence Re(λ ± ) < 0. Therefore, the first two conditions necessary for diffusion-driven instability are
We now consider the system with diffusion present and assume that the solution is of
where W k satisfies the eigenvalue problem ∆W k + k 2 W k = 0 with (n · ∇)W k = 0 for x ∈ ∂Ω.
Here, n is the vector normal to the domain boundary, ∂Ω. If we now substitute Equation (S49) into Equation (S41), then we have
which has non-trivial solutions if and only if
The above can be simplified to
where h(
Since we require spatial patterns to form, we need linear instability, i.e. Re(λ) > 0 for k > 0. This means that the system is linearly unstable for the values of k at which h(k 2 ) > 0. Therefore, given details of Ω we can find which wavenumbers, (k x , k y ), where k 2 = k 2 x + k 2 y , that can be excited in any given system [1] .
S5. Weak noise expansion
An alternative approach to LSA is to use a method based on the weak-noise expansion (WNE) [3] , as developed by Woolley et al. [4] . We use the two-dimensional spatial, discrete Fourier cosine transform
We aim to determine which wavenumbers, k = (k x , k y ), can be eventually excited in the course of a simulation. Given a system with R reactions and with two species, U and V, spread over I compartments we have the chemical master equation (CME), as follows
[P (W − ν j , t|W 0 , t 0 ) a i,j (W − ν j ) − P (W, t|W 0 , t 0 ) a i,j (W)] .
(S55) The vector W = (U, V) is composed of U = (U 1 , U 2 , . . . , U I ) T and V = (V 1 , V 2 , . . . , V I ) T , which are vectors of the number of molecules in each compartment of species U and V, respectively. The function a i,j is the propensity function for reaction j in compartment i, and ν ij is the stoichiometric matrix. Now, we assume, that the number of molecules in compartment χ i can be expressed as
where φ i and ψ i are the expected ratios of the number of molecules to the system parameter, Θ, which is the magnitude of the smallest homogeneous steady state, and η ui and η vi are random variables that describe the noise in species U and V, respectively. As we change variables, we redefine the probability P to P (U, V, t) = Π(η u , η v , t) ,
which we can differentiate with respect to time, keeping the number of molecules constant, to arrive at
To simplify further calculations, let us define new variables ζ = (η u , η v ) and ϕ = (φ, ψ).
Therefore, Equation (S59) becomes
Before we proceed further, we need to make a distinction between the macroscopic propensity function, a i,j , and the microscopic propensity function, a i,j . The macroscopic propensity function depends on the expected ratios of both species, a i,j (φ, ψ), while the microscopic propensity function depends on the number of molecules of both species, a i,j (U, V). This is important to note, as when we substitute Equation (S56) into the microscopic propensity function, we have
If we substitute Equation (S56) into the CME, Equation (S55), we have
Next, we expand the above in powers of Θ. The leading term, of order √ Θ, gives
which are satisfied by ∂ϕ i ∂t = R j=1 ν ij a i,j (ϕ),
i.e. the mean-field equations. The next terms in the expansion, terms of order 1, give
which is the Fokker-Planck equation for the noise in the system, as stated in [4] . The WNE allows us to separate the scales and consider the effects of weak noise within the system. We wish to use this method to determine which wave modes can be excited when we will consider pattern formation in a later section. As such, we will need to find the discrete cosine transform of the Laplacian, as was done in [5] , but for a system in two spatial dimensions. This leads to the following expressions for the evolution of the Fourier transformed covariances ˙ η ukxky η ukxky = 2d 1 η ukxky η ukxky + 2b 0 η ukxky η vkxky + v 1 ,
˙ η ukxky η vkxky = c 0 η ukxky η ukxky + (d 1 + d 2 ) η ukxky η vkxky +b 0 η vkxky η vkxky + v 2 ,
˙ η ukxky η ukxky = 2d 2 η vkxky η vkxky + 2c 0 η ukxky η vkxky + v 3 .
If we assume that the system under study can be expressed as in Equation (S38) and Equation (S39), then the constants in the above equations have the following form d 1 = 2λ u,1 (cos(k x κh) − 1) + 2λ u,2 (cos(k y h) − 1) +4λ u,3 (cos(k x κh) cos(k y h) − 1) + f φ , (S73) d 2 = 2λ v,1 (cos(k x κh) − 1) + 2λ v,2 (cos(k y h) − 1)
+4λ v,3 (cos(k x κh) cos(k y h) − 1) + g ψ , 
−4λ v,2v cos(k x κh) cos(k y h) + g(φ, ψ)) .
The function h(φ, ψ) is composed of terms present in both functions f and g, i.e. the terms that represent reactions involving both species. The jump rates λ u,i and λ v,i , are as defined in the main body of this paper. Equation (S70), Equation (S71) and Equation (S72) form a system of linear ordinary differential equations and, as a result, can be writtenẊ
where X = η ukxky η ukxky , η ukxky η vkxky , η vkxky η vkxky T , V = (v 1 , v 2 , v 3 ) T and
Therefore, Equation (S82) can be solved in the same manner as the system of ordinary differential Equations (S44) and we have the following eigenvalues
For spatial patterns to form, we require at least one of the eigenvalues to have a positive real part. However, since cos(·) − 1 ≤ 0 and the condition for a Turing instability is f φ + g ψ < 0, as stated in Section S4, then d 1 + d 2 ≤ 0. As a result, Re(e 0 ) ≤ 0 and Re(e − ) ≤ 0. Therefore, the only way for the patterns to form is if Re(e + ) ≥ 0, and so the condition for patterns to form is
