A hierarchical framework to perform automatic categorization and reorientation of consumer images based on their content is presented. Sometimes the consumer rotates the camera while taking the photographs but the user has to later correct the orientation manually. The present system works in such cases; it first categorizes consumer images in a rotation invariant fashion and then detects their correct orientation. It is designed to be fast, using only low level color and edge features. A recently proposed information theoretic feature selection method is used to find most discriminant subset of features and also to reduce the dimension of feature space. Learning methods are used to categorize and detect the correct orientation of consumer images. Results are presented on a collection of about 7000 consumer images, collected by an independent testing team, from the internet and personal image collections.
Introduction
In this paper we present a digital content management (DCM) solution which (a) automatically categorizes consumer images into four broad categories and (b) detects their correct orientation, based on their content. We first categorize the images into four categories namely Mountains, Monuments, Water bodies and Portraits. As the rotation of the input image is unknown (among multiples of 90 degrees), we do the categorization in a rotation invariant way. Then within each category we detect the correct orientation of the image by methods tuned to the statistics of that category.
We are interested in fast solutions suitable for implementation in a resource limited target. Hence, we use simple and inexpensive features based on color and edge information. To further speed up we use a recently proposed feature selection method [11] , based on information theory concepts, to reduce the dimension of the feature space by mining out a small subset of most discriminant features. Support vector machine (SVM), Gaussian mixture models and variant of the boosting classifiers are used as the learning methods for the various tasks. 
Related Work
Image categorization is an area of much recent research. However, most of the work uses high time complexity point detection e.g. Scale invariant feature transform (SIFT) [7] . A recent representation of images, bag of words [14] , has been shown to be very good for categorization tasks e.g. [14, 6, 4] . However, resource constraints prevent us from using point detection.
Orientation detection is also a well researched field. A Bayesian learning framework was presented in [10] for estimating the orientation of the images. [12, 13] did content based image orientation detection using SVMs with spatial color moments (CM) and edge direction histograms (EDH) features. [15] used AdaBoost algorithm with the CM and EDH features. They trained a indoors versus outdoors classifier using similar AdaBoost algorithm. [1] proposed a scalable boosting approach for image reorientation. The features used were statistics of different sized image blocks from RGB and YUV channels and vertical and horizontal edge images with comparisons as weak classifiers.
Proposed Framework

Categorization Method
We categorize the images into four classes namely Mountains, Monuments, Water bodies and Portraits. Fig. 1 shows examples of the images from the database. We solve the problem with a learning based framework. First we extract color based rotation invariant features (color correlograms) to represent the image and then use a statistical learning method (support vector machines, SVM) to do the categorization.
Low level features.
The color correlogram (CC) [5] feature is used for the categorization task. For any pixel, the CC gives the probability of a pixel at a distance k away to be of certain color, and is defined as γ
The choice of feature was motivated by two factors: (a) the input images may be rotated by multiples of 90 degrees and (b) images are expected to be color images and color distribution is a good discriminant for the different classes. CC [5] feature captures the spatial correlation of colors. It has been proposed and used for image indexing and retrieval. We show that the feature along with a suitable classifier can be used for image categorization giving good results.
Support Vector Machines.
Once the images are represented with CC vectors we use support vector machines (SVM) [9] for categorization of the vectors into 4 classes. SVM finds a separating hyperplane, in the φ(.) induced high dimensional space, having the maximum margin [9] and has been found useful in many machine learning applications. We train one-vs-one SVM classifier on the training data, the type of SVM used was C-SVC with an radial basis function (RBF) kernel, given by K(
The cost parameter C and the kernel parameter γ were optimized using cross validation. We used libsvm [3] for the experiments.
Image Orientation Detection
Once the images are categorized into four categories, we proceed to detect the correct orientation of the images. Each category is expected to have (a) different distributions of the low level features for the different orientations and (b) different features which are more discriminant for the task. Keeping these two points in mind we design feature extraction, feature selection and orientation detection modules which are tuned to the particular category.
Low level features.
We use low level color and edge features for the current task due to the resource limitations on embedded platform on which the system is expected to run. We extract the color moments (mean and variance) of the normalized R and G planes (which lends some robustness against illumination differences) i.e. Information theory based feature selection. To reduce the dimensionality and to mine out the most discriminant features we use a recently proposed information theory based feature selection method [11] . The method maximizes the mutual information (MI) among the features and the class labels given by
pX (x)pY (i) dxwhere X is the random process generating features x and Y is the random process generating labels i. 
] where X i,j is set of features from index i through j and X k is the k th feature. The MMI measures the discrimination power of individual feature while CCMI measures discrimination power of interdependence of features. They use theoretical tools and empirical validation to arrive at the important conclusion that, for common features, only pairwise dependence of features results in practical gains and modeling dependence of features beyond pairs complicates the model and reduces performance. We use the approximate Infomax algorithm, given in [11] , to mine out the most discriminant features.
Gaussian mixture model classifier. We use gaussian mixture models (GMM) to capture the distribution of the features (after feature selection) for the 4 rotation classes of the images. GMM pdf given by,
where M = (π, μ, Σ) are the GMM model parameters for the present GMM, is a light weight generative model for capturing the distribution of the feature vectors extracted from images with different rotations. We learn the GMM parameters
. . k} using the expectation maximization (EM) algorithm on the reduced feature space after feature selection. We fit four GMMs, one for each rotation of 0, 90, 180 and 270 degrees and assign orientation to a new image based on the likelihood of the four models of having generated that vector i.e. l * = arg max l f l (x; M l ).
Scalable boosting. The Portrait class is more varied because of the different backgrounds. We use a recently proposed scalable boosting algorithm [1] for orientation detection of the Portrait class. First basic images with RGB, HSV normalized versions of RGB, HSV and horizontal and vertical edge maps are generated. Then the features are extracted from those images i.e. the mean and variances of multiple sized blocks and strips (both horizontal and vertical). Finally a modified boosting algorithm [1] is used to learn a strong classifier with the weak classifiers being simple comparison etc. between the feature values as used in [1] . We train the strong classifier for 0 degree vs other rotations. When a new image is presented, we extract only the required parts of the basic images and calculate the features which are required for evaluation of the strong classifier. We calculate the response of all four rotated version of the new image and decide the final orientation of the image by the maximum response value.
Experimental Results
We tested our system on a database of about 7000 images collected over the internet and from personal image collections, by an independent testing team. To test our system, we split the dataset randomly into 100 images per category for testing and the rest for training. We did 10 such random splits and report the average performance here. Table 1 gives the confusion matrix for the categorization task, where the column is the true class. The overall performance for the method was 83.6 %, with the most confusion classes being Monuments and Mountains with 10.5 % confusion. Water bodies class. Table 2 shows the confusion matrix for the water bodies class. Again there is high confusion between mirror image rotations and very less confusion between images rotated with complementary angles. The average performance reached is 74.0 % for water bodies class with uniform performance for all rotations.
Categorization Results
Portrait class. Portrait class is the most varied class in terms of appearance due to the varied backgrounds against which the pictures have been taken. Table  2 shows the confusion matrix for the orientation detection of the Portrait classes. Again there is much confusion between the classes with opposite rotations. The performance reached for Portrait class is 80.4 %. 
Discussion and Future Work
When compared to scene categorization method of [8] we achieve a performance of 83.6 % on 4 categories while they achieve 89 % on 4 scene categories. However, we use simple features for reducing time complexity are able to achieve comparable results. Compared to the large scale performance evaluation in [2] we achieve better accuracies c.f. their 79.1 % (except in water bodies) by first categorizing the images into more homogeneous categories and then training the algorithm independently on each category.
To sum up, we have presented a system for categorization and orientation detection of consumer images using low level features and learning methods. The system is meant to be run on a low resource device and so only allows for the computation of simple features. This doesn't allow us to compute higher complexity sift features [7] , which could have potentially resulted in better results. As a future task, we would like to try out more complicated features as much allowed by our constraints.
