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using	 a	 3T	MRI	 scanner.	 The	 identification	 of	 nine	 networks	 was	 performed	 by	 a	
multiple-	template	 matching	 procedure	 and	 a	 subsequent	 component	 classification	
based	on	the	network	“neuronal”	properties.	Second,	for	each	of	the	identified	net-
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1  | INTRODUCTION
The	evaluation	of	functional	connectivity	from	resting-	state	fMRI	data	
is	 broadly	based	on	 two	 families	of	 analytical	methods.	 Seed-	based	
correlation	analysis	estimates	the	relationship	between	a	predefined	
region	(the	“seed”)	and	all	other	voxels	around	the	brain	(Biswal,	Yetkin,	
Haughton,	&	Hyde,	 1995;	 Fox	&	Raichle,	 2007;	 Fox	 et	al.,	 2005).	A	
commonly	employed	alternative	 is	 independent	 component	analysis	
(ICA;	Beckmann,	DeLuca,	Devlin,	&	Smith,	2005;	Damoiseaux	et	al.,	














may	 be	 due	 to	 non-	neuronal	 activity	 (such	 as	 cardiovascular	 signal,	
eye	movements,	muscle	activity	in	the	vicinity	of	the	head	and	head	
movement).	Classically	10	 functional	networks	 can	be	 reliably	 iden-
tified	from	ICA	(Beckmann	et	al.,	2005;	Damoiseaux	et	al.,	2006;	De	
Luca	et	al.,	2006;	Fox	&	Raichle,	2007)	by	decomposing	the	signal	and	









in	which	 the	 edge’s	 existence	 is	 binary	 and	 carry	 no	 representative	





degree,	 small-	worldness)	 and	 permutation	 testing	 (Zalesky,	 Fornito,	
&	Bullmore,	2010).	To	our	knowledge,	no	graph	theory	approach	has	
been	developed	to	evaluate	the	organization	properties	within	brain	




maps	voxel	 by	voxel,	where	 each	voxel	 is	 treated	 as	 a	 separate	 en-




to	 study	 functional	 connectivity	 changes	 in	 patients	with	 disorders	






In	 short,	we	used	 ICA	and	machine	 learning	classification	 to	 isolate	
a	set	of	neuronal	components	(Demertzi	et	al.,	2014),	and	then	con-
struct	weighted	 graphs	 for	 each	 of	 these	 components.	 As	 in	 other	
functional	and	structural	connectivity	mapping	methods,	we	defined	
our	 regions	based	on	structural	parcellation	 (Cammoun	et	al.,	2012;	





power	of	 ICA	 in	BOLD	signal	decomposition	and,	at	 the	same	time,	to	make	use	of	
well-	established	graph	measures	 to	evaluate	connectivity	differences.	Moreover,	by	
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the	weight	 (dependent	on	 the	magnitude	 and	 type	of	 contribution)	
between	each	pair	of	nodes	that	reflects	the	similarity	between	them	
through	a	common	similarity	with	the	time	course	of	the	component	











Functional	MRI	 time	 series	were	 acquired	 on	 a	 3T	 head-	only	 scan-
ner	 (Siemens	 Trio,	 Siemens	 Medical	 Solutions,	 Erlangen,	 Germany)	
operated	with	a	standard	transmit-	receive	quadrate	head	coil.	Three	
hundred	 multislice	 T2*-	weighted	 functional	 images	 were	 acquired	
with	 a	 gradient-	echo	 echo-	planar	 imaging	 sequence	 using	 axial	
slice	orientation	and	covering	 the	whole	brain	 (32	 slices;	voxel	 size:	
3 × 3 × 3 mm3;	matrix	 size	64	×	64	×	32;	 repetition	time	=	2,000	ms;	
echo	 time	=	30	ms;	 flip	 angle	=	78°;	 field	 of	view	=	192	×	192	mm2).	
The	 three	 initial	volumes	were	discarded	 to	 avoid	T1	 saturation	ef-
fects.	The	subjects	were	instructed	to	close	their	eyes,	relax	without	
falling	asleep	and	refrain	from	any	structured	thinking	such	as	count-
ing,	 singing	 etc.	 A	 high-	resolution	 T1-	weighted	 image	was	 also	 ac-
quired	for	each	subject	 (120	slices,	repetition	time	=	2,300	ms,	echo	
time	=	2.47	ms,	 voxel	 size	=	1	×	1	×	1.2	mm3,	 flip	 angle	=	9°,	 field	 of	




structural	 images,	 segmentation	of	 structural	data,	 spatial	and	 func-
tional	normalization	into	standard	stereotactic	Montreal	Neurological	














works	 using	 a	multiple-	template	matching	 procedure.	 This	method	









ponents	 obtained	 from	 ICA	 decomposition	with	 30	 components	 in	
19	 independently	 studied	 healthy	 subjects	 (Demertzi	 et	al.,	 2014).	
The	 classifier	 with	 highest	 overall	 classification	 rate	 was	 selected	
and	 subsequently	 used	 to	 label	 neuronal	 independent	 components.	




Segmentation	 of	 each	 subject’s	 T1-	weighted	 image	was	 performed	
with	 Freesurfer’s	 automatic	 segmentation	pipeline	 and	 the	Desikan	
Killiany	 atlas	 (De	 Luca	 et	al.,	 2006).	 Further	 parcellation,	 using	 the	












Let	X a N × P	matrix	storing	at	the	ith	row	the	timecourse	of	the	ith	
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with	an	error	term	ε,	for	every	region	and	each	component:
The	 regression	 value	 βij	 describes	 how	 the	 time	 course	 of	 the	
jth	region	can	be	explained	by	the	 ith	 independent	component	time	
course	plus	an	error	term.	The	regression	values	are,	however,	values	
of	 arbitrary	 size	 and	variance	 and	 cannot	 be	 interpreted	directly.	 In	
order	to	deal	with	this	issue,	we	chose	to	transform	these	values	into	
t-	values	(Worsley	&	Friston,	1995),	using	the	following	equation:
where c	 is	a	vector	indexing	each	component,	and	T	 is	the	matrix	of	
t-	values	 by	 region	 and	 IC.	 At	 this	 point,	 we	 have	 regional	 t-	values	










































functional	 image	 volumes	 and	 the	 number	 of	 independent	 compo-
nents	in	our	network	construction	procedure.	This	led	to	the	equation:
Given	 the	degrees	of	 freedom	and	 the	desired	significance	 level	
(p	<	.001),	 we	 calculated	 the	 t-	value	 with	 which	 to	 threshold	 our	
graphs.	We	chose	 to	 threshold	our	networks	 to	 remove	all	 t-	values	
that	were	not	in	the	99th	percentile.	This	led	to	the	calculation:




sumed	 tthreshold.	Group	 level	networks,	 as	presented	 in	Figures	2–6,	
were	created	by	thresholding	each	subject	weighted	matrix	Wa,b	and	






sifier	with	weights	 coming	 from	 the	 corresponding	 scalar	maps	of	












A	 graph	 is	 a	 formal	mathematical	 representation	 of	 a	 network	 and	
each	 object	 in	 a	 graph	 is	 called	 a	 node.	 The	 number	 of	 edges	 rep-
resents	the	number	of	connections	between	each	pair	of	connected	
nodes.	The	 average	degree	 represents	 the	 average	number	of	 con-
nections	(edges)	per	node.	Isolated	nodes	(nodes	without	edges)	were	
discarded	and	all	the	properties	were	calculated	for	the	constellation	
of	 connected	 nodes.	 The	 number	 of	 triangles	 represents	 triplets	 of	
nodes	in	which	each	node	is	connected	to	the	two	others.	The	small-	
worldness	was	calculated	by:
where C	and	Crand	are	the	clustering	coefficients	and	L	and	Lrand are 
the	 characteristic	 path	 lengths	 of	 the	 network	 of	 interest	 and	 the	
corresponding	random	network	(Humphries	&	Gurney,	2008).	Small-	
worldness	 is	 an	 extremely	 important	 property	 of	 networks.	 These	




















6 of 12  |     RIBEIRO dE PAULA Et AL.





classical	 network.	The	 calculation	 for	 both	 networks	was	 restricted	




















in	33%	of	 the	 subjects.	 ICA	was	used	 to	 separate	 the	 signal	 into	
non-	overlapping	 spatial	 and	 time	 components.	 This	 data-	driven	
method	was	able	to	extract	 the	DMN	as	well	as	many	other	net-
works	 with	 very	 high	 consistency,	 that	 can	 be	 verified	 by	 com-
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3.2 | Network­properties
The	 network	 properties	 were	 calculated	 for	 the	 nine	 independent	












The	 sagittal	 and	 axial	 graphical	 representations	of	 the	networks,	
as	 created	 from	 the	 respective	 group	 level	 matrix	W,	 are	 shown	 in	






























and	 fully	 exploratory	 network	 ICA	 (Schöpf	 et	al.,	 2010);	 once	 each	









information	 on	 the	 connectivity	 among	 each	 component,	 but	 each	
component	 is	not	derived	with	a	conventional	spatial-	ICA	approach.	
Therefore,	our	method	offers	more	flexibility,	since	it	deals	with	com-
monly	 derived	 ICA	 components,	 exploiting	 the	well-	established	 ad-
vantage	of	spatial	ICA	for	the	rejection	of	artifactual	components.
Comparison	between	the	nine	networks	and	the	classical	network	
did	not	 show,	 for	most	 of	 the	 comparisons,	 significant	 differences	 in	
the	studied	graph	properties,	which	 indicates	similarity	 in	 their	graph	




shows	 clearly	 that	when	extending	 the	 analysis	 to	 the	 full	 brain,	 i.e.,	





the	 auditory	 and	visual	medial	 networks	 together	with	 the	 significant	
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Type % No.­of­nodes E (103) k Triangles­(103) σ
AUD 80 265 15	±	2 144	±	9 1.13	±	0.02 1.18	±	0.03
DMN 47 356 26	±	4 167	±	14 1.28	±	0.03 1.41	±	0.05
ECL 33 153 6	±	1 84	±	5 1.53	±	0.04 1.88	±	0.07
ECR 80 131 9	±	1 105	±	7 1.51	±	0.03 1.86	±	0.06
SA 80 116 17	±	7 115	±	30 1.10	±	0.04 1.14	±	0.06
SM 87 102 5	±	1 80	±	13 1.44	±	0.09 1.68	±	0.16
VL 60 133 14	±	3 121	±	15 1.34	±	0.06 1.58	±	0.10
VM 73 277 22	±	2 174	±	12 1.24	±	0.04 1.38	±	0.06
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A	drawback	of	 the	procedure	 is	 that	 it	 relies	on	a	 spatiotempo-
ral	 “neuronality”	 check	 and	 template	 matching	 procedure	 prior	 to	
network	creation.	 It	 is	obvious	 that	 the	 template	matching	will	only	
work	properly	if	the	subjects’	brain	activity	patterns	fit	the	predefined	
templates.	 Pathological	 brain	 morphology	 may	 affect	 network	 pre-
sentation,	 however,	 we	 do	 not	 know	 in	which	 form	 the	 functional	
networks	will	 appear.	 It	may	be	attractive	 to	perform	 some	 type	of	
component	clustering	to	obtain	data-	driven	sets	of	the	groups’	most	
common	 graph	 types.	 Component	 clustering	 has	 been	 performed	
repeatedly	 in	ICA	analyses	using	volumetric	data,	as	well	as	 in	other	
























investigation	 into	 the	 anti-	correlation	networks	 for	 the	15	 subjects	
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