Introduction
We consider a Markov process, denoted by {X(t), t -0}, in continuous time with countable state space S. The process is assumed to be uniform and ergodic with stationary measure r. Let qij be the rate of jumps from the state i to state j and qi = ;ji qi7. Since the process is assumed uniform, we have qi q-q < X for all i E S.
The jump process {Aij(t), t -O} from state i to state j # i with qij > 0 is defined as the right-continuous process that counts the number of jumps from i to j. Let A(t) denote the vector with components Aij(t), ordered in one way or another. Ergodicity implies that its asymptotic mean A exists: A = lim-A(t).
t--o t theorems. One source of this singularity is the balance equations associated to the transition diagram, which say that the total number of jumps into a state cannot differ from the total number of jumps out of the same state by more than 1. It is natural to investigate if there are any other sources of singularity in the limit. In Theorem 8 and Theorem 9 of Section 5 we characterize the subspace spanned by the limiting Gaussian process for finite-state processes and countable-state processes respectively. The characterization demonstrates that the balance equations just discussed are the only source of singularity in the limiting process.
In Section 6, we discuss an important application that served to motivate much of this work. We discuss the traditional stable Jackson network and use our results to describe the covariances between traffic processes in the network that count the number of customers jumping between pairs of nodes. Simple formulas for these covariances can be derived in terms of certain sojourn times associated to the network.
Throughout, we let Ei denote expectation when X(0) = i and E, when X(0) -n. Eo denotes Ejo, where jo is a fixed state chosen as in Section 2. Statements made without specifying the initial distribution are true for all initial distributions. -A(TAo(nt)}n is tight, because Aij(TAo(nt)+l) -Aij(TAo(n,)) is the number of jumps from i to j over a typical interval (TAo(n,), TAo(nr)+l] of the renewal process A?. It follows that the first term of (10) also converges to zero in probability. From Equation (7) we see that the second term of (10) is equal to z A?nt).
Limit theorems

\ n r
We now claim the following. At first sight it seems that C depends on the rate of the chosen embedded process, but, of course, this is not the case. This completes the proof of Theorem 1.
Let now {X(t), t ' 0} be a uniform and ergodic Markov process with countable state space S. We next turn to central limit theorems for jump processes counting collections of jumps of {X(t), t ' 0}. For convenience, let us order the states of S in some way as S = {1, 2, 3, * * *}. Let dK denote the number of feasible jumps between pairs of states in {1, * * , K}. Define a projection SK: RN--RdK by erasing all but the first dK coordinates of a vector in IRN. Even though the process is uniform, it may be the case that the excess sojourn times a,i are infinite. To exclude this from happening, we shall consider only Markov processes with aij < 00 for all i, j. From the analysis that follows in this and the next section, it will be seen that it suffices to assume that the mean hitting time to some state j is finite, given that the process starts with the stationary distribution. Then the following theorem follows easily from the finite state space Theorem 1. The value of a functional central limit theorem is that it allows one to immediately write down central limit theorems for various functionals of the path. In applications, we are interested in taking weighted sums of the jump processes above and identifying the central limit fluctuations of such sums. In order to derive limit theorems for such sums from an underlying functional central limit theorem, we need to work with an appropriate topology on the underlying space.
For instance, let us examine Theorem 2 in more detail. Since the topology used on the marginals is the product topology on sequence space, we can only derive central limit theorems for sums of a finite number of the basic counting processes. In typical applications this is not enough. For example, in the Jackson network example discussed in more detail in Section 6, to derive functional central limit theorems for the traffic process of customers jumping from one node of the network to another, we need to be able to add up the counts from an infinite number of types of jumps. With this end in view, we now turn to refinements of Theorem 2 that allow more continuous functionals to be handled.
In the following, our main reference for discussion of Gaussian measures on sequence spaces will be [17] , especially Chapters 1 and 2. For the basic facts about sequence spaces, see for example [16] . Note in particular that Co denotes the space of sequences converging to zero, with the topology of uniform convergence. The following result is Theorem 2.2.5 of [17] and is central to extending the scope of Theorem 2. Proof. Since the marginal distribution is Gaussian and has zero mean, by Theorem 3 it suffices to verify that the diagonal of the covariance matrix is in f1. Equivalently, by virtue of (12) we need to prove: 
Characterizing the excess sojourn times
In this section we give a characterization of the excess sojourn times aij defined in Equation ( 2) in terms of the rate matrix of the process. This characterization is useful in calculations, as will be demonstrated in some simple examples in Section 4. 
Simple examples
In this section we carry out computations for some simple examples; a two-state process, a random walk on a complete graph, the countable-leafed flower, a general birth and death process, and an M/M/1 queue. These examples will also serve to motivate the discussion in Section 5. This example is generalized in Section 6, where the case of a Jackson network is treated in detail.
Range of the limiting Brownian motion
From the examples of the preceding section we see that the range of the limiting Gaussian process is often a proper subspace of the space in which we have proved the limit theorems. One source of this singularity is clearly the balance conditions imposed on the transition counts by the requirement that the total number of entries into a state and the total number of exits from the state cannot differ in absolute value by more than 1. It turns out that this is the only source of singularity for the limiting process. The formulation of this result is straightforward for finite state space, but somewhat more tricky for countable state space.
We first discuss the finite state space result. such that if GK denotes the restriction of the directed graph G associated to the process to SK, then each GK is strongly connected. We choose a root r E SI and construct an infinite tree T rooted at r and directed into the root by starting with such a tree T1 for G1, and, with TK-1 already constructed as a tree for GK-1 directed into the root, constructing TK as an extension of TK_1 which is also a tree for GK directed into the root. T is the limit of (TK). We may now define cr(i) for i # r as the successor of state i in T.
Let wK E t= be given by Then wK is a finite linear combination of (v', i E S). We claim that the sequence (wK) converges to w in the weak-* topology of (C, establishing the second statement of the theorem. and so also the sequence (ij wiiZni(t), t-0). This completes the proof of the theorem.
Fluctuations of traffic processes in a Jackson network
In this final section we illustrate the applicability of our results to the important practical example of a Jackson network. We compute the covariance matrix of the traffic processes in the network using our results and express the covariances in terms of certain simple sojourn times associated to the network.
A Jackson network of J nodes is a queueing network consisting of J first-come first-served exponential servers. The network is fed with customers by a Poisson process of rate y. Each customer is routed independently of the others to node i with probability ro, where Ei=l ro, = 1. On arriving at a node, the customer joins the tail of the queue and waits till it is his turn to be served. The service received at node i is an exponential random variable of mean x,-1; individual service times are independent. A customer completing service at node i is routed, independently of the others to node j with probability rij and out of the network with probability ro0. Here J=1 ri + ro0= 1. The arrival process, the routing decisions, and the service times are independent. We assume that the matrix R = [rij] is irreducible and strictly substochastic. The network can clearly be described by a Markov process {X(t), t > To bound the other three terms we need the following lemma. The last step is justified in Lemma 7 below. Putting (50) and (55) together we obtain the required formula (48). We now proceed with the justification of the three steps in the proof of the theorem. First, the interchange of limit and double summation in (52) is a consequence of the dominated convergence theorem. Lemma The latter is equal to twice the expected meeting time of two independent stationary copies of the process, which is finite.
Let fx,y(t) = Exj(yk(t) -rykt
Next, the interchange of limit and summation in (55) is again a consequence of the dominated convergence theorem. The proof is similar to that of Lemma 5. 
