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1. Disclaimer 
 
This report (Report) has been commissioned by the CGIAR Platform for Big Data in Agriculture, represented by the 
International Center for Tropical Agriculture (CIAT). This Report was produced independently by Dr. Jairo 
Alejandro Gómez (Consultant), and it provides information intended for CIAT. None of the statements contained 
in this report are intended to establish any obligation, standard or procedure by or on behalf of CIAT. By virtue of 
publishing this report, CIAT is under no obligation to adopt any of the recommendations set forth in the Report. 
The views expressed in this Report are not necessarily the views of CIAT. The information, statements, statistics, 
guidelines, and commentary (together the ‘Information’) contained in this Report have been prepared by 
Consultant from publicly available material and from discussions held with researchers from CIAT. While the 
consultant has made every attempt to ensure that the information contained in this Report has been obtained 
from reliable sources, the consultant is not responsible for any errors or omissions, or for the results obtained 
from the use of this information. All information in this Report is provided "as is", with no guarantee of 
completeness, accuracy, timeliness or of the results obtained from the use of this information, and without 
warranty of any kind, express or implied, including, but not limited to warranties of performance, merchantability 
and fitness for a particular purpose. The Information contained in this Report has not been subject to an audit.  
Care has been taken in the preparation of this Report, but all advice, analysis, calculations, information, forecasts, 
guidelines, and recommendations are supplied for the assistance of CIAT and nothing herein shall to any extent 
be relied on as authoritative or as in substitution for the exercise of judgment by CIAT. The consultant engaged in 
the preparation of this Report shall not have any liability whatsoever for any direct or consequential loss arising 
from use of this Report or its contents and gives no warranty or representation (express or implied) as to the 
quality or fitness for the purpose of any architecture, design, process, product, or system referred to in the Report.  
In no event will the Consultant be liable to CIAT or anyone else for any decision made or action taken in reliance 
on the information in this Report or for any consequential, special or similar damages, even if advised of the 
possibility of such damages.  
Certain links in this Report connect to Web Sites maintained by third parties over whom the Consultant has no 
control. The Consultant makes no representations as to the accuracy or any other aspect of information contained 
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2. Executive summary 
 
In order to feed a growing global population worldwide and in light of new challenges including climate variability, 
degrading ecosystems, and loss of arable land, we must leverage the insights, agility, and precision made possible 
by digital tools and technologies in agriculture worldwide.  To achieve this in developing economy contexts, much 
still must be learned about the appropriate technologies to collect, analyze, and act on relevant data for food 
security. 
Fortunately, in the last few decades, the data collection process has evolved. Expensive point-to-point networks 
gave way to distributed wide-area wireless sensor networks, and this set the stage for the Internet of Things (IoT). 
The IoT is a recent paradigm under which an array of electronic devices (known collectively as “things”) provide 
and exchange data through a network, very often through the Internet but it can also be a local or wide-area 
network. IoT approaches are enabling the development of new services spanning the perception-planning-action 
cycle. There are many different alternatives to abstract an IoT network, and this report highlights some of the 
most representative architectures developed by technological leaders, open-source communities, and 
researchers which are briefly summarized in the following paragraphs.  
Intel provides a compelling vision for end-to-end IoT solutions that includes a layered architecture for secure 
deployments, an example of common data flows as well as their characterization, a set of high-level software 
components and interfaces, and a detailed view of the possible communication technologies and protocols that 
can coexist in the solution. Intel has achieved a good balance with its architecture between abstraction, 
complexity, and usefulness. Intel provides development boards, gateways, and neural compute sticks that can 
enhance IoT applications, and in terms of software, it is contributing with other companies and the Linux 
Foundation to develop Zephyr1, a scalable real-time operating system (RTOS) supporting multiple hardware 
platforms. As Intel doesn’t provide implementation details of the software components in its architecture, they 
have to be mapped to the service solutions implemented by third-party companies. Over time, Intel has partnered 
with Amazon Web Services, Microsoft Azure, and Google Cloud Platforms to connect its hardware to the cloud2.  
Amazon Web Services (AWS) provides a simplified architecture with “things” that handle sensing and actuation, 
the cloud that handles the storage and the computing, and a set of services that enable the intelligence to 
transform logic and insights into action. Amazon provides a set of specific software components in the cloud to 
ease the IoT management, as well as low-level software (Amazon FreeRTOS, and AWS IoT Greengrass) that can 
run in different hardware platforms such as for microcontrollers and gateways, respectively. The problem with 
Amazon’s vision is that it assumes too early that the “things” in the IoT architecture are already connected to the 
Internet, providing little guidance as to how to achieve it.  
                                                            
1 Zephyr: a scalable real-time operating system (RTOS). 
https://www.zephyrproject.org  




Microsoft Azure has three main components in its architecture: “things” that produce data, insights extracted 
from the data, and actions based on insights. Despite its conceptual simplicity, Azure manages to provide a 
complete set of core and optional subsystems that support its vision without underestimating the challenges of 
connecting the field devices to the Internet. Azure has made a remarkable effort in improving its software 
development kit for IoT devices in recent years to support a wide variety of hardware platforms and programming 
languages. At the same time, it has powered some cutting edge IoT applications in agriculture involving TV white 
space technology. 
The Google IoT reference architecture is heavily influenced by machine learning, providing software services for 
handling large volumes of data once they reach the cloud. However, and similarly to AWS, it doesn’t illustrate how 
to transfer the data from the field to the Internet beyond simple use cases.  
The IBM architecture for IoT has 5 layers called user layer, proximity layer, public network, provider network, and 
an enterprise network. The most relevant aspect of IBM architecture is that it explicitly includes the user in the 
IoT abstraction process, something that most of the other architectures ignore. Having the user (researchers, 
farmers, stakeholders) at the core of the entire IoT deployment should be a priority for CIAT’s pilot. 
After reviewing the commercial options, it is clear that there are great services for IoT development. However, 
they can be expensive for the small farmer. For this reason, a set of open source architectures and software 
alternatives were explored. Mainflux is a modern, scalable, secure, open source, and patent-free IoT cloud 
platform that can be deployed either on-premises or in the cloud. It accepts user, device, and application 
connections over various network protocols, thus making a seamless bridge between them. Thinger.io is an open-
source platform that offers a ready to go and scalable cloud infrastructure for connecting millions of devices or 
things. SiteWhere is an industrial-strength open-source application-enablement platform for the Internet of 
Things (IoT). DeviceHive is a micro service-based system, built with high scalability and availability in mind, and 
Zetta is an open source software platform for creating an Internet of Things servers that run across geo-distributed 
computers and the cloud. The options provided by the open source community are very competitive but they do 
require more technical knowledge that their commercial counterparts to get a working solution. 
In a recent paper, Guth et al. (2018)3 proposed a simplified architecture that summarizes the key blocks that 
appear in many of the IoT architectures reviewed in this report. The architecture includes sensors, actuators, 
devices and drivers, gateways, a layer for the IoT integration middleware and another for the applications. In this 
architecture, sensors and actuators communicate with field devices through firmware drivers. These field devices 
exchange information either directly or through a gateway with a data ingestion service called IoT integration 
middleware in the data center or in the cloud to feed applications and services. The orders, commands, or simply 
new data, can flow back to lower elements in the architecture, effectively enabling feedback loop for supervision 
and control. The simplicity of the architecture enables a direct approach for designing small IoT projects but it 
makes it hard to escalate them or to conceive large deployments, mainly because the middleware abstracts most 
of the required services like the managing and provisioning of the devices. 
As most of the architectures and services mentioned before are not specific to agriculture, two efforts were 
selected and examined as possible candidates in light of one concrete design effort: a network for IoT-enabled 
research into four crops at the campus of the International Center for Tropical Agriculture (CIAT). These initiatives 
                                                            
3 Jasmin Guth, Uwe Breitenbücher, Michael Falkenthal, Paul Fremantle, Oliver Kopp, Frank Leymann, and Lukas Reinfurt. A 
Detailed Analysis of IoT Platform Architectures: Concepts, Similarities, and Differences, pages 81-101. Springer, 2018. 
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include: i) an IoT architecture for Agriculture proposed after a comprehensive systematic literature review by 
Talavera et al (2017)4 having a strong focus on moving the field data to the Internet to maximize its impact by 
using four core layers: physical, communication, service, and application, and ii) a Microsoft initiative called 
FarmBeats5, which includes an end-to-end IoT platform for data-driven agriculture that uses TV White space 
technology to connect field gateways with an intermediate internet-connected and smart gateway in the farm. 
It is important to understand that the architectures help to guide the development and deployment of IoT 
solutions, but it would be naïve to assume that any given architecture can be applied in every single scenario, 
particularly in agriculture. Nevertheless, this report represents an effort to consider architectures developed by 
technological leaders and research groups that can be applied in more than one scenario in developing economy 
contexts. The reader should note that designing an IoT sensor network for development agriculture is a hard 
engineering challenge.  The variability in the problem space is very large.  Many times, only a small subset of the 
solutions developed for other application domains can be applied to agriculture. The design requirements may 
compete against each other, and sometimes they are even mutually exclusive.  This difficulty is compounded by 
cost considerations; in developing economies there is a lot of pressure to develop very low-cost solutions because 
the investment margin is very narrow or the path to cost-recovery is unclear.    
In light of these challenges, and after a review of several reference architectures, the finding of this report is that 
those seeking to deploy and leverage IoT networks at CGIAR research locations should consider adopting a ready 
reference architecture like the ones surveyed in this document and then work to tailor it to their actual needs. For 
small pilots, Guth et al. (2018) architecture can be a good starting point, but for larger and more complex 
deployments in agriculture, Intel’s layered architecture could be combined both with Talavera’s et al. (2017) 
specific modules and with FarmBeats’ emphasis on local processing. By following best practices in terms of 
hardware development and software security, researchers will be able to deploy increasingly larger pilots with 
the most promising technologies in the space of a few months and iteratively develop, test, and integrate user 
feedback. Iterative design is a well-established best practice for developing and deploying IoT solutions, and CGIAR 





                                                            
4 Jesús Martín Talavera, Luis Eduardo Tobón, Jairo Alejandro Gómez, María Alejandra Culman, Juan Manuel Aranda, Diana 
Teresa Parra, Luis Alfredo Quiroz, Adolfo Hoyos, and Luis Ernesto Garreta. Review of IoT applications in agro-industrial and 
environmental fields. Computers and Electronics in Agriculture, 142, Part A:283-297, 2017. 
 
5 Deepak Vasisht, Zerina Kapetanovic, JongHoWon, Xinxin Jin, Ranveer Chandra, Sudipta Sinha, and Ashish Kapoor. Farmbeats: 
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As part of the CGIAR Platform for Big Data in Agriculture led by CIAT, this consultancy report highlights some of 
the most representative Internet of Things (IoT) architectures that have been applied in agriculture and related 
industries in light of a concrete design effort: a sensor network for IoT-enabled research at the campus of the 
International Center for Tropical Agriculture (CIAT) located in Palmira, Valle del Cauca, Colombia. The objective of 
the IoT sensor network is to automate data collection from crops and environmental variables, as well as to 
integrate them with current and future data-driven analyses and services. It should also enable some of the 
following cross-cutting research infrastructure needs identified by the enterprise architecture design work led by 
CGIAR centers: 
• The ability to capture and curate remote and proximal sensing data ranging from very fine to very broad 
scales, ensuring that measurements and image data will be interoperable. 
• The ability to link spatial information with semantic data and metadata of various types. 
• Appropriate storage and computational power to enable unique use-cases, as well as capabilities for 
leveraging and contributing to curated spatial and semantic data assets. 
• Tools enabling appropriate stewardship at different points in the research-data lifecycle. 
As a first step towards a general IoT sensor network, CIAT seeks to create a 1 Ha test pilot with four crops (rice, 
maize, cassava, and beans) to study intensive data-driven management as well as the suitability and cost-benefit 
of different sensor and telemetric technologies for automated measurement and management. Figure 1 presents 
a simplified block diagram of the desired pilot, where sensor data (including measurements and status), 
configuration data, and eventually actuator’s commands, will flow through the network to and from the IT 
infrastructure available at CIAT. Even though the first part of the pilot only involves local storage and processing 
of sensor data, it is expected that as the project matures, it will include access to cloud-based infrastructure and 
third-party services. The future IoT sensor network has two groups of users at CIAT, namely, researchers from the 
high-throughput phenotyping team and the data-driven agronomy team.  
 
Figure 1. Simplified representation of the pilot that will be developed by CIAT. Blocks and arrows in dashed lines represent non-essential 
components for the first pilot according to CIAT’s requirements. 
 
This report aims to assist CIAT researchers in reviewing existing IoT reference architectures as they can provide 
the guiding structure for the development of the sensor network and its first pilot. The rest of this document is 
organized as follows. Section 5 covers IoT reference architectures proposed by some of the technology leaders 
worldwide. These architectures have been included in this document because their developers attempted to 
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accommodate the needs of many different industries, and by doing so, they identified a set of common and 
essential elements. In particular, most IoT architectures highlight the importance of factors such as modularity, 
provisioning, security, management, storage, analytics, inter-operability (with third-party components and own 
services), as well as clear mechanisms to handle the interaction between the end user and the overall system. 
Section 5 also reviews the architectures behind some open-source IoT project initiatives and a selected research 
paper before revisiting some simplified architectures conceived to promote new deployments in agriculture. The 
objective is to understand how an abstract architecture can guide the design of an IoT network, as well as to 
comprehend the challenges involved. Some of these architectures are the result of a thorough intellectual process. 
They can be a stepping stone to tackle larger and more complex agriculture scenarios. However, they are by no 
means intended to be used in isolation, as domain context and field experience will always be required to design 
and deploy the desired solution. Finally, this report ends with the Conclusions in Section 6, and a Glossary in 
Section 7, which provides a brief description, grouped by topic, of the most relevant technical terms mentioned 
in this report. 
5. IoT reference architectures  
 
The following subsections cover IoT architectures proposed by companies such as Intel, Amazon Web Services 
(AWS), Microsoft Azure, Google, IBM, and a few selected research groups. Some of these architectures are 
applicable to many different industries and businesses where security, reliability, and scalability are central topics.  
 
5.1. Intel IoT platform reference architectures 
 
A few years ago, Intel developed two reference architectures for IoT6, both of which handled the need for data 
and device security, device discovery, provisioning (the process of setting up a new device and making it ready for 
use), management, data normalization, analytics, and services.  Intel's reference architectures are now available 
under a non-disclosure agreement (NDA). The first architecture is referred to as “Version 1.0 The Intel IoT Platform 
Reference Architecture for Connecting the Unconnected” and its goal is connecting legacy infrastructure, which 
means legacy devices that were not built with intelligence nor Internet connectivity but which can be securely 
connected and managed through IoT gateways.  The second architecture is referred to as “Version 2.0 The Intel 
IoT Platform Reference Architecture for Smart and Connected Things”, and it is intended for building new 
infrastructure ranging from battery-powered through ultra-high-performance devices. Figure 2 shows a solution 
for connecting legacy and modern “things” to the network infrastructure so that they can work together. The 
three main actors are the things, the network devices, and the cloud, which can be either public, private, or hybrid.  
Modern things connect directly to the Internet while legacy things have to connect through gateways. The solution 
highlights that the main actors should provide a set of modules that ensure security, management, and 
mechanisms for the developer and interested parties to interface with the system and extend it through libraries, 
application programming interfaces (API), or software development kits (SDK). 
                                                            
6 The Intel IoT Platform. Architecture White Paper Internet of Things (IoT).  




Figure 2. End-to-end IoT solution from things to network to cloud6. 
 
Intel’s IoT architecture is shown in Figure 3. It has a set of well-defined layers, where the white blocks correspond 
to user layers, the dark-blue blocks are the major runtime layers, and the light blue layer is intended for 
developers. The architecture is built up from the bottom starting with the communications and connectivity layer 
handling the interaction with the physical devices, and ending with the business layer. In this architecture, the 
security layer interacts with all the runtime and user layers. Overall, this architecture identifies the essential 
functions for a flexible IoT solution, but depending on the specific application some of these layers can be grouped 
together, moved (like the control layer), or repeated in different layers (like the analytics submodule). For 
agriculture applications, the communications-and-connectivity layer is probably the most expensive and 
challenging to implement given the number of sensing nodes required to monitor an entire crop field.  
 
Figure 3. Layered Architecture for secure end-to-end solutions6. 
 
Figure 4 presents the data flow in Intel’s architecture for devices without a native internet connectivity. It follows 
the same three-actor solution (things-network-cloud) that was depicted in Figure 2 while highlighting the three 
types of flow can occur within the network: data flow, security and management flow, and actuation and control 
flow. Figure 4 shows also three possible configurations of the “intelligent things” built around embedded 
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computing platforms or gateways in terms of: the services that they can include, the ways that they can interact 
among themselves, and the level of autonomy that they can have. In Figure 4, the protocol-manager-and-adapter 
block (identified as PMA) can be understood as a low-level software driver that allows the CPU of the intelligent 
things (commonly a microcontroller, single-board computer or gateway) to interact with the sensors and 
actuators. This driver handles tasks such as dealing with analog-to-digital converters, digital-to-analog converters, 
digital communication protocols, general purpose input/output, converting digital counts to actual measurements 
with specific units, and so on. The data ingestion and processing block (letter D in the figure) schedules and 
performs the sensor sampling, takes the result of the data acquisition and filters the sensor data. The actuation- 
and-control block (letter C in the figure) implements controllers that govern field actuators. These controllers can 
be based on simple rules (if-then-else statements), can be based on classical control theory, or can be based on 
analytics and machine learning algorithms (blocks with letter A). In all scenarios, intelligent things must include 
services that ensure security (blocks with letter S), configuration and management (blocks with letter M), 
interaction with third-party business and application agents (block with letter B), and APIs and libraries (blocks 
with letter L) to enable high-level features and processes. Depending on the application, some of the intelligent 
things can include dedicated storage to permit data-driven local services or to increase their autonomy and 
robustness under unreliable communication channels (e.g:  for storing sensor measurements while the internet 
connection or the server can get back online). 
The cloud (which can be a third-party cloud, an on-premise or off-premise data center or a private cloud) in Figure 
4 must have a data center management and security layer at the lowest level that includes services such as 
monitoring, auto-scaling, logging, and event handling, under a secure environment. The first layer of services in 
the cloud is intended for the “things”, and they provide the means to ensure their security, attestation, and 
management. The second group of processes in the cloud corresponds to secure service brokers, which are 
responsible for the data exchange with the network. Once the data and the metadata are in the cloud, they can 
be processed and stored using additional cloud services. The received data can be used to feed advanced data 
analytic services such as stream analytics and batch analytics, which can then be fed to other services in the cloud 
or be used to perform a remote control of the assets in the network. The raw, intermediate, or processed data in 
the cloud can feed additional services such as business logic rules, service orchestration modules, or business 
portals. Finally, data exchanged with higher level applications like vertical IoT apps and other IT or business 




Figure 4. Data flow for devices without native Internet connectivity6. 
 
In order to enable the data flow presented in Figure 4, Intel describes the software components required to 
connect the devices as well as the suggested interfaces in Figure 5. The diagram covers on-premise software for 
intelligent things and gateways, as well as cloud software. The developer in an IoT solution has to deal with 
software at three different levels: firmware for the intelligent things, middleware for the gateways, and software 
services for the cloud. The function of the on-premise software components is discussed next. 
• Firmware for sensors, actuators: gathers information from the environment and perform actuation. Field 
devices connect to the gateway or sensor hub through wired or wireless links. 
• Middleware for the sensor hub: interfaces sensors using device drivers or API libraries. 
• Software for local database: stores sensor data, logs, and configuration values from the cloud. 
• Software for data agents: Ingests and formats data for the cloud from field devices. It can communicate 
with sensors through API or device drivers.  
• Software for edge analytics agents: learns from data in near real time. It communicates with devices and 
with the cloud through APIs for rules on data streams, alerts, and local processing.  
• Middleware and software for security agents: handle authentication keys and certificates for gateways, 
sensors, and actuators. They communicate with security management software in the cloud. 
• Middleware and software for management agents: handle management for gateways, sensors, and 
actuators including provisioning, error handling, alerts, and events. They communicate with device 
management software in the cloud.  
The main software components in the cloud include: 
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• Cloud data ingestion: interacts with edge data agents and ingests data from edge devices. Data are made 
available to other cloud services through the Enterprise Service Bus (ESB), which is a communication 
system between mutually interacting software applications in a service-oriented architecture. The 
communication with the data agents can use communication protocols such Message Queue Telemetry 
Transport (MQTT), Representational State Transfer (REST), etc.  
• Cloud security management software: interacts with edge security agents in the edge, and configures and 
control security policies of on-premise equipment. The communication occurs with the edge security 
agents and the configuration database.  
• Cloud device management software: interacts with the management services in the edge, and configures 
and controls manageability policies of on-premises equipment. The communication occurs with the edge 
device management agent and configuration database.  
• Enterprise service bus: enables the communication between interacting software applications.  
• Operational database: manages dynamic data end-to-end. 
• Configuration database: contains all relevant information about the edge components and their 
relationships.  
• Analytics software: performs analysis of the data collected from edge devices.  
• Service orchestration software: provides automated configuration, coordination, and management of 
applications and services.  
• Configuration management: ensures on-premises configuration management of devices and their 
security. 
 
Figure 5. Software components and interfaces for Intel's IoT reference architecture6. 
 
The proposed communication-and-connectivity layer in Intel's architecture is shown in Figure 6. It aims to enable 
multi-protocol data communication between devices at the edge as well as between the endpoint devices, 
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gateways, network, and data center. It considers proximity networks (PAN), local area networks (LAN), as well as 
wide area networks (WAN) to connect the different devices in the architecture.  
 
Figure 6. Detailed view of communications in Intel’s IoT architecture6. 
 
Intel’s architecture enables the distribution of analytics and control processes both in endpoint devices and in the 
cloud, see Figure 7. This helps the developer to optimize the system either for time-critical applications by making 
all the inferences and control decisions at the edge, or computation-intensive applications where the inferences, 
visualizations, reports, and decisions are made in the cloud but control signals can be transmitted to the edge 
through a communication channel in the network. 
 




The management layer in Intel’s IoT architecture allows automated discovery, registering, and provisioning of 
endpoint devices. It can also update applications and operating systems, manage data flows from devices such as 
destination and storage policy, upload or stream data, stop or reboot selected devices, define and manage events 
alarms and notifications, and use rules defined in the cloud to initiate actions. This layer can handle scripts, 
manage devices from the command shell, organizations, users, access rights, and can also upload and download 
files to or from a device. Each managed device has a management agent that executes the management in its 
device and communicates with the cloud platform via messages. 
 
 
Figure 8. The management layer supervises endpoint devices6. 
 
5.2. Amazon AWS IoT Architecture 
 
AWS IoT7 enables “Internet-connected devices” to interact with the AWS Cloud and lets applications in the cloud 
interact with Internet-connected devices. Common IoT applications either collect and process telemetry from 
devices or enable users to control a device remotely. The AWS IoT service suite considers two main parts shown 
in Figure 9 that correspond to “Things or Devices”, which can be endpoints (sensors or actuators) or gateways, 
and the “Cloud” that handles storage, computing, and learning.  
 
Figure 9. AWS IoT service suite7. 
                                                            




The software and services in the AWS IoT architecture are shown in Figure 10. The device software includes a real-
time operating system for microcontrollers called Amazon FreeRTOS that makes small, low-power edge devices 
easy to program, deploy, secure, connect and manage. Amazon FreeRTOS extends the FreeRTOS kernel, a popular 
open-source operating system for microcontrollers, with software libraries to securely connect small, low-power 
devices to AWS cloud services like AWS IoT Core, or to more powerful edge devices running AWS IoT Greengrass. 
The AWS IoT Greengrass is a software intended for gateways and it extends AWS to edge devices so they can act 
locally on the data they generate, while still using the cloud for management, analytics, and durable storage. With 
AWS IoT Greengrass, connected devices can run AWS Lambda functions (a compute service that lets you run code 
without provisioning or managing servers), execute predictions based on machine learning models, keep device 
data in sync, and communicate with other devices securely, even when not connected to the Internet. 
In the Cloud, AWS makes a distinction between control services and data services. As part of the control services, 
AWS defines an IoT Core, a managed cloud service that lets connected devices easily and securely interact with 
cloud applications and other devices. AWS IoT Core can support billions of devices and trillions of messages and 
can process and route those messages to AWS endpoints and to other devices reliably and securely. Thanks to the 
AWS IoT Core, applications can keep track of and communicate with all deployed devices. AWS IoT Core supports 
communication protocols such as HTTP, WebSockets, and MQTT. Another service considered in the architecture 
is the AWS IoT Device Management that onboard, organize, monitor, and remotely manage IoT devices (including 
sending firmware updates over-the-air) at scale. In terms of security, AWS provides the AWS IoT Device Defender, 
which is a fully managed service that helps the user secure the IoT devices. The AWS IoT Device Defender 
continuously audits the IoT configurations to make sure that they aren’t deviating from security best practices, 
and it sends an alert if there are any gaps in the IoT configuration that might create a security risk, such as identity 
certificates being shared across multiple devices or a device with a revoked identity certificate trying to connect 
to AWS IoT Core. The last component of the control services is the AWS IoT Things Graph, which provides a visual 
drag-and-drop interface for connecting and coordinating devices and web services so that the user can build IoT 
applications quickly. 
The data services provided by AWS include the AWS IoT Analytics for running analytics on large volumes of IoT 
data. This component automates each of the required steps to analyze data from IoT devices: it filters, transforms, 
and enriches IoT data before storing results in a time-series for analysis. The user can configure the service to 
collect specific data from deployed devices, apply mathematical transforms to process the data, and enrich the 
data with device-specific metadata such as device type and location before storing the results. Then, the user can 
analyze the data by running ad hoc or scheduled queries using the built-in Structured Query Language (SQL) query 
engine or perform more complex analytics and machine learning inference. A complimentary service is the AWS 
IoT SiteWise that can monitor operations across facilities, compute common industrial performance metrics, and 
build applications to analyze industrial equipment data. Finally, the AWS IoT Events is a fully managed IoT service 
that detects and responds to events from IoT sensors and applications. Events in AWS are patterns of data 
identifying specific circumstances.  The user simply selects the relevant data sources to ingest, defines the logic 






Figure 10. Software components in AWS IoT architecture7. 
 
Figure 11 and Figure 12 show the internal processes that occur within AWS IoT and its integration in a generic IoT 
project8. Devices report their state by publishing messages in JavaScript Object Notation (JSON) format on MQTT 
topics. Each MQTT topic has a hierarchical name that identifies the device whose state is being updated. When a 
message is published on an MQTT topic, the message is sent to the AWS IoT MQTT message broker, which is 
responsible for sending all messages published on an MQTT topic to all clients subscribed to that topic. The 
communication between a device and AWS IoT is protected through the use of X.509 certificates, which is a 
standard defining the format of public key certificates.  
AWS IoT can generate a certificate for the users or they can use their own. In either case, the certificate must be 
registered and activated with AWS IoT and then copied onto the device. When a device communicates with AWS 
IoT, it presents the certificate to AWS IoT as a credential. AWS recommends that all devices that connect to AWS 
IoT have an entry in the registry. The registry stores information about a device and the certificates that are used 
by the device to secure communication with AWS IoT.  
The user can then create rules that define one or more actions to perform based on the data in a message, this is 
called a rules’ engine. For example, the user can insert, update, or query a database (e.g: DynamoDB table) or 
invoke a Lambda function. Rules use expressions to filter messages. When a rule matches a message, the rules’ 
engine triggers the action using the selected properties. Rules also contain an Identity and Access Management 
(IAM) role that grants AWS IoT permission to the AWS resources used to perform the action.  
In the AWS architecture, each device has a “shadow” that stores and retrieves state information. Each item in the 
state information has two entries: the state last reported by the device and the desired state requested by an 
application. An application can request the current state information for a device. The shadow responds to the 
request by providing a JSON document with the state information (both reported and desired), metadata, and a 
version number. An application can control a device by requesting a change in its state. The shadow accepts the 
state change request, updates its state information, and sends a message to indicate the state information has 




Figure 11. Interactions between AWS IoT components 8. 
 
 
Figure 12. IoT example with AWS. 
                                                            





5.3. Microsoft Azure IoT reference architecture 
 
Microsoft shared online9 the recommended architecture and a set of implementation technology choices to build 
solutions based on Azure IoT. This architecture describes terminology, technology principles, common 
configuration environments, and composition of Azure IoT services, physical devices, and Intelligent Edge Devices. 
For Microsoft, IoT applications can be described as “Things” (or devices) sending data or events that are used to 
generate “Insights”, which in turn drive “Actions” to help improve a business or process. Therefore, the end goal 
of the architecture can be stated as taking action on business insights found through gathering data from assets. 
 
Figure 13. Abstraction of Azure IoT architecture9. 
 
The recommended architecture by Microsoft for IoT solutions has the following characteristics: 
• It is cloud native, microservice, and serverless based (see the Glossary at the end of this report for more 
details about these concepts).  
• The IoT solution subsystems should be built as discrete services that are independently deployable, and 
able to scale independently. 
• The subsystems should communicate over REST/HTTPS using JSON (as it is human readable), though 
binary protocols such as Avro10 can be used for high performance needs. 
• The use of an orchestrator (e.g. Azure Kubernetes Services - AKS or Service Fabric) is recommended to 
scale individual subsystems horizontally or using “Platform as a Service or PaaS” (e.g: Azure App Services) 
that offer built-in horizontal scale capabilities. 
• The architecture should support a hybrid cloud and edge computing strategy, meaning that some data 
processing is expected to happen on premises. 
For Microsoft, an IoT application includes the subsystems depicted in Figure 14, which are explained next.  
1. Devices and on-premise edge gateways that have the ability to securely register with the cloud and 
provide connectivity options for sending and receiving data with the cloud. In this regard, the Azure IoT 
Hub Software Development Kits (SDK) enable secure device connectivity and transmission of telemetry 
data to the cloud. 
2. A cloud gateway service or hub (e.g: Azure IoT Hub service) to securely accept data and provide device 
management capabilities (e.g: Azure IoT Hub Device Provisioning Service or DPS). 
                                                            
9 Azure IoT Reference Architecture.  
https://blogs.msdn.microsoft.com/wriju/2018/02/26/azure-iot-reference-architecture/ 




3. Stream processors that consume the data (e.g: Azure Stream Analytics or Azure IoT Hub Routes with Azure 
Functions) and integrate them with business processes (e.g: Azure Functions and Logic Apps) before they 
are placed into storage. In this regard, Microsoft recommends the following databases: Azure Cosmos DB 
for the warm path storage, i.e: data that have to be available for reporting and visualization immediately 
from devices; Azure Blob Storage for the cold storage, i.e: long-term data storage used for batch 
processing; and Azure Time Series Insights for applications with specific reporting needs related to time 
series. 
4. User interfaces to visualize telemetry data and facilitate device management (e.g: Power BI, TSI Explorer, 
native applications, or custom web user-interface applications). 
In addition to the core subsystems described previously, some IoT applications can include additional subsystems: 
5. Intelligent edge devices allow aggregation or transformation of telemetry data, as well as on-premise 
processing (e.g: Azure IoT Edge).  
6. Cloud telemetry data transformation helps to restructure, combine, or modify telemetry data received 
from devices (e.g: Azure Functions). 
7. Machine learning (e.g: Azure Machine Learning) enables the execution of predictive algorithms over 
historical telemetry data, which facilitates predictive maintenance and other common use cases. 
8. User management allows splitting the functionality among different roles and users. 
 
Figure 14. Azure IoT architecture with core subsystems only9. 
 
 
Figure 15. Azure IoT Architecture with core and optional subsystems9. 
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Microsoft acknowledges that there are additional components required for general IoT applications. These 
additional components are illustrated in Figure 16 and discussed in the following paragraphs. 
9. Security requirements that includes user management and auditing, device connectivity, in-transit 
telemetry, and at rest security. For user management Microsoft recommends the Azure Active Directory 
as it supports the OAuth2 authorization protocol, and the OpenID Connect authentication layer, providing 
audit log records of system activities. 
10. Logging and monitoring of an IoT cloud application for determining its health and troubleshooting failures 
both for individual subsystems and the application as a whole (e.g: see the Azure Operations Management 
Suite or OMS, Application Map, and App Insights).  
11. High availability and disaster recovery allowing the solution to recover rapidly from systemic failures. For 
IoT applications, this requires hosting duplicate services, as well as duplicating application data across 
regions depending on acceptable failover downtimes and tolerable data losses. 
 
 
Figure 16. Complete Azure IoT architecture9. 
 
In terms of device connectivity options for IoT solutions, Microsoft uses the conceptual representation displayed 
in Figure 17. The numbers in the figure correspond to four key connectivity patterns, defined as follows: 
1. Direct device connectivity to the cloud gateway: for IP capable devices that can establish secure 
connections via the Internet. 
2. Connectivity via a field gateway (IoT Edge Device): for devices using industry-specific standards such as 
Constrained Application Protocol (CoAP) or OPC UA (a machine to machine communication protocol for 
industrial automation), short-range communication technologies (such as Bluetooth or ZigBee), as well as 
for resource-constrained devices not capable of hosting the Transport Layer Security (TLS) stack, or 
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devices not exposed to the Internet. This option is also useful when the stream and data aggregation is 
executed on a field gateway before sending the result to the cloud. 
3. Connectivity via a custom cloud gateway: For devices that require protocol translation or some form of 
custom processing before reaching the cloud gateway communication endpoint.  
4. Connectivity via a field gateway and a custom cloud gateway: Similar to the previous pattern, field 
gateway scenarios might require some protocol adaption or customizations on the cloud side and 
therefore can choose to connect to a custom gateway running in the cloud. Some scenarios require 
integration of field and cloud gateways using isolated network tunnels, either using virtual private 
network (VPN) technology or using an application-level relay service.  
The Azure IoT Hub, a central component in Microsoft’s architecture, provides support for protocols such as the 
Advanced Message Queuing Protocol (AMQP) 1.0 with optional WebSocket10 support, MQTT 3.1.1, and native 
HTTP 1.1 over TLS. In case that the user needs support for the CoAP protocol, it can be implemented using a 
protocol gateway adaptation model in the cloud. However, Microsoft highlights that the use of a cloud gateway 
needs to be evaluated carefully because, in general, it’s beneficial to ingest the data to the cloud gateway as fast 
as possible and then perform transformations on the cloud backend decoupled from the ingestion. As a final note, 
the Azure platform supports the Internet Protocol version 4 (IPv4) externally but is not dependent on it and will 
translate directly toward the Internet Protocol version 6 (IPv6) once it is available for Microsoft Azure networks 








5.4. Google IoT reference architecture 
 
Figure 18 presents the reference architecture developed by Google to build a robust, maintainable, end-to-end 
IoT solution that can be hosted in the Google Cloud Platform. The architecture has a strong focus on data-driven 
services and machine learning both in the Cloud and in the Edge.  Google understands IoT as the use of network-
connected devices, embedded in the physical environment, to improve some existing process, or to enable a new 
scenario not previously possible. These devices, or things, connect to the network to provide information they 




Figure 18. Google IoT reference architecture11. 
 
The top-level components for Google include the device, the gateway, and the cloud. A device includes hardware 
and software that interact directly with the world. The devices can connect to a network to communicate with 
each other, or to centralized applications. These devices might be directly or indirectly connected to the internet. 
In this regard, a gateway enables devices that are not directly connected to the Internet to reach cloud services. 
In this context, and although the term gateway has a specific function in networking, it is also used to describe a 
class of devices that processes data on behalf of a group or cluster of devices. At the end of the process, the data 
from each device reach the Cloud platform, where they are processed and combined with data from other devices 
and sources. Google understands that each device can provide or consume different types of information such as: 
device metadata, sate information, telemetry (which might be preserved as a stateful variable on the device or in 
the cloud), commands, and operational information (useful for maintenance). 
                                                            





For the sake of comparison with other providers, the main Google Cloud services used in IoT are briefly described 
next: 
• Google Cloud IoT Core provides a secure MQTT broker for devices managed by IoT Core. The IoT Core 
MQTT broker directly connects with Cloud Pub/Sub (i.e: publish/subscribe). 
• Google Cloud Pub/Sub provides a globally durable message ingestion service. By creating topics for 
streams or channels, the user can enable different components of the application to subscribe to specific 
streams of data without needing to construct subscriber-specific channels on each device. Cloud Pub/Sub 
also natively connects to other Cloud Platform services, helping the user to connect ingestion, data 
pipelines, and storage systems. 
• Cloud Pub/Sub scales to handle data spikes that can occur when swarms of devices respond to events in 
the physical world, and buffers these spikes to help isolate them from applications monitoring the data. 
• Stackdriver Monitoring and Stackdriver Logging ingest operational information. 
• Google Cloud Dataflow provides the open Apache Beam programming model as a managed service for 
processing data in multiple ways, including batch operations, extract-transform-load (ETL) patterns, and 
continuous, streaming computation.  
• Cloud Datastore and Firebase Realtime Database allow the user to make state or telemetry data available 
to mobile or web apps, by storing processed or raw data in structured but schemaless databases, where 
IoT device data can be represented as domain or application level objects. 
• Google Cloud Functions allows the user to write custom logic that can be applied to each event as it 
arrives. This can be used to trigger alerts, filter invalid data, or invoke other APIs. Cloud Functions can 
operate on each published event individually. If the user needs to process data and events with more 
sophisticated analytics, including time windowing techniques or converging data from multiple streams, 
Cloud Dataflow provides an analytics tool that can be applied to streaming and batch data. 
• Google BigQuery provides a fully managed data warehouse with a SQL interface, so that the user can store 
the IoT data alongside any of the other enterprise analytics and logs. 
• Cloud Datalab is an interactive tool for large-scale data exploration, analysis, and visualization. IoT data 
can be useful for multiple use cases, depending on how the data are combined. Cloud Datalab lets the 
user interactively explore, transform, analyze, and visualize the data using a hosted online data 
workbench environment based on the open-source Jupyter project. 
• Tensorflow is an open-source machine-learning framework and Cloud Platform that can be applied in a 
distributed-and-managed training service through the Cloud Machine Learning Engine. 
• Cloud Bigtable provides a low-latency and high-throughput database for NoSQL data. It provides a place 
to drive heavily used visualizations and queries, or to absorb or serve at high volumes. Compared to 
BigQuery, Cloud Bigtable works better for queries that act on rows or groups of consecutive rows as it 
stores data by using a row-based format. Compared to Cloud Bigtable, BigQuery is a better choice for 
queries that require data aggregation. 
• Cloud Storage provides a single API for both current-use object storage and archival data used 
infrequently. If the selected IoT device captures media data (e.g: audio, images, video), then the Cloud 





5.5. IBM IoT reference architecture 
 
IBM developed an IoT reference architecture12 shown in Figure 19 to connect IoT devices and quickly build scalable 
apps and visualization dashboards to gain insights from data, using its cloud and AI services. This architecture has 
five layers: a user layer, proximity layer, public network, provider network, and the enterprise network. One 
relevant aspect of this architecture is that it includes the user in the IoT abstraction process. In fact, the diagram 
incorporates different flows for “data and control” and “user” information. As all the blocks represented in the 
diagram have already been discussed in the previous architectures, no further details will be provided. The 
interested reader can refer to the online documentation written by IBM. 
 
Figure 19. IoT reference architecture from IBM12. 
 
 
                                                            







5.6. Open-source IoT initiatives 
 
There are many IoT reference architectures from commercial providers in the market today. However, the 
software components that enable those architectures in the cloud create monthly fees that can be expensive for 
farmers. For this reason, and considering that CIAT aims to explore open-source alternatives, this section provides 
a description of some projects that have developed software services required for IoT implementations that can 
be deployed either on-premises or in an arbitrary cloud using serverless technologies.  
Mainflux13 is a modern, scalable, secure open source and patent-free IoT cloud platform written in the Go 
programming language that can be deployed either on-premises or in the cloud. It accepts user, device, and 
application connections over various network protocols (i.e. HTTP, MQTT, WebSocket, CoAP), thus making a 
seamless bridge between them. Mainflux can be used as the IoT middleware for building complex IoT solutions as 
shown in Figure 20. It is important to highlight that Mainflux is a member of the Linux Foundation and an active 
contributor to the EdgeX Foundry project. Mainflux provides the following features: multi-protocol connectivity 
and protocol bridging, device management and provisioning, fine-grained access control, storage support 
(Cassandra, InfluxDB and MongoDB), platform logging and instrumentation support, event sourcing, container-
based deployment using Docker and Kubernetes, LoRaWAN network integration, SDK, command-line interface 
(CLI), small memory footprint and fast execution, domain-driven design architecture, high-quality code and test 
coverage. Mainflux infrastructure and software stack, shown in Figure 21, are composed of a set of components 
and microservices necessary for IoT solutions. The Mainflux IoT platform provides a set of SDKs and client libraries 
for various hardware platforms in several programming languages (C/C++, JavaScript, Python), as well as a set of 
open APIs, and development tools. In terms of deployment technology, Mainflux uses Docker containers, docker-
compose, Kubernetes, NGINX load balancing, and Cisco MANTL, which is a runtime environment for microservices. 
 
Figure 20. Mainflux location within an IoT application13. 
                                                            








Figure 21. Mainflux architecture for IoT. Top: infrastructure stack. Bottom: software stack13. 
Thinger.io14 is an open-source platform that offers a ready to go and scalable cloud infrastructure for connecting 
millions of devices or things. The user can control these devices with an admin console, or integrate them into the 
business logic using REST APIs. The platform allows the user to install the server on any host with ubuntu snap 
packages for different platforms such as x86, x64, arm64, or armhf. The user can also deploy a Thinger.io server 
in AWS infrastructure using a provided Amazon Machine Image (AMI). Interestingly, the platform also offers client 
libraries for connecting Arduino and ARMmbed devices. 
                                                            







SiteWhere15 is an industrial-strength open-source application-enablement platform for the Internet of Things 
(IoT). It provides a multi-tenant microservice-based infrastructure (see Figure 22) that includes the key features 
required to build and deploy IoT applications. SiteWhere separates the many aspects of IoT processing into 
microservices, each specializing in a specific task. These include functionality such as event ingestion, big-data 
event persistence, device state management, large-scale command delivery, integration of device data with 
external systems, and much more. Each microservice is a Spring Boot application wrapped as a Docker container. 
The microservices self-assemble into a SiteWhere instance which is orchestrated as a highly-available distributed 
system on top of the Kubernetes infrastructure. A Helm chart is used to configure the list of SiteWhere 
microservices and other components which need to be started in order to realize a given configuration. Once 
started, the microservices self-assemble and then make themselves available for processing tasks. 
 
Figure 22. SiteWhere 2.0 microservices15. 
 
DeviceHive16 is a micro service-based system, built with high scalability and availability in mind. It is distributed 
under Apache 2.0 license (free for use and change). It gives the user visibility into the platform’s architecture 
(shown in Figure 23) and implementation details. DeviceHive is commercially supported by DataArt’s Internet of 
Things practice professional consultants and engineers. As a platform, DeviceHive listen to hundreds of devices 
simultaneously and scale to the required number of instances in order to guarantee data safety and availability. 
                                                            













Figure 23. DeviceHive architecture16. 
 
Finally, Zetta17 is an open-source software platform built on the programming language Node.js for creating an 
Internet of Things servers that run across geo-distributed computers and the cloud. Zetta combines REST APIs, 
WebSockets and reactive programming for assembling many devices into data-intensive, real-time applications. 
Zetta servers run in the cloud, on PCs, and on single-board computers. With Zetta, the user can link devices 
together with cloud platforms to create geo-distributed networks. Zetta can turn almost any device into an API. 
Zetta servers communicate with microcontrollers like Arduino giving every device a REST API both locally and in 
the cloud. 
 
5.7. IoT architectures in the literature 
 
In a recent paper by Guth et al. (2018)18, the researchers defined an IoT reference architecture based on existing 
platforms. The resulting architecture, shown in Figure 24, was kept abstract on purpose to make it applicable in a 
wide range of situations. The interesting part is that the researchers mapped their IoT reference architecture onto 
four open-source platforms (FIWARE, OpenMTC, SiteWhere, and Webinos) and four proprietary IoT solutions 
                                                            




18 Jasmin Guth, Uwe Breitenbücher, Michael Falkenthal, Paul Fremantle, Oliver Kopp, Frank Leymann, and Lukas Reinfurt. A 
Detailed Analysis of IoT Platform Architectures: Concepts, Similarities, and Differences, pages 81-101. Springer, 2018. 
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(AWS IoT, IBM’s Watson IoT Platform, Microsoft’s Azure IoT, and Samsung’s SmartThings). Then, they analyzed 
the component’s functionality, their naming, and they compared them with their proposal. The result of the 
comparison is documented in Table 1. Even though the mapping can be a bit coarse, the proposed architecture 
does abstract some of the common blocks that appear in the different IoT architectures reviewed so far, making 
it a suitable candidate for an application in agriculture.  
 
Figure 24. IoT reference architecture based on Guth et al paper 18. 
 
 





5.8. IoT architectures intended for agriculture 
 
Most of the architectures from technological leaders tend to focus on the software component of the IoT 
architecture. However, for agriculture and other applications where the environment can be very harsh, the 
physical components that are linked to hardware decisions are also very important. In this regard, Figure 25 shows 
an IoT architecture for Agriculture proposed by Talavera et al. (2017)19 that has four main layers: physical, 
communication, service, and application.  
 
Figure 25. IoT architecture for agro-industrial and environmental applications from Talavera et al. paper 19. 
 
                                                            
19 Jesús Martín Talavera, Luis Eduardo Tobón, Jairo Alejandro Gómez, María Alejandra Culman, Juan Manuel Aranda, Diana 
Teresa Parra, Luis Alfredo Quiroz, Adolfo Hoyos, and Luis Ernesto Garreta. Review of IoT applications in agro-industrial and 
environmental fields. Computers and Electronics in Agriculture, 142, Part A:283-297, 2017. 
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The physical layer handles perception and control from/to the environment. For perception tasks, the main 
objective is to produce valuable data by sensing field variables using a sensor network which nowadays can be 
wireless (WSN). Data produced are sent to the communication layer through field gateways. Devices in the 
perception layer can be powered by batteries for short-term deployments or by solar panels because of their low-
power consumption. In contrast, actuators in control tasks act as data sinks, receiving orders from a 
communication layer or reactive precepts from sensors in the simplest cases. Information received by the control 
layer can alter the state of field actuators, which are often powered from the electrical grid. In the middle of the 
perception and control layers, there is a robot that can be either a rover or a drone, which can be used to sense 
or act when fixed devices are not the best option.  
In the communication layer, the objective is to move the information from the physical layer to the Internet, 
collecting data from IoT gateways based either on Ethernet or mobile networks (e.g: GPRS/3G/4G/LTE-M/NB-IoT 
and eventually 5G). This layer includes field gateways acting as interfaces between IoT gateways and transceivers 
using ZigBee, LoRA, Sigfox, WiFi, TV white space, etc.  
The service layer handles data ingestion from the communication layer, storage, analytics, visualization, security, 
and other services required for the operation such as provisioning and management. Finally, the application layer 
consumes services from the previous layer in the architecture and allows the user to handle monitoring, global 
control, prediction, and logistics. Even though the architecture presented in Figure 25 is flexible, it can be further 
enhanced by giving some intelligence and autonomy to the field gateways and to the IoT gateways depending on 
the power budget and computing capabilities of the devices.  
In a different approach, Microsoft researchers developed FarmBeats20, an end-to-end IoT platform for data-driven 
agriculture. FarmBeats uses TV White space technology to connect field gateways (called IoT stations) with an 
intermediate and smart gateway in the farm based on a PC form-factor device that has an internet connection 
and can send the processed data to the cloud. Interestingly, storage and data fusion are done in the gateway 
located in the farmer’s house. The gateway also posts data to a local server and supports a web server that can 
be accessed by the farmer when he/she is connected to the local network. Having a smart gateway in the 
architecture relieves the pressure on the Internet connection which make the solution autonomous and robust 
against poor Internet connections and outages, and also reduces the amount of data that has to be sent to the 
cloud.  All field sensors in the solution, including soil temperature, soil pH, soil moisture, cameras to monitor the 
farm as well as to capture IR images of crops, and drones are connected to local gateways via WiFi or Ethernet. In 
the study authors deployed over 100 different sensors.  
 
The combination of WiFi and TV White space technology provides a high-bandwidth solution but it drains a lot of 
power. For this reason, the solution is powered by batteries that get charged through solar panels. To ensure a 
continuous stream of power, the duty cycle of the system is adjusted dynamically. This adjustment is possible due 
to the integration of weather forecast data, measurements of the current charge of the batteries, knowledge 
about system-specific components in the network, and the behavior and requirements set by the farmer. In this 
solution, the telemetry is sent to the cloud, enabling the farmer to access it even when he/she is outside the farm 
network. The solution aims to support long-term applications (e.g: crop suggestions, and cross-farm analytics) and 
it includes dashboards for visualization (e.g: mobile application and a web page). 
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So far, the solution has been deployed in two farms in the US (one in Washington state and the other in upstate 
New York) with an area of 5 acres and 100 acres respectively, over a period of six months, producing 10 million 
sensor measurements, 1 million camera images, and 100 drone videos. Figure 26 shows the system architecture 
of FarmBeats. For CIAT, this project is very relevant because it combines the temporal data from ground sensors 
with the spatial data from drones to construct an instantaneous precision map of the farm. 
 
 




This report reviewed a few selected Internet of Things reference architectures designed by technology leaders to 
be as general as possible. In these architectures, there is a strong focus on the software components that are 
deployed in the cloud but they can, up to some extent, be replicated in smart gateways providing more autonomy 
to the solutions. Some of these components allow the provision of IoT devices, enable their management, 
facilitate high-speed data ingestion, forward the data through dedicated data streamers to other services 
providing storage for the short and long term, and enable rule-based actions, analytics, visualization, and 
integration with third-party applications. Also, some of these architectures recognize the importance of providing 
closed-loop control mechanism at different levels, and all of them consider security in their different layers, 
showing a greater awareness of the latent risks involved in IoT. Most of the reviewed architectures were designed 
for large enterprises, and with businessmen or developers in mind. Lastly, it is important to state that cloud 
providers are now offering mature and robust solutions but there is a caveat, the connectivity of the devices to 
the Internet remains a challenge. The main reason is that the process of connecting the devices to the Internet 
has not settled yet, in fact, it is still evolving with the hardware platforms, communication technologies, and 
protocols.  
As part of the review, some open-source IoT-platform initiatives were analyzed, and there are good reasons to be 
optimistic about the benefits that they will bring to future solutions developed for agriculture. Most of these 
initiatives were conceived to work as serverless microservices, meaning that they can be easily deployed using on-
premise infrastructure. This scenario enables the development of complete and low-cost proof-of-concept using 
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a local network or using it as an intermediate fog layer in a fully-connected cloud solution. Having a fog layer 
reduces the dependency on the availability and bandwidth of the Internet connection, because the data can be 
processed, and distilled locally before they are sent to the cloud. The downside of these open-source initiatives is 
that they provide limited troubleshooting support and there is a significant effort required from the end-user to 
configure, develop, and maintain a solution. 
Two IoT architectures for agriculture were reviewed to better understand the challenges of deploying solutions in 
harsh environments, far away from IT infrastructure, and with limited connectivity. In these architectures, 
communications and power management (power sources, energy storage devices, and power consumption) 
receive much more attention because they limit what can be achieved in a real scenario and on a limited budget. 
We believe that IoT solutions conceived for agriculture require a different mindset, giving more importance to the 
extraction and movement of the data from the crops to the local gateway. In this regard, only a few long-term IoT 
projects in Agriculture have openly shared with the community insights from field deployments. In particular, we 
found a void in the literature for comparing competing communication technologies in Agriculture where the crop 
height, crop density, crop area, terrain topography, weather, range and bandwidth requirements can vary so 
much. 
Finally, the importance of IoT sensor networks in enabling data-driven agriculture and decision support systems 
can not be underestimated21. However, their design still represents a complex Engineering challenge that must be 
tackled in incremental steps, with thorough field trials, and with an agile development mindset22. For small pilots, 
Guth et al. (2018) architecture can be a good starting point, but for larger and more complex deployments in 
agriculture, Intel’s layered architecture could be combined both with Talavera’s et al. (2017) specific modules and 
with FarmBeats’ emphasis on local processing. In either case, the software and hardware components provided 
by the open-source community will be instrumental to implement an accessible and replicable pilot for CIAT and 
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The following glossary was compiled from external sources for the reader’s convenience. Each entry has the 
corresponding hyperlink to the original source for a more thorough description. 
 
Reference architecture: in the field of software architecture or enterprise architecture, a reference architecture 
provides a template solution for an architecture for a particular domain. It also provides a common vocabulary 
with which to discuss implementations, often with the aim to stress commonality. The reference architecture is 
often based on the generalization of a set of successful implementations. Reference architectures are instantiated 
for a particular domain or for specific projects. 
Big Data: is a field that treats ways to analyze, systematically extract information from, or otherwise deal with 
data sets that are too large or complex to be dealt with by traditional data-processing application software. 
Telemetry: is an automated communications process by which measurements and other data are collected at 
remote or inaccessible points and transmitted to receiving equipment for monitoring. The word is derived from 
Greek roots: tele = remote, and metron = measure. 
Wireless Sensor Networks (WSN): refers to a group of spatially dispersed and dedicated sensors for monitoring 
and recording the physical conditions of the environment and organizing the collected data at a central location. 
The more modern networks are bi-directional, also enabling control of sensor activity.  The WSN is built of "nodes" 
– from a few to several hundreds or even thousands, where each node is connected to one (or sometimes several) 
sensors. Each such sensor network node has typically several parts: a radio transceiver with an internal antenna 
or connection to an external antenna, a microcontroller, an electronic circuit for interfacing with the sensors and 
an energy source, usually a battery or an embedded form of energy harvesting. 
Internet of Things (IoT): The Internet of things (IoT) is the extension of Internet connectivity into physical devices 
and everyday objects. Embedded with electronics, Internet connectivity, and other forms of hardware (such as 
sensors), these devices can communicate and interact with others over the Internet, and they can be remotely 
monitored and controlled. 
Local area networks (LAN): is a computer network that interconnects computers within a limited area such as a 
residence, school, laboratory, university campus or office building. By contrast, a wide area network (WAN) not 
only covers a larger geographic distance, but also generally involves leased telecommunication circuits. Ethernet 
and Wi-Fi are the two most common technologies in use for local area networks. 
Wide area networks (WAN): Is any telecommunications network or computer network that extends over a large 
geographical distance/place. Wide-area networks are often established with leased telecommunication circuits. 
Microservice: is a software development technique—a variant of the service-oriented architecture (SOA) 
architectural style that structures an application as a collection of loosely coupled services. In a microservices 
architecture, services are fine-grained and the protocols are lightweight. The benefit of decomposing an 
application into different smaller services is that it improves modularity. This makes the application easier to 
understand, develop, test, and become more resilient to architecture erosion. It parallelizes development by 
enabling small autonomous teams to develop, deploy and scale their respective services independently. It also 
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allows the architecture of an individual service to emerge through continuous refactoring. Microservices-based 
architectures enable continuous delivery and deployment. 
Cloud computing: is the on-demand availability of computer system resources, especially data storage and 
computing power, without direct active management by the user. The term is generally used to describe data 
centers available to many users over the Internet. Large clouds, predominant today, often have functions 
distributed over multiple locations from central servers. If the connection to the user is relatively close, it may be 
designated an edge server. Clouds may be limited to a single organization (enterprise clouds) be available to many 
organizations (public cloud,) or a combination of both (hybrid cloud). Cloud computing relies on sharing of 
resources to achieve coherence and economies of scale. Advocates of public and hybrid clouds note that cloud 
computing allows companies to avoid or minimize up-front IT infrastructure costs. Proponents also claim that 
cloud computing allows enterprises to get their applications up and running faster, with improved manageability 
and less maintenance, and that it enables IT teams to more rapidly adjust resources to meet fluctuating and 
unpredictable demand. Cloud providers typically use a "pay-as-you-go" model, which can lead to unexpected 
operating expenses if administrators are not familiarized with cloud-pricing models. The availability of high-
capacity networks, low-cost computers and storage devices as well as the widespread adoption of hardware 
virtualization, service-oriented architecture, and autonomic and utility computing has led to growth in cloud 
computing 
Serverless: it is a cloud-computing execution model in which the cloud provider runs the server, and dynamically 
manages the allocation of machine resources. Pricing is based on the actual amount of resources consumed by an 
application, rather than on pre-purchased units of capacity. It can be a form of utility computing. Serverless 
computing can simplify the process of deploying code into production. Scaling, capacity planning and maintenance 
operations may be hidden from the developer or operator. Serverless code can be used in conjunction with code 
deployed in traditional styles, such as microservices. Alternatively, applications can be written to be purely 
serverless and use no provisioned servers at all. 
Orchestration: is the automated configuration, coordination, and management of computer systems and 
software. A number of tools exist for automation of server configuration and management, including Ansible, 
Puppet, Salt, Terraform and AWS CloudFormation. For Container Orchestration there are different solutions such 
as Kubernetes software or managed services such as AWS EKS, AWS ECS or Amazon Fargate. 
Platform as a Service (PaaS): is a category of cloud computing services that provides a platform allowing customers 
to develop, run, and manage applications without the complexity of building and maintaining the infrastructure 
typically associated with developing and launching an app. 
Infrastructure as a service (IaaS): are online services that provide high-level APIs used to dereference various low-
level details of underlying network infrastructure like physical computing resources, location, data partitioning, 
scaling, security, backup etc. A hypervisor, such as Xen, Oracle VirtualBox, Oracle VM, KVM, VMware ESX/ESXi, or 
Hyper-V, LXD, runs the virtual machines as guests. Pools of hypervisors within the cloud operational system can 
support large numbers of virtual machines and the ability to scale services up and down according to customers' 
varying requirements. 
Docker: Docker is a computer program that performs operating-system-level virtualization. It was first released in 
2013 and is developed by Docker, Inc. Docker is used to run software packages called containers. Containers are 
isolated from each other and bundle their own application, tools, libraries and configuration files; they can 
communicate with each other through well-defined channels. All containers are run by a single operating-system 
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kernel and are thus more lightweight than virtual machines. Containers are created from images that specify their 
precise contents. Images are often created by combining and modifying standard images downloaded from public 
repositories. 
Kubernetes: is an open-source container orchestration system for automating application deployment, scaling, 
and management. It was originally designed by Google, and is now maintained by the Cloud Native Computing 
Foundation. It aims to provide a "platform for automating deployment, scaling, and operations of application 
containers across clusters of hosts". It works with a range of container tools, including Docker. Many cloud services 
offer a Kubernetes-based platform or infrastructure as a service (PaaS or IaaS) on which Kubernetes can be 
deployed as a platform-providing service. Many vendors also provide their own branded Kubernetes distributions. 
Snap application packages of software: are self-contained and work across a range of Linux distributions. This is 
unlike traditional Linux package management approaches, like APT or YUM, which require specifically adapted 
packages for each Linux distribution therefore adding delay between application development and its deployment 
for end-users. Snaps themselves have no dependency on any "app store", can be obtained from any source and 
can be therefore used for upstream software deployment. When snaps are deployed on Ubuntu and other 
versions of Linux, the Ubuntu app store is used as default back-end, but other stores can be enabled as well. 
Developers can use snaps to create command line tools and background services as well as desktop applications. 
With snap application, upgrades via atomic operation or by deltas are possible. 
Load balancing: In computing, load balancing improves the distribution of workloads across multiple computing 
resources, such as computers, a computer cluster, network links, central processing units, or disk drives. Load 
balancing aims to optimize resource use, maximize throughput, minimize response time, and avoid overload of 
any single resource. Using multiple components with load balancing instead of a single component may increase 
reliability and availability through redundancy. Load balancing usually involves dedicated software or hardware, 
such as a multilayer switch or a Domain Name System server process. 
Database schema: of a database system is its structure described in a formal language supported by the database 
management system (DBMS). The term "schema" refers to the organization of data as a blueprint of how the 
database is constructed (divided into database tables in the case of relational databases). The formal definition of 
a database schema is a set of formulas (sentences) called integrity constraints imposed on a database. In contrast, 
schema less means the database don't have fixed data structure, such as MongoDB, it has JSON-style data store, 
therefore you can change the data structure as you wish. 
Semantic data model (SDM): is a high-level semantics-based database description and structuring formalism 
(database model) for databases. This database model is designed to capture more of the meaning of an application 
environment than is possible with contemporary database models. An SDM specification describes a database in 
terms of the kinds of entities that exist in the application environment, the classifications and groupings of those 
entities, and the structural interconnections among them. SDM provides a collection of high-level modeling 
primitives to capture the semantics of an application environment. By accommodating derived information in a 
database structural specification, SDM allows the same information to be viewed in several ways; this makes it 
possible to directly accommodate the variety of needs and processing requirements typically present in database 
applications. The design of the present SDM is based on our experience in using a preliminary version of it. SDM 
is designed to enhance the effectiveness and usability of database systems. An SDM database description can 
serve as a formal specification and documentation tool for a database; it can provide a basis for supporting a 
variety of powerful user interface facilities, it can serve as a conceptual database model in the database design 
process; and, it can be used as the database model for a new kind of database management system.  
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Metadata: "data [information] that provides information about other data". Many distinct types of metadata exist, 
among these descriptive metadata, structural metadata, administrative metadata, reference metadata and 
statistical metadata. Descriptive metadata describes a resource for purposes such as discovery and identification. 
It can include elements such as title, abstract, author, and keywords. Structural metadata is metadata about 
containers of data and indicates how compound objects are put together, for example, how pages are ordered to 
form chapters. It describes the types, versions, relationships and other characteristics of digital materials. 
Administrative metadata provides information to help manage a resource, such as when and how it was created, 
file type and other technical information, and who can access it. Reference metadata describes the contents and 
quality of statistical data. 
Data normalization: Database normalization is the process of structuring a relational database in accordance with 
a series of so-called normal forms in order to reduce data redundancy and improve data integrity. It was first 
proposed by Edgar F. Codd as an integral part of his relational model. Normalization entails organizing the columns 
(attributes) and tables (relations) of a database to ensure that their dependencies are properly enforced by 
database integrity constraints. It is accomplished by applying some formal rules either by a process of synthesis 
(creating a new database design) or decomposition (improving an existing database design). 
Sensors: in the broadest definition, a sensor is a device, module, or subsystem whose purpose is to detect events 
or changes in its environment and send the information to other electronics, frequently a computer processor. A 
sensor is always used with other electronics. 
Actuators: An actuator is the mechanism by which a control system acts upon an environment. The control system 
can be simple (a fixed mechanical or electronic system), software-based (e.g. a printer driver, robot control 
system), a human, or any other input. 
Gateway: is a piece of networking hardware used for telecommunications networks that allows data to flow from 
one discrete network to another. Gateways are distinct from routers or switches in that they communicate using 
more than one protocol and can operate at any of the seven layers of the open systems interconnection model 
(OSI).  
Edge computing: is a distributed computing paradigm which brings computer data storage closer to the location 
where it is needed. Computation is largely or completely performed on distributed device nodes. Edge computing 
pushes applications, data and computing power (services) away from centralized points to locations closer to the 
user. The target of edge computing is any application or general functionality needing to be closer to the source 
of the action where distributed systems technology interacts with the physical world. Edge computing does not 
need contact with any centralized cloud, although it may interact with one. 
Fog computing: or fog networking is an architecture that uses edge devices to carry out a substantial amount of 
computation, storage, communication locally and routed over the internet backbone. 
Analog-to-digital converter (ADC, A/D, or A-to-D): In electronics, is a system that converts an analog signal, such 
as a sound picked up by a microphone or light entering a digital camera, into a digital signal. An ADC may also 
provide an isolated measurement such as an electronic device that converts an input analog voltage or current to 
a digital number representing the magnitude of the voltage or current.  
Digital-to-analog converter (DAC D/A, D2A, or D-to-A): In electronics, a digital-to-analog converter (DAC, D/A, D2A, 
or D-to-A) is a system that converts a digital signal into an analog signal. There are several DAC architectures; the 
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suitability of a DAC for a particular application is determined by figures of merit including: resolution, maximum 
sampling frequency and others.   
Application Programming Interface (API) is a set of subroutine definitions, communication protocols, and tools for 
building software. In general terms, it is a set of clearly defined methods of communication among various 
components. A good API makes it easier to develop a computer program by providing all the building blocks, which 
are then put together by the programmer. An API may be for a web-based system, operating system, database 
system, computer hardware, or software library. An API specification can take many forms, but often includes 
specifications for routines, data structures, object classes, variables, or remote calls. POSIX, Windows API and ASPI 
are examples of different forms of APIs. Documentation for the API usually is provided to facilitate usage and 
implementation. 
AWS Lambda: is a compute service that lets you run code without provisioning or managing servers. AWS Lambda 
executes your code only when needed and scales automatically, from a few requests per day to thousands per 
second. You pay only for the compute time you consume - there is no charge when your code is not running. With 
AWS Lambda, you can run code for virtually any type of application or backend service - all with zero 
administration. AWS Lambda runs your code on a high-availability compute infrastructure and performs all of the 
administration of the compute resources, including server and operating system maintenance, capacity 
provisioning and automatic scaling, code monitoring and logging. All you need to do is supply your code in one of 
the languages that AWS Lambda supports. 
Software development kit (SDK or devkit): is typically a set of software development tools that allows the creation 
of applications for a certain software package, software framework, hardware platform, computer system, video 
game console, operating system, or similar development platform. To enrich applications with advanced 
functionalities, advertisements, push notifications, and more, most app developers implement specific software 
development kits. Some SDKs are critical for developing a platform-specific app. 
Firmware: In electronic systems and computing, firmware is a specific class of computer software that provides 
the low-level control for the device's specific hardware. Firmware can either provide a standardized operating 
environment for the device's more complex software (allowing more hardware-independence), or, for less 
complex devices, act as the device's complete operating system, performing all control, monitoring and data 
manipulation functions. Typical examples of devices containing firmware are embedded systems, consumer 
appliances, computers, computer peripherals, and others. Almost all electronic devices beyond the simplest 
contain some firmware.  
Real-Time Operating System (RTOS): is any operating system (OS) intended to serve real-time applications that 
process data as it comes in, typically without buffer delays.  Processing time requirements (including any OS delay) 
are measured in tenths of seconds or shorter increments of time. A real time system is a time bound system which 
has well defined fixed time constraints. Processing must be done within the defined constraints or the system will 
fail.   
Machine to machine (commonly abbreviated as M2M): refers to direct communication between devices using any 
communications channel, including wired and wireless. Machine to machine communication can include industrial 
instrumentation, enabling a sensor or meter to communicate the data it records (such as temperature, inventory 
level, etc.) to application software that can use it (for example, adjusting an industrial process based on 
temperature or placing orders to replenish inventory). Such communication was originally accomplished by having 
a remote network of machines relay information back to a central hub for analysis, which would then be rerouted 
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into a system like a personal computer. More recent machine to machine communication has changed into a 
system of networks that transmits data to personal appliances. The expansion of IP networks around the world 
has made machine to machine communication quicker and easier while using less power. These networks also 
allow new business opportunities for consumers and suppliers. 
Device Shadow Service: is a JSON document that is used to store and retrieve current state information for a 
device. The Device Shadow service maintains a shadow for each device you connect to AWS IoT. You can use the 
shadow to get and set the state of a device over MQTT or HTTP, regardless of whether the device is connected to 
the Internet. Each device's shadow is uniquely identified by the name of the corresponding thing. 
Device provisioning: is the act of supplying each of your connected products with the code and 
credentials/certificates it needs to uniquely and securely identify itself to your IoT network, and operate smoothly 
on first time use in a customer's hands. Secure provisioning is an important design consideration for connected 
product systems. 
Project Jupyter: is a nonprofit organization created to "develop open-source software, open-standards, and 
services for interactive computing across dozens of programming languages".  Spun-off from IPython in 2014 by 
Fernando Pérez, Project Jupyter supports execution environments in several dozen languages.  Project Jupyter's 
name is a reference to the three core programming languages supported by Jupyter, which are Julia, Python and 
R. Project Jupyter has developed and supported the interactive computing products Jupyter Notebook, Jupyter 
Hub, and Jupyter Lab, the next-generation version of Jupyter Notebook. 
IPv4: Internet Protocol version 4 (IPv4) is the fourth version of the Internet Protocol (IP). It is one of the core 
protocols of standards-based internetworking methods in the Internet, and was the first version deployed for 
production in the ARPANET in 1983. It still routes most Internet traffic today, despite the ongoing deployment of 
a successor protocol, IPv6. IPv4 is described in IETF publication RFC 791 (September 1981), replacing an earlier 
definition (RFC 760, January 1980). IPv4 is a connectionless protocol for use on packet-switched networks. It 
operates on a best effort delivery model, in that it does not guarantee delivery, nor does it assure proper 
sequencing or avoidance of duplicate delivery. These aspects, including data integrity, are addressed by an upper 
layer transport protocol, such as the Transmission Control Protocol (TCP). 
IPv6: Internet Protocol version 6 (IPv6) is the most recent version of the Internet Protocol (IP), the communications 
protocol that provides an identification and location system for computers on networks and routes traffic across 
the Internet. IPv6 was developed by the Internet Engineering Task Force (IETF) to deal with the long-anticipated 
problem of IPv4 address exhaustion. IPv6 is intended to replace IPv4.[1] In December 1998, IPv6 became a Draft 
Standard for the IETF, who subsequently ratified it as an Internet Standard on 14 July 2017. Devices on the Internet 
are assigned a unique IP address for identification and location definition. With the rapid growth of the Internet 
after commercialization in the 1990s, it became evident that far more addresses would be needed to connect 
devices than the IPv4 address space had available. By 1998, the Internet Engineering Task Force (IETF) had 
formalized the successor protocol. IPv6 uses a 128-bit address, theoretically allowing 2128, or approximately 
3.4×1038 addresses. The actual number is slightly smaller, as multiple ranges are reserved for special use or 
completely excluded from use. The total number of possible IPv6 addresses is more than 7.9×1028 times as many 
as IPv4, which uses 32-bit addresses and provides approximately 4.3 billion addresses. The two protocols are not 
designed to be interoperable, complicating the transition to IPv6. However, several IPv6 transition mechanisms 
have been devised to permit communication between IPv4 and IPv6 hosts. 
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TLS: Transport Layer Security, and its now-deprecated predecessor, Secure Sockets Layer (SSL), are cryptographic 
protocols designed to provide communications security over a computer network. Several versions of the 
protocols find widespread use in applications such as web browsing, email, instant messaging, and voice over IP 
(VoIP). Websites can use TLS to secure all communications between their servers and web browsers. The TLS 
protocol aims primarily to provide privacy and data integrity between two or more communicating computer 
applications.  
DNS: The Domain Name System is a hierarchical and decentralized naming system for computers, services, or 
other resources connected to the Internet or a private network. It associates various information with domain 
names assigned to each of the participating entities. Most prominently, it translates more readily memorized 
domain names to the numerical IP addresses needed for locating and identifying computer services and devices 
with the underlying network protocols. By providing a worldwide, distributed directory service, the Domain Name 
System has been an essential component of the functionality of the Internet since 1985. The Domain Name System 
delegates the responsibility of assigning domain names and mapping those names to Internet resources by 
designating authoritative name servers for each domain. Network administrators may delegate authority over 
sub-domains of their allocated name space to other name servers. This mechanism provides distributed and fault-
tolerant service and was designed to avoid a single large central database. 
HTTPS: Hypertext Transfer Protocol Secure is an extension of the Hypertext Transfer Protocol (HTTP). It is used for 
secure communication over a computer network, and is widely used on the Internet. In HTTPS, the communication 
protocol is encrypted using Transport Layer Security (TLS), or, formerly, its predecessor, Secure Sockets Layer 
(SSL). The protocol is therefore also often referred to as HTTP over TLS, or HTTP over SSL. The principal motivation 
for HTTPS is authentication of the accessed website and protection of the privacy and integrity of the exchanged 
data while in transit. It protects against man-in-the-middle attacks. The bidirectional encryption of 
communications between a client and server protects against eavesdropping and tampering of the 
communication. 
Get/Post methods: In computing, POST is a request method supported by HTTP used by the World Wide Web.  By 
design, the POST request method requests that a web server accepts the data enclosed in the body of the request 
message, most likely for storing it. It is often used when uploading a file or when submitting a completed web 
form. In contrast, the HTTP GET request method retrieves information from the server. As part of a GET request, 
some data can be passed within the URL's query string, specifying (for example) search terms, date ranges, or 
other information that defines the query. As part of a POST request, an arbitrary amount of data of any type can 
be sent to the server in the body of the request message. A header field in the POST request usually indicates the 
message body's Internet media type. 
REST (Representational State Transfer): is a software architectural style that defines a set of constraints to be used 
for creating Web services. Web services that conform to the REST architectural style, termed RESTful Web services 
(RWS), provide interoperability between computer systems on the Internet. RESTful Web services allow the 
requesting systems to access and manipulate textual representations of Web resources by using a uniform and 
predefined set of stateless operations. Other kinds of Web services, such as SOAP Web services, expose their own 
arbitrary sets of operations.  
WebSockets: WebSocket is a computer communications protocol, providing full-duplex communication channels 
over a single TCP connection. The WebSocket protocol was standardized by the IETF as RFC 6455 in 2011, and the 
WebSocket API in Web IDL is being standardized by the W3C. WebSocket is a different protocol from HTTP. Both 
protocols are located at layer 7 in the OSI model and depend on TCP at layer 4. Although they are different, RFC 
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6455 states that WebSocket "is designed to work over HTTP ports 80 and 443 as well as to support HTTP proxies 
and intermediaries" thus making it compatible with the HTTP protocol. To achieve compatibility, the WebSocket 
handshake uses the HTTP Upgrade header to change from the HTTP protocol to the WebSocket protocol. 
The WebSocket protocol enables interaction between a web browser (or other client application) and a web server 
with lower overheads, facilitating real-time data transfer from and to the server. This is made possible by providing 
a standardized way for the server to send content to the client without being first requested by the client, and 
allowing messages to be passed back and forth while keeping the connection open. In this way, a two-way ongoing 
conversation can take place between the client and the server. The communications are done over TCP port 
number 80 (or 443 in the case of TLS-encrypted connections), which is of benefit for those environments which 
block non-web Internet connections using a firewall. Most browsers support the protocol, including Google 
Chrome, Microsoft Edge, Internet Explorer, Firefox, Safari and Opera. 
XMPP: Extensible Messaging and Presence Protocol (XMPP) is a communication protocol for message-oriented 
middleware based on XML (Extensible Markup Language). It enables the near-real-time exchange of structured 
yet extensible data between any two or more network entities. Originally named Jabber, the protocol was 
developed by the homonym open-source community in 1999 for near real-time instant messaging (IM), presence 
information, and contact list maintenance. Designed to be extensible, the protocol has been used also for publish-
subscribe systems, signalling for VoIP, video, file transfer, gaming, the Internet of Things (IoT) applications such as 
the smart grid, and social networking services. Unlike most instant messaging protocols, XMPP is defined in an 
open standard and uses an open systems approach of development and application, by which anyone may 
implement an XMPP service and interoperate with other organizations' implementations. Because XMPP is an 
open protocol, implementations can be developed using any software license and many server, client, and library 
implementations are distributed as free and open-source software. Numerous freeware and commercial software 
implementations also exist. 
CoAP (Constrained Application Protocol): Constrained Application Protocol (CoAP) is a specialized Internet 
Application Protocol for constrained devices, as defined in RFC 7252. It enables those constrained devices called 
"nodes" to communicate with the wider Internet using similar protocols. CoAP is designed for use between devices 
on the same constrained network (e.g., low-power, lossy networks), between devices and general nodes on the 
Internet, and between devices on different constrained networks both joined by an internet. CoAP is also being 
used via other mechanisms, such as SMS on mobile communication networks. CoAP is a service layer protocol that 
is intended for use in resource-constrained internet devices, such as wireless sensor network nodes.  CoAP is 
designed to easily translate to HTTP for simplified integration with the web, while also meeting specialized 
requirements such as multicast support, very low overhead, and simplicity. Multicast, low overhead, and simplicity 
are extremely important for Internet of Things (IoT) and Machine-to-Machine (M2M) devices, which tend to be 
deeply embedded and have much less memory and power supply than traditional internet devices have.  
Therefore, efficiency is very important. CoAP can run on most devices that support UDP or a UDP analogue. 
The Internet Engineering Task Force (IETF) Constrained RESTful Environments Working Group (CoRE) has done the 
major standardization work for this protocol. In order to make the protocol suitable to IoT and M2M applications, 
various new functionalities have been added.  The core of the protocol is specified in RFC 7252; important 
extensions are in various stages of the standardization process. 
MQTT (Message Queue Telemetry Transport): is an ISO standard (ISO/IEC PRF 20922) publish-subscribe-based 
messaging protocol. It works on top of the TCP/IP protocol. It is designed for connections with remote locations 
where a "small code footprint" is required or the network bandwidth is limited. The publish-subscribe messaging 
pattern requires a message broker. 
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AMQP (Advanced Message Queuing Protocol): is an open standard application layer protocol for message-
oriented middleware. The defining features of AMQP are message orientation, queuing, routing (including point-
to-point and publish-and-subscribe), reliability and security. AMQP mandates the behavior of the messaging 
provider and client to the extent that implementations from different vendors are interoperable, in the same way 
as SMTP, HTTP, FTP, etc. have created interoperable systems. Previous standardizations of middleware have 
happened at the API level (e.g. JMS) and were focused on standardizing programmer interaction with different 
middleware implementations, rather than on providing interoperability between multiple implementations. 
Unlike JMS, which defines an API and a set of behaviors that a messaging implementation must provide, AMQP is 
a wire-level protocol. A wire-level protocol is a description of the format of the data that is sent across the network 
as a stream of bytes. Consequently, any tool that can create and interpret messages that conform to this data 
format can interoperate with any other compliant tool irrespective of implementation language. AMQP is a binary, 
application layer protocol, designed to efficiently support a wide variety of messaging applications and 
communication patterns. It provides flow controlled, message-oriented communication with message-delivery 
guarantees such as at-most-once (where each message is delivered once or never), at-least-once (where each 
message is certain to be delivered, but may do so multiple times) and exactly-once (where the message will always 
certainly arrive and do so only once), and authentication and/or encryption based on SASL and/or TLS. It assumes 
an underlying reliable transport layer protocol such as Transmission Control Protocol (TCP). 
OPC UA: OPC Unified Architecture is a machine to machine communication protocol for industrial automation 
developed by the OPC Foundation. Distinguishing characteristics are: focus on communicating with industrial 
equipment and systems for data collection and control, open (freely available and implementable under GPL 2.0 
license Cross-platform) and not tied to one operating system or programming language, service-oriented 
architecture (SOA), Inherent complexity, robust security Integral information model. 
OMA-DM: OMA Device Management is a device management protocol specified by the Open Mobile Alliance 
(OMA) Device Management (DM) Working Group and the Data Synchronization (DS) Working Group. Device 
Management refers to the management of Device configuration and other managed objects of Devices from the 
point of view of the Management Authorities. Device Management includes, but is not restricted to setting initial 
configuration information in Devices, subsequent updates of persistent information in Devices, retrieval of 
management information from Devices, execute primitives on Devices, and processing events and alarms 
generated by Devices. Device Management allows network operators, service providers or corporate information 
management departments to carry out the procedures of configuring devices on behalf of the end user 
(customer). OMA DM Version 2.0 reuses the Management Objects which are designed for OMA DM Version 1.3 
or earlier DM Protocols. OMA DM Version 2.0 introduces the new Client-Server DM protocol and a new user 
interaction method for Device Management using the Web Browser Component. 
White spaces: In telecommunications, white spaces refer to frequencies allocated to a broadcasting service but 
not used locally. National and international bodies assign different frequencies for specific uses, and in most cases 
license the rights to broadcast over these frequencies. This frequency allocation process creates a band plan, 
which for technical reasons assigns white space between used radio bands or channels to avoid interference.  In 
this case, while the frequencies are unused, they have been specifically assigned for a purpose, such as a guard 
band.  Most commonly however, these white spaces exist naturally between used channels, since assigning nearby 
transmissions to immediately adjacent channels will cause destructive interference to both. In addition to white 
space assigned for technical reasons, there is also unused radio spectrum which has either never been used, or is 
becoming free as a result of technical changes.  In particular, the switchover to digital television frees up large 
areas between about 50 MHz and 700 MHz.  This is because digital transmissions can be packed into adjacent 
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channels, while analog ones cannot.  This means that the band can be "compressed" into fewer channels, while 
still allowing for more transmissions. In the United States, the abandoned television frequencies are primarily in 
the upper UHF "700-megahertz" band, covering TV channels 52 to 69 (698 to 806 MHz).  U.S. television and its 
white spaces will continue to exist in UHF frequencies, as well as VHF frequencies for which mobile users and 
white-space devices require larger antennas.  In the rest of the world, the abandoned television channels are VHF, 
and the resulting large VHF white spaces are being reallocated for the worldwide (except the U.S.) digital radio 
standard DAB and DAB+, and DMB. 
White Space Internet: White Space Internet uses a part of the radio spectrum known as White spaces (radio). This 
frequency range is created when there are gaps between television channels. These spaces can provide broadband 
internet access that is similar to that of 4G mobile. 
WiFi: is technology for radio wireless local area networking of devices based on the IEEE 802.11 standards. Wi‑Fi 
is a trademark of the Wi-Fi Alliance. Wi-Fi compatible devices can connect to the Internet via a WLAN and a 
wireless access point. Such an access point (or hotspot) has a range of about 20 meters (66 feet) indoors and a 
greater range outdoors. Hotspot coverage can be as small as a single room with walls that block radio waves, or 
as large as many square kilometers achieved by using multiple overlapping access points. Different versions of Wi-
Fi exist, with different ranges, radio bands and speeds. Wi-Fi most commonly uses the 2.4 gigahertz UHF and 5 
gigahertz SHF ISM radio bands; these bands are subdivided into multiple channels. Each channel can be time-
shared by multiple networks. These wavelengths work best for line-of-sight. 
IEEE 802.11af: also referred to as White-Fi and Super Wi-Fi, is a wireless computer networking standard in the 
802.11 family, that allows wireless local area network (WLAN) operation in TV white space spectrum in the VHF 
and UHF bands between 54 and 790 MHz. The standard was approved in February 2014. Cognitive radio 
technology is used to transmit on unused portions of TV channel band allocations, with the standard taking 
measures to limit interference for primary users, such as analog TV, digital TV, and wireless microphones. 
IEEE 802.11ah: is a wireless networking protocol published in 2017 to be called Wi-Fi HaLow (pronounced "HEY-
Low") as an amendment of the IEEE 802.11-2007 wireless networking standard. It uses 900 MHz license exempt 
bands to provide extended range Wi-Fi networks, compared to conventional Wi-Fi networks operating in the 2.4 
GHz and 5 GHz bands. It also benefits from lower energy consumption, allowing the creation of large groups of 
stations or sensors that cooperate to share signals, supporting the concept of the Internet of Things (IoT). The 
protocol's low power consumption competes with Bluetooth and has the added benefit of higher data rates and 
wider coverage range. 
IEEE 802.15.4: is a technical standard which defines the operation of low-rate wireless personal area networks 
(LR-WPANs).  It specifies the physical layer and media access control for LR-WPANs, and is maintained by the IEEE 
802.15 working group, which defined the standard in 2003.  It is the basis for the Zigbee, ISA100.11a, 
WirelessHART, MiWi, 6LoWPAN, Thread and SNAP specifications, each of which further extends the standard by 
developing the upper layers which are not defined in IEEE 802.15.4.  In particular, 6LoWPAN defines a binding for 
the IPv6 version of the Internet Protocol (IP) over WPANs, and is itself used by upper layers like Thread.  
6LoWPAN: is an acronym of IPv6 over Low-Power Wireless Personal Area Networks. 6LoWPAN is the name of a 
concluded working group in the Internet area of the IETF. The 6LoWPAN concept originated from the idea that 
"the Internet Protocol could and should be applied even to the smallest devices," and that low-power devices with 
limited processing capabilities should be able to participate in the Internet of Things. The 6LoWPAN group has 
defined encapsulation and header compression mechanisms that allow IPv6 packets to be sent and received over 
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IEEE 802.15.4 based networks. IPv4 and IPv6 are the work horses for data delivery for local-area networks, 
metropolitan area networks, and wide-area networks such as the Internet. Likewise, IEEE 802.15.4 devices provide 
sensing communication-ability in the wireless domain. 
Thread: is an IPv6-based, low-power mesh networking technology for IoT products, intended to be secure and 
future-proof. The Thread protocol specification is available at no cost, however this requires agreement and 
continued adherence to an EULA. In July 2014, the "Thread Group" alliance was announced, which is a working 
group with the companies Nest Labs (a subsidiary of Alphabet/Google), Samsung, ARM Holdings, Qualcomm, NXP 
Semiconductors/Freescale, Silicon Labs, Big Ass Solutions, Somfy, OSRAM, Tyco International, and the lock 
company Yale in an attempt to have Thread become the industry standard by providing Thread certification for 
products. Thread uses 6LoWPAN, which in turn uses the IEEE 802.15.4 wireless protocol with mesh 
communication, as does Zigbee and other systems. Thread however is IP-addressable, with cloud access and AES 
encryption. A BSD licensed open-source implementation of Thread (called "OpenThread") has also been released 
by Nest. 
WiHART (WirelessHART): is a wireless sensor networking technology based on the Highway Addressable Remote 
Transducer Protocol (HART). Developed as a multi-vendor, interoperable wireless standard, WirelessHART was 
defined for the requirements of process field device networks. The protocol utilizes a time synchronized, self-
organizing, and self-healing mesh architecture. The protocol supports operation in the 2.4 GHz ISM band using 
IEEE 802.15.4 standard radios. The underlying wireless technology is based on the work of Dust Networks' TSMP 
technology. 
Zigbee: is an IEEE 802.15.4-based specification for a suite of high-level communication protocols used to create 
personal area networks with small, low-power digital radios, such as for home automation, medical device data 
collection, and other low-power low-bandwidth needs, designed for small scale projects which need wireless 
connection. Hence, Zigbee is a low-power, low data rate, and close proximity (i.e., personal area) wireless ad hoc 
network. The technology defined by the Zigbee specification is intended to be simpler and less expensive than 
other wireless personal area networks (WPANs), such as Bluetooth or more general wireless networking such as 
Wi-Fi. Applications include wireless light switches, home energy monitors, traffic management systems, and other 
consumer and industrial equipment that requires short-range low-rate wireless data transfer. Its low power 
consumption limits transmission distances to 10–100 meters line-of-sight, depending on power output and 
environmental characteristics. Zigbee devices can transmit data over long distances by passing data through a 
mesh network of intermediate devices to reach more distant ones. Zigbee is typically used in low data rate 
applications that require long battery life and secure networking (Zigbee networks are secured by 128 bit 
symmetric encryption keys). Zigbee has a defined rate of 250 kbit/s, best suited for intermittent data transmissions 
from a sensor or input device. Zigbee was conceived in 1998, standardized in 2003, and revised in 2006. The name 
refers to the waggle dance of honey bees after their return to the beehive. 
Z-Wave: is a wireless communications protocol used primarily for home automation. It is a mesh network using 
low-energy radio waves to communicate from appliance to appliance, allowing for wireless control of residential 
appliances and other devices, such as lighting control, security systems, thermostats, windows, locks, swimming 
pools and garage door openers. Like other protocols and systems aimed at the home and office automation 
market. Z-Wave provides the application layer interoperability between home control systems of different 
manufacturers that are a part of its alliance. There are a growing number of interoperable Z-Wave products; over 
1,700 in 2017, and over 2,600 by 2019. 
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LoRA (Long Range): is a patented digital wireless data communication technology developed by Cycleo of 
Grenoble, France, and acquired by Semtech in 2012. LoRa is a long-range wireless communication protocol that 
competes against other low-power wide-area network (LPWAN) wireless such as narrowband IoT (NB IoT) or LTE 
Cat M1. Compared to those, LoRa achieves its extremely long-range connectivity, possible 10km+, by trading off 
data rate. Because its data rates are below 50kbps and because LoRa is limited by duty cycle and other restrictions, 
it is suitable in practice for non-real time applications in which one can tolerate delays. 
LoRaWAN: Since LoRa defines the lower physical layer, the upper networking layers were lacking. LoRaWAN was 
developed to define the upper layers of the network. LoRaWAN is a media access control (MAC) layer protocol 
but acts mainly as a network layer protocol for managing communication between LPWAN gateways and end-
node devices as a routing protocol, maintained by the LoRa Alliance. Version 1.0 of the LoRaWAN specification 
was released in June 2015. LoRaWAN defines the communication protocol and system architecture for the 
network, while the LoRa physical layer enables the long-range communication link. LoRaWAN is also responsible 
for managing the communication frequencies, data rate, and power for all devices. Devices in the network are 
asynchronous and transmit when they have data available to send. Data transmitted by an end-node device is 
received by multiple gateways, which forward the data packets to a centralized network server. The network 
server filters duplicate packets, performs security checks, and manages the network. Data are then forwarded to 
application servers. The technology shows high reliability for the moderate load, however, it has some 
performance issues related to sending acknowledgements. 
Sigfox: is a French global network operator founded in 2009 that builds wireless networks to connect low-power 
objects such as electricity meters and smartwatches, which need to be continuously on and emitting small 
amounts of data. Sigfox employs the differential binary phase-shift keying (DBPSK) and the Gaussian frequency 
shift keying (GFSK) that enables communication using the Industrial, Scientific and Medical ISM radio band which 
uses 868MHz in Europe and 902MHz in the US. It utilizes a wide-reaching signal that passes freely through solid 
objects, called "Ultra Narrowband" and requires little energy, being termed "Low-power Wide-area network 
(LPWAN)". The network is based on one-hop star topology and requires a mobile operator to carry the generated 
traffic. The signal can also be used to easily cover large areas and to reach underground objects. The ISM radio 
bands support limited bidirectional communication. The existing standard for Sigfox communications supports up 
to 140 uplink messages a day, each of which can carry a payload of 12 octets at a data rate of up to 100 bytes per 
second. 
Symphony Link: is a wireless solution for enterprise and industrial customers who need to securely connect their 
IoT devices to the cloud. It allows to expand the network range using power-efficient repeaters without impacting 
latency, it acknowledges all uplink and downlink messages to ensure successful transmission from devices, it 
manages frequencies, time slots, node privilege and throughput to ensure QoS, and it economizes on resources 
by enabling patch security issue patches or new feature or bug fix management without physical, human 
attention. 
Weightless: is a set of LPWAN open wireless technology standards for exchanging data between a base station 
and thousands of machines around it. These technologies allow developers to build Low-Power Wide-Area 
Networks (LPWAN). In an initiative reflecting the strong market traction of Weightless-P, the Weightless SIG’s has 
renamed the technology simply “Weightless” and has made it its core focus moving forward. Weightless hardware 
was first released by Ubiik Inc in July 2017 and since then the ecosystem has grown to over 100 companies spread 
over 40 countries. Originally, there was three published Weightless connectivity standards Weightless-P, 
Weightless-N and Weightless-W. Weightless-N was an uplink only LPWAN technology. Weightless W was designed 
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to operate in the TV whitespace. Weightless (Weightless-P) was the true winner with its true bi-directional, 
narrowband technology designed to be operated in global licensed and unlicensed ISM frequencies. Weightless is 
managed by the Weightless SIG, or Special Interest Group. The intention is that devices must be qualified by the 
Weightless Special Interest Group to standards defined by the SIG. Patents would only be licensed to those 
qualifying devices; thus the protocol, whilst open, may be regarded as proprietary. 
General Packet Radio Service (GPRS): is a packet oriented mobile data standard on the 2G and 3G cellular 
communication network's global system for mobile communications (GSM). GPRS was established by European 
Telecommunications Standards Institute (ETSI) in response to the earlier CDPD and i-mode packet-switched 
cellular technologies. It is now maintained by the 3rd Generation Partnership Project (3GPP). GPRS is typically sold 
according to the total volume of data transferred during the billing cycle, in contrast with circuit switched data, 
which is usually billed per minute of connection time, or sometimes by one-third minute increments. Usage above 
the GPRS bundled data cap may be charged per MB of data, speed limited, or disallowed. GPRS is a best-effort 
service, implying variable throughput and latency that depend on the number of other users sharing the service 
concurrently, as opposed to circuit switching, where a certain quality of service (QoS) is guaranteed during the 
connection. 
Narrowband IoT (NB-IoT): is a Low Power Wide Area Network (LPWAN) radio technology standard developed by 
3GPP to enable a wide range of cellular devices and services. The specification was frozen in 3GPP Release 13 (LTE 
Advanced Pro), in June 2016. Other 3GPP IoT technologies include eMTC (enhanced Machine-Type 
Communication) and EC-GSM-IoT. NB-IoT focuses specifically on indoor coverage, low cost, long battery life, and 
high connection density. NB-IoT uses a subset of the LTE standard, but limits the bandwidth to a single narrow-
band of 200kHz. It uses OFDM modulation for downlink communication and SC-FDMA for uplink communications. 
In March 2019, the Global Mobile Suppliers Association announced that over 100 operators have 
deployed/launched either NB-IoT or LTE-M networks. 
2G (or 2-G): is short for second-generation cellular technology. Second-generation 2G cellular networks were 
commercially launched on the GSM standard in Finland by Radiolinja (now part of Elisa Oyj) in 1991. Three primary 
benefits of 2G networks over their predecessors were that phone conversations were digitally encrypted; 2G 
systems were significantly more efficient on the spectrum enabling far greater wireless penetration levels; and 2G 
introduced data services for mobile, starting with SMS text messages. 2G technologies enabled the various 
networks to provide the services such as text messages, picture messages, and MMS (multimedia messages). All 
text messages sent over 2G are digitally encrypted, allowing the transfer of data in such a way that only the 
intended receiver can receive and read it. After 2G was launched, the previous mobile wireless network systems 
were retroactively dubbed 1G. While radio signals on 1G networks are analog, radio signals on 2G networks are 
digital. Both systems use digital signaling to connect the radio towers (which listen to the devices) to the rest of 
the mobile system. With General Packet Radio Service (GPRS), 2G offers a theoretical maximum transfer speed of 
50 kbit/s (40 kbit/s in practice). With EDGE (Enhanced Data Rates for GSM Evolution), there is a theoretical 
maximum transfer speed of 1 Mbit/s (500 kbit/s in practice).  
3G: short for third generation, is the third generation of wireless mobile telecommunications technology. It is the 
upgrade for 2G and 2.5G GPRS networks, for faster internet speed. This is based on a set of standards used for 
mobile devices and mobile telecommunications use services and networks that comply with the International 
Mobile Telecommunications-2000 (IMT-2000) specifications by the International Telecommunication Union. 3G 
finds application in wireless voice telephony, mobile Internet access, fixed wireless Internet access, video calls and 
mobile TV. 3G telecommunication networks support services that provide an information transfer rate of at least 
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0.2 Mbit/s. Later 3G releases, often denoted 3.5G and 3.75G, also provide mobile broadband access of several 
Mbit/s to smartphones and mobile modems in laptop computers. This ensures it can be applied to wireless voice 
telephony, mobile Internet access, fixed wireless Internet access, video calls and mobile TV technologies. The first 
3G networks were introduced in 1998. 
4G: is the fourth generation of broadband cellular network technology, succeeding 3G. A 4G system must provide 
capabilities defined by ITU in IMT Advanced. Potential and current applications include amended mobile web 
access, IP telephony, gaming services, high-definition mobile TV, video conferencing, and 3D television. The first-
release Long Term Evolution (LTE) standard was commercially deployed in Oslo, Norway, and Stockholm, Sweden 
in 2009, and has since been deployed throughout most parts of the world. 
5G: (short for 5th Generation) is a commonly used term for certain advanced wireless systems. Industry 
association 3GPP defines any system using "5G NR" (5G New Radio) software as "5G", a definition that came into 
general use by late 2018. Others may reserve the term for systems that meet the requirements of the ITU IMT-
2020, which represents more nations. 3GPP will submit their 5G NR to the ITU. It follows 2G, 3G and 4G and their 
respective associated technologies (Like GSM, UMTS, LTE, LTE Advanced Pro, etc.) The first fairly substantial 
deployments were in April, 2019. In South Korea, SK Telecom claimed 38,000 base stations, KT Corporation 30,000 
and LG U Plus 18,000. 85% are in six major cities. They are using 3.5 GHz (sub-6) spectrum and tested speeds were 
from 193 to 430 Mbit/s down. All carriers use Samsung base stations and equipment. Verizon opened service on 
a very limited number of base stations in the US cities of Chicago and Minneapolis using 400 MHz of 28 GHz 
millimeter wave spectrum. Download speeds in Chicago were from 80 to 634 Mbit/s. Upload speeds were from 
12 to 57 Mbit/s. Ping was 25 milliseconds. There are only 5 companies in the world offering 5G radio hardware 
and complete systems: Huawei, ZTE, Nokia, Samsung, and Ericsson 
LTE-M or LTE-MTC (Machine Type Communication): which includes eMTC (enhanced Machine Type 
Communication), is a type of low power wide area network (LPWAN) radio technology standard developed by 
3GPP to enable a wide range of cellular devices and services (specifically, for machine-to-machine and Internet of 
Things applications). The specification for eMTC (LTE Cat-M1) was frozen in 3GPP Release 13 (LTE Advanced Pro), 
in June 2016. The advantage of LTE-M over NB-IoT is its comparatively higher data rate, mobility, and voice over 
the network, but it requires more bandwidth, is more costly, and cannot be put into guard band frequency band 
for now. 
Bluetooth: Bluetooth is a wireless technology standard for exchanging data between fixed and mobile devices 
over short distances using short-wavelength UHF radio waves in the industrial, scientific and medical radio bands, 
from 2.4 to 2.485 GHz, and building personal area networks (PANs).  It was originally conceived as a wireless 
alternative to RS-232 data cables. Bluetooth is managed by the Bluetooth Special Interest Group (SIG), which has 
more than 30,000 member companies in the areas of telecommunication, computing, networking, and consumer 
electronics. The IEEE standardized Bluetooth as IEEE 802.15.1, but no longer maintains the standard. The 
Bluetooth SIG oversees development of the specification, manages the qualification program, and protects the 
trademarks. A manufacturer must meet Bluetooth SIG standards to market it as a Bluetooth device.  
BTLE: Bluetooth Low Energy (Bluetooth LE, colloquially BLE, formerly marketed as Bluetooth Smart) is a wireless 
personal area network technology designed and marketed by the Bluetooth Special Interest Group (Bluetooth 
SIG) aimed at novel applications in the healthcare, fitness, beacons, security, and home entertainment industries. 
Compared to Classic Bluetooth, Bluetooth Low Energy is intended to provide considerably reduced power 
consumption and cost while maintaining a similar communication range. Mobile operating systems including iOS, 
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Android, Windows Phone and BlackBerry, as well as macOS, Linux, Windows, natively support Bluetooth Low 
Energy. 
Ethernet: is a family of computer networking technologies commonly used in local area networks (LAN), 
metropolitan area networks (MAN) and wide area networks (WAN).  It was commercially introduced in 1980 and 
first standardized in 1983 as IEEE 802.3, and has since retained a good deal of backward compatibility and been 
refined to support higher bit rates and longer link distances. Over time, Ethernet has largely replaced competing 
wired LAN technologies such as Token Ring, FDDI and ARCNET. The original 10BASE5 Ethernet uses coaxial cable 
as a shared medium, while the newer Ethernet variants use twisted pair and fiber optic links in conjunction with 
switches. Over the course of its history, Ethernet data transfer rates have been increased from the original 2.94 
megabits per second (Mbit/s) to the latest 400 gigabits per second (Gbit/s). The Ethernet standards comprise 
several wiring and signaling variants of the OSI physical layer in use with Ethernet. Systems communicating over 
Ethernet divide a stream of data into shorter pieces called frames. Each frame contains source and destination 
addresses, and error-checking data so that damaged frames can be detected and discarded; most often, higher-
layer protocols trigger retransmission of lost frames. As per the OSI model, Ethernet provides services up to and 
including the data link layer. Features such as the 48-bit MAC address and Ethernet frame format have influenced 
other networking protocols including Wi-Fi wireless networking technology. Ethernet is widely used in home and 
industry. The Internet Protocol is commonly carried over Ethernet and so it is considered one of the key 
technologies that make up the Internet. 
PoE: Power over Ethernet describes any of several standard or ad-hoc systems which pass electric power along 
with data on twisted pair Ethernet cabling. This allows a single cable to provide both data connection and electric 
power to devices such as wireless access points, IP cameras, and VoIP phones. There are several common 
techniques for transmitting power over Ethernet cabling. Three of them have been standardized by IEEE 802.3 
since 2003.  These standards are known as Alternative A, Alternative B, and 4PPoE.  
RFID: Radio-frequency identification uses electromagnetic fields to automatically identify and track tags attached 
to objects. The tags contain electronically stored information. Passive tags collect energy from a nearby RFID 
reader's interrogating radio waves. Active tags have a local power source (such as a battery) and may operate 
hundreds of meters from the RFID reader. Unlike a barcode, the tag need not be within the line of sight of the 
reader, so it may be embedded in the tracked object. RFID is one method of automatic identification and data 
capture (AIDC). RFID tags are used in many industries. For example, an RFID tag attached to an automobile during 
production can be used to track its progress through the assembly line; RFID-tagged pharmaceuticals can be 
tracked through warehouses; and implanting RFID microchips in livestock and pets enables positive identification 
of animals. 
I2C: (Inter-Integrated Circuit), pronounced I-squared-C, is a synchronous, multi-master, multi-slave, packet 
switched, single-ended, serial computer bus invented in 1982 by Philips Semiconductor (now NXP 
Semiconductors). It is widely used for attaching lower-speed peripheral ICs to processors and microcontrollers in 
short-distance, intra-board communication. 
SPI: The Serial Peripheral Interface is a synchronous serial communication interface specification used for short-
distance communication, primarily in embedded systems. The interface was developed by Motorola in the mid-
1980s and has become a de facto standard. Typical applications include Secure Digital cards and liquid crystal 
displays. SPI devices communicate in full duplex mode using a master-slave architecture with a single master. The 
master device originates the frame for reading and writing. Multiple slave-devices are supported through selection 
with individual slave select (SS) (sometimes called chip select (CS)) lines. Sometimes SPI is called a four-wire serial 
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bus, contrasting with three-, two-, and one-wire serial buses. The SPI may be accurately described as a 
synchronous serial interface, but it is different from the Synchronous Serial Interface (SSI) protocol, which is also 
a four-wire synchronous serial communication protocol. The SSI protocol employs differential signaling and 
provides only a single simplex communication channel. 
GPIO: A general-purpose input/output (GPIO) is an uncommitted digital signal pin on an integrated circuit or 
electronic circuit board whose behavior—including whether it acts as input or output—is controllable by the user 
at run time. GPIOs have no predefined purpose and are unused by default. If used, the purpose and behavior of a 
GPIO is defined and implemented by the designer of higher assembly-level circuitry: the circuit board designer in 
the case of integrated circuit GPIOs, or system integrator in the case of board-level GPIOs. 
ODBC: In computing, Open Database Connectivity (ODBC) is a standard application programming interface (API) 
for accessing database management systems (DBMS). The designers of ODBC aimed to make it independent of 
database systems and operating systems. An application written using ODBC can be ported to other platforms, 
both on the client and server side, with few changes to the data access code. ODBC accomplishes DBMS 
independence by using an ODBC driver as a translation layer between the application and the DBMS. The 
application uses ODBC functions through an ODBC driver manager with which it is linked, and the driver passes 
the query to the DBMS. An ODBC driver can be thought of as analogous to a printer driver or other driver, providing 
a standard set of functions for the application to use, and implementing DBMS-specific functionality. 
JDBC: Java Database Connectivity is an application programming interface (API) for the programming language 
Java, which defines how a client may access a database. It is a Java-based data access technology used for Java 
database connectivity.  It is part of the Java Standard Edition platform, from Oracle Corporation. It provides 
methods to query and update data in a database, and is oriented towards relational databases. A JDBC-to-ODBC 
bridge enables connections to any ODBC-accessible data source in the Java virtual machine (JVM) host 
environment. 
SQL: or Structured Query Language is a domain-specific language used in programming and designed for managing 
data held in a relational database management system (RDBMS), or for stream processing in a relational data 
stream management system (RDSMS). It is particularly useful in handling structured data where there are relations 
between different entities/variables of the data. SQL offers two main advantages over older read/write APIs like 
ISAM or VSAM. First, it introduced the concept of accessing many records with one single command; and second, 
it eliminates the need to specify how to reach a record, e.g. with or without an index. 
JSON: In computing, JavaScript Object Notation (JSON) is an open-standard file format that uses human-readable 
text to transmit data objects consisting of attribute–value pairs and array data types (or any other serializable 
value). It is a very common data format used for asynchronous browser–server communication, including as a 
replacement for XML in some AJAX-style systems. JSON is a language-independent data format. It was derived 
from JavaScript, but as of 2017 many programming languages include code to generate and parse JSON-format 
data. The official Internet media type for JSON is application/json. JSON filenames use the extension .json. 
MongoDB: is a cross-platform document-oriented database program. Classified as a NoSQL database program, 
MongoDB uses JSON-like documents with schemata. MongoDB is developed by MongoDB Inc. and licensed under 
the Server-Side Public License (SSPL). 
Apache Hadoop: is a collection of open-source software utilities that facilitate using a network of many computers 
to solve problems involving massive amounts of data and computation. It provides a software framework for 
49 
 
distributed storage and processing of big data using the MapReduce programming model. Originally designed for 
computer clusters built from commodity hardware—still the common use—it has also found use on clusters of 
higher-end hardware. All the modules in Hadoop are designed with a fundamental assumption that hardware 
failures are common occurrences and should be automatically handled by the framework. The core of Apache 
Hadoop consists of a storage part, known as Hadoop Distributed File System (HDFS), and a processing part which 
is a MapReduce programming model. Hadoop splits files into large blocks and distributes them across nodes in a 
cluster. It then transfers packaged code into nodes to process the data in parallel. This approach takes advantage 
of data locality, where nodes manipulate the data they have access to. This allows the dataset to be processed 
faster and more efficiently than it would be in a more conventional supercomputer architecture that relies on a 
parallel file system where computation and data are distributed via high-speed networking. 
Apache Cassandra: is a free and open-source, distributed, wide column store, NoSQL database management 
system designed to handle large amounts of data across many commodity servers, providing high availability with 
no single point of failure. Cassandra offers robust support for clusters spanning multiple datacenters, with 
asynchronous masterless replication allowing low latency operations for all clients. 
InfluxDB: is an open-source time series database (TSDB) developed by InfluxData. It is written in Go and optimized 
for fast, high-availability storage and retrieval of time series data in fields such as operations monitoring, 
application metrics, Internet of Things sensor data, and real-time analytics. It also has support for processing data 
from Graphite. 
Message broker: A message broker (also known as an integration broker or interface engine) is an intermediary 
computer program module that translates a message from the formal messaging protocol of the sender to the 
formal messaging protocol of the receiver. Message brokers are elements in telecommunication or computer 
networks where software applications communicate by exchanging formally-defined messages.  
Authentication (from Greek: αὐθεντικός authentikos, "real, genuine", from αὐθέντης authentes, "author") is the 
act of confirming the truth of an attribute of a single piece of data claimed true by an entity. In contrast with 
identification, which refers to the act of stating or otherwise indicating a claim purportedly attesting to a person 
or thing's identity, authentication is the process of actually confirming that identity. In other words, authentication 
often involves verifying the validity of at least one form of identification. 
OAuth2 authorization protocol: OAuth is an open standard for access delegation, commonly used as a way for 
Internet users to grant websites or applications access to their information on other websites but without giving 
them the passwords. This mechanism is used by companies such as Amazon, Google, Facebook, Microsoft and 
Twitter to permit the users to share information about their accounts with third party applications or websites. 
Generally, OAuth provides to clients a "secure delegated access" to server resources on behalf of a resource 
owner. It specifies a process for resource owners to authorize third-party access to their server resources without 
sharing their credentials. Designed specifically to work with Hypertext Transfer Protocol (HTTP), OAuth essentially 
allows access tokens to be issued to third-party clients by an authorization server, with the approval of the 
resource owner. The third party then uses the access token to access the protected resources hosted by the 
resource server.  
OpenID Connect authentication layer: OpenID Connect (OIDC) is an authentication layer on top of OAuth 2.0, an 
authorization framework. The standard is controlled by the OpenID Foundation. 
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A public key certificate, also known as a digital certificate or identity certificate: is an electronic document used to 
prove the ownership of a public key. The certificate includes information about the key, information about the 
identity of its owner (called the subject), and the digital signature of an entity that has verified the certificate's 
contents (called the issuer). If the signature is valid, and the software examining the certificate trusts the issuer, 
then it can use that key to communicate securely with the certificate's subject. In email encryption, code signing, 
and e-signature systems, a certificate's subject is typically a person or organization. However, in Transport Layer 
Security (TLS) a certificate's subject is typically a computer or other device, though TLS certificates may identify 
organizations or individuals in addition to their core role in identifying devices. TLS is notable for being a part of 
HTTPS, a protocol for securely browsing the web. In a typical public-key infrastructure (PKI) scheme, the certificate 
issuer is a certificate authority (CA), usually a company that charges customers to issue certificates for them. By 
contrast, in a web of trust scheme, individuals sign each other's keys directly, in a format that performs a similar 
function to a public key certificate. 
X.509: is a standard defining the format of public key certificates. X.509 certificates are used in many Internet 
protocols, including TLS/SSL, which is the basis for HTTPS, the secure protocol for browsing the web. They are also 
used in offline applications, like electronic signatures. An X.509 certificate contains a public key and an identity (a 
hostname, or an organization, or an individual), and is either signed by a certificate authority or self-signed. When 
a certificate is signed by a trusted certificate authority, or validated by other means, someone holding that 
certificate can rely on the public key it contains to establish secure communications with another party, or validate 
documents digitally signed by the corresponding private key. X.509 also defines certificate revocation lists, which 
are a means to distribute information about certificates that have been deemed invalid by a signing authority, as 
well as a certification path validation algorithm, which allows for certificates to be signed by intermediate CA 
certificates, which are, in turn, signed by other certificates, eventually reaching a trust anchor. X.509 is defined by 
the International Telecommunications Union's Standardization sector (ITU-T), and is based on ASN.1, another ITU-
T standard. 
Enterprise Service Bus: An enterprise service bus (ESB) implements a communication system between mutually 
interacting software applications in a service-oriented architecture (SOA). As it implements a distributed 
computing architecture, it implements a special variant of the more general client-server model, wherein, in 
general, any application using ESB can behave as server or client in turns. ESB promotes agility and flexibility with 
regard to high-level protocol communication between applications. The primary goal of the high-level protocol 
communication is enterprise application integration (EAI) of heterogeneous and complex service or application 
landscapes (a view from the network level). 
Batch processing: is a general term used for frequently used programs that are executed with minimum human 
interaction. Batch process jobs can run without any end-user interaction or can be scheduled to start up on their 
own as resources permit. A program that reads a large file and generates a report, for example, is considered to 
be a batch job. The term batch job originated in the days when punched cards contained the directions for a 
computer to follow when running one or more programs. Multiple card decks representing multiple jobs would 
often be stacked on top of one another in the hopper of a card reader, and be run in batches. 
Extract-transform-load (ETL): In computing, is the general procedure of copying data from one or more sources 
into a destination system which represents the data differently from the source(s). The ETL process became a 
popular concept in the 1970s and is often used in data warehousing. Data extraction involves extracting data from 
homogeneous or heterogeneous sources; data transformation processes data by data cleansing and transforming 
them into a proper storage format/structure for the purposes of querying and analysis; finally, data loading 
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describes the insertion of data into the final target database such as an operational data store, a data mart, or a 
data warehouse. A properly designed ETL system extracts data from the source systems, enforces data quality and 
consistency standards, conforms data so that separate sources can be used together, and finally delivers data in 
a presentation-ready format so that application developers can build applications and end users can make 
decisions.  
Kernel: is a computer program that is the core of a computer's operating system, with complete control over 
everything in the system. On most systems, it is one of the first programs loaded on start-up (after the bootloader). 
It handles the rest of start-up as well as input/output requests from software, translating them into data-
processing instructions for the central processing unit. It handles memory and peripherals like keyboards, 
monitors, printers, and speakers. A kernel connects the application software to the hardware of a computer. The 
critical code of the kernel is usually loaded into a separate area of memory, which is protected from access by 
application programs or other, less critical parts of the operating system. The kernel performs its tasks, such as 
running processes, managing hardware devices such as the hard disk, and handling interrupts, in this protected 
kernel space. In contrast, everything a user does is in user space: writing text in a text editor, running programs in 
a GUI, etc. This separation prevents user data and kernel data from interfering with each other and causing 
instability and slowness, as well as preventing malfunctioning application programs from crashing the entire 
operating system. 
CLI: A command-line interface or command language interpreter, also known as command-line user interface, 
console user interface and character user interface (CUI), is a means of interacting with a computer program 
where the user (or client) issues commands to the program in the form of successive lines of text (command lines). 
A program which handles the interface is called a command language interpreter or shell (computing). 
Concurrency: refers to the ability of different parts or units of a program, algorithm, or problem to be executed 
out-of-order or in partial order, without affecting the final outcome. This allows for parallel execution of the 
concurrent units, which can significantly improve overall speed of the execution in multi-processor and multi-core 
systems. In more technical terms, concurrency refers to the decomposability property of a program, algorithm, or 
problem into order-independent or partially-ordered components or units. 
Persistence: in computer science, persistence refers to the characteristic of state that outlives the process that 
created it. This is achieved in practice by storing the state as data in computer data storage. Programs have to 
transfer data to and from storage devices and have to provide mappings from the native programming-language 
data structures to the storage device data structures. Picture editing programs or word processors, for example, 
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A proposed reference IoT sensor network architecture to guide the pilot in CIAT 
 
2. Executive summary 
 
The previous report reviewed available reference architectures for guiding solutions based on Internet of Things 
(IoT) sensor networks. Based on the capabilities and limitations found during that review, this report proposes the 
use of the reference architecture shown in Figure 1 to guide CIAT’s IoT pilot for the high-throughput phenotyping 
and the data-driven agronomy teams.  
 
Figure 1. Reference architecture for IoT sensor network applications in agriculture. 
 
The suggested architecture has well-defined layers and it is hierarchical. At the bottom of the architecture, we 
find the device layer that supports end devices in the IoT network. It enables tasks such as acquiring measurement 
from sensors, sending commands to actuators, and interacting with radios. The communication-and-connectivity 
layer acknowledges that in many scenarios, there can be intermediate elements between the end devices and 
data center that are required to enable a bidirectional flow of information. Once the data reaches the data center, 
the IoT middleware layer handles a subset of services that are IoT specific, including tasks such as registering and 
configuring new devices, ingesting data as fast as needed, handling data forwarding from the data center to end 
devices, as well as applying basic rules and functions to the data. The service layer receives data from the IoT 
middleware layer and handles storage, filtering, data fusion, analytics, control, and visualization tasks. The 
application layer uses the service layer to facilitate data-driven agronomy use cases such as monitoring, prediction 
(e.g: phenotyping), control, and logistics.  
This architecture considers security as a transversal layer to all other components to raise awareness about its 
importance in the IoT design and deployment. In turn, the transversal ontology layer aims to ensure a proper 
representation, naming, and definition of the categories, properties, and relationships among the entities, the 
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data, and the associated concepts in the IoT solution. Similarly, the developer layer in this architecture highlights 
the critical role of applications programming interfaces, libraries, and software development kits for ensuring 
flexible, robust, maintainable, and upgradable solutions. The users are above the reference architecture to 
emphasize that their needs should guide the design and development decisions in IoT applications for agriculture. 
The suggested architecture has the following attributes: 
 It can be deployed using an on-premise data center, off-premise data center, or any public cloud 
infrastructure.  
 It allows the developer to process the data, extract analytics, and control the end devices at different 
layers. 
 It can be mapped to existing services provided either by open-source projects or by commercial enterprise 
solutions.  
 It is modular enough to decouple IoT specific services from more traditional services in IT, which should 
facilitate the integration of existing data and pipelines with fresh ground data. This can enable the fusion 
of imagery taken from drones, satellites, measurements from sensors installed on the ground, and 
observations provided by farmers, for instance through applications in mobile devices, to provide a unified 
view of the crops at different spatial scales over time. 
 It can handle different scenarios in terms of wireless availability: no availability, average availability, and 
full availability (i.e: 24/7). In the first scenario the farmer, the extension worker, or the researcher could 
walk through the field and capture with a mobile phone and a customized app measurement records using 
built-in technologies such as WiFi, Bluetooth, or Near Field Communication (NFC). In the second scenario, 
IoT devices could hold measurement records in internal memory buffers while the wireless connection is 
reestablished and they can send the data to the data center. In the third scenario, the sensor data can be 
streamed continuously to the data center using a reliable wireless channel.  
In summary, the suggested reference architecture is a basic abstraction that can guide secure IoT developments 
so that they can be scaled and improved over time. It includes specific layers that acknowledge the challenges of 
deploying and connecting end devices to on-premise and off-premise infrastructure, and the convenience of 
splitting services across three layers for IoT, general information technologies, and specific applications. 
Subsequent reports of this consultancy will include recommendations for the required software, enabling 
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As part of the CGIAR Platform for Big Data in Agriculture led by the International Center for Tropical Agriculture 
(CIAT), this consultancy report suggests a reference architecture that can guide the design and development of an 
Internet of Things (IoT) sensor network in CIAT’s campus, located in Palmira (Valle del Cauca, Colombia). The 
suggested architecture abstracts the key components of IoT solutions based on a previous report that reviewed 
some of the alternatives used by technological leaders, research groups, and open-source projects.  The suggested 
architecture described in this report supports automation of data collection processes from crops and 
environmental variables, its integration with data-driven analyses and services, and the evaluation of suitability 
and cost-benefit of different sensor and telemetric technologies for automated measurement and management.  
This report focuses entirely on the description of the IoT reference architecture and subsequent reports will focus 
on the required software, enabling technologies, and key hardware components needed for to develop a 1 Ha 
test pilot for rice, maize, cassava, and bean crops.  
5. Proposed IoT sensor network reference architecture  
 
Inspired by the developments of Intel1, Guth et al. (2018)2, Talavera et al. (2017)3, and the commercial offering of 
technological leaders in the IoT space such as Microsoft, Amazon, Google and IBM, Figure 2 presents the suggested 
IoT sensor network reference architecture for CIAT. The architecture has five horizontal layers and three 
transversal layer embedded in all others. The reference architecture is hierarchical, meaning that upper layers are 
built upon, and consumed data and services provided by, lower layers. Figure 2 also emphasizes that users are on 
top of the architecture and they are who should guide the decisions during the development and rollout. In CIAT’s 
case, the main users are the high-throughput-phenotyping and the data-driven-agronomy teams. The remainder 
of this section explains the function of each layer in the architecture. 
Figure 3 presents the internal components of the device layer. This layer is representative of the end-devices (also 
called end-nodes, edge-nodes, or field devices) as well as IoT gateways. In this layer, devices have a computing 
unit running either a single main program (e.g: an Arduino sketch) or a real-time operating system (RTOS) that can 
use system calls or drivers to interact with low-level peripherals, interfaces, and attached hardware. Through a 
local agent, the computing unit handles device communication, networking, configuration, message formatting, 
protocol encoding and decoding, firmware update, data processing, sensor reading, and low-level analytics and 
control if needed. These tasks are programmed through application programming interfaces (APIs), libraries, or 
software development kits (SDKs). Attached modules include power sources such as long-term batteries, solar 
panels, or the power grid itself. Nowadays, power storage can include options such as supercapacitors and 
rechargeable batteries. Communication modules facilitate the information exchange with other devices in the IoT 
                                                          
1 The Intel IoT Platform. Architecture White Paper Internet of Things (IoT).  
 https://www.intel.la/content/www/xl/es/internet-of-things/white-papers/iot-platform-reference-architecture-paper.html  
2 Jasmin Guth, Uwe Breitenbücher, Michael Falkenthal, Paul Fremantle, Oliver Kopp, Frank Leymann, and Lukas Reinfurt. A Detailed Analysis of IoT Platform 
Architectures: Concepts, Similarities, and Differences, pages 81-101. Springer, 2018. 
3 Jesús Martín Talavera, Luis Eduardo Tobón, Jairo Alejandro Gómez, María Alejandra Culman, Juan Manuel Aranda, Diana Teresa Parra, Luis Alfredo Quiroz, 
Adolfo Hoyos, and Luis Ernesto Garreta. Review of IoT applications in agro-industrial and environmental fields. Computers and Electronics in Agriculture, 
142, Part A:283-297, 2017. 
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network and are divided for simplicity in wired (e.g: Ethernet modules) and wireless (e.g: LoRA, WiFI, Bluetooth, 
and TV white space modules). Sensors in the device layer can measure variables above or below ground. Common 
above-ground sensors include air temperature, radiation (e.g: photosynthetic active radiation, total solar 
radiation, red / far-red ratio), atmospheric pressure, wind speed and direction, rain, and gas concentration (e.g: 
CO2, CH4, NO2). Below-ground sensors measure variables such as soil humidity, soil conductivity, soil temperature, 
water potential, and concentration of chemicals in the soil (e.g: N, P, K). Common actuators in the device layer 
include pumps, lights in greenhouses, alarms, etc. Sensors and actuators encode and interpret the information 
that they produce or accept using analog variables such as voltage or current, or digital messages. In either case, 
appropriate interfaces and drivers are required to coordinate the data transfer.  
 
Figure 2. Reference architecture for IoT sensor network applications in agriculture. 
 
 




Figure 4 presents the communication and connectivity layer. This layer includes all the intermediate elements 
required in terms of hardware and software to exchange data between the data center and the network devices. 
The data center is just an abstraction, and it can be as simple as a powerful gateway, a rugged computer, or an 
existing local server. Beyond its power and complexity, the data center can be on-premise, off-premise, or it can 
exist in a public cloud. The intermediate elements in the communication and connectivity layer can include 
gateways for exchanging protocols, routers for connecting different networks, basic modems, and repeaters that 
can extend the network coverage by improving the signal strength. Not all the intermediate elements are required, 
and some of them can be repeated to increase robustness or to handle different technologies.  
 
 
Figure 4. Communication and connectivity layer. 
 
Figure 5 shows some of the associated services to the IoT middleware layer. This layer includes an IoT database 
that holds information about all devices in the solution, their properties, the network architecture, as well as 
policies and relevant metadata. The user can provision or register new devices in the middleware to facilitate 
secure communications, furthermore, these devices can be updated or removed from the network via a service 
called device management. The data transactions between the devices and the middleware are handled using a 
device connectivity service that in most cases corresponds to a secure data broker capable of interacting with a 
large number of devices, and an even larger number of messages, using some well-defined communication 
protocols such as MQTT.  Depending on the number of sensors, their sampling periods, and their bandwidth, this 
service becomes a critical component of the solution. Another service included in this IoT middleware layer 
enables persistency and concurrency through what is known as a device twin, digital twin, or device shadow. This 
construct creates a digital representation of the device through a file, commonly a JSON file. A digital twin contains 
the desired state, reported state, and tag (set or read). Each time a new measurement from the sensor is acquired 
(i.e: device to data center message), the current state of the digital twin gets changed. Similarly, if a given service 
needs to send a command or to change a parameter in the device (i.e: data center to device message), it only has 
to modify the desired state in the digital twin, which causes the actual command to be forwarded to the device 
as soon as possible. After receiving the update, and during the next sampling period, the device will report its new 
state. The data streaming service in the IoT middleware layer efficiently connects the data ingestion service with 
other services that require processing the data in real time. Depending on the complexity of the solution, the IoT 
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middleware layer can provide low-level processing of data using either a fixed set of predefined rules or a set of 
functions or lambdas. The service orchestration represented in Figure 5 handles the way in which different 
services are linked together in a given solution. The IoT middleware layer includes APIs, libraries, and SDKs, event 
logging, reporting tools, and user interfaces for interacting with the IoT deployment, its services, and its status. As 
it was noted previously, not all of the components shown in Figure 5 are required in all IoT solutions. 
 
 
Figure 5. IoT middleware layer. 
 
Figure 6 illustrates the service layer and some of the blocks that it can contain. One of the basic services that the 
data center should provide is storage. If the information that is ingested by the data center is accessed frequently, 
then it is a good practice to use warm storage. In contrast, if the information is saved for long periods before it 
gets used (for instance, to assemble a dataset), then it can go into cold storage. Depending on the data source, 
the received measurement in the data center can be polluted by unwanted thermal or electromagnetic noise from 
the field. For this reason, it is convenient to include filters to clean the data, remove outliers, or simply interpolate 
between known values. The data-fusion block shown in Figure 6 is a representation of an algorithm that integrates 
multiple data sources to produce more consistent, accurate, and useful information than that provided by any 
9 
 
individual data source. The analytics block can include fixed queries over databases, as well as classical statistical 
analyses or modern machine learning algorithms applied to incoming or stored data. The control block provides 
adjustments to actuators (i.e: control signals) in order to achieve the desired outcome in a process. For example, 
a feedback control can be used in agriculture to turn on a water irrigation pump when the humidity sensor 
indicates that the soil is dry. Finally, the visualization block in the service layer provides a way of presenting the 
spatiotemporal evolution of natural and man-made processes in the crops, as well as auxiliary variables to users 
and platform administrators.  The visualization includes real-time dashboards and long-term reports, either of 
which can be posted on websites or displayed in mobile applications.  
 
 
Figure 6. Service layer. 
 
Figure 7 shows a simplified representation of the many applications that are possible within data-driven 
agronomy, which have been clustered in four main blocks, namely: monitoring, prediction (this includes 
phenotyping), control, and logistics. Logistics in agriculture is understood as the physical flow of entities and 
related information from producer to consumer to satisfy consumer demand. It includes agricultural production, 
acquisition, transportation, storage, loading and unloading, handling, packaging, distribution, and related 
activities. This layer is largely driven by the researchers in CIAT’s case.  
 
Figure 7. Application layer. 
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Figure 8 introduces the key modules within the data integrity and security layer. Some of the services include 
verifying valid ranges for variables, performing data encryption, generating and managing authentication, 
handling authorization of API access including tokens and certificates, updating users and their clearances in a 
directory, enforcing and updating security policies over time, and providing alerts when the system detects 
abnormal conditions.  
 
Figure 8. Data integrity and security layer. 
 
Figure 9 presents a basic set of elements that IoT designers should consider in the ontology layer. By specifying 
beforehand the naming of the different components of the IoT network, their attributes, the relationship among 
them, the designer can simplify the implementation of the solution, ease cross-compatibility with third-party 
system, and enable powerful analytics. 
 
Figure 9. Ontology layer. 
 
Figure 10 illustrates the inner components of the developer layer. This block is essential to create robust, scalable, 
and upgradable IoT solutions. It contains application programming interfaces, libraries, and software development 
kits used in all components of the other layers. Hardware vendors can provide some of these components, some 
can come from open-source projects, and others can come from commercial and third party services. Good 
software engineering practices such as testing, documenting, and using a distributed version-control system for 
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tracking changes in source code can ease the software development, the inclusion of new functionalities, and the 
long-term sustainability of the IoT project.  
 
Figure 10. Developer layer. 
 
Figure 11 indicates the potential users of the solutions derived from the reference architecture described so far. 
They can include farmers, extension workers, researchers, and general stakeholders such as non-governmental 
organizations, government entities, banks, insurers, merchants, and even supermarkets. Even though it is 
common to conceive the user as a person, it is important to understand that as more and more systems get 
connected to the IoT, the end-user can actually be another device, service, or system. 
 




This report presented the suggested reference architecture for IoT sensor network design in agriculture, based on 
the previous review consultancy report and CIAT’s requirements. The architecture has five horizontal layers and 
three transversal layers embedded in all others. The reference architecture is hierarchical, meaning that upper 
layers built upon lower layers. The architecture includes a device layer, a communication and connectivity layer, 
an IoT middleware layer, a service layer, an application layer, a developer layer, an ontology layer, and a data-
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integrity-and-security layer. The suggested architecture acknowledges the importance and guiding role of users 
in specific design and development choices that are required in an IoT project.  
It is possible to join some of the layers in the architecture depending on the application in agriculture. For instance, 
the IoT middleware can be extended to include the service layer and even the application layer if the application 
has a small scope and is simple enough. Similarly, in some solutions, the device layer can be extended to include 
the communication and connectivity layer. In contrast, we recommend maintaining the data-integrity-and-
security layer, the ontology layer, and the developer layer because they ensure reliable, scalable, and upgradable 
solutions over time. 
The suggested architecture is an abstraction that captures the essential blocks and services reported in the IoT 
literature, which are currently used by many technology leaders and research groups. It can allow the creation of 
new insights in data-driven agriculture through advanced analytics from third-party data, ground-level telemetry, 
and imagery from drones and satellites.  
The next reports will include a mapping of the reference architecture described in this document to existing 
services in open-source and commercial software projects.  
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An updated comparison of the technological alternatives for doing data processing from field sensors 
either on premises or in the cloud using both open-source and commercial platforms, and a 
recommendation of the corresponding software services. 
 
2. Executive summary 
 
The previous consultancy report introduced the suggested IoT sensor-network reference architecture shown in 
Figure 1 for CIAT. This new report presents the software alternatives that support each layer of that architecture 
following the 3-stack software division proposed by the Eclipse IoT Working Group that is illustrated in Figure 2. 
The first software stack is for constrained devices, the second stack is for gateways, and the third one is for data 
centers, which can be located either on-premises or in a public or private cloud. 
 
Figure 1. Reference architecture for IoT sensor network applications in agriculture. 
 
 
Figure 2. Software stacks for IoT. Source: Eclipse IoT Working Group1. 
 
                                                          
1 The Three Software Stacks Required for IoT Architectures: IoT software requirements and how to implement them using open source technology. Eclipse 





The software stack for constrained devices runs a lightweight operating system (OS) or a real-time operating 
system (RTOS) with a hardware abstraction layer (HAL) for interacting with physical ports and peripherals of the 
device. Besides the task-specific software for sensing or controlling the environment, the software in these devices 
takes care of the communication (using field and IoT protocols) and remote management with the gateway.  
The software stack for gateways can be powered by a RTOS or by a fully fledge operating system like Linux, in 
which case the use of an application runtime environment such as the Java Runtime Environment2 or equivalent, 
facilitates the execution of applications to handle the connectivity (including the network management), remote 
management, data management, and messaging.  
The software stack for IoT data centers and cloud platforms relies on the use of containers to handle the platform 
as a service (PaaS). In this computing scheme, each container runs an operating system as well as one or more 
vital services for the IoT operation. The containers are orchestrated so that they can be scaled up or down on 
demand. The services handle connectivity, message routing, device registry, device management, data 
management, event management, analytics, user interfaces, custom applications, and connections with third-
party applications.    
IoT developers can use open-source software to implement the services within these three software stacks. 
However, the mapping between the desired service and an open-source software project is not one-to-one, as 
many of these projects can implement the same service. Most of these services are developed and maintained by 
the Apache Software Foundation3, the Linux Foundation4, the Eclipse Foundation5, and the Mozilla Foundation6. 
However, more and more companies are offering open-source solutions either in the form of community editions, 
which are offered at no cost but only have a subset of the capabilities offered by their commercial counterparts, 
or as full open-stacks, where companies will charge users if they want cloud hosting or technical support, which 
comes with specific service-level agreements (SLA). Many other open-source projects are developed and 
maintained by industry-led consortiums to create standards and ensure compatibility with their commercial 
products. In all these scenarios, the winners of this booming open-source landscape are the IoT users and 
entrepreneurs. 
In this report, every effort was made to capture the most representative and updated software alternatives. 
However, CIAT IoT developers are encouraged to perform similar surveys each year or so as the open-source 
landscape is evolving quickly. 
 
                                                          
 
2 What is the JRE? Introduction to the Java Runtime Environment. Matthew Tyson. JavaWorld. September 2018. 
https://www.javaworld.com/article/3304858/what-is-the-jre-introduction-to-the-java-runtime-environment.html 
 
3 Apache Software Foundation.  
https://www.apache.org 
4 Linux Foundation.  
https://www.linuxfoundation.org  
5 Eclipse Foundation.  
https://www.eclipse.org/org/foundation/  
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As part of the CGIAR Platform for Big Data in Agriculture led by the International Center for Tropical Agriculture 
(CIAT), an Internet of Things (IoT) sensor network will be deployed in CIAT’s campus, located in Palmira (Valle del 
Cauca, Colombia), starting with a 1 Ha test pilot for rice, maize, cassava, and bean crops. Developing this IoT sensor 
network involves a multi-step selection process from a large pool of alternatives in terms of hardware and 
software. Following the suggested IoT sensor-network reference architecture introduced in the previous report 
of the consultancy, this document focuses exclusively on the software component alternatives for each layer, 
starting from the low-level firmware that commands end nodes and field gateways, all the way up to the software 
services that support the end-user applications. The discussion in this report focuses on open-source initiatives, 
and therefore, only key commercial alternatives were included. A subsequent report will focus on the suggested 
hardware components for the pilot.  
5. Software for the device layer 
 
The software for the device layer includes programs that control end nodes and field gateways. As these devices 
commonly have a microcontroller and limited memory resources, their programs are either coded directly -an 
approach that is known as bare-metal programming- or are managed by a small operating system, which in most 
embedded platforms corresponds to a real-time operating system.  
In the bare-metal approach, the developer programs the microcontroller to execute the code directly without any 
operating system underneath. One of the languages that the developer can use in such scenarios is assembly, 
which can be converted to machine code using an assembler. The code produced with assembly is very efficient 
in terms of size (i.e: flash memory footprint) and memory usage (i.e: RAM), providing the fastest execution speed 
among all the alternatives. However, assembly can be cumbersome to program and it is not very portable even 
between different families of microcontrollers manufactured by the same provider. Thus, instead of using 
assembly, a developer can use the C programming language given that a suitable compiler is available for the 
selected microcontroller. The compiler takes the source code and converts it to machine code. The C programming 
language is easier to master and the code produced with it is more maintainable than assembly. Additionally, it is 
often possible to insert assembly code into C code with special directives to boost speed. Overall, there are plenty 
of examples and general libraries available in the Internet when using C. A large part of the produced code can be 
ported to other microcontrollers, particularly when manufacturers encapsulate all of the low-level hardware 
drivers of their microcontrollers in what is known as a hardware-abstraction layer (HAL), or when they provide a 
complete set of application programming interfaces (API). For selected boards, the developer can also use the 
Arduino programming language, which is a set of C/C++ functions that can be called from the code. The main 
benefit one gets from developing with the Arduino language is that there are plenty of libraries to interact with 
sensors, actuators, communication modules, and peripherals, because of the worldwide adoption of the Arduino 
hardware, its compatible platforms, and its extension boards known collectively as shields. Finally, there is a recent 
and growing trend for programming microcontrollers using lean variants of the Python 3 programming language, 
6 
 
such as MicroPython7 and CircuitPython8. These Python variants provide promising alternatives for those 
developers who are new to the other embedded programming alternatives. In the not so distant future, these 
Python variants will simplify the integration with other layers in the IoT architecture. It is important to note that 
in general, end-nodes and some field gateways, have to run multiple tasks concurrently (i.e: when tasks appear 
to be executing at the same time) such as acquiring new measurements, processing data, handling hardware 
interfaces, dealing with communication stacks, and executing background agents to interact with IoT specific 
requests. These tasks impose some challenges on a bare-metal approach, as the underlying program will need to 
be very efficient at handling software and hardware interruptions, or will have to include a more general process 
scheduler.  
The second approach for programming a microcontroller assumes that the developer writes code that will be 
managed by an operating system (OS), and more commonly, a real-time operating system (RTOS) for embedded 
platforms. An RTOS is an operating system for devices and systems that need to react quickly to a trigger. It aims 
to serve real-time applications that process incoming data9. A key characteristic of an RTOS is the level of its 
consistency concerning the amount of time it takes to accept and complete an application's task, while the jitter 
is the associated variability. Real-time operating systems are classified as hard or soft RTOS. A hard RTOS 
guarantees that tasks will be executed within fixed deadlines. Hard real-time is required in mission-critical 
applications such as nuclear plant shutdown systems or flight control systems. In a soft RTOS, deadlines are 
important but only in an average sense. An example of a soft real-time system is a data acquisition system as those 
required in agriculture. One of the advantages of using an RTOS is that it allows modularity by separating the core 
kernel from middleware, protocols, and applications. This modularity eases the development and keeps the 
memory footprint of the software that the developer needs to program to a minimum. An RTOS can handle 
concurrency, temporarily suspend a task in order to execute a higher-priority task, use mutexes to protect a shared 
resource, semaphores to signal and synchronize tasks, message queues to transfer data between tasks, and it can 
integrate third-party software stacks (e.g: TCP/IP or USB stack) and tools. As a rule of thumb, using an RTOS is only 
recommended for devices with more than 10 kilobytes of RAM and more than 32 kilobytes of flash memory. In 
the past, these requirements were difficult to overcome in low-cost hardware platforms. However, nowadays 
there are development boards with specs well above the minimum requirements that only cost about 2 USD per 
piece. The osrtos website10 maintains a comprehensive list of open source real-time operating systems and open-
source embedded projects. 
Table 1 and Table 2 present some bare-metal and RTOS alternatives that can be used to program the 
microcontrollers, as well as the supported manufacturers, architectures, boards, their corresponding software 
licenses, and some useful links for IoT developers. For a bare-metal approach, the Arduino language offers many 
                                                          
7 MicroPython.  
https://micropython.org   
 
8 CircuitPython.  
https://circuitpython.org  
 








advantages for beginners who can benefit from the support of a large community. In contrast, recommending an 
RTOS is much harder, as it is linked to the underlying hardware and software stacks that are needed by the 
application. In general terms, if the microcontroller or development board is powered by an ARM processor 
architecture and if it is Mbed enabled11, then the mbed OS is a good alternative for sensor network projects as it 
supports many IoT communications stacks including LoRa LPWAN, Thread, 6LoWPAN Sub-GHz Mesh, Wi-Fi, 
Bluetooth LE, NFC, RFID, Cellular, NBIoT, and Ethernet among others. If the developer wants to maintain 
compatibility with multiple CPU architectures (e.g: x86, ARM, RiSC), then Zephyr is a good option, as it also 
supports Bluetooth, Bluetooth Low Energy, Wi-Fi, 802.15.4, and standards like 6Lowpan, CoAP, IPv4, IPv6, and 
NFC. For devices with limited memory, RIOT is a suitable RTOS for IoT projects, as it supports C, C++, and standard 
tools for compiling, debugging, and profiling, such as gcc, gdb, and valgrind, respectively. If the IoT developer is 
willing to go beyond open-source and pay for proven industry robustness and long-term commercial support, then 
WindRiver VxWorks is a good RTOS choice.   
Table 1. Modern bare-metal alternatives for programming microcontrollers and development boards. 
 




Supported manufacturers / architectures / 
platforms






The Arduino Editor allows you to write code and upload sketches to 
Arduino's comptabile boards.
Arduino, Adafruit, Adelino, Akafugu, Alorium, 
Ameba, Arachnid Labs, Ardhat, Arduboy, Arducam, 
Arrow, ATFlash, Atmel, chipKIT, Cytron 
Technologies, DFRobot, Digistump (Official), 
Dwengo, Engimusing, ESP8266 , Espressif ESP32, 
FemtoCow, Goldilocks, HidnSeek, In-Circuit, 
Infineon Technologies, IntoRobot, Konekt 
Dash/DashPro (Official), Laika, Lattuino, 
MattairTech LLC, Maxim Integrated, MegaCore, 
MightyCore, MiniCore, Moteino (Official), 
Navspark, Nordic Semiconductor nRF5 based 
boards, OLIMEX, OMC, panStamp, RFduino, 
RedBear, RIG by REKA, Seeeduino(Seeed Studio), 
Simba, Sipeed, SODAQ, Sony, SparkFun, STM32 
core (official), Talk, TKJ Electronics, UDOO, 
Zoubworld core.
Yes
The source code for the 
Java environment is 
released under the GPL 
license. 
The C/C++ microcontroller 












It is a lean and efficient implementation of the Python 3 
programming language that includes a small subset of the Python 
standard library and is optimised to run on microcontrollers and in 
constrained environments. MicroPython is packed full of advanced 
features such as an interactive prompt, arbitrary precision integers, 
closures, list comprehension, generators, exception handling and 
more. Yet it is compact enough to fit and run within just 256k of 
code space and 16k of RAM. MicroPython aims to be as compatible 
with normal Python as possible to allow you to transfer code with 
ease from the desktop to a microcontroller or embedded system.








It is a programming language designed to simplify experimenting 
and learning to program on low-cost microcontroller boards.  
CircuitPython is Adafruit's branch of MicroPython.
Adafruit CircuitPython boards, Arduino, Electronic 
Cats, MakerDiary, Nordic Semiconductor, Particle, 
Benjamin Shockley, Radomir Dopieralski, 
















Table 2. Real-time operating systems for microcontrollers and development boards.
 
Name Description Supported manufacturers/architectures/platforms






Arm Mbed OS is a free, open-source embedded operating system 
designed specifically for the "things" in the Internet of Things. It 
includes all the features you need to develop a connected product 
based on an Arm Cortex-M microcontroller, including security, 
connectivity, an RTOS, and drivers for sensors and I/O devices. With 
Mbed OS, you can develop IoT software in C++ with a free online 
IDE, generate optimized code with Arm C/C++ Compiler and run it 
on hundreds of hardware platforms. The Mbed OS stack includes 
TLS, networking, storage and drivers, and is enhanced by thousands 
of code examples and libraries. A broad range of connectivity 
options are available in Mbed OS, supported with software 
libraries, development hardware, tutorials and examples: LoRa 
LPWAN, Thread, 6LoWPAN Sub-GHz Mesh, Wi-Fi, Bluetooth LE, 
NFC, RFID, Cellular, Ethernet. Arm Mbed OS addresses security in 
device hardware, software, communication and in the lifecycle of 
the device itself. Driver support for a wide range of standard MCU 
peripherals is included in Mbed OS. This includes digital and analog 
IO, interrupts, port and bus IO, PWM, I2C, SPI and serial.
Arm Cortex-M microcontroller Yes.





Supported modules, boards, components:
https://os.mbed.com/hardware/
Zephyr
The Zephyr Project is a scalable real-time operating system (RTOS) 
supporting multiple hardware architectures, optimized for 
resource constrained devices, and built with safety and security in 
mind. The Zephyr Project, a Linux Foundation hosted Collaboration 
Project, is an open source collaborative effort uniting leaders from 
across the industry to build a best-in-breed small, scalable RTOS 
optimized for resource-constrained devices, across multiple 
architectures. The Zephyr kernel is derived from Wind River’s 
commercial VxWorks Microkernel Profile for VxWorks. Microkernel 
Profile has evolved over 20 years from DSP RTOS technology known 
as Virtuoso. The RTOS has been used in several commercial 
applications including satellites, military command and control 
communications, radar, telecommunications and image processing.  
Zephyr runs on systems as small as 8 kB of memory to more than 
512 kB. Supports Bluetooth, Bluetooth Low Energy, Wi-Fi, 802.15.4. 
Supports standards like 6Lowpan, CoAP, IPv4, IPv6, and NFC.
x86, ARM, ARC, NIOS II, XTENSA, POSIX/NATIVE, 
RISCV32.
Yes.








RIOT is a real-time multi-threading operating system that supports 
most low-power IoT devices and microcontroller architectures (32-
bit, 16-bit, 8-bit). RIOT aims to implement all relevant open 
standards supporting an Internet of Things that is connected, 
secure, durable & privacy-friendly. RIOT is based on design 
objectives including energy-efficiency, reliability, real-time 
capabilities, small memory footprint, modularity, and uniform API 
access, independent of the underlying hardware (this API offers 
partial POSIX compliance). Several libraries (e.g. Wiselib) are 
already available on RIOT, as well as a full IPv6 network protocol 
stack including the latest standards of the IETF for connecting 
constrained systems to the Internet (6LoWPAN, IPv6, RPL, TCP and 
UDP).
RIOT, Atmel, Arduino, Genuino, STM, TI, embed, 
Infineon, Nordic, Zolertia, OpenMote, UDOO, 
HiKoB, Eistec, Phytec GmbH, Yunjia/ebay, FU 




(it allows you to 
redistribute, use and/or 
modify the free open 
source code developed 
and maintained by the 
RIOT community, without 
requiring you to 













FreeRTOS kernel is a real time operating system (or RTOS), and the 
de-facto standard solution for microcontrollers and small 
microprocessors. It is designed to be small and simple. FreeRTOS is 
designed to be simple and easy to use: Only 3 source files that are 
common to all RTOS ports, and one microcontroller specific source 
file are required, and its API is designed to be simple and intuitive. 
It provides methods for multiple threads or tasks, mutexes, 
semaphores and software timers. Key features are very small 
memory footprint, low overhead, and very fast execution. The 
FreeRTOS is professionally developed, strictly quality controlled, 
robust, supported, free to use in commercial products without a 
requirement to expose proprietary source code.
Altera, ARMv8-M, Atmel, Cadence, Cortus, 
Cypress, Energy Micro (see Silicon Labs), Freescale, 
Imagination/MIPS, Infineon, Luminary Micro, 
Microchip, Microsemi (now Microchip), NEC, NXP, 
Renesas, RISC-V [contributed, there is now an 
official port too], SiFive, Silicon Labs, Spansion (ex 
Fujitsu), ST Microelectronics, Synopsys ARC, Texas 











Contiki is an open source operating system for the Internet of 
Things. Contiki connects tiny low-cost, low-power microcontrollers 
to the Internet. Contiki is a powerful toolbox for building complex 
wireless systems. Contiki provides powerful low-power Internet 
communication. Contiki supports fully standard IPv6 and IPv4, 
along with the recent low-power wireless standards: 6lowpan, RPL, 
CoAP. With Contiki's ContikiMAC and sleepy routers, even wireless 
routers can be battery-operated. Contiki supports the recently 
standardized IETF protocols for low-power IPv6 networking, 
including the 6lowpan adaptation layer, the RPL IPv6 multi-hop 
routing protocol, and the CoAP RESTful application-layer protocol. 
Contiki provides a full IP network stack, with standard IP protocols 
such as UDP, TCP, and HTTP, in addition to the new low-power 
standards like 6lowpan, RPL, and CoAP. Contiki applications are 
written in standard C, with the Cooja simulator Contiki networks 
can be emulated before burned into hardware, and Instant Contiki 
provides an entire development environment in a single 
download. Contiki is designed to run in small amounts of memory. 
A typical system with full IPv6 networking with sleepy routers and 
RPL routing needs less than 10 kB RAM and 30 kB ROM. Contiki is 
designed to operate in extremely low-power systems: systems that 
may need to run for years on a pair of AA batteries. To assist the 
development of low-power systems, Contiki provides mechanisms 
for estimating the system power consumption and for 
understanding where the power was spent.




Under this license, Contiki 
may be used freely in both 
commercial and non-
commercial systems as 
long as the copyright 
header in the source code 
files is retained. The 
Contiki open source 
license does not require 
any code to be shared with 
others. If you use Contiki 
to develop code, your code 
is your own and you do not 
need to share it with 
anyone. If you want to 
contribute code to the 
Contiki project, however, it 
requires the code to be 
covered by the same 









To close this section, it is important to highlight that the RTOS selection is tied to the hardware choice but both 
can be narrow down iteratively by answering the following questions12:  
1. What is the candidate hardware (i.e: microcontroller/microprocessor/FPGA/development board)?  
2. What is the candidate RTOS? 
3. How much Flash and RAM does the RTOS require?  
4. Does the RTOS fit in the Flash memory of the hardware? 
5. Does the RTOS support the features that you need from the hardware?  
6. Does the hardware have a board support package13 (BSP) for your RTOS?  
7. Can the hardware interfaces that you need for your project run within the RTOS? 
8. Which development environments and debugging tools work with the RTOS? 
9. How much does the RTOS cost? is it open source or royalty free? If it is open source, what is the license 
that governs the RTOS?  
10. Does the RTOS have a stable kernel? 
 
                                                          
12 Real-time vs. a standard operating system & How to choose an RTOS. December 24th, 2018 by Scott Thornton. 
https://www.microcontrollertips.com/real-time-standard-how-to-choose-rtos/  
 
13  The BSP includes drivers for the peripherals that the application needs. 
NuttX
NuttX is a real-time operating system (RTOS) with an emphasis on 
standards compliance and small footprint. Scalable from 8-bit to 32-
bit microcontroller environments, the primary governing standards 
in NuttX are Posix and ANSI standards. Additional standard APIs 
from Unix and other common RTOS's (such as VxWorks) are 
adopted for functionality not available under these standards, or 
for functionality that is not appropriate for deeply-embedded 
environments (such as fork()).
ARM, Atmel AVR, Freescale, Intel 80x86, MIPS, 










Amazon FreeRTOS (a:FreeRTOS) is an operating system for 
microcontrollers that makes small, low-power edge devices easy to 
program, deploy, secure, connect, and manage. Amazon FreeRTOS 
extends the FreeRTOS kernel with software libraries that make it 
easy to securely connect your small, low-power devices to AWS 
cloud services like AWS IoT Core or to more powerful edge devices 
running AWS IoT Greengrass.
Texas Instruments, STMicroelectronics, NXP, 
Microchip, Espressif, Infineon, Xilinx, MediaTek, 
Renesas, Cypress.
Yes.
Amazon FreeRTOS is open 
source, so you are free to 
extend, modify, or delete 












Mongoose OS Mongoose OS - an IoT firmware development framework









Apache 2.0 for the 
community edition.








Apache Mynewt is an open-source operating system for tiny 
embedded devices. Its goal is to make it easy to develop 
applications for microcontroller environments where power and 
cost are driving factors. Flexible, powerful BLE 5 implementation 
(NimBLE). LoRa PHY and LoRaWAN support. Bluetooth Mesh. Native 
support for TCP/IP, UDP. Supports protocols for constrained 
networks e.g. CoAP and 6LoWPAN. 
Nordic, RedBear, VNG IoT Lab, Rigado, STM, 
Olimex, NXP, u-blox, Microchip, Semtech, Dialog 
semiconductor.
Yes. Apache License 2.0.
Website:
https://mynewt.apache.org





Nucleus RTOS is a proven, reliable, and fully optimized RTOS. 
Nucleus has been used successfully deployed in highly demanding 
markets with rigorous safety and security requirements such as 
industrial systems, medical devices, airborne systems, and more. 
With Nucleus, developers can deploy a scalable, hard real-time, 
deterministic kernel on a wide selection of processors including 
MCUs, DSPs, FPGAs, and MPUs.  









VxWorks, the industry’s leading real-time operating system, 
delivers all the performance, determinism, reliability, safety, and 
security capabilities you need to meet the highest standards for 
running the computing systems of the most important critical 
infrastructure. VxWorks comes with the latest LLVM compiler, and 
Wind River now offers out-of-the-box support for the Boost C++ 
libraries.
32-bit, 64-bit, and multicore processors, including 






6. Software for the communication and connectivity layer 
 
Devices such as single-board computers, routers, gateways, computers, and servers can benefit from fully-fledged 
operating systems such as those summarized in Table 3. The main reason is that these devices have good 
computing power, specialized peripherals, and larger memories both in terms of permanent storage and RAM to 
handle process schedulers, multitasking, synchronization, memory management, system interfaces, file systems, 
interrupt event handling, timers, clocks, inter-task communications, and input/output.  
Many of the operating systems devoted to communication and networking tasks are based on Linux. More 
powerful hardware platforms use distributions such as Debian, Ubuntu, RedHat, or Fedora, while smaller 
platforms use variants that can be optimized for IoT. A special case is Raspbian, which became the official Linux 
distribution of the Raspberry Pi single-board computer. For other hardware platforms, Ubuntu Core has gained 
more traction due to the introduction of snaps14, which are applications that package all their dependencies to 
run on Linux distributions15 from a single build. Snaps update automatically and roll back easily, making system 
configuration issues less likely. Some software solutions for gateways in the communication and connectivity layer 
include not only the Linux operating system but also powerful applications like Eclipse Kura, and Lora OS.   
Nowadays it is common to create custom embedded Linux-based systems using programs like Yocto, OpenWRT, 
or Buildroot for specific hardware platforms and projects. These programs are a collection of open-source 
templates, tools, and methods to provide the highest level of control to tune the Linux OS, including the root 
filesystem, Linux kernel, bootloader, software stacks, pre-installed software, and other configurations. These 
programs can be hosted on a standard Linux distribution on a desktop and they are used to cross-build a Linux 
system for the chosen hardware platform. These changes are built into a target image on the Linux desktop and 
then they are transferred to the target installation media, for example to an SD card.  
Even though Linux is the dominant OS for developing IoT solutions, there are some other alternatives. These 
include Windows 10 IoT, Windows Server IoT 2019, and Fuchsia by Google. However, as the aim of CIAT is to 
develop an IoT solution based on open-source initiatives, a Linux-based OS is more reasonable in the long term, 
as it is more stable, it has a large community support, and it can handle most of the frameworks, libraries, and 
tools that have been developed for IoT. 
If the chosen board for the gateways is a Raspberry pi, then it can be convenient to use Raspbian as the OS to 
simplify the access to all of its hardware peripherals.  If the chosen board for the gateways is based on an ARM 
cortex-M series processor, then the Arm Mbed Linux OS can be a better fit, particularly if the end devices are 
running the mbedOS. For other alternatives and single-board computers, Ubuntu core seems like a more general 
alternative for developing applications for IoT. If the chosen hardware has a very small memory or if the IoT 
solution is going to use many identical gateways, then it can be worthwhile to use a program like Yocto to create 
a lean Linux distribution and ease the deployment. If the board is going to be a general gateway, then the 
developers can install Eclipse Kura on top of the chosen Linux distribution to handle connectivity. In contrast, if 









the board is going to control a LoRA-powered gateway, then using the Lora OS can simplify the management of 
the communication stack. If the data processing is going to happen in the gateway itself, then using tools such as 
NodeRED, Flogo, or StreamSets Data Collector on top of the chosen Linux distribution can simplify the design and 
maintenance of the processing pipelines. Finally, in those cases where the cloud side of the IoT solution is hosted 
in the public cloud of Amazon Web Services (AWS) and the end devices run the Amazon FreeRTOS, then it can be 
convenient to use the AWS IoT Greengrass software in the gateways, which would ease the interaction between 
the different software stacks.   















Arm Mbed Linux OS (MBL) is a free, open-source IoT operating system based on the embedded Linux 
Yocto Project. It is designed for Cortex-A devices, which can run multiple, complex applications and 
perform edge computing. MBL provides the common services these applications rely on, such as access 
to hardware peripherals, security and connectivity protocols and access to the Pelion IoT Platform. 
Because MBL is aimed specifically at IoT devices, it places a major emphasis on platform security. At 
the core of device security is Trusted Firmware (TF-A) and OP-TEE, an open source trusted execution 
environment that conforms to the Global Platform TEE specification. MBL also conforms to Platform 
Security Architecture (PSA) for secure boot and other security measures, and relies on the Linux 
kernel's isolation mechanisms to protect device integrity and sensitive data: each application runs in 
its own OCI-compliant container, so a compromised application cannot damage other applications or 
the device.
You can develop and build applications in using a variety of standard tools such as C cross-compilation, 
Python or Node.js. Applications are then packaged and deployed to MBL in an application container.
 Cortex-A devices Yes.
The Mbed Linux 
OS distribution is 






source code for 
Mbed Linux OS 
that Arm provides 
is open source 
and follows the 
REUSE practices 










The Yocto Project (YP) is an open source collaboration project that helps developers create custom 
Linux-based systems regardless of the hardware architecture. The project provides a flexible set of 
tools and a space where embedded developers worldwide can share technologies, software stacks, 
configurations, and best practices that can be used to create tailored Linux images for embedded and 
IOT devices, or anywhere a customized Linux OS is needed.  
Intel, ARM, MIPS, 






It is a Linux operating system targeting embedded devices. Instead of trying to create a single, static 
firmware, OpenWrt provides a fully writable filesystem with package management. This frees you 
from the application selection and configuration provided by the vendor and allows you to customize 
the device through the use of packages to suit any application. For developers, OpenWrt is the 
framework to build an application without having to build a complete firmware around it; for users 
this means the ability for full customization.









the GNU General 
Public License 
Version 2. Some 
parts are licensed 
under different 
licenses, this is 
mostly the case 






Buildroot is a tool that simplifies and automates the process of building a complete Linux system for 
an embedded system, using cross-compilation. In order to achieve this, Buildroot is able to generate a 
cross-compilation toolchain, a root filesystem, a Linux kernel image and a bootloader for your target. 
Buildroot can be used for any combination of these options, independently (you can for example use 
an existing cross-compilation toolchain, and build only your root filesystem with Buildroot). Buildroot 
is useful mainly for people working with embedded systems. Embedded systems often use processors 
that are not the regular x86 processors everyone is used to having in a PC. They can be PowerPC 
processors, MIPS processors, ARM processors, etc. Buildroot supports numerous processors and their 
variants; it also comes with default configurations for several boards available off-the-shelf. Besides 
this, a number of third-party projects are based on, or develop their Board Support Package (BSP) or 
SDK on top of Buildroot.
 Architectures: x86, 




Raspberry Pi and 
SheevaPlug
Yes.





Ubuntu Core is a lean, strictly confined and fully transactional operating system. It was designed it 
from the ground up, to focus on security and simplified maintenance, for appliances and large device 
networks. Ubuntu Core is powered by snaps - the universal Linux packaging format.
Samsung (Artik), 




Ubuntu Core uses 
open source 
packages from 














Raspbian is a free operating system based on Debian optimized for the Raspberry Pi hardware. An 
operating system is the set of basic programs and utilities that make the Raspberry Pi run. However, 
Raspbian provides more than a pure OS: it comes with over 35,000 packages, pre-compiled software 
bundled in a nice format for easy installation on your Raspberry Pi.




LoRa Gateway OS is an open-source Linux based embedded OS which can run on various LoRa gateway 
models. The goal is to make it easy to get started with LoRaWAN and the LoRa Server project with the 
minimum steps required to setup your gateway(s).
- LORIX One.




















Eclipse Kura is an extensible open source IoT Edge Framework based on Java/OSGi. Kura offers API 
access to the hardware interfaces of IoT Gateways (serial ports, GPS, watchdog, GPIOs, I2C, etc.). It 
features ready-to-use field protocols (including Modbus, OPC-UA, S7), an application container, and a 
web-based visual data flow programming to acquire data from the field, process it at the edge, and 
publish it to leading IoT Cloud Platforms through MQTT connectivity. 
Eclipse Kura therefore provides a general purpose middleware and application container for IoT 
gateway services. An IoT gateway stack based on Eclipse Kura would include the following:
-Operating System – Linux (Ubuntu/Ubuntu Core, Yocto-based linux distribution), Windows.
- Application Container or Runtime Environment – Eclipse Equinox or Eclipse Concierge (OSGi 
Runtime).
- Communication & Connectivity – Eclipse Kura includes APIs to interface with the gateway I/Os (e.g. 
Serial, RS-485, BLE, GPIO, etc.) and support for many field protocols that can be used to connect to 
devices, e.g MODBUS, CAN bus, etc.
- Network Management – Eclipse Kura provides advanced networking and routing capabilities over a 
wide-range of interfaces (cellular, Wi-Fi, Ethernet, etc.).
- Data management & Messaging – Eclipse Kura implements a native MQTT-based messaging solution, 
that allows application running on the gateway to transparently communicate with a Cloud Platform, 
without having to deal with the availability of the network interfaces, or how to represent IoT data. 
Support for additional messaging protocols is available through the built-in Apache Camel message 
routing engine.
- Remote management – Eclipse Kura provides a remote management solution based on the MQTT 
protocol, that allows to monitor the overall health of an IoT gateway, in addition to control (install, 
update, modify settings) the software it’s running.
Raspberry Pi 2/3, 
BeagleBone, Intel 




















Node-RED is a programming tool for wiring together hardware devices, APIs and online services. It 
provides a browser-based editor that makes it easy to wire together flows using the wide range of 
nodes in the palette that can be deployed to its runtime in a single-click.
Raspberry Pi, 
BeagleBone Black, 
x86_64  platforms, 























It is a lightweight execution agent without a UI that runs pipelines on edge devices with limited 
resources. Use SDC Edge to read data from an edge device or to receive data from another pipeline and 
then act on that data to control an edge device.
StreamSets 
provides SDC Edge 
installation 






ARMv6, ARMv7, and 
ARMv8, Windows 
AMD64.
You can build your 
own package from 
the SDC Edge open 
source code for any 
other operating 



















7. Software for the IoT middleware layer 
 
The IoT middleware layer has software components that run on the server side, either in an on-premise data 
center or in a public cloud, helping to set up and manage the connected devices in the IoT network. The software 
in this layer also helps to gather the sensor data produced by end devices that get routed by the gateways, 
applying simple rules, and streaming these data to other services in the IoT solution. The services can be more 
advanced data streamers, protocol adapters, virtual gateways, service connectors, analytic engines, and suitable 
data sinks such as log recorders, databases (SQL and NoSQL), data lakes, distributed filesystems, and visualization 
dashboards. The software in the IoT middleware layer also controls the dataflow from the server side to gateways 
and end devices.  
Table 4 shows a comprehensive list of core software alternatives that can be used in the IoT middleware layer, 
and  
Table 5 includes the software to handle common protocols of this layer. Each entry of Table 4 indicates if the 
software can perform device management of end-nodes, as well as its integration options, built-in security 
features, protocols for data collection, support for data visualization, and data storage. The table also includes 
AWS IoT 
Greengrass
AWS IoT Greengrass is software that extends cloud capabilities to local devices. This enables devices 
to collect and analyze data closer to the source of information, react autonomously to local events, and 
communicate securely with each other on local networks. AWS IoT Greengrass developers can use 
AWS Lambda functions and prebuilt connectors to create serverless applications that are deployed to 
devices for local execution. In AWS IoT Greengrass, devices securely communicate on a local network 
and exchange messages with each other without having to connect to the cloud. AWS IoT Greengrass 
provides a local pub/sub message manager that can intelligently buffer messages if connectivity is lost 
so that inbound and outbound messages to the cloud are preserved. AWS IoT Greengrass consists of:
- Software distributions: AWS IoT Greengrass core software, AWS IoT Greengrass core SDK.
- Cloud service: AWS IoT Greengrass API
- Features: Lambda runtime, Shadows implementation, Message manager, Group management, 
Discovery service, Over-the-air update agent, Local resource access, Local machine learning inference, 
Local secrets manager, Connectors with built-in integration with services, protocols, and software:
Basic requirements:
- AWS IoT Greengrass requires at least 1GHz of compute (either Arm or X86), 128MB of RAM, plus 
additional resources to accommodate the desired OS, message throughput, and AWS Lambda 
execution depending on the use case. AWS IoT Greengrass Core can run on devices that range from a 


















Windows 10 IoT is a member of the Windows 10 family that brings enterprise-class power, security and 
manageability to the Internet of Things. It leverages Windows' embedded experience, ecosystem and 
cloud connectivity, allowing organizations to create their Internet of Things with secure devices that 
can be quickly provisioned, easily managed, and seamlessly connected to an overall cloud strategy. 
Windows 10 IoT comes in two editions. Windows 10 IoT Core is the smallest member of the Windows 
10 operating system family. While only running a single app, it still has the manageability and security 
expected from Windows 10. By contrast, Windows 10 IoT Enterprise is a full version of Windows 10 























Windows Server IoT 2019 is a full version of Windows Server 2019 that delivers enterprise 
manageability and security to IoT solutions. Windows Server IoT 2019 shares all the benefits of the 
world-wide Windows ecosystem. It is a binary equivalent to Windows Server 2019, so you can use the 
same familiar development and management tools that you use on your general-purpose servers. 
However, when it comes to licensing and distribution, the general-purpose version and IoT versions 
differ. Windows Server IoT 2019 is only licensed through the OEM channel under special dedicated use 
rights.








Fuchsia is a capability-based operating system currently being developed by Google. It is not based on 
Linux, it is based on a new microkernel called Zircon.
Fuchsia runs on 





The kernel is MIT-
licensed. 
The Third Party 
Components  are 
under various 
licenses (of the 












other attributes as the open-source nature of the software, its license type, and a set of hyperlinks that can speed 
up the work of IoT developers.  
At the time of writing this report, it is possible to consolidate the software for the IoT middleware layer using at 
least three different approaches: 
1. Adopt a software platform such as SiteWhere, WSO2 IoT Server, Device Hive, ThingsBoard Community 
Edition, or Mainflux, as they provide a complete and open-source IoT stack for this layer.  In this category, 
it is also worth mentioning the ARM Pelion IoT Platform as a special case despite is not an open-source 
project yet. The main reason is that once this platform gets consolidated, it will provide ARM users a 
complete integration of the firmware, middleware (including extensive communication libraries), OS, and 
management services required for handling connectivity, devices, and data across the entire IoT stack. 
 
2. Integrate either Apache Kapua or Eclipse Hono in the server, with Apache Kura in the different gateways. 
Apache Kapua provides a core integration framework and a set of essential IoT services including device 
registry, device management services, messaging services, data management, and application 
enablement. Similarly, Eclipse Hono provides uniform (remote) service interfaces for connecting large 
numbers of IoT devices to a (cloud) back end. It supports scalable and secure data ingestion (telemetry 
data), command-and-control-type message exchange patterns, provides interfaces for provisioning and 
managing device identity and access control rules. Eclipse Hono also provides APIs for integration with 
existing devices and credential management systems. 
 
3. Create a custom software stack for the IoT middleware layer using a subset of the following open-source 
projects as the building blocks of the solution.  
• Security: mbed TLS, Eclipse tinydtls. 
• IoT protocols:  
o MQTT: Eclipse Mosquitto, Eclipse Paho. 
o CoAP: Eclipse Californium. 
o AMQP: Apache Qpid Proton. 
• Messaging brokers: Apache Active MQ, RabbitMQ. 
• Streaming and processing: Apache Kafka, Fluentd, EnMasse, Apache Nifi, Apache Minifi, 
StreamSets Data Collector, Apache Flume, Siddhi, Apache Flink, Apache Samza, Apache Storm, 
and Apache Beam. This last project can be very useful as it provides a portable API layer for 
building data-parallel processing pipelines that can be executed across many execution engines16. 
• Device management and registry:  Eclipse Leshan, Eclipse wakaama. 
• Digital twins: Eclipse ditto, Eclipse Vorto. 
• Software updates: Eclipse hawkbit. 
 
 
                                                          
















Databases / Storage / 
FileSystems






SiteWhere is an industrial-strength open source IoT 
Application Enablement Platform that facilitates the ingestion, 
storage, processing, and integration of device data at massive 
scale. The platform has been designed from the ground up to 
take advantage of the latest technologies in order to scale 
efficiently to the loads expected in large IoT projects. 
SiteWhere microservices are deployed and orchestrated using 
Kubernetes as the infrastructure platform. This allows for 
deployment to nearly any cloud service (e.g. Microsoft Azure, 
AWS, Google Cloud, OpenShift) as well as the ability to deploy 
on-premise. 
The minimum hardware specifications for a single node 
Kubernetes cluster running a SiteWhere instance are:
Memory        > 16GB RAM
CPU           > 4 CPUs
Hard Disk/SSD > 100 GB
Yes.
REST API, gRPC + 
Google Protocol 
Buffers, Mule 















Grafana can be 
used to visualize 
the data once the 
data has been 
stored in InfluxDB.
















WSO2 IoT Server is a complete solution that enables device 
manufacturers and enterprises to connect and manage their 
devices, build apps, manage events, secure devices and data, 
and visualize sensor data in a scalable manner. It also offers a 
complete and secure enterprise mobility management 
(EMM/MDM) solution that aims to address mobile computing 
challenges faced by enterprises today. Supporting iOS, 
Android, and Windows devices, it helps organizations deal 
with both corporate owned, personally enabled (COPE) and 
employee-owned devices with the bring your own device 
(BYOD) concept. WSO2 IoT Server comes with advanced 
analytics, enabling users to analyze speed, proximity, and geo-
fencing information of devices including details of those in 
motion and stationary state.
Yes. REST APIs
WSO2 IoT Server uses:
- OAuth, Basic Auth, JWT, and mutual 
SSL for authentication.
- Role-based access control (RBAC) 
and scopes to implement 
authorization.
- Simple Certificate Enrollment 
Protocol (SCEP) to securely enroll and 
authenticate iOS devices by creating a 
certificate for each device.
- Tokens to identify devices and their 
ability to access protected resources. 
- Mutual SSL, certificates, and 






















DeviceHive is an Open Source IoT Data Platform which helps to 
connect devices to the cloud in minutes allowing to stream 
device data and send commands. DeviceHive is highly scalable 
through containerization. You can run a DeviceHive stack with 
single instance of each component, then scale up by adding 
additional Frontend, Backend, Kafka and ZooKeeper instances. 
And finally attach Apache Spark analytics to Apache Kafka. 
Devices with Python, Node.js or Java support, like Linux 
boards, Android Things devices etc. can be easily connected 
simply by installing DeviceHive client library.
System requirements for docker-compose installation:
4 CPU cores
8 GB of RAM







DeviceHive authentication is secured 
by JSON Web Tokens (JWT). TLS 
connectivity for devices and apps 
communication is provided. Access for 









time and batch 
processing. 









learning on top 


















ThingsBoard is an open-source IoT platform for data collection, 
processing, visualization, and device management. It enables 
device connectivity via industry standard IoT protocols - MQTT, 
CoAP and HTTP and supports both cloud and on-premises 
deployments. Its goal is to provide the out-of-the-box IoT 
cloud or on-premises solution that will enable server-side 
infrastructure for your IoT applications.
Yes. REST APIs.
Supports transport encryption for 
both MQTT and HTTP(s) protocols. 
Supports device authentication and 
device credentials management.
MQTT, CoAP, and 
HTTP.












box and ability to 
create your own 
widgets using built-
in editor. Built-in 
line-charts, digital 
and analog gauges, 
maps, etc.
SQL: PostgreSQL.
NoSQL: Cassandra, and 




















Mainflux is performant and secure open-source IoT platform 
with the complete full-scale capabilities for development of 
Internet of Things solutions, IoT applications and smart 
connected products.  Built as a set of microservices 
containerized by Docker and orchestrated with Kubernetes, 
Mainflux IoT platform serves as a software infrastructure and 
middleware which provides: Device management, Data 
aggregation and data management, Connectivity and message 
routing, Event management, Core analytics, User Interface, 
Application enablement.
Yes.
REST APIs, SDK, 
gateways
The Mainflux system offers fine-
grained security based on access 
control lists and client roles. It also 
offers encrypted communication, 
using the latest encryption standards 
like TLSv1.3. Equally, for encrypting 
CoAP communication, which is UDP-
based, Mainflux uses DTLS. The main 
players in maintaining system security 
are the Manager service and reverse 
proxy, which is at this moment NGINX. 
The Manager service is in charge of 
providing authentication by checking 
the validity of JSON Web Tokens 
(JWTs), as well as providing 
authorization via the access control 







CoAP) based on 
NATS broker.
Mainflux uses 






Angular 7+ & 
Typescript and 













Arm Pelion IoT 
Platform
Pelion consists of three core IoT services that can be combined 
or used separately based on your product requirements: 
connectivity management services, device management 
services, and data management services solve challenges 
common to most IoT projects, allowing the developer to focus 
on the business logic and product development.
Yes. REST APIs.
Arm Mbed TLS for a secure connection 

















console or build 
your own.
















Eclipse Kapua is a modular platform providing the services 
required to manage IoT gateways and smart edge devices. 
Kapua provides a core integration framework and an initial set 
of core IoT services including a device registry, device 
management services, messaging services, data management, 
and application enablement. You can:
- Connect IoT devices to Kapua via MQTT and other protocols.
- Manage device applications, configurations, and resources 
and enable remote administration.
- Store and index the data published by IoT devices for quick 
analysis and visualization into dashboards.
- Integrate Kapua services with IT applications through flexible 
message routing and REST API.
Yes. REST APIs.
To leverage JSON Web Token (JWT) 
security features, an X509 Certificate 
with the related private key must be 
loaded in Kapua.
MQTT.
Kapua can be 
integrated to 
Apache Camel 








Grafana can be 
used to visualize 
the data stored in a 
database such as 
ElasticSearch.
H2 database (a Java SQL 
database). In order to 
keep SQL schema 
updated, Kapua uses 
Liquibase. It is possible 
to store the data in other 














Eclipse Hono provides uniform (remote) service interfaces for 
connecting large numbers of IoT devices to a (cloud) back end. 
It specifically supports scalable and secure data ingestion 
(telemetry data) as well as command & control type message 
exchange patterns and provides interfaces for provisioning & 
managing device identity and access control rules. Finally, 
Hono provides APIs for integration with existing device and 
credentials management systems.
Eclipse Hone uses an AMQP 1.0 Messaging Network but it is 
not per se a component being developed as part of Hono. 
Instead, Hono comes with a default implementation of the 
messaging network relying on artifacts provided by other open 
source projects. The default implementation currently consists 
of a single Apache Qpid Dispatch Router instance connected to 
a single Apache Artemis broker instance. Note that this setup 
is useful for development purposes but will probably not meet 
requirements regarding e.g. scalability of real world use cases. 
Scaling out messaging infrastructure is a not a trivial task. Hono 
does not provide an out-of-the-box solution to this problem 
but instead integrates with the open-source EnMasse project 




CoAP, AMQP 1,0, 
HTTP), Apche 
Active MQ.
Hono is designed for security by 
default. It supports common 
authentication mechanisms like 
username/password and X.509 client 
certificates to verify a device’s 
identity and uses transport layer 





The data can be 
sent to InfluxDB or 
Prometheus and 
then it can be 
visualized using 
Grafana. 
Through the JDBC 
support of Active MQ 
Hono could connect to: 
Apache Derby, Axion, 
DB2, HSQL, Informix, 



















Apache Camel is a powerful open source integration 
framework based on known Enterprise Integration Patterns 
with powerful bean integration.
Camel lets you create the Enterprise Integration Patterns to 
implement routing and mediation rules in either a Java based 
Domain Specific Language (or Fluent API), via Spring or 
Blueprint based Xml Configuration files, or via the Scala DSL. 
This means you get smart completion of routing rules in your 
IDE whether in your Java, Scala or XML editor.
Apache Camel uses URIs so that it can easily work directly with 
any kind of transport or messaging model such as HTTP, 
ActiveMQ, JMS, JBI, SCA, MINA or CXF together with working 
with pluggable Data Format options. Apache Camel is a small 
library which has minimal dependencies for easy embedding 
in any Java application. Apache Camel lets you work with the 
same API regardless which kind of transport used, so learn the 
API once and you will be able to interact with all the 
Components that is provided out-of-the-box.
No. Components.
Route Security - Authentication and 
Authorization services to proceed on a 
route or route segment
Payload Security - Data Formats that 
offer encryption/decryption services 
at the payload level
Endpoint Security - Security offered 
by components that can be utilized by 
endpointUri associated with the 
component
Configuration Security - Security 
offered by encrypting sensitive 
information from configuration files
HTTP, ActiveMQ, 
JMS, JBI, SCA, 
MINA or CXF, as 
well as pluggable 
Components and 
Data Format 
options. It can 
connect also with 
MQTT brokers, 
and it can 
message using 
AMQP, and many 
more. See the 
components.





It has a component 
for ElasticSearch 
(where you can use 
Kibana), as well as 
for Prometheus 
and InlfluxDB (both 





Dropbox, HBase store 
(Hadoop database), 
MongoDB databases and 
collections, Amazon's 
SimpleDB (SDB), 
Amazon's Simple Storage 
Service (S3), etc. 
Additionally, Apache 
Camel can connect to 
many SQL databases 

















Fluentd is an open source data collector, which lets you unify 
the data collection and consumption for a better use and 
understanding of data. Fluentd tries to structure data as JSON 
as much as possible: this allows Fluentd to unify all facets of 
processing log data: collecting, filtering, buffering, and 
outputting logs across multiple sources and destinations 
(Unified Logging Layer). The downstream data processing is 
much easier with JSON, since it has enough structure to be 
accessible while retaining flexible schemas.
Note: a regular PC box can handle 18,000 messages/second 
with a single process.
No. Plugins
You can encrypt data transfer 
between servers with Fluentd using a 
built in plugin named 
out_secure_forward.





It can send the 
data to a third-
party sink for 
processing and 
analytics.
It has plugin for 
ElasticSearch 
(where you can use 
Kibana), as well as 
for Prometheus 
and InlfluxDB (both 







AWS S3 storage, Amazon 
Redshift, Azure Storage, 


















Kafka is used for building real-time data pipelines and 
streaming apps. It is horizontally scalable, fault-tolerant, fast, 
and runs in production in thousands of companies.  A 
streaming platform has three key capabilities:
1. Publish and subscribe to streams of records, similar to a 
message queue or enterprise messaging system.
2. Store streams of records in a fault-tolerant durable way.




Encryption of data in-flight using SSL / 
TLS.
Authentication using SSL or Simple 
Authorization Service Layer (SASL).
Authorization using access control 
lists (ACL).
TCP
It can send the 
data to a third-
party sink for 
processing and 
analytics.
It can send the data 
to a third-party sink 
for visualization.
Kafka Connect is a tool 
for scalably and reliably 
streaming data between 
Apache Kafka and other 
systems, including 
databases. It makes it 
simple to quickly define 
connectors that move 
large collections of data 
into and out of Kafka. 
Kafka can connect to 
relational and non-
relational databases 
using "connectors", many 






















EnMasse provides a self-service messaging platform on 
Kubernetes and OpenShift with a uniform interface to manage 
different messaging infrastructure. 
No. APIs.
Built-in authentication and 
authorization.
AMQP 1.0, MQTT, 
OpenWire, CORE 
and STOMP.
It can send the 
data to a third-
party sink for 
processing and 
analytics.
It can send the data 















Apache NiFi supports powerful and scalable directed graphs of 
data routing, transformation, and system mediation logic. 
No. REST APIs.
SSL, SSH, HTTPS, encrypted content, 






HTTP, JMS, FTP, 
SFTP. It can 
connect with 
Apache Kafka.
It can send the 
data to a third-




It can send the data 
to a third-party sink 
for visualization.
Azure Blob Storage, 
Cassandra, Dynamo DB, 
Elastic Search, HBase, 
Hive, InfluxDB, 

















MiNiFi is a child project effort of Apache NiFi. MiNiFi is a 
complementary data collection approach that supplements the 
core tenets of NiFi in dataflow management, focusing on the 
collection of data at the source of its creation. Specific goals 
for MiNiFi are comprised of: small and lightweight footprint, 
central management of agents, generation of data 
provenance, integration with NiFi for follow-on dataflow 
management and full chain of custody of information, 
Perspectives of the role of MiNiFi should be from the 
perspective of the agent acting immediately at, or directly 
adjacent to, source sensors, systems, or servers. There are two 
available agents: MiNiFi Java, and MiNiFi C++.
No. REST APIs.
You can secure your MiNiFi dataflow 
using keystore or trust store SSL 
protocols, however, this information 
is not automatically generated. You 
will need to generate your security 
configuration information yourself.
UDP, TCP, MQTT, 
HTTP, FTP, SFTP, 
JMS. Additional 
"dataflows" can 
be install from a 
NiFi Archive 
(NAR) for the 
Java Agent.
It can send the 
data to NiFi, 
which in turn 
can send the 
data to a third-




It can send the data 
to NiFi which in 
turn can send the 
data to  a third-
party sink for 
visualization.













StreamSets Data Collector helps to efficiently build, test, run 
and maintain dataflow pipelines connecting a variety of batch 
and streaming data sources and compute platforms. Data 
Collector pipelines require minimal schema specification and 
uniquely detect and handle data drift.
No. Connectors
Data Collector uses the Java Security 
Manager which restricts the runtime 
permissions of user libraries. This 
allows administrators to control user 
libraries actions on production 
systems. For enhanced security, you 
can enable the Data Collector Security 
Manager which prevents stages from 





HTTP, FTP, SFTP, 




It has a Spark 
Evaluator, a 
processor stage 
that allows you 
to run an 
Apache Spark 
application, 
termed a Spark 
Transformer, as 
part of an SDC 
pipeline. Other 
analytic engines 





It has connectors 
for ElasticSearch 
where you can use 
Kibana, as well as 
for InlfluxDB where 




Amazon S3, Azure Data 
Lake Store, Google 




















Flume is a distributed service for collecting, aggregating, and 
moving large amounts of log data. It has a simple and flexible 
architecture based on streaming data flows. It is robust and 
fault tolerant with tunable reliability mechanisms and many 
failover and recovery mechanisms. It uses a simple extensible 
data model that allows for online analytic application.
No.
The Flume Client 










(RPC). As of 
Flume 1.4.0, 
Avro is the 
default RPC 
protocol. 
Several Flume components support 
the SSL/TLS protocols in order to 
communicate with other systems 
securely.
TCP (NetCat TCP), 
UDP (NetCat 
UDP).
It can send the 
data to Apache 
Kafka and from 
there to Spark
If the sink is set as 
Elastic Search, you 
can use Kibana.










Siddhi is a cloud native Streaming and Complex Event 
Processing engine that understands Streaming SQL queries in 
order to capture events from diverse data sources, process 
them, detect complex conditions, and publish output to 
various endpoints in real time. Siddhi can run as an embedded 
Java library, and as a microservice on bare metal, VM, Docker 
and natively in Kubernetes. It also has a graphical and text 
editor for building Streaming Data Integration and Streaming 
Analytics applications.
No.




TCP, HTTP, MQTT, 






can run machine 
learning 
models.
The output can 















Apache Flink is an open source stream processing framework 

















-TLS/SSL authentication and 
encryption for network 
communication with and between 
Flink processes.
-Flink provides first-class support for 
Kerberos authentication only. 
 It can get data 
using the 
connectors.







The data can be 
sent to 
ElasticSearch 
























Apache Samza is a distributed stream processing framework. It 
uses Apache Kafka for messaging, and Apache Hadoop YARN to 
provide fault tolerance, processor isolation, security, and 
resource management.
No.




Value stores and 
ElasticSearch.
Samza provides no security. All 
security is implemented in the stream 
system, or in the environment that 
Samza containers run.
Not apply
It can send the 
data to Apache 
Kafka and from 
there to Spark.
The data can be 
sent to Apache 
Kafka, then to 
Prometheus and 
then it can be 
visualized using 
Grafana. 
Hadoop Filesystem. It can 
connect to external 
databases using Apache 
Kafka, Microsoft Azure 













Apache Storm is a free and open source distributed realtime 
computation system. Storm makes it easy to reliably process 
unbounded streams of data, doing for realtime processing 
what Hadoop did for batch processing. Storm is simple, can be 
used with any programming language. Storm has many use 
cases: realtime analytics, online machine learning, continuous 
computation, distributed RPC, ETL, and more. Storm is fast: a 
benchmark clocked it at over a million tuples processed per 
second per node. It is scalable, fault-tolerant, guarantees your 
data will be processed, and is easy to set up and operate. 
Storm integrates with the queueing and database technologies 
you already use. A Storm topology consumes streams of data 
and processes those streams in arbitrarily complex ways, 
repartitioning the streams between each stage of the 









Kerberos Authentication with 
Automatic Credential Push and 
Renewal. Multi-Tenant Scheduling. 
Secure integration with other Hadoop 
Projects (such as ZooKeeper, HDFS, 
HBase, etc.). User isolation (Storm 
topologies run as the user who 
submitted them)
AMQP, MQTT , 












The data can be 
sent to 
ElasticSearch 
where you can use 
Kibana.
HDFS, HBase, Hive, Redis, 
Mongodb, Cassandra, 
OpenTSDB, Elasticsearch, 


















Apache Beam is a unified model for defining both batch and 
streaming data-parallel processing pipelines, as well as a set of 
language-specific SDKs for constructing pipelines and Runners 
for executing them on distributed processing backends, 
including Apache Apex, Apache Flink, Apache Spark, and 
Google Cloud Dataflow.
Beam is particularly useful for Embarrassingly Parallel data 
processing tasks, in which the problem can be decomposed 
into many smaller bundles of data that can be processed 
independently and in parallel. You can also use Beam for 
Extract, Transform, and Load (ETL) tasks and pure data 
integration. These tasks are useful for moving data between 
different storage media and data sources, transforming data 



























The data can be 
sent to 
ElasticSearch 





Apache HBase, Apache 
Hive (HCatalog), Apache 
Kudu, Apache Solr, 
Elasticsearch (v2.x, v5.x, 
v6.x), Google BigQuery, 
Google Cloud Bigtable, 
Google Cloud Datastore, 















Eclipse Ditto is a technology in the IoT implementing a 
software pattern called “digital twins”. A digital twin is a 
virtual, cloud based, representation of his real world 
counterpart (real world “Things”, e.g. devices like sensors, 
smart heating, connected cars, smart grids, EV charging 
stations, …). The technology mirrors potentially millions and 
billions of digital twins residing in the digital world with 
physical “Things”. This simplifies developing IoT solutions for 
software developers as they do not need to know how or 
where exactly the physical “Things” are connected.  With Ditto 
a thing can just be used as any other web service via its digital 
twin.
Ditto focuses on solving the responsibilities a typical IoT “back 
end” has: providing an API abstracting from the hardware, 
routing requests between hardware and customer apps, 
ensuring only authorized access, persisting last reported state 
of hardware as cache and for providing the data when 
hardware is currently not connected, notifying interested 
parties (e.g. other back end services) about changes, etc. 




Server-certificate verification is 
available for AMQP 0.9.1, AMQP 1.0, 
MQTT 3.1.1, and Kafka 2.x 
connections.
AMQP 0.9.1, 
AMQP 1.0, MQTT 
3.1.1, Kafka 2.x.
No
The sensor data can 
be read through 
HTTP and 
WebSocket API for 
visualization with a 
third-party tool.





















Eclipse Vorto provides a language for describing models and 
interfaces for IoT Digital Twins. Digital twins are models of 
entities in the physical world such as a (multi) sensor device, 
smart power plant, and other entities that participate in IoT 
solutions. Modeling enables IoT solutions and IoT platforms to 
provision, use, and configure IoT devices and logical entities 
from multiple sources in a single solution. Using the vortolang 
and describing the entities's capabilities, IoT platforms and IoT 
solutions can leverage the semantics of these IoT entities.
The Vorto language is developed based on other, well known 
programming languages like Java, but with the focus to 
express device functionality in a clean and slick way. It is both 
intuitive to understood by people and processable by 
machines. By leveraging this DSL you can describe the 
capabilities and functionality of a device as an Information 
Model. Information Models are assembled from re-usable, 
abstract and technology-agnostic Function Blocks. IoT 
Solutions process the Function Block specific data, to be able 
to stay agnostic of the actual device(s).
No. Not Apply. Not Apply. Not Apply. No. No. No. Yes.
Eclipse 
Public 







Eclipse hawkBit is a domain independent back-end framework 
for rolling out software updates to constrained edge devices as 
well as more powerful controllers and gateways connected to 




HTTP or a device 
management 
federation API. 
Users can make 
use of the 
graphical user 
interface and 






hawkBit supports multiple ways to 
authenticate a target against the 
server:
1. Target Security Token 
Authentication, 2. Gateway Security 
Token Authentication, 3. Anonymous 
access.
Not apply Not apply Not apply
H2, MySQL, MariaDB, MS 






















Open Mobile Alliance (OMA) for M2M C 
implementation designed to be portable on POSIX 
compliant systems. Wakaama provides APIs for a 
server application to send commands to 
registered LWM2M Clients. On client applications, 
Wakaama checks received commands for syntax 
and access rights and then dispatches them to the 
relevant objects. Wakaama is not a library but files 















Open Mobile Alliance (OMA) Lightweight M2M 






















Apache ActiveMQ is an open source, multi-
protocol, Java-based messaging server. It supports 
industry standard protocols so users get the 
benefits of client choices across a broad range of 
languages and platforms. Connectivity from C, 
C++, Python, .Net, and more is available. Integrate 
your multi-platform applications using the 
ubiquitous AMQP protocol. Exchange messages 
between your web applications using STOMP over 
websockets. Manage your IoT devices using MQTT. 
Support your existing JMS infrastructure and 
beyond. ActiveMQ offers the power and flexibility 










Java, C, C++, 
Python, .NET.










AMQP 0-9-1, AMQP 
1.0, STOMP 1.0 

























Eclipse Californium is a Java implementation of 
RFC7252 - Constrained Application Protocol for IoT 
Cloud services. Thus, the focus is on scalability 
and usability instead of resource-efficiency like 
for embedded devices. Yet Californium is also 
suitable for embedded JVMs.
CoAP. - Java. Yes.
Eclipse Distribution 
License 1.0.







The Eclipse Paho project provides open-source 
client implementations of MQTT and MQTT-SN 
messaging protocols aimed at new, existing, and 
emerging applications for the Internet of Things 
(IoT). MQTT is a light-weight publish/subscribe 
messaging protocol, originally created by IBM and 
Arcom (later to become part of Eurotech) around 
1998. The MQTT 3.1.1 specification has now been 
standardised by the OASIS consortium. The 



























Mosquitto is an open source implementation of a 
server for version 5.0, 3.1.1, and 3.1 of the MQTT 
protocol. It also includes a C and C++ client library, 
and the mosquitto_pub and mosquitto_sub 
utilities for publishing and subscribing. Typically, 
the current implementation of Mosquitto has an 
executable in the order of 120kB that consumes 
around 3MB RAM with 1000 clients connected. 
There have been reports of successful tests with 
100,000 connected clients at modest message 
rates. As well as accepting connections from MQTT 
client applications, Mosquitto has a bridge which 
allows it to connect to other MQTT servers, 
including other Mosquitto instances. This allows 
networks of MQTT servers to be constructed, 
passing MQTT messages from any location in the 
network to any other, depending on the 
configuration of the bridges.
MQTT. 3.1, 3.1.1, 5.0. C, C++. Yes.
Eclipse Distribution 
License 1.0 (BSD).











Qpid Proton is a high-performance, lightweight 
messaging library. It can be used in the widest 
range of messaging applications, including 
brokers, client libraries, routers, bridges, proxies, 
and more. Proton makes it trivial to integrate with 
the AMQP 1.0 ecosystem from any platform, 
environment, or language.
AMQP. AMQP 1.0
C, C++, Java, 
Python, Ruby.






mbed TLS (formerly known as PolarSSL) makes it 
trivially easy for developers to include 
cryptographic and SSL/TLS capabilities in their 
(embedded) products, facilitating this 
functionality with a minimal coding footprint.
TLS
mbed TLS offers 
client-side and 
server-side API 
support all current 
SSL and TLS 
standards: SSL 
version 3, TLS 
version 1.0, TLS 
version 1.1 and TLS 
version 1.2 support.
C. Yes.
Available with two 
licenses: Apache 2.0 
license and GNU 
Public License 










tinydtls is a library for Datagram Transport Layer 
Security (DTLS) covering both the client and the 
server state machine. It is implemented in C and 
provides support for the mandatory cipher suites 
specified in CoAP.
DTLS - C. Yes.
Eclipse Distribution 
License 1.0 (BSD).








Table 6 includes a summary of software projects to deploy and manage container-based IoT applications on the 
server side. A container17 is a standard unit of software that packages up code and all its dependencies so the 
application runs quickly and reliably from one computing environment to another. Docker is the most popular tool 
to create, deploy, and run applications by using containers. Allowing applications to be encapsulated in self-
contained environments provides quicker deployments, simplifies scalability, and helps to close the breach 
between development and release environments. Docker provides the Docker Engine, which is a runtime that 
allows you to build and run containers, and Docker Hub18, which is an online service for storing and sharing Docker 
container images. A Docker container image is a lightweight, standalone, executable package of software that 
includes everything needed to run an application: code, runtime, system tools, system libraries, and settings.   
Once the applications are configured in different containers, the developer needs a tool to coordinate, schedule, 
and scale these containers on demand. These processes are collectively handled by an orchestrator tool such as 
Kubernetes, Mesos, or Docker Swarm. For now, Kubernetes is the market leader, allowing the developer to 
orchestrate containers and deploy distributed applications. Kubernetes can be run either on a public cloud service 
or on-premises, is modular, and open source. Kubernetes (often abbreviated as K8s) works using pods, which are 
scheduling units that can contain one or more containers in the Kubernetes ecosystem. These pods are distributed 
among nodes to provide high availability.  
To handle inter-service communication developers can use Istio, which is a service mesh that provides a separate 
infrastructure layer. By using Istio network communication details are abstracted from services, in this way proxies 
handle details of communication and the development doesn't have to incorporate network communication 
specifics into services. Similarly, Istio uses a "sidecar" design, meaning that proxies for communication run in 
containers beside every service container. Overall, Istio helps to ensure that the communication is reliable and 
secure. 
Before closing this section, it is important to discuss a recent project known as Knative19, which extends 
Kubernetes to provide a set of middleware components that are essential to build modern, source-centric, and 
container-based applications that can run anywhere: on premises, in the cloud, or even in a third-party data 
center. Knative components focus on solving tasks such as: deploying a container, routing and managing traffic, 
scaling automatically and sizing workloads based on demand, and binding running services to eventing 
ecosystems. Knative allows developers to use familiar idioms, languages, and frameworks to deploy functions, 
applications, or containers workloads. 
                                                          
17 What is a container?   
https://www.docker.com/resources/what-container  
 






Table 6. Software projects to deploy and manage container-based IoT applications on the server side. 
 
8. Software for the service layer 
 
Some tasks associated with the service layer include data storage (warm and cold), data processing (filtering, data 
fusion, analytics, control) and data visualization (dashboards, reports). Even though not all services are mandatory, 
they are found in many IoT applications.  
Name Description






The Docker Platform is a set of integrated technologies and 
solutions for building, sharing and running container-based 
applications, from the developer’s desktop to the cloud. It is based 
on Docker’s core building blocks including Docker Desktop, Docker 












Kubernetes (K8s) is an open-source system for automating 
deployment, scaling, and management of containerized 
applications. It groups containers that make up an application into 











Apache Mesos is a cluster manager that provides efficient resource 
isolation and sharing across distributed applications, or 
frameworks. It can run Hadoop, Jenkins, Spark, Aurora, and other 
frameworks on a dynamically shared pool of nodes. Apache Mesos 
abstracts CPU, memory, storage, and other compute resources 
away from machines (physical or virtual), enabling fault-tolerant 











Docker Swarm is native clustering for Docker. It turns a pool of 









Istio is an open platform for providing a uniform way to integrate 
microservices, manage traffic flow across microservices, enforce 
policies and aggregate telemetry data. Istio's control plane 
provides an abstraction layer over the underlying cluster 











It delivers an essential set of components to build and run 
serverless applications on Kubernetes. Knative offers features like 
scale-to-zero, autoscaling, in-cluster builds, and eventing 
framework for cloud-native applications on Kubernetes. Whether 
on-premises, in the cloud, or in a third-party data center, Knative 















One alternative for handling data storage is through databases. Depending on the nature of the data and the 
application, an IoT developer can choose from a SQL or NoSQL database. A SQL database uses a Structured Query 
Language and stores its information in tables. In contrast, a NoSQL database refers to any of the following 
subcategories20 depending on the underlying data that it stores or the intended application: 
• Content store (content repository): large, complex data formats like video, audio. 
• Document store: semi-structured data like registration forms, business correspondence, journal articles. 
• Event store: tracking events in real time. 
• Graph: finding connections between people and things. 
• Key value (associative array, data structure, dictionary, hash): simple structure, flexibility, scalability. 
• Multi value (NF2, non-first normal form systems): complex data structures with schemas similar to a 
relational database model. 
• Navigational: hierarchical (one to many) or network (many to many) data structure. 
• Object oriented: model data as objects, similar to object-oriented programming. 
• RDF store (resource description framework, semantic graph databases, or triple stores): information 
processing in applications that connect multiple data sources. 
• Search engine: finding information in documents. 
• Time series: time-series data. 
• Wide column Store (column families, columnar databases, column-oriented DBMS): scalability, distributed 
systems. 
• XML (Native XML Database or Native XML DBMS): data in XML format or varied complex formats like audio 
or video. 
Table 7 presents a summary of common open-source databases, including SQL databases such as H2, PostgreSQL, 
and MariaDB; NoSQL wide-column stores such as Apache Hbase, and Apache Cassandra; NoSQL document 
databases like MongoDB, ElasticSearch, RethinkDB; NoSQL time-series databases such as InfluxDB, Prometheus, 
Graphite, TimescaleDB, OpenTSDB, and RIAK TS; NoSQL graph stores such as Neo4J and Apache Giraph; and finally 
NoSQL key-value store such as Redis and Riak KV. The database selection strongly depends on the specific 
application and the type of data to store. In the case of field sensors for agriculture, time-series databases can be 
very useful for simple measurements like temperature or humidity, but they might not be the best alternatives 
for handling heavy files from measurements such as audios, images, or videos. In these cases, it can be more 
practical to use a content store, or save these large files in a filesystem and only store their paths in a SQL database. 
Finally, the database selection is also influenced by the chosen data processing strategy, i.e: batch, mini-batch, or 
stream processing. Notice that streams can be bounded or unbounded, depending if they have a well-defined 
beginning and an end, or not when events keep coming continuously. For example, events from a message queue 
are generally unbounded streams, whereas the stream of bytes from a file is a bounded stream. 
                                                          
















H2 is a Java SQL database. The main features of H2 are:
Very fast, open source, JDBC API.
Embedded and server modes; in-memory databases.
Browser based Console application.
Small footprint: around 2 MB jar file size.
SQL. Yes.
H2 is dual licensed and available under the MPL 
2.0 (Mozilla Public License Version 2.0) or under 









PostgreSQL is an advanced object-relational database management 
system that supports an extended subset of the SQL standard, including 
transactions, foreign keys, subqueries, triggers, user-defined types and 
functions.  PostgreSQL has many language interfaces.












MariaDB is designed as a drop-in replacement of MySQL(R) with more 
features, new storage engines, fewer bugs, and better performance. 
MariaDB turns data into structured information in a wide array of 
applications, ranging from banking to websites. MariaDB is used because 
it is fast, scalable and robust, with a rich ecosystem of storage engines, 
plugins and many other tools make it very versatile for a wide variety of 
use cases.
MariaDB is developed as open source software and as a relational 
database it provides an SQL interface for accessing data. The latest 
versions of MariaDB also include GIS and JSON features.










Apache HBase is an open-source, distributed, versioned, non-relational 
database modeled after Google's Bigtable: A Distributed Storage System 
for Structured Data. Apache HBase provides Bigtable-like capabilities on 
top of Hadoop and HDFS.
Use Apache HBase when you need random, realtime read/write access 
to your Big Data. This project's goal is the hosting of very large tables 














Apache Cassandra is a highly-scalable partitioned row store. Rows are 
organized into tables with a required primary key. Partitioning means 
that Cassandra can distribute your data across multiple machines in an 
application-transparent matter. Cassandra will automatically repartition 
as machines are added and removed from the cluster. Row store means 
that like relational databases, Cassandra organizes data by rows and 
columns. The Cassandra Query Language (CQL) is a close relative of SQL.
Cassandra provides linear scalability and proven fault-tolerance on 
commodity hardware or cloud infrastructure make it the perfect 
platform for mission-critical data. Cassandra's support for replicating 
across multiple datacenters is best-in-class, providing lower latency for 















MongoDB is a distributed document database, which means it stores 





MongoDB Database Server and Tools: MongoDB, 
Inc.’s Server Side Public License (for all versions 
released after October 16, 2018, including patch 
fixes for prior versions).
Drivers: mongodb.org supported drivers: Apache 
License v2.0.










Elasticsearch is a highly scalable open-source full-text search and 
analytics engine. It allows you to store, search, and analyze big volumes 
of data quickly and in near real time. It is generally used as the 
underlying engine/technology that powers applications that have 
complex search features and requirements. Elasticsearch provides a 
distributed system on top of Lucene StandardAnalyzer for indexing and 






The code is under two different licenses:
















RethinkDB is the first open-source scalable database built for realtime 
applications. It exposes a new database access model -- instead of 
polling for changes, the developer can tell the database to continuously 
push updated query results to applications in realtime. RethinkDB 
allows developers to build scalable realtime apps in a fraction of the 














InfluxDB is an open source time series platform. This includes APIs for 
storing and querying data, processing it in the background for ETL or 
monitoring and alerting purposes, user dashboards, and visualizing and 












Prometheus, a Cloud Native Computing Foundation project, is a systems 
and service monitoring system. It collects metrics from configured 
targets at given intervals, evaluates rule expressions, displays the 















Graphite is a highly scalable real-time graphing system. As a user, you 
write an application that collects numeric time-series data that you are 
interested in graphing, and send it to Graphite's processing backend, 












TimescaleDB is an open-source database designed to make SQL scalable 
for time-series data. TimescaleDB is packaged as a PostgreSQL 
extension.  TimescaleDB scales PostgreSQL for time-series data via 
automatic partitioning across time and space (partitioning key), yet 
retains the standard PostgreSQL interface.  In other words, TimescaleDB 
exposes what look like regular tables, but are actually only an 
abstraction (or a virtual view) of many individual tables comprising the 
actual data. This single-table view, which we call a hypertable, is 
comprised of many chunks, which are created by partitioning the 
hypertable's data in either one or two dimensions: by a time interval, 
and by an (optional) "partition key" such as device id, location, user id, 
etc.  Virtually all user interactions with TimescaleDB are with 
hypertables. Creating tables and indexes, altering tables, inserting data, 
selecting data, etc., can (and should) all be executed on the hypertable. 
From the perspective of both use and management, TimescaleDB just 






Part of the code has an Apache License 2.0 and 













OpenTSDB is a distributed, scalable Time Series Database (TSDB) written 
on top of HBase.  OpenTSDB was written to address a common need: 
store, index and serve metrics collected from computer systems 
(network gear, operating systems, applications) at a large scale, and 
make this data easily accessible and graphable.  Thanks to HBase's 
scalability, OpenTSDB allows you to collect thousands of metrics from 
tens of thousands of hosts and applications, at a high rate (every few 
seconds). OpenTSDB will never delete or downsample data and can 
















Riak TS is the only enterprise-grade NoSQL time series database 
optimized specifically for IoT and Time Series data. It ingests, 
transforms, stores, and analyzes massive amounts of time series data. 




















Even though this report included some data processing alternatives in Table 4 for the IoT middleware layer (e.g: 
Siddhi, Apache Flink, Apache Samza, Apache Storm, and Apache Beam), Table 8 compares widely used open-
source projects for big data analytics starting with Apache Hadoop and Apache Spark. In practice, Apache Hadoop 
is used for batch processing while Apache Spark is used for real-time processing. Interestingly, Apache Spark can 
run independently or on top of Apache Hadoop.  
Apache Hadoop has three main components known as HDFS (Hadoop Distributed File System), MapReduce, and 
YARN. HDFS21 is a distributed file system that handles large data sets running on commodity hardware. It is used 
to scale a single Apache Hadoop cluster to hundreds (and even thousands) of nodes. MapReduce22 is a 
programming paradigm that enables massive scalability across hundreds or thousands of servers in a Hadoop 
cluster. The term MapReduce refers to two separate and distinct tasks that Hadoop programs perform. The first 










Neo4j is a graph database management system developed by Neo4j, Inc. 
Described by its developers as an ACID-compliant transactional database 




Neo4j Community Edition is an open source 









Apache Giraph is an iterative graph processing system built for high 
scalability (Large-scale graph processing on Hadoop). For example, it is 
currently used at Facebook to analyze the social graph formed by users 
and their connections. Giraph originated as the open-source counterpart 
to Pregel, the graph processing architecture developed at Google.
NoSQL.
Graph stores.








Redis is an open source (BSD licensed), in-memory data structure store, 
used as a database, cache and message broker. It supports data 
structures such as strings, hashes, lists, sets, sorted sets with range 
queries, bitmaps, hyperloglogs, geospatial indexes with radius queries 
and streams. Redis has built-in replication, Lua scripting, LRU eviction, 
transactions and different levels of on-disk persistence, and provides 
high availability via Redis Sentinel and automatic partitioning with Redis 
Cluster. 
Redis is often referred as a data structures server. What this means is 
that Redis provides access to mutable data structures via a set of 
commands, which are sent using a server-client model with TCP sockets 
and a simple protocol. So different processes can query and modify the 

















With a key/value design that delivers powerful – yet simple – data 
models for storing massive amounts of unstructured data, Riak KV is 
built to handle a variety of challenges facing Big Data applications that 
include tracking user or session information, storing connected device 
data and replicating data across the globe.
Riak KV automates data distribution across the cluster to achieve fast 
performance and robust business continuity with a masterless 
architecture that ensures high availability, and scales near linearly using 

















is the map job, which takes a set of data and converts it into another set of data, where individual elements are 
broken down into tuples (key/value pairs). The reduce job takes the output from a map as input and combines 
those data tuples into a smaller set of tuples. As the sequence of the name MapReduce implies, the reduce job is 
always performed after the map job. The third component of Hadoop is YARN23, which separates the resource 
management and processing components. The YARN-based architecture is not constrained to MapReduce. 
Apache Spark is a fast and general-purpose cluster computing system. It provides high-level APIs in Java, Scala, 
Python and R, and an optimized engine that supports general execution graphs. It also supports a rich set of higher-
level tools including Spark SQL for SQL and structured data processing, MLlib for machine learning, GraphX for 
graph processing and graph-parallel computation, and Spark Streaming to build scalable fault-tolerant streaming 
applications.  
A recent computing architecture for big data is the serverless cloud computing, which enables self-service, 
provisioning, and management of servers. The main advantage of serverless cloud computing is that the developer 
does not have to worry about servers where the code will run. When big data workloads are managed by 
serverless platforms, the project doesn’t need a dedicated team to manage Hadoop/Spark clusters. Serverless 
computing is a convenient way of deploying single functions that get activated only when specific triggers are 
called either in asynchronously or synchronously. All major cloud providers offer a serverless solution, along with 
on-premises options for private cloud installations. Some of the best-known commercial alternatives for creating 
serverless functions include AWS Lambda, Azure Functions, and Google Cloud Functions, while Apache OpenWhisk 
is the open-source counterpart. The serverless platform determines the input and output options and languages 
that the developer can use to write the application, as not every language is available on every platform. So far, 
JavaScript (Node.js) is the only widely supported programming language across all providers, see Table 9. 
As part of the data processing, IoT applications can interact with web services, third-party applications, and 
selected physical devices using simple conditional rules. One of the best-known commercial web-based services 
for this purpose is IFTTT (If This Then That), see Table 8. This service can be very convenient for extracting weather 
information, and also interacting with users through social networks (twitter, facebook, Instagram, etc.), calls 
(phone calls, VoIP), e-mails, or messages (SMS, chat apps). Each rule in IFTTT is described as an applet that has a 
source, a trigger, and the action. The open-source alternative to IFTTT is Huginn. 
When the data processing within an IoT application needs cutting-edge algorithms, the developer can use any of 
the machine learning and deep learning libraries and frameworks summarized in Table 10. These include scikit-
learn, TensorFlow/TensorFlow Lite, PyTorch, Keras, Apache MXNet, and Chainer. Most of these libraries can be 
called from Python. As a closing remark, ONNX is a useful project that seeks model compatibility between several 




















The Apache Hadoop software library is a framework that 
allows for the distributed processing of large data sets across 
clusters of computers using simple programming models. It is 
designed to scale up from single servers to thousands of 
machines, each offering local computation and storage. Rather 
than rely on hardware to deliver high-availability, the library 
itself is designed to detect and handle failures at the 
application layer, so delivering a highly-available service on 












Apache Spark is a fast and general-purpose cluster computing 
system. It provides high-level APIs in Java, Scala, Python and R, 
and an optimized engine that supports general execution 
graphs. It also supports a rich set of higher-level tools 
including Spark SQL for SQL and structured data processing, 













Spark SQL is Apache Spark's module for working with structured data. 
https://spark.apache.org/sql/
https://spark.apache.org/docs/latest/sql-programming-guide.html
GraphX is Apache Spark's API for graphs and graph-parallel computation.
https://spark.apache.org/graphx/
https://spark.apache.org/docs/2.2.0/graphx-programming-guide.html





CDAP is an open source distributed, application framework for 
delivering Hadoop solutions. It integrates and abstracts the 
underlying Hadoop technologies to provide simple and easy-to-
use APIs and a graphical UI to build, deploy, and manage 













Apache OpenWhisk (Incubating) is an open source, distributed 
Serverless platform that executes functions (fx) in response to 
events at any scale. OpenWhisk manages the infrastructure, 
servers and scaling using Docker containers so you can focus on 
building amazing and efficient applications.
The OpenWhisk platform supports a programming model in 
which developers write functional logic (called Actions), in any 
supported programming language, that can be dynamically 
scheduled and run in response to associated events (via 
Triggers) from external sources (Feeds) or from HTTP requests. 
The project includes a REST API-based Command Line Interface 
(CLI) along with other tooling to support packaging, catalog 



















Huginn is a system for building agents that perform automated 
tasks for you online. They can read the web, watch for events, 
and take actions on your behalf. Huginn's Agents create and 
consume events, propagating them along a directed graph. 







Table 9. Supported programming languages in selected serverless platforms. 
 




Programming language AWS Lambda Azure Functions GCP Functions
Apache 
OpenWhisk
JavaScript (node.js) Yes Yes Yes Yes
Java Yes Yes No Yes (Partial)
C# Yes Yes No No
Python Yes Experimental No Yes
PHP No Experimental No Yes
Go Yes (Partial) No No No
F# No Yes No No
Swift No No No Yes
Name Description





















TensorFlow is an open source software library for numerical 
computation using data flow graphs. The graph nodes represent 
mathematical operations, while the graph edges represent the 
multidimensional data arrays (tensors) that flow between them. 
This flexible architecture enables you to deploy computation to 
one or more CPUs or GPUs in a desktop, server, or mobile device 
without rewriting code. TensorFlow also includes TensorBoard, a 
data visualization toolkit. TensorFlow provides stable Python and C 
APIs as well as non-guaranteed backwards compatible API's for 














PyTorch is a Python package that provides two high-level features: 
1) Tensor computation (like NumPy) with strong GPU acceleration 
2) Deep neural networks built on a tape-based autograd system.
Yes.
Copyrigh











Keras is a high-level neural networks API, written in Python and 
capable of running on top of TensorFlow, CNTK, or Theano. It was 
developed with a focus on enabling fast experimentation. Being 
able to go from idea to result with the least possible delay is key to 
doing good research.  
Use Keras if you need a deep learning library that: 
- Allows for easy and fast prototyping (through user friendliness, 
modularity, and extensibility).
- Supports both convolutional networks and recurrent networks, as 
well as combinations of the two.
- Runs seamlessly on CPU and GPU.
Yes.
Copyrigh




















Eclipse Deeplearning4j is the first commercial-grade, open-source, 
distributed deep-learning library written for Java and Scala. 
Integrated with Hadoop and Apache Spark, DL4J brings AI to 
business environments for use on distributed GPUs and CPUs. 
Deeplearning4j is written in Java and is compatible with any JVM 
language, such as Scala, Clojure or Kotlin. The underlying 













Apache MXNet (incubating) is a deep learning framework designed 
for both efficiency and flexibility. It allows you to mix symbolic and 
imperative programming to maximize efficiency and productivity. 
At its core, MXNet contains a dynamic dependency scheduler that 
automatically parallelizes both symbolic and imperative operations 
on the fly. A graph optimization layer on top of that makes 
symbolic execution fast and memory efficient. MXNet is portable 















Chainer is a Python-based deep learning framework aiming at 
flexibility. It provides automatic differentiation APIs based on the 
define-by-run approach (a.k.a. dynamic computational graphs) as 
well as object-oriented high-level APIs to build and train neural 
networks. It also supports CUDA/cuDNN using CuPy for high 











ONNX is an open format to represent deep learning models. With 
ONNX, AI developers can more easily move models between state-
of-the-art tools and choose the combination that is best for them. 
ONNX is developed and supported by a community of partners. 
ONNX enables models to be trained in one framework and 
transferred to another for inference. ONNX models are currently 
supported in Caffe2, Microsoft Cognitive Toolkit, MXNet, and 











MLlib is Spark’s machine learning (ML) library. Its goal is to make 
practical machine learning scalable and easy. At a high level, it 
provides tools such as:
- ML Algorithms: common learning algorithms such as classification, 
regression, clustering, and collaborative filtering.
- Featurization: feature extraction, transformation, dimensionality 
reduction, and selection.
- Pipelines: tools for constructing, evaluating, and tuning ML 
Pipelines.
- Persistence: saving and load algorithms, models, and Pipelines.













MADlib is an open-source library for scalable in-database analytics. 
It provides data-parallel implementations of mathematical, 


















The visualization is a key component of modern IoT applications. In the Gartner Magic Quadrant for BI and 
Analytics showed in Figure 3, the leading commercial products are Power BI, Tableau, Qlik, and ThoughtSpot. 
However, there are good open-source alternatives documented in Table 11. One of them is CARTO, a platform for 
discovering and predicting the key insights from georeferenced data. Another relevant project is Grafana, a leading 
open-source software for time series analytics that can display data extracted from sources such as ElasticSearch, 
InfluxDB, Graphite, Prometheus, Cloudwatch, and many others. A third important project is Kibana, an open-
source data visualization plugin for Elasticsearch that provides visualization capabilities on top of the content 
indexed on an Elasticsearch cluster. Even though there are many other projects in Table 11, Dash deserves a 
special mention as it can simplify the visualization of data-processing pipelines written in Python. Overall, the 
selection of a particular visualization alternative depends on the supported connectors for external data sources, 
the availability, quality, and ease for customizing the required graphs and controls, and the extensions that it 
provides for displaying the dashboards in different screens (e.g: desktop, tablets, mobile phones).  
 
 





Table 11. Software for data visualization. 
 
 
Name Description Data sources






CARTO is an open, powerful, and intuitive platform for 
discovering and predicting the key insights underlying 
the location data in our world.  Empower organizations 
to optimize operational performance, strategic 
investments, and everyday decisions with CARTO 
Engine—our embeddable platform for web and 
mobile apps—and the new CARTO Builder, a drag and 
drop analysis tool.  It was built to make it easier for 
people to tell their stories by providing them with 
flexible and intuitive ways to create maps and design 
geospatial applications. CARTO can be installed on 
your own server or on a hosted service at carto.com.
MySQL, SQL Server, PosgreSQL, Hive, Amazon 
Redshift, Dropbox, Google Drive, Box, Excel.
Yes.










Grafana is an open source, feature rich metrics 
dashboard and graph editor.
Graphite, Elasticsearch, OpenTSDB, Prometheus 
and InfluxDB.











it's a browser-based analytics and search dashboard 
for Elasticsearch.
Elastic Search. Yes.














Dash is a productive Python framework for building 
web applications. Written on top of Flask, Plotly.js, 
and React.js, Dash is ideal for building data 
visualization apps with highly custom user interfaces 
in pure Python. It's particularly suited for anyone who 
works with data in Python. Through a couple of simple 
patterns, Dash abstracts away all of the technologies 
and protocols that are required to build an interactive 
web-based application. Dash is simple enough that 
you can bind a user interface around your Python code 
in an afternoon. Dash apps are rendered in the web 
browser. You can deploy your apps to servers and then 
share them through URLs. Since Dash apps are viewed 
in the web browser, Dash is inherently cross-platform 
and mobile ready.
























Apache Superset is a modern, enterprise-ready 
business intelligence web application.
Superset speaks many SQL dialects through 
SQLAlchemy, a Python ORM that is compatible 
with most common databases. Superset can be 
used to visualize data out of most databases:
MySQL, Postgres, Vertica, Oracle, Microsoft SQL 
Server, SQLite, Greenplum, Firebird, MariaDB, 
Sybase, IBM DB2, Exasol, MonetDB, Snowflake, 
Redshift, Clickhouse, Apache Kylin, Apache Drill, 
Google BigQuery.




Metabase is the easy, open source way for everyone 
in your company to ask questions and learn from data.
Postgres, MySQL, Druid, SQL Server, Redshift, 
MongoDB, Google BigQuery, SQLite, H2, Oracle, 
Vertica, Presto, Snowflake.
Yes.
GNU Affero General 










Open source real-time dashboard builder/viewer for 
IOT.










Crouton is a dashboard that lets you visualize and 
control your IOT devices with minimal setup.
JSON over MQTT. Yes.













Helical Insight is an Open Source Business Intelligence 
framework which can help you derive insights out of 
your one or multiple datasources.  Helical Insight is 
highly extensible via APIs and SDK. Helical Insight also 
comes with a Workflow rule engine, allowing you to 
implement any sort of custom business process. It 
uses HTML skillset and Java skillset to add 
functionalities at the frontend and backend 
respectively.
It support all the JDBC4 complaint databases, 
NoSQL, Big Data, RDBMS, Cloud db, Columnar 
database etc
-RDBMS: MySQL, PostgreSQL, SQL Server, Oracle, 
Firebird, Informix, Ingres, MariaDB, Presto, 
Progress, SQlite.
-NoSQL & Big Data: Cassandra, Druid, HBase, 
MongoDb, Hive, NuoDB, Neo4j.
-Cloud: Microsoft Azure SQL, Amazon RedShift 
Database, Google Cloud Sql.
-Flat Files: CSV, TSV, JSON.







Metatron Discovery is an end-to-end big data self 
discovery solution. 
Files, databases, stagling DBs, streams, data 
snapshots, metatron engines.







Redash was built to allow fast and easy access to 
billions of records, that we process and collect using 
Amazon Redshift ("petabyte scale data warehouse" 
that "speaks" PostgreSQL). Today Redash has support 
for querying multiple databases, including: Redshift, 
Google BigQuery, PostgreSQL, MySQL, Graphite, 
Presto, Google Spreadsheets, Cloudera Impala, Hive 
and custom scripts.
Redash consists of two parts:
1. Query Editor: think of JS Fiddle for SQL queries. It's 
your way to share data in the organization in an open 
way, by sharing both the dataset and the query that 
generated it. This way everyone can peer review not 
only the resulting dataset but also the process that 
generated it. Also it's possible to fork it and generate 
new datasets and reach new insights.
2. Visualizations and Dashboards: once you have a 
dataset, you can create different visualizations out of 
it, and then combine several visualizations into a 
single dashboard. Currently Redash supports charts, 
pivot table, cohorts and more.
 Redshift, Google BigQuery, PostgreSQL, MySQL, 
Graphite, Presto, Google Spreadsheets, Cloudera 







Prometheus, a Cloud Native Computing Foundation 
project, is a systems and service monitoring system. It 
collects metrics from configured targets at given 
intervals, evaluates rule expressions, displays the 
results, and can trigger alerts if some condition is 
observed to be true. Prometheus' main distinguishing 
features as compared to other monitoring systems 
are:
- a multi-dimensional data model (timeseries defined 
by metric name and set of key/value dimensions).
- a flexible query language to leverage this 
dimensionality.
- no dependency on distributed storage; single server 
nodes are autonomous.
- timeseries collection happens via a pull model over 
HTTP.
- pushing timeseries is supported via an intermediary 
gateway.
- targets are discovered via service discovery or static 
configuration.
- multiple modes of graphing and dashboarding 
support.
- support for hierarchical and horizontal federation.
Prometheus uses exporters and integrations to 
get data from differente sources, including: 
Couchbase, CouchDB, ElasticSearch, EventStore, 
Memcached, MongoDB, MSSQL server, MySQL 
server, OpenTSDB, Oracle DB, PgBouncer, 
PostgreSQL, Presto, ProxySQL, RavenDB, Redis, 
RethinkDB, SQL. It can also connect with Kafka, 
RabbitMQ, NATS, NSQ, Mirth Connect, MQTT 
blackbox, and RocketMQ, among others.















Chronograf is an open-source web application written 
in Go and React.js that provides the tools to visualize 
your monitoring data and easily create alerting and 
automation rules.
Elastic, InfluxDB, Memcached, Mesos, MongoDB, 
MySQL, Network, PostgreSQL, RabbitMQ, Redis, 
Riak, among others.
Yes.









Ubidots is an IoT Application Development and 
Deployment Platform that automates the process of 
IoT application creation for enterprises and individuals 
to deploy any IoT solution to scale, and do so quickly. 
Among others, It can be used to create real-time 
dashboards to analyze data and control devices. 
Visualize data with Ubidots stock graphs, charts, 
tables, indicators, maps, metrics, and control widgets 
or develop your own using the HTML canvas and your 
own code. Share your data through public links, or by 
embedding dashboards or widgets into private web 
and mobile applications.
It can connect with any source as long as its data 










Power BI is a business analytics service that delivers 
insights to enable fast, informed decisions.
- File: Excel, Text/CSV, XML, JSON, Folder, PDF, 
SharePoint Folder.
- Database: SQL Server Database, Access 
Database, SQL Server Analysis Services Database, 
Oracle Database, IBM DB2 Database, IBM Informix 
database (Beta), IBM Netezza, MySQL Database, 
PostgreSQL Database, Sybase Database, Teradata 
Database, SAP HANA Database, SAP Business 
Warehouse Application Server, SAP Business 
Warehouse Message Server, Amazon Redshift, 
Impala, Google BigQuery, Vertica, Snowflake, 
Essbase, AtScale cubes (Beta), BI Connector, 
Dremio, Exasol, Indexima (Beta), InterSystems 
IRIS (Beta), Jethro (Beta), Kyligence Enterprise 
(Beta), MarkLogic (Beta).














Tableau is a powerful, secure, and flexible end-to-end 
analytics platform for data.
Microsoft Excel, Text File, Microsoft Access, JSON 
File, PDF File, Spatial File, Statistical File, Other 
Files, Tableau Server or Tableau Online, Actian 
Matrix, Actian Vectorwise, Amazon Athena, 
Amazon Aurora, Amazon EMR Hadoop Hive, 
Amazon Redshift, Anaplan, Apache Drill, Aster 
Database, Azure SQL Data Warehouse, Box, 
Cloudera Hadoop, Denodo, Dropbox, Exasol, 
Firebird, Google Ads, Google Analytics, Google 
BigQuery, Google Cloud SQL, Google Drive, 
Google Sheets, Hortonworks Hadoop Hive, IBM 
BigInsights, IBM DB2, IBM PDA (Netezza), Intuit 
QuickBooks Online, Kognitio, MapR Hadoop Hive, 
MariaDB, Marketo, MarkLogic, MemSQL, 
Microsoft Analysis Services, Microsoft 
PowerPivot, Microsoft SQL Server, MonetDB, 
MongoDB BI Connector, MySQL, OData, OneDrive, 
Oracle, Oracle Eloqua, Oracle Essbase, Pivotal 
Greenplum, PostgreSQL, Presto, Progress 
OpenEdge, Salesforce, Splunk, SAP HANA, SAP 
NetWeaver Business Warehouse, SAP Sybase 
ASE, SAP Sybase IQ, ServiceNow ITSM, SharePoint 
Lists, Snowflake, Spark SQL, Teradata, Teradata 
OLAP Connector, TIBCO Data Virtualization (Cisco 
Information Server), Vertica, Web Data 










Qlik Sense End-to-end data analytics platform.
Through Attunity Replicate, it can be connected 
to:
- RDBMS: Oracle, SQL, DB2, MySQL, Sybase, 
PostgreSQL.
- Data warehouses: Exadata, Teradata, IBM 
Netezza, Vertica, Pivotal, MS SQL Data 
Warehouse.
- Cloud: AWS, Azure, Google Cloud.
- Hadoop: Apache, Cloudera, Hortonworks, MapR.
- Streaming platforms: Apache Kafka, Confluent.
- Enterprise Applications: SAP.






9. Software for the application layer 
 
Some of the applications in agriculture that can be tackled with IoT include: precision agriculture (irrigation, 
treatments, fertilization, frost management), crop management (horticulture, orchards, viticulture, cereals), 
traceability in agricultural practices, smart irrigation systems for improved yields or quality, environmental impact 
of agricultural practices, management of pesticides and various treatments, indoor and vertical farming, crop 
protection and risk management, soil science and smart water management, farming automation, and forestry 
management to name a few. The development of IoT-driven applications in agriculture can be tackled by stages. 
The first stage requires getting the data for monitoring; the second stage involves using the collected data for 
modeling and prediction; the third stage demands modifying the environment using the previous models and 
current desired outcomes through feedback control; and the fourth stage involves adding features to ease higher-
level tasks such as the logistics and management of the farm.  
While most of the IoT applications focus on the first stage, IT applications tend to focus mainly on the fourth stage. 
Also, and unlike the other layers in the IoT reference architecture reviewed so far, not many open-source projects 
are focusing on phenotyping and field-sensor data-driven agriculture, with a few exceptions24. With this in mind, 
Table 12 presents some applications for agriculture that might help IoT developers at CIAT to identify design and 
use patterns, so that they can be applied in future developments.  
Table 12. Sample of applications for agriculture. 
 
 
                                                          
24 Open Agriculture Initiative (OpenAg) 
https://www.media.mit.edu/groups/open-agriculture-openag/projects/  





TANIA is an open source farmer's journal to help you 
manage your farm business easily by accessing 









FarmOS is a web-based application for farm 
management, planning, and record keeping. It is 
developed by a community of volunteers and aims to 
provide a standard platform for farmers, developers, 
and researchers to build upon.
Yes.
































Geosurvey Collect allows users to collect data in the 
field, such as photos and surveys, and easily scale the 
processing of this data via the crowd. It is the mobile 








10. Developer, ontology, data integrity and security layers 
 
As IoT deployments become larger, it becomes more relevant to adopt adequate software engineering practices. 
Designing modular software, testing it extensively, and documenting it, helps to reuse the code, and adding new 
features. In this regard, git can help to manage the project as it changes over time, while GitHub, being a Git 
repository hosting service, can ease the collaboration with other developers. This collaboration can be further 
enhanced with some tools from Attlassian25 (e.g: Jira, Bitbucket, Confluence, Trello, etc.) that are free for teams 
of software developers working on open-source projects. 
Similarly, as the number of devices and services scale, the use of ontologies can help researchers make sense of 
the data, and abstract away many of the IoT implementation details. The OWL 2 Web Ontology Language26 is a 
mature project that can be used in this area. A list of OWL implementations maintained by the W3C27 can help the 
IoT developer to choose the right tool. 
As the IoT data in agriculture go through many different subsystems between a sensor and the data center, and 
between the data center and an actuator, it makes sense to check their accuracy and consistency over the entire 
life-cycle, in other words ensuring the data integrity. This falls into two categories, physical integrity, and logical 
integrity. In terms of physical integrity, developers need to take into account faults that can appear due to the 
environment (power outages, extreme temperature or pressure, electromechanical issues, etc.). Having 
watchdogs in end-devices, and adding checksums might help to alleviate these problems. In contrast, the logical 
                                                          
25 Atlassian Open Source Project License. 
https://www.atlassian.com/software/views/open-source-license-request 
 
26 OWL 2 Web Ontology Language. Document Overview (Second Edition). W3C Recommendation. 11th December 2012. 
https://www.w3.org/TR/owl2-overview/  
 
27 OWL/Implementations (Reasoners, Editors / Development Environments / APIs). W3C. 2016. 
https://www.w3.org/2001/sw/wiki/OWL/Implementations  
Tambero
Free cattle management software. Dairy cattle 
management, beef cattle, breeding farms and 
agriculture. Manage animals and plots, inseminations, 
health events, feed rations, milk production, fattening, 
heat detection and stress level.
No. Proprietary. http://tambero.com   
Agriwebb
AgriWebb creates easy to use farm management 
software covering all enterprises.  Features: full farm 
record keeping, farm map, ,ob movements and grazing, 
reports, operational planner, inventory management, 














Farm at hand Farm management software. No. Proprietary.
Website:
https://www.farmathand.com
Conservis Farm management software. No. Proprietary.
Website:
https://conservis.ag 
Agworld Farm management software. No. Proprietary.
Website:
https://www.agworld.com/us/ 





integrity has to ensure the correctness or rationality of a piece of data given a particular context. Logical integrity 
problems can be caused by software bugs, design flaws, or human errors. To reduce their impact, software 
developers should detect “impossible” and strange values and have routines that can act promptly avoiding error 
propagation to other subsystems of the solution.  Finally, some security measures that the IoT developer should 
consider include performing data encryption, generating and managing authentication, handling authorization of 
API access including tokens and certificates, updating users and their clearances in a directory, enforcing and 




This report presented software alternatives for enabling the IoT sensor network reference architecture for CIAT. 
As the software depends on the underlying hardware platform that is running on, three software stacks were 
considered, one for end-devices, one for gateways and one for servers either on private data centers or in public 
clouds. This report included comprehensive tables with open-source and commercial alternatives for 
implementing the required IoT services. The main findings are reviewed in the next paragraphs.  
The software for the device layer can be implemented with a bare-metal approach or with a real-time operating 
system for end devices. Small and simple projects can get started faster with the bare-metal approach using C, 
Arduino, MicroPython, or CircuitPython. Larger and more complex projects can benefit from using a real-time 
operating system such as Zephyr, RIOT, FreeRTOS, or mbedOS.  
For the communication and connectivity layer, devices can use either a real-time operating system or a fully-
fledged operating system. However, considering the availability and support of modern Linux distributions, they 
are the recommended approach. On top of the Linux operating system, the developer can use Eclipse Kura for 
large deployments, or tools such as NodeRED, Flogo, or StreamSets Data Collector Edge for smaller deployments. 
For the IoT middleware layer, the developer can adopt complete software platform solutions such as SiteWhere, 
WSO2 IoT Server, Device Hive, ThingsBoard Community Edition, or Mainflux. The second option is to integrate 
either Apache Kapua or Eclipse Hono in the server, with Apache Kura in the different gateways. The third strategy, 
which can be very flexible but harder to assemble and maintain involves using discrete open-source services as 
building blocks for handling IoT protocols (Eclipse Mosquitto, Eclipse Paho, Eclipse Californium, Apache Qpid 
Proton), security (mbed TLS, Eclipse tinydtls), message brokers (Apache Active MQ, RabbitMQ), stream processing 
(Apache Kafka, Fluentd, EnMasse, Apache Nifi, Apache Minifi, StreamSets Data Collector, Apache Flume, Siddhi, 
Apache Flink, Apache Samza, Apache Storm, Apache Beam), device management (Eclipse Leshan, Eclipse 
wakaama), digital twins (Eclipse ditto, Eclipse Vorto) and software updates (Eclipse hawkbit). 
The key components of the service layer include data storage, data processing, and data visualization. In terms of 
data storage, there are many open-source projects available both for SQL and NoSQL databases. SQL offering 
include H2, PostgreSQL, and MariaDB; NoSQL wide-column stores includes Apache Hbase and Apache Cassandra; 
NoSQL document databases include MongoDB, ElasticSearch, RethinkDB; NoSQL time-series databases include 
InfluxDB, Prometheus, Graphite, TimescaleDB, OpenTSDB, and RIAK TS; NoSQL graph stores options include Neo4J 
and Apache Giraph; and NoSQL key-value store include Redis and Riak KV. For data processing, there are quite a 
few options including Siddhi, Apache Flink, Apache Samza, Apache Storm, and Apache Beam. However, for big 
data analytics, the main alternatives are Apache Hadoop and Apache Spark. The selection depends on the data 
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processing type (batch, mini-batch, streaming), the amount of data to handle, and the speed required to get an 
output.   A recent approach for big data analytics involves serverless cloud computing using Apache OpenWhisk. 
If the IoT application has to interact with web services the open-source alternative is Huginn. Similarly, if the IoT 
application requires cutting-edge machine learning and deep learning algorithms the best alternatives include 
scikit-learn, TensorFlow/TensorFlow Lite, PyTorch, Keras, Apache MXNet, Chainer, and ONNX. In terms of data 
visualization, there are excellent alternatives including CARTO, Grafana, and Kibana.  
Even though there are many IoT applications for agriculture, not many of them are open-source, and there is a 
strong fragmentation between those focused on collecting field sensor data and those devoted to farm 
management. However, there are open-source projects worth exploring such as Tania, FarmOS, AgroSense, and 
OpenATL. 
Developing software for IoT projects involves dealing with many different programming languages, libraries, 
stacks, software development kits, frameworks, protocols, operating systems, and more importantly, specialized 
jargon that often discourages nonexperts. We hope that this report can help to bridge the gap between the 
abstract reference architecture and the practical software realm. The next report of this consultancy will include 
some hardware recommendations for implementing the IoT sensor network pilot at CIAT. 








Owner of the material URL
Figure 2. Software stacks for IoT. Source: Eclipse IoT Working 
Group.
2 Yes Eclipse Foundation
The Three Software Stacks Required for IoT Architectures: IoT software requirements and how to implement them using open source 
technology. Eclipse IoT Working Group. September 2016 (latest update: December 2017).
https://iot.eclipse.org/resources/white-papers/Eclipse%20IoT%20White%20Paper%20-
%20The%20Three%20Software%20Stacks%20Required%20for%20IoT%20Architectures.pdf 
Figure 3. Gartner Magic Quadrant for BI and Analytics (2019). 33 Yes Gartner
The image was captured from PowerBI website: 
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The CGIAR Platform for Big Data in Agriculture led by the International Center for Tropical Agriculture (CIAT), plans 
to deploy an Internet of Things (IoT) sensor network in the CIAT’s campus of Palmira (Colombia). The IoT sensor-
network reference architecture shown in Figure 1 can guide a first test pilot for rice, maize, cassava, and bean 
crops led by the high-throughput phenotyping and the data-driven agronomy teams. The previous consultancy 
report introduced the software alternatives to implement each layer of the architecture. Now, this report focuses 
on the required hardware components to sense, process, and communicate crop and environmental variables to 
the datacenter. As the cost of the suggested hardware components is going to be discussed in the last report, this 
report focuses exclusively on technical aspects.  
 
Figure 1. Reference architecture for IoT sensor network applications in agriculture. 
 
The first part of this report covers spatial-sampling strategies, basic terminology, and mathematical expressions 
to determine the required number of sensors for the pilot given a set of parameters defined beforehand by CIAT’s 
researchers. These parameters include the spatial sampling period for the variables to monitor, the number of 
vertically collocated sensors, and the dimensions of the crops under study. Finding the number of required sensors 
is fundamental for planning the rest of the IoT hardware infrastructure, namely, the minimum number of 
processing units, radios, and gateways. Also, given that sensors for agriculture need to be rugged, they tend to be 
expensive, and therefore, their numbers impact the overall implementation cost of the IoT project as well as its 
economic viability for low-budget research projects and low-income farmers. As the number of sensors grow, and 
hence the number of telemetry messages, the overall bandwidth requirements for the selection of the 
communication modules become more relevant. Similarly, if a communication technology is selected in advance 
for research purposes, a large number of sensors limits the minimum achievable temporal sampling period, or 
what is equivalent, restricts the maximum sampling frequency. Because of the relevance of the required number 
of sensors for the pilot, this report considers different scenarios depending on two sampling strategies over 
4 
 
regular lattices. The first strategy is generic but requires lots of sensors, and the second strategy requires far fewer 
sensors but should not be used in certain terrain shapes that are explained in the report. 
Once the number of sensors for the pilot is determined, the report presents the commercial references for sensors 
that measure the traits that CIAT’s researchers want to capture, as well as some commercial references for end-
node devices, and gateways. It is important to highlight that there are other required hardware components to 
specify the IoT pilot beyond what is discussed in this report, and that these should be selected by the company 
that will handle the pilot implementation at CIAT. These hardware components include power sources, energy 
storage devices, signal conditioning modules, mechanical enclosures, cables, mounting poles, etc.  
4. Sampling strategy 
 
To derive the required number of sensors to monitor a crop, a sampling strategy has to be defined in advance. For 
simplicity, this report explores two dense sampling strategies over regular lattices made of square cells of sides 
equal to the 𝑆𝑖, where 𝑆𝑖 is the required spatial sampling in meters of the i-th variable of interest. The underlying 
hypothesis of both sampling strategies is that all terrains under study are regular and can be decomposed in a set 
of square cells. Both sampling strategies are fairly general as they don’t require prior information about the spatial 
distribution of the underlying phenomena that researchers aim to reconstruct. To exemplify these sampling 
strategies, Figure 2 uses seven synthetic terrains shown in green, with the same desired spatial sampling period 
𝑆𝑖, and with different shapes but with the same area (9 cells of 𝑆𝑖𝑥𝑆𝑖 m
2). In this figure, the red circles highlight 
sensor locations on the ground, i.e: on the xy plane. The first sampling strategy, shown on the left in Figure 2, 
samples the corners of each cell, whereas the second sampling strategy, shown on the right in Figure 2, samples 
the center of each cell.  
Sampling the corners of cells is a standard strategy that ensures that under any terrain shape, the distance 
between any two nearby nodes is exactly equal to the spatial sampling. However, the same is not always true 
when sampling the cells’ centers. Consider for example the simple diagonal terrain shown in Figure 3. Even though 
the terrain is discretized with cells sides equal to 𝑆𝑖, the minimum distance between the nearest depicted nodes 
when sampling the cells’ centers is √2 times the desired spatial sampling 𝑆𝑖, in other words it is almost 41.42% 
farther apart than desired. Even though this seems like a big problem in theory, in practice terrains tend to have 
densely connected cells (i.e: where cells have other neighbors), and therefore, most of the terrain would still 
comply with the homogenous spatial sampling period that is so useful in conventional Digital Signal Processing 
(DSP) algorithms. 
Notice that sampling the corners of each cell in the terrain demands a large number of sensors, and their exact 
number depends not only on the terrain area but also on its shape. The reader can see how the number of sensors 
changes in Figure 2 from 28 for a diagonal terrain to 16 for a very compact terrain. This happens despite that all 
terrains in Figure 2 have the same number of cells and therefore the same area. In this regard, sampling the center 
of each cell is much more efficient in the required number of sensors, demanding only 9 sensors in Figure 2 
independently of the terrain shapes.  
In summary, if researchers want to maintain the utmost sampling rigor while collecting dense field measurements, 
then sampling the corners of each cell is the preferred approach. However, for most terrains where the 
corresponding cells might be connected by more than one corner to other cells, it can be a lot more cost efficient 




Figure 2. Differences in the number of required sensors to monitor various terrains with the same area (i.e: area of nine identical square 
cells) using square cells under two sampling strategies. Left) Terrains are divided into square cells and each cell is sampled in its corners, 
and therefore, the number of sensors depends on the terrain size and shape. Notice that the compactness of the terrain contributes to 
reducing the number of required sensors, however, this number is always larger than in the right strategy.  Right) Terrains are divided into 
the same square cells as before but in this case, each cell is sampled in its center, and therefore, the number of sensors depends only on 
the terrain size. Notice that the number of required sensors is always smaller than in the strategy on the left. 
 
 
Figure 3. A synthetic example of a diagonal terrain discretized with a square cell of sides equal to S. Left: the spatial sampling is respected 
when sampling the cells’ corners. Right: the effective spatial sampling is larger than the desired sampling by a factor of √2, when the cells’ 






Mathematical characterization of the sampling process 
 
To simplify the mathematical characterization of the two spatial sampling strategies from the previous section for 
the end users, this report focuses exclusively on rectangular terrains. With this assumption, the following variables 
define the entire spatiotemporal sampling process: 
𝑊𝑘: width in meters of the k-th terrain, 
𝐿𝑘: length in meters of the k-th terrain. 
𝑇𝑖: temporal sampling period in seconds of the i-th variable, 
𝑆𝑖: spatial sampling period in meters of the i-th variable on the ground plane over orthogonal directions (i.e: it can 
be applied both along the x and y axes). 
𝑁𝑧𝑖: number of vertically collocated sensors that are required for monitoring the i-th variable in the z-axis (i.e: a 








: number of square windows or cells for the i-th variable that fit within the length of the k-th terrain. 
With the previous definitions, the number of locations to place sensors in the xy plane for the i-th variable in the 
k-th terrain depending on the sampling strategy is given by 𝑁𝑥𝑦𝑖,𝑘 as follows: 
𝑁𝑥𝑦𝑖,𝑘 = {
(𝑁𝑤𝑖,𝑘 + 1)(𝑁𝑙𝑖,𝑘 + 1), if the cell corners are sampled.
(𝑁𝑤𝑖,𝑘)(𝑁𝑙𝑖,𝑘), if the cell centers are sampled.
 

















) , if the cell centers are sampled.
 
In turn, the number of required sensors to measure the i-th variable in the k-th terrain, is given by 𝑁𝑖,𝑘: 
















) , if the cell centers are sampled.
 
From the previous expression, the number of required sensors to measure the i-th variable in all the terrains is 























































, if the cell centers are sampled.
 
Based on the previous expression for 𝑁, the number of sensors required to cover a set of crops, increases with 
the number of terrains, their areas (width x length), the number of variables to measure, the number of vertically 
collocated sensors, and very importantly, with smaller spatial sampling periods. Also, as it was illustrated in the 
previous section, the number of required sensors is larger when the end-user samples the corners of each cell 
instead of its center.  
As most sensors are connected to end-devices through wired interfaces, and the number of ports within those 
devices is limited, the larger the number of sensors, the larger the number of end-devices required for the IoT 
pilot. In turn, the larger the number of end-devices, the larger the number of auxiliary hardware (radios, batteries, 
mechanical enclosures, wires, solar panels, etc.), and gateways that are needed. Even though the temporal 
sampling of most sensors for agriculture is not very demanding (except for cameras), large deployments increase 
the overall bandwidth that is required for an effective communication with the datacenter, and therefore affect 
the minimum specifications of radios and gateways, and increase the power consumption. Because of all these 
relationships, the spatial sampling period should be made as large as possible, to reduce the number of sensors, 
complexity, and cost of the pilot, while still enabling the required data for researchers or farmers. Notice that once 
the underlying spatial phenomena in the crops under study are well understood, they can be used to design a 
sparser and less demanding sampling strategy to reduce the number of required sensors.  
5. Sensors 
 
Table 1 presents the required variables for the above-and-below-ground characterization of crops for the IoT pilot 
as provided by the high-throughput phenotyping team at CIAT. By looking at the last two columns in the table, the 
temporal sampling period 𝑇𝑖 ranges from 30 minutes, for above-ground sensors, to 8 hours for below-ground 
sensors. Similarly, the spatial sampling period either in the 𝑥 or 𝑦 directions 𝑆𝑖, ranges between 3 meters for 
below-ground sensors and 1 per crop for above-ground sensors. The number of vertically collocated sensors 𝑁𝑧𝑖 
ranges from 1 for above-ground sensors and soil temperature to 4 for the other below-ground sensors, as they 
have to be sampled at various depths, including 10 cm, 30 cm, 40 cm, and 60 cm, respectively. Also, for the IoT 
pilot, CIAT will use two terrains of 50 meters x 13 meters each. Based on this information, Table 2 and Table 3 
summarize different simulation scenarios that show the required number of sensors per trait and for all traits, for 
the two sampling strategies discusses so far, using a spatial sampling period that ranges from 3 meters to 6 meters 
in 1 m steps for below-ground sensors. In the calculation for above-ground sensors, the spatial sampling was kept 
to 1 per crop. The values presented in Table 2 and Table 3 were computed using a Python script that accompanies 
this report.  
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Table 1. Basic variables for environmental characterization during the entire crop cycle.  
Source: high-throughput phenotyping team at CIAT. 
 
Table 2. Required number of sensors when sampling the corners of each cell for different spatial resolutions for below-ground sensors.  
 
 
Table 3. Required number of sensors when sampling the centers of each cell for different spatial resolutions for below-ground sensors.  
 
 










µmol m−2s−1    1% 30 min 1 per crop
Radiation Total solar radiation W/m2 1% 30 min 1 per crop
Radiation Red / Far-Red ratio no unit 1% 30 min 1 per crop
Wind speed Average m/s 1m/s or 4% 30 min 1 per crop
Air humidity Relative humidity % from 2% to 4% 30 min 1 per crop
Co2, CH4, NO2 
Concentration (air)
Average ton C ha-1, mg X m2 - 3 times per day 1 per crop
Soil moisture
Value at different depths 
(10/30/40/60 cm)
%  maximum 2 to 3 % 3 times per day 3 meters
Soil water potential
Value at different depths 
(10/30/40/60 cm)
M.Pa 10 3 times per day 3 meters
Soil temperature Average Centigrade  maximum 0.5 C 3 times per day 3 meters
Soil N, P, K
Value at different depths 
(10/30/40/60 cm)





Spatial sampling period 
equal to  3 meters
Spatial sampling period 
equal to  4 meters
Spatial sampling period 
equal to  5 meters
Spatial sampling period 
equal to  6 meters
Temperature (Maximum, minimum) 2 2 2 2
Radiation (Photosynthetic Active Radiation) 2 2 2 2
Radiation (Total solar radiation) 2 2 2 2
Radiation (Red / Far-Red ratio) 2 2 2 2
Wind speed (Average) 2 2 2 2
Air humidity (Relative humidity) 2 2 2 2
Co2, CH4, NO2 Concentration (air) (Average) 2 2 2 2
Soil moisture (sampled at 10,30,40,60 cm) 680 416 264 216
Soil water potential (sampled at 10,30,40,60 cm) 680 416 264 216
Soil temperature (Average) 170 104 66 54
Soil N, P, K (sampled at 10,30,40,60 cm) 680 416 264 216
Total number of required sensors 2224 1366 872 716
Trait name
Required number of sensors sampling corners of cells
Spatial sampling period 
equal to  3 meters
Spatial sampling period 
equal to  4 meters
Spatial sampling period 
equal to  5 meters
Spatial sampling period 
equal to  6 meters
Temperature (Maximum, minimum) 2 2 2 2
Radiation (Photosynthetic Active Radiation) 2 2 2 2
Radiation (Total solar radiation) 2 2 2 2
Radiation (Red / Far-Red ratio) 2 2 2 2
Wind speed (Average) 2 2 2 2
Air humidity (Relative humidity) 2 2 2 2
Co2, CH4, NO2 Concentration (air) (Average) 2 2 2 2
Soil moisture (sampled at 10,30,40,60 cm) 512 288 160 128
Soil water potential (sampled at 10,30,40,60 cm) 512 288 160 128
Soil temperature (Average) 128 72 40 32
Soil N, P, K (sampled at 10,30,40,60 cm) 512 288 160 128
Total number of required sensors 1678 950 534 430
Trait name
Required number of sensors sampling centers of cells
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The suggested sensor alternatives to measure the traits in Table 1 are summarized in Table 4. This table includes 
the trait, sensor reference, manufacturer, description, technical specifications, interfaces to connect it to a 
processing node, the product’s hyperlink for more information, and the seller. These sensors are a trade-off among 
the desired specifications provided by CIAT researchers, practical considerations, and availability of commercial 
alternatives. The integrated solutions for measuring multiple traits simultaneously were preferred in Table 4 over 
individual sensors as they can ease the IoT pilot deployment. The next bullet points highlight the main differences 
between the desired and actual specifications of suggested sensors: 
• The Photosynthetic Active Radiation sensor SQ-110-SS provides an error of ± 5 % instead of 1%, but a 
better commercial alternative was not found in the market.  
• The Red / Far-Red ratio SKR 110 sensor provides an error of typically less than 3% and a maximum of 5%, 
instead of the desired 1% error, but again, a better commercial alternative was not found in the market.  
• The total solar radiation sensor in the ATMOS 41 provides an error of ±5% instead of 1% but it was chosen 
as it comes integrated with many other of the required sensors for the IoT pilot. If the error specification 
for this trait is critical, then the Global Water’s WE300 Solar Radiation Sensor does provides a 1% error of 
full scale1.  
• Similarly, the integrated air temperature sensor of the ATMOS 41 has an error of ± 0.6 °C instead of 0.2 
°C. However, if the error for this trait is critical, there are many standalone and low-cost alternatives in 
the market that can be added to the IoT solution, for example, the OAT-M-7 Outdoor Air Temperature 
Sensor by Temcocontrols offers an error of ± 0.2 °C 2.  
• The official documentation of the Teralytic soil probe for measuring NPK doesn't include an error estimate 
of the measurements, and therefore it is impossible to state if the sensor meets the CIAT’s requirements. 
However, at the time of writing this report, there are no other digital sensor alternatives for measuring 
the NPK traits combined. 
Some of the suggested sensors in Table 4 use digital outputs based on protocols such as SDI-123, Universal 
Asynchronous Receiver-Transmitter (UART)4, or I2C5, while others use analog signals, either as a voltage or current. 
Unlike the other sensors, the Teralytic soil probe for measuring NPK transmits the data wirelessly over LoRA, and 
it requires a specific gateway provided by the same company. It should be observed that Teralytic doesn’t sell the 
sensors, they lease them to the end user. Finally, some of the sensors in Table 4 require additional signal-
conditioning hardware before they can be interfaced with a basic end-node device, and all of them require 
software routines for reading their signal values, convert them to physical measurements with proper units, and 
use them in the upper layers of the IoT solution.   
 
1 Global Water’s WE300 Solar Radiation Sensor. http://www.globalw.com/downloads/WE/WE300B.pdf  
   
2 OAT-M-7 Outdoor Air Temperature Sensor by Temcocontrols with a 10,000 ohm Thermistor ‘Type2’. 
https://temcocontrols.com/shop/outdoor-air-temperature-sensor/  
 
3 SDI-12: A Serial-Digital Interface Standard for Microprocessor-Based Sensors Version 1.4. January 10, 2019. 
http://www.sdi-12.org/current_specification/SDI-12_version-1_4-Jan-10-2019.pdf 
 
4 Back to Basics: The Universal Asynchronous Receiver/Transmitter (UART). December 20, 2016. 
https://www.allaboutcircuits.com/technical-articles/back-to-basics-the-universal-asynchronous-receiver-transmitter-uart/ 
 





Table 4. Sensor alternatives for IoT pilot at CIAT. 
 
 












All in-one weather station. Measures 12 weather 
variables including: air temperature, relative humidity, 
vapor pressure, barometric pressure, wind speed, gust 
and direction, solar radiation, precipitation, lightning 
strike counter and distance.
It provides: easy installation, no moving parts, all data 
transmitted over a single wire, digital SDI-12 
communication, connect to ZL6 for data capture and 
management, designed for continuous deployment in 
harsh climates, no louvered radiation shield to attract 
bugs, accurate at low wind speeds because no moving 
parts will cause friction or fail, detects fine-scale wind 
speed variations with 0.01 m/s resolution, integrated 
accelerometer detects if sensor is off-level, integrated 
spring acts as a rain gauge filter to keep out large 
particles but still allow enough water flow, optional bird 
deterrent fits perfectly on the funnel.
- Solar radiation. Range: 0 to 1750 W/m2; Resolution: 1 W/m2; Accuracy: ± 5% of measurement typical.
- Precipitation. Range: 0 to 400 mm/h; Resolution: 0.017 mm; Accuracy: ± 5% of measurement from 0 to 50 
mm/h.
- Vapor pressure. Range: 0 to 47 kPa; Resolution: 0.01 kPa; Accuracy: Varies with temperature and humidity, 
±0.2 kPa typical below 40 °C.
- Relative humidity: Range: 0 to 100% RH; Resolution: 0.1% RH; Accuracy: Varies with temperature and 
humidity, ±3% RH typical.
- Air temperature: Range: -50 to 60 °C; Resolution: 0.1 °C; Accuracy: ± 0.6 °C.
- Humidity sensor temperature: Range: -40 to 50 °C; Resolution: 0.1 °C; Accuracy: ± 1.0 °C.
- Barometric pressure: Range: 50 to 110 kPa; Resolution: 0.01 kPa; Accuracy: ± 0.1 kPa from -10 to 50 °C, ± 0.5 
kPa from -40 to 60 °C.
- Horizontal wind speed: Range: 0 to 30 m/s; Resolution: 0.01 m/s; Accuracy: the greater of 0.3 m/s or 3% of 
measurement.
- Wind gust: Range: 0 to 30 m/s; Resolution: 0.01 m/s; Accuracy: the greater of 0.3 m/s or 3% of 
measurement.
- Wind direction: Range: 0° to 359°; Resolution: 1°; Accuracy: ± 5°.
- Tilt: Range: -90° to +90°; Resolution: 0.1°; Accuracy: ± 1°.
- Lightning strike count: Range: 0 to 65,535 strikes; Resolution: 1 strike; Accuracy: variable with distance, 
>25% detection at <10km typical.
- Lightning average distance: Range: 0 to 40 km; Resolution: 3 km; Accuracy: variable.
Digital output 
using 



















The SQ-110 is a self-powered, analog original quantum 
sensor with a 0 to 800 mV output that has been 
calibrated for use in sunlight. The sensor features a 
rugged, self-cleaning sensor housing design. Typical 
applications include PPFD (Photosynthetic Photon Flux 
Density) measurement over plant canopies in outdoor 
environments, greenhouses, and growth chambers, and 
reflected or under-canopy (transmitted) PPFD 
measurements in the same environments. Quantum 
sensors are also used to measure PAR 
(Photosynthetically Active Radiation)/PPFD in aquatic 
environments, including salt water aquariums where 
corals are grown. Sensor includes IP68 marine-grade 
stainless-steel cable connector 30 cm from head to 
simplify sensor removal and replacement for 
maintenance and recalibration.
Power Supply: Self-powered.
Sensitivity: 0.2 mV per µmol mˉ² sˉ¹.
Calibration Factor: 5 µmol mˉ² sˉ¹ per mV (reciprocal of sensitivity).
Calibration Uncertainty± 5 %.
Calibrated Output Range: 0 to 800 mV .
Measurement Repeatability: Less than 0.5 %.
Non-stability (Long-term Drift): Less than 2 % per year.
Non-linearity: Less than 1 % (up to 4000 µmol mˉ² sˉ¹ ).
Response Time: Less than 1 ms.
Field of View: 180˚.
Spectral Range: 410 nm to 655 nm (wavelengths where response is greater than 50 % of maximum).
Spectral Selectivity: Less than 10 % from 469 to 655 nm.
Directional (Cosine) Response: ± 5 % at 75˚ zenith angle.
Temperature Response: 0.06 ± 0.06 % per C.
Operating Environment: -40 to 70 C; 0 to 100 % relative humidity; can be submerged in water up to depths of 
30 m.
Dimensions: 24 mm diameter, 33 mm height.
Mass: 90 g (with 5 m of lead wire).
Cable: 5 m of shielded, twisted-pair wire with TPR jacket (high water resistance, high UV stability, flexibility 
in cold conditions).
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 The Red / Far-Red (RFR) sensor is one of a range of Skye's 
light sensors for plant growth and research. It is second 
in popularity only to the PAR Quantum sensor in this 
field. The sensor is a 2 channel radiometer, essentially 
two sensors in one. The specially designed light 
collecting head (fully Cosine Corrected) randomly splits 
light between two separately filtered photodiodes, 
giving a light intensity output for each of the red and far-
red channels, ideal for measuring the RFR Ratio. 
Wavelengths other than 660 nm and 730 nm may be 
chosen if required. Skye's calibration facility scope is 
between 280 and 1100 nm with bandwidths from 5 nm to 
several hundred nm (broadband). Sensors are suitable 
for use in natural solar radiation or any lamp or light 
source. Each is fully waterproof and guaranteed 
submersible to 4m depth.  They are compatible with Skye 
Display Meters, SpectroSense meters and DataHog 
loggers as well as instruments from other 
manufacturers. 
Construction - Material Dupont ‘Delrin’ fully sealed to IP68.
Cable - 2 core Screened DEF std 61-12/4/5.
Sensor - Cosine corrected head.
Detector - GaAsP.
Filters - Optical glass.
Sensitivity channel 1 (1) - 660 channel approx. 30 mol/ amp.
Sensitivity channel 2 (1) - 730 channel approx. 30 mol/ amp.
Working range (2) - <2,0004 mol/m2/sec.
Linearity error - <0.2%.
Absolute calibration error (3) - typ. <3% 5% max.
Cosine error (4) - 3%.
Azimutherror (5) - <1%.
Temperature coefficient - +0.1%/°C.
Longterm stability (6) - +2%.
Response time (7) (voltage output) - 10ns.
Temperature range - -35 to +75°C.
Humidity range - 0-100% RH.
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Digital Gas Sensor 
Module for NO2
Spec sensors
Easily add NO2 sensing to your IoT application with our 
Nitrogen dioxide digital gas sensor module that provides 
a calibrated and temperature compensated output. 0 to 
5 ppm NO2 sensor with digital output.
Measurement performance characteristics (Based on Standard Conditions 25 ºC, 50% RH and 1 atm).
Measurement Range: 0 to 5 ppm.
Resolution: 20 ppb (1).
Measurement Accuracy: 15% of reading.
Measurement Repeatability (2): < ± 3% of reading.
T90 Response Time (100 ppm step): < 30 seconds.
Power Consumption: 100 μW in standby mode, 14 mW in measurement mode.
Expected Operating Life: > 5 years (10 years @ 25± 10C; 60 ± 30% RH).
Operating Temperature Range: -20 to 40 °C (-30 to 55 °C intermittent).
Operating Humidity Range: 15 to 95% (0 to 100% non-condensing intermittent).
Mechanical Dimensions: 1.75 x 0.82 x 0.35 in. (44.5 x 20.8 x 8.9 mm).
























The MQ-4 Gas sensor makes it easy to monitor methane 
and natural gas concentration levels using our I2C Mini 
Module form factor. The MQ4 is connected to an 
ADC121C 12-Bit Analog to Digital converter, which is 
capable expanding to 9 gas sensors per I2C port using 
just two address jumpers (making full use of the floating 
address system).
The MQ-4 is capable of sensing methane or natural gas air concentration levels between 200 to 10000ppm. 
The ideal sensing condition for the MQ4 is 20°C ±2°C at 65% ±5% humidity. An internal preheater inside the 
sensor helps achieve the ideal sensing conditions, but the datasheet recommends over 24 hours for 
preheating to achieve optimal accuracy. Because of the internal preheater, this sensor requires more 
current than most of our I2C Mini Modules. The seller measured 139ma for this I2C Mini Module and strongly 
recommend planning a power strategy for the I2C master device to deliver no-less than 150ma per sensor. 
This sensor comes pre-calibrated to the datasheet’s recommended values; however, final calibration may 
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CMOSens® Technology for IR detection enables carbon 
dioxide measurements of the highest accuracy at a 
competitive price. Along with the NDIR measurement 
technology for detecting CO2 comes a best-in-class 
Sensirion humidity and temperature sensor integrated 
on the very same sensor module. Ambient humidity and 
temperature can be measured by Sensirion’s algorithm 
expertise through modelling and compensating of 
external heat sources without the need of any additional 
components. The very small module height allows easy 
integration into different applications.
CO2 Sensor Specifications and Parameter Conditions Value:
CO2 measurement range: 0 – 40’000 ppm.
Accuracy ± (30 ppm + 3%MV).
Repeatability ± 10 ppm.
Temperature stability ± 2.5 ppm / °C.
Response time (63%): 20 s.













Soil moisture TEROS 10 METER
The TEROS 10 is a ruggedized version of our basic, no-frills 
soil moisture sensor. Its 70-MHz frequency minimizes 
salinity and textural effects, making it accurate in most 
soil or soilless media. With a tough, epoxy body, the 
TEROS 10 is designed to withstand some of the harshest 
field conditions, which means problem-free 
measurements over the longevity of your research. The 
TEROS 10 sensor lets you characterize your site with 
sensors at multiple depths and locations. It’s one of our 
toughest soil moisture sensors, and its body withstands 
difficult environments and water intrusion for up to 10 
years. Ideal for large sensing networks, it is sensitive to 
small VWC changes across the entire range of soil and 
substrate water content, and can be installed in 
anything from dry desert soils to very wet peat. Not only 
that, the TEROS 10 has very low power consumption and 
a high resolution.
- Volumetric water content (VWC)
Range: Mineral soil calibration: 0.00–0.64 m3/m3; Soilless media calibration: 0.0–0.7 m3/m3; Apparent 
dielectric permittivity (εa): 1 (air) to 80 (water); NOTE: The VWC range is dependent on the media the sensor 
is calibrated to. A custom calibration will accommodate the necessary ranges for most substrates.
Resolution: 0.001 m3/m3.
Accuracy: Generic calibration: ±0.03 m3/m3 (±3.00% VWC) typical in mineral soils that have solution EC <8 
dS/m. Medium specific calibration: ±0.01–0.02 m3/m3 (±1–2% VWC) in any porous medium. Apparent 
dielectric permittivity (εa): 1–40 (soil range) , ±1 εa (unitless) 40–80, 15% of measurement.
Output: 1,000 to 2,500 mV.
Temperature Operating range: −40 to 60 °C.
Data logger compatibility: METER data loggers (ZL6, EM50/60 series) or any data acquisition systems capable 
of switched 3.0–15 VDC excitation and single-ended voltage measurement at greater than or equal to 12-bit 
resolution.
PHYSICAL SPECIFICATIONS 
Dimensions: Length: 5.1 cm (2.02 in), Width: 2.4 cm (0.95 in), Height: 7.5 cm (2.95 in).
Needle/Probe length: 5.4 cm (2.11 in)
Cable length: 5 m (standard), 40 m (maximum custom cable length). NOTE: Contact Customer Support if a 
nonstandard cable length is needed
Connector types: 3.5-mm stereo plug connector or stripped and tinned wires
ELECTRICAL AND TIMING CHARACTERISTICS 
Supply voltage (VIN to GND): Minimum: 3.0 VDC, Typical: NA, Maximum: 15.0 VDC
Operating temperature range: Minimum: –40 °C, Typical: NA, Maximum: 60 °C
Measurement duration: Minimum: 10 ms, Typical: NA, Maximum: NA.
Analog voltaje 












Soil water potential TEROS 21 METER
The TEROS 21 is incredibly easy to use. It requires no 
maintenance, and it’s accurate enough for most 
applications. In fact, the TEROS 21 provides an even more 
accurate soil moisture picture than measuring water 
content alone. A water content sensor only shows the 
percentage of water in the soil, but add a TEROS 21, and 
you’ll know if that water is available to plants and where 
it will move. Plus, unlike water content, matric potential 
isn’t dependant on soil type, so you can compare 
moisture between different sites. Not only that, the 
TEROS 21 is surprisingly affordable, especially when you 
consider it measures across a wide range, including dry 
values.
-Accuracy
Soil water potential: ±(10% + 2 kPa) from -9 to -100 kPa; 
Soil temperature: ± 1 °C
NOTE: The TEROS 21 is not well calibrated beyond -100 kPa. Therefore, we do not specify an accuracy beyond 
this range. For more information on using the TEROS 21 beyond this range, see user manual.
-Resolution 
Soil water potential: 0.1 kPa
Soil temperature: 0.1 °C
-Range: 
Soil water potential: -9 to -100,000 kPa
Soil temperature: -40 to 60 °C (Sensors can be used at higher temperatures under some conditions).
-Measurement speed: 150 ms (milliseconds).
-Equilibration time: 10 min to 1 hr depending on soil water potential.
-Sensor type: Frequency domain with calibrated ceramic discs, thermistor.
-Output: RS232 (TTL) with 3.6 volt levels or SDI-12 communication protocol.
-Operating environment: -40 to 60 °C.
-Power: 3.6 - 15 VDC, 0.03 mA quiescent, 10 mA max during 150 ms measurement.
-Cable: Sensors come standard with 5 m cable. Custom cable lengths available. Maximum cable length of 75 
m.
-Cable connectors type: 3.5 mm "stereo" plug or stripped and tinned lead wires (3).
-Sensor dimensions: 9.6 cm (l) x 3.5 cm (w) x 1.5 cm (d).
-Data logger compatibility: METER data loggers (ZL6, EM50/60 series), ProCheck (rev 1.53+), Campbell 
Scientific, any SDI-12-capable data logger.
-Warranty: One year, parts and labor.
Digital ouput 
RS232 (TTL) with 















The ST-100 is a high accuracy thermistor (± 0.1 C from 0 to 
70 C), mounted in a waterproof housing, designed for 
continuous measurement of air, soil, or water.
Measurement Range: -50 to 70 C.
Measurement Uncertainty: 0.1 C (from 0 to 70 C), 0.2 C (from -25 to 0 C), 0.4 C (from -50 to -25 C).
Measurement Repeatability: Less than 0.05 C.
Non-stability (Long-term Drift): Less than 0.02 C per year (when used in non-condensing environments where 
the annual average temperature is less than 30 C; continuously high temperatures or continuously humid 
environments increase drift rate).
Time Constant ( time for detector signal to reach 63 % following a step change): 32 s.
Self-HeatingLess than 0.01 C (typical, assuming pulsed excitation of 2.5 V DC),; 0.08 C at 5 C (maximum, 
assuming continuous input excitation of 2.5 V DC).
Operating Environment-50 to 70 C; 0 to 100 % relative humidity.
Resistance at 0 C: 32651.0 Ω.
Input Voltage Requirement: 2.5 V DC excitation.
Output Voltage Range: 0 to 2.5 V DC (assuming input excitation of 2.5 V DC).
Current Drain: 0.1 mA DC at 70 C (maximum, assuming continuous input excitation of 2.5 V DC).
Dimensions: 100 mm length, 6 mm diameter.
Mass: 60 g.
Cable: 5 m of shielded, twisted-pair wire with santoprene rubber jacket (high water resistance, high UV 
stability, flexibility in cold conditions).
Warranty: 4 years against defects in materials and workmanship.
The conversion from the thermistor resistance to the soil temperature is found in page 10 of the following 
pdf file: https://www.apogeeinstruments.com/content/ST-100-110-200-300-manual.pdf
Analog voltage
0 to 2.5 V DC 
(assuming input 
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 Teralytic soil 
probe
Teralytic
Teralytic’s wireless probe contains 26 sensors reporting 
soil moisture, salinity, and NPK at three different depths, 
as well as aeration, respiration, air temperature, light, 
and humidity. Probes transmit data every 15 minutes, 
which users can access on Teralytic's dashboard or 
another platform via Teralytic's open API.
Teralytic’s soil probes operate on a  lease. This means 
that if any component of the of the probe wears out or is 
faulty, Teralytic will send new ones by mail at no 
additional charge. The goal is to make operating the 
Teralytic solution as easy as possible, so each part—the 
head, stake, individual sensor cartridges, and 
battery—are replaceable. Leases include all software 
and analytics necessary to run the Teralytic solution, 
and users will have access to a support team to help 
easily operate that solution—freeing up more of the 
growers’ time, not taking it away. One, two, and three-
year terms are available, and users on longer leases will 
have an lower annual fee.
The LoRA gateway and the installation kit should be 
purchased as well. 
Soil Sensors: Nitrate, Potassium, Phosphorus, Soil Moisture, Salinity, Soil Temperature, pH.
Surface sensors: Air Temperature, Humidity, Light.









6. Network topology 
 
There are different network-topology alternatives for communicating the end-node devices with the datacenter 
and vice versa. These alternatives are constrained by the communication technologies (see Figure 4), their 
bandwidth, range capability, power consumption, and cost. In the following paragraphs, this report reviews some 
practical considerations that must be evaluated for each IoT deployment. 
• The exact geographic locations of the end-node devices and the datacenter. These factors can limit 
internet connectivity options either by a lack of network coverage (e.g: cellular, Sigfox, etc.) or bad 
weather conditions (e.g: some types of satellite communication are heavily attenuated by rain).  
• The topography and the distance between the crops of interest and the datacenter. Even though end-
nodes separated by long distances and mountainous topographies can be connected through 
technologies such as TV whitespace, satellite, or cellular if there is coverage, line-of-sight wireless links 
are easier and less expensive to deploy. 
• Availability of an existing communication link between the crop and the datacenter. When there is a 
communication channel with available bandwidth, most of the connectivity problem in IoT reduces to 
concentrating all the sensor measurements from the crops into a field gateway and then transmitting the 
incoming messages through the existing channel. 
• Operation time of end-node devices and available power options. The maximum power budget for 
battery-powered end-node devices depends on the ratio between the maximum capacity of the battery 
and the required operation time. This power budget is shared by the processing unit, the radio for wireless 
communications, attached sensors, and other supporting electronics. However, this power budget is what 
ultimately limits the wireless technologies that you can use, as these have the largest share of the power 
consumption. For this reason, there is a growing number of low-power long-range wireless 
communication alternatives including LoRA6 and Sigfox7, and for shorter distances, there is Bluetooth Low 
Energy (BLE)8. It should be highlighted that the required operation time for the end-node devices takes a 
secondary role in limiting the wireless alternatives when they can be powered from a large battery pack, 
when the battery can be recharged from solar panels or other alternative power sources, or when they 
can be connected directly to the power grid.  
• Expected instantaneous data bandwidth. For IoT deployments that require capturing and transmitting 
images, videos, dense point clouds, or other large datafiles very often, the suitable communication 
technologies are reduced to optical fiber, ethernet, Wi-Fi, or cellular. 
• Required autonomy. If the end-devices must keep the record of their measurements during possibly long-
communication blackouts with the data center, then it is practical to include a smart field gateway in the 
network topology with enough storage, rather than adding additional memory modules to each end-node 
device.  
 
6 Bouguera, T., Diouris, J. F., Chaillout, J. J., Jaouadi, R., & Andrieux, G. (2018). Energy Consumption Model for Sensor Nodes Based on LoRa 
and LoRaWAN. Sensors (Basel, Switzerland), 18(7), 2104. doi:10.3390/s18072104. 
 
7 Gomez, C., Veras, J. C., Vidal, R., Casals, L., & Paradells, J. (2019). A Sigfox Energy Consumption Model. Sensors (Basel, Switzerland), 19(3), 
681. doi:10.3390/s19030681. 
 
8 Garcia-Espinosa, E.; Longoria-Gandara, O.; Pegueros-Lepe, I.; Veloz-Guerrero, A. Power Consumption Analysis of Bluetooth Low Energy 
Commercial Products and Their Implications for IoT Applications. Electronics 2018, 7, 386. 
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• Budget for the required hardware and willingness to pay a subscription or monthly fee for using existing 
networks. These factors can prevent the deployment of IoT solutions based on cellular, satellite, and 
some low-power wide-area networks (LPWAN) like Sigfox. 
 
Figure 4. Provided bandwidth vs range capability for different communication technologies. Source: Image adapted from 9. 
 
Figure 5 shows the location of CIAT’s campus as a red-shaded polygon. CIAT is located in a valley known as Valle 
del Cauca in Colombia. This region contains both the datacenter and the two experimental fields for the IoT pilot. 
The region has excellent weather conditions and clear skies during the entire year. If CIAT installs an 
omnidirectional antenna at the center of the campus with a coverage of 4 km, then that antenna could serve the 
entire campus. This report recommends to estimate the optimal pole height for the antennas in situ or using a 
radio propagation modeling service10, as there are cassava crops that can grow up to 5 m and the campus has a 
few buildings of unknown height. However, given the range and the topography, a 7 to 10-meter-high pole might 
be sufficient based on a rather simplified line-of-sight calculation11.  
 
 
9 A comprehensive look at Low Power, Wide Area Networks for 'Internet of Things' Engineers and Decision Makers. Linklabs. 
http://cdn2.hubspot.net/hubfs/427771/LPWAN-Brochure-Interactive.pdf  
10 CloudRF.  
https://cloudrf.com/about 
 





Figure 5. Location of CIAT’s campus in Valle del Cauca, Colombia, South America. 
 
The main cell-phone carriers in Colombia (i.e.: Claro, Movistar, and Tigo) provide 2G, 3G, and GSM network 
coverage on campus, which is highlighted in the Appendix from Figure 10 to Figure 15. Also, the data center 
already has Internet access, and by looking at the desired sensors for the pilot and their temporal sampling 
frequencies in Table 1, there is no need to accommodate a large instantaneous bandwidth for IoT 
communications. Therefore, in this report, we decided to cluster suitable network topologies for the IoT pilot into 
four groups that can give CIAT some room for testing different IoT technologies.   
i. End-node devices communicate directly with a gateway in the datacenter. In this scenario, which is 
depicted in Figure 6, the most suitable technology for CIAT falls within the LPWAN category, under which 
LoRA is well suited for battery-powered devices and future scalability requirements.    
 
Figure 6. First network topology. 
 
ii. End-node devices communicate directly with the cloud and then to the data center via the Internet. In 
this scenario, end-node devices could communicate directly with the cloud using a cellular or SigFox 
network as is shown in Figure 7. Even though in theory you could connect each end-node device through 





Figure 7. Second network topology. 
 
iii. End-node devices communicate with a field gateway, and this, in turn, sends data to the cloud before 
reaching the data center. This network topology enables the exploration of short-range communication 
technologies such as BLE and even Wi-Fi. Here, all the telemetry is concentrated in a field gateway that 
has a cellular link as a backhaul or a satellite link for remote areas if the cost is not a big constraint.  Some 
of the satellite technology alternatives include Very Small Aperture Terminal (VSAT), Broadband Global 
Area Network (BGAN), and Iridium. Figure 8 illustrates this topology. 
 
 
Figure 8. Third network topology. 
 
iv. End-node devices communicate with a field gateway, and this, in turn, communicates with a second 
gateway in the data center. Again, this network topology enables the exploration of short-range 
communication technologies such as BLE, and even WiFi. Here, all the telemetry is concentrated in the 
field gateway and then gets transmitted directly to a second gateway in the data center either through a 
TV whitespace link or even a directional Wi-Fi link if there is a line of sight. Figure 9 illustrates this topology. 
 
 




7. End-node devices 
 
To estimate the required number of end-nodes devices that connect with the sensors, we need to determine the 
number of locations to sample in the x-y plane. This process is straightforward for the pilot at CIAT as there are 
only two distinctive spatial-sampling periods in Table 1: one for all the above-ground sensors, and the other for 
all the below-ground sensors. Table 5 and Table 6 show the required number of end-nodes devices when 
performing a spatial sampling either on the corners or the center of each cell with different spatial resolutions for 
below-ground sensors. Depending on the sampling strategy, the IoT pilot for the two terrains at CIAT needs 
between 130 and 172 end-node devices if the spatial-sampling period is set to 3 meters, or between 34 and 56 
end nodes if the spatial-sampling period is set to 6 meters. Table 7 includes a list of the suggested end-node 
devices for the IoT pilot. Each entry includes the reference, description, CPU, RAM, flash memory, power 
consumption, features, toolchain, URL, seller, and additional notes to guide their selection. Notice that there is a 
growing number of end-devices that can be used for IoT projects in agriculture. Some of them already combine in 
a small form-factor, the microcontroller with up to five radios for Sigfox, LoRa, WiFi, BLE and cellular 
communication (LTE–CAT M1/ NB1), making them suitable to operate as gateways. 
 
Table 5. Required number of end-nodes when sampling the corners 
of each cell for different spatial resolutions for below-ground sensors. 
 
Table 6. Required number of end-nodes when sampling the center 
of each cell for different spatial resolutions for below-ground sensors. 
 
 
3 meters 4 meters  5 meters 6 meters
Above-ground sensor 
processing
2 2 2 2
Below-ground sensor 
processing
170 104 66 54
Total 172 106 68 56
Required number of end-nodes when 
sampling the corners of cells 
with a spatial sampling period of:
Purpose
3 meters 4 meters  5 meters 6 meters
Above-ground sensor 
processing
2 2 2 2
Below-ground sensor 
processing
128 72 40 32
Total 130 74 42 34
Purpose
Required number of end-nodes when 
sampling the center of cells 





Gateways allow to connect the end-node devices with the datacenter or the cloud. Notice that for SigFox, the base 
station performs the equivalent function of the gateway, in the sense that it takes the transmitted information 
from end-node devices and send it to the cloud, where it can be routed back to the data center. Table 8 presents 
the list of suggested LoRA gateways. Most of them come with 16 channels to improve the reception and provide 
Ethernet or cellular (3G or 4G) connectivity as backhaul options, and a few others include WiFi connectivity. As a 
single LoRA gateway can typically connect thousands of devices, a single gateway is enough to cover the entire 
IoT pilot at CIAT. 
Based on the information provided by CIAT researchers, the existing drones and their onboard equipment use 
wireless links at 900 MHz, 2.4 GHz (for Xbee), and 5.8 GHz (for video feed). After reviewing the technical 
specifications of IoT communication technologies, there are some troublesome frequencies at 915 MHz for LoRA 
(in Colombia), 920 MHz for Sigfox (in Colombia), 2.4 GHz for BLE and WiFi, and 5.8 GHz for some WiFi connections. 
For this reason, we suggest testing the drones and their equipment on the ground both near the gateways and 




Table 7. Suggested end-node devices for the IoT pilot. 
 







For Arduino DIY 
Kit ST-Link V2 
Mini STM8
Development board based on a 
low-cost 32-bit microcontroller. 
It doesn't include any radio 
modules.
STM32F103C8T6. 32-bit ARM 
Cortex M3 - 72 MHz.
20 KB 64 KB
Operating Voltage: 3.3V-
5V.
I/O quantity 37, 3 USART, 2 SPI, 1 USB Device, 13 PWM, 2 I2C, 1 CAN, 10 ADC 12 





Datasheet of the microcontroller:
https://www.st.com/resource/en/datasheet/st
m32f103c8.pdf
Aliexpress 1.75 The programmer (ST-Link V2 Mini) costs: 1.84 USD. 
Teensy 4.0 Microcontroller
ARM Cortex-M7 processor at 
600MHz, with a NXP 
iMXRT1062 chip








-Real Time Clock (RTC). Coin cell required.
-Floating point unit (FPU) which supports both 64 bit "double" and 32 bit "float".
-2 USB ports, both 480MBit/sec.
-3 CAN Bus (1 with CAN FD).
-2 I2S Digital Audio.
-1 S/PDIF Digital Audio.
-1 SDIO (4 bit) native SD.
-3 SPI, all with 16 word FIFO.
-3 I2C, all with 4 byte FIFO.
-7 Serial, all with 4 byte FIFO.
-32 general purpose DMA channels.
-31 PWM pins.
-40 digital pins, all interrrupt capable.










PlatformIO is an open 















 Please be aware that the Teensy 4.0 does not 
include headers and will need to be purchased 






Arduino-compatible board with 
Bluetooth 5.0 low-energy radio. 
This is an open-source hardware 
project.
Apollo3 chip by ambiq with 
Cortex-M4F (48MHz / 96MHz 
turbo available).
384k RAM 1MB
Input: 5V (from usb), 7-
15V from barrel 
connector. The internal 
circuits operate at 3.3 V.
At 7V, the current 
consumption is about 11-
13mA.
- Built-in Bluetooth 5.0 low-energy radio and the module has a built in 2.4GHz 
antenna with 2dBi of gain. The Artemis has a built-in Bluetooth 5.0 radio capable 
of transmitting up to 4dBm (max) which should provide about 70m transmission 
distance.
- 24 GPIO - all interrupt capable.
- 21 PWM channels.
- 10 ADC channels with 14-bit precision.
- 2 UARTs.
- 6 I2C buses.




Fully compatible with 
SparkFun's Arduino core and 
can be programmed easily 
under the Arduino IDE 
through  a USB-C connector 












Arduino-compatible board with 
Bluetooth 5.0 low-energy radio. 
This is an open-source hardware 
project.
Apollo3 chip by ambiq with 
Cortex-M4F (48MHz / 96MHz 
turbo available).
384k RAM 1MB
Input: 5V (from usb), 7-
15V from barrel 
connector. The internal 
circuits operate at 3.3 V.
At 7V, the current 
consumption is about 17 
mA.
- Arduino Mega Footprint.
- 1M Flash / 384k RAM.
- 48MHz / 96MHz turbo available.
- 6uA/MHz (operates less than 5mW at full operation).
- 48 GPIO - all interrupt capable.
- 31 PWM channels.
- Built in BLE radio.
- 10 ADC channels with 14-bit precision with up to 2.67 million samples per 
second effective continuous, multi-slot sampling rate.
- 2 channel differential ADC.
- 2 UARTs.
- 6 I2C buses.
- 6 SPI buses.
- 2/4/8-bit SPI bus.
- PDM interface.
- I2S Interface.
- Secure 'Smart Card' interface.
- Qwiic Connector.
Fully compatible with 
SparkFun's Arduino core and 
can be programmed easily 
under the Arduino IDE 
through  a USB-C connector 











Blueetooth 5 support. 
Blueetooth Mesh & Thread 
support. Multiprotocol Radio. 
NFCA Tag Support.
ARM Cortex-M4 CPU with 
floating point unit (FPU)
256kB internal RAM -- For 
your stack and heap 
storage.
1MB internal 
Flash -- For 





43.8 mA (aprox.) @ 3.3 V
-Integrated 2.4GHz radio with support for:
-Bluetooth Low Energy (BLE) -- With peripheral and/or central BLE device support
-Bluetooth 5 -- Mesh Bluetooth!
-ANT -- If you want to turn the device into a heart-rate or exercise monitor.
-Nordic's proprietary RF protocol -- If you want to communicate, securely, with 
other Nordic devices.
-USB -- Turn your nRF52840 into a USB mass-storage device, use a CDC (USB serial) 
interface, and more. 
-UART -- Serial interfaces with support for hardware flow-control if desired.
-I2C -- 2-wire bi-directional bus interface
-SPI -- 3+-wire serial interface
-Analog-to-digital converters (ADC) -- Eight pins on the nRF52840 Mini Breakout 
support analog inputs
-PWM -- Timer support on any pin means PWM support for driving LEDs or servo 
motors.
-Real-time clock (RTC) -- Keep close track of seconds and milliseconds, also 
supports timed deep-sleep features.
-Peripheral-multiplexing -- (Nearly) any pin can support any of the above 
features.





























3-network capable device 
thanks to an onboard ESP32 
WROOM module and an 
RFM95W LoRa modem.
It supports: 
LoRA - 915MHz band.
Bluetooth.
WiFi.
The LoRa Gateway can act as 
either a gateway (hence the 
name) or a device, but not both 
at the same time. 
ESP32-D0WDQ6 contains two 
low-power Xtensa® 32-bit 
LX6 microprocessors.
- 520 kB of on-chip SRAM for 
data and instructions.
- 8 kB of SRAM in RTC, which 
is called RTC FAST Memory 
and can be used for data 
storage; it is accessed by 
the main CPU during RTC 
Boot from the Deep-sleep 
mode.
- 8 kB of SRAM in RTC, which 
is called RTC SLOW Memory 
and can be accessed by the 
co-processor during the 
Deep-sleep mode.
- 1 kbit of eFuse: 256 bits 
are used for the system 
(MAC address and chip 
configuration) and the 
remaining 768 bits are 
reserved for customer 
applications, including flash-
encryption and chip-ID.





All current consumption 
tested at 5V:
~170 mA when 
formatting SPIFFS in 
Gateway mode.
~150 mA when searching 
for WiFi network in 
Gateway mode.
80 to 100 mA in steady 
operation of Gateway.
~70 mA when using the 
LoRa Device example.
- ESP32-WROOM-32 module.
- WiFi, Bluetooth v4.2 BR/EDR and BLE microcontroller.  
- Integrated PCB antenna.
- Hope RFM95W LoRa modem.
- Frequency range: 868/915 MHz.
- Spread factor: 6-12.
- SPI control interface.
- U.FL antenna connector for LoRa radio.
- Reset and ESP32 pin0 buttons.
- 14 GPIO ESP32 pin-breakouts (supports I2C and SPI).
- Power and user LEDs.
- Qwiic connector.
- CH340C USB-to-Serial interface.
- Micro-B USB connector for power and programming.























To use the 915 MHz LoRA radio on the gateway you 
will need an antenna, for which there are two 
choices: 1) You may cut a length of solid-core wire 
to approximately three inches for a through-hole 
antenna connection with strain relief or 2) you can 
use a 915MHz antenna with a U.FL connector for 
higher performance antennas.
11,95 USD
915 MHz High performance Antenna with with a 
U.FL connector
https://www.sparkfun.com/products/14676
SparkFun Pro RF - 
LoRa, 915MHz 
(SAMD21)
LoRa-enabled wireless board 
with a SAMD21 and a long-range 
RFM95W to make a compact and 
easy-to-use IoT Arduino board. 
- SAMD21G18A.  Cortex M0+. 32KB of SRAM
-256KB Flash 
Memory
600 mA @ 3.3V
- 32MHz External Oscillator.
- 4 Digital and 5 Analog IO Pins with exclusive GND pins.
- Hope RFM95W LoRa modem.
- Point to Point Radio capabilities.
- LoRa Enabled.
- Frequency range: 915 MHz.
- Spread factor: 6-12.
- U.FL Antenna.
- LiPo Battery Charger.
- 500mA Charge Rate.
- Qwiic Enabled.




SparkFun SAMD21 Pro RF Hookup Guide
https://learn.sparkfun.com/tutorials/sparkfun-
samd21-pro-rf-hookup-guide










MCP73831 (Miniature Single-Cell, Fully 







To use the 915 MHz LoRA radio on the gateway you 
will need an antenna, for which there are two 
choices: 1) You may cut a length of solid-core wire 
to approximately three inches for a through-hole 
antenna connection with strain relief (it gives  
about 1 mile line-of-sight) or 2) you can use a 
915MHz antenna with a U.FL connector for higher 
performance antennas.
11,95 USD




With Sigfox, LoRa, WiFi, BLE and 
cellular LTE–CAT M1/ NB1, the 
FiPy is the latest Pycom 
MicroPython enabled micro 
controller on the market today – 
the perfect enterprise grade IoT 
platform for your connected 
Things. Create and connect your 
things everywhere. Fast.
Xtensa® dual–core 32–bit LX6 
microprocessor(s), up to 600 
DMIPS
– Hardware floating point 
acceleration
– Python multi–threading
– An extra ULP–coprocessor 
that can monitor GPIOs,
the ADC channels and 
control most of the internal
peripherals during 





Idle (no radios): 62.7 mA.
LoRa Transmit: 156 mA.
Sigfox Transmit: 192 mA.
LTE Transmit: 285 mA.
LTE Attached: 74.5 mA.
WiFI AP: 126 mA.
WiFI client: 137 mA.
Bluetooth: 121 mA.
Deep sleep 24 uA.
WiFi 802.11b/g/n 16mbps.
Bluetooth: Low energy and classic.
LoRa:
– LoRaWAN stack – Class A and C devices.
– Node range: Up to 40km.
– Nano–gateway: Up to 22km (Capacity up to 100 nodes).
Sigfox:
– Class 0 device. Maximum Tx power: +14dBm(Europe), +20dBm (America), 
+20dBm (Australia and New Zealand).
- Node range: Up to 50km.
LTE CAT–M1/NB–IoT:
– One single chip for both CAT M1 and NB1.
– 3GPP release 13 LTE Advanced Pro.
– Supports narrowband LTE UE categories M1/NB1.
– Integrated baseband, RF, RAM memory and power management.
RTC running at 32KHz
Security: SSL/TLS support, WPA Enterprise security. 
Hash / encryption: SHA, MD5, DES, AES.







pybytes: cloud-based device management 
platform. It’s accessible from all PCs and mobile 
devices, boards, modules and all your IoT 
products based on those. Advanced features 




The module doesn't include the antenna for 





915 MHz High performance Antenna with with a 
U.FL connector
https://www.sparkfun.com/products/14676
To program this board you need either the 
expansion board, or a USB-to-serial adapter. 
21.95 USD.





The LoPy4 is a compact 
quadruple network 
MicroPython enabled 
development board (LoRa, 
Sigfox, WiFi, Bluetooth).
The LoPy4 can act as a LoRa nano 
gateway and a multi-bearer 
(LoRa, Sigfox, WiFi and BLE) 
development platform suitable 
for all LoRa and Sigfox networks 
around the globe. It is 
programmable with 
MicroPython and the Pymakr 
plugins for fast IoT application 
development, easy 
programming in-field and extra 
resilience with network 
failover. 
The best blend of speed to 
deployment and access to new 
LPWAN networks rolling out 
across Europe, USA, Africa and 
India. The LoPy4 is CE, FCC 
approved, LoRaWAN and Sigfox 
certified.
Xtensa® dual–core 32–bit LX6 
microprocessor(s), up to 600 
DMIPS
– Hardware floating point 
acceleration
– Python multi–threading
– An extra ULP–coprocessor 
that can monitor GPIOs,
the ADC channels and 
control most of the internal
peripherals during 




Input: 3.3V – 5.5V.
WiFi: 12mA in active 
mode, 5uA in standby.
LoRa: 15mA in active 
mode, 1-uA in standby.
Sigfox (Europe): 12mA in 
Rx mode, 42mA in Tx 
mode and 0.5uA in 
standby.
Sigfox (Australia, New 
Zealand and South 
America): 12mA in Rx 
mode, 120 mA in Tx 
mode and 0.5uA in 
standby.
Sigfox Specification
- Class 0 device. Maximum Tx power: RCZ1 – 868MHz, +14dBm (Europe), RCZ2 – 
902MHz, +20dBm (Americas), RCZ4 – 920-922MHz, +20dBm (Australia and New 
Zealand).
- Node range: Up to 50km.
- Sigfox certified.
LoRa Specification
- Semtech LoRa transceiver SX1276.
- LoRaWAN stack.
- Class A and C devices: 868 MHz (Europe) at +14dBm maximum, 915 MHz (North 
and South America, Australia and New Zealand) at +20dBm maximum, 433 MHz 
(Europe) at +10dBm maximum
470 – 510 MHz (China) at +14dBm maximum.
- Node range: Up to 40 km.
- Nano-gateway: Up to 22 km.
- Nano-gateway capacity: Up to 100 nodes
WiFi: 802.1b/g/n 16mbps
Bluetooth: Low energy and classic
- GPIO: Up to 24. 
- 2 x UART, SPI, 2 x I2C, I2S, micro SD card. 
- Analog channels: 8×12 bit ADCs
- Timers: 4×16 bit with PWM and input capture.
- DMA on all peripherals
- RTC @ 32kHz







pybytes: cloud-based device management 
platform. It’s accessible from all PCs and mobile 
devices, boards, modules and all your IoT 
products based on those. Advanced features 




To program this board you need either the 
expansion board, or a USB-to-serial adapter. 
21.95 USD.
Pycom Expansion Board 3.0
https://www.sparkfun.com/products/14675
The board doesn't include the required antennas 
for LoRA nor Sigfox. Notice that there are 3 antenna 
ports in this board: one for LoRA/Sigfox at 915 MHz, 
one for LoRA at 433 MHz, and one to improve the 
WiFi as the module includes an internal antenna. 
To use the 915 MHz LoRA radio on the gateway you 
will need an antenna, for which there are two 
choices: 1) You may cut a length of solid-core wire 
to approximately three inches for a through-hole 
antenna connection with strain relief or 2) you can 
use a 915MHz antenna with a U.FL connector for 
higher performance antennas.
11,95 USD









Pycom SiPy is a triple bearer 
MicroPython-enabled micro 
controller with Sigfox, Wi-Fi, 
and Bluetooth. Configure the 
SiPy in FSK mode to send 
packets directly from SiPy to 
SiPy. This can create the 
network configuration of your 
choice and then use another 
SiPy as central Nano-Gateway to 
forward the data to the cloud 
via Wi-Fi.
Xtensa® dual–core 32–bit LX6 
microprocessor(s), up to 600 
DMIPS
– Hardware floating point 
acceleration
– Python multi–threading
– An extra ULP–coprocessor 
that can monitor GPIOs,
the ADC channels and 
control most of the internal
peripherals during 







Idle (no radios): 37.7 mA.
Sigfox: 160 mA.
WiFi AP: 101 mA.
WiFi client: 111 mA.
Bluetooth: 95.9 mA.
Deep sleep: 15.1 mA.
Deep sleep with shield: 
530 μA.
- WiFi: 802.11b/g/n 16mbps.
- Bluetooth: Low energy and classic.
- Sigfox: Class 0 device. Maximum Tx power: +14dBm(Europe), +22dBm (America), 
+22dBm (Australia and New Zealand). Node range: Up to 50km.
- RTC: Running at 150kHz.
- Security: SSL/TLS support, WPA Enterprise security.





The module doesn't include the antenna for 
LoRA/Sigfox nor LTE CAT-M/NB-IoT.
11,95 USD
915 MHz High performance Antenna with with a 
U.FL connector
https://www.sparkfun.com/products/14676
To program this board you need either the 
expansion board, or a USB-to-serial adapter. 
21.95 USD.
Pycom Expansion Board 3.0
https://www.sparkfun.com/products/14675
Pycom GPy
WiFi, BLE and cellular LTE–CAT 
M1/NB1, MicroPython-enabled 
microcontroller.
Xtensa® dual–core 32–bit LX6 
microprocessor(s), up to 600 
DMIPS
– Hardware floating point 
acceleration
– Python multi–threading
– An extra ULP–coprocessor 
that can monitor GPIOs,
the ADC channels and 
control most of the internal
peripherals during 
deep–sleep mode while 
only
consuming ~25uA.




Idle (no radios):  60  mA.
LTE Transmit:  173 285 
mA.
LTE Attached:  74.5  mA.
WiFi AP:  123  mA.
WiFi client:  134  mA.
Bluetooth:  114  mA.
Deep sleep:  24.0  µA.
- WiFi: 802.11b/g/n 16mbps.
- Bluetooth: Low energy and classic.
- LTE CAT–M1/NB–IoT: One single chip for both CAT M1 and NB1. 3GPP release 13 
LTE Advanced Pro. Supports narrowband LTE UE categories M1/NB1. Integrated 
baseband, RF, RAM memory and power management. Reduced TX power class 
option. Peak power estimations: TX current = 420mA peak @1.5Watt; RX current = 
330mA peak @1.2Watt. Extended DRX (eDRX) and PSM features for long sleep 
duration use cases.
- RTC: Running at 150kHz.
- Security: SSL/TLS support, WPA Enterprise security.





The Cellular Antenna MUST always be used with LTE 





To program this board you need either the 
expansion board, or a USB-to-serial adapter. 
21.95 USD.
Pycom Expansion Board 3.0
https://www.sparkfun.com/products/14675
Pycom WiPy 3.0
Development board for the 
Pycom MicroPython enabled 
enterprise level system in 
package based on the ESP32 
chipset featuring both WiFi and 
Bluetooth connectivity. The 
board features both a chip 
antenna and u.FL connector for 
longer wireless range.
Espressif ESP32 chipset.
Dual processor WiFi radio 
system on chip.
Network processor handles 
the WiFi connectivity and 
the IPv6 stack.
Main processor is entirely 
free to run the user 
application.
An extra ULP-coprocessor 
that can monitor GPIOs, the 
ADC channels and control 
most of the internal 
peripherls during deep-
sleep mode while only 
consuming 25uA.
4 MB 8 MB
Input voltage: from 3.5V 
to 5.5V (the internal 
voltage is 3.3V).
Deep sleep current: 
19.7µA.
Features
- Powerful CPU, BLE and state of the art WiFi radio.
- 1 km WiFi range.
- MicroPython enabled.
- Fits in a standard breadboard (with headers).
- Ultra-low power usage.
Interfaces.
- 2 x UART, 2 x SPI, I2C, I2S, micro SD card.
- Analog channels: 8_12 bit ADCs.
- Timers: 4_16 bit with PWM and input capture.
- DMA on all peripherals.





To program this board you need either the 
expansion board, or a USB-to-serial adapter. 
21.95 USD.








Module ESP 32 
GPS NEO-6M 




This module supports LoRA, 
WiFi, Bluetooth, it includes a 
GPS and comes with all the 
antennas, an OLED display, and 
a 18650 battery holder .
ESP32 REV1. Dual-core 
Xtensa 32-bit LX6 Up to 240 
MHz.
520 kB + 4 MB 4 MB
Input voltage: 2.2-3.6 V.
Operating voltage: 3.6 V. 
Current during 
transmission:  600 mA.
- Wifi: 802.11 b/g/n/e/i. WPA/WPA2/WPA2-Enterprise/SPS.
- Bluetooth: Bluetooth 4.2/BLE.
- LoRA: Transmit current: 120mA@+20dBm, 90mA@+17dBm, 29mA@+13dBm. 
Operating frequency: 433/470MHz(433HMz version) /868M/915M(868MHz 
version). Transmit power: +20dBm. Receive sensitivity :-139dBm@LoRa 
&62.5Khz&SF=12&146bps. -136dBm@LoRa &125Khz&SF=12&293bps. -
118dBm@LoRa &125Khz&SF=6&9380bps. -123dBm@FSK&5Khz&1.2Kbps. 
Frequency error：+/-15KHz. FIFO space64Byte. Data rate: 1.2K~300Kbps@FSK, 
0.018K~37.5Kbps@LoRa. Modulation Mode ：FSK, GFSK, MSK, GMSK, LoRa 
TM，OOK. Interface form ：SPI. Sleep current ：0.2uA@SLEEP, 1.5uA@IDLE. 
Operating temperature ：-40℃- +85℃. Digital RSSI function, Automatic 
frequency correction, Automatic gain control, Low voltage detection, Fast wake-
up and frequency hopping, Highly configurable data packet handler.
- GPS: GPS modules NEO-6M.
- OLED Description: Size:  0.96 inch. High resolution: 128 x 64. Supports many 
control chip: fully compatible with Arduino, 51 series, MSP430 series, STM32/2, 
CSR chip, etc.
- 18 ADC channels, 3 SPI interfaces, 3 UART interfaces, 2 I2C interfaces, 2 I2S 
interfaces, 16 LED PWM outputs, 2 DACS, 10 capacitive touch inputs.


















The module doesn't include the the 18650 battery, 
which is a lithium-ion cell classified by its 18mm x 








OLED 0.96 Inch 





This module supports LoRA, 
WiFi, Bluetooth, it includes an 
SD card holder and 0.96 inch 
OLED screen, and circuit for 
battery charging.
ESP32 Pico D4. Dual-core 
Xtensa 32-bit LX6 Up to 240 
MHz.
520 kB 4 MB













Operating frequency:  868M/915M(868MHz Version).
Transmit power: +20dBm.





FIFO space ：     64Byte.
Data rate ：1.2K~300Kbps@FSK; 0.018K~37.5Kbps@LoRa.
Modulation Mode：FSK,GFSK,MSK,GMSK,LoRa TM, OOK.
Interface form: SPI.
Operating temperature: -40℃- +85℃.
Digital RSSI function, Automatic frequency correction, Automatic gain control, RF 
wake-up function, Fast wake-up and frequency hopping, Highly configurable data 
packet handler.













Deer Pro Mini 





This is a low-cost LoRA node.
Atmega328P (16 MIPS) wth 
16MHz crystal oscillator.
2 KB
32 KB flash + 
1 KB EPROM
Input voltage and current 
(USB): 5V /1A. 
Working voltage: 2.3V-
3.6V.
Working current: about 
8mA.
- The circuit can be powered by a 3.7V Lithium Battery.










Note: Plug the jumper when using the LORA, and 
disconnect the jumper when downloading the boot 
loader.
LILYGO® TTGO T-











520 kB SRAM 4 MB
- Power Supply: USB 







- Sleep current: About 
300uA.
- UART,SPI, SDIO,I2C, PWM, I2S, ADC.
- Supports nano SIM card.
Wi-Fi.
- FCC/CE-RED/IC/TELEC/KCC/SRRC/NCC(esp32 chip). 
- Protocol: 802.11 b/g/n(802.11n，speed up to150 Mbps).
- TX power (22 dBm). 































ESP32-DevKitC V4 is a small-
sized ESP32-based development 
board produced by Espressif. 
Most of the I/O pins are broken 
out to the pin headers on both 
sides for easy interfacing. 
Developers can either connect 
peripherals with jumper wires 
or mount ESP32-DevKitC V4 on a 
breadboard.
ESPRESSIF ESP-WROOM-32 
with an ESP32-D0WDQ6 chip. 
There are two CPU cores 
(low-power Xtensa® 32-bit 
LX6 microprocessors) that 
can be individually 
controlled, and the CPU 
clock frequency is adjustable 
from 80 MHz to 240 MHz. The 
user may also power off the 
CPU and make use of the low-
power co-processor to 
constantly monitor the 
peripherals for changes or 
crossing of thresholds. 
520 kB 4 MB
There are three mutually 
exclusive ways to 
provide power to the 
board: Micro USB port 
(default power supply), 
5V / GND header pins, 
3V3 / GND header pins. 
Note: The power supply 
must be provided using 
one and only one of the 
options above, 
otherwise the board 
and/or the power supply 
source can be damaged.
Operating 
voltage/Power supply: 




delivered by power 
supply: 500 mA.
WiFI: 802.11 b/g/n (Wi-Fi, WiFi, WLAN). 
Bluetooth: v4.2 BR/EDR and BLE specification.
Module interfaces: SD card, UART, SPI, SDIO, I2C, LED PWM, Motor PWM, I2S, IR, 
pulse counter, GPIO, capacitive touch sensor, ADC, DAC.
Free RTOS, Arduino
Product with female headers:
https://www.digikey.com/products/en?mpart=E
SP32-DEVKITC-32D-F&v=1965






















LoRa long range modem: It 
includes a LoRa transceiver, a 
microcontroller, and a 915 MHz 
antenna. It communicates 
through a 3.3V serial interface 
with an external microcontroller 
using AT commands.
- - -
Input voltage: 2V-3.6V  
(typical: 3.3V)
Transmit current: 43 mA 
at +15dBm.
Receive current: 16.5 mA 
(AT+MODE=0).
Sleep current: 0.5 uA 
(AT+MODE=1).
LoRA
Based on the Semtech SX1276 Engine. 
RF output power range: -4dBm to +15 dBm.
Communication range: 4.5 km to 15 km.















ebay, amazon, global 
sources.
15
Note: You need a USB to TTL converter for sending 
AT commands from the PC to modules for 







REYAX RYLR895: board with the LoRa transceiver 
and a microcontroller but without the antenna.
http://reyax.com/products/rylr895/




Table 8. List of suggested LoRA gateways with Ethernet or Cellular backhaul. 
 
  








128 MB 16 MB




-Lora: 16 Channel SX1301. TX Power: 27 dBm. RX Sensitivity: -
142 dBm
- 100base-T ethernet.
- WiFi. 2.4 GHZ. HT20/40. TX Power: 20 dBm. RX Sensitivity: -
95 dBm
- LTE CAT 4. 
- Antennas included: LoRA Antenna. LTE Antenna. GPS 
Antenna. 2.4 GHz WiFI Antenna.
- Battery Backup (5 hours of autonomy). Battery not 
included.
- Product certifications: CE, FCC.
- IP67/NEMA-6 industrial grade enclosure with cable glands.
Open WRT-based 
firmware with a 















Ursalink UG87 is an industrial gateway based on LoRaWAN 
technology, built perfectly for developing Internet of Things 
applications. It features Edge and Fog computing capabilities with 











802.3at ( Default). 
9-48 VDC (Optional). 
90-240 VAC (Optional).
- LoRaWAN protocol: V1.0 Class A/Class C and V1.0.2 Class 
A/Class C. Free Embedded Network Server. Supports a 
maximum of 2000 end-devices. 8 to 16 channels available.
- Ethernet: 1 x 10/100/1000 Mbps.
- Cellular (Optional): 2 × SIM Slot, Support for Global 
GSM/3G/4G LTE Frequency Bands
- Wi-Fi (Optional): IEEE 802.11b/g/n/ac
- Operating Temperature: -40°C to +70°C. Reduced cellular 
performance above 60°C.
- Relative Humidity: 0% to 95% (non-condensing) at 25°C.
- Protection: IP67.


















(TTOG)  - 
Model Name 
WAPS-232N.








55VDC @0.6A via PoE 
adapter.
- LoRA: US915 frequency band. Transmit power upto +27dBm.  
Supports LBT (Listen Before Talk).
- 1 LAN port (10/100Mbps).
- 3G/4G backhaul support.
- Certifications: FCC, CE, RCM (Australia), Telec (Japan), NCC 
(Taiwan), RCM (Australia), Malaysia.
Dimensions: 230 x 200 x 68mm.
Weight: 2.05kg
Included in the box:
The Things Outdoor Gateway, GPS antenna, LTE antenna, 
Pole mounting kit, Midspan PoE injector/PSU, An EU or UK 
























Ruggedized IoT gateway solution, specifically designed for outdoor 
LoRa public or private network deployments. This highly scalable 
and certified IP67 solution is capable of resisting the harshest 
environmental factors including moisture, dust, wind, rain, snow 
and extreme heat, supporting LoRaWAN applications in virtually 
any environment. Leveraging the MultiConnect Conduit, this 
solution can support thousands of LoRaWAN certified end nodes, 
including the MultiConnect® mDot. This flexible solution provides 
durable, low-power, wide area connectivity in support of M2M and 
IoT applications for both LoRa service providers and individual 
enterprises wanting to expand their LoRa network coverage. 
Bundled for easy deployment, the solution includes a 
MultiConnect Conduit with a LoRa MultiConnect mCard, IP67 
enclosure and LoRa antenna to improve outdoor range and 
provides a choice of cellular 3G, 4G-LTE or Ethernet backhaul 
options. It can be deployed as part of an existing 




ARM & 16-Bit 
Thumb 
instruction 





Power over Ethernet 37-57 
Volts DC (nominal PoE 
voltage is 48Vdc). The 
Conduit IP67 with a single 
LoRa card requires an IEEE 
802.3at Type 2 (PoE+) Power 
Supply Equipment supplying 
up to 25.5 W @ Powered 
Device (30.0 W @ PSE). 
Conduit IP67 with two LoRa 
cards requires a PoE+ PSE 
that can supply 50 W or an 
IEEE 802.3bt Type 3 (4PPoE) 
PSE supplying up to 51 W @ 
PD (60 W @ PSE). All Conduit 
IP67 require a Category 5 or 
better Ethernet cable 
suitable for outdoor 
locations.
 - LoRaWAN Certified. Number of Channels: 16. Carrier 
Grade: Yes.
- Backhaul options:  cellular (3G or 4G-LTE ), or Ethernet . 
- Regulation Certification: CE, FCC, UL.
- Safety Certification: CE, UL.
- Weight: 5.15 lbs (2.34 kg).
- Operating Temperature: -40° C to +70° C.
- Humidity: 20%-90% RH, non-condensing.











provides full root 
console access via 































This report highlighted the importance of defining a reasonable spatial-sampling period for an IoT deployment in 
agriculture, as it determines the total number of sensors, end-devices, and gateways that you need to monitor 
the crop fields. The report explored two sampling strategies, the first one guarantees the desired spatial sampling 
period no matter the terrain shape but requires lots of sensors, while the second one corresponds to a reasonable 
approximation for most terrains and requires fewer sensors.  
This report also presented some hardware alternatives for enabling the IoT pilot at CIAT, including suitable 
sensors, end-devices, and gateways. The technical specifications from the suggested sensors aimed to match the 
desired specifications provided by CIAT researchers as close as possible. In turn, the suggestions for the end-node 
devices aimed to provide a wide range of options to CIAT researchers for exploring promising IoT communications 
technologies for agriculture. Some end-nodes devices already support up to five communication technologies, 
and this characteristic can be useful for testing them on the actual crops, and determining their range, reliability, 
power consumption, and possible interference with drones and other electronic equipment already installed.  
However, based on the desired specs for the sensors, the most suitable technology for the IoT pilot is LoRA 
because the required sensors will only provide scalar measurements with sampling periods of 30 minutes at most, 
which translates in a small bandwidth requirement. Also, there will be at most 172 end-node devices spread over 
the two crops at about 4 km from the main building at CIAT, which can be easily covered with a single LoRA 
gateway. Finally, if selected end-node devices are configured to go on to power-saving mode (deep-sleep) after 
the data transmission, their batteries can last for a few months as needed. Another feasible communication 
strategy for the IoT pilot can be to use end-node devices equipped with Bluetooth Low Energy (BLE) radios, and 
setting one BLE gateway in the middle of the crops while using either the cellular backhaul or a Wi-Fi connection 
with a highly directional antenna aiming towards the CIAT building and vice versa. Using BLE has the benefit that 
anyone with a smartphone and the right application could read the data from the sensors in-situ. Even though it 
would be possible to cover the selected area for the IoT pilot using a long-range Wi-Fi access point, this strategy 
was not included in the report as the end-node devices with Wi-Fi consume significant amounts of power and 
would drain the batteries too quickly. TVWS was not further explored in the report as the two crops for the IoT 
pilot are not too far away from the main campus, and future requirements of high-bandwidth sensors such as 
cameras can be covered using Wi-Fi with directional antennas. However, TVWS is a very promising technology in 
scenarios where the crops don’t have mobile coverage, where it is too expensive to use a cellular or satellite link 
because of the amount of data to transmit, or where there are no access points nearby. 
Even though end-node devices are fairly inexpensive and their prices continue to fall, the same trend doesn't apply 
to reliable and rugged sensors in agriculture. Therefore, given that the required number of below-ground sensors 
for the IoT pilot is so large, this reports suggests investing in the design and development of a custom sensor probe 
that combines transducers for soil temperature, soil moisture, water potential, and ideally NPK in the soil at 10 
cm, 30 cm, 40 cm, and 60 cm of depth. Such an investment could provide an important economic return in the 
future for CIAT's plans, as it would simplify the IoT pilot deployment and integration, reduce the entry cost for 
similar initiatives across other CGIAR centers and simplify the technology transfer process to farmers. 
The next and final report of this consultancy will include the estimated cost of the main components for the IoT 





Cellular Network Coverage at CIAT (Valle del Cauca, Colombia) 
 
The cellular coverage maps shown in Figure 10 to Figure 15 were extracted from the following links by their 
respective providers. The coverage maps might change over time due to new communication infrastructure. As 
the 4G coverage at CIAT was not very reliable, it was not included in this section. 
• Tigo: https://www.tigo.com.co/regimen-de-proteccion-al-usuario/mapa-cobertura  
• Movistar: http://www.movistar.co/web/portal-col/atencion-cliente/cobertura-tecnologia  
• Claro: https://www.claro.com.co/personas/soporte/mapas-de-cobertura/  
 
 





Figure 11. GSM coverage by mobile provider Tigo. 
 
 














Figure 15. 2G coverage by mobile provider Claro. 
 








Owner of the material URL
D3.1
Figure 4. Provided bandwidth vs range capability for different 
communication technologies.
14 Yes Linklabs
A comprehensive look at Low Power, Wide Area Networks for 'Internet of Things' Engineers and Decision Makers. Linklabs. 
http://cdn2.hubspot.net/hubfs/427771/LPWAN-Brochure-Interactive.pdf
D3.1
Figure 5. Location of CIAT’s campus in Valle del Cauca, Colombia, 
South America.
15 Yes Google
Google map view of CIAT campus.
https://www.google.com/maps/place/Centro+Internacional+de+Agricultura+Tropical+(CIAT)/@3.5079199,-
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D3.1 Figure 13. 2G coverage by mobile provider Movistar. 27 Yes
D3.1 Figure 14. 3G coverage by mobile provider Claro. 27 Yes
D3.1 Figure 15. 2G coverage by mobile provider Claro. 28 Yes
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1. Disclaimer 
This report (Report) has been commissioned by the CGIAR Platform for Big Data in Agriculture, represented by the 
International Center for Tropical Agriculture (CIAT). This Report was produced independently by Dr. Jairo 
Alejandro Gómez (Consultant), and it provides information intended for CIAT. None of the statements contained 
in this report are intended to establish any obligation, standard or procedure by or on behalf of CIAT. By virtue of 
publishing this report, CIAT is under no obligation to adopt any of the recommendations set forth in the Report. 
The views expressed in this Report are not necessarily the views of CIAT. The information, statements, statistics, 
guidelines, and commentary (together the ‘Information’) contained in this Report have been prepared by 
Consultant from publicly available material and from discussions held with researchers from CIAT. While the 
consultant has made every attempt to ensure that the information contained in this Report has been obtained 
from reliable sources, the consultant is not responsible for any errors or omissions, or for the results obtained 
from the use of this information. All information in this Report is provided "as is", with no guarantee of 
completeness, accuracy, timeliness or of the results obtained from the use of this information, and without 
warranty of any kind, express or implied, including, but not limited to warranties of performance, merchantability 
and fitness for a particular purpose. The Information contained in this Report has not been subject to an audit.  
Care has been taken in the preparation of this Report, but all advice, analysis, calculations, information, forecasts, 
guidelines, and recommendations are supplied for the assistance of CIAT and nothing herein shall to any extent 
be relied on as authoritative or as in substitution for the exercise of judgment by CIAT. The consultant engaged in 
the preparation of this Report shall not have any liability whatsoever for any direct or consequential loss arising 
from use of this Report or its contents and gives no warranty or representation (express or implied) as to the 
quality or fitness for the purpose of any architecture, design, process, product, or system referred to in the Report.  
In no event will the Consultant be liable to CIAT or anyone else for any decision made or action taken in reliance 
on the information in this Report or for any consequential, special or similar damages, even if advised of the 
possibility of such damages.  
Certain links in this Report connect to Web Sites maintained by third parties over whom the Consultant has no 
control. The Consultant makes no representations as to the accuracy or any other aspect of information contained 
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The CGIAR Platform for Big Data in Agriculture led by the International Center for Tropical Agriculture (CIAT) 
intends to deploy an Internet of Things (IoT) sensor network in the CIAT’s campus of Palmira (Colombia) within 
two experimental fields having crops with rice, maize, cassava, and bean, where the high-throughput-phenotyping 
and the data-driven-agronomy teams will lead the first pilot. The previous consultancy reports have presented a 
review of different IoT architectures (D1.1), the proposed IoT reference architecture for the pilot at CIAT (D1.2), 
open-source software components and services for the implementation (D2.1), and hardware alternatives for 
above and below-ground sensors, end-node devices, radios, and gateways (D3.1).  
This final report (D3.2) presents a cost estimate for the selected components of the IoT pilot based on the 
requirements that were established by CIAT researchers from the beginning of the consultancy. As the 
recommended software components for the pilot are open-source, this report focuses on the price of the 
hardware components. To provide an overview of the implications of some requirements in the cost, this report 
considers different scenarios that are affected by the spatial sampling strategy and by the specific hardware 
components. It is possible that by adjusting the research requirements to the current commercial offering, the 
total cost can decrease significantly. As the development and implementation costs of the IoT pilot will be defined 
by a third party to be selected by CIAT, this report only suggests some categories that can contribute to getting a 
more accurate budget estimate. 
4. Spreadsheet description 
 
The Excel file entitled “spreadsheet_with_cost_estimates_for_IoT_pilot.xlsx” uses the following conventions:   
• Red cells require input data from CIAT or the third-party contractor that will develop, install, and maintain 
the IoT solution.  
• Yellow cells indicate either a subtotal or total cost value in US dollars (USD). 
• Green cells indicate estimated values. 
The “Summary” tab includes a compact description of the main costs under two tables, one for the most expensive 
alternatives, and the other for the least expensive alternatives. These tables assume a different spatial sampling 
strategy, as it was explained in the D3.1 report, corresponding to “sampling the corners of cells” and “sampling 
the center of cells”. As the second spatial sampling requires fewer sensors, it is less expensive than the first 
strategy but its suitability depends on the terrain shape. The tables shown in this “Summary” tab consider different 
spatial sampling periods including 3 meters (which was defined as a requirement by CIAT researchers), 4 meters, 
5 meters, and 6 meters. These options aim to highlight the importance of spatial sampling parameter in the overall 
sensor and end-node device costs, as the larger the value, the sparser the measurements, and the cheaper the 
overall cost. Also, the most expensive alternatives suggest an end-node device that supports up to five 
communication protocols, in contrast, the least expensive alternatives suggest an end-node device that only 
supports LoRa and has fewer capabilities. There are many options in between these two end-node devices, 
however, these two were chosen to provide an upper and lower baseline. Similarly, as the suggested 
communication technology for the pilot is LoRa, the spreadsheet only includes LoRaWAN-capable gateways in the 
comparison. The tables use units with different prices, but their impact on the overall cost is negligible as a single 
gateway can handle all the end-node devices in the pilot. 
4 
 
Without including expenses of other hardware costs (mechanical enclosures, solar panels, batteries, cables, poles 
for antennas, etc.), price and currency fluctuation, hardware development costs (design of signal conditioning 
circuits, printed circuit board design and manufacturing, assembling, testing, etc.), software development costs 
(firmware development, integration of IoT middleware, applications, end user interfaces, etc.), installation costs, 
maintenance (battery and sensor replacement or re-calibration, etc), and other costs (e.g: network fees if Sigfox 
or Cellular comms are used instead of LoRA), the budget ranges from $553,167 USD to $751,599 USD with the 
desired spatial-sampling period.  
Besides the spatial-sampling period, the other parameter that strongly affects the number of sensors and end-
node devices, and therefore the overall cost, is the number of samples to take at different soil depths. The 
requirement from CIAT includes four depths: 10 cm, 30 cm, 40 cm, and 60 cm. However, there are some 
commercial offerings that provide measurements at 3 depths 6'' (15.24cm), 18'' (45.72), and 36'' (91.44 cm). If 
this parameter can be adjusted, then the overall cost could be further reduced. 
The other tabs of the Excel file present the cost of the sensors, end-node devices and LoRA gateways in detail. 
Even though the values were extracted from official sources, the hardware prices change over time and might be 
subject to bulk discounts. To estimate the shipping fees and taxes, the spreadsheet uses a fixed percentage (30%) 
but it can be changed.  
 
 
 
