In this work, we extend the definition of nonic polynomial spline to nonpolynomial spline function which depends on arbitrary parameter k. We derived and discussed the formulation and spline relations. Using such non-polynomial spline relations, we developed the classes of numerical methods, for the solution of the problem in calculus of variations. The proposed boundary formulas which are needed to be associated with spline methods are derived. Truncation errors and orders of accuracy of proposed methods are presented. Convergence analysis of the methods are discussed. The present methods have been tested on three examples, to illustrate practical usefulness of our method.
PUBLIC INTEREST STATEMENT
In this paper, we use non-polynomial spline approximation to develop a family of numerical methods to obtain smooth approximations to the solution of certain problem in calculus of variations. The scientific contributions of this paper are:
(1) Development of non-polynomial spline and its relations to the solution of calculus of variations.
(2) Convergence analysis of the presented methods.
(3) Numerical illustrations.
Introduction
In the problems arising in analysis, mechanics, geometry, etc. it is necessary to determine the maximal and minimal of a certain functional; such problems are called variational problems. Many authors obtained analytical and numerical methods for the solution of the calculus of variations.
In this paper, we consider a certain form of the variational problem:
Subjected to the boundary conditions
We known that the function solution should satisfy in the following equation (Euler-Lagrange equation):
with same boundary conditions.
The direct method of Galerkin and Ritz is investigated by Elsgolts (1977) and Gelfand et al. (1963) for solving the calculus of variational problems in general. Shifted Legendre, a Walsh series, Bernstein direct method, Shifted Chebyshev, Haar wavelet, Laguerre series and Legendre wavelets for solution of variational problems have been considered in references Chang and Wang (1983) , Chen and Hsiao (1975) , Dixit, Singh, Singh, and Singh (2010) , Horng and Chou (1985) , Hsiao (2004) , Hwang and Shih (1983) and Razzaghi and Yousefi (2000) and also Adomian decomposition method, Chebyshev finite difference method and variational iteration method for solution of the problems in calculus of variations have been considered and are well covered in papers, see Dehghan and Tatari (2006) , Saadatmandi and Dehghan (2008) and Tatari and Dehghan (2007) . Zarebnia et al. used B-spline collocation method, non-polynomial spline method and parametric cubic spline method for the solution of problems in calculus of variations (Zarebnia & Birjandi, 2012; Zarebnia, Hoshyar & Sedaghati, 2011; Zarebnia & Sarvari, 2013) . Jalilian et al. (2014) used non-polynomial spline for the solution of problems in calculus of variations.
In this study, we develop the non-polynomial spline method in Section 2. In Section 3, we introduce boundary conditions and in Section 4 convergence analysis is discussed. Finally, in Section 5, three examples are considered; we apply our presented methods to the test problem to verify the usefulness of the our classes of methods.
Numerical methods
To develop the spline approximation to the variational problem (1) and (2), the interval [a, b] is divided into n equal subintervals using the grid x i = a + ih, i = 0, 1, 2, … , n where h = b−a n . We consider the following non-polynomial spline
where a ij (j = 0, 1, … , 6, 7), b i and c i are the coefficients to be determined and k is free parameter.
The spline is defined in terms of its 2th, 4th, 6th and 8th derivatives and we denote these values at knots as:
Now the local truncation error corresponding to the non-polynomial spline method (6) can be obtained as:
where For different choices of parameters 1 , 2 , 3 , 4 , 5 , 1 , 2 , 3 , 4 , and 5 , we can obtain the following classes of methods such as:
Second-order method
If we choose 1 = 2 = 3 = 4 = 0, 5 = −6, 1 = 2 = 3 = 0, 4 = 6, and 5 = −12, the truncation errors (9) are
Fourth-order method
If we choose 1 = 2 = 3 = 0, 4 = −5, 5 = −14, 1 = 2 = 0, 3 = 3, 4 = 12, and 5 = −30, then we get the truncation errors (9) such as T i = 3 20
Sixth-order method and 5 = 9, we have , we obtain the sixteen-order method with truncation error T i = 5016301 1701700
Eight-order method
h 12 u (12) i + O(h 14 ). (8) 1 (u i−4 + u i+4 ) + 1 h 2 (f (x i−4 , u i−4 ) + f (x i+4 , u i+4 )) + 2 (u i−3 + u i+3 ) + 2 h 2 (f (x i−3 , u i−3 ) + f (x i+3 , u i+3 )) + 3 (u i−2 + u i+2 ) + 3 h 2 (f (x i−2 , u i−2 ) + f (x i+2 , u i+2 )) + 4 (u i−1 + u i+1 ) + 4 h 2 (f (x i−1 , u i−1 ) + f (x i+1 , u i+1 )) + 5 u i + 5 h 2 (f (x i , u i )) = 0, i = 4, ..., (n − 4).(9)T i = (2 0 + 5 )u i + (2 0 + 5 + 1 )h 2 u (2) i + 1 + 1 12 2 h 4 u (4) i + 2 4! 2 + 2 6! 3 h 6 u (6) i + 2 6! 3 + 2 8! 4 h 8 u(8)+ ⋯ , i = 4, 5, … , n − 4. i = 4 2i 1 + 3 2i 2 + 2 2i 3 + 4 , i = 0, 1, 2, … , 9, i = 4 2i 1 + 3 2i 2 + 2 2i 3 + 4 i = 0, 1, 2, … , 8,h 18 u (18) i + O(h 20 ).
Development of the boundary formulas
System of Equation (6) consists of (n − 1) unknown, so that to obtain unique solution, we need six more equations to be associated with Equation (6). We need to develop the boundary formulas of different orders, so that we define the following identity where p = 2m − 1, (m = 1, 2, 3, … , 8) and = 2 , ( = 1, 2, 3, … , 9); using Taylor's expansion,
we can obtain the unknown coefficients in (10) by the following algorithm in mathematica:
where we obtain 
Boundary formulas of order O(h 2 ):
(I) If we choose m = 1, j = 5 and k = 1 for system (11), we obtain the unknown coefficients equations (i), (vi) in (10).
(II) If we choose m = 1, j = 6 and k = 2 for system (11), we obtain the unknown coefficients equations (ii), (v) in (10).
(III) If we choose m = 1, j = 7 and k = 3 for system (11), we obtain the unknown coefficients equations (iii), (iv) in (10).In the same manner for m = 2, 3, … , 8 we can obtain class of boundary formulas of order O(h 2m ).
And
For sake of briefness, we do not rewrite the coefficients here.
Convergence analysis of twelfth-order method
In this section, we investigate the convergence analysis of the twelfth-order method and also in the same manner, we can prove the convergence analysis for any of the other methods.
Equation (8) along with boundary condition (10) yields non-linear system of equations, and may be written in a matrix form as where A 0 and B are (n − 1) × (n − 1)-matrices defined by:
where the matrix P n−1 (x, z, y) has the following form:
, is a diagonal matrix of order n − 1.
We assume that where the vector U
is the vector of local truncation error.
Using (12) and (17), we get where
, we have to show the following matrix is non-singular.
Using Henrici (1961), we have 
And also using Usmani and Warsi (1980) .
Lemma 4.2 The matrix
; we need to show that inverse of and then using (22) , we obtain ‖(P n−1 (1, 2, 1))
‖(P n−1 (−1, 4, −1)) 
It is a twelfth-order convergent method provided Corollary In the same manner, we can prove the convergence analysis of the other methods as 4, 6, 8, 10, 14, 16 , when h ⟶ 0 than ‖E‖ ⟶ 0.
Second-order method
If we choose 1 = 2 = 3 = 4 = 0, 5 = −6, 1 = 2 = 3 = 0, 4 = 6 and 5 = −12, we get ‖E‖ ≡ O(h 2 ) and with class of boundary the method of order O(h 2 ), we have second-order method.
Fourth-order method
If we choose and 5 = 9, we have ‖E‖ ≡ O(h 6 ) and with class of boundary the method of order O(h 6 ), we get sixth-order method. Therefore, the convergence of the methods has been established.
Sixth-order method

Eight-order method
Numerical results
In this section, the presented method is applied to the following test problems by choosing different values of n, 1 , 2 , 3 , 4 , 5 , 1 , 2 , 3 , 4 , 5 in (9) and we have the method of orders O(h 2n ) for n = 1, 2, 3, … , 8. Examples 1 and 2 have been solved by our methods and also compared the obtained solution with the exact solution. In Example 3 which has no exact solution, the maximum Tables 1-7and the maximum absolute errors in solutions are compared with methods in Jalilian et al. (2014), Saadatmandi and Dehghan (2008) , Zarebnia and Birjandi (2012) , Zarebnia et al. (2011) and Zarebnia and Sarvari (2013) . The tables show that our results are more accurate; moreover, we plot the graphs of exact and numerical solutions for Examples 1 and 2 in Figures 1 and 2 .
Example 1 Consider the following variational problem with boundary conditions The exact solution for this problem is u(x) = e 3x . The observed maximum absolute errors in the solution for different values of n are tabulated in Tables 1-3 and compared with the methods in Jalilian et al. (2014) , Saadatmandi and Dehghan (2008) , Zarebnia and Birjandi (2012) , Zarebnia et al. (2011) and Zarebnia and Sarvari (2013) .
Example 2 Consider the following variational problem with boundary conditions
The exact solution for this problem is u(x) = sin(x) + cos(x). The observed maximum absolute errors in the solution for different values of n are tabulated in Tables 4 and 5 and compared with the method in Jalilian et al. (2014) . 
Conclusion
We approximate solution of problems in calculus of variations using non-polynomial spline; we developed the classes of method of orders 2, 4, 6, 8, 10, 12, 14, 16 . The new methods enable us to approximate the solution at every point of the range of integration. Tables 1-7 show that our methods produced better in the sense that max | e i | is minimum in comparison with the methods developed in Saadatmandi and Dehghan (2008) , Zarebnia and Birjandi (2012) , Zarebnia et al. (2011), Zarebnia and Sarvari (2013) and Jalilian et al. (2014) . The method developed is observed to be better than that developed by Saadatmandi and Dehghan (2008) and Zarebnia and Birjandi (2012) , Zarebnia et al. (2011), Zarebnia and Sarvari (2013) and Jalilian et al. (2014) as discussed in the examples. 
