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PRE´FACE
Le pre´sent texte est une e´dition recompose´e et annote´e du livre « Reveˆtements
E´tales et Groupe Fondamental », Lecture Notes in Mathematics, 224, Springer-Verlag,
Berlin-Heidelberg-New York, 1971, par Alexander Grothendieck et al.
La composition en LATEX2e a e´te´ re´alise´e par des volontaires, participant a` un
projet dirige´ par Bas Edixhoven, dont on trouvera plus de de´tails a` l’adresse http:
//www.math.leidenuniv.nl/~edix/. La mise en page a e´te´ termine´e par la Socie´te´
mathe´matique de France.
Ceci est une version le´ge`rement corrige´e du texte original. Elle est e´dite´e par la
Socie´te´ mathe´matique de France (http://smf.emath.fr/) dans la se´rie « Documents
Mathe´matiques ». Quelques mises a` jour ont e´te´ effectue´es par Michel Raynaud. Celles-
ci sont de´limite´es par des crochets [ ] et indique´es par le symbole (MR) (remarques
pages 211, 220, 256, 292 et note 7 page 67). Afin d’uniformiser les notations, le corps
re´siduel d’un point x est note´ k(x), et celui d’un anneau local A est note´ k(A).
Il existe e´galement une version e´lectronique cense´e reproduire le texte original.
Les deux versions ont un seul fichier source commun, se trouvant sur le serveur
des archives arXiv.org e-Print a` http://arxiv.org/. Les diffe´rences entre les deux
versions sont documente´es dans le fichier source.
L’ancienne nume´rotation des pages est incorpore´e dans la marge (le nombre n
indiquant le de´but de la page n).
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The present text is a new updated edition of the book “Reveˆtements E´tales et
Groupe Fondamental”, Lecture Notes in Mathematics, 224, Springer-Verlag, Berlin-
Heidelberg-New York, 1971, by Alexander Grothendieck et al.
Typesetting in LATEX2e was done by volunteers, participating in a project di-
rected by Bas Edixhoven, on which one can find more details at http://www.math.
leidenuniv.nl/~edix/. It has been completed by the Socie´te´ mathe´matique de
France.
This is a slightly corrected version of the original text. It is published by the
Socie´te´ mathe´matique de France (http://smf.emath.fr/) as a volume of the series
“Documents Mathe´matiques”. Some updating remarks have been added by Michel
Raynaud. These are bounded by brackets [ ] and indicated by the symbol (MR)
(Remarks on pages 211, 220, 256, 292 and footnote 7 on page 67). In order to unify
notation, the residue field of a point x is denoted by k(x) and the residue field of a
local ring A is denoted by k(A).
There also exists an electronic version that is meant to reproduce the original text.
Both versions are produced from the same source file, that can be downloaded from
the arXiv.org e-Print server at http://arxiv.org/. All differences between the two
versions are documented in the source file.
The old page numbering is incorporated in the margin (the number n marking the
beginning of page n).
INTRODUCTION
Dans la premie`re partie de cette introduction, nous donnons des pre´cisions sur
le contenu du pre´sent volume ; dans la deuxie`me, sur l’ensemble du « Se´minaire de
Ge´ome´trie Alge´brique du Bois-Marie », dont le pre´sent volume constitue le tome pre-
mier.
1. Le pre´sent volume pre´sente les fondements d’une the´orie du groupe fondamental
en Ge´ome´trie Alge´brique, dans le point de vue « kroneckerien » permettant de traiter
sur le meˆme pied le cas d’une varie´te´ alge´brique au sens habituel, et celui d’un anneau
des entiers d’un corps de nombres, par exemple. Ce point de vue ne s’exprime d’une
fac¸on satisfaisante que dans le langage des sche´mas, et nous utiliserons librement ce
langage, ainsi que les re´sultats principaux expose´s dans les trois premiers chapitres
des E´le´ments de Ge´ome´trie Alge´brique de J.Dieudonne´ et A.Grothendieck, (cite´
EGA dans la suite). L’e´tude du pre´sent volume du « Se´minaire de Ge´ome´trie Al-
ge´brique du Bois-Marie » ne demande pas d’autres connaissances de la Ge´ome´trie
Alge´brique, et peut donc servir d’introduction aux techniques actuelles de Ge´ome´trie
Alge´brique, a` un lecteur de´sireux de se familiariser avec ces techniques.
Les expose´s I a` XI de ce livre sont une reproduction textuelle, pratiquement in-
change´e, des notes mime´ographie´es du Se´minaire oral, qui e´taient distribue´es par les
soins de l’Institut des Hautes E´tudes Scientifiques(1). Nous nous sommes borne´s a` ra-
jouter quelques notes de bas de page au texte primitif, de corriger quelques erreurs
de frappe, et de faire un ajustage terminologique, le mot « morphisme simple » ayant
notamment e´te´ remplace´ entre-temps par celui de « morphisme lisse », qui ne preˆte
pas aux meˆmes confusions.
(1)Ainsi que les notes des se´minaires faisant suite a` celui-ci. Ce mode de distribution s’e´tant ave´re´
impraticable et insuffisant a` la longue, tous les « Se´minaire de Ge´ome´trie Alge´brique du Bois-Marie »
paraˆıtront de´sormais sous forme de livre comme le pre´sent volume.
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Les expose´s I a` IV pre´sentent les notions locales de morphisme e´tale et de mor-
phisme lisse ; ils n’utilisent gue`re le langage des sche´mas, expose´ dans le Chapitre I des
E´le´ments(2). L’expose´ V pre´sente la description axiomatique du groupe fondamental
d’un sche´ma, utile meˆme dans le cas classique ou` ce sche´ma se re´duit au spectre d’un
corps, ou` on trouve une reformulation fort commode de la the´orie de Galois habituelle.
Les expose´s VI et VIII pre´sentent la the´orie de la descente, qui a pris une importance
croissance en Ge´ome´trie Alge´brique dans ces dernie`res anne´es, et qui pourrait rendre
des services analogues en Ge´ome´trie Analytique et en Topologie. Il convient de sig-
naler que l’expose´ VII n’avait pas e´te´ re´dige´, et sa substance se trouve incorpore´e dans
un travail de J. Giraud (Me´thode de la Descente, Bull. Soc. Math. France, Me´moire 2,
1964, viii + 150 p.). Dans l’expose´ IX, on e´tudie plus spe´cifiquement la descente des
morphismes e´tales, obtenant une approche syste´matique pour des the´ore`mes du type
de Van Kampen pour le groupe fondamental, qui apparaissent ici comme de simples
traductions de the´ore`mes de descente. Il s’agit essentiellement d’un proce´de´ de calcul
du groupe fondamental d’un sche´ma connexe X , muni d’un morphisme surjectif et
propre, disons X ′ → X , en termes des groupes fondamentaux des composantes con-
nexes de X ′ et des produits fibre´s X ′×XX ′, X ′×XX ′×XX ′, et des homomorphismes
induits entre ces groupes par les morphismes simpliciaux canoniques entre les sche´mas
pre´ce´dents. L’expose´ X donne la the´orie de la spe´cialisation du groupe fondamental,
pour un morphisme propre et lisse, dont le re´sultat le plus frappant consiste en la
de´termination (a` peu de chose pre`s) du groupe fondamental d’une courbe alge´brique
lisse en caracte´ristique p > 0, graˆce au re´sultat connu par voie transcendante en carac-
te´ristique nulle. L’expose´ XI donne quelques exemples et comple´ments, en explicitant
notamment sous forme cohomologique la the´orie des reveˆtements de Kummer, et celle
d’Artin-Schreier. Pour d’autres commentaires sur le texte, voir l’Avertissement a`
la version multigraphie´e, qui fait suite a` la pre´sente Introduction.
Depuis la re´daction en 1961 du pre´sent Se´minaire a e´te´ de´veloppe´, en collabo-
ration par M.Artin et moi-meˆme, le langage de la topologie e´tale et une the´orie
cohomologique correspondante, expose´e dans la partie SGA 4 « Cohomologie e´tale
des sche´mas » du Se´minaire de Ge´ome´trie Alge´brique, a` paraˆıtre dans la meˆme se´rie
que le pre´sent volume. Ce langage, et les re´sultats dont il dispose de`s a` pre´sent,
fournissent un outil particulie`rement souple pour l’e´tude du groupe fondamental, per-
mettant de mieux comprendre et de de´passer certains des re´sultats expose´s ici. Il
y aurait donc lieu de reprendre entie`rement la the´orie du groupe fondamental de ce
point de vue (tous les re´sultats-clefs figurant en fait de`s a` pre´sent dans loc. cit. ). C’est
ce qui e´tait projete´ pour le chapitre des E´le´ments consacre´ au groupe fondamental,
qui devait contenir e´galement plusieurs autres de´veloppements qui n’ont pu trouver
leur place ici (s’appuyant sur la technique de re´solution des singularite´s) : calcul du
« groupe fondamental local » d’un anneau local complet en termes d’une re´solution
(2)Une e´tude plus comple`te est maintenant disponible dans les E´le´ments, Chap IV, §§ 17 et 18.
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des singularite´s convenable de cet anneau, formules de Ku¨nneth locales et globales
pour le groupe fondamental sans hypothe`se de proprete´ (cf. Exp. XIII), les re´sultats
de M.Artin sur la comparaison des groupes fondamentaux locaux d’un anneau local
hense´lien excellent et de son comple´te´ (SGA 4 XIX). Signalons e´galement la ne´cessite´
de de´velopper une the´orie du groupe fondamental d’un topos, qui englobera a` la fois
la the´orie topologique ordinaire, sa version semi-simpliciale, la variante « profinie »
de´veloppe´e dans l’expose´ V du pre´sent volume, et la variante pro-discre`te un peu plus
ge´ne´rale de SGA 3 X 7 (adapte´e au cas de sche´mas non normaux et non unibranches).
En attendant une refonte d’ensemble de la the´orie dans cette optique, l’expose´ XIII de
Mme Raynaud, utilisant le langage et les re´sultats de SGA 4, est destine´ a` montrer
le parti qu’on peut tirer dans quelques questions typiques, en ge´ne´ralisant notamment
certains re´sultats de l’expose´ X a` des sche´mas relatifs non propres. On y donne en
particulier la structure du groupe fondamental « premier a` p » d’une courbe alge´brique
non comple`te en caracte´ristique quelconque (que j’avais annonce´e en 1959, mais dont
une de´monstration n’avait pas e´te´ publie´e a` ce jour).
Malgre´ ces nombreuses lacunes et imperfections (d’autres diront : a` cause de ces
lacunes et imperfections), je pense que le pre´sent volume pourra eˆtre utile au lecteur
qui de´sire se familiariser avec la the´orie du groupe fondamental, ainsi que comme
ouvrage de re´fe´rence, en attendant la re´daction et la parution d’un texte e´chappant
aux critiques que je viens d’e´nume´rer.
2. Le pre´sent volume constitue le tome 1 du « Se´minaire de Ge´ome´trie Alge´brique du
Bois-Marie », dont les volumes suivants sont pre´vus pour paraˆıtre dans la meˆme se´rie
que celui-ci. Le but que se propose le Se´minaire, paralle`lement au traite´ « E´le´ments
de Ge´ome´trie Alge´brique » de J.Dieudonne´ et A.Grothendieck, est de jeter les
fondements de la Ge´ome´trie Alge´brique, suivant les points de vue dans ce dernier
ouvrage. La re´fe´rence standard pour tous les volumes du Se´minaire est constitue´e
par les Chapitres I, II, III des « E´le´ments de Ge´ome´trie Alge´brique » (cite´s EGA I,
II, III), et on suppose le lecteur en possession du bagage d’alge`bre commutative et
l’alge`bre homologique que ces chapitres impliquent(3). De plus, dans chaque volume du
Se´minaire il sera re´fe´re´ librement, dans le mesure des besoins, a` des volumes ante´rieurs
du meˆme Se´minaire, ou a` d’autres chapitres publie´s ou sur le point de paraˆıtre des
« E´le´ments ».
Chaque partie du Se´minaire est centre´e sur un sujet principal, indique´ dans le
titre du ou des volumes correspondants ; le se´minaire oral porte ge´ne´ralement sur
une anne´e acade´mique, parfois plus. Les expose´s a` l’inte´rieur de chaque partie du
Se´minaire sont ge´ne´ralement dans une de´pendance logique e´troite les uns par rapport
aux autres ; par contre, les diffe´rentes parties du Se´minaire sont dans une large mesure
logiquement inde´pendants les uns par rapport aux autres. Ainsi, la partie « Sche´mas en
(3)Voir l’Introduction a` EGA I pour des pre´cisions a` ce sujet.
xGroupes » est a` peu pre`s entie`rement inde´pendante des deux parties du Se´minaire qui
la pre´ce`dent chronologiquement ; par contre, elle fait un fre´quent appel aux re´sultats
de EGA IV. Voici la liste des parties du Se´minaire qui doivent paraˆıtre prochainement
(cite´s SGA 1 a` SGA 7 dans la suite) :
SGA 1. Reveˆtements e´tales et groupe fondamental, 1960 et 1961.
SGA 2. Cohomologie locale des faisceaux cohe´rents et the´ore`mes de Lefschetz lo-
caux et globaux, 1961/62.
SGA 3. Sche´mas en groupes, 1963 et 1964 (3 volumes), en coll. avec M.Demazure.
SGA 4. The´orie des topos et cohomologie e´tale des sche´mas, 1963/64 (3 volumes),
(en coll. avec M.Artin et J.L.Verdier).
SGA 5. Cohomologie ℓ-adique et fonctions L, 1964 et 1965 (2 volumes).
SGA 6. The´orie des intersections et the´ore`me de Riemann-Roch, 1966/67 (2 vol-
umes) (en coll. avec P.Berthelot et L. Illusie).
SGA 7. Groupes de monodromie locale en ge´ome´trie alge´brique.
Trois parmi ces Se´minaires partiels ont e´te´ dirige´s en collaboration avec d’autres
mathe´maticiens, qui figureront comme co-auteurs sur la couverture des volumes cor-
respondants. Quant aux autres participants actifs du Se´minaire, dont le roˆle (tant au
point de vue re´dactionnel que de celui du travail de mise au point mathe´matique)
est alle´ croissant d’anne´e en anne´e, le nom de chaque participant figure en teˆte des
expose´s dont il est responsable comme confe´rencier ou comme re´dacteur, et la liste de
ceux qui figurent dans un volume de´termine´ se trouve indique´e sur la page de garde
dudit volume.
Il convient de donner quelques pre´cisions sur les rapports entre le Se´minaire et les
E´le´ments. Ces derniers e´taient destine´s en principe a` donner un expose´ d’ensemble
des notions et techniques juge´es les plus fondamentales dans la Ge´ome´trie Alge´brique,
a` mesure que ces notions et techniques elles-meˆmes se de´gagent, par le jeu naturel
d’exigences de cohe´rence logique et esthe´tique. Dans cette optique, il e´tait naturel de
conside´rer le Se´minaire comme une version pre´liminaire des E´le´ments, destine´e a` eˆtre
englobe´e a` peu pre`s totalement, toˆt ou tard, dans ces derniers. Ce processus avait
de´ja` commence´ dans une certaine mesure il y a quelques anne´es, puisque les expose´s
I a` IV du pre´sent volume SGA 1 sont entie`rement englobe´s par EGA IV, et que les
expose´s VI a` VIII devaient l’eˆtre d’ici quelques anne´es dans EGA VI. Cependant, a`
mesure que se de´veloppe le travail d’e´dification entrepris dans les E´le´ments et dans le
Se´minaire, et que les proportions d’ensemble se pre´cisent, le principe initial (d’apre`s
lequel le Se´minaire ne constituerait qu’une version pre´liminaire et provisoire) apparaˆıt
de moins en moins re´aliste en raison (entre autres) des limites impose´es par la pre´voy-
ante nature a` la dure´e de la vie humaine. Compte tenu du soin ge´ne´ralement apporte´
dans la re´daction des diffe´rentes parties du Se´minaire, il n’y aura lieu sans doute
de reprendre une telle partie dans les E´le´ments (ou des traite´s qui en prendraient la
rele`ve) que lorsque des progre`s ulte´rieurs a` la re´daction permettront d’y apporter des
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ame´liorations tre`s substantielles, aux prix de modifications assez profondes. C’est le
cas de`s a` pre´sent pour le pre´sent se´minaire SGA 1, comme on l’a dit plus haut, et
e´galement pour SGA 2 (graˆce aux re´sultats re´cents de Mme Raynaud). Par contre,
rien n’indique actuellement qu’il en sera ainsi dans un proche avenir pour aucune des
parties cite´es plus haut SGA 3 a` SGA 7.
Les re´fe´rences a` l’inte´rieur du « Se´minaire de Ge´ome´trie Alge´brique du Bois Marie »
sont donne´es ainsi. Une re´fe´rence inte´rieure a` une des parties SGA 1 a` SGA 7 du Se´mi-
naire est donne´e dans le style III 9.7, ou` le chiffre III de´signe le nume´ro de l’expose´, qui
figure en haut de chaque page de l’expose´ en question, et 9.7 le nume´ro de l’e´nonce´ (ou
de la de´finition, remarque, etc.) a` l’inte´rieur de l’expose´. Le cas e´che´ant, des nombres
de´cimaux plus longs peuvent eˆtre utilise´s, par exemple 9.7.1, 9.7.2 pour de´signer par
exemple les diverses e´tapes dans la de´monstration d’une proposition 9.7. La re´fe´rence
III 9 de´signe la paragraphe 9 de l’expose´ III. Le nume´ro de l’expose´ est omis pour
les re´fe´rences internes a` un expose´. Pour une re´fe´rence a` une autre des parties du
Se´minaire, on utilise les meˆmes sigles, mais pre´ce´de´s de la mention de la partie en
question des SGA, SGA 1 III 9.7. De meˆme, la re´fe´rence EGA IV 11.5.7 signifie :
E´le´ments de Ge´ome´trie Alge´brique, Chap. IV, e´nonce´ (ou de´finition etc.) 11.5.7 ; ici,
le premier chiffre arabe de´signe encore le nume´ro du paragraphe. A` part ces conven-
tions en vigueur dans l’ensemble des SGA, la bibliographie relative a` un expose´ sera
ge´ne´ralement rassemble´e a` la fin de celui-ci, et il y sera re´fe´re´ a` l’inte´rieur de l’expose´
par des nume´ros entre crochets comme [3], suivant l’usage.
Enfin, pour la commodite´ du lecteur, chaque fois que cela semblera ne´cessaire,
nous joindrons a` la fin des volumes des SGA un index des notations, et un index
terminologique contenant s’il y a lieu une traduction anglaise des termes franc¸ais
utilise´s.
Je tiens a` joindre a` cette introduction un commentaire extra-mathe´matique. Au
mois de novembre 1969 j’ai eu connaissance du fait que l’Institut des Hautes E´tudes
Scientifiques, dont j’ai e´te´ professeur essentiellement depuis sa fondation, recevait
depuis trois ans des subventions du Ministe`re des Arme´es. De´ja` comme chercheur
de´butant j’ai trouve´ extreˆmement regrettable le peu de scrupules que se font la plu-
part des scientifiques pour accepter de collaborer sous une forme ou une autre avec les
appareils militaires. Mes motivations a` ce moment e´taient essentiellement de nature
morale, donc peu susceptibles d’eˆtres prises au se´rieux. Aujourd’hui elles acquie`rent
une force et une dimension nouvelle, vu le danger de destruction de l’espe`ce humaine
dont nous menace la prolife´ration des appareils militaires et des moyens de destruc-
tion massives dont ces appareils disposent. Je me suis explique´ ailleurs de fac¸on plus
de´taille´e sur ces questions, beaucoup plus importantes que l’avancement de n’importe
quelle science (y compris la mathe´matique) ; on pourra par exemple consulter a` ce
sujet l’article de G. Edwards dans le no 1 du journal Survivre (Aouˆt 1970), re´sumant
un expose´ plus de´taille´ de ces questions que j’avais fait ailleurs. Ainsi, je me suis
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trouve´ travailler pendant trois ans dans une institution alors qu’elle participait a` mon
insu a` un mode de financement que je conside`re comme immoral et dangereux(4).
E´tant a` pre´sent seul a` avoir cette opinion parmi mes colle`gues a` l’IHES, ce qui a
condamne´ a` l’e´chec mes efforts pour obtenir la suppression des subventions militaires
du budget de l’IHES, j’ai pris la de´cision qui s’imposait et quitte l’IHES le 30 septem-
bre 1970 et suspends e´galement toute collaboration scientifique avec cette institution,
aussi longtemps qu’elle continuera a` accepter de telles subventions. J’ai demande´ a`
M.Motchane, directeur de l’IHES, que l’IHES s’abstienne a` partir du 1er octobre
1970 de diffuser des textes mathe´matiques dont je suis auteur, ou faisant partie du
Se´minaire de Ge´ome´trie Alge´brique du Bois Marie. Comme il a e´te´ dit plus haut, la
diffusion de ce se´minaire va eˆtre assure´e par la maison Julius Springer, dans le se´rie
des Lecture Notes. Je suis heureux de remercier ici la maison Springer et Monsieur
K. Peters pour l’aide efficace et courtoise qu’ils m’ont apporte´e pour rendre possi-
ble cette publication, en se chargeant en particulier de la frappe pour la photooffset
des nouveaux expose´s rajoute´s aux anciens se´minaires, et des expose´s manquants des
se´minaires incomplets.
Je remercie e´galement M. J.P. Delale, qui s’est charge´ du travail ingrat de compiler
l’index des notations et l’index terminologique.
Massy, aouˆt 1970.
(4)Il va de soi que l’opinion que je viens d’exprimer n’engage que ma propre responsabilite´, et non
pas celle de la maison d’e´dition Springer qui e´dite le pre´sent volume.
AVERTISSEMENT
Chacun des expose´s re´dige´s donne la substance de plusieurs expose´s oraux conse´-
cutifs. Il n’a pas semble´ utile d’en pre´ciser les dates.
L’expose´ VII, auquel il est re´fe´re´ a` diverses reprises au cours de l’expose´ VIII,
n’a pas e´te´ re´dige´ par le confe´rencier, qui dans les confe´rences orales s’e´tait borne´ a`
esquisser le langage de la descente dans les cate´gories ge´ne´rales, en se plac¸ant a` un
point de vue strictement utilitaire et sans entrer dans les difficulte´s logiques souleve´es
par ce langage. Il est apparu qu’un expose´ correct de ce langage sortirait des limites
des pre´sentes notes, ne serait-ce que par sa longueur. Pour un expose´ en forme de
la the´orie de la descente, je renvoie a` un article en pre´paration de Jean Giraud. En
attendant sa parution(5), je pense qu’un lecteur attentif n’aura pas de peine a` supple´er
par ses propres moyens aux re´fe´rences fantoˆmes de l’Expose´ VIII.
D’autres expose´s oraux, se plac¸ant apre`s l’Expose´ XI, et auxquels il est fait allusion
a` certains endroits du texte, n’ont pas non plus e´te´ re´dige´s, et e´taient destine´s a` former
la substance d’un Expose´ XII et d’un Expose´ XIII. Les premiers de ces expose´s oraux
reprenaient, dans le cadre des sche´mas et des espaces analytiques avec e´le´ments nilpo-
tents (tels qu’ils sont introduits dans le Se´minaire Cartan 1960/61) la construction de
l’espace analytique associe´ a` un pre´sche´ma localement de type fini sur un corps value´
complet k, les the´ore`mes du type GAGA dans le cas ou` k est le corps des complexes, et
l’application a` la comparaison du groupe fondamental de´fini par voie transcendante et
le groupe fondamental e´tudie´ dans ces notes (comparer A. Grothendieck, Fondements
de la Ge´ome´trie Alge´brique, Se´minaire Bourbaki no 190, page 10, de´cembre 1959). Les
derniers expose´s oraux esquissaient la ge´ne´ralisation des me´thodes de´veloppe´es dans
le texte pour l’e´tude des reveˆtements admettant de la ramification mode´re´e, et de la
structure du groupe fondamental d’une courbe comple`te prive´e d’un nombre fini de
points (comparer loc. cit., no 182, page 27, the´ore`me 14). Ces expose´s n’introduisent
(5)Actuellement paru : J.Giraud, Me´thodes de la descente, Me´moire no 2 de la Socie´te´ mathe´ma-
tiques de France, 1964.
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aucune ide´e essentiellement nouvelle, c’est pourquoi il n’a pas semble´ indispensable
d’en donner une re´daction en forme avant la parution des chapitres correspondants
des E´le´ments de Ge´ome´trie Alge´brique(6).
Par contre, les the´ore`mes du type Lefschetz pour le groupe fondamental et le groupe
de Picard, tant au point de vue local que global, ont fait l’objet d’un Se´minaire se´pare´
en 1962, qui a e´te´ comple`tement re´dige´ et est a` la disposition des usagers(7). Signalons
que les re´sultats de´veloppe´s tant dans le pre´sent Se´minaire que dans celui de 1962
seront utilise´s de fac¸on essentielle dans la parution de plusieurs re´sultats clefs dans
la cohomologie e´tale des pre´sche´mas, qui feront l’objet d’un Se´minaire (conduit par
M. Artin et moi-meˆme) en 1963/64, actuellement en pre´paration(8).
Les expose´s I a` IV, de nature essentiellement locale et tre`s e´le´mentaire, seront
absorbe´s entie`rement par le chapitre IV des E´le´ments de Ge´ome´trie Alge´brique, dont
la premie`re partie est a` l’impression et qui sera sans doute publie´ vers fin 64. Ils
pourront ne´anmoins eˆtre utiles a` un lecteur qui de´sirerait se mettre au courant des
proprie´te´s essentielles des morphismes lisses, e´tales ou plats, avant d’entrer dans les
arcanes d’un traite´ syste´matique. Quant aux autres expose´s, ils seront absorbe´s dans
le chapitre VIII(9) des « E´le´ments », dont la publication ne pourra gue`re eˆtre envisage´e
avant plusieurs anne´es.
Bures, juin 1963.
(6)Ils sont inclus dans le pre´sent volume dans l’Exp. XII de Mme Raynaud avec une de´monstration
diffe´rente de la de´monstration originale expose´e dans le Se´minaire oral (cf. introduction).
(7)Cohomologie e´tale des faisceaux cohe´rents et the´ore`mes de Lefschetz locaux et globaux (SGA 2),
paru dans North Holland Pub. Cie.
(8)Cohomologie e´tale des sche´mas (cite´ SGA 4), a` paraˆıtre dans cette meˆme se´rie.
(9)En fait, par suite de modification du plan initialement pre´vu pour les E´le´ments, l’e´tude du groupe
fondamental y est reporte´e a` un chapitre ulte´rieur a` celui qu’on vient d’indiquer. Comparer l’intro-
duction qui pre´ce`de le pre´sent « Avertissement ».
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EXPOSE´ I
MORPHISMES E´TALES
1
Pour simplifier l’exposition, on suppose que tous les pre´sche´mas envisage´s sont
localement noethe´riens, du moins apre`s le nume´ro 2.
1. Notions de calcul diffe´rentiel
Soit X un pre´sche´ma sur Y , soit ∆X/Y ou ∆ le morphisme diagonal X → X×Y X .
C’est un morphisme d’immersion, donc un morphisme d’immersion ferme´e de X dans
un ouvert V de X ×Y X . Soit IX l’ide´al du sous-pre´sche´ma ferme´ correspondant a`
la diagonale dans V (N.B. si on veut faire les choses intrinse`quement, sans supposer
X se´pare´ sur Y — hypothe`se qui serait canularesque — on devrait conside´rer l’image
inverse ensembliste de OX×X dans X , et de´signer par IX l’ide´al d’augmentation
dans ce dernier...). Le faisceau IX/I 2X peut eˆtre regarde´ comme un faisceau quasi-
cohe´rent sur X , on le de´note par Ω1X/Y . Il est de type fini si X → Y est de type fini.
Il se comporte bien par rapport a` extension de la base Y ′ → Y . On introduit aussi
les faisceaux OX×Y X/I
n+1
X = P
n
X/Y , ce sont des faisceaux d’anneaux sur X , faisant
de X un pre´sche´ma qu’on peut de´noter par ∆nX/Y et appeler le n-ie`me voisinage
infinite´simal de X/Y . Le sorite en est d’une trivialite´ totale, bien qu’il soit assez
long(1) ; il serait prudent de n’en parler qu’au moment ou` on en dit quelque chose de
serviable, avec les morphismes lisses.
2. Morphismes quasi-finis
Proposition 2.1. — Soit A → B un homomorphisme local (N.B. les anneaux sont
maintenant noethe´riens), m l’ide´al maximal de A. Conditions e´quivalentes :
(i) B/mB est de dimension finie sur k = A/m.
(ii) mB est un ide´al de de´finition, et B/r(B) = k(B) est une extension de k = k(A)
(iii) Le comple´te´ B̂ est fini sur celui Â de A.
(1)cf. EGA IV 16.3.
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On dit alors que B est quasi-fini sur A. Un morphisme f : X → Y est dit quasi-2
fini en x (ou le Y -pre´sche´ma f est dit quasi-fini en x) si Ox est quasi-fini sur Of(x).
Cela revient aussi a` dire que x est isole´ dans sa fibre f−1(x). Un morphisme est dit
quasi-fini s’il l’est en tout point(2).
Corollaire 2.2. — Si A est complet, quasi-fini e´quivaut a` fini.
On pourrait donner le sorite (i), (ii), (iii), (iv), (v), habituel pour les morphismes
quasi-finis, mais ce ne semble pas indispensable ici.
3. Morphismes non ramifie´s ou nets
Proposition 3.1. — Soit f : X → Y un morphisme de type fini, x ∈ X, y = f(x).
Conditions e´quivalentes :
(i) Ox/myOx est une extension finie se´parable de k(y).
(ii) Ω1X/Y est nul en x.
(iii) Le morphisme diagonal ∆X/Y est une immersion ouverte au voisinage de x.
Pour l’implication (i)⇒(ii), on est ramene´ aussitoˆt par Nakayama au cas ou`
Y = Spec(k), X = Spec(k′), ou` c’est bien connu et d’ailleurs trivial sur la de´finition
de se´parable ; (ii)⇒(iii) d’apre`s une caracte´risation agre´able et facile des immersions
ouvertes, utilisant Krull ; (iii)⇒(i) car on est encore ramene´ au cas ou` Y = Spec(k)
et ou` le morphisme diagonal est une immersion ouverte partout. Il faut alors prouver
que X est fini d’anneau se´parable sur k, on est ramene´ pour ceci au cas ou` k est al-
ge´briquement clos. Mais alors tout point ferme´ de X est isole´ (car identique a` l’image
inverse de la diagonale par le morphisme X → X ×k X de´fini par x), d’ou` le fait que
X est fini. On peut supposer alors X re´duit a` un point, d’anneau A, donc A⊗kA→ A
est un isomorphisme, d’ou` A = k cqfd.
Définition 3.2. — a) On dit alors que f est net, ou encore non ramifie´, en x, ou
que X est net, ou encore non ramifie´, en x sur Y .
b) Soit A → B un homomorphisme local, on dit qu’il est net, ou non ramifie´,
ou que B est une alge`bre locale nette, ou non ramifie´e sur A, si B/r(A)B est une
extension finie se´parable de A/r(A), i.e. si r(A)B = r(B) et k(B) est une extension
se´parable de k(A)(3).
Remarques. — Le fait que B soit net sur A se reconnaˆıt de´ja` sur les comple´te´s de A3
et de B. Net implique quasi-fini.
Corollaire 3.3. — L’ensemble des points ou` f est net est ouvert.
(2)Dans EGA II 6.2.3 on suppose de plus f de type fini.
(3)Cf. remords dans III 1.2.
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Corollaire 3.4. — Soient X ′, X deux pre´sche´mas de type fini sur Y , et g : X ′ → X
un Y -morphisme. Si X est net sur Y , le morphisme graphe Γg : X
′ → X ×Y X est
une immersion ouverte.
En effet, c’est l’image inverse du morphisme diagonal X → X ×Y X par
g ×Y idX′ : X
′ ×Y X −→ X ×Y X.
On peut aussi introduire l’ide´al annulateur dX/Y de Ω
1
X/Y , appele´ ide´al diffe´rente
de X/Y ; il de´finit un sous-pre´sche´ma ferme´ de X qui, ensemblistement, est l’ensemble
des points ou` X/Y est ramifie´, i.e. non net.
Proposition 3.5. — (i) Une immersion est nette.
(ii) Le compose´ de deux morphismes nets l’est.
(iii) Extension de base dans un morphisme net en est un autre.
Se voit indiffe´remment sur (ii) ou (iii) (le deuxie`me me semble plus amusant).
On peut bien entendu aussi pre´ciser, en donnant des e´nonce´s ponctuels ; ce n’est plus
ge´ne´ral qu’en apparence (sauf dans le cadre de la de´finition b)), et barbant. On obtient
comme d’habitude des corollaires :
Corollaires 3.6. — (iv) Produit carte´sien de deux morphismes nets en est un autre.
(v) Si gf est net, f est net.
(vi) Si f est net, fre´d est net.
Proposition 3.7. — Soit A → B un homomorphisme local, on suppose l’extension
re´siduelle k(B)/k(A) triviale ou k(A) alge´briquement clos. Pour que B/A soit net, il
faut et il suffit que B̂ soit (comme Â-alge`bre) un quotient de Â.
Remarques. — – Dans le cas ou` on ne suppose pas l’extension re´siduelle triviale,
on peut se ramener a` ce cas en faisant une extension finie plate convenable sur A qui
de´truise ladite extension.
– Donner l’exemple ou` A est l’anneau local d’un point double ordinaire d’une
courbe, B d’un point du normalise´ : alors A ⊂ B, B est net sur A a` extension 4
re´siduelle triviale, et Â → B̂ est surjectif mais non injectif. On va donc renforcer la
notion de nettete´.
4. Morphismes e´tales. Reveˆtements e´tales
On va admettre tout ce qui nous sera ne´cessaire sur les morphismes plats ; ces faits
seront de´montre´s ulte´rieurement, s’il y a lieu(4).
(4)Cf. Exp. IV.
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Définition 4.1. — a) Soit f : X → Y un morphisme de type fini. On dit que f est
e´tale en x si f est plat en x et net en x. On dit que f est e´tale s’il l’est en tous les
points. On dit que X est e´tale en x sur Y , ou que c’est un Y -pre´sche´ma e´tale en x
etc.
b) Soit f : A→ B un homomorphisme local. On dit que f est e´tale, ou que B est
e´tale sur A, si B est plat et non ramifie´ sur A.(5)
Proposition 4.2. — Pour que B/A soit e´tale, il faut et il suffit que B̂/Â le soit.
En effet, c’est vrai se´pare´ment pour « net » et pour « plat ».5
Corollaire 4.3. — Soit f : X → Y de type fini, et x ∈ X. Le fait que f soit e´tale
en x ne de´pend que de l’homomorphisme local Of(x) → Ox, et meˆme seulement de
l’homomorphisme correspondant pour les comple´te´s.
Corollaire 4.4. — Supposons que l’extension re´siduelle k(A) → k(B) soit triviale, ou
que k(A) soit alge´briquement clos. Alors B/A est e´tale si et seulement si Â→ B̂ est
un isomorphisme.
On conjugue la platitude et 3.7.
Proposition 4.5. — Soit f : X → Y un morphisme de type fini. Alors l’ensemble des
points ou` il est e´tale est ouvert.
En effet, c’est vrai se´pare´ment pour « net » et « plat ».
Cette proposition montre qu’on peut laisser tomber les e´nonce´s « ponctuels » dans
l’e´tude des morphismes de type fini e´tales quelque part.
Proposition 4.6. — (i) Une immersion ouverte est e´tale.
(ii) Le compose´ de deux morphismes e´tales est e´tale.
(iii) Extension de la base.
En effet, (i) est trivial, et pour (ii) et (iii) il suffit de noter que c’est vrai pour
« net » et pour « plat ». A` vrai dire, il y a aussi des e´nonce´s correspondants pour
les homomorphismes locaux (sans condition de finitude), qui en tout e´tat de cause
devront figurer au multiplodoque (a` commencer par le cas : net).
Corollaire 4.7. — Un produit carte´sien de deux morphismes e´tales est itou.
Corollaire 4.8. — Soient X et X ′ de type fini sur Y , g : X → X ′ un Y -morphisme.
Si X ′ est non ramifie´ sur Y et X e´tale sur Y , alors g est e´tale.
En effet, g est le compose´ du morphisme graphe Γg : X → X ×Y X ′ qui est une
immersion ouverte par 3.4, et du morphisme de projection qui est e´tale car de´duit du
morphisme e´tale X → Y par le « changement de base » X ′ → Y .
(5)Cf. remords dans III 1.2.
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Définition 4.9. — On appelle reveˆtement e´tale (resp. net) de Y un Y -sche´ma X qui
est fini sur Y et e´tale (resp. net) sur Y .
La premie`re condition signifie que X est de´fini par un faisceau cohe´rent d’alge`bres
B sur Y . La deuxie`me signifie alors que B est localement libre sur Y (resp. rien du
tout), et que de plus, pour tout y ∈ Y , la fibre B(y) = By ⊗Oy k(y) soit une alge`bre
se´parable (= compose´ fini d’extensions finies se´parables) sur k(y).
Proposition 4.10. — Soit X un reveˆtement plat de Y de degre´ n (la de´finition de ce
terme me´ritait de figurer dans 4.9) de´fini par un faisceau cohe´rent localement libre B
d’alge`bres. On de´finit de fac¸on bien connue l’homomorphisme trace B → A (qui est
un homomorphisme de A -modules, ou` A = OY ). Pour que X soit e´tale, il faut et
il suffit que la forme biline´aire trB/A xy correspondante de´finisse un isomorphisme
de B sur B, ou ce qui revient au meˆme, que la section discriminant
dX/Y = dB/A ∈ Γ(Y,
n∧
Bˇ ⊗A
n∧
Bˇ)
soit inversible, ou enfin que l’ide´al discriminant de´fini par cette section soit l’ide´al
unite´.
En effet, on est ramene´ au cas ou` Y = Spec(k), et alors c’est un crite`re de se´para-
bilite´ bien connue, et trivial par passage a` la cloˆture alge´brique de k.
Remarque. — On aura un e´nonce´ moins trivial plus bas, quand on ne suppose pas a 6
priori que X est plat sur Y mais qu’on fait une hypothe`se de normalite´.
5. La proprie´te´ fondamentale des morphismes e´tales
Théorème 5.1. — Soit f : X → Y un morphisme de type fini. Pour que f soit une
immersion ouverte, il faut et il suffit que ce soit un morphisme e´tale et radiciel.
Rappelons que radiciel signifie : injectif, a` extensions re´siduelles radicielles (et on
peut aussi rappeler que cela signifie que le morphisme reste injectif par toute ex-
tension de la base). La ne´cessite´ est triviale, reste la suffisance. On va donner deux
de´monstrations diffe´rentes, la premie`re plus courte, la deuxie`me plus e´le´mentaire.
1) Un morphisme plat est ouvert, donc on peut supposer (remplac¸ant Y par f(X))
que f est un home´omorphisme sur. Par toute extension de base, il restera vrai que
f est plat, radiciel, surjectif, donc un home´omorphisme, a fortiori ferme´ Donc f est
propre. Donc f est fini (re´fe´rence : the´ore`me de Chevalley) de´fini par un faisceau
cohe´rent B d’alge`bres. B est localement libre, de plus en vertu de l’hypothe`se il est
partout de rang 1, donc X = Y , cqfd.
2) On peut supposer Y et X affines. On se rame`ne de plus facilement a` prouver
ceci : si Y = Spec(A), A local, et si f−1(y) est non vide (y e´tant le point ferme´ de Y )
alors X = Y (en effet, cela impliquera que tout y ∈ f(X) a un voisinage ouvert U
tel que X |U = U). On aura X = Spec(B), on veut prouver A = B. Mais pour ceci,
on est ramene´ a` prouver l’assertion analogue en remplac¸ant A par Â, B par B ⊗A Â
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(compte tenu que Â est fide`lement plat sur A). On peut donc supposer A complet.
Soit x le point au-dessus de y, d’apre`s le corollaire 2.2 Ox est fini sur A donc (e´tant
plat et radiciel sur A) est identique a` A. Donc on a X = Y ∐X ′ (somme disjointe).
Comme X est radiciel sur Y , X ′ est vide. On a fini.
Corollaire 5.2. — Soit f : X → Y un morphisme d’ immersion ferme´e et e´tale. Si X
est connexe, f est un isomorphisme de X sur une composante connexe de Y .
En effet, f est aussi une immersion ouverte. On en de´duit :
Corollaire 5.3. — Soit X un Y -sche´ma net, Y connexe. Alors toute section de X7
sur Y est un isomorphisme de Y sur une composante connexe de X. Il y a donc
correspondance biunivoque entre l’ensemble de ces sections, et l’ensemble des com-
posantes connexes Xi de X telles que la projection Xi → Y soit un isomorphisme,
(ou, ce qui revient au meˆme par 5.1, surjectif et radiciel). En particulier, une section
est connue quand en connaˆıt sa valeur en un point.
Seule la premie`re assertion demande une de´monstration ; d’apre`s 5.2 il suffit de
remarquer qu’une section est une immersion ferme´e (car X est se´pare´ sur Y ) et e´tale
en vertu de 4.8.
Corollaire 5.4. — Soient X et Y deux pre´sche´mas sur S, X net se´pare´ sur S et Y
connexe. Soient f , g deux S-morphismes de Y dans X, y un point de Y , on suppose
f(y) = g(y) = x et les homomorphismes re´siduels k(x) → k(y) de´finis par f et g
identiques (« f et g co¨ıncident ge´ome´triquement en y » ). Alors f et g sont identiques.
Re´sulte de 5.3 en se ramenant au cas ou` Y = S, en remplac¸ant X par X ×S Y .
Voici une variante particulie`rement importante de 5.3.
Théorème 5.5. — Soient S un pre´sche´ma, X et Y deux S-pre´sche´mas, S0 un sous-
pre´sche´ma ferme´ de S ayant meˆme espace sous-jacent que S, X0 = X ×S S0 et
Y0 = Y ×S S0 les « restrictions » de X et Y sur S0. On suppose X e´tale sur S. Alors
l’application naturelle
HomS(Y,X) −→ HomS0(Y0, X0)
est bijective.
On est encore ramene´ au cas ou` Y = S, et alors cela re´sulte de la description
« topologique » des sections de X/Y donne´e dans 5.3.
Scholie. — Ce re´sultat comporte une assertion d’unicite´ et d’existence de mor-
phismes. Il peut aussi s’exprimer (lorsque X et Y sont tous deux pris e´tales sur S)
que le foncteur X 7→ X0 de la cate´gorie des S-sche´mas e´tales dans la cate´gorie des
S0-sche´mas e´tales est pleinement fide`le, i.e. e´tablit une e´quivalence de la premie`re avec
une sous-cate´gorie pleine de la seconde. Nous verrons plus bas que c’est meˆme une
e´quivalence de la premie`re et de la seconde (ce qui sera un the´ore`me d’existence de
S-sche´mas e´tales).
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La forme suivante, plus ge´ne´rale en apparence, de 5.5. est souvent commode : 8
Corollaire 5.6 (« Théorème de prolongement des relèvements »)
Conside´rons un diagramme commutatif
X

Y0oo

S Yoo
de morphismes, ou` X → S est e´tale et Y0 → Y est une immersion ferme´e bijective.
Alors on peut trouver un morphisme unique Y → X qui rende les deux triangles
correspondants commutatifs.
En effet, remplac¸ant S par Y et X par X ×S Y , on est ramene´ au cas ou` Y = S,
et alors c’est le cas particulier de 5.5 pour Y = S.
Signalons aussi la conse´quence imme´diate suivante de 5.1 (que nous n’avons pas
donne´e en corollaire 1 pour ne pas interrompre la ligne d’ide´es de´veloppe´e a` la suite
de 5.1) :
Proposition 5.7. — Soient X, X ′ deux pre´sche´mas de type finis et plats sur Y , et
soit g : X → X ′ un Y -morphisme. Pour que g soit une immersion ouverte (resp. un
isomorphisme) il faut et il suffit que pour tout y ∈ Y , le morphisme induit sur les
fibres
g ⊗Y k(y) : X ⊗Y k(y) −→ X
′ ⊗Y k(y)
le soit.
Il suffit de prouver la suffisance ; comme c’est vrai pour la notion de surjection,
on est ramene´ au cas d’une immersion ouverte. D’apre`s 5.1, il faut ve´rifier que g est
radiciel, ce qui est trivial, et qu’il est e´tale, ce qui re´sulte du corollaire 5.9 ci-dessous.
Corollaire 5.8. — (devrait passer au No 3) Soient X et X ′ deux Y -pre´sche´mas,
g : X → X ′ un Y -morphisme, x un point de X et y sa projection sur Y . Pour que g
soit quasi-fini (resp. net) en x, il faut et il suffit qu’il en soit de meˆme de g ⊗Y k(y).
En effet, les deux alge`bres sur k
(
g(x)
)
qu’il faut regarder pour s’assurer que l’on a
bien un morphisme quasi-fini resp. net en x sont les meˆmes pour g et g ⊗Y k(y).
Corollaire 5.9. — Avec les notations de 5.8, supposons X et X ′ plats et de type fini 9
sur Y . Pour que g soit plat (resp. e´tale) en x, il faut et il suffit que g⊗Y k(y) le soit.
Pour « plat » l’e´nonce´ n’est mis que pour me´moire, c’est un des crite`res fondamen-
taux de platitude(6). Pour e´tale, cela en re´sulte ; compte tenu de 5.8.
(6)Cf. IV 5.9.
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6. Application aux extensions e´tales des anneaux locaux complets
Ce nume´ro est un cas particulier de re´sultats sur les pre´sche´mas formels, qui devront
figurer dans le multiplodoque. Ne´anmoins, on s’en tire ici a` meilleur compte, i.e. sans
la de´termination locale explicite des morphismes e´tales au No 7 (utilisant le Main
Theorem). C’est peut-eˆtre une raison suffisante de garder le pre´sent nume´ro (meˆme
dans le multiplodoque) a` cette place.
Théorème 6.1. — Soit A un anneau local complet (noethe´rien bien suˆr), de corps
re´siduel k. Pour toute A-alge`bre B, soit R(B) = B ⊗A k conside´re´ comme k-alge`bre,
elle de´pend donc fonctoriellement de B. Alors R de´finit une e´quivalence de la cate´-
gorie des A-alge`bres finies et e´tales sur A avec la cate´gorie des alge`bres de rang fini
se´parables sur k.
Tout d’abord, le foncteur en question est pleinement fide`le, comme il re´sulte du
fait plus ge´ne´ral :
Corollaire 6.2. — Soient B, B′ deux A-alge`bres finies sur A. Si B est e´tale sur A,
alors l’application canonique
HomA-alg(B,B
′) −→ Homk-alg
(
R(B), R(B′)
)
est bijective.
On est ramene´ au cas ou` A est artinien (en remplac¸ant A par A/mn), et alors c’est
un cas particulier de 5.5.
Il reste a` prouver que pour toute k-alge`bre finie et se´parable (pourquoi ne pas
dire : e´tale, c’est plus court) L, il existe un B e´tale sur A tel que R(B) soit isomorphe
a` L. On peut supposer que L est une extension se´parable de k, comme telle elle
admet un ge´ne´rateur x, i.e. est isomorphe a` une alge`bre k[t]/Fk[t] ou` F ∈ k[t] est un
polynoˆme unitaire. On rele`ve F en un polynoˆme unitaire F1 dans A[t], et on prend
B = A[t]/F1A[t].
7. Construction locale des morphismes non ramifie´s et e´tales
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Proposition 7.1. — Soient A un anneau noethe´rien, B une alge`bre finie sur A, u un
ge´ne´rateur de B sur A, F ∈ A[t] tel que F (u) = 0 (on ne suppose pas F unitaire),
u′ = F ′(u) (ou` F ′ est le polynoˆme de´rive´), q un ide´al premier de B ne contenant
pas u′, p sa trace sur A. Alors Bq est net sur Ap.
En d’autres termes, posant Y = Spec(A), X = Spec(B), Xu′ = Spec(Bu′), Xu′ est
non ramifie´ sur Y . L’e´nonce re´sulte du suivant, plus pre´cis :
Corollaire 7.2. — L’ide´al diffe´rente de B/A contient u′B, et lui est e´gal si l’homo-
morphisme naturel A[t]/FA[t]→ B (appliquant t dans u) est un isomorphisme.
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Soit J le noyau de l’homomorphisme C = A[t] → B, ce noyau contient FA[t],
et lui est e´gal dans le deuxie`me cas envisage´ dans 7.2. Comme il est surjectif, Ω1B/A
s’identifie au quotient de Ω1C/A par le sous-module engendre´ par JΩ
1
C/A et d(J) (il
aurait fallu expliciter au No 1 la de´finition de l’homomorphisme d, et le calcul de Ω1
pour une alge`bre de polynoˆmes). Identifiant Ω1C/A a` C graˆce a` la base dt, on trouve
B/B · J ′ donc la diffe´rente est engendre´e par l’ensemble J ′ des images dans B des
de´rive´s des G ∈ J , (et il suffit de prendre des G engendrant J). Comme F ∈ J , resp.
F est un ge´ne´rateur de J , on a fini. (N.B. On devrait mettre 7.2 en prop. et 7.1 en
corollaire). On trouve :
Corollaire 7.3. — Sous les conditions de 7.1, supposant F unitaire et que
A[t]/FA[t] → B est un isomorphisme, pour que Bq soit e´tale sur Ap, il faut et il
suffit que q ne contienne pas u′.
En effet, comme B est plat sur A, e´tale e´quivaut a` net, et on peut appliquer 7.2.
Corollaire 7.4. — Sous les conditions de 7.3 pour que B soit e´tale sur A il faut et il
suffit que u′ soit inversible, ou encore que l’ide´al engendre´ par F , F ′ dans A[t] soit
l’ide´al unite´.
Le dernier crite`re re´sulte du premier et de Nakayama (dans B).
Un polynoˆme unitaire F ∈ A[t] ayant la proprie´te´ e´nonce´e dans le corollaire 7.4
est dit polynoˆme se´parable (si F n’est pas unitaire, il faudrait au moins exiger que le 11
coefficient de son terme dominant soit inversible ; dans le cas ou` A est un corps, on
retrouve la de´finition usuelle).
Corollaire 7.5. — Soit B une alge`bre finie sur l’anneau local A. On suppose que K(A)
est infini ou que B soit local. Soit n le rang de L = B ⊗AK(A) sur K(A) = k. Pour
que B soit net (resp. e´tale) sur A, il faut et il suffit que B soit isomorphe a` un quotient
de (resp. isomorphe a`) A[t]/FA[t], ou` F est un polynoˆme unitaire se´parable, qu’on
peut supposer (resp. qui est ne´cessairement) de degre´ n.
Il n’y a qu’a` prouver la ne´cessite´. Supposons B net sur A, donc L se´parable sur k,
il re´sulte alors de l’hypothe`se faite que L/k admet un ge´ne´rateur ξ, donc les ξi
(0 6 i < n) forment une base de L sur k. Soit u ∈ B relevant ξ, alors par Nakayama
les ui (0 6 i < n) engendrent le A-module B (resp. en forment une base), en par-
ticulier on peut trouver un polynoˆme unitaire F ∈ A[t] tel que F (u) = 0, et B sera
isomorphe a` un quotient de (resp. isomorphe a`) A[t]/FA[t]. Enfin, en vertu de 7.4.
applique´ a` L/k, F et F ′ engendrent A[t] modulo mA[t], donc (d’apre`s Nakayama dans
A[t]/FA[t]) F et F ′ engendrent A[t], on a fini.
Théorème 7.6. — Soient A un anneau local, A → O un homomorphisme local tel
que O soit isomorphe a` une alge`bre localise´e d’une alge`bre de type fini sur A. Sup-
posons O net sur A. Alors on peut trouver une A-alge`bre B, entie`re sur A, un ide´al
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maximal n de B, un ge´ne´rateur u de B sur A, un polynoˆme unitaire F ∈ A[t], tels
que n 6∋ F ′(u) et que O soit isomorphe (comme A-alge`bre) a` Bn. Si O est e´tale sur A,
on peut prendre B = A[t]/FA[t].
(Bien entendu, on a la` des conditions aussi suffisantes...)
Signalons d’abord les agre´ables corollaires :
Corollaire 7.7. — Pour que O soit net sur A, il faut et il suffit que O soit isomorphe
au quotient d’une alge`bre analogue et e´tale sur A.
En effet, on prendra O ′ = B′n′ , ou` B
′ = A[t]/FA[t] et ou` n′ est l’image inverse de n
dans B′.
Corollaire 7.8. — Soit f : X → Y un morphisme de type fini, x ∈ X. Pour que f12
soit net en x, il faut et il suffit qu’il existe un voisinage ouvert U de x tel que f |U
se factorise en U → X ′ → Y , ou` la premie`re fle`che est une immersion ferme´e et la
seconde un morphisme e´tale.
C’est une simple traduction de 7.7.
Montrons comment le jargon de 7.6 re´sulte de l’e´nonce´ principal : en effet, il existe
par 7.7 un e´pimorphisme O ′ → O, ou` O a les proprie´te´s voulues ; mais comme O ′
et O sont e´tales sur A, le morphisme O ′ → O est e´tale par 4.8 donc un isomorphisme.
De´monstration de 7.6. — Elle reprend une de´monstration du se´minaire Chevalley.
D’apre`s le Main Theorem on aura O = Bn, ou` B est une alge`bre finie sur A et n en
est un ide´al maximal. Alors B/n = K(O) est une extension se´parable donc monoge`ne
de k ; si ni (1 6 i 6 r) sont les ide´aux maximaux de B distincts de n, il existe
donc un e´le´ment u de B qui appartient a` tous les ni, et dont l’image dans B/n en
est un ge´ne´rateur. Or B/n = Bn/nBn = Bn/mBn (ou` m est l’ide´al maximal de A).
Admettons un instant le
Lemme 7.9. — Soient A un anneau local, B une alge`bre finie sur A, n un ide´al max-
imal de B, u un e´le´ment de B dont l’image dans Bn/mBn l’engendre comme alge`bre
sur k = A/m, et qui se trouve dans tous les ide´aux maximaux de B distincts de n.
Soit B′ = B[u], n′ = nB′. Alors l’homomorphisme canonique B′n′ → Bn est un iso-
morphisme.
Lemme 7.10. — (aurait duˆ figurer en corollaire a` 7.1 avant 7.5 qu’il implique). Soit
B une alge`bre finie sur A engendre´e par un e´le´ment u, soit n un ide´al maximal de B
tel que Bn soit non ramifie´ sur A. Alors il existe un polynoˆme unitaire F ∈ A[t] tel
que F (u) = 0 et F ′(u) /∈ n.
Soit en effet n le rang de la k-alge`bre L = B ⊗A k, d’apre`s Nakayama il existe un
polynoˆme unitaire de degre´ n dans A[t], tel que F (u) = 0. Soit f le polynoˆme de´duit
de F par re´duction mod m, alors L est k-isomorphe a` k[t]/fk[t], donc par 7.3 f ′(ξ)
8. RELE`VEMENT INFINITE´SIMAL DES SCHE´MAS E´TALES 11
n’est pas contenu dans l’ide´al maximal de L qui correspond a` n (ξ de´signant l’image
de t dans L, i.e. l’image de u dans L). Comme f ′(ξ) est l’image de F ′(u), on a fini.
Le the´ore`me 7.6 re´sulte maintenant de la conjonction de 7.9 et 7.10. Reste a` prou- 13
ver 7.9. Posons S′ = B′ − n′, donc B′S′−1 = B′n′ .
B −→ BS′−1 −→ BS−1 = Bnx x
B′ −→ B′S′−1 = B′n′
Soit de meˆme S = B − n, donc BS−1 = Bn, on a donc un homomorphisme naturel
BS′
−1 → BS−1 = Bn, prouvons que c’est un isomorphisme, i.e. que les e´le´ments de S
sont inversibles dans BS′
−1
, i.e. que tout ide´al maximal p de ce dernier ne rencontre
pas S, i.e. induit n sur B. En effet, comme BS′
−1
est fini sur B′S′
−1
= B′n′ , p induit
l’unique ide´al maximal n′Bn′ de B
′
n′ , donc induit l’ide´al maximal n
′ de B′ ; comme B
est fini sur B′, l’ide´al q de B induit par p e´tant au-dessus de n′, est ne´cessairement
maximal, et ne contient pas u, donc est identique a` n. (On vient d’utiliser que u
appartient a` tout ide´al maximal de B distinct de n). Prouvons maintenant que BS′
−1
e´gale B′S′
−1
: comme il est fini sur ce dernier, on est ramene´ par Nakayama a` prouver
l’e´galite´ mod n′BS′
−1
et a fortiori il suffit de prouver l’e´galite´ mod mBS′
−1
; or
BS′−1/mBS′−1 = Bn/mBn est engendre´ sur k par u (on utilise ici l’autre proprie´te´
de u) donc l’image de B′ (et a fortiori de B′S′
−1
) dedans est tout (comme sous-anneau
contenant k et l’image de u).
Remarque. — On doit pouvoir e´noncer le the´ore`me 7.6 pour un anneau O qui est
seulement semi-local, de fac¸on a` coiffer aussi 7.5 : on fera l’hypothe`se que O/mO est
une k-alge`bre monoge`ne ; on pourra donc trouver un u ∈ B dont l’image dans B/mB
est un ge´ne´rateur, et appartenant a` tous les ide´aux maximaux de B ne provenant pas
de O. Les lemmes 7.9 et 7.10 doivent s’adapter sans difficulte´. Plus ge´ne´ralement, ...
8. Rele`vement infinite´simal des sche´mas e´tales. Application aux sche´mas
formels
Proposition 8.1. — Soient Y un pre´sche´ma, Y0 un sous-pre´sche´ma, X0 un Y0-sche´ma
e´tale, x un point de X0. Alors il existe un Y -sche´ma e´tale X, un voisinage U0 de x
dans X0, et un Y0-isomorphisme U0
∼
−→ X ×Y Y0.
Soit en effet y la projection de x dans Y0, appliquant 7.6 au homomorphisme local
e´taleA0 → B0 des anneaux locaux de y et x dans Y0 etX0 : on trouve un isomorphisme 14
B0 = C0n0 C0 = A0[t]/F0A0[t]
ou` F0 est un polynoˆme unitaire et n0 est un ide´al maximal de C0 ne contenant pas
la classe de F ′0(t) dans C0. Soit A l’anneau local de y dans Y , soit F un polynoˆme
unitaire dans A[t] donnant F0 par l’homomorphisme surjectif A → A0 (on rele`ve les
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coefficients de F0), soit enfin C = A[t]/FA[t] et n l’ide´al maximal de C image inverse
de n0 par l’e´pimorphisme naturel C → C ⊗A A0 = C0. Posons
B = Cn.
Il est imme´diat par construction et 7.1 que B est e´tale sur A, et qu’on a un isomor-
phisme B ⊗A A0 = A0. On sait (Chap. I) qu’il existe un Y -sche´ma de type fini X
et un point z de X au-dessus de y tel que Oz soit A-isomorphe a` C ; comme ce
dernier est e´tale sur A = Oy, on peut (en prenant X assez petit) supposer que X
est e´tale sur Y . Soit X ′0 = X ×Y Y0, alors l’anneau local de z dans X
′
0 s’identifie a`
Oz ⊗A A0 = B ⊗A A0, donc est isomorphe a` B0. Cet isomorphisme est de´fini pas un
isomorphisme d’un voisinage U0 de x dans X0 sur un voisinage de z dans X
′
0 (loc.
cite´), qu’on peut supposer identique a` X ′0 en prenant X assez petit. On a fini.
Corollaire 8.2. — E´nonce´ analogue pour des reveˆtements e´tales, en supposant le corps
re´siduel k(y) infini.
La de´monstration est la meˆme, 7.5 remplac¸ant 7.6.
Théorème 8.3. — Le foncteur envisage´ dans 5.5 est une e´quivalence de cate´gories.
En vertu du the´ore`me 5.5, il reste a` montrer que tout S0-sche´ma e´tale X0 est iso-
morphe a` un S0-sche´ma X ×S S0, ou` X est un S-sche´ma e´tale. L’espace topologique
sous-jacent a` X devra eˆtre ne´cessairement identique a` celui de X0, X0 s’identifiant
de plus a` un sous-pre´sche´ma ferme´ de X . Le proble`me est donc e´quivalent au suiv-
ant : trouver sur l’espace topologique sous-jacent |X0| a` X0 un faisceau d’alge`bres OX
sur f∗0 (OS) (ou` f0 est la projection X0 → S0, regarde´e ici comme application continue
des espaces sous-jacents), faisant de |X0| un S-pre´sche´ma e´tale X , et un homomor-
phisme d’alge`bres OX → OX0 , compatible avec l’homomorphisme f
∗
0 (OS)→ f
∗
0 (OS0)
sur les faisceaux de scalaires, induisant un isomorphismeOX⊗f∗0 (OS)f
∗
0 (OS0)
∼
−→ OX0 .
(Alors X sera un S-pre´sche´ma e´tale se re´duisant suivant X0, donc sera se´pare´ sur S15
puisque X0 l’est sur S0, et X re´pond a` la question). Si d’ailleurs (Ui) est un recouvre-
ment de X0 par des ouverts, et si on a trouve´ une solution du proble`me dans chacun
des Ui, il re´sulte du the´ore`me d’unicite´ 5.5 que ces solutions se recollent (i.e. les fais-
ceaux d’alge`bres qui les de´finissent, munis de leurs homomorphismes d’augmentation,
se recollent), et on constate aussitoˆt que l’espace annele´ ainsi construit au-dessus de S
est un S-pre´sche´ma e´tale X muni d’un isomorphisme X ×S S0
∼
←− X0. Il suffit donc
de trouver une solution localement, ce qui est assure´ par 8.1.
Corollaire 8.4. — Soient S un pre´sche´ma formel localement noethe´rien, muni d’un
ide´al de de´finition J , soit S0 =
(
|S|,OS/J
)
le pre´sche´ma ordinaire correspondant.
Alors le foncteur X 7→ X ×S S0 de la cate´gorie des reveˆtements e´tales de S dans la
cate´gorie des reveˆtements e´tales de S0 est une e´quivalence de cate´gories.
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Bien entendu, on appelera reveˆtement e´tale d’un pre´sche´ma formel S un reveˆte-
ment de S, i.e. un pre´sche´ma formel sur S de´fini a` l’aide d’un faisceau cohe´rent d’al-
ge`bres B, tel que B soit localement libre et que les fibres re´siduelles Bs⊗Os k(s) de B
soient des alge`bres se´parables sur k(s). Si on de´signe par Sn le pre´sche´ma ordinaire(
|S|,OS/Jn+1
)
, la donne´e d’un faisceau cohe´rent d’alge`bres B sur S e´quivaut a` la
donne´e d’une suite de faisceaux cohe´rents d’alge`bres Bn sur les Sn, munis d’un sys-
te`me transitif d’homomorphismes Bm → Bn (m > n) de´finissant des isomorphismes
Bm ⊗OSm OSn
∼
−→ Bn. Il est imme´diat que B est localement libre si et seulement si
les Bn sur les Sn le sont, et que la condition de se´parabilite´ est ve´rifie´e si et seule-
ment si elle l’est pour B0, ou encore pour tous les Bn. Ainsi, B est e´tale sur S si
et seulement si les Bn sur les Sn le sont. Compte tenu de cela, 8.4 re´sulte aussitoˆt
de 8.3.
Remarque. — Il n’e´tait pas ne´cessaire dans 8.4 de se borner au cas des reveˆtements.
C’est cependant le seul utilise´ pour l’instant.
9. Proprie´te´s de permanence
Soit A→ B un homomorphisme local et e´tale, nous examinons ici quelques cas ou`
une certaine proprie´te´ pour A entraˆıne la meˆme proprie´te´ pour B, ou re´ciproquement.
Un certain nombre de telles propositions sont de´ja` conse´quences du simple fait que 16
B est quasi-fini et plat sur A, et nous nous bornerons a` en « rappeler » quelques-
unes : A et B ont meˆme dimension de Krull, et meˆme profondeur (« codimension
cohomologique » de Serre, dans la terminologie encore courante). Il en re´sulte par
exemple que A est Cohen-Macaulay si et seulement si B l’est. D’ailleurs, pour tout
ide´al premier q de B, induisant p sur A, Bq sera encore quasi-fini et plat sur Ap,
pourvu qu’on suppose que B soit localise´e d’une alge`bre de type fini sur A (cela
re´sulte du fait que l’ensemble des points ou` un morphisme de type fini est quasi-fini
resp. plat est ouvert) ; et d’ailleurs tout ide´al premier p de A est induit par un ide´al
premier q de B (car B est fide`lement plat sur A). Il en re´sulte par exemple que p et q
ont meˆme rang ; et encore que A est sans ide´al premier immerge´ si et seulement si B
l’est.
Nous allons nous borner donc aux propositions plus spe´ciales au cas des morphismes
e´tales.
Proposition 9.1. — Soit A → B un homomorphisme local e´tale. Pour que A soit
re´gulier, il faut et il suffit que B le soit.
En effet, soit k le corps re´siduel de A, L celui de B. Comme B est plat sur A et
que L = B⊗A k, i.e. n = mB (ou` m, n sont les ide´aux maximaux de A, B) la filtration
m-adique sur B est identique a` sa filtration n-adique et on aura
gr∗(B) = gr∗(A) ⊗k L.
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Il s’ensuit que gr∗(B) est une alge`bre de polynoˆmes sur L si et seulement si gr∗(A)
est une alge`bre de polynoˆmes sur k. cqfd. (N.B. on n’a pas utilise´ le fait que L/k est
se´parable).
Corollaire 9.2. — Soit f : X → Y un morphisme e´tale. Si Y est re´gulier, X l’est, la
re´ciproque e´tant vraie si f est surjectif.
Proposition 9.2. — Soit f : X → Y un morphisme e´tale. Si Y est re´duit, il en est de
meˆme de X, la re´ciproque e´tant vraie si f est surjectif.
Cela e´quivaut au
Corollaire 9.3. — Soit f : A → B un homomorphisme local e´tale, B e´tant isomorphe
a` une A-alge`bre localise´e d’une A-alge`bre de type fini. Pour que A soit re´duit, il faut17
et il suffit que B le soit.
La ne´cessite´ est triviale, puisque A→ B est injectif (B e´tant fide`lement plat sur A).
Suffisance : soient pi les ide´aux premiers minimaux de A, par hypothe`se l’application
naturelle A →
∏
iA/pi est injective, donc tensorisant avec le A-module plat B, on
trouve que B →
∏
iB/piB est injective, et on est ramene´ a` prouver que les B/piB
sont re´duits. Comme B/piB est e´tale sur A/pi, on est ramene´ au cas A inte`gre. SoitK
son corps des fractions, alors A→ K e´tant injectif, il en est de meˆme (B e´tant A-plat)
de B → B ⊗A K, on est ramener a` prouver que ce dernier anneau est re´duit. Or, B
e´tant localise´e d’une A-alge`bre de type fini sur A, est l’anneau local d’un point x d’un
sche´ma de type fini et e´tale X = Spec(C) sur Y = Spec(A), donc B ⊗A K est un
anneau localise´ (par rapport a` un ensemble multiplicativement stable convenable) de
l’anneau C ⊗A K de X ⊗A K. Comme X ⊗A K est e´tale sur K, son anneau est un
produit fini de corps (extensions se´parables de K), il en est donc de meˆme de B⊗AK,
cqfd.
Corollaire 9.4. — Soit f : A → B un homomorphisme local e´tale, supposons A ana-
lytiquement re´duit (i.e. le comple´te´ Â de A sans e´le´ments nilpotents). Alors B est
analytiquement re´duit, et a fortiori re´duit.
En effet, B̂ est fini et e´tale sur Â, et on applique 9.3.
Théorème 9.5. — Soit f : A→ B un homomorphisme local, B e´tant isomorphe a` une
alge`bre localise´e d’une A-alge`bre de type fini. Alors :
(i) Si f est e´tale, A est normal si et seulement si B l’est.
(ii) Si A est normal, f est e´tale si et seulement si f est injectif et net (et alors B
est normal par (i)).
Nous allons donner deux de´monstrations diffe´rentes de (i), la premie`re utilise cer-
taines des proprie´te´s des morphismes plats quasi-finis (rappele´s au de´but du nume´ro)
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sans utiliser 7.6 (et par la`, le Main Theorem) ; c’est l’inverse pour la deuxie`me de´-
monstration. Enfin, pour (ii) il semble qu’on ait besoin du Main Theorem en tous
cas.
Premie`re de´monstration. — On utilise la condition ne´cessaire et suffisante suivante
de normalite´ d’un anneau local noethe´rien A de dimension 6= 0. 18
Critère de Serre. — (i) Pour tout ide´al premier p de A de rang 1, Ap est normal (ou
ce qui revient au meˆme, re´gulier) ; (ii) Pour tout ide´al premier p de A de rang > 2,
on a profondeur Ap > 2.
(7)
Nous admettrons ici ce crite`re, qui est cense´ figurer au paragraphe des plats. Son
principal avantage est qu’il ne suppose pas a priori A re´duit, ni a fortiori inte`gre. Ici,
on peut de´ja` supposer dimA = dimB 6= 0.
D’apre`s les rappels du de´but du nume´ro, les ide´aux premiers p de A qui sont de
rang 1 (resp. de rang > 2) sont exactement les traces sur A des ide´aux premiers q
de B qui sont de rang 1 (resp. de rang > 2). Enfin, si p et q se correspondent, Bq est
e´tale sur Ap, donc a meˆme profondeur que Ap, et est re´gulier si et seulement si Ap
l’est (9.1). Appliquant le crite`re de Serre, on trouve que A est normal si et seulement
si B l’est.
Deuxie`me de´monstration. — Supposons B normal, soit L son corps des fractions, K
celui de A (A est inte`gre puisque B l’est). On a vu dans la de´monstration de 9.3 que
B ⊗AK est un compose´ fini de corps, comme il est contenu dans L c’est un corps, et
comme il contient B c’est L. Un e´le´ment de K entier sur A est entier sur B, donc est
dans B puisque B est normal, donc dans A car B ∩K = A (comme il re´sulte du fait
que B est fide`lement plat sur A).
Supposons maintenant A normal, prouvons que B l’est. En vertu de 7.6 on aura
B = B′n, ou` B
′ = A[t]/FA[t], F et n e´tant comme dans 7.6. Donc L = B⊗AK sera un
localise´ de B′⊗AK = K[t]/FK[t], et un produit de corps ; extensions finies se´parables
de K ce dernier produit (comme chaque fois qu’on localise un anneau artinien, ici B′K
par rapport a` un ensemble multiplicativement stable) est un facteur direct de B′K ,
correspondant donc a` une de´composition F = F1F2 dans K[t], le ge´ne´rateur de L
correspondant a` t e´tant annule´ de´ja` par F1. Or, A e´tant normal, les Fi sont dans
A[t] (supposant qu’ils sont unitaires). Remarquant que B → L = B ⊗AK est injectif
(A → K l’e´tant et B e´tant plat sur A) il s’ensuit qu’on aura de´ja` F1(u) = 0, avec
u la classe de t dans L. Supposant qu’on ait pris F de degre´ minimum, il s’ensuivra
que F2 = 1 (N.B. on aura F
′(u) = F ′1(u)F2(u) + F1(u)F
′
2(u) = F
′
1(u)F2(u) puisque
F1(u) = 0, d’ou` F
′
1(u) 6= 0 puisque F
′(u) 6= 0.)
Donc on a 19
(∗) L = B ⊗A K = K[t]/FK[t]
(7)Cf. EGA IV 5.8.6.
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F e´tant par suite un polynoˆme se´parable dans K[t] (mais e´videmment par ne´cessaire-
ment dans A[t]). (N.B. Pour l’instant, on a seulement montre´, essentiellement, que
dans 7.6 on peut choisir F et n de telle fac¸on que — avec les notations prises ici —
B′ → B′n = B soit injectif ; on s’est servi pour cela de la normalite´ de A ; je ne sais
pas si cela reste vrai sans hypothe`se de normalite´).
Rappelons maintenant le lemme bien connu, extrait du Cours de Serre de l’an
dernier :
Lemme 9.6. — Soient K un anneau, F ∈ K[t] un polynoˆme unitaire se´parable,
L = K[t]/FK[t], u la classe de t dans L (de sorte que F ′(u) est un e´le´ment inversible
de L). Alors on a les formules (ou` n = degF ) :
trL/K u
i/F ′(u) = 0 si 0 6 i < n− 1,
trL/K u
n−1/F ′(u) = 1.
Corollaire 9.7. — Le de´terminant de la matrice (uj · ui/F ′(u))06i,j6n−1 est e´gal a`
(−1)n(n−1)/2, donc inversible dans tout sous-anneau A de K.
Corollaire 9.8. — Soient A un sous-anneau de K, V le A-module engendre´ par les
ui (0 6 i 6 n − 1) dans L, V ′ le sous-A-module de L forme´ des x ∈ L tels que
trL/K(xy) ∈ A pour tout y ∈ V (i.e. pour y de la forme u
i, 0 6 i 6 n− 1). Alors V ′
est le A-module ayant pour base les ui/F ′(u) (0 6 i 6 n− 1).
Corollaire 9.9. — Supposons que K soit le corps des fractions d’un anneau inte`gre
normal A, F ayant ses coefficients dans A. Alors avec les notations de 9.8, V ′ contient
la cloˆture normale A′ de A dans L, qui est donc contenue dans A[u]/F ′(u) et a fortiori
dans A[u][F ′(u)−1].
Appliquons ce dernier corollaire a` la situation que nous avions obtenue dans la
de´monstration : comme F ′(u) est inversible dans B qui contient A[u], B contient A′.
D’apre`s le Main Theorem, (ou a` partir du fait que B = A[u]n) B est une alge`bre
localise´e de A′. Comme A′ est normal, il en est de meˆme de B.
De´monstration de (ii). — On proce`de comme dans la de´monstration qui pre´ce`de pour20
prouver qu’on peut, dans 7.6, choisir F de telle fac¸on que l’on ait encore (∗). Le seul
obstacle a priori est que, B n’e´tant plus suppose´ plat sur A, on ne peut plus affirmer
que B → L est injectif, de sorte que le raisonnement ne s’appliquera a priori qu’a`
l’image B1 de B par ledit homomorphisme. Il s’ensuit aussitoˆt que B1 est plat sur A
(comme localise´e d’une alge`bre libre sur A). En vertu de 4.8 le morphisme B → B1
est e´tale, donc un isomorphisme, ce qui ache`ve la de´monstration.
(Du point de vue re´daction, il faudrait intervertir les deux dernie`res de´monstrations,
et mettre dans un nume´ro a` part les calculs formels du lemme et de ses corollaires).
Corollaire 9.10. — Soit f : X → Y un morphisme e´tale. Si Y est normal, X l’est, la
re´ciproque est vraie si f est surjectif.
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Corollaire 9.11. — Soit f : X → Y un morphisme dominant, Y e´tant normal et X
connexe. Si f est net, f est e´tale, donc X est normal et par suite (e´tant connexe)
irre´ductible.
Soit U l’ensemble des points ou` f est e´tale, il est ouvert, et il suffit de montrer
qu’il est aussi ferme´ et non vide. U contient l’image inverse du point ge´ne´rique de Y
(car pour une alge`bre sur un corps, non ramifie´ = e´tale) donc (X dominant Y ) est
non vide. Si x appartient a` l’adhe´rence de U , alors il appartient a` l’adhe´rence d’une
composante irre´ductible Ui de U , donc a` une composante irre´ductible Xi
v
= U i de X
qui rencontre U , et par suite domine Y (car toute composante de U , plat sur Y ,
domine Y ). Par suite, si y est la projection de x sur Y , Oy → Ox est injectif (compte
tenu que Oy est inte`gre). Comme Oy est normal et Oy → Ox net, on conclut a` l’aide
de 9.5(ii).
Corollaire 9.12. — Soit f : X → Y un morphisme de type fini dominant, avec Y nor-
mal et X irre´ductible. Alors l’ensemble des points ou` f est e´tale est identique au
comple´mentaire du support de Ω1X/Y , i.e. au comple´mentaire du sous-pre´sche´ma de X
de´fini par l’ide´al diffe´rente dX/Y .
(C’est cela l’e´nonce´ « moins trivial » auquel il e´tait fait allusion dans la remarque 21
du No 4.)
Remarque. — On se gardera de croire qu’un reveˆtement e´tale connexe d’un sche´ma
irre´ductible soit lui-meˆme irre´ductible, quand on ne suppose pas la base normale.
Cette question sera e´tudie´e au No 11.
10. Reveˆtements e´tales d’un sche´ma normal
Proposition 10.1. — Soit X un pre´sche´ma e´tale se´pare´ sur Y normal connexe de
corps K. Alors les composantes connexes Xi de X sont inte`gres, leurs corps Ki
sont des extensions finies se´parables de K, Xi s’identifie a` une partie ouverte non
vide du normalise´ de X dans Ki (donc X a` une partie ouverte dense du normalise´
de Y dans R(X) = L =
∏
Ki).
D’apre`s 9.10 X est normal, a fortiori ses anneaux locaux sont inte`gres, donc les
composantes connexes de X sont irre´ductibles. Comme Xi est normal, et fini et dom-
inant au-dessus de Y , il re´sulte d’un cas particulier (a` peu pre`s trivial d’ailleurs) du
Main Theorem que Xi est un ouvert du normalise´ de X dans le corps Ki de X .
Corollaire 10.2. — Sous les conditions 10.1, X est fini sur Y (i.e. un reveˆtement e´tale
de Y ) si et seulement si X est isomorphe au normalise´ Y ′ de Y dans L = R(X)
(anneau des fonctions rationnelles sur X).
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En effet, on sait que ce normalise´ est fini sur Y (Y e´tant normal et R/K se´parable),
inversement si X est fini sur Y il l’est sur Y ′, donc son image dans Y ′ est ferme´e,
d’autre part elle est dense.
Une alge`bre L de rang fini sur K sera dite non ramifie´e sur X (ou simplement
non ramifie´e sur K, si X est sous-entendu) si L est une alge`bre se´parable sur K,
i.e. compose´e directe d’extensions se´parables Ki, et si le normalise´ Y
′ de Y dans L
(somme disjointe des normalise´s de Y dans les Ki) est non ramifie´ (= e´tale par 9.11)
sur Y . Donc :
Corollaire 10.3. — Pour tout X fini sur Y et dont toute composante irre´ductible
domine Y , soit R(X) l’anneau des fonctions rationnelles sur X (produit des an-
neaux locaux des points ge´ne´riques des composantes irre´ductibles de X), de sorte que22
X 7→ R(X) est un foncteur, a` valeurs dans les alge`bres de rang fini sur K = R(Y ). Ce
foncteur e´tablit une e´quivalence de la cate´gorie des reveˆtement e´tales connexes de Y
avec la cate´gorie des extensions L de K non ramifie´es sur Y .
Le foncteur inverse est le foncteur normalisation.
Supposons Y affine, donc de´fini par un anneau normal A de corps des fractions K.
Soit L une extension finie de K compose´ directe de corps, alors par de´finition la
normalise´e Y ′ de Y dans L est isomorphe a` Spec(A′), ou` A′ est le normalise´ de A
dans L. Dire que L est non ramifie´ sur Y signifie que A′ est non ramifie´ (ou encore :
e´tale) sur A. Si A est local, il revient au meˆme de dire que les anneaux locaux A′n
(ou` n parcourt l’ensemble fini des ide´aux maximaux de A′, i.e. de ses ide´aux premiers
induisant l’ide´al maximal m de A) soient non ramifie´s (= e´tales) sur l’anneau local A.
Enfin, notons aussi que le crite`re par le discriminant (4.10) peut aussi s’appliquer dans
cette situation (plus ge´ne´ralement, une variante dudit crite`re devrait s’e´noncer ainsi,
sans condition pre´liminaire de platitude lorsque X domine Y , Y e´tant ne´anmoins
suppose´ localement inte`gre : A→ B et B → B⊗AK = L sont injectifs — alors trL/K
est de´finie — et trL/K(xy) induit une forme biline´aire fondamentale B × B → A,
i.e. il existe des xi ∈ B (1 6 i 6 n, n = rang de L sur K) tels que tr(xixj) ∈ A pour
tout i, j et det(tr(xixj)) est inversible dans A).
Le sorite (4.6) implique aussitoˆt le sorite de la non ramification dans le cadre
classique :
Proposition 10.4. — Soit Y un pre´sche´ma normal inte`gre, de corps K. (i) K est non
ramifie´ sur Y . (ii) Si L est une extension de K non ramifie´e sur Y , si Y ′ est un
pre´sche´ma normal de corps L et dominant Y (par exemple le normalise´ de Y dans L)
et M une extension de L non ramifie´e sur Y ′, alors M/K est non ramifie´e sur X
(transitivite´ de la non ramification). (iii) Soit Y ′ un pre´sche´ma normal inte`gre dom-
inant Y , de corps K ′/K ; si L est une extension de K non ramifie´e sur Y , alors
L⊗K K ′ est une extension de K ′ non ramifie´e sur Y ′ (proprie´te´ de translation).
De plus :23
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Corollaire 10.5. — Sous les conditions de (iii), si Y = Spec(A), Y ′ = Spec(A′), alors
le normalise´ A′ de Y ′ dans L′ = L⊗KK ′ s’identifie a` A⊗AA′, ou` A est le normalise´
de A dans L.
Habituellement, les gens (qui re´pugnent a` la conside´ration d’anneaux non inte`gres,
fussent-ils compose´s directs de corps) e´noncent la proprie´te´ de translation sous la
forme (plus faible) suivante :
Corollaire 10.6. — Sous les conditions de (iii), soit L1 une extension compose´e
de L/K (non ramifie´e sur Y ) et de K ′/K. Alors L1/K
′ est non ramifie´e sur Y ′.
Dans le cas ou` Y = Spec(A), Y ′ = Spec(A′), on aura de plus
A′ = A[A,A′]
i.e. l’anneau A′ normalise´ de A′ dans L1 est la A-alge`bre engendre´e par A
′ et le
normalise´ A de A dans L.
Ce dernier fait est d’ailleurs faux sans hypothe`se de non ramification, meˆme dans
le cas d’extensions compose´es de corps de nombres...
Pour terminer ce nume´ro, nous allons donner l’interpre´tation de la notion de reveˆte-
ment e´tale correspondant a` l’image intuitive de cette notion : il doit y avoir le « nom-
bre maximum » de points au-dessus du point conside´re´ y ∈ Y , et en particulier il
ne doit pas y avoir « plusieurs points confondus » au-dessus de y. Pour de´montrer
les re´sultats dans ce sens avec toute la ge´ne´ralite´ de´sirable, nous allons admettre
ici la proposition 10.7 plus bas (dont la de´monstration sera dans le multiplodoque,
Chap. IV, par. 15, et utilise la technique des ensembles constructibles de Chevalley, et
un petit peu de the´orie de descente...).
Un morphisme de type fini f : X → Y est dit universellement ouvert si pour
toute extension de la base Y ′ → Y (avec Y ′ localement noethe´rien) le morphisme
f ′ : X ′ = X ×Y Y ′ → Y ′ est ouvert, i.e. transforme ouverts en ouverts. On peut
d’ailleurs se borner au cas ou` Y ′ est de type fini sur Y (et meˆme ou` Y ′ est de la
forme Y [t1, . . . , tr], ou` les ti sont des inde´termine´es). Un morphisme universellement
ouvert est a fortiori ouvert (la re´ciproque e´tant fausse), d’autre part si f est ouvert,
X et Y e´tant irre´ductibles, alors toutes les composantes de toutes les fibres de f
ont meˆme dimension (savoir la dimension de la fibre ge´ne´rique f−1(z), z le point 24
ge´ne´rique de Y ). Enfin si Y est normal, cette dernie`re condition implique de´ja` que
f est universellement ouvert (the´ore`me de Chevalley). Il s’ensuit par exemple que
si f : X → Y est un morphisme quasi-fini, avec Y normal irre´ductible, alors f est
universellement ouvert (ou encore : ouvert) si et seulement si toute composante irre´-
ductible de X domine Y . Rappelons aussi qu’un morphisme plat (de type fini) e´tant
ouvert, est aussi universellement ouvert. Ces pre´liminaires pose´s, « rappelons » la
Proposition 10.7. — Soit f : X → Y un morphisme quasi-fini se´pare´ universellement
ouvert. Pour tout y ∈ Y , soit n(y) le « nombre ge´ome´trique de points de la fibre
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f−1(y) », e´gal a` la somme des degre´s se´parables des extensions re´siduelles k(x)/k(y),
pour les points x ∈ f−1(y). Alors la fonction y 7→ n(y) sur Y est semi-continue
supe´rieurement. Pour qu’elle soit constante au voisinage du point y (i.e. pour qu’on
ait n(y) = n(zi), ou` les zi sont les points ge´ne´riques des composantes irre´ductibles
de Y qui contiennent y) il faut qu’il existe un voisinage U de y tel que X |U soit fini
sur U .(8)
Corollaire 10.8. — Si y 7→ n(y) est constante et Y ge´ome´triquement unibranche(9),
les composantes irre´ductibles de X sont disjointes.
Proposition 10.9. — Soit f : X → Y un morphisme e´tale se´pare´. Avec les nota-
tions 10.7 la fonction y 7→ n(y) est semi-continue supe´rieurement. Pour qu’elle soit
constante au voisinage du point y, (i.e. pour qu’on ait n(y) = n(zi), ou` les zi sont les
points ge´ne´riques des composantes irre´ductibles de Y qui contiennent y) il faut et il
suffit qu’il existe un voisinage ouvert U de y tel que X |U soit fini sur U, i.e. soit un
reveˆtement e´tale de U .
Corollaire 10.10. — Pour qu’un morphisme e´tale se´pare´ f : X → Y , Y connexe, soit
fini (i.e. fasse de X un reveˆtement e´tale de Y ) il faut et il suffit que toutes les fibres
de f aient meˆme nombre ge´ome´trique de points.
Dans 10.7 et son corollaire, il n’y avait pas d’hypothe`se de normalite´ sur Y . Si
on fait une telle hypothe`se, on trouve l’e´nonce´ plus fort (pris le plus souvent comme
de´finition de la non ramification d’un reveˆtement) :
Théorème 10.11. — Soit f : X → Y un morphisme quasi-fini se´pare´. On suppose25
que Y est irre´ductible, que toute composante de X domine Y , que X soit re´duit
(i.e. OX sans e´le´ments nilpotents). Soit n le degre´ de X sur Y (somme des degre´s,
sur le corps K de Y , des corps Ki des composantes irre´ductibles Xi de X). Soit y un
point normal de Y . Alors le nombre ge´ome´trique n(y) de points de X au-dessus de y
est 6 n, l’e´galite´ ayant lieu si et seulement si il existe un voisinage ouvert U de y tel
que X |U soit un reveˆtement e´tale de U .
Le « seulement si » e´tant trivial, prouvons le « si ». Soit z le point ge´ne´rique
de Y , on a n(z) = (somme des degre´s se´parables des Ki/K) 6 n et par 10.7 on
a n(y) 6 n(z) 6 n, l’e´galite´ impliquant que X |U est fini sur U pour un voisinage U
convenable de y. On peut donc supposer X fini sur Y et la fonction n(y′) sur Y con-
stante. Enfin par 10.8 X est alors re´union disjointe de ses composantes irre´ductibles
et pour prouver qu’il est non ramifie´ en y, on est ramene´ au cas ou` X est irre´ductible,
donc inte`gre. Enfin on peut supposer Y = Spec(Oy). Le the´ore`me se re´duit alors a`
l’e´nonce´ classique suivant :
(8)Cf. EGA IV 15.5.1
(9)Pour la de´finition, cf. ci-dessous no 11, p. 21
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Corollaire 10.12. — Soient A un anneau local normal (noethe´rien comme toujours)
de corps K, L une extension finie de K de degre´ n, degre´ se´parable ns, B un sous-
anneau de L fini sur A, de corps des fractions L, m l’ide´al maximal de A et n′ le degre´
se´parable de B/mB sur A/mA = k (= somme des degre´s se´parables des extensions
re´siduelles de cet anneau). On a n′ 6 ns et a fortiori n
′ 6 n. Cette dernie`re ine´galite´
est une e´galite´ si et seulement si B est non ramifie´ (= e´tale) sur A.
Il reste seulement a` montrer que n′ = n implique que B est e´tale sur A. Rappelons
la de´monstration quand k est infini : on doit seulement montrer que R = B/mB est
se´parable sur k ; s’il n’en e´tait pas ainsi il en re´sulterait (par un lemme connu) qu’il
existe un e´le´ment a de R dont le polynoˆme minimal sur k est de degre´ > n′. Cet
e´le´ment provient d’un e´le´ment x de B, dont le polynoˆme minimal sur K (en tant
qu’e´le´ment de L) est de degre´ 6 n ; d’autre part ce dernier a ses coefficients dans A
puisque A est normal, et donne donc par re´duction mod m un polynoˆme unitaire
F ∈ k[t], de degre´ 6 n = n′, tel que F (a) = 0, absurde.
Dans le cas ge´ne´ral (k pouvant eˆtre fini), reprenant le langage ge´ome´trique, on 26
conside`re Y ′ = Spec(A[t]) qui est fide`lement plat sur Y , et le point ge´ne´rique y′
de la fibre Spec(k[t]) de Y ′ sur y. Alors X est net sur Y en y si et seulement si
X ′ = X×Y Y ′ = Spec(B[t]) est net en y′ sur Y ′, comme on constate aussitoˆt. D’autre
part, d’apre`s le choix de y′, son corps re´siduel est k(t) donc infini. Comme y′ est un
point normal de Y ′, on est ramene´ au cas pre´ce´dent.
11. Quelques comple´ments
Nous avons de´ja` dit qu’un reveˆtement e´tale connexe d’un sche´ma inte`gre n’est pas
ne´cessairement inte`gre. Voici deux exemples de ce fait.
a) Soit C une courbe alge´brique a` point double ordinaire x, C′ sa normalise´e, a et b
les deux points de C′ au-dessus de x. Soient C′i (i = 1, 2) deux copies de C
′, ai et bi
le point de C′i qui correspond a` a resp. b. Dans la courbe somme C
′
1 ∐C
′
2, identifions
a1 et b2 d’une part, a2 et b1 d’autre part (on laisse au lecteur le soin de pre´ciser le
processus d’identification ; il sera explique´ au Chap. VI du multiplodoque mais, dans
le cas des courbes sur un corps alge´briquement clos, est traite´ dans le livre de Serre
sur les courbes alge´briques). On trouve une courbe C′′ connexe et re´ductible, qui est
un reveˆtement e´tale de degre´ 2 de C. Le lecteur ve´rifiera que de fac¸on ge´ne´rale, les
reveˆtements e´tales connexes « galoisiens » C′′ de C dont l’image inverse C′′×C C′ est
un reveˆtement trivial de C′ (i.e. isomorphe a` la somme d’un certain nombre de copies
de C′) sont « cycliques » de degre´ n, et pour tout entier n > 0, on peut construire un
reveˆtement e´tale connexe cyclique de degre´ n. Dans le langage du groupe fondamental
qui sera de´veloppe´ plus tard, cela signifie que le quotient de π1(C) par le sous-groupe
invariant ferme´ engendre´ par l’image de π1(C
′) → π1(C) (homomorphisme induit
par la projection) est isomorphe au compactifie´ de Z. De fac¸on plus pre´cise, on doit
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pouvoir montrer que le groupe fondamental de C est isomorphe au produit libre
(topologique) du groupe fondamental de C′ par le compactifie´ de Z. Notons que ce
sont des questions de ce genre qui ont donne´ naissance a` la « the´orie de la descente »
pour les sche´mas.
b) Soit A un anneau local complet inte`gre, on sait que son normalise´ A′ est fini
sur A (Nagata), donc c’est un anneau semi-local complet, donc local puisqu’il est27
inte`gre. Supposons que l’extension re´siduelle L/k qu’il de´finit soit non radicielle (dans
le cas contraire, on dira que A est ge´ome´triquement unibranche, cf. plus bas). Ce sera
le cas par exemple pour l’anneau R[[s, t]]/(s2+ t2)R[[s, t]], ou` R est le corps des re´els.
Soit alors k′ une extension galoisienne finie de k telle que L ⊗k k
′ se de´compose ; et
soit B une alge`bre finie e´tale sur A correspondant a` l’extension re´siduelle k′ (rappelons
que B est essentiellement unique). Alors B′ = A′ ⊗A B sur B a l’alge`bre re´siduelle
L⊗k k′ qui n’est pas locale, donc B′ n’est pas un anneau local donc (e´tant complet)
a des diviseurs de 0. Comme il est contenu dans l’anneau total des fractions de B
(car libre sur A′ donc sans torsion sur A′ donc sans torsion sur A, donc contenu
dans B′ ⊗A K = B′(K) = A
′
(K) ⊗K B(K) = B(K) puisque A
′
(K) = K) il s’ensuit
que B n’est pas inte`gre. Dans le cas de l’anneau R[s, t]/(s2 + t2)R[s, t], prenant
k′/k = C/R, on trouve pour B l’anneau local de deux droites se´cantes du plan
en leur point d’intersection.
Notons d’ailleurs que s’il existe un reveˆtement connexe e´tale X de Y inte`gre qui
ne soit pas irre´ductible, alors toute composante irre´ductible de X donne un exemple
d’un reveˆtement non ramifie´ X ′ de Y , dominant Y , qui n’est pas e´tale sur Y . Dans le
cas de l’exemple a), on obtient ainsi que C′ est non ramifie´ sur C, sans eˆtre e´tale en
les deux points a et b (comme on constate d’ailleurs directement par inspection des
comple´te´s des anneaux locaux de x et a : du point de vue « formel », C′ au point a
s’identifie a` un sous-sche´ma ferme´ de C au point x, savoir l’une des deux « branches »
de C passant par x).
Dans a) et b), on voit que la non validite´ des conclusions de 9.5. (i) et (ii) est lie´e
directement au fait qu’un point de Y « e´clate » en des points distincts du normal-
ise´ (dans b), le fait que l’extension re´siduelle soit non radicielle doit eˆtre interpre´te´e
ge´ome´triquement de cette fac¸on). De fac¸on pre´cise, nous dirons qu’un anneau local
inte`gre A est ge´ome´triquement unibranche si son normalise´ n’a qu’un seul ide´al maxi-
mal, l’extension re´siduelle correspondante e´tant radicielle ; un point y d’un pre´sche´ma
inte`gre est dit ge´ome´triquement unibranche si son anneau local l’est. Exemples : un
point normal, un point de rebroussement ordinaire d’une courbe, etc. Il semble que si
Y admet un point qui n’est pas unibranche, il existe toujours un reveˆtement e´tale con-28
nexe non irre´ductible de Y ; c’est du moins ce que nous avons montre´ dans le cas b),
lorsque Y est le spectre d’un anneau local complet. On peut montrer par contre que si
tous les points de Y sont ge´ome´triquement unibranches, alors tout Y -pre´sche´ma non
ramifie´ connexe dominant Y est e´tale et irre´ductible. La de´monstration reprend celle
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de 9.5, en utilisant la ge´ne´ralisation suivante du the´ore`me 8.3, qui sera de´montre´e plus
tard a` l’aide de la technique de descente(10) :
Soit Y ′ → Y un morphisme fini, radiciel, surjectif (i.e. ce qu’on pourrait appeler
un « home´omorphisme universel » ). Conside´rons le foncteur X 7→ X ×Y Y ′ = X ′
des Y -pre´sche´mas dans les Y ′-pre´sche´mas. Ce foncteur induit une e´quivalence de la
cate´gorie des Y -sche´mas e´tales avec la cate´gorie des Y ′-sche´mas e´tales. On pourra
appliquer par exemple ce re´sultat dans le cas ou` Y ′ est le normalise´ de Y , Y e´tant
suppose´ unibranche (et Y ′ fini sur Y , ce qui est vrai dans tous les cas qu’on rencontre
en pratique), ou au cas d’un Y ′′ « en sandwich » entre Y et son normalise´ (qui n’a
plus besoin d’eˆtre fini sur Y ).
(10)Cf. IX 4.10. Pour une de´monstration plus directe, cf. EGA IV 18.10.3, utilisant une variante
de 9.5 pour des anneaux locaux ge´ome´triquement unibranches.
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MORPHISMES LISSES :
GE´NE´RALITE´S, PROPRIE´TE´S DIFFE´RENTIELLES
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Les renvois a` l’expose´ I sont indique´s par I. On rappelle que les anneaux sont
noethe´riens, et les pre´sche´mas localement noethe´riens.
1. Ge´ne´ralite´s
Soit Y un pre´sche´ma, soient t1, . . . , tn des inde´termine´es, on pose
(1.1) Y [t1, . . . , tn] = Y ⊗Z Z[t1, . . . , tn].
Donc Y [t1, . . . , tn] est un Y -sche´ma, affine au-dessus de Y , de´fini par le faisceau quasi-
cohe´rent d’alge`bres OY [t1, . . . , tn]. La donne´e d’une section de ce pre´sche´ma au-dessus
de Y e´quivaut donc a` la donne´e de n sections de OY (correspondant aux images des ti
par l’homomorphisme correspondant). Si Y ′ est au-dessus de Y , on a
(1.2) Y [t1, . . . , tn]×Y Y
′ = Y ′[t1, . . . , tn],
(ce qui implique que la donne´e d’un Y -morphisme de Y ′ dans Y [t1, . . . , tn] e´quivaut
a` la donne´e de n sections de OY ′), d’autre part on a
(1.3)
(
Y [t1, . . . , tn]
)
[tn+1, . . . , tm] = Y [t1, . . . , tm],
en vertu de la formule analogue pour les anneaux de polynoˆmes sur Z. La formule (1.2)
implique que Y [t1, . . . , tn] varie fonctoriellement avec Y .
Y [t1, . . . , tn] est de type fini et plat au-dessus de Y .
Définition 1.1. — Soit f : X → Y un morphisme, faisant de X un Y -pre´sche´ma. On
dit que f est lisse(1) en x ∈ X , ou que X est lisse sur Y en x, s’il existe un entier
n > 0, un voisinage ouvert U de x, et un Y -morphisme e´tale de U dans Y [t1, . . . , tn].
On dit que f (resp. X) est lisse s’il est lisse en tous les points de X . Une alge`bre B sur
un anneau A est dite lisse en un ide´al premier p de B, si Spec(B) est lisse sur Spec(A)
(1)Ancienne terminologie : f est simple en x, ou x est un point simple pour f . Cette terminologie
preˆtait a` confusion dans divers contextes (alge`bres simples, groupes simples) et a duˆ eˆtre abandonne´e.
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au point p ; B est dite lisse sur A si elle est lisse sur A en tout ide´al premier p de B.30
Enfin, un homomorphisme local A→ B d’anneaux locaux est dit lisse (ou B est dite
lisse sur A)(2) si B est localise´e d’une alge`bre de type fini B1 lisse sur A.
On note que la notion de lissite´ de X sur Y est locale sur X et sur Y ; si X est
lisse sur Y , il est localement de type fini sur Y .
Proposition 1.1. — L’ensemble des points x de X en lesquels f est lisse est ouvert.
C’est trivial sur la de´finition.
Corollaire 1.2. — Si B est lisse sur A en p, alors il est lisse sur A en q pour tout ide´al
premier q de B contenu dans p.
1.1 implique aussi que les deux dernie`res de´finitions 1.1 co¨ıncident dans leur do-
maine commun d’existence.
Proposition 1.3. — (i) Un morphisme e´tale, en particulier une immersion ouverte, un
morphisme identique, est lisse. (ii) Une extension de la base dans un morphisme lisse
donne un morphisme lisse. (iii) Le compose´ de deux morphismes lisses est lisse.
(i) est trivial sur la de´finition, on a plus pre´cise´ment :
Corollaire 1.4. — e´tale = quasi-fini + lisse.
(ii) re´sulte aussitoˆt du fait analogue pour les morphismes e´tales (I 4.6) et pour
les projections Y [t1, . . . , tn] → Y (cf. (1.2)). Pour (iii), cela re´sulte formellement
du fait que c’est vrai se´pare´ment pour « e´tale » (I 4.6) et des projections du type
Y [t1, . . . , tn] → Y (cf. (1.3)), et des deux faits cite´s pour (ii) : Supposons Y lisse
sur Z et X lisse sur Y , prouvons que X est lisse sur Z ; on peut supposer Y e´tale
sur Z[t1, . . . , tn] et X e´tale sur Y [s1, . . . , sm], la premie`re hypothe`se implique donc
que Y [s1, . . . , sm] est e´tale sur Z[t1, . . . , tn][s1, . . . , sm] = Z[t1, . . . , sm], donc X est
e´tale sur Z[t1, . . . , sm], cqfd.
Remarque 1.5. — L’entier n qui figure dans de´f. 1.1 est bien de´termine´, car on constate
aussitoˆt que c’est la dimension de l’anneau local de x dans sa fibre f−1
(
f(x)
)
. On31
l’appelle « dimension relative » de X sur Y . Elle se comporte additivement pour la
composition des morphismes.
(2)Il vaut mieux dire alors, comme dans EGA IV 18.6.1, que B est « essentiellement lisse » sur A.
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2. Quelques crite`res de lissite´ d’un morphisme
Théorème 2.1. — Soit f : X → Y un morphisme localement de type fini, soit x ∈ X
et y = f(x). Pour que f soit lisse en x, il faut et il suffit que (a) f soit plat en x, et
(b) f−1(y) soit lisse sur k(y) en x.
Le compose´ de deux morphismes plats e´tant plat, et Y [t1, . . . , tn] → Y e´tant un
morphisme plat, on voit que lisse implique plat ; compte tenu de 1.3 (ii) cela prouve la
ne´cessite´. Supposons (a) et (b) ve´rifie´es, soient V un voisinage affine de y d’anneau A,
U un voisinage affine de x au-dessus de V , d’anneau B. Prenant U assez petit, on
peut supposer par (b) qu’il existe un k(y)-morphisme e´tale
g : U |f−1(y) −→ Spec k[t1, . . . , tn] (k = k(y))
de´fini par n sections gi du faisceau structural de U |f−1(y). On constate facilement
qu’on peut supposer que les gi (qui a priori sont des e´le´ments de B ⊗A k = BS−1,
ou` S = A − p, p l’ide´al premier de A correspondant a` y) proviennent de sections du
faisceau structural de U , donc que g est induit par un morphisme, encore note´ g
g : U −→ Y [t1, . . . , tn]
(quitte a` multiplier les gi par un meˆme e´le´ment non nul de k). Or U est plat sur Y
par (a), il en est de meˆme de Y [t1, . . . , tn], d’autre part g induit un morphisme e´tale
entre les fibres au-dessus de y, donc g est e´tale en x par (I 5.8), cqfd.
Corollaire 2.2. — Soient S un pre´sche´ma, f : X → Y un S-morphisme de type fini,
Y e´tant de type fini et plat sur S, x ∈ X, s la projection de x sur S. Pour que f soit
lisse en x, il faut et il suffit que X soit plat (ou encore : lisse) sur S en x, et que le
morphisme fs : Xs → Ys induit sur les fibres de s soit lisse en x.
Seule la suffisance demande une de´monstration, et re´sulte du crite`re 2.1, joint au
crite`re de platitude (I 5.9).
Pour e´noncer le re´sultat suivant, « rappelons » qu’un morphisme f : X → Y locale- 32
ment de type fini est dit e´quidimensionnel en le point x ∈ X si (posant y = f(x)) on
peut trouver un voisinage ouvert U de x, dont toute composante domine une com-
posante de Y tel que, pour tout y′ ∈ Y , les composantes irre´ductibles de f−1(y′)∩U
aient toutes une meˆme dimension inde´pendante de y′. Il suffit d’ailleurs dans cette
condition de prendre pour y′ les points ge´ne´riques des composantes irre´ductibles de Y
passant par y, et le point y. Si par exemple X et Y sont inte`gres et f dominant,
la condition signifie que les composantes des f−1(y) passant par x ont « la bonne »
dimension, i.e. la dimension de la fibre ge´ne´rique (rappelons qu’elles sont toujours
> la dimension de la fibre ge´ne´rique). Si f est e´quidimensionnel en x, la dimension
de sa fibre en x e´tant n, et si g : U → Y ′ = Y [t1, . . . , tn] est un Y -morphisme d’un
voisinage U de x, induisant un morphisme sur les fibres de y qui est quasi-fini en
x (ou encore, ce qui revient au meˆme, si g est quasi-fini en x), alors on montre que
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toute composante irre´ductible de U passant par x domine une composante irre´ductible
de Y ′. D’ailleurs en vertu du « lemme de normalisation », un tel g existe toujours (et
re´ciproquement, s’il existe un Y -morphisme quasi-fini g d’un voisinage ouvert U de x
dans un Y -sche´ma de la forme Y ′ = Y [t1, . . . , tn], tel que toute composante de U
passant par x domine une composante de Y ′, alors f est e´quidimensionnel en x). Ceci
pose´ :
Proposition 2.3. — Soient f : X → Y un morphisme localement de type fini, x un
point de X, y = f(x), on suppose Oy normal. Pour que f soit lisse en x, il faut et il
suffit que f soit e´quidimensionnel en x, et que f−1(y) soit lisse sur k(y) en x.
On voit aussitoˆt sur la de´finition qu’un morphisme lisse est e´quidimensionnel (N.B.
un morphisme plat de type fini n’est pas ne´cessairement e´quidimensionnel en x, meˆme
si sa fibre en x est irre´ductible). Prouvons la re´ciproque. Comme f−1(y) est lisse
sur k(y) en x, on peut supposer (remplac¸ant au besoin X par un voisinage convenable
de x) qu’il existe un Y -morphisme
g : X −→ Y [t1, . . . , tn] = Y
′
induisant un morphisme e´tale sur les fibres de y, et a fortiori quasi-fini en x. Donc g33
est non ramifie´, et (f e´tant e´quidimensionnel en x) les composantes irre´ductibles de X
passant par x dominent chacun une composante de Y ′, a fortiori l’homomorphisme
Oy′ → Ox de´duit de g (ou` y′ = g(x)) est injectif. Cet homomorphisme est de plus non
ramifie´, et Oy′ est normal puisque localise´ de l’anneau Oy[t1, . . . , tn], qui est normal
puisque Oy l’est. Donc l’homomorphisme Oy′ → Ox est e´tale (I 9.5 (ii)).
Remarques 2.4. — L’e´nonce´ pre´ce´dent vaut encore en remplac¸ant l’hypothe`se que Oy
est normal par l’hypothe`se plus faible que Y est ge´ome´triquement unibranche en
y, (cf. I 11) — puisque (I 9.5) vaut sous cette hypothe`se. Profitons de l’occasion
pour signaler en meˆme temps que si le corps re´siduel d’un anneau local inte`gre A
est alge´briquement clos, alors analytiquement inte`gre (i.e. Â est inte`gre) implique
ge´ome´triquement unibranche, la re´ciproque e´tant vraie de plus dans toute cate´gorie de
« bons anneaux », de fac¸on pre´cise dans une cate´gorie d’anneaux stable par les ope´ra-
tions usuelles, et ou` la comple´tion d’un anneau local normal est normale (condition
remplie, en vertu du « the´ore`me de normalite´ analytique » de Zariski, dans la cate´gorie
des alge`bres affines et leurs localise´es)(3).
« Rappelons » enfin dans le contexte actuel le re´sultat suivant, duˆ a` Hironaka(4)
qui permet parfois de s’assurer que f−1(y) est un sche´ma re´duit, i.e. que c’est aussi
ce que de nombreux ge´ome`tres alge´bristes conside´raient abusivement comme la fibre
(sans multiplicite´) de f au-dessus de x (savoir f−1(y)re´d) :
(3)Cf. EGA IV 7.8.
(4)Cf. EGA IV 5.12.10.
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Proposition 2.5. — Soient f : X → Y un morphisme dominant de type fini de pre´sche´-
mas re´duits, y un point de Y tel que Oy soit re´gulier. On suppose que toutes les com-
posantes de f−1(y) sont de multiplicite´ 1 (cf. de´finition plus bas), et que f−1(y)re´d
est normal. Alors f−1(y) est re´duit donc normal, X est normal en tous les points
de f−1(y), enfin X est plat sur Y en tous les points de f−1(y).
On dit qu’une composante Z de f−1(y) est de multiplicite´ 1 si, x de´signant le 34
point ge´ne´rique de Z, on a (i) dimOx = dimOy (i.e. Z n’est pas « composante ex-
ce´dentaire », c’est-a`-dire n’est pas « de dimension trop grande » ; (ii) l’ide´al maximal
de Ox est engendre´ par l’ide´al maximal de Oy (qui a priori, en vertu du choix de x,
engendre un ide´al de de´finition de Ox).
Compte tenu de 2.3 ou de 2.1 on trouve donc :
Corollaire 2.6. — Soient f : X → Y un morphisme dominant de type fini de pre´sche´-
mas re´duits, y un point de Y tel que Oy soit re´gulier. Pour que f soit lisse aux
points de X au-dessus de y, il faut et il suffit que les composantes de f−1(y) soient
de multiplicite´s 1, et que f−1(y)re´d soit lisse sur k(y).
Cette situation e´tait surtout conside´re´e par le passe´ quand Y e´tait le spectre d’un
anneau de valuation discre`te A, et e´tait de´signe´e commune´ment sous des vocables tels
que : « si la re´duction de X par rapport a` la valuation donne´e est jolie »... De plus,
X de´signait alors un sous-sche´ma (si on peut dire) ferme´ d’un PnK (K e´tant le corps
des fractions de A) et faute d’un langage ade´quat, le roˆle plus intrinse`que d’un objet
« de´fini sur A » (et non seulement sur K) n’apparaissait gue`re.
3. Proprie´te´s de permanence
Proposition 3.1. — Soit f : X → Y un morphisme, soit x ∈ X et y = f(x). Supposons
f lisse en x. Pour que Ox soit re´duit (resp. re´gulier, resp. normal) il faut et il suffit
que Oy le soit.
Cet e´nonce´ est en effet connu quand X est de la forme Y [t1, . . . , tn], et il est
de´montre´ dans (I, no 9) pour un morphisme e´tale ; le cas ge´ne´ral s’en de´duit aussitoˆt
graˆce a` la de´finition 1.1.
Nous ne de´taillons pas ici les autres proprie´te´s de permanence, re´sultant de´ja` de
la seule platitude, ou du fait que X est localement quasi-fini et plat au-dessus d’un
Y -pre´sche´ma de la forme Y [t1, . . . , tn] (ou, comme nous dirons, que X est Cohen- 35
Macaulay au-dessus de Y ). Signalons seulement que de ce dernier fait re´sulte que
(3.1) dimOx = dimOy + n− d, prof Ox = prof Oy + n− d,
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ou` n est la dimension de la fibre de f en x, et d le degre´ de transcendance de k(x)
sur k(y), d’ou` (posant coprof = dim− prof)(5)
(3.2) coprof Ox = coprof Oy.
Il en re´sulte par exemple que Ox est Cohen-Macaulay (resp. sans composantes im-
merge´es) si et seulement si il en est de meˆme de Oy.
4. Proprie´te´s diffe´rentielles des morphismes lisses
Pour simplifier, nous nous restreindrons pour l’essentiel au calcul diffe´rentiel d’or-
dre 1, nous bornant a` de rapides indications pour l’ordre supe´rieur (ou` les re´sultats
sont tout aussi simples).
Pour la de´finition du faisceau des 1-diffe´rentielles Ω1X/Y d’un Y -pre´sche´ma X ,
cf. (I No 1). Supposons que X et Y soient des S-pre´sche´mas, le morphisme structural
f : X → Y e´tant un S-morphisme. Alors f de´finit un homomorphisme de Modules
(compatible avec f)
(4.1) f∗ : Ω1Y/S −→ Ω
1
X/S
en d’autres termes, Ω1X/S est contravariant en le S-pre´sche´ma X . D’ailleurs (4.1)
e´quivaut a` un homomorphisme de Modules sur X
(4.1bis) f∗
(
Ω1Y/S
)
−→ Ω1X/S
e´galement de´note´ par f∗ a` de´faut de mieux, et qui s’inse`re dans une suite exacte
canonique d’homomorphismes de Modules
(4.2) f∗
(
Ω1Y/S
)
−→ Ω1X/S −→ Ω
1
X/Y −→ 0
Tous ces homomorphismes sont de´finis par la condition d’eˆtre de nature locale (ce qui
rame`ne au cas affine) et de commuter avec les ope´rateurs d. L’exactitude de (4.2) est
classique et triviale, et se transcrit dans le cas affine en la suite exacte (correspondant
a` un homomorphisme B → C de A-alge`bres) :
(4.2bis) Ω1B/A ⊗B C −→ Ω
1
C/A −→ Ω
1
C/B −→ 0
Lemme 4.1. — Soit f : X → Y un morphisme de S-pre´sche´mas. Si f est non rami-36
fie´ (resp. e´tale) alors f∗
(
Ω1Y/S
)
→ Ω1X/S est surjectif (resp. un isomorphisme). La
re´ciproque est vraie dans le cas « non ramifie´ », si f est suppose´ localement de type
fini.
(5)Pour ces formules, cf. EGA IV 6.1 et 6.3.
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Le cas non ramifie´ re´sulte de la suite exacte (4.2) et de (I 3.1), mais peut aussi se
voir directement comme le cas e´tale. Conside´rons le diagramme
X
∆X/Y
// X ×Y X

// X ×S X

Y
∆Y/S
// Y ×S Y
dans lequel X×Y X s’identifie au produit fibre´ de Y et X×SX sur Y ×S Y . Comme f
est non ramifie´,X → X×Y X est une immersion ouverte, donc le faisceau « conormal »
de l’immersion compose´e ∆X/S de cette dernie`re avec X×Y X → X×SX est isomor-
phe a` l’image inverse surX du faisceau conormal pour l’immersionX×YX → X×SX .
D’autre part, X → Y e´tant e´tale donc plat, X ×S X → Y ×S Y est plat, donc le fais-
ceau conormal pour l’immersion X ×Y X → X ×S X est isomorphe a` l’image inverse
du faisceau conormal pour l’immersion Y → Y ×S Y , i.e. l’image inverse de Ω1Y/S . La
conclusion en re´sulte.
Lemme 4.2. — Soit X = Y [t1, . . . , tn], Y e´tant un S-pre´sche´ma. Alors la suite d’ho-
momorphismes canoniques
0 −→ f∗
(
Ω1Y/S
)
−→ Ω1X/S −→ Ω
1
X/Y −→ 0
est exacte et Ω1X/Y est libre de base les dX/Y ti.
La ve´rification (purement affine) est imme´diate. (N.B. on connaˆıt de´ja` l’exactitude
de (4.2)).
Combinant ces deux e´nonce´s et de´finition 1.1, on trouve
Théorème 4.3. — Soient f : X → Y un morphisme lisse de S-pre´sche´mas, alors :
(i) La suite d’homomorphismes canoniques
0 −→ f∗
(
Ω1Y/S
)
−→ Ω1X/S −→ Ω
1
X/Y −→ 0
est exacte.
(ii) Ω1X/Y est localement libre, son rang n en x est e´gal a` la dimension relative de f
en x.
Corollaire 4.4. — L’homomorphisme f∗
(
Ω1Y/S
)
→ Ω1X/S est injectif, son image dans 37
Ω1X/S est localement facteur direct.
Soit u : F → G un homomorphisme de Modules sur le pre´sche´ma X , on dit qu’il
est universellement injectif en x ∈ X , si l’homomorphisme Fx → Gx de Ox-modules
est injectif, et reste tel par tensorisation avec toute Ox-alge`bre (ou, ce qui revient au
meˆme d’ailleurs, avec tout Ox-module). Il suffit par exemple qu’il existe un voisinage
ouvert U de x tel que u induise un isomorphisme de F |U sur un facteur direct de G|U ,
cette condition est aussi ne´cessaire lorsque F et G sont libres (et de type fini) dans un
voisinage de x, de fac¸on pre´cise dans ce cas les conditions suivantes sont e´quivalentes :
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(i) u est injectif en x et Cokeru libre en x ;
(ii) Il existe un voisinage ouvert U de x tel que u induise un isomorphisme de F |U
sur un facteur direct de G|U ;
(iii) u est universellement injectif en x ;
(iv) l’homomorphisme Fx ⊗ k(x) → Gx ⊗ k(x) sur les « fibres » restreintes induit
par u est injectif ;
(v) L’homomorphisme transpose´ Gˇ→ Fˇ est surjectif au point x (ou encore, ce qui
revient au meˆme, au voisinage de x).
(De´monstration circulaire, (iv)⇒(v) re´sulte de Nakayama, d’autre part (v)⇒(i)
puisqu’un faisceau quotient localement libre est ne´cessairement facteur direct).
Ge´ome´triquement, la situation envisage´e signifie que u correspond a` un isomorphisme
du fibre´ vectoriel dont le faisceau des sections est F , sur un sous-fibre´ du fibre´ vectoriel
analogue de´fini par G. Bien entendu, il ne suffit pas pour cela que F → G soit injectif.
Corollaire 4.5. — Soit f : X → Y un morphisme de S-pre´sche´mas, localement de type
fini, x ∈ X, y = f(x), s la projection de x et y sur S. On suppose Y lisse en y sur S.
Conditions e´quivalentes :
(i) f est lisse en x.
(ii) X est lisse sur S en x, et f∗
(
Ω1Y/S
)
→ Ω1X/S est universellement injectif en x,
i.e. c’est un homomorphisme injectif en x et son conoyau Ω1X/Y est libre en x.
La ne´cessite´ re´sulte de 1.3 (iii) et de 4.3 (i) (ii), prouvons la suffisance. Comme les
dg (g ∈ Ox) engendrent le module Ω
1
X/Y en x, on peut trouver des gi (1 6 i 6 n) tels38
que les images des dgi dans
(
Ω1X/Y
)
x
forment une base de ce module. PrenantX assez
petit, on peut supposer que les gi proviennent de sections de OX , et de´finissent donc
un Y -morphisme g : X → Y ′ = Y [t1, . . . , tn]. Utilisant l’hypothe`se et lemme 4.2, on
voit facilement que l’homomorphisme correspondant g∗
(
Ω1Y ′/S
)
→ Ω1X/S est bijectif
en x, ce qui nous rame`ne a` prouver le
Corollaire 4.6. — Soit f : X → Y un morphisme de S-pre´sche´mas lisses. Pour que f
soit e´tale en x ∈ X, il faut et il suffit que f∗
(
Ω1Y/S
)
→ Ω1X/S soit un isomorphisme
en x.
On sait que c’est ne´cessaire par 4.1, et cette condition implique que f est non ramifie´
en x par le meˆme lemme. En vertu de 2.2, on est ramene´ au cas ou` S = Spec(k).
Comme Y est lisse sur k, il est re´gulier, donc a fortiori normal, et en vertu de (I 9.5
(ii)) on est ramene´ a` prouver que Oy → Ox est injectif, ou encore que Oy et Ox ont
meˆme dimension. Or ces dimensions sont respectivement les rangs de Ω1Y/k et Ω
1
X/k
en y resp. x, donc e´gaux en vertu de l’hypothe`se.
Remarques 4.7. — X et Y e´tant suppose´s lisses sur S, le crite`re 4.5 (ii) de lissite´
de f : X → Y peut encore s’e´noncer en disant que pour tout x ∈ X , l’application
tangente (relativement a` la base S) de f en x, i.e. la transpose´e de l’homomorphisme
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des k(x) espaces vectoriels de dimension finie, fibres restreintes de f∗
(
Ω1Y/S
)
et Ω1X/S
en x, est surjective. C’est la` une hypothe`se bien familie`re en particulier parmi les
gens travaillant avec les espaces analytiques. L’hypothe`se de non singularite´ qu’ils
font d’ordinaire (qui signifie que X et Y sont « lisses sur C », cf. No 5) ne semble due
qu’a` la peur qu’inspirent encore a` bien des ge´ome`tres les points singuliers des varie´te´s
alge´briques ou espaces analytiques.
Signalons le cas particulier suivant de 4.6 :
Corollaire 4.8. — Soient X un S-pre´sche´ma, g : X → S[t1, . . . , tn] un S-morphisme,
de´fini par les sections gi (1 6 i 6 n) de OX , x un point de X tel que X soit lisse
sur S en x. Pour que g soit e´tale en x, il faut et il suffit que les dgi (1 6 i 6 n) 39
forment une base de Ω1X/S en x (ou, ce qui revient au meˆme, que leurs images dans
Ω1X/S(x) =
(
Ω1X/S
)
x
⊗Ox k(x) forment une base de cet espace vectoriel sur k(x)).
Soient X un pre´sche´ma, Y un sous-pre´sche´ma ferme´ de X de´fini par un faisceau
cohe´rent J d’ide´aux. Donc J /J 2 peut eˆtre conside´re´ comme un faisceau cohe´rent
sur Y (le faisceau conormal de Y dans X). Si maintenant X est un S-pre´sche´ma, on
a une suite exacte canonique de faisceaux quasi-cohe´rents sur Y
(4.3) J /J 2
d
−−−→ Ω1X/S ⊗OX OY −→ Ω
1
Y/S −→ 0
dont la partie de droite n’est autre que (4.2) (avec le roˆle de X et Y interchange´s,
compte tenu que Ω1Y/X = 0), tandis que l’homomorphisme J /J
2 → Ω1X/S ⊗OX OY
est de´duit de l’homomorphisme (en ge´ne´ral non line´aire) g → dg par passage aux
quotients. L’exactitude de (4.3) est classique et d’ailleurs triviale, et s’interpre`te dans
le cas affine par la suite exacte suivante (correspondante a` un homomorphisme surjectif
B → C de A-alge`bres, de noyau J) :
(4.3bis) J/J2 −→ Ω1B/A ⊗B C −→ Ω
1
C/A −→ 0 (C = B/J)
(suite exacte qui avait de´ja` e´te´ utilise´e implicitement dans la de´monstration de
(I 7.2) !).
Proposition 4.9. — Soient X un S-pre´sche´ma, Y un sous-pre´sche´ma ferme´ de X
de´fini par un faisceau cohe´rent J d’ide´aux sur X, x un point de X, gi (1 6 i 6 n)
des sections de OX , de´finissant un S-morphisme
g : X −→ S[t1, . . . , tn] = X
′
enfin p un entier, 0 6 p 6 n. On suppose X lisse sur S en x. Les conditions suivantes
sont e´quivalentes :
(i) Il existe un voisinage ouvert X1 de x dans X tel que g|X1 soit e´tale et que
Y1 = Y ∩ X1 (trace de Y sur X1) soit l’image inverse du sous-pre´sche´ma ferme´
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Y ′ = S[tp+1, . . . , tn] de X
′ = S[t1, . . . , tn] (i.e. les gi (1 6 i 6 p) engendrent J |X1) :
Y1

// X1
e´tale

Y ′ = S[tp+1, . . . , tn] // X ′ = S[t1, . . . , tn]
(ii) Y est lisse sur S en x, les gi (1 6 i 6 p) de´finissent des e´le´ments de Jx, les40
dgi(x) (1 6 i 6 n) forment une base de Ω
1
X/S(x) sur k(x), les dg
′
i(x) (p+ 1 6 i 6 n)
forment une base de Ω1Y/S(x) sur k(x) (ou` les g
′
i de´signent les restrictions des gi a` Y ;
les diffe´rentielles sont prises par rapport a` S).
(iii) Les gi (1 6 i 6 p) de´finissent un syste`me de ge´ne´rateurs de Jx, et les dgi(x)
(1 6 i 6 n) forment une base de Ω1X/S(x) sur k(x).
(iv) Y est lisse sur S en x, les gi (1 6 i 6 p) forment un syste`me minimal de
ge´ne´rateurs de Jx, les dg′i(x) (p+1 6 i 6 n) forment une base de Ω
1
Y/S(x) sur k(x).
De plus, sous ces conditions, J /J 2 est un Module libre sur Y en x, admettant
comme base en x les classes des gi (1 6 i 6 p), et l’homomorphisme canonique
J /J 2 → Ω1X/S ⊗ OY est universellement injectif en x.
Remarque. — Cela implique que p est bien de´termine´ par les autres conditions, soit
comme rang du Module libre J /J 2 sur Y en x, ou encore le nombre minimum de
ge´ne´rateurs de Jx sur X , ou enfin par le fait que la dimension relative de Y rel. S
en x est n− p.
De´monstration. — Supposons d’abord (i) ve´rifie´. Alors par (I 4.6 (iii)) Y1 est e´tale
sur Y ′, donc par de´finition il est lisse sur S en x (de dimension relative n−p), il en est
donc de meˆme de Y . Il re´sulte alors de (4.8) que les dgi (1 6 i 6 n) forment une base
de Ω1X/S en x, et que les dg
′
i (p + 1 6 i 6 n) une base de Ω
1
Y/S en x, d’ou` il re´sulte
par la suite exacte (4.3) que les gi (1 6 i 6 p) sont line´airement inde´pendants dans
J /J 2 (conside´re´ comme Module sur Y ) en x ; comme les gi (1 6 i 6 p) engendrent
Jx, il s’ensuit que les gi mod J 2x forment une base de J /J
2 en x. Cela implique
d’une part que les gi (1 6 i 6 p) forment un syste`me minimal de ge´ne´rateurs de Jx,
d’autre part que l’homomorphisme J /J 2 → Ω1X/S⊗OY de (4.3) est universellement
injectif en x (car applique une base d’un Module libre en x sur une partie d’une base
d’un Module libre en x — N.B. il s’agit de Y -Modules). Cela prouve que (i) implique
(ii), (iii), (iv), ainsi que les dernie`res assertions de proposition 4.9.
(iii) implique (i) en vertu de corollaire 4.8.
(ii) implique (i). En effet, la premie`re hypothe`se dans (ii) signifie que (quitte a`41
remplacerX par un voisinage ouvert de x dans X) g induit un morphisme h : Y → Y ′.
D’apre`s 4.8, les deux autres hypothe`ses de (ii) signifient que g est e´tale en x, et h e´tale
en x. Soit alors Y ′′ l’image inverse de Y ′ par g. Donc Y est un sous-pre´sche´ma ferme´
de Y ′′, qui est e´tale sur Y ′ en x par (I 4.6 (iii)) puisque g est e´tale en x. Donc
le morphisme d’immersion Y → Y ′′ est lui-meˆme e´tale (I 4.8) donc une immersion
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ouverte (I 5.8 ou I 5.2), donc remplac¸ant encoreX par un voisinage ouvert convenable
X1 de x, on obtient (i).
Ce qui pre´ce`de e´tablit l’e´quivalence des conditions (i), (ii), (iii), et le fait qu’elles
impliquent (iv), il reste a` prouver que (iv)⇒(ii), ce qui est imme´diat (compte tenu
que Ω1X/S est libre sur X en x) une fois qu’on sait que le fait que Y est lisse sur S en x
implique que J /J 2 est libre sur Y en x, et l’homomorphisme J /J 2 → Ω1X/S⊗OY
universellement injectif en x. Ce dernier point est inclus dans le
Théorème 4.10. — Soient X un S-pre´sche´ma lisse, Y un sous-pre´sche´ma ferme´ de X
de´fini par un faisceau cohe´rent J d’ide´aux sur X, x un point de X. Les conditions
suivantes sont e´quivalentes :
(i) Y est lisse sur S en x.
(ii) Il existe un voisinage ouvert X1 de x dans X et un S-morphisme e´tale
g : X1 −→ X
′ = S[t1, . . . , tn]
tel que Y1 = Y ∩X1 (trace de Y sur X1) soit le sous-pre´sche´ma de X1 image inverse
par g du sous-pre´sche´ma ferme´ Y ′ = S[tp+1, . . . , tn] de X
′ = S[t1, . . . , tn], pour un p
convenable.
(iii) Il existe des ge´ne´rateurs gi (1 6 i 6 p) de Jx, tels que les dgi forment une
partie d’une base de Ω1X/S en x (ou, ce qui revient au meˆme, tel que les dgi(x) dans
Ω1X/S soient line´airement inde´pendant sur k(x)).
(iv) Le faisceau J /J 2 est libre sur Y en x, et l’homomorphisme canonique
d : J /J 2 −→ Ω1X/S ⊗ OY
est universellement injectif en x ; ou encore : la suite d’homomorphismes canoniques
0 −→ J /J 2 −→ Ω1X/S ⊗ OY −→ Ω
1
Y/S −→ 0
est exacte en x, et Ω1Y/S est localement libre en x.
De´monstration. — On sait de´ja` que (ii) implique (i), (iii), (iv) d’apre`s ce qui pre´ce`de. 42
Prouvons que (i)⇒(ii) (ce qui ache`vera en meˆme temps la de´monstration de 4.9).
En vertu de the´ore`me 4.3 (ii), les deux derniers termes dans la suite exacte (4.3)
sont des Modules libres sur Y . Donc, comme les images dans Ω1X/S ⊗OX OY des dg
(g ∈ OX) engendrent ce module en x, donc leurs images dans Ω1Y/S engendrent ce
dernier en x, on peut trouver des gi (p+ 1 6 i 6 n) dans OX tels que les dg′i forment
une base de Ω1Y/S , puis (en vertu de l’exactitude de (4.3)) comple´ter le syste`me des
dgi (p + 1 6 i 6 n) en une base du terme me´dian par des e´le´ments de la forme dgi
(1 6 i 6 n) ou` les gi (1 6 i 6 p) sont dans Jx. Les gi proviennent de sections
de OX sur un voisinage de x dans X , qu’on peut supposer e´gal a` X . On est alors
sous les conditions de 4.8 (ii), et on a e´tabli que cela implique la condition 4.8 (i),
d’ou` 4.10 (ii).
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L’implication (iii)⇒(ii) dans 4.10 re´sulte aussitoˆt de l’implication (iii)⇒(i) dans 4.8.
Donc (i), (ii), (iii) sont e´quivalents, et impliquent (iv). Enfin, il est trivial que (iv)
implique (iii), compte tenu que des gi ∈ Jx qui forment une base de Jx mod J 2x
engendrent Jx (Nakayama).
De plus, la de´monstration qui pre´ce`de montre ceci :
Corollaire 4.11. — Soient X un S-pre´sche´ma, Y un sous-pre´sche´ma ferme´ de´fini par
un faisceau cohe´rent J d’ide´aux sur X, x un point de Y . On suppose X et Y lisses
sur S en x. Soient gi des sections de J (1 6 i 6 p). Les conditions suivantes sont
e´quivalentes :
(i) Les gi engendrent Jx et les dgi(x) sont line´airement inde´pendants dans
Ω1X/S(x) sur k(x).
(ii) Les gi mod J 2 forment une base de J /J 2 en x.
(iii) Les gi forment un syste`me minimal de ge´ne´rateurs de Jx.
(iv) On peut trouver d’autres sections gi (p+1 6 i 6 n) de OX sur un voisinage X1
de X, de´finissant avec les pre´ce´dents un morphisme e´tale X1 → X ′ = S[t1, . . . , tn]
tel que Y1 = Y ∩ X1 soit l’image inverse par g du sous-pre´sche´ma ferme´
Y ′ = S[tp+1, . . . , tn] de X
′ = S[t1, . . . , tn].
En particulier :43
Corollaire 4.12. — Soient X un S-pre´sche´ma, F une section de OX , Y le sous-
pre´sche´ma des ze´ros de F (de´fini par l’Ide´al cohe´rent F · OX), x un point de Y .
On suppose X simple sur S en x. Pour que Y soit lisse sur S en x, il faut et il suffit
que ou bien F soit nul au voisinage de x, ou bien que dF (x) 6= 0 (ou` dF (x) de´signe
l’image de dF dans l’espace vectoriel Ω1X/S(x) sur k(x)).
C’est suffisant en vertu de 4.10 crite`re (iii). C’est ne´cessaire, car comme J est
engendre´ par un e´le´ment, il faut d’abord que J /J 2 au point x soit libre de rang
6 1. Si ce rang est 0, i.e. J /J 2 = 0 en x, il s’ensuit que J = 0 en x par Nakayama,
i.e. F est nul au voisinage de x. Si ce rang est 1, alors F forme un syste`me minimal
de ge´ne´rateurs de J en x, et on conclut par (4.11), e´quivalence de (i) et (iii)).
Corollaire 4.13. — Soient Y un S-pre´sche´ma localement de type fini, S′ un S-pre´-
sche´ma plat, Y ′ = Y ×S S′, x′ un point de Y ′ et x son image canonique dans Y .
Pour que Y soit lisse sur S en X, il faut et il suffit que Y ′ soit lisse sur S′ en x′. En
particulier, si S′ → S est plat et surjectif, Y est lisse sur S si et seulement si Y ′ est
lisse sur S′.
Il n’y a a` prouver que la suffisance (la ne´cessite´ a e´te´ vue dans 1.3 (ii)). On peut
supposer (remplac¸ant Y par un voisinage convenable de x, Y ′ par l’image inverse
de ce dernier) que Y est affine de type fini sur S affine, donc Y est isomorphe a` un
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sous-pre´sche´ma ferme´ d’un sche´ma S[t1, . . . , tn]. Par suite, Y
′ s’identifie a` un sous-
pre´sche´ma ferme´ de X ′ = X ×S S′. Comme X est lisse sur S, donc X ′ lisse sur S′, on
peut appliquer les crite`res de lissite´ 4.10. Ici, le crite`re (iv) donne le re´sultat aussitoˆt.
Remarques 4.14. — Le crite`re (iii) de the´ore`me 4.10 me´rite d’eˆtre appele´ crite`re jaco-
bien de lissite´. Il permet de reconnaˆıtre, the´oriquement, si un S-pre´sche´ma donne´ Y est
lisse sur S en un point x de Y , puisque il existe toujours un voisinage de Y isomorphe
a` un sous-pre´sche´ma d’un S-pre´sche´ma lisse X , par exemple X = S[t1, . . . , tn]. C’est
d’ailleurs pour X = S[t1, . . . , tn], S = Spec(A), qu’on e´nonce d’habitude le crite`re
jacobien (bien entendu, dans le cas classique envisage´ par Zariski, A e´tait un corps). 44
On laisse au lecteur de donner l’e´nonce´ relatif a` la donne´e d’un ide´al J de A[t1, . . . , tn]
et d’un ide´al premier le contenant, auquel on est ainsi conduit. Notons qu’il semble
bien a` l’heure actuelle (et surtout depuis que Nagata est parvenu a` ge´ne´raliser par des
me´thodes non-diffe´rentielles le the´ore`me de Zariski disant que l’ensemble des points
re´guliers d’un sche´ma alge´brique est ouvert) que le crite`re jacobien n’a gue`re d’in-
te´reˆt que sous la forme ou` nous le donnons ici (i.e. en utilisant exclusivement des
diffe´rentielles relatives et non pas des diffe´rentielles absolues, i.e. relatives a` l’anneau
de constantes absolues Z). Comme bien souvent, la conside´ration des diffe´rentielles
est plus commode ici que celle des de´rivations. Notons enfin que si Y est lisse sur S en
x, de dimension relative n, alors il existe un voisinage ouvert de x dans Y isomorphe
a` un sous-pre´sche´ma de X = S[t1, . . . , tn] avec n = m + 1, comme il re´sulte de la
de´finition et de (I 7.6).
Soient A un anneau noethe´rien, xi (1 6 i 6 n) des e´le´ments de A, J l’ide´al
engendre´ par les xi. On dit que les xi forment un syste`me re´gulier de ge´ne´rateurs
de J si l’homomorphisme surjectif canonique
(A/J)[t1, . . . , tn] −→ gr
J (A)
de´fini par les xi (ou` le deuxie`me membre de´signe l’anneau gradue´ associe´ a` A filtre´
par les puissances de J) est un isomorphisme. Cette condition signifie aussi que
(i) L’homomorphisme surjectif canonique
SA/J(J/J
2) −→ grJ(A)
(ou`, le premier membre de´signe l’alge`bre syme´trique du A/J-module J/J2) est un
isomorphisme, et
(ii) J/J2 est libre et admet pour base les classes des xi mod J
2.
Sous cette forme, on voit que si J 6= A, les xi forment un syste`me minimal de ge´ne´ra-
teurs de J , et que tout autre syste`me minimal de ge´ne´rateurs de J est un syste`me
re´gulier de ge´ne´rateurs (N.B. « minimal » est pris au sens strict : nombre minimum
d’e´le´ments, qui n’est e´quivalent au sens : minimal pour l’inclusion, que si A est local) ;
d’autre part, si J = A, tout syste`me de ge´ne´rateurs de J est re´gulier.
La condition de re´gularite´ d’un syste`me de ge´ne´rateurs d’un ide´al est stable par 45
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localisation par un ensemble multiplicativement stable quelconque, et d’autre part on
voit tout de suite que pour que (xi) soit un syste`me minimal de ge´ne´rateurs de J , il
suffit de´ja` que pour tout ide´al maximal m contenant J , les xi de´finissent un syste`me
re´gulier de ge´ne´rateurs de JAm dans Am. Cela nous rame`ne donc au cas ou` A est un
anneau local d’ide´al maximal m, et ou` les xi sont dans m. Alors les xi forment un
syste`me re´gulier de ge´ne´rateurs de J si et seulement si ils forment une A-suite au
sens de Serre(6), i.e. si pour tout i tel que 1 6 i 6 n, xi est non-diviseur de 0 dans
A/(x1, . . . , xi−1)A.
Enfin, dans le cas ou` A est une alge`bre sur un anneau B, et ou` A/J est isomorphe
comme B-alge`bre a` B (de sorte que J est le noyau d’un homomorphisme de B-alge`bres
A→ B), alors les xi forment un syste`me re´gulier de ge´ne´rateurs de J si et seulement
si l’homomorphisme canonique
B[[t1, . . . , tn]] −→ Â
de´fini par les xi (ou` le deuxie`me membre de´signe le comple´te´ se´pare´ lim←−
A/Jn+1 de A
pour la topologie de´finie par les puissances de J) est un isomorphisme (il est en tout
cas surjectif ).
Tous ces faits sont bien connus, et figurent sans doute dans le cours de Serre
d’alge`bre commutative re´dige´ par Gabriel, a` peu de choses pre`s. (Ou` on trouve N
autres caracte´risations des A-suites, dans le cas ou` A est un anneau local).
Soit J un ide´al dans un anneau noethe´rien A. On dira que J est un ide´al re´gulier
si pour tout ide´al premier p de A, JAp admet un syste`me re´gulier de ge´ne´rateurs. Il
suffit e´videmment de le ve´rifier pour p ⊃ J , et on peut de plus se borner a` p maximal.
Plus ge´ne´ralement, soit J un Ide´al sur un pre´sche´ma localement noethe´rienX , on dit
que J est un Ide´al re´gulier si pour tout x ∈ X , Jx est un ide´al de Ox qui admet un
syste`me re´gulier de ge´ne´rateurs. Cela e´quivaut a` la conjonction des deux conditions
suivantes :
(a) L’homomorphisme canonique surjectif
SOX/J (J /J
2) −→ grJ (OX)
est un isomorphisme et
(b) Le faisceau de OX/J -Modules J /J 2 est localement libre.
On dit alors aussi que le sous-pre´sche´ma Y de X de´fini par J (donc tel que OY46
prolonge´ par 0 soit isomorphe a` OX/J ) est re´gulie`rement immerge´ dans X , et on
de´finit de meˆme (de fac¸on e´vidente) la notion de morphisme d’immersion re´gulie`re,
(resp. re´gulie`re en un point x), morphisme d’immersion Y → X identifiant Y (resp. un
voisinage convenable de x), a` un sous-pre´sche´ma ferme´ re´gulie`rement immerge´ dans
un ouvert de X . (Il ne faut pas dire : sous-pre´sche´ma re´gulier, car cela signifierait que
les anneaux locaux de Y sont re´guliers). Enfin, des sections xi de J sont appele´es
(6)Nous dirons maintenant plutoˆt « suite A-re´gulie`re », cf. EGA 0IV 15.1.7 et 15.1.11.
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syste`me re´gulier de ge´ne´rateurs si pour tout x ∈ X , les e´le´ments correspondants
de Ox forment un syste`me re´gulier de ge´ne´rateurs de Jx (terminologie compatible
avec celle introduite pour des ge´ne´rateurs d’un ide´al d’un anneau). Cela signifie aussi
que l’homomorphisme surjectif canonique
OY [t1, . . . , tn] −→ gr
J (OX)
de´fini par les xi est un isomorphisme. Si on sait par avance que l’Ide´al J est re´gulier,
cela signifie aussi, simplement, que en tout point x de Y , les xi de´finissent une base
de J /J 2 sur OY,x. (N.B. cette condition est vide si Y est vide). Ainsi, pour que J
admette un syste`me re´gulier de ge´ne´rateurs, il faut et il suffit que J soit re´gulier,
et le OY -Module J /J 2 soit globalement libre (et non-seulement localement libre),
i.e. que l’homomorphisme canonique SOY (J /J
2)→ grJ (OX) soit surjectif, et que
le OY -Module J /J
2 soit globalement libre.
Un anneau augmente´ est dit re´gulier si l’ide´al de l’augmentation est re´gulier. Ainsi,
si A est un anneau local, conside´re´ comme augmente´ dans son corps re´siduel k, alors
A est un anneau local re´gulier si et seulement si c’est un anneau augmente´ re´gulier.
(A` vrai dire, il semble qu’il e´tait inutile de commencer par faire le sorite pre´liminaire
pour les anneaux, il y a inte´reˆt a` commencer avec les faisceaux tout de suite. Si on veut
quelque chose dans le cas noethe´rien, c’est la de´finition adopte´e ici — a priori moins
stricte que celle par les A-suites de Serre — qui semble pre´fe´rable pour les besoins
du calcul diffe´rentiel. Bien entendu, pour bien faire, il faudrait de´velopper aussi au
moins une partie de la the´orie des morphismes lisses dans le cadre non-noethe´rien(7),
probablement en partant du crite`re jacobien, de fac¸on a` obtenir si possible toutes 47
les proprie´te´s formelles essentielles des morphismes lisses et des morphismes e´tales
i.e. lisses et quasi-finis ; les re´ciproques seules faisant appel a` des hypothe`ses noethe´ri-
ennes).
Apre`s ces longs pre´liminaires terminologiques, un petit the´ore`me :
Théorème 4.15. — Soient X un S-pre´sche´ma localement de type fini, Y un sous-
pre´sche´ma ferme´ de X de´fini par un faisceau cohe´rent J d’ide´aux sur X, x un point
de X. On suppose maintenant Y lisse sur S en x (et rien sur X). Alors les conditions
suivantes sont e´quivalentes :
(i) X est lisse sur S en x
(ii) L’immersion i : Y → X est re´gulie`re en x, i.e. Jx est un ide´al re´gulier de Ox.
Corollaire 4.16. — Supposons Y lisse sur S. Pour que X soit lisse sur S dans un
voisinage de Y (i.e. aux points de Y ) il faut et il suffit que Y soit re´gulie`rement
plonge´ dans X, i.e. que l’immersion i : Y → X soit re´gulie`re.
(7)Comme il est dit dans l’avant-propos, c’est chose faite maintenant, cf. EGA IV 17, 18
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De´monstration. — (i) implique (ii). On applique 4.10 crite`re (ii), comme g : X1 → X
est plat, pour montrer que l’image inverse par g du sous-pre´sche´ma Y ′ de X ′ est
re´gulie`rement plonge´, on est ramene´ a` prouver que Y ′ = S[tp+1, . . . , tn] est re´gulie`re-
ment plonge´ dans S[t1, . . . , tn], ce qui est trivial (les ti (1 6 i 6 p) forment un syste`me
re´gulier de ge´ne´rateurs de l’Ide´al de´finissant Y ′ dans X ′).
(ii) implique (i). Soit gi (1 6 i 6 p) un syste`me re´gulier de ge´ne´rateurs de Jx et
soient gi (p + 1 6 i 6 n) des e´le´ments de OX,x tels que leurs images g′i dans OY,x
de´finissent un morphisme e´tale
Y1 −→ Y
′ = S[tp+1, . . . , tn]
d’un voisinages Y1 de Y dans Y
′. Les gi (1 6 i 6 n) proviennent de sections (de meˆme
nom) de OX sur un voisinage X1 de x, et on peut supposer X1 = X , Y1 = Y . On
obtient ainsi un morphisme
g : X −→ X ′ = S[t1, . . . , tn]
et tout revient a` montrer que ce morphisme est e´tale en x. Prenant X1 assez petit,
on peut supposer que les gi (1 6 i 6 p) forment un syste`me re´gulier de ge´ne´rateurs48
de J sur tout X . En particulier, ils engendrent J , donc le sous-pre´sche´ma Y de X
s’identifie a` l’image inverse par g du sous-pre´sche´ma Y ′ de X ′. Soit x′ = g(x), alors la
fibre deX ′ → X en x′ est identique a` la fibre de Y → Y ′ en x, donc est e´tale sur k(x′),
donc g est non ramifie´ en x, reste a` prouver que g est plat en x. Or le gradue´ associe´ a`
OX′,x′ filtre´ par les puissances de J ′x est libre sur OY ′,x′ en tous degre´s, d’autre part le
gradue´ associe´ a` OX,x filtre´ par les puissances de Jx = J ′xOX,x est isomorphe (sous
l’homomorphisme canonique) au produit tensoriel du pre´ce´dent par OY,x (puisque
l’un et l’autre anneau sont des anneaux de polynoˆmes a` n−p inde´termine´es, a` anneau
de constantes OY ′,x′ , resp. OY,x), enfin sur OX′,x′/J ′x′ = OY ′,x′ OX,x/Jx = OY,x est
plat.
D’apre`s un crite`re ge´ne´ral de platitude (valable pour un homomorphisme local
d’anneaux locaux noethe´riens A′ → A, A′ e´tant muni d’un ide´al J ′ 6= A′ tel que
le gradue´ associe´ soit libre sur A′/J ′ en toute dimension) il s’ensuit que X est plat
sur X ′ en x, cqfd.
Corollaire 4.17. — Soient X un pre´sche´ma localement de type fini sur Y , i une section
de X sur Y , y un point de Y , x = i(y), J le faisceau d’ide´aux sur X de´fini par le
sous-pre´sche´ma i(Y ) (que nous supposons ferme´ pour simplifier l’e´nonce´, condition
ve´rifie´e si X est un sche´ma).
Les conditions suivantes sont e´quivalentes :
(i) X est lisse sur Y en x
(ii) i est une immersion re´gulie`re en y
(iii) La Oy-alge`bre comple´te´e de Ox pour la topologie de´finie par les puissances de
Jx est isomorphe a` une alge`bre de se´ries formelles Oy[[t1, . . . , tn]].
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(iii bis) Il existe un voisinage ouvert U de y tel que le faisceau d’alge`bres
lim
←−
i∗(OX/J n+1) sur OY soit isomorphe a` un faisceau de la forme OY [[t1, . . . , tn]]
au-dessus de U .
(iv) Il existe un voisinage ouvert U de y, et un voisinage ouvert V de x, et enfin
un Y -morphisme g : V → U [t1, . . . , tn], tel que g soit e´tale, que i induise une section
de V sur U , transforme´e par g en la section nulle de U [t1, . . . , tn] sur U .
L’e´quivalence de (i) et (ii) est un cas particulier de the´ore`me 4.15, en faisant Y = S, 49
l’e´quivalence de (ii) et (iii) (et moralement de (ii) et (iii bis)) a e´te´ signale´ avec les « rap-
pels ». quant a` l’e´quivalence de (i) et (iv), elle se de´duit facilement de the´ore`me 4.10
(e´quivalence des conditions (i) et (ii) dudit).
Corollaire 4.18. — Soit X un pre´sche´ma lisse au-dessus de S. Alors le morphisme
diagonal
∆X/S : X −→ X ×S X
est une immersion re´gulie`re, ou comme on dit encore, X est « diffe´rentiablement lisse »
sur S.
En effet, c’est un cas particulier de corollaire 4.16, puisque X et X ×S X sont tous
deux lisses sur S.
Remarques 4.18. — Rappelons (I 1) que si X est un pre´sche´ma au-dessus de S, on
introduit les faisceaux quasi-cohe´rents d’alge`bres PnX/S = OX×SX/I
n+1
X sur X , (ou`
IX de´signe le faisceau d’ide´aux qui de´finit la diagonale dans X ×S X), conside´re´
comme faisceau de OX -alge`bres graˆce a` la premie`re projection pr1 : X ×S X → X .
Les PnX/S forment un syste`me projectif d’Alge`bres sur X , dont la limite projective est
note´e P∞X/S et n’est autre que le faisceau structural du comple´te´ formel de X ×S X
le long de la diagonale (en supposant maintenant X localement de type fini sur S,
donc les PnX/S cohe´rents). Dire que X est diffe´rentiablement lisse sur S (i.e. que
le morphisme diagonal ∆X/S est une immersion re´gulie`re) signifie aussi que P
∞
X/S
est re´gulier, en tant que faisceau d’alge`bres augmente´ vers OX , i.e. que Ω1X/S est
localement libre et l’homomorphisme surjectif canonique
SOX (Ω
1
X/S) −→ gr∗(P
∞
X/S)
est un isomorphisme, ou enfin que tout point de X a un voisinage ouvert sur lequel le
faisceau d’alge`bres augmente´es P∞X/S soit isomorphe a` un faisceau OX [[t1, . . . , tn]].
Soit s une section de X sur S, J le faisceau d’ide´aux sur X qu’elle de´finit
(supposant pour simplifier que s(S) est ferme´), on a alors des isomorphismes canon- 50
iques de OX -alge`bres augmente´es :
(4.4) s∗(PnX/S) = OX/J
n+1, s∗(P∞X/S) = lim←−
n
OX/J
n+1
Ces isomorphismes sont fonctoriels dans un sens e´vident par changement de base,
et (compte tenu de ce fait) redonnent une caracte´risation des faisceaux d’alge`bres
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PnX/S sur S. Si par exemple S = Spec(k), k un corps, alors la donne´e d’une section s
de X sur S e´quivaut a` la donne´e d’un point x de X rationnel sur k, et les formules
pre´ce´dentes signifient que l’on a un isomorphisme de k-alge`bres
(4.5) PnX/S(x) = Ox/m
n+1
x
ce qui justifie le nom : « faisceau des parties principales d’ordre n sur X rel. a` S »
donne´ a` PnX/S . On voit de plus sur (4.4) que si X est diffe´rentiablement lisse sur S
en tout point de s(S), alors X est lisse sur S en tout point de s(S), (corollaire 4.17) la
re´ciproque e´tant e´galement vraie (corollaire 4.18). Compte tenu de 4.13, on en conclut
facilement que si X est un S-pre´sche´ma localement de type fini, X est lisse sur S si
et seulement si il est plat sur S et diffe´rentiellement lisse sur S. (N.B. l’hypothe`se de
platitude est essentielle, comme on voit en prenant pour X un sous-pre´sche´ma ferme´
de S).
Notons encore, a` titre de rappel, qu’on obtient une deuxie`me structure d’alge`bre
sur PnX/S graˆce a` la projection pr2 : X ×S X → X , se de´duisant d’ailleurs de la
pre´ce´dente a` l’aide de l’involution canonique du faisceau d’anneaux PnX/S , induit
par l’automorphisme de syme´trie de X ×S X . On note par dnX/S ou simplement d
n,
l’homomorphisme de faisceaux d’anneaux
(4.6) dnX/S : OX −→ P
n
X/S
qui correspond a` cette deuxie`me structure d’Alge`bre. Compte tenu de l’isomor-
phisme (4.4), cet homomorphisme transforme une section f de OX en une section
dn(f) de PnX/S dont l’image inverse par une section s de X sur S s’identifie a` l’image
canonique de f dans Γ(X,OX/J
n+1). Cela justifie le nom de « syste`me des parties
principales d’ordre n de f » donne´ a` dnf , notamment dans le cas ou` S = Spec(k),
envisage´ dans la formule (4.5).51
Pour finir, notons que l’homomorphisme (4.6) peut eˆtre conside´re´ comme l’ope´ra-
teur diffe´rentiel d’ordre 6 n (8) (relativement au pre´sche´ma des constantes S) universel
sur OX , en convenant d’appeler ope´rateur diffe´rentiel d’ordre 6 n de OX dans un
Module F , un homomorphisme de faisceaux D qui se factorise en
D : OX
dn
−−−−→ PnX/S
u
−−−→ F
ou` u est un homomorphisme de OX-Modules, d’ailleurs uniquement de´termine´ par D.
Cette de´finition concorde avec la de´finition re´currente intuitive (D est un ope´ra-
teur diffe´rentiel d’ordre 6 n si pour toute section g de OX sur un ouvert U de X ,
f 7→ D(fg) − D(f) est un ope´rateur diffe´rentiel d’ordre 6 n − 1 sur U). Il s’ensuit
que si X est diffe´rentiablement lisse sur S, le faisceau d’anneaux des ope´rateurs dif-
fe´rentiels de tous ordres a la structure simple bien connue en calcul diffe´rentiel sur les
varie´te´s diffe´rentiables, et en particulier admet localement une base de OX -Module
forme´ des puissances divise´es en des ope´rateurs permutables δ/δxi (1 6 i 6 n).
(8)Pour tout ce qui concerne le pre´sent aline´a, on pourra consulter EGA IV 16.8 a` 16.12.
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Si S est un faisceau de Q-alge`bres (Q = corps des rationnels) il suffit de prendre les
polynoˆmes ordinaires en les δ/δxi. Dans ce cas d’ailleurs, et tre`s exceptionnellement,
pour que X soit diffe´rentiablement lisse sur S, il suffit de´ja` que Ω1X/S soit localement
libre.
Remarque 4.19. — La terminologie « immersion re´gulie`re », « ide´al re´gulier », etc. in-
troduite dans ce nume´ro a rencontre´ une opposition assez vive et ge´ne´rale (Chevalley,
Serre). On a propose´ « ide´al de Cohen-Macaulay » ou « ide´al de Macaulay » ou « ide´al
macaulayen », ce qui moralement obligerait a` adopter aussi « immersion de Cohen-
Macaulay » ou « immersion de Macaulay ». Cette terminologie cependant conflicte
avec une autre de´ja` employe´e dans de futures re´dactions du multiplodoque, ou` un
morphisme (de type fini) est dit « Cohen-Macaulay » en un point s’il est plat en ce
point, et si la fibre passant par ce point y a un anneau local qui soit un anneau de
Cohen-Macaulay. En attendant de trouver une solution satisfaisante, nous garderons
sous toutes re´serves la terminologie introduite dans ce nume´ro(9).
5. Cas d’un corps de base
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Proposition 5.1. — Soient k un corps, X un pre´sche´ma de type fini sur k, x un point
de X et n la dimension de X en x, f : X → Spec k[t1, . . . , tn] = Y un morphisme,
de´fini par des e´le´ments fi ∈ Γ(X,OX). Les conditions suivantes sont e´quivalentes (et
entraˆınent que X est lisse sur k en x, et a fortiori re´gulier en x d’apre`s 3.1) :
(i) f est e´tale en x.
(ii) Les dfi forment une base de Ω
1
X/k en x.
(iii) Les dfi engendrent Ω
1
X/k en x.
Comme (i) implique que X est lisse sur k en x, l’implication (i)⇒(ii) est un cas
particulier de 4.8, (ii)⇒(iii) est trivial, reste a` prouver (iii)⇒(i). Or si (iii) est ve´rifie´,
f est net en x en vertu de lemme 4.1, donc (remplac¸ant x par un voisinage ouvert)
quasi-fini, donc dominant par raison de dimensions. Comme Y est re´gulier, il s’ensuit
que f est e´tale par (I 9.5 (ii)) ou (I 9.11).
Corollaire 5.2. — Sous les conditions pre´liminaires de 5.1, supposons que k(x) soit
une extension finie se´parable de k, et que les fi (1 6 i 6 n) de´finissent des e´le´ments
de mx. Alors les conditions pre´ce´dentes e´quivalent a`
(iv) Les fi forment un syste`me de ge´ne´rateurs de mx (ou encore : les fi mod m
2
x
forment une base de mx/m
2
x sur k(x)).
En effet, (iv)⇒(iii) en vertu de la suite exacte
(5.1) mx/m
2
x −→ Ω
1
Ox/k
−→ Ω1
k(x)/k −→ 0
(9)C’est celle adopte´e dans EGA 0IV 15.1.7.
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et compte tenu de Ω1
k(x)/k = 0 puisque k(x) est e´tale sur k. D’autre part (ii) implique
(iv), car comme X et Spec(k(x)) sont lisses sur k en x, on peut dans la suite exacte
pre´ce´dente mettre un 0 sur la gauche en vertu de 4.10 (iv).
Corollaire 5.3. — Soit x un point de X (de type fini sur k). Si X est lisse sur k en x,
alors Ox est re´gulier, la re´ciproque e´tant vraie si k(x) est une extension finie se´parable
de k.
En effet, la re´ciproque re´sulte de 5.2, en prenant un syste`me re´gulier (fi) de ge´ne´ra-53
teurs de mx. (N.B. au lieu de 5.2, on peut aussi invoquer le the´ore`me 4.15). On conclut :
Proposition 5.4. — Soit X un pre´sche´ma de type fini sur k. Si X est lisse sur k, il est
re´gulier, la re´ciproque e´tant vraie si k est parfait.
Pour la re´ciproque, on note qu’en vertu de 5.3, X est lisse sur k en tout point
ferme´, donc partout puisque l’ensemble des points ou` il est lisse est ouvert.
Théorème 5.5. — Soient X un pre´sche´ma de type fini sur k, x un point de X, n la
dimension de X en x, k′ une extension parfaite de k. Les conditions suivantes sont
e´quivalentes :
(i) X est lisse sur k en x.
(ii) Ω1X/k est libre de rang n en x.
(ii bis) Ω1X/k est engendre´ par n e´le´ments en x.
(iii) X est diffe´rentiablement lisse sur k en x.
(iv) Il existe un voisinage ouvert U de x tel que U ⊗k k
′ soit re´gulier (i.e. les
anneaux locaux de ses points sont re´guliers).
On a (i)⇒(ii) par 4.3 (ii), (ii)⇒(ii bis) trivialement et (ii bis)⇒(i) graˆce a` 5.1.
Comme X est plat sur k, on a (i)⇔(iii) en vertu de 4.18. On a (i)⇒(iv) puisque
lisse est invariant par extension de la base et implique re´gulier, et (iv)⇒(i) car par
Proposition 5.4, on voit que U⊗kk′ est simple sur k′, donc U est simple sur k par 4.13.
Prenant pour x le point ge´ne´rique de X suppose´ irre´ductible, on trouve :
Corollaire 5.6. — Soit K un anneau d’Artin local localise´ d’une alge`bre de type fini
sur le corps k (par exemple, K peut eˆtre une extension de type fini de k), soit n le
degre´ de transcendance sur K de son corps re´siduel. Conditions e´quivalentes :
(i) K est une extension finie se´parable d’une extension transcendante pure
k(t1, . . . , tn) de k.54
(ii) Ω1X/k est un K-module libre de rang n.
(ii bis) Ω1X/k est un K-module admettant n ge´ne´rateurs.
(iii) Le comple´te´ O′ de K ⊗k K pour la topologie de´finie par les puissances de
l’ide´al d’augmentation K ⊗k K → K est une K-alge`bre augmente´e « re´gulie`re »,
i.e. isomorphe a` une alge`bre de se´ries formelles en K (N.B. Si K est un corps, cela
e´quivaut a` dire que O′ est un anneau local re´gulier).
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(iv) K est une extension se´parable de k.
En effet, on peut toujours conside´rer K comme l’anneau local du point ge´ne´rique
d’un sche´ma de type fini irre´ductible X sur k, et les conditions envisage´es sont les
conditions de meˆme nom dans 5.5, en prenant dans (iv) pour k′ une extension al-
ge´briquement close de k. Seule l’implication K se´parable sur k ⇒ X lisse sur k en x,
demande une de´monstration. Or on est aussitoˆt ramene´ graˆce a` 4.13 au cas ou` le corps
de base est k′, donc alge´briquement clos, donc ou` il existe un point a de X rationnel
sur k. Mais alors X est lisse sur k en a d’apre`s 5.4, a fortiori il est lisse sur k en le
point ge´ne´rique x, cqfd(10).
On remarquera que dans le cas ou` K est une extension de type fini de k, l’e´quiva-
lence de (i), (ii), (ii bis), (iv) est bien connue, mais que nous ne nous sommes servis
d’aucune de ces e´quivalences de´ja` connues. Bien entendu, la proposition 5.1 contient
comme cas particulier qu’une suite d’e´le´ments xi (1 6 i 6 n) est un « base de tran-
scendance se´parante » de K sur k si et seulement si les dxi forment une base du
K-module Ω1K/k, fait bien connu par ailleurs.
Corollaire 5.7. — Soit X un pre´sche´ma de type fini sur un corps k. Pour que X
soit lisse sur k, il faut et il suffit que Ω1X/k soit localement libre, et que les anneaux
locaux des points ge´ne´riques des composantes irre´ductibles de X soient des extensions
se´parables de k (cette dernie`re condition e´tant automatiquement ve´rifie´e si k est parfait
et X re´duit).
On peut supposer X connexe, soit n le rang de Ω1X/k suppose´ localement libre.
D’apre`s l’hypothe`se et 5.6, c’est aussi le degre´ de transcendance des extensions de k 55
de´finies par les anneaux locaux des points ge´ne´riques de X , donc toutes les com-
posantes irre´ductibles de X sont de dimension n. On conclut alors graˆce a` 5.5.
On fera attention que si K est une extension finie (non ne´cessairement se´para-
ble) de k, alors Ω1K/k est un k-module libre, donc posant X = Spec(K), Ω
1
X/k est
un faisceau localement libre, et X est re´duit, sans que X soit ne´cessairement lisse
sur k. E´tendant alors les scalaires a` la cloˆture alge´brique de k, on trouve un exemple
analogue, ou` k est alge´briquement clos, mais X en revanche n’e´tant pas re´duit.
Corollaire 5.8. — Soient X un pre´sche´ma de type fini sur le corps k, x un point de X,
n la dimension de X en x, p la dimension de Ox, i.e. la codimension dans X de
l’adhe´rence Y de x dans X ; donc n − p le degre´ de transcendance de k(x) sur k.
Soient fi (1 6 i 6 n) des e´le´ments de Ox, tels que fi ∈ mx pour 1 6 i 6 p. Les
conditions suivantes sont e´quivalentes
(i) le germe de morphisme en x
X −→ Spec
(
k[t1, . . . , tn]
)
(10)Cf. Errata a` la fin du pre´sent Exp. II (p. 47)
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de´fini par les fi est e´tale en x.
(ii) Les fi (1 6 i 6 p) engendrent mx, i.e. forment un syste`me re´gulier de
parame`tres de Ox, et les classes dans k(x) des fj (p+1 6 j 6 n) forment une base de
transcendance se´parante, (i.e. les df j (p + 1 6 j 6 n) forment une base de Ω
1
k(x)/k,
ou encore engendrent Ω1
k(x)/k).
Supposons (i) ve´rifie´. Il en re´sulte que les dfi(x) forment une base de Ω
1
X/k(x) (4.8)
donc leurs images df i(x) dans Ω
1
k(x)/k engendrent cet espace vectoriel sur k. Comme
les f i pour 1 6 i 6 p sont nuls, il s’ensuit qu’il suffit de prendre les df i(x) avec
p + 1 6 i 6 n. Comme le degre´ de transcendance de k(x) sur k est n − p, il re´sulte
alors du corollaire 5.6 crite`re (iii) (applique´ a` K = k(x)) que Y est lisse sur k en son
point ge´ne´rique x, et que les df i(x) (p + 1 6 i 6 n) forment une base de Ω
1
k(x)/k
sur k(x). Par suite, la condition (ii) de 4.9 est ve´rifie´e, donc aussi la condition (iii) et
en particulier les fi (1 6 i 6 p) forment un syste`me de ge´ne´rateurs de mx. Comme
Ox est de dimension p, ils forment donc un syste`me re´gulier de parame`tres en x. Cela56
prouve (ii).
Supposons (ii) ve´rifie´. En vertu de la suite exacte (5.1), il s’ensuit que les dfi(x)
engendrent Ω1X/k, d’ou` (i) graˆce a` prop. 5.1.
Corollaire 5.9. — Soient X un pre´sche´ma de type fini sur le corps k, x un point de X,
n la dimension de X en x, p la dimension de Ox, i.e. la codimension de l’adhe´rence Y
de x dans X, donc n− p le degre´ de transcendance de k(x) sur k. Conditions e´quiv-
alentes :
(i) Ox est re´gulier et k(x) est une extension se´parable de k.
(ii) X est lisse sur k en x, et l’homomorphisme canonique
mx/m
2
x −→ Ω
1
Ox/k
⊗Ox k(x) = Ω
1
X/k(x)
est injectif.
(iii) Il y a des fi ∈ Ox (1 6 i 6 n) avec fi ∈ mx pour 1 6 i 6 p, tels que le
germe de morphisme en x de X dans Spec
(
k[t1, . . . , tn]
)
de´fini par les fi soit e´tale
en x (i.e. par 5.1 tels que les dfi(x) engendrent Ω
1
X/k(x)).
(iv) Il y a des fi ∈ Ox (1 6 i 6 n) tels que les fi (1 6 i 6 p) engendrent mx et que
les dfj(x) (p+ 1 6 j 6 n) engendrent Ω
1
k(x)/k sur k(x).
L’e´quivalence de (iii) et (iv) re´sulte du corollaire 5.8, ces conditions e´quivalent aussi
d’apre`s 4.9 au fait que X est lisse sur k en x et que la condition (ii) de 4.10 est ve´rifie´e.
Donc elles e´quivalent au fait que X est lisse sur k en x et que la condition (iv) de 4.10
est ve´rifie´e, donc a` 5.9 (ii). Ou au fait que X est lisse sur k en x et que la condition (i)
de 4.10 est ve´rifie´e, qui ici signifie simplement que k(x) est se´parable sur k. Cela
implique 5.9 (i), il reste a` prouver que 5.9 (i) l’implique, i.e. a` prouver le
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Corollaire 5.10. — Soit x un point d’un pre´sche´ma de type fini sur le corps k, tel
que k(x) soit se´parable sur k. Pour que X soit lisse sur k en x, il faut et il suffit qu’il
soit re´gulier en x (i.e. que l’anneau local Ox soit re´gulier).
En effet, s’il en est ainsi, on peut e´videmment trouver des fi ∈ Ox (1 6 i 6 n)
satisfaisant la condition 5.9 (iv).
Errata. — Dans le pre´sent nume´ro, de´monstration de 5.6, on a utilise´ le fait qu’un 57
sche´ma de type fini re´duit non vide sur un corps alge´briquement clos admet au moins
un point re´gulier (donc lisse), fait qui se de´montre d’habitude par voie diffe´rentielle
(via le the´ore`me de Zariski que l’ensemble des points re´guliers de X est ouvert).
Si on veut e´viter un cercle vicieux, il faut de´montrer que si K/k est une exten-
sion se´parable de type fini, et si les fi ∈ K sont tels que dK/kfi forment une base
de Ω1K/k, (1 6 i 6 n), alors n est le degre´ de transcendance de K sur k, i.e. les fi
sont alge´briquement inde´pendants. La de´monstration de ce fait a` l’aide du crite`re de
Mac Lane est bien connue, cf. Bourbaki, Alge`bre, Chap. V par. 9 th. 2 : on prend un
polynoˆme g ∈ k[t1, . . . , tn] de degre´ minimal tel que g(f1, . . . , fn) = 0, on a donc∑ dg
dti
(f1, . . . , fn)dfi = 0
d’ou` (puisque les dfi forment une base de Ω
1
K/k) le fait que les dg/dti annu-
lent (f1, . . . , fn), donc sont nuls d’apre`s le caracte`re minimal de g, donc si k est de
caracte´ristique 0 on a g = 0, et si k est de caracte´ristique p 6= 0 on a g = h(tp1, . . . , t
p
n).
Utilisant le crite`re de Mac Lane, on voit que le polynoˆme h ∈ k[t1, . . . , tn] annule
aussi (f1, . . . , fn), d’ou` encore g = 0 par le caracte`re minimal de g.
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1. Homomorphismes formellement lisses
Dans II, nous nous sommes borne´s a` la conside´ration d’homomorphismes de type
fini, et par conse´quent, dans les homomorphismes locaux A → B d’anneaux locaux,
au cas ou` B est isomorphe a` une alge`bre localise´e d’une A-alge`bre de type fini. Ce
cas est insuffisant pour diverses applications, notamment en ge´ome´trie formelle ou en
ge´ome´trie analytique. Par exemple, l’anneau de se´ries formelles B = A[[t1, . . . , tn]] a
(du point de vue de la ge´ome´trie formelle) les proprie´te´s d’une alge`bre lisse sur A. En
ge´ome´trie analytique, il en est de meˆme de l’anneau local d’un point (y, z) d’un produit
Y ×Cn conside´re´ comme alge`bre sur l’anneau local de y ; d’ailleurs, la comple´te´e de
cette alge`bre est isomorphe a` l’alge`bre des se´ries formelles en n inde´termine´es sur le
comple´te´ de l’anneau de base Ox. C’est ce qui conduit a` poser la de´finition qui suit.
Définition 1.1. — Soit u : A → B un homomorphisme local d’anneaux locaux
(noethe´riens, on le rappelle). On suppose k(B) fini sur k(A). On dit que u est un
homomorphisme formellement lisse, ou que l’alge`bre B est formellement lisse sur A,
s’il existe une A-alge`bre locale finie A′, libre sur A, telle que les composants locaux
de l’anneau semi-local B ⊗A A
′ = B′ soient A′-isomorphes a` des alge`bres des se´ries
formelles sur A′ (1).
(On de´note par A, B les anneaux comple´te´s de A, B). Comme B′ est fini et libre
sur B, c’est bien un anneau semi-local, compose´ direct d’anneaux locaux complets,
dont chacun est encore un module libre sur B, donc a meˆme dimension que B donc
que B. Il s’ensuit que le nombre de variables ti dans les anneaux de se´ries formelles
envisage´s dans 1.1 est e´gal a` dimB−dimA = dimB−dimA, et en particulier inde´pen-
dant du composant local choisi. On voit tout de suite que c’est aussi la dimension de 59
(1)Pour une de´finition plus ge´ne´rale et plus conceptuelle, motive´e par 2.1 ci-dessous, cf.
EGA 0IV 19.3.1.
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l’anneau B ⊗ k = B/mB, ou` k = A/m est le corps re´siduel de A ; on l’appellera la
dimension relative de B par rapport a` A.
Remarques 1.2. — Il est e´vident que la de´finition 1.1 ne de´pend que de l’homomor-
phisme sur les comple´te´s A → B de´duit de A → B, ce qui justifie dans une certaine
mesure la terminologie. Nous nous repentons ici de la de´finition I 3.2 b) et I 4.1 b), qui
risque d’induire en erreur, et pre´fe´rons dire « formellement non ramifie´ » et « formelle-
ment e´tale » dans les cas envisage´s dans ces de´finitions, re´servant la terminologie
« non ramifie´e » et « e´tale » au cas ou` B est localise´e d’une A-alge`bre de type fini(2).
Le lecteur ve´rifiera aussitoˆt que « formellement e´tale » e´quivaut a` « formellement lisse
et quasi-fini ». Enfin, signalons qu’il y a une de´finition raisonnable de « formellement
lisse » sans aucune hypothe`se pre´alable sur l’extension re´siduelle k(B)/k(A) (suppose´e
ici finie), englobant entre autres les homomorphismes locaux A → B tels que B soit
plat sur A et B/mB une extension se´parable de A/m = k (pas ne´cessairement de type
fini) ; par exemple, un p-anneau de Cohen est formellement lisse sur l’anneau des en-
tiers p-adiques. C’est la proprie´te´ de rele`vement des homomorphismes (comparer 2.1)
qui doit devenir de´finition dans ce cas ge´ne´ral. Pour les applications que nous avons en
vue, le cas traite´ dans la de´finition 1.1 nous suffira ; par la suite, dans « formellement
lisse » nous sous-entendrons « a` extension re´siduelle finie ».
Lemme 1.3. — Si B est formellement lisse sur A, B est plat sur A.
Comme la platitude est invariante par comple´tion, on peut supposer A et B com-
plets. Comme la platitude est invariante par extension plate locale (donc fide`lement
plate) de l’anneau de base, on est ramene´ en vertu de de´finition 1.1 au cas ou` B est
une alge`bre de se´ries formelles sur A. Mais alors en tant que A-module, B est iso-
morphe a` un produit de A-modules isomorphes a` A, donc (l’anneau de base A e´tant
noethe´rien) est A-plat comme produit de A-modules plats.
Mettons-nous sous les conditions de 1.1. Comme les extensions re´siduelles des com-60
posants locaux de B′ sur A′ sont triviales, il s’ensuit que L ⊗k k′ est une k′-alge`bre
artinienne dont les composants locaux ont des extensions re´siduelles triviales (ou`
L, k, k′ sont les corps re´siduels de A, B, A′). Cette condition ne´cessaire pour que
l’extension finie libre A′ satisfasse la condition e´nonce´e dans 1.1 est aussi suffisante,
comme il re´sulte aussitoˆt de 1.4 (i) et 1.5 ci-dessous.
Proposition 1.4. — Soit A → B un homomorphisme local d’anneaux locaux, a` ex-
tension re´siduelle finie et soit A′ une A-alge`bre finie locale sur A, de sorte que
B′ = B ⊗A A′ est finie sur B, donc un anneau semi-local e´galement noethe´rien.
(i) Si B est formellement lisse sur A, alors les localise´s de B en ses ide´aux maximaux
sont formellement lisses sur A′. (ii) La re´ciproque est vraie si A′ est libre sur A.
(2)Ou mieux, « essentiellement non ramifie´ » resp. « essentiellement e´tale », comparer EGA IV 18.6.1.
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On est aussitoˆt ramene´ au cas ou` A, B sont complets.
(i) Soit A′′ une extension finie libre locale de A telle que les composants locaux
de B′′ = B ⊗A A′′ soient des alge`bres de se´ries formelles sur A′′. Faisant l’extension
des scalaires A′′ → A′′ ⊗A A′ → A′′′, ou` A′′′ est un composant local de A′′ ⊗A A′,
on voit que les composants locaux de B′′ ⊗A′′ A′′′ = B ⊗A A′′′ sont des alge`bres de
se´ries formelles sur A′′′. Or on a aussi B ⊗A A′′′ = (B ⊗A A′)⊗A′ A′′′ = B′ ⊗A′ A′′′,
d’autre part comme A′′ est libre sur A, A′′⊗AA′ est libre sur A′ et il en est de meˆme
par suite de A′′′ qui en est facteur direct, ce qui prouve que B′ est formellement lisse
sur A′.
(ii) Soit A′′ une A′-alge`bre finie libre locale telle que les composants locaux
de B′ ⊗A′ A′′ = B ⊗A A′′ soient des alge`bres de se´ries formelles sur A′′. Comme
A′ est libre sur A, A′′ l’est aussi, donc B est formellement lisse sur A.
Proposition 1.5. — Soit A → B un homomorphisme local d’anneaux locaux, a` exten-
sion re´siduelle triviale. Pour que B soit formellement lisse sur A, il faut et il suffit
que B soit isomorphe a` une alge`bre de se´ries formelles sur A.
Il n’y a a` prouver que la ne´cessite´, et on peut supposer A et B complets. Soit m
(n) l’ide´al maximal de A (B) et soient t1, . . . , tn des e´le´ments de n qui de´finissent une
base de l’espace vectoriel
(n/n2)/ Im(m/m2) = n/(n2 +mB)
Ces e´le´ments de´finissent donc un homomorphisme de A-alge`bres locales
B1 = A[[t1, . . . , tn]] −→ B
prouvons que c’est un isomorphisme. Il suffit de prouver que pour toute puissance mq 61
de m, on obtient un isomorphisme en re´duisant mod mq (puisque B1 et B sont les
limites projectives des anneaux correspondants re´duits mod mq, q variable). Comme
B et B1 sont des A-modules plats donc les gradue´s associe´s a` la filtration m-adique
s’obtiennent en tensorisant par gr(A), sur k = A/m, les anneauxB1/mB1 resp. B/mB,
on est ramene´ a` montrer que B1/mB1 → B/mB est un isomorphisme. Compte tenu
de 1.3, on est ainsi ramene´ au cas ou` A est un corps k. D’autre part, si A′ est A-alge`bre
finie libre locale telle que B ⊗A A′ soit une alge`bre de se´ries formelles sur A′ (N.B.
cette alge`bre est locale, puisque l’extension re´siduelle de B sur A est triviale), pour
prouver que B1 → B est un isomorphisme, il suffit de prouver que B1⊗AA′ → B⊗AA′
l’est. Cela nous rame`ne au cas ou` B est de´ja` une alge`bre de se´ries formelles (il fallait
commencer par cette re´duction, avant de se ramener au cas d’un corps de base). Mais
alors B est un anneau local re´gulier a` corps de repre´sentants k, et il est bien connu (et
imme´diat par conside´ration des gradue´s associe´s a` la filtration n1-adique et n-adique
sur B1 et B) que B1 → B est un isomorphisme, ce qui ache`ve la de´monstration.
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Corollaire 1.6. — Si B est formellement lisse sur A, alors il existe une A-alge`bre finie
locale A′ telle que les composants locaux de B ⊗A A
′ = (B ⊗A A′) soient isomorphes
a` des alge`bres de se´ries formelles sur A′.
En effet, si L/k est l’extension re´siduelle de B/A, on conside`re une extension k′/k,
telle que les extensions re´siduelles dans la k′-alge`bre L ⊗k k′ soient triviales. Soit A′
une alge`bre finie libre sur A telle que A′/mA′ = k′ (on sait qu’il en existe, par exemple
en se ramenant de proche en proche au cas ou` k′/k est monoge`ne, et alors on rele`ve
dans A les coefficients du polynoˆme minimal d’un ge´ne´rateur de k′ sur k). Elle est
locale. Alors B ⊗A A′ a en ses ide´aux maximaux des extensions re´siduelles triviales
au-dessus de celle k′ de A′, et on ache`ve a` l’aide de 1.5.
Corollaire 1.7. — Soit A → B un homomorphisme local d’anneaux locaux. Pour que
B soit formellement lisse sur A, il faut et il suffit que B soit plat sur A et que B/mB
soit formellement lisse sur k = A/m.
Faisant une extension finie libre locale A′ convenable de A et utilisant 1.4 (ii), on
est ramene´ au cas ou` l’extension re´siduelle de B/A est triviale. On sait d’ailleurs par62
1.4 (i) et 1.3 que les conditions e´nonce´es sont ne´cessaires. Pour la suffisance, il suffit
de remarquer que la de´monstration de 1.5 prouve, sous les hypothe`ses faites ici, que
B est une alge`bre de se´ries formelles sur A (supposant A et B complets, ce qui est
loisible).
Remarque 1.8. — Il ne serait pas difficile de de´velopper, pour les homomorphismes
formellement lisses, l’analogue de toutes les proprie´te´s des morphismes lisses, e´tudie´es
dans II. Pour les proprie´te´s diffe´rentielles, cela demande cependant une modification
de la de´finition habituelle des diffe´rentielles de Ka¨hler (cf. I 1), les produits tensoriels
comple´te´s remplac¸ant les produits tensoriels ordinaires. Nous nous contentons d’e´vo-
quer ici ces abˆımes, ce qui pre´ce`de e´tant suffisant pour notre propos.
Il reste a` faire le lien entre la lissite´ formelle, et la notion de lissite´ de´veloppe´e
dans II (et dont nous n’avons encore fait nul usage) :
Proposition 1.9. — Soit A→ B un homomorphisme local, B e´tant localise´e d’une A-
alge`bre de type fini. Pour que B soit lisse sur A, il faut et il suffit qu’il soit formelle-
ment lisse sur A.
Utilisant 1.7 et II 2.1, on est ramene´ au cas ou` A est un corps.
Utilisant 1.4 (ii) et II 4.13 une extension convenable k′ de k nous rame`ne au cas ou`
l’extension re´siduelle pour B/k est triviale. En vertu de 1.5 (resp. II 5.2) B est alors
lisse sur k (resp. formellement lisse sur k) si et seulement si B est un anneau local
re´gulier (resp. son comple´te´ est une alge`bre de se´ries formelles sur k). Or il est bien
connu que ces deux conditions sont e´quivalentes (l’extension re´siduelle e´tant triviale).
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2. Proprie´te´ de rele`vement caracte´ristique des homomorphismes formelle-
ment lisses
Théorème 2.1. — Soit A → B un homomorphisme local d’anneaux locaux de´finissant
une extension re´siduelle finie. Les conditions suivantes sont e´quivalentes :
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(i) B est formellement lisse sur A
(ii) Pour tout homomorphisme local A → C, ou` C est un anneau local complet,
tout ide´al J de C contenu dans r(C), et tout A-homomorphisme local B → C/J , il
existe un A-homomorphisme (ne´cessairement local) B → C qui le rele`ve.
(iii) Pour toute A-alge`bre C (pas ne´cessairement un anneau noethe´rien) tout ide´al
nilpotent J de C, et tout A-homomorphisme B → C continu (i.e. s’annulant sur une
puissance de r(B)), il existe un A-homomorphisme B → C (ne´cessairement continu
lui aussi) qui le rele`ve.
(iv) Meˆme e´nonce´ que (ii) et (iii), mais C e´tant un anneau local artinien, fini
au-dessus de A.
(iv bis) Comme (iv), mais J e´tant de plus de carre´ nul.
Remarque. — Pour la suite de cet expose´, nous nous servirons seulement de l’impli-
cation (iv)⇒(i) ou (iv bis)⇒(i) ; l’implication directe (i)⇒(ii) sera prouve´e par une
autre me´thode au no suivant lorsque B est localise´e d’une alge`bre de type fini sur A.
Rappelons que dans la « bonne » the´orie des the´ore`mes de Cohen(3), la proprie´te´ (ii)
ou (iii) devient la de´finition des homomorphismes formellement lisses, alors que 1.1
devient une proprie´te´ caracte´ristique valable seulement dans le cas d’une extension
re´siduelle finie. On fera attention que des proprie´te´s (ii) et (iii) aucune n’est plus
ge´ne´rale que l’autre. On pourrait donner une proprie´te´ (e´quivalente) qui les coiffe
toutes deux, en introduisant un anneau line´airement topologise´ C, se´pare´ et complet,
un ide´al ferme´ topologiquement nilpotent de C, et un homomorphisme continu A→ C
(faisant donc de C une A-alge`bre topologique) ; nous laisserons cette modification au
lecteur.
De´monstration de 2.1. — Nous prouverons (i)⇒(iii)⇒(ii), puis (iv)⇒(i). Comme
(ii)⇒(iv) est trivial, et l’e´quivalence de (iv) et (iv bis) se voit par une re´currence
imme´diate sur l’entier n tel que Jn = 0, cela ache`vera la de´monstration.
(i)⇒(iii). Une re´currence imme´diate nous rame`ne au cas ou` J2 = 0. Comme C est
fini sur A, il existe une puissance mq de l’ide´al maximal de A qui annule C. Divisant
par mq, et notant que B/mqB est encore formellement lisse sur A/mq par 1.4 (i), on 64
peut supposer A artinien. Comme B est plat sur A par 1.3, B est libre sur A puisque
A est artinien. Donc il existe un homomorphisme de A-modules
w : B −→ C
(3)Cf. EGA 0IV 19.3, 19.8
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qui rele`ve l’homomorphisme donne´ u : B → C/J . Posons
f(x, y) = w(xy) − w(x)w(y) (x, y ∈ B)
alors f(x, y) ∈ J , et f est donc une application A-biline´aire de B × B dans J . Pour
qu’il existe un rele`vement v : B → C de u qui soit un homomorphisme d’alge`bres, il
faut et il suffit qu’il existe une application A-line´aire g : B → J telle que v = w + g
soit un homomorphisme d’alge`bres, ce qui s’e´crit
g(1) = 1− w(1)
g(x, y)− u(x)g(y)− u(y)g(x) = −f(x, y) (pour x, y ∈ B)
C’est la` un syste`me d’e´quations line´aires dans HomA(B, J), a` seconds membres
dans J , donc il a une solution si et seulement si le syste`me correspondant dans
HomA(B, J) ⊗A A′, a` seconds membres dans J ′ = J ⊗A A′, a une solution, — A′
de´signant une alge`bre fide`lement plate sur A. Or soit A′ une alge`bre finie et libre
sur A, locale, telle que B′ = B⊗AA′ soit une alge`bre de se´ries formelles sur A′ (N.B.
on peut dans notre de´monstration supposer A et B complets, comme on constate
aussitoˆt). Comme A′ est libre de type fini sur A, on a
HomA(B, J)⊗A A
′ = HomA′(B
′, J ′)
et on constate que le syste`me d’e´quations obtenu dans HomA′(B
′, J ′) est celui qui
de´termine les homomorphismes de A′-alge`bres B′ → C′ = C ⊗A A′ qui rele`vent l’ho-
momorphisme u′ : B′ → C′/J ′ de´duit de u par extension des scalaires en « corrigeant »
par un homomorphisme de A′-modules g′ : B′ → J ′ l’homomorphisme de A′-modules
w′ : B′ → C′ de´duit de w par extension des scalaires. (Noter que B engendre B′
comme A′-module). On est ainsi ramene´ a` prouver (iii) lorsque B est une alge`bre de
se´ries formelles sur A, B = A[[t1, . . . , tn]]. Relevons alors de fac¸on quelconque les
images dans C/J des ti en des e´le´ments zi de C. Comme les zi mod J sont nilpotents
(u : B → C/J e´tant continu) il en est de meˆme des zi (puisque J est nilpotent), donc
les zi de´finissent un homomorphisme continu de A-alge`bres topologiques de B dans
C discret, relevant e´videmment u, cqfd.
(iii)⇒(ii). Soit n l’ide´al maximal de C, et pour tout entier q > 0, soit65
Cq = C/n
q, Jq = (J + n
q)/nq
donc Cq/Jq s’identifie a` une alge`bre quotient de C/J , d’autre part l’homomor-
phisme compose´ uq : B → C/J → Cq/Jq est continu de B dans Cq/Jq discret, et
Jq est un ide´al nilpotent dans Cq. On construit alors de proche en proche des A-
homomorphismes
vq : B −→ Cq
tels que (a) vq rele`ve uq et (b) vq rele`ve vq−1. La possibilite´ de la re´currence se ve´rifie
aise´ment, car comme
uq : B −→ C/(J + n
q) et vq−1 : B −→ C/n
q−1
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de´finissent le meˆme homomorphisme
B −→ C/((J + nq) + nq−1) = C/(J + nq−1) = Cq−1/Jq−1
a` savoir uq−1, ils de´finissent un homomorphisme
B −→ C/J ′q ou` J
′
q = (J + n
q) ∩ nq−1 ⊃ nq
(dont ils proviennent l’un et l’autre par re´duction). On est donc ramene´ a` relever un
homomorphisme B → C/J ′q de B dans un quotient de Cq par un ide´al J
′
q/n
q contenu
dans Jq, donc nilpotent, et cela est possible d’apre`s l’hypothe`se (iii).
Ceci fait, les vq de´finissent un homomorphisme de B dans la limite projective C
des Cq. Comme J est ferme´, J est la limite projective des Jq, donc v rele`ve u, cqfd.
(iv)⇒(i). On constate d’abord aussitoˆt que si (iv) est ve´rifie´, (iv) reste ve´rifie´ pour
las composants locaux de B ⊗A A′ sur A′, si A′ est une alge`bre locale finie sur A.
Prenant A′ libre sur A et telle que les extensions re´siduelles de B′ au-dessus de A′
soient triviales, on est ramene´ graˆce a` 1.4 (ii) au cas ou` l’extension re´siduelle de B
sur A est triviale. Nous allons prouver alors le re´sultat un peu pre´cis :
Corollaire 2.2. — Sous les conditions de 2.1, supposons de plus l’extension re´siduelle
de B au-dessus de A triviale. Alors les conditions e´quivalentes de 2.1 e´quivalent aussi 66
aux deux conditions suivantes (en supposant dans (v) A et B complets) :
(iv ter) Comme (iv), mais l’anneau local artinien C fini sur A e´tant restreint a`
avoir une extension re´siduelle triviale (et de plus, si on y tient, l’ide´al J e´tant de
carre´ nul).
(v) Il existe un A-homomorphisme local (ou` n = dim n/(n2 +mB))
u : B −→ B1 = A[[t1, . . . , tn]]
induisant un isomorphisme
n/(n2 +mB)
∼
−→ n1/(n
2
1 +mB1)
ou` n (n1) est l’ide´al maximal de B (B1), m celui de A.
De´monstration. — Comme (iv bis) implique e´videmment (iv ter) — en faisant ab-
straction du canular de l’ide´al de carre´ nul —, il suffira de prouver (iv ter)⇒(v)⇒(i).
(iv ter)⇒(v). Choisissons une base a1, . . . , an de n/(n2 +mB), ce qui de´finit donc
un homomorphisme local de A-alge`bres
B −→ B1/(n
2
1 +mB1) = k[t1, . . . , tn]/(t1, . . . , tn)
2
qu’on peut relever de proche en proche, en vertu de (iv ter) en des homomorphismes
de A-alge`bres de B dans B1/n
2
1, B1/n
3
1 etc, d’ou` en passant a` la limite projective
l’homomorphisme B → B1 ayant la proprie´te´ voulue.
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(v)⇒(i). Comme dans le diagramme commutatif
m/m2 //

n/n2 //

n/(n2 +mB) //

0
m/m2 // n1/n
2
1
// n1/(n
2
1 +mB1)
// 0
les deux lignes sont exactes, et les fle`ches verticales extreˆmes surjectives, la fle`che
me´diane est surjective et il s’ensuit (B e´tant complet) que B → B1 est surjectif.
Soient xi (1 6 i 6 n) des e´le´ments de B qui rele`vent les ti. Ils de´finissent donc un
homomorphisme de A-alge`bre B1 → B, qui sera surjectif pour la meˆme raison que
u, et dont le compose´ avec u est l’identite´ par construction. Donc B1 → B est aussi
injectif, et est par suite un isomorphisme. On trouve donc
Corollaire 2.3. — Sous les conditions de 2.2 (v), u est ne´cessairement un isomor-67
phisme.
Cela ache`ve de prouver que B est formellement lisse sur A. On a d’ailleurs en meˆme
temps retrouve´ 1.5 (mais il n’y a gue`re de me´rite a` c¸a).
3. Prolongement infinite´simal local des morphismes dans un S-sche´ma lisse
Théorème 3.1. — Soit f : X → Y un morphisme localement de type fini. Conditions
e´quivalentes :
(i) f est lisse.
(ii) Pour tout pre´sche´ma Y ′ sur Y , tout sous-pre´sche´ma ferme´ Y ′0 de Y
′ ayant
meˆme espace sous-jacent que Y ′, tout Y -morphisme g0 : Y
′
0 → X et tout z ∈ Y
′
0 , il
existe un voisinage ouvert U de z dans Y ′ et un prolongement g de g0|Y
′
0 ∩ U en un
Y -morphisme U → X.
(ii bis) Pour Y ′, Y ′0 et z comme dans (ii), posant X
′ = X ×Y Y ′, X ′0 = X ×Y Y
′
0 ,
toute section de X ′0 sur Y
′
0 se prolonge en une section de X
′ au-dessus d’un voisinage
ouvert U de z.
(iii) Pour tout Y -sche´ma Y ′, spectre d’un anneau artinien local fini sur quelque
Oy (y ∈ Y ), tout sous-pre´sche´ma ferme´ non vide Y ′0 de Y
′, et tout Y -morphisme
g0 : Y
′
0 → X, il existe un Y -morphisme g : Y
′ → X qui prolonge g0.
(iii bis) Pour tout Y ′, Y ′0 comme dans (iii), posant X
′ = X×Y Y ′, X ′0 = X×Y Y
′
0 ,
toute section de X ′0 sur Y
′
0 se prolonge en une section de X
′ sur Y ′.
De´monstration. — L’e´quivalence de (ii) et (ii bis) d’une part, de (iii) et (iii bis)
d’autre part, est triviale, ainsi que l’implication (ii)⇒(iii). Il reste donc a` prouver
(i)⇒(ii) et (iii)⇒(i).
(i)⇒(ii). Soit x = g0(z). Remplac¸ant X par un voisinage ouvert convenable de x, et
Y ′ par le pre´sche´ma induit sur l’ouvert image re´ciproque de ce dernier par g0, on peut
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supposer que X est e´tale au-dessus de Y [t1, . . . , tn]. Conside´rons le Y -morphisme
compose´ Y ′0 → X → Y [t1, . . . , tn], il est de´fini par n sections du faisceau OY ′0 , qui
peuvent donc se prolonger au voisinage de z en des sections de OY ′ , donc on peut
supposer que le morphisme en question a e´te´ prolonge´ en un Y -morphisme Y ′ → Y ′0 . 68
En vertu de (I 5.6) il existe alors un unique Y -morphisme g : Y ′ → X qui rele`ve le
pre´ce´dent, et prolonge en meˆme temps g0, cqfd.
(iii)⇒(i). Comme l’ensemble des points ou` f est lisse est ouvert, il suffit de prouver
qu’il contient tout x ∈ X qui est ferme´ dans sa fibre. Soit y = f(x), alors Ox est une
alge`bre sur Oy, localise´e d’une alge`bre de type fini, a` extension re´siduelle finie. D’autre
part, l’hypothe`se (iii) implique que tout homomorphisme de Ox dans une alge`bre A/J ,
ou` A est une alge`bre artinienne locale finie sur Oy, et J un ide´al contenu dans son
radical, se rele`ve en un homomorphisme de Ox dans l’alge`bre A (compte tenu qu’un
morphisme d’un Spec(B), B anneau local, dans X est de´termine´ biunivoquement par
un homomorphisme local d’un Ox (x ∈ X) dans B). Par 2.1 il s’ensuit que Ox est
formellement lisse sur Oy, donc lisse sur Oy en vertu de 1.9.
Corollaire 3.2. — Soit f : X → Y comme dans 3.1. Conditions e´quivalentes :
(i) f est e´tale
(ii) On a la condition (ii) de 3.1 avec unicite´ du prolongement g de g0 a` U .
(iii) On a la condition (iii) de 3.1 avec unicite´ de g.
Il suffit de noter, dans la de´monstration de (i)⇒(ii) ci-dessus, qu’on ne peut avoir
unicite´ (quand Y ′0 n’est pas identique a` Y
′ au voisinage de z) que si n = 0 (condition
qu’on sait eˆtre suffisante).
Corollaire 3.3. — Soit X un pre´sche´ma localement de type fini sur un anneau local
complet A, y le point ferme´ de Y = Spec(A) et x un point de f−1(y) rationnel
sur k(y). Si X est lisse sur A en x, alors il existe une section s de X sur Y « passant
par x » i.e. telle que s(y) = x.
En particulier, si X est lisse sur A, alors l’application naturelle
Γ(X/Y ) −→ Γ(X ⊗A k/k)
des sections de X sur Y dans l’ensemble des points de la fibre f−1(y) = X ⊗A k
rationnels sur k, est surjective. Ce fait e´tait surtout bien connu et utilise´ lorsque A est
un anneau de valuation discre`te etX est propre sur A (en fait, projectif sur A), auquel 69
cas les sections de X sur Y (i.e. les « points de X a` valeurs dans A » ) s’identifient
aussi aux sections rationnelles, i.e. aux points de X ⊗A K = XK (qui est un sche´ma
propre et simple sur K) a` valeurs dans K = corps des fractions de A, i.e. aux points
de X rationnels sur K.
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4. Prolongement infinite´simal local des S-sche´mas lisses
Théorème 4.1. — Soient Y un pre´sche´ma localement noethe´rien, Y0 un sous-pre´-
sche´ma ferme´ ayant meˆme espace sous-jacent, X0 un Y0-pre´sche´ma lisse, x un point
de X0. Alors il existe un voisinage ouvert U0 de x, un pre´sche´ma X lisse sur Y , et
un Y0-isomorphisme :
h : U0
∼
−→ X ×Y Y0.
De plus, si (U ′0, X
′, h′) est une autre solution de ce proble`me, alors « elle est isomorphe
a` la premie`re au voisinage de x ».
On laisse au lecteur de pre´ciser ce qu’on veut dire par la`. On peut noter que pour
U0 donne´, une solution du proble`me pose´ revient a` la donne´e, sur U0, d’un faisceau
d’alge`bres B sur f−10 (OY ) (ou` f0 est l’application continue sous-jacente au morphisme
structural U0 → Y0), muni d’un homomorphisme d’anneaux B → OU0 compatible
avec l’homomorphisme f−1(OY )→ f−1(OY0), tels que
(a) cet homomorphisme induit un isomorphisme
B ⊗f−1(OY ) f
−1(OY0)
∼
−→ OY0 ;
(b) U0 muni de B devient un Y -pre´sche´ma lisse.
De cette fac¸on, le sens pre´cis de l’assertion d’unicite´ locale devient particulie`rement
e´vident.
De´monstration. — On peut supposer de´ja` que X0 est e´tale sur un Y0[t1, . . . , tn] = Y
′
0 .
Or ce dernier peut eˆtre conside´re´ comme un sous-pre´sche´ma ferme´ de Y ′=Y [t1, . . . , tn],
ayant meˆme espace sous-jacent. Par (I 8.3), il existe un X e´tale sur Y ′, et un Y ′0 -
isomorphisme X×Y ′ Y
′
0
∼
−→ X ′. On a gagne´ pour l’existence. Pour l’unicite´, on utilise
la proprie´te´ 3.1 (ii) des morphismes lisses, en tenant compte du70
Lemme 4.2. — Soient Y un pre´sche´ma, Y0 un sous-pre´sche´ma ferme´ de´fini par un
faisceau d’ide´aux J localement nilpotent, X et X ′ des Y -pre´sche´mas, u : X → X ′ un
Y -morphisme. On suppose X plat sur Y . Pour que u soit un isomorphisme, il faut et
suffit que u0 : X ×Y Y0 → X ′ ×Y Y0 le soit.
De´monstration facile, en passant au cas affine et regardant les gradue´s associe´s. On
notera d’ailleurs que l’e´nonce´ analogue, obtenu en remplac¸ant « isomorphisme » par
« immersion ferme´e », est e´galement valable, et sans hypothe`se de platitude.
Remarque 4.3. — Il est essentiel de noter que le prolongement localX obtenu dans 4.1
n’est pas canonique, en d’autres termes l’isomorphisme local entre deux solutions
n’est pas unique, i.e. il existe en ge´ne´ral des Y -automorphismes non triviaux de X
induisant l’identite´ sur le sous-pre´sche´ma ferme´ X0 = X ×Y Y0. C’est pour cela
qu’il faut s’attendre, pour la construction de prolongements infinite´simaux globaux de
pre´sche´mas lisses, a` l’existence d’une obstruction de nature cohomologique, qui sera
pre´cise´e plus bas (no 6).
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5. Prolongement infinite´simal global des morphismes
Soient T un espace topologique, G un faisceau de groupes sur X , P un faisceau
d’ensembles sur T sur lequel G ope`re (a` droite, pour fixer les ide´es). On dit que P
est formellement principal homoge`ne sous G , si l’homomorphisme bien connu
G ×P −→ P ×P
de faisceaux d’ensembles, de´duit des ope´rations de G sur P, est un isomorphisme.
Il revient au meˆme de dire que pour tout x ∈ T , Px est vide ou un espace principal
homoge`ne sous le groupe ordinaire Gx, ou aussi que pour tout ouvert U de T , P(U) est
vide ou un espace principal homoge`ne sous le groupe ordinaire G (U). On dit que P est
un faisceau principal homoge`ne sous G s’il l’est formellement et si en plus les Px sont
non vides (en d’autres termes, si tous les Px sont des espaces principaux homoge`nes,
donc non vides, sous les Gx)(4). Rappelons que l’ensemble des classes (a` isomorphisme 71
pre`s) de faisceaux principaux homoge`nes sous G s’identifie a` l’ensemble de cohomologie
H1(T,G ), qui est aussi le groupe de cohomologie usuel de T a` coefficients dans G
lorsque G est commutatif. On a ainsi, pour tout P principal homoge`ne, une classe
caracte´ristique c(P) ∈ H1(T,G ), dont la trivialite´ est ne´cessaire et suffisante pour
que P soit trivial (i.e. isomorphe a` G , sur lequel G ope`re par translations a` droite),
ou encore pour que P ait une section.
Proposition 5.1. — Soient S un pre´sche´ma, X et Y des pre´sche´mas sur S, Y0 un
sous-pre´sche´ma ferme´ de Y de´fini par un Ide´al J sur Y de carre´ nul. Soit g0 un
S-morphisme de Y0 dans X, et P(g0) le faisceau sur Y dont les sections sur un
ouvert U sont les prolongements g : U → X de g0|U ∩Y0 en un S-morphisme g. Alors
P(g0) est un faisceau formellement principal homoge`ne (de fac¸on naturelle) sous le
faisceau en groupes commutatif
G = HomOY0 (g
∗
0(Ω
1
X/S),J )
Posons P = P(g0). Nous devons de´finir pour tout ouvert U de Y une application
P(U)× G (U) −→ P(U)
de fac¸on que (a) pour g ∈ P(U) fixe´, l’application s 7→ gs de G (U) dans P(U) est bi-
jective (b) P(U) devient un ensemble a` groupe d’ope´rateurs G (U) (c) les applications
pre´ce´dentes sont compatibles avec les ope´rateurs de restriction pour un ouvert V ⊂ U .
La ve´rification de (c) sera triviale, on peut donc pour simplifier supposer U = Y . La
ve´rification de (b) (qui est, si on veut, de nature locale) sera laisse´e au lecteur, nous
nous bornerons donc, pour un g ∈ P(Y ) donne´, de de´finir une bijection naturelle
(4)Il semble pre´fe´rable d’adopter le terme plus court et plus parlant de « torseur sous G », introduit
dans la the`se de J.Giraud.
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de G (Y ) sur P(Y ). Donc on suppose donne´ de´ja` un S-morphisme g : Y → X , et on
cherche une bijection canonique
(∗) HomOY0 (g
∗
0(Ω
1
X/S),J )
∼
−→ P(Y )
ou` P(Y ) est l’ensemble des S-morphismes g′ de Y dans X induisant le meˆme mor-
phisme g0 : Y0 → X que g. La donne´e d’un tel g′ est e´quivalente a` la donne´e d’un S-
morphisme h : Y → X×SX tel que pr1◦h = g, et h◦i = (g0, g0), ou` pr1 : X×SX → X72
est la premie`re projection, i : Y0 → Y l’immersion canonique, et (g0, g0) : Y0 → X×SX
est le morphisme ∆X/Sg0 de composantes g0, g0 :
X ×S X
pr1

Y0
h0 = (g0, g0)
oo
i

X Y
g
oo
h
hhR R
R R
R R R
R
Comme h0 se factorise par l’immersion diagonale ∆X/S et que Y est dans le voisinage
infinite´simal d’ordre 1 de Y0 (i.e. J 2 = 0) les h cherche´s se factorisent ne´cessairement
(de fac¸on unique) par le voisinage infinite´simal du premier ordre de la diagonale, lequel
s’identifie (en tant que X-pre´sche´ma graˆce a` pr1) au spectre X
′ du faisceau d’alge`bres
OX+Ω
1
X/S (ou` le deuxie`me terme est conside´re´ comme un Ide´al de carre´ nul), le mor-
phisme diagonal X → X ′ correspondant a` l’augmentation canonique de ce faisceau
d’alge`bres. Posons Y ′ = X ′ ×X Y , Y ′0 = Y
′ ×Y Y0 = X ′ ×X Y0, de sorte que les
h cherche´s sont en correspondance biunivoque avec les sections u de Y ′ sur Y qui
prolongent une section donne´e u0 de Y
′
0 sur Y0. On peut d’ailleurs identifier Y
′ au
spectre du faisceau d’alge`bres sur Y A = g∗(OX + Ω1X/S) = OY + g
∗(Ω1X/S), et Y
′
0
au faisceau d’alge`bres A0 = A ⊗OY OY0 = OY0 + g
∗
0(Ω
1
X/S), alors la section u0 est
celle de´finie par l’augmentation canonique de A0 dans OY0 . Donc P(Y ) s’identifie
a` l’ensemble des homomorphismes d’alge`bres A → OY qui induisent l’augmentation
canonique A0 → OY0 . Or les homomorphismes d’alge`bres A → OY correspondent
biunivoquement aux homomorphismes de Modules M → A (posant pour simpli-
fier M = g∗(Ω1X/S)), et on s’inte´resse a` ceux qui induisent l’homomorphisme nul
M0 → OY0 (ou` M0 = M ⊗OY OY0) i.e. qui appliquent M dans l’ide´al J de l’aug-
mentation. On trouve donc l’ensemble HomOY (M ,J ) = HomOY0 (M0,J ) (puisque
J est annule´ par J ). C’est la bijection canonique cherche´e (∗).
Tenant compte de l’implication (i)⇒(iii) dans 3.1, on trouve :
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Corollaire 5.2. — Si X est lisse sur S (du moins aux points de g0(Y0)) alors P est
meˆme un faisceau principal homoge`ne sous le faisceau en groupes commutatifs G , qui
en l’occurrence peut aussi s’e´crire
G = g∗0(gX/S)⊗OY0 J
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ou` gX/S est le faisceau sur X dual de Ω
1
X/S , i.e. le faisceau tangent (ou faisceau des
de´rivations) de X par rapport a` S. (Cette dernie`re formule provient du fait que Ω1X/S
est alors libre de type fini).
En particulier, a` ce faisceau principal homoge`ne correspond une classe de coho-
mologie dans H1(Y0,G ), dont l’annulation est ne´cessaire et suffisante pour l’existence
d’un S-morphisme g prolongeant g0. Et s’il existe un tel prolongement, l’ensemble de
tous les prolongements possibles est un espace homoge`ne sous le groupe H0(Y0,G ).
Dans l’application des me´thodes de la ge´ome´trie formelle, la situation est le plus
souvent la suivante : on donne deux S-pre´sche´masX et Y , un Ide´al cohe´rent I sur S,
on de´signe par Sn le sous-pre´sche´ma ferme´ de S de´fini par I n+1, et on pose
Xn = X ×S Sn, Yn = Y ×S Sn.
On suppose qu’on a un Sn-morphisme :
gn : Yn −→ Xn
(ou, ce qui revient au meˆme, un S-morphisme Yn → X ou encore un Sn+1-morphisme
Yn → Xn+1, puisqu’un tel morphisme induit ne´cessairement Yn → Xn), et on cherche
a` le prolonger en un Sn+1-morphisme
gn+1 : Yn+1 −→ Xn+1
(Si on peut continuer inde´finiment, on obtient donc un morphisme Ŷ → X̂ pour
les pre´sche´mas formels comple´te´s de Y et X pour les Ide´aux I OY et I OX). On
peut appliquer 5.1 en y remplac¸ant (S,X, Y, Y0, g0) par (Sn+1, Xn+1, Yn+1, Yn, gn), le
faisceau G devient ici le faisceau des homomorphismes de Modules de g∗n(Ω
1
Xn+1/Sn+1
)
dans J = I n+1OY /I n+2OY . Comme J est annule´ par I OY , on peut remplacer
alors g∗n(Ω
1
Xn+1/Sn+1
) par le faisceau qu’il induit sur Y0, savoir h
∗
0(Ω
1
X/S), ou` h0 est le 74
compose´ Y0 → Yn → Xn+1, ou encore le compose´ Y0 → X0 → Xn+1, ou` g0 : Y0 → X0
est induit par gn. Comme l’image inverse de Ω
1
Xn+1/Sn+1
sur X0 = Xn+1 ×Sn+1 S0
est Ω1X0/S0 , on voit qu’on a aussi
G =HomOY0 (g
∗
0(Ω
1
X0/S0
),I n+1OY /I
n+2OY )
Donc on obtient le
Corollaire 5.3. — Soient S,X, Y,I , gn comme ci-dessus, soit P(gn) le faisceau sur Y
dont les sections sur un ouvert U sont les prolongements gn+1 de gn en un Sn+1-
morphisme Yn+1 → Xn+1. Alors P(gn) est un faisceau formellement principal ho-
moge`ne sous le faisceau en groupes
G = HomOY0 (g
∗
0(Ω
1
X0/S0
), grn+1I OY (OY ))
En particulier :
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Corollaire 5.4. — Si de plus X est lisse sur S (du moins aux points de g0(Y0)) alors
P(gn) est meˆme un faisceau principal homoge`ne. En particulier, il de´finit une classe
d’obstruction dans H1(Y0,G ), dont l’annulation est ne´cessaire et suffisante pour l’exis-
tence d’un prolongement global gn+1 de gn. Et s’il existe un tel prolongement, l’ensem-
ble de tous les prolongements globaux est un espace principal homoge`ne sous H0(Y0,G ).
Enfin, dans le cas envisage´, le faisceau G peut aussi s’e´crire
G = g∗0(gX0/S0)⊗OY0 gr
n+1
I OY
(OY )
Proce´dant de proche en proche, on voit donc que si tous les H1(Y0,Gn) son nuls
(ou` Gn = g∗0(gX0/S0) ⊗ gr
n
I OY
(OY )), alors partant avec un gk quelconque, on peut
le prolonger successivement en gk+1, . . . En particulier, si I est nilpotent, on pourra
trouver un prolongement g de gk a` Y . La condition de nullite´ des H
1 est ve´rifie´e en
particulier si Y0 est affine. On trouve donc :
Corollaire 5.5. — Dans l’e´nonce´ du the´ore`me 3.1, on obtient une condition ne´cessaire75
et suffisante e´quivalente aux autres en supposant que le Y ′ qui intervient dans (ii) (ou
(ii bis)) est affine, et en exigeant l’existence d’un prolongement global g de g0 a`
tout Y ′.
On notera que la de´monstration de 3.1 ne pouvait pas nous donner ce re´sultat
directement.
Un cas important est celui ou` Y est plat sur S, alors on a donc
grn(OY ) = gr
n(OS)⊗OS0 OY0
et lorsque de plus les grn(OS) sont localement libres sur S, on trouve
Gn = HomOY0 (g
∗
0(Ω
1
X0/S0
),OY0)⊗OS0 gr
n(OS),
ou encore, si Ω1X0/S0 est lui aussi localement libre (par exemple X lisse sur S)
Gn = g
∗
0(gX0/S0)⊗OS0 gr
n(OS)
Si par exemple S est affine d’anneau affine A, I e´tant de´fini par un ide´al I de A, on
trouve
Hi(Y0,Gn) = H
i(Y0,G0)⊗A gr
n
I (A)
pour tout i (en effet, la question est locale sur S0, et on est ramene´ au cas ou` on
tensorise par un Module libre). Dans ce cas, la nullite´ de H1(Y0,G0) implique que
toutes les obstructions aux prolongements successifs de gn sont nulles. On obtient
donc :
Corollaire 5.6. — Soient (S,X, Y,I , gn) comme plus haut, supposons de plus X lisse
sur S et Y plat sur S, enfin S affine, et les grn(OS) = I n/I n+1 localement libres.
Alors l’obstruction a` construire gn+1 se trouve dans H
1(Y0,G0) ⊗A gr
n+1
I (A) (ou` A
est l’anneau de S, I l’ide´al de A de´finissant I ), en posant
G0 = g
∗
0(gX0/S0)
Si H1(Y0,G0) = 0, alors gn peut se prolonger en un Ŝ-morphisme ĝ : Ŷ → X̂.
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Bien entendu, ce re´sultat resterait valable tel quel, si on partait, au lieu de S-
pre´sche´mas ordinaires X et Y , de Ŝ-pre´sche´mas formels Î -adiques X et Y. Il permet 76
de prouver par exemple que certains sche´mas formels propres sur un anneau local
complet (par exemple) sont en fait alge´briques. En effet, proce´dant comme dans le
lemme 4.2, on trouve :
Corollaire 5.7. — Sous les conditions de 5.6, si g0 est un isomorphisme il en est de
meˆme de ĝ.
(N.B. le meˆme re´sultat vaut pour les immersions ferme´es).
On obtient ainsi :
Proposition 5.8. — Soient A un anneau local complet d’ide´al maximal m, de corps
re´siduel k, soient X et Y deux pre´sche´mas formels m-adiques sur A, plats sur A
(i.e. pour tout n, Xn et Yn sont plats sur An = A/m
n+1), on suppose X0 = X⊗Ak lisse
sur k et H1(X0, gX0/k) = 0. Alors tout k-isomorphisme de Y0 sur X0 se prolonge en un
A-isomorphisme de Y sur X ; ce prolongement est unique si de plus H0(X0, gX0/k) = 0.
Cela donne en particulier un re´sultat d’unicite´ de pre´sche´ma formel lisse sur A se
re´duisant suivant un pre´sche´ma X0 donne´ (moyennant H
1(X0, gX0/k) = 0). De plus,
si X et Y proviennent de sche´mas ordinaires propres sur A, soient X et Y , alors on
sait d’apre`s le the´ore`me d’existence de faisceaux en Ge´ome´trie formelle (cf. expose´
au Se´minaire Bourbaki, No 182(5)) qu’il y a correspondance biunivoque entre les A-
isomorphismes Y
∼
−→ X et le A-isomorphismes des comple´te´s formels, donc
Corollaire 5.9. — L’e´nonce´ pre´ce´dent 5.8 reste valable en y remplac¸ant X et Y par
des A-sche´mas ordinaires X et Y , propres sur A.
Enfin, lorsque X est un sche´ma formel propre sur A, et que Y est de la forme Ŷ ou` Y
est un sche´ma ordinaire propre sur A, alors la proposition 5.8 donne des conditions
suffisantes pour qu’on puisse trouver un isomorphisme de X avec Ŷ , donc pour que
le sche´ma formel X soit en fait « alge´brique » (i.e. isomorphe a` un X̂, X un sche´ma
ordinaire propre sur A, lequel sera alors canoniquement de´termine´). C’est ce qui a
lieu notamment si X0 = P
r
k (ou plus ge´ne´ralement, si X0 est un sche´ma de Severi-
Brauer, i.e. devient isomorphe a` l’espace projectif type sur la cloˆture alge´brique de k) : 77
tout sche´ma formel propre et plat sur A, de fibre Prk, est alge´brisable, et de fac¸on
plus pre´cise est isomorphe au comple´te´ formel m-adique de PrA. En particulier (graˆce
au « the´ore`me d’existence » ) tout sche´ma ordinaire propre sur A, de fibre Prk, est
isomorphe a` PrA (A e´tant un anneau local complet). Utilisant la the´orie de la descente,
on peut prouver que si A n’est pas complet, X devient isomorphe a` Pr en faisant une
extension A→ A′ finie et e´tale de la base (et sous cette forme, le re´sultat reste valable
pour une fibre qui est un sche´ma de Severi-Brauer).
(5)Cf. EGA III 5.4.1 pour la de´monstration.
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6. Prolongement infinite´simal global des S-sche´mas lisses
Sous les conditions du the´ore`me 4.1, on se propose de chercher s’il existe un
pre´sche´ma X lisse sur Y tel que X ×Y Y0 soit Y0-isomorphe a` X0, sachant qu’un
tel sche´ma « existe localement sur X0 ». Reprenant la me´thode de construction de
proche en proche, on est conduit a` remplacer Y par la lettre S, a` supposer qu’on se
donne un sous-pre´sche´ma ferme´ S0 de S de´fini par un faisceau d’ide´aux I , (qu’il n’est
plus ne´cessaire de supposer localement nilpotent), a` introduire les sous-pre´sche´mas
ferme´s Sn de S de´finis par les I n+1, et a` supposer qu’on s’est donne´ un sous-
pre´sche´ma Xn lisse sur Sn. On se propose de trouver un Sn+1-pre´sche´ma Xn+1 « qui
se re´duit suivant Xn », i.e. muni d’un isomorphisme
Xn+1 ×Sn+1 Sn
∼
←− Xn
qui soit lisse sur Sn+1 (ou, ce qui revient au meˆme par II 2.1, plat sur Sn+1). Comme
nous l’avons signale´ dans No 4, une telle donne´e revient a` la donne´e d’un faisceau d’al-
ge`bres B sur f−1(OSn+1) (ou` f est l’application continue sous-jacente au morphisme
structural Xn → Sn), muni d’une augmentation B → OXn compatible avec l’aug-
mentation f−1(OSn+1) → f
−1(OSn), et satisfaisant a` deux conditions (a) et (b) que
nous ne re´e´crirons pas, nous bornant a` noter qu’elles sont de nature locale sur l’espace
topologique sous-jacent a` Xn. On sait d’apre`s 4.1 qu’une solution existe localement.
Elle est de plus unique a` isomorphisme (non unique) pre`s, du moins localement. Com-
menc¸ons par pre´ciser ce point :
Proposition 6.1. — Soit Xn+1 sur Sn+1 se re´duisant suivant Xn sur Sn. Alors le78
faisceau (sur l’espace topologique sous-jacent a` Xn, ou encore a` X0) des Sn+1-
automorphismes de Xn+1 qui induisent l’identite´ sur Xn est canoniquement isomor-
phe a`
G = gX0/S0 ⊗OS0 gr
n+1
I (OS)
(en tant que faisceau de groupes).
En effet, par 5.4 et 4.2 ce faisceau est un faisceau principal homoge`ne sous G .
Comme il est muni d’une section privile´gie´e (l’automorphisme identique de Xn+1), il
s’identifie donc comme faisceau d’ensembles a` G . Il faut ve´rifier que cette identification
est compatible avec les structures de groupe. C’est facile, et d’ailleurs un cas particulier
d’un re´sultat plus ge´ne´ral sur la compatibilite´ des structures de fibre´s principaux,
dans 5.1 et 5.3, avec la composition des morphismes (re´sultat que nous n’e´nonc¸ons
pas ici, mais qui se doit de figurer dans le hyperplodoque).
En particulier, le faisceau sur X0 des germes d’automorphismes de Xn+1 (avec les
structures explicite´es) est commutatif. Il s’ensuit que si X ′n+1 est une autre solution
du proble`me, isomorphe a` Xn+1 au-dessus de l’ouvert U de X0, alors l’isomorphisme
de Aut(Xn+1)|U sur Aut(X ′n+1)|U de´duit par transport de structure d’un isomor-
phismeXn+1|U
∼
−→ X ′n+1|U , ne de´pend pas du choix de ce dernier. (Ce n’est d’ailleurs
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autre que l’isomorphisme identique de G , lorsque on identifie l’un et l’autre faisceau
d’automorphismes a` G graˆce a` 6.1).
On de´duit de 6.1 :
Corollaire 6.2. — Soient Xn+1, X ′n+1 lisses sur Sn+1 et « se re´duisant suivant Xn ».
Alors le faisceau (sur l’espace sous-jacent a` X0) des Sn+1-isomorphismes de Xn+1
sur X ′n+1 induisant l’identite´ sur Xn, est de fac¸on naturelle un faisceau principal
homoge`ne sous G .
Cela exprime en effet que Xn+1 et X
′
n+1 sont isomorphes localement, et que le
faisceau des germes d’automorphismes du premier est G .
Notons maintenant qu’en vertu de 4.1, on peut toujours trouver un recouvre-
ment (Ui) de Xn par des ouverts (qu’on peut supposer affines), et pour tout i un 79
sche´ma lisse X i sur Sn+1 se re´duisant suivant Ui. Supposons pour simplifier Xn se´-
pare´, donc les Uij = Ui∩Uj sont encore des ouverts affines de Xn. Comme le H1 d’un
tel ouvert, a` valeurs dans le faisceau quasi-cohe´rent G , est nul, on en de´duit par le
corollaire 6.2 que X i|Uij est isomorphe a` Xj|Uij ; soit
fji : X
i|Uij
∼
−→ Xj|Uij
un tel isomorphisme. Il est de´termine´ a` une section pre`s de G sur Uij . Posons, pour
tout triplet d’indices :
f
(k)
ji = fji|Uijk ou` Uijk = Ui ∩ Uj ∩ Uk.
Si on avait
(1) f
(i)
kj f
(k)
ji = f
(j)
ki ,
il s’ensuivrait que les X i se « recollent » par les fji, donc qu’ils de´finissent une solu-
tion X = Xn+1 du proble`me cherche´. Une telle solution existe plus ge´ne´ralement, si
on peut modifier les fji en des f
′
ji :
(2) f ′ji = fjigji (gji ∈ Γ(Uij ,G ))
de telle fac¸on que les f ′ji satisfassent la condition de transitivite´ ci-dessus. Cette con-
dition suffisante pour l’existence d’une solution est aussi ne´cessaire, comme on voit
en se rappelant qu’une telle solution X doit, sur chaque Ui, eˆtre isomorphe a` X
i, ce
qui permet donc de choisir des isomorphismes
fi : X |Ui
∼
−→ X i
et de de´finir des
f ′ji = (fj|Uij)(fi|Uij)
−1 : X i|Uij
∼
−→ Xj |Uij
satisfaisant la condition de recollement.
Or posons
(3) fijk = (f
(j)
ki )
−1f
(i)
kj f
(k)
ji ,
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c’est un automorphisme de X i|Uijk, que nous identifierons a` une section de G graˆce
a` 6.1. On constate que c’est un 2-cocycle f du recouvrement ouvert U = (Ui), a`80
coefficients dans G , par un petit calcul formel laisse´ au lecteur. Le meˆme calcul montre
que moyennant (2), la condition de recollement (1) pour les f ′ij e´quivaut a` la formule
(4) f = dg,
ou` g = (gij) est conside´re´ comme une 1-cochaˆıne de U a` coefficients dans G . Donc la
condition ne´cessaire et suffisante pour l’existence d’une solution du proble`me est que
la classe de cohomologie dans H2(U ,G ) de´finie par le cocycle (3) soit nulle. Notons
d’ailleurs que puisque U = (Ui) est un recouvrement affine de X0 qui est un sche´ma,
H2(U ,G ) s’identifie a` H2(X0,G ). Il est imme´diat d’ailleurs que la classe de cohomolo-
gie ainsi obtenue dans H2(X0,G ) ne de´pend pas du recouvrement affine conside´re´. On
l’appellera la classe d’obstruction au prolongement de Xn en un sche´ma Xn+1 lisse
sur Sn+1.
Supposons cette obstruction nulle. Alors un raisonnement esquisse´ plus haut montre
que toute solution X = Xn+1 est isomorphe a` une solution obtenue par recollement
a` partir d’isomorphismes f ′ji, qu’on peut supposer sous la forme (2), la condition de
recollement n’e´tant autre que (3). L’ensemble des g admissibles est donc un espace
principal homoge`ne sous le groupe Z1(U ,G ) des 1-cocycles de U a` coefficients dans G .
De plus, on constate tout de suite que deux cochaˆınes g et g′ (telles que dg = dg′ = f)
de´finissent des solutions isomorphes si et seulement si le cocycle g−g′ est de la forme
dh, ou` h = (hi) ∈ C0(U ,G ). On trouve donc :
Théorème 6.3. — Soient (S,I , Xn) comme ci-dessus, Xn e´tant suppose´ se´pare´(6).
Alors on peut de´finir canoniquement une classe d’obstruction dans H2(X0,G ) (ou` G
est de´fini dans 6.1), dont l’annulation est ne´cessaire et suffisante pour l’existence
d’un sche´ma Xn+1 lisse sur Sn+1 se re´duisant suivant Xn. Si cette obstruction est
nulle, alors l’ensemble des classes, a` isomorphisme pre`s (induisant l’identite´ sur Xn)
de Sn+1-pre´sche´mas Xn+1 se re´duisant suivant Xn, est de fac¸on naturelle un espace
principal homoge`ne sous H1(X0,G ).
Remarques 6.4. — A` partir de 6.1, les raisonnements faits ici sont purement formels,
et se transcrivent avantageusement dans le cadre des cate´gories locales, ou meˆme des81
cate´gories fibre´es ge´ne´rales. La classe d’obstruction a` l’existence d’un objet « global »
d’une cate´gorie (dont on peut trouver un objet « localement », et dont deux objets sont
toujours « isomorphes localement », le groupe des automorphismes de tout objet e´tant
commutatif) ainsi obtenu dans le contexte ge´ne´ral, contient comme cas particulier le
« deuxie`me homomorphisme bord » dans une suite exacte de faisceaux de groupes
non ne´cessairement commutatifs, (e´tudie´ par exemple par Grothendieck dans Kansas
(6)Cette condition est en fait inutile, et on peut e´viter les calculs de cocycles plus haut. Cf. le
livre de J. Giraud, Cohomologie Non Abe´lienne (a` paraˆıtre dans Springer Verlag 1971). Comparer
remarques 6.4.
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ou Toˆhoku). Le calcul be´beˆte par cocycles fait ici doit donc eˆtre regarde´ comme un
pis-aller, duˆ a` la non existence d’un texte de re´fe´rence satisfaisant.
6.5. On notera que dans 6.3, il n’y a pas en ge´ne´ral d’e´le´ment privile´gie´ dans l’espace
principal homoge`ne envisage´ sous H1(X0,G ). Cela se traduit notamment par le fait
que l’on obtient (localisant sur S) un faisceau principal homoge`ne sur S0, de groupe
structural R1f∗(G ), qui n’est pas ne´cessairement trivial, i.e. qui de´finit une classe
de cohomologie dans H1(S0,R
1f∗(G )) qui n’est pas ne´cessairement nulle. (Lorsque
l’on suppose que la classe d ∈ H2(X0,G ) n’est pas nulle, mais nulle « localement
au-dessus de S », i.e. de´finit une section nulle de R2f∗(G ), i.e. un e´le´ment nul dans
H0(S0,R
2f∗(G ))).
6.6. On ne sait pour l’instant a` peu pre`s rien sur le me´canisme alge´brique ge´ne´ral
des classes de cohomologie introduites dans ce nume´ro et ses relations avec le nume´ro
pre´ce´dent, et on ne sait rien en dire de pre´cis dans les cas particuliers les plus simples,
tel le cas des sche´mas abe´liens sur des anneaux artiniens(7). On espe`re qu’il se trouvera
des gens pour chiader la question, qui semble particulie`rement inte´ressante. Elle est
intimement lie´e en particulier a` la « the´orie des modules » des structures alge´briques.
Corollaire 6.7. — Supposons que H2(X0,G ) = 0, alors un Xn+1 existe, et il est unique
a` isomorphisme pre`s si de plus H1(X0,G ) = 0.
En particulier, on en conclut, en proce´dant de proche en proche (et remarquant
qu’un sche´ma affine est acyclique pour un faisceau quasi-cohe´rent) :
Corollaire 6.8. — Sous les conditions du the´ore`me 4.1, si X0 est affine, alors il existe 82
un X lisse sur Y se re´duisant suivant X0, et cet X est unique a` isomorphisme (non
unique) pre`s.
On notera que la de´monstration directe du th. 4.1 ne pouvait nous donner ce re´-
sultat.
Corollaire 6.9. — Sous les conditions de 6.3, supposons S affine d’anneau A, I de´fini
par un ide´al I de A, enfin les grnI (OS) = I
n/I n+1 localement libres. Alors Hi(X0,G )
s’identifie a` Hi(X0,G0)⊗A gr
n+1
I (A), ou`
G0 = gX0/S0 ,
donc la classe d’obstruction au prolongement de Xn se trouve dans
H2(X0,G0) ⊗A gr
n+1
I (A), et si elle est nulle, l’ensemble des classes (a` isomorphisme
pre`s) de solutions est un espace principal homoge`ne sous H1(X0,G0)⊗A gr
n+1
I (A).
(7)On sait maintenant que cette obstruction est toujours nulle dans ce cas [ajoute´ en 2003 (MR) :
cf. F. Oort, Finite group schemes, local moduli for abelian varieties and lifting problems, Algebraic
Geometry Oslo 1970, Wolters-Noordhoff, 1972, p. 223–254].
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En particulier :
Corollaire 6.10. — Sous les conditions de 6.9 supposons
H2(X0, gX0/S0) = 0,
alors il existe un sche´ma formel Î-adique X sur le comple´te´ formel I -adique Ŝ de S,
qui soit « lisse sur S » (i.e. les Xp sont lisses sur les Sp) et qui se re´duise suivant Xn,
i.e. muni d’un isomorphisme
X×S Sn
∼
←− Xn.
Si de plus H1(X0, gX0/S0) = 0, alors un tel X est unique a` isomorphisme pre`s.
En effet, on construit de proche en proche Xn+1, Xn+2, etc., d’ou` X en passant a`
la limite inductive des Xi. L’assertion d’unicite´ figure de´ja` au n
o pre´ce´dent.
7. Application a` la construction de sche´mas formels et de sche´mas ordi-
naires lisses sur un anneau local complet A
Les re´sultats du no pre´ce´dent permettent parfois de prouver l’existence d’un sche´ma83
formel m-adique sur un tel anneau, se re´duisant suivant un sche´ma lisse X0 sur k
donne´. Distinguons deux cas :
a) A est « d’e´gales caracte´ristiques » (c’est le cas en particulier si k est de carac-
te´ristique 0). Alors on sait qu’il existe un sous-corps de repre´sentants de A, i.e. un
sous-corps k′ tel que A→ k induise un isomorphisme k′
∼
−→ k. Alors il existe meˆme
un sche´ma ordinaire lisse sur A se re´duisant suivant X0, savoirX = X0⊗kA, A e´tant
conside´re´ comme une alge`bre sur k graˆce a` l’homomorphisme k → k′ → A de´fini par k′.
Il faut cependant noter que cette construction n’est pas « naturelle » ; il est facile de
se convaincre (de´ja` dans le cas ou` A = k[t]/(t2), alge`bre des nombres duaux) qu’un
autre homomorphisme de rele`vement k → A (de´fini en l’occurrence par une de´rivation
absolue de k dans lui-meˆme) de´finit un X ′ sur A qui en ge´ne´ral n’est pas isomorphe
a` X (si H1(X0, gX0/k) 6= 0). Il serait d’ailleurs inte´ressant d’e´tudier (pour k de carac-
te´ristique 0, ou non parfait et de caracte´ristique p > 0) quels sont les X lisses sur A
qu’on obtient ainsi, a` quelle condition deux homomorphismes k → A de´finissent des
A-sche´mas isomorphes. Ne´anmoins, l’existence de k′ suffit a` entraˆıner que la premie`re
obstruction au rele`vement de X0, qui est dans H
2(X0, gX0/k)⊗km/m
2, est ne´cessaire-
ment nulle. Bien entendu, quand on a releve´ alorsX0 en X1 lisse sur A/m
2, la nouvelle
obstruction a` la construction deX2 ne sera en ge´ne´ral pas nulle : elle sera fonction d’un
e´le´ment variable dans un certain espace principal homoge`ne sous H1(X0,G0)⊗m/m2
et se trouve dans H2(X0,G0)⊗m2/m3 : il conviendrait d’e´tudier la situation de fac¸on
de´taille´e(8).
(8)Elle est sans doute de´crite par l’ope´ration crochet de Kodaira-Spencer (cf. Se´minaire Cartan,
1960/61, Exp. 4).
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b) A est d’ine´gales caracte´ristiques. Dans ce cas, on ignore tout, (sauf si par chance
H2(X0, gX0/k) = 0, auquel cas on peut construire un sche´ma formel m-adique simple
sur A se re´duisant suivant k). Meˆme si A = Z/p2Z et si X0 est un sche´ma « abe´lien »
de dimension 2, on ne sait pas si on peut le relever en un X = X1 lisse sur A
(9),
d’autre part, on n’a pas d’exemple d’un X0 dont on ait prouve´ qu’il ne provient pas
d’un sche´ma ordinaire X lisse sur A. (J’ai l’impression que cela doit exister, avec X0
une surface projective)(10). Signalons simplement que d’apre`s le the´ore`me de Cohen,
il existe un p-anneau de Cohen B de corps re´siduel k et un homomorphisme B → A
induisant l’isomorphisme identique sur les corps re´siduels ; par suite, le re´sultat « le
plus fort » de rele`vement serait obtenu en prenant pour A un p-anneau de Cohen : s’il 84
existe une solution (ordinaire ou formelle) au-dessus d’un tel anneau, il en existe une
au-dessus de tout anneau local complet de corps re´siduel k. En particulier, comme
pour un p-anneau de Cohen m/m2 s’identifie canoniquement a` k, on voit que pour
tout sche´ma lisse X0 sur un corps k de caracte´ristique p > 0, il existe une classe
de cohomologie dans H2(X0, gX0/k) premie`re obstruction au rele`vement de X0 en un
sche´ma lisse sur un p-anneau de Cohen ; on ignore si elle peut eˆtre non nulle(11).
Meˆme si on arrive de proche en proche a` construire les Xn se re´duisant suivant X0,
cela ne donne en ge´ne´ral qu’un sche´ma formel X lisse sur A, se re´duisant suivant X0.
Lorsque X0 est propre sur A, il reste la question si X est en fait alge´brisable, pour
pouvoir obtenir un sche´ma ordinaire propre sur A et simple sur A, se re´duisant suiv-
ant X0. Le seul crite`re connu (signale´ dans le Se´minaire Bourbaki, et qui figure dans
les E´le´ments, Chap. III, 4.7.1) est le suivant : si X est propre sur A, et si L est un
faisceau inversible sur X tel que le faisceau induit L0 sur X0 soit ample (i.e. une
puissance tensorielle convenable L⊗n0 , n > 0, provient d’une immersion projective
de X0) alors il existe un sche´ma X projectif sur A, et un faisceau inversible ample
sur X , tels que (X,L ) s’en de´duise par comple´tion m-adique. Cela nous ame`ne donc,
e´tant donne´ un faisceau localement libre E0 sur X0 (que nous choisirons inversible
ample pour notre propos), de le prolonger en un faisceau localement libre E sur X.
Pour ceci, on est ramene´ a` construire de proche en proche des faisceaux localement li-
bres En sur lesXn. La discussion est toute analogue a` celle du No 6, (cf. remarque 6.4),
le roˆle essentiel e´tant joue´ par le faisceau des automorphismes d’un En+1 qui induisent
l’identite´ sur En : on montre aussitoˆt que ce faisceau s’identifie a`
(∗) G =HomOX0 (E0,E0 ⊗ gr
n+1
I (OX)) = HomOX0 (E0,E0)⊗ gr
n+1
I (OX)
qui est encore un faisceau en groupes commutatifs. On trouve :
(9)C’est maintenant prouve´, cf. note 7 page 67.
(10)Un tel exemple a e´te´ depuis construit par J-P. Serre (Proc. Nat. Acad. Sc. USA 47 (1961), No 1,
p. 108–109), du moins pour certaines dimensions. D.Mumford a donne´ un exemple (non publie´) avec
une surface alge´brique.
(11)Elle peut eˆtre non nulle, comme signale´ en note 10 a` la page 69.
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Proposition 7.1. — Soit S un pre´sche´ma muni d’un faisceau quasi-cohe´rent
d’ide´aux I , X un pre´sche´ma sur S, Sn le sous-pre´sche´ma de S de´fini par I n+1,
et Xn = X ×S Sn (pour tout entier n). Soit En un faisceau localement libre sur Xn,85
on se propose de le prolonger en un faisceau localement libre En+1 sur Xn+1. Alors En
de´finit une classe d’obstruction canonique dans H2(X0,G ), ou` G est le faisceau quasi-
cohe´rent donne´ par la formule ci-dessus, classe dont l’annulation est ne´cessaire et
suffisante pour l’existence d’un En+1 prolongeant En. Si cette classe est nulle, alors
l’ensemble des classes, a` isomorphisme pre`s (induisant l’identite´ sur En) de solu-
tions En+1, est un espace principal homoge`ne sous H1(X0,G ).
Cette proposition donne lieu aux corollaires habituels. Signalons seulement que
si X est plat sur S, alors on peut e´crire
G = HomOX0 (E0,E0)⊗OS0 gr
n+1
I (OS)
d’ou`, si S est affine d’anneau A et si les I n/I n+1 sont localement libres, la condition
suffisante
H2(X0,G0) = 0 avec G0 = HomOX0 (E0,E0)
pour l’existence d’un En+1, donc de proche en proche pour l’existence de prolonge-
ments successifs Em (m = n, n+ 1, etc.).
Revenant a` la situation de de´part, on trouve donc :
Proposition 7.2. — Soient A un anneau local complet, X un sche´ma formel propre
et plat sur A, tel que X0 soit projectif et que H
2(X0,OX0) = 0. Alors il existe un
sche´ma X projectif sur A dont le comple´te´ formel m-adique est isomorphe a` X.
Conjuguant avec 6.10, on trouve :
Théorème 7.3. — Soient A un anneau local complet de corps re´siduel k, X0 un sche´ma
projectif et lisse sur k, tel que
H2(X0, gX0/k) = H
2(X0,OX0) = 0
Alors il existe un sche´ma lisse et projectif X sur A, se re´duisant suivant X0.
Plus ge´ne´ralement, si on se donne un Xn lisse sur An = A/m
n+1 se re´duisant suiv-
ant X0, alors il existe un X lisse et propre sur A et un isomorphisme X ⊗AAn = Xn.
Corollaire 7.4. — Toute courbe lisse et propre sur k provient par re´duction d’une
courbe lisse et propre sur A.
C’est ce re´sultat qui sera l’outil essentiel (avec le the´ore`me d’existence de fais-
ceaux en Ge´ome´trie Formelle) pour e´tudier le groupe fondamental de X0 par voie
transcendante.86
EXPOSE´ IV
MORPHISMES PLATS
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Nous donnons ici surtout les proprie´te´s de platitude qui nous ont servi dans les
expose´s pre´ce´dents. Une e´tude plus de´taille´e se trouvera au Chapitre IV des « E´le´ments
de Ge´ome´trie Alge´brique » en pre´paration(1), ou` on e´tudie de fac¸on syste´matique la
situation suivante : X e´tant localement de type fini sur Y localement noethe´rien, et F
cohe´rent surX et Y -plat, donner des relations entre les proprie´te´s de Y , celles de F , et
celles des faisceaux cohe´rents induits par F sur les fibres de X → Y (du point de vue
notamment de la dimension, de la dimension cohomologique, de la profondeur etc.).
On a notamment une fac¸on syste´matique d’obtenir des the´ore`mes du type Seidenberg
ou Bertini (pour les sections hyperplanes). Le re´sultat essentiel pour l’application des
me´thodes de platitude dans ce contexte est le suivant (qui sera de´montre´ plus bas) :
Si Y est inte`gre,X de type fini sur Y , F cohe´rent surX , il existe un ouvert non vide U
de Y tel que F soit Y -plat aux points de X au-dessus de U . Une deuxie`me fac¸on, sans
doute encore plus importante, dont la platitude s’introduit en Ge´ome´trie Alge´brique,
est la the´orie de descente : voir par exemple les deux expose´s de Grothendieck sur le
sujet au Se´minaire Bourbaki(2). La platitude semble ainsi une des notions techniques
centrales en Ge´ome´trie Alge´brique.
Rappelons que la notion de platitude et fide`le platitude a e´te´ introduite par Serre
dans GAGA. Un expose´ des no 1 et 2 suivants se trouvera aussi dans Alg. Comm. de
Bourbaki (qui bien entendu, comme le titre du livre l’indique, ne se borne pas au cas
d’anneaux de base commutatifs)(3).
Contrairement aux expose´s pre´ce´dents, nous ne supposons pas que les anneaux
envisage´s sont ne´cessairement noethe´riens.
(1)Cf. EGA IV 11 et 12.
(2)et, pour un expose´ plus de´taille´, les Expose´s VIII et IX plus bas.
(3)N. Bourbaki, Alge`bre Commutative, Chap. I (Modules Plats), Act. Sc. Ind 1290, Paris, Hermann
(1961).
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1. Sorites sur les modules plats
Un module M sur l’anneau A est dit plat (ou A-plat si on veut pre´ciser A) si le88
foncteur
TM : N 7−→M ⊗A N
(qui est en tous cas exact a` droite) est exact, i.e. transforme monomorphismes en
monomorphismes. Il revient au meˆme de dire que le premier foncteur de´rive´ a` droite,
ou tous les foncteurs de´rive´s a` droite, sont nuls, i.e. que l’on a
TorA1 (M,N) = 0 pour tout N ,
resp. qu’on a
TorAi (M,N) = 0 pour i > 0, tout N .
Comme les Tori commutent aux limites inductives, il suffit d’ailleurs de ve´rifier ces
conditions pour N de type fini, et meˆme (prenant alors une suite de composition de N
a` quotients monoge`nes) que l’on ait
TorA1 (M,N) = 0
si N monoge`ne, i.e. de la forme A/I, I e´tant un ide´al de A. Notons d’ailleurs que
TorA1 (M,A/I) = 0 ⇐⇒ I ⊗AM →M = A⊗AM est injectif ,
comme on voit sur la suite exacte des Tor, compte tenu de TorA1 (M,A) = 0. Donc M
plat e´quivaut a` dire que pour tout ide´al I, l’homomorphisme naturel
I ⊗A M −→ IM
est un isomorphisme. Il suffit d’ailleurs de le ve´rifier pour I de type fini, a fortiori il
suffit de ve´rifier que le foncteur M⊗ est exact sur les modules de type fini.
Comme chaque fois qu’on a un foncteur exact T , si on identifie, pour un sous-objet
N ′ de N , T (N ′) a` un sous-objet de T (N), on a
T (N ′ ∩N ′′) = T (N ′) ∩ T (N ′′)
T (N ′ +N ′′) = T (N ′) + T (N ′′)
pour deux sous-objets N ′, N ′′ de N .
Une somme directe de modules plats, un facteur direct d’un module plat, est plat.
En particulier, A e´tant plat, un module libre, donc aussi un module projectif, est
plat. Le produit tensoriel de deux modules plats est plat, et si M est plat sur A,
alors M ⊗A B est plat sur B pour tout changement de base A → B (a` cause de
l’associativite´ du produit tensoriel et du fait qu’un compose´ de foncteurs exacts est89
exact). Si M est plat sur B, B plat sur A, alors M est plat sur A (meˆme raison).
La suite exacte des Tor, plus la « commutativite´ » du Tor, donne :
Proposition 1.1. — Soit 0 → M ′ → M → M ′′ → 0 une suite exacte de A-modules,
M ′′ e´tant plat. Alors
(i) cette suite reste exacte par tensorisation par n’importe quel A-module N
(ii) pour que M soit plat, il faut et il suffit que M ′ le soit.
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On peut donc dire que du point de vue du comportement par produits tensoriels,
les modules plats sont « aussi bons » que les modules libres ou projectifs (et la suite
exacte de 1.1 en particulier est « aussi bonne » que si elle splittait).
Soit S une partie multiplicativement stable de A, alors S−1A est plat sur A,
car S−1A ⊗ N = S−1N est un foncteur exact en N . Si M est A-plat, alors
S−1M = S−1A ⊗ M est S−1A-plat, la re´ciproque e´tant vraie si M → S−1M est
un isomorphisme, i.e. si les s ∈ S sont bijectifs dans M (a` cause de la transitivite´ de
la platitude, S−1A e´tant plat sur A). Plus ge´ne´ralement, le cas d’un morphisme de
pre´sche´mas X → Y et d’un faisceau quasi-cohe´rent F sur X dont on veut e´tudier la
platitude par rapport a` Y conduit a` la situation avec deux anneaux :
Proposition 1.2. — Soient A → B un homomorphisme d’anneaux, M un B-module,
T une partie multiplicativement stable de B.
(i) SiM est A-plat, alors T−1M est A-plat (donc aussi S−1A-plat pour toute partie
multiplicativement stable S de A s’envoyant dans T ).
(ii) Inversement, si Mn est plat sur An pour tout ide´al maximal n de B, Mn est
plat sur A (ou, ce qui revient au meˆme, sur Am, ou` m est l’ide´al premier de A image
inverse de n) alors M est A-plat.
On a en effet la formule, fonctorielle par rapport au A-module N :
T−1M ⊗A N = T
−1(M ⊗A N)
car les deux membres sont fonctoriellement isomorphes a` T−1B⊗BM ⊗B N(B) (avec
N(B) = N ⊗AB) en vertu des formules d’associativite´ de ⊗. Il s’ensuit aussitoˆt que si
M ⊗AN est exact en N , il en est de meˆme de T−1M ⊗AN (comme compose´ de deux
foncteurs exacts), d’ou` (i). Et il s’ensuit de meˆme (ii), car pour ve´rifier l’exactitude
d’une suite de B-modules, il suffit de ve´rifier l’exactitude des localise´s en tous les
ide´aux maximaux de B.
Proposition 1.3. — (i) Soit M un A-module plat. Si x ∈ A est non diviseur de 0 90
dans A, il est non-diviseur de 0 dans M . En particulier, si A est inte`gre, M est sans
torsion.
(ii) Supposons que A soit inte`gre et que pour tout ide´al maximal m de A, Am soit
principal (par exemple A anneau de Dedekind, ou meˆme principal). Pour que le A-
module M soit plat, il faut et il suffit qu’il soit sans torsion.
On obtient (i) en notant que l’homothe´tie x dansM s’obtient en tensorisant parM
l’homothe´tie x dans A. Pour (ii), on peut supposer de´ja` A principal graˆce a` 1.2 (ii) ;
il faut montrer que si M est sans torsion, alors pour tout ide´al I de A, l’injection
I → A tensorise´e par M est une injection, ce qui signifie que le ge´ne´rateur x de I est
non diviseur de 0 dans M , O.K.
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2. Modules fide`lement plats
Un foncteur F d’une cate´gorie dans une autre est dit fide`le si pour tout X , Y ,
l’application Hom(X,Y ) → Hom(F (X), F (Y )) est injective. S’il s’agit d’un foncteur
additif de cate´gories additives, il revient au meˆme de dire que F (u) = 0 implique u = 0,
et cela implique que F (X) = 0 implique X = 0. Pour que F soit fide`le et exact, il faut
et il suffit que la condition suivante soit ve´rifie´e : pour toute suite M ′ → M → M ′′
de morphismes dans C , la suite transforme´e F (M ′) → F (M) → F (M ′′) est exacte
si et seulement si la pre´ce´dente l’est. Ou encore : F est exact, et F (X) = 0 implique
X = 0. (N.B. pour pouvoir parler d’exactitude, il faut supposer les cate´gories en jeu
abe´liennes). Supposons qu’on ait une famille (Mi) d’objets non nuls de C tels que
tout objet non nul de C ait un sous-objet admettant un quotient isomorphe a` un Mi.
Alors F fide`le et exact e´quivaut a` : F exact, et F (Mi) 6= 0 pour tout i. Si C est la
cate´gorie des modules sur un anneau A, on peut prendre par exemple pour (Mi) la
famille des A/m, m parcourant les ide´aux maximaux de A. (En effet, tout module non
nul admet un sous-module non nul monoge`ne, donc isomorphe a` un A/I, I ide´al 6= A,
lequel par Krull admet un quotient A/m). De ces sorites, on de´duit en particulier :
Proposition 2.1. — Soit M un A-module. Conditions e´quivalentes :
(i) Le foncteur M⊗A est fide`le et exact.91
(i bis) M est plat, et M ⊗A N = 0 implique N = 0
(i ter) M est plat, et M ⊗A/m 6= 0 pour tout ide´al maximal m de A.
(ii) Pour toute suite d’homomorphismes N ′ → N → N ′′, la suite tensorise´e par
M est exacte si et seulement si la suite initiale l’est.
On dit alors que M est un A-module fide`lement plat. En particulier, si M est
fide`lement plat, alors N → N ′ est un monomorphisme (e´pimorphisme, isomorphisme)
si et seulement si l’homomorphisme tensorise´ par M l’est. Un module fide`lement plat
est fide`le, puisque l’homothe´tie f dansM s’obtient en tensorisant parM l’homothe´tie
f dans A.
On voit comme dans 1 les proprie´te´s de transitivite´ habituelles : le produit tensoriel
de deux modules fide`lement plats est fide`lement plat, si M est fide`lement plat sur A,
M ⊗A B est fide`lement plat sur B pour toute extension de la base A → B, si B est
une A-alge`bre qui est fide`lement plate sur A et siM est un B-module fide`lement plat,
c’est un A-module fide`lement plat.
Corollaire 2.2. — Soit A → B un homomorphisme local d’anneaux locaux, M un B-
module de type fini. Pour que M soit fide`lement plat sur A, il faut et il suffit qu’il soit
plat sur A et non nul.
Re´sulte du crite`re (i ter) et de Nakayama. En particulier, pour que B soit A-plat,
il faut et il suffit qu’il soit fide`lement A-plat.
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Proposition 2.3. — Soit A → B un homomorphisme d’anneaux, M un B-module qui
est fide`lement plat sur A. Pour tout ide´al premier p de A, il existe un ide´al premier q
de B qui l’induise.
Divisant par p, on est ramene´ au cas ou` p = 0. Localisant en l’ide´al premier 0, on
est ramene´ au cas ou` A est un corps. Mais M e´tant fide`lement plat sur A est non
nul, a fortiori B 6= 0, donc B a un ide´al premier, qui ne peut qu’induire l’unique ide´al
premier de A ! Ge´ome´triquement, on peut dire que l’existence d’un faisceau quasi-
cohe´rent F sur X = Spec(B) qui soit « fide`lement plat » relativement a` A, implique
que X → Y = Spec(A) est surjectif.
Corollaire 2.4. — Supposons M plat sur A, de type fini sur B et SuppM = Spec(B)
(i.e. Mq 6= 0 pour tout ide´al premier q de B). Alors les ide´aux premiers q de B
contenant pB minimaux induisent p.
On est encore ramene´ au cas p = 0 (car les hypothe`ses se conservent toutes en 92
divisant), donc A inte`gre. On est ramene´ a` l’e´nonce´ suivant :
Corollaire 2.5. — M e´tant comme dessus, tout ide´al premier minimal q de B induit
un ide´al premier p de A qui est minimal.
En effet, localisant en p et q, on est ramene´ a` prouver que si A et B sont locaux
et l’homomorphisme A → B local, M un B-module non nul plat sur A, et si B est
de dimension 0, alors A est de dimension 0. Par 2.2 et 2.3, on conclut que tout ide´al
premier de A est induit par un ide´al premier de B, donc par l’ide´al maximal de B,
donc est l’ide´al maximal, cqfd. Ge´ome´triquement, 2.5 signifie que toute composante
irre´ductible deX = Spec(B) domine quelque composante irre´ductible de Y = Spec(A)
(moyennant l’existence d’un faisceau quasi-cohe´rent de type fini sur X , de support X ,
et plat par rapport a` Y ).
On notera qu’on n’a pas eu a` supposer dans 2.4 M fide`lement plat sur A, mais
rien ne garantit alors l’existence d’un ide´al premier contenant pB (donc d’un minimal
parmi de tels).
Proposition 2.6. — Soit i : A → B un homomorphisme d’anneaux. Conditions e´quiv-
alentes :
(i) B est un A-module fide`lement plat.
(ii) B est plat sur A, et Spec(B)→ Spec(A) est surjectif
(ii bis) B est plat sur A, et tout ide´al maximal est induit par un ide´al de B.
(iii) i est injectif et Coker i est un A-module plat.
(iv) Le foncteurM(B) =M⊗AB en le A-module M est exact, et l’homomorphisme
fonctoriel canonique M →M(B) est injectif.
(iv bis) Pour tout ide´al I de A, I ⊗A B → IB est un isomorphisme, et l’image
inverse de IB dans A est e´gale a` I.
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On a (i)⇒(ii) par 2.3, (ii)⇒(ii bis) est trivial, (ii bis)⇒(i) par le crite`re (i ter)
de 2.1. On a (iii)⇒(iv) par 1.1, (iv)⇒(iv bis) trivialement (en faisant M = A/I dans
la deuxie`me condition (iv bis)), et (iv bis)⇒(i) en vertu du crite`re de platitude par
ide´aux vu au de´but de 1 et du crite`re 2.1 (i ter). Enfin, (iv)⇒(iii) par une re´ciproque
facile de 1.1, et (i)⇒(iv) car si N est le noyau de M → M ⊗A B = T (M), alors93
(T e´tant exact) N → T (N) est nul d’ou` T (N) = N ⊗A B = 0, d’ou` N = 0, cqfd.
3. Relations avec la comple´tion
Soient A un anneau noethe´rien, I un ide´al dans A, Â le se´pare´ comple´te´ de A pour
la topologie I-pre´adique, et pour tout A-module M , soit M̂ son comple´te´ pour la
topologie I-pre´adique. C’est un Â-module, d’ou` un homomorphisme canonique
M ⊗A Â −→ M̂.
Lorsque M parcourt les modules de type fini, le foncteur M 7→ M̂ est exact, comme
il re´sulte facilement du the´ore`me de Krull : Si N ⊂ M , la topologie de N est celle
induite par la topologie de M . Comme M ⊗A Â est exact a` droite, on en conclut
aise´ment (en re´solvant M par L → L′ → M , avec L et L′ libres de type fini) que
l’homomorphisme fonctoriel plus haut est un isomorphisme (M̂ e´tant aussi exact a`
droite) et par conse´quent que M ⊗A Â est aussi un foncteur exact en M . Par suite :
Proposition 3.1. — Soient A un anneau noethe´rien, I un ide´al de A, alors le comple´te´
se´pare´ Â de A (pour la topologie I-pre´adique) est plat sur A.
Corollaire 3.2. — Pour que Â soit fide`lement plat sur A, il faut et il suffit que I soit
contenu dans le radical de A.
En effet, il suffit d’appliquer le crite`re 2.1 (i ter).
Ces re´sultats re´sument tout ce qu’on sait dire, du point de vue de l’alge`bre line´aire,
sur les relations entre A et Â. Le corollaire 3.2 est surtout utilise´ lorsque A est un
anneau local noethe´rien et que I est contenu dans l’ide´al maximal m (et le plus
souvent, lui est e´gal).
4. Relations avec les modules libres
Proposition 4.1. — Soient A un anneau, I un ide´al de A, M un A-module. Supposons
qu’on soit sous l’une ou l’autre des hypothe`ses suivantes :
(a) I est nilpotent
(b) A est noethe´rien, I est dans le radical de A, et M est de type fini.
Pour que M soit libre sur A, il faut et il suffit que M ⊗A/I soit libre sur A/I, et que
TorA1 (M,A/I) = 0.
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C’est ne´cessaire, prouvons la suffisance. Soit (ei) une famille d’e´le´ments de M dont94
l’image dans M ⊗ A/I = M/IM y de´finit une base sur A/I (c’est une famille finie
dans le cas (b)). Soit L le A-module libre construit sur le meˆme ensemble d’indices,
on a donc un homomorphisme L → M tel que la tensorisation T par A/I induit un
isomorphisme T (L)
∼
−→ T (M). Si Q est le conoyau de L→M , on a donc T (Q) = 0,
d’ou` Q = 0 en vertu de Nakayama (valable sous l’une ou l’autre condition (a) ou (b)).
Donc L→M est surjectif, soit R son noyau, on a donc une suite exacte
0 −→ R −→ L −→M −→ 0
d’ou`, comme TorA1 (M,A/I) = 0, une suite exacte 0 → T (R) → T (L) → T (M) → 0,
d’ou` T (R) = 0, d’ou` encore R = 0 en vertu de Nakayama (tenant compte que dans le
cas (b), R est de type fini puisque A e´tait suppose´ noethe´rien).
Corollaire 4.2. — On peut remplacer la condition TorA1 (M,A/I) = 0 par : l’homo-
morphisme canonique surjectif
(∗) gr0I(M)⊗A/I grI(A) −→ grI(M)
est un isomorphisme.
En effet, si M est libre, cela est certainement ve´rifie´. Il faut donc prouver que si
M ⊗ A/I est libre sur A/I et la condition sur les gr ve´rifie´e, alors M est libre. On
reprend la de´monstration ci-dessus en construisant L → M , il re´sulte de l’hypothe`se
que cet homomorphisme induit un isomorphisme pour les gradue´s associe´s, donc son
noyau est contenu dans l’intersection des InL, donc est nul (comme il est trivial dans
(a), et bien connu dans (b)). Cqfd.
Corollaire 4.3. — Supposons que A/I soit un corps. Alors les conditions suivantes
sur M sont e´quivalentes :
(i) M est libre
(ii) M est projectif
(iii) M est plat
(iv) TorA1 (M,A/I) = 0
(v) L’homomorphisme canonique (∗) est bijectif.
En effet, dans le cas envisage´, M ⊗A/I est automatiquement libre.
Le re´sultat pre´ce´dent est valable dans les deux cas suivants :
(a) M est un module quelconque sur un anneau local A dont l’ide´al maximal I est
nilpotent (par exemple un anneau local artinien).
(b) M est un module de type fini sur un anneau local noethe´rien.
Rappelons pour me´moire : 95
Corollaire 4.4. — Supposons que A soit un anneau local noethe´rien inte`gre d’ide´al
maximal m = I, de corps re´siduel k = A/I, de corps des fractions K. Soit M un
module de type fini sur A. Alors les conditions e´quivalentes (i) a` (v) pre´ce´dentes
e´quivalent aussi a`
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(vi) M ⊗A K et M ⊗A k sont des espaces vectoriels de meˆme dimension (i.e. le
rang de M sur A est e´gal au nombre minimum de ge´ne´rateurs du A-module M).
De´monstration imme´diate ; on laisse au lecteur le soin de ge´ne´raliser au cas ou` A est
seulement suppose´ sans e´le´ments nilpotents : il faut alors exiger que les rangs de M
pour les ide´aux premiers minimaux de A soient e´gaux a` la dimension de l’espace
vectoriel M ⊗A k.
5. Crite`res locaux de platitude
Proposition 5.1. — Soit A un anneau muni d’un ide´al I, M un A-module. Supposons
TorA1 (M,A/I
n) = 0 pour n > 0
alors l’homomorphisme canonique surjectif
(∗) gr0I(M)⊗A/I grI(A) −→ grI(M)
est un isomorphisme. La re´ciproque est vraie si I est nilpotent.
L’hypothe`se signifie que les homomorphismes
In ⊗A M −→ I
nM
sont des isomorphismes, d’ou` aussitoˆt le fait que les homomorphismes
In/In+1 ⊗AM −→ I
nM/In+1M
sont des isomorphismes. Re´ciproquement, supposons cette condition ve´rifie´e et I nilpo-
tent, prouvons TorA1 (M,A/I
n) = 0 pour tout n. C’est vrai pour n grand, proce´dons
par re´currence descendante sur n, en le supposant prouve´ pour n + 1. On a un dia-
gramme commutatif
M ⊗ In+1 //

M ⊗ In //

M ⊗ (In/In+1) //

0
0 // MIn+1 // MIn // MIn/MIn+1 // 0
ou` les lignes sont exactes. Par hypothe`se, la dernie`re fle`che verticale est un isomor-96
phisme, et l’hypothe`se de re´currence signifie aussi que la premie`re fle`che verticale l’est.
Il en est donc de meˆme de la fle`che verticale me´diane, ce qui ache`ve la de´monstration.
La proposition suivante a e´te´ de´gage´e au moment du Se´minaire par Serre ; elle
permet des simplifications substantielles dans le pre´sent nume´ro.
Proposition 5.2. — Soient A → B un homomorphisme d’anneaux, M un A-module.
Les conditions suivantes sont e´quivalentes :
(i) Pour tout B-module N , on a TorA1 (M,N) = 0 ;
(ii) TorA1 (M,B) = 0, et M(B) =M ⊗A B est B-plat.
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On a un isomorphisme fonctoriel
M ⊗A N = (M ⊗A B)⊗B N
qui exprime le premier membre, conside´re´ comme foncteur enM , comme un compose´
de deux foncteurs M 7→ M ⊗A B et P 7→ P ⊗B N . Comme le premier transforme
modules libres sur A en modules libres sur B, donc projectifs en projectifs, on a la
suite spectrale des foncteurs compose´s
TorAn (M,N)⇐= Tor
B
p (Tor
A
q (M,B), N)
d’ou` une suite exacte pour les termes de bas degre´
0←− TorB1 (M ⊗A B,N)←− Tor
A
1 (M,N)←− Tor
A
1 (M,B)⊗A N
Si (i) est ve´rifie´, alors on conclut de cette suite exacte TorB1 (M ⊗A B,N) = 0 pour
tout N , i.e. M ⊗A B est B-plat, d’ou` (ii). Si inversement (ii) est ve´rifie´, alors dans la
suite exacte les termes entourant TorA1 (M,N) sont nuls, donc on a (i).
Corollaire 5.3. — Supposons que B = A/I, alors les conditions pre´ce´dentes e´quivalent
a` la suivante :
(iii) TorA1 (M,N) = 0 pour tout A-module N annule´ par une puissance de I.
En effet, (i) signifie qu’il en est ainsi si N est annule´ par I. On en de´duit (iii) en
appliquant l’hypothe`se aux InN/In+1N .
Corollaire 5.4. — Sous les conditions de 5.3, les conditions envisage´es impliquent que
l’homomorphisme fonctoriel 97
(∗) gr0I(M)⊗A/I grI(A) −→ grI(M)
est un isomorphisme, et que M ⊗A A/I est plat sur A/I.
Il suffit d’appliquer (iii) et (5.1). Utilisant la re´ciproque de 5.1 dans le cas I nilpo-
tent, on trouve :
Corollaire 5.5. — Soient A un anneau muni d’un ide´al nilpotent I, M un A-module.
Les conditions suivantes sont e´quivalentes :
(i) M est A-plat
(ii) M ⊗A A/I est A/I-plat, et Tor
A
1 (M,A/I) = 0
(iii) M ⊗A A/I est A/I-plat, et l’homomorphisme canonique (∗) sur les gradue´s
est un isomorphisme.
En effet, ce sont respectivement les conditions (iii) et (ii) pre´ce´dentes, et celles de
corollaire 5.4.
Ne supposons plus I nilpotent, alors on aura seulement a priori dans 5.5 les impli-
cations (i)⇒(ii)⇒(iii). D’autre part, comme la condition (iii) reste stable en divisant
par une puissance de I, on voit en vertu de 5.5 qu’elle implique
(iv) pour tout entier n, M ⊗A/In est plat sur A/In.
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On se propose de donner des conditions moyennant lesquelles on peut en conclure (i),
i.e. que M est A-plat. Je dis qu’il suffit pour ceci que A soit noethe´rien et que M
satisfasse la condition de finitude suivante : pour tout module de type fini N sur A,
M ⊗A N est se´pare´ pour la topologie I-pre´adique. (Il suffirait de le ve´rifier si N
est un ide´al de type fini dans A). En effet, prouvons que sous ces conditions, si
N ′ → N est un monomorphisme de modules de type fini, M ⊗A N ′ → M ⊗A N
est un monomorphisme. Il suffit en effet de montrer que le noyau est contenu
dans les In(M ⊗A N ′) = Im(M ⊗A InN ′ → M ⊗A N ′), ou encore dans les
Im(M ⊗A V ′n → M ⊗A N
′) = Ker(M ⊗A N ′ → M ⊗A (N ′/V ′n)), ou` V
′
n parcourt
un syste`me fondamental de´nombrable de voisinages de 0 dans N ′ (muni de sa topolo-
gie I-adique). D’apre`s le the´ore`me de Krull, la topologie I-adique de N ′ est induite
par celle de N , on peut donc prendre V ′n = N
′∩InN . Conside´rons alors le diagramme
commutatif
M ⊗A N ′ //

M ⊗A (N ′/V ′n)

M ⊗A N // M ⊗A (N/I
nN)
Comme N ′/V ′n et N/I
nN sont annule´s par In, le deuxie`me homomorphisme vertical98
s’identifie a` celui de´duit de l’homomorphisme injectif N ′/V ′n → N/I
nN en tensorisant
sur A/In avec le (A/In)-module plat M ⊗A A/In, il est donc injectif. Par suite, le
noyau deM ⊗AN ′ →M ⊗AN est contenu dans celui de M ⊗AN ′ →M ⊗A (N ′/V ′n),
ce qu’on voulait.
La condition de « finitude » envisage´e sur M est ve´rifie´e en particulier si M est un
module de type fini sur une A-alge`bre noethe´rienne B telle que IB soit contenu dans
le radical de B : en effet, alors M ⊗A N est un module de type fini sur B pour tout
module de type fini N sur A, donc se´pare´ par Krull pour la topologie I-adique = sa
topologie (IB)-adique. On trouve ainsi :
Théorème 5.6. — Soient A → B un homomorphisme d’anneaux noethe´riens, I un
ide´al de A tel que IB soit contenu dans le radical de B, M un B-module de type fini.
Les conditions suivantes sont e´quivalentes :
(i) M est A-plat
(ii) M ⊗A A/I est A/I-plat, et Tor
A
1 (M,A/I) = 0
(iii) M ⊗A A/I est A/I-plat, et l’homomorphisme canonique
gr0I(M)⊗A/I grI(A) −→ grI(M)
est un isomorphisme.
(iv) Pour tout entier n, M ⊗A A/In est plat sur A/In.
Ce re´sultat s’applique surtout lorsque A, B sont des anneaux locaux noethe´riens,
A→ B un homomorphisme local, et I un ide´al de A contenu dans son ide´al maximal
(et on peut re´duire aussitoˆt 5.6 a` ce cas). Un cas inte´ressant est celui ou` A/I est
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un corps, i.e. I maximal, auquel cas la condition que M ⊗A (A/I) est plat sur A/I
devient inutile ; de plus, comme alors les A/In sont des anneaux locaux artiniens, la
condition (iv) signifie que les M ⊗A (A/In) sont libres sur les A/In.
Corollaire 5.7. — Soit A→ B un homomorphisme local d’anneaux locaux noethe´riens, 99
u : M ′ →M un homomorphisme de B-modules de type fini, supposons M plat sur A.
Alors les conditions suivantes sont e´quivalentes :
(i) u est injectif, et Cokeru est plat sur A.
(ii) u⊗A k : M
′ ⊗A k →M ⊗A k est injectif
(ou` k de´signe le corps re´siduel de A).
(i)⇒(ii) en vertu de 1.1, prouvons la re´ciproque. Tout d’abord u est injectif, car il
suffit de le ve´rifier sur les gradues associe´s, ou` cela re´sulte d’un carre´ commutatif que
le lecteur e´crira. Soit M ′′ son Coker, on a donc une suite exacte
0 −→M ′ −→M −→M ′′ −→ 0
d’ou` par la suite exacte des Tor, compte tenu de l’hypothe`se (ii) et de TorA1 (M,k) = 0,
la relation TorA1 (M
′′, k) = 0, donc M ′′ est plat sur A par le the´ore`me 5.6.
Corollaire 5.8. — Sous les conditions de 5.6, soit J un ide´al de B contenant IB et
contenu dans le radical. Soient Â le comple´te´ I-adiques de A et B̂ et M̂ les comple´te´s
J-adiques de B et M . Pour que M soit A-plat, il faut et il suffit que M soit Â-plat.
(N.B. la suffisance re´sulterait de´ja` facilement de 3.2). On utilise le crite`re (iii) de 5.6
dans la situation (A,B, I,M) et dans la situation (Â, B̂, IÂ, M̂). On constate que les
conditions obtenues pour l’un et l’autre cas sont e´quivalentes, graˆce a` 3.2.
Corollaire 5.9. — Soient A → B → C des homomorphismes locaux d’anneaux locaux
noethe´riens,M un C-module de type fini (N.B. C n’intervient que pour pouvoir mettre
une condition de finitude sur M). On suppose B plat sur A. Soit k le corps re´siduel
de A. Conditions e´quivalentes :
(i) M est plat sur B.
(ii) M est plat sur A, et M ⊗A k est plat sur B ⊗A k.
L’implication (i)⇒(ii) est triviale, prouvons (ii)⇒(i). On applique le crite`re (iii)
de 5.6 a` (B,C,mB = I,M), comme M ⊗B (B/I) = M ⊗B (B ⊗A k) = M ⊗A k, la
premie`re condition de ce crite`re signifie pre´cise´ment que M ⊗A k est plat sur B⊗A k,
parfait. La deuxie`me condition du crite`re est ve´rifie´e parce que M est plat sur A et B 100
plat sur A, par une formule d’associativite´ du produit tensoriel. — Bien entendu, se
re´fe´rant a` 5.5 au lieu de 5.6, on obtient un e´nonce´ analogue sans condition noethe´rienne
et de finitude, quand on suppose en revanche que l’ide´al m de A est nilpotent. (Le fait
que m ait e´te´ pris maximal n’est d’ailleurs pas intervenu ; mais c’est en un sens le cas
« m maximal » qui est « le meilleur possible » ).
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6. Morphismes plats et ensembles ouverts
Rappelons d’abord quelques re´sultats sur les ensembles constructibles, qui sont
d’ailleurs de´montre´s dans des notes en circulation du Se´minaire Dieudonne´-Rosenlicht
sur les Sche´mas(4).
Soit X un espace topologique. On dit avec Chevalley qu’une partie de X est con-
structible si elle est re´union finie de parties localement ferme´es.
Lemme 6.1. — Soit X un espace topologique noethe´rien, soit Z une partie de X. Pour
que Z soit constructible, il faut et il suffit que pour toute partie ferme´e irre´ductible
Y de X, Z ∩ Y est non dense dans Y ou contient une partie ouverte non vide de
l’espace Y .
On en de´duit, utilisant un lemme bien connu d’Alge`bre Commutative :
Lemme 6.2 (Chevalley). — Soit f : X → Y un morphisme de type fini de pre´sche´mas,
avec Y noethe´rien. Alors f(X) est constructible.
Lemme 6.3. — Soient X un espace topologique noethe´rien dont toute partie ferme´e
irre´ductible admet un point ge´ne´rique, U une partie constructible de X, x ∈ X. Pour
que U soit un voisinage de x, il faut et il suffit que toute ge´ne´risation y de x (i.e. tout
y ∈ X tel que x ∈ y) soit dans U .
En particulier
Corollaire 6.4. — Soit X un espace topologique noethe´rien dont toute partie ferme´e
irre´ductible admet un point ge´ne´rique, U une partie de X. Pour que U soit ouverte,
il faut et il suffit qu’elle satisfasse les deux conditions suivantes :
(a) U contient toute ge´ne´risation de chacun de ses points
(b) si x ∈ U , alors U ∩ x contient une partie ouverte non vide de l’espace x.101
En effet, U est ne´cessairement constructible graˆce a` 6.1, et on applique le crite`re 6.2
qui prouve que U est un voisinage de chacun de ses points.
Corollaire 6.5. — Soit f : X → Y un morphisme de type fini de pre´sche´mas, avec
Y localement noethe´rien, x un point de X, y = f(x). Pour que f transforme toute
voisinage de x en un voisinage de y, il faut et il suffit que pour toute ge´ne´risation y′
de y, il existe une ge´ne´risation x′ de x telle que f(x′) = y′.
On peut e´videmment supposer que X et Y sont affines, donc noethe´riens. La condi-
tion est suffisante, car il suffit de prouver que f(X) est un voisinage de y, or f(X) est
constructible par 6.1, et il suffit d’appliquer le crite`re 6.3. La condition est ne´cessaire,
car soit Y ′ = y′, et soit F la re´union des composantes irre´ductibles de f−1(Y ′) qui ne
contiennent pas x. Alors X − F est un voisinage ouvert de x, donc son image est un
(4)Cf. EGA 0III 9, EGA IV 1.8 et 1.10.
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voisinage de y, et a fortiori contient y′, donc il existe x′1 ∈ X − F tel que f(x
′
1) = y
′.
Conside´rons une composante irre´ductible de f−1(Y ′) contenant x′1, elle contient ne´ces-
sairement x (car autrement elle serait contenue dans F ), soit x′ son point ge´ne´rique.
C’est une ge´ne´risation de x, et f(x′) est une ge´ne´risation de f(x′1) = y
′ contenue
dans Y ′, donc est e´gal a` y′, cqfd.
Théorème 6.6. — Soient f : X → Y un morphisme localement de type fini, avec Y
localement noethe´rien, F un faisceau cohe´rent sur X de support X, plat par rapport
a` Y . Alors f est un morphisme ouvert (i.e., transforme ouverts en ouverts).
Il suffit de prouver le crite`re 6.5 pour tout point x ∈ X . Or les ge´ne´risations x′
de x correspondent aux ide´aux premiers de Ox, celles y′ de y correspondent aux ide´aux
premiers de Oy, et il faut donc ve´rifier que tout ide´al premier de Oy est induit par
une ide´al premier de Ox. Or Fx est un Ox-module non nul et Oy plat, donc fide`lement
plat sur Oy par 2.2. On peut donc appliquer 2.3, ce qui ache`ve la de´monstration.
Remarques. — Comme la platitude se conserve par extension de la base, on voit que
sous les conditions de 6.5 f est meˆme universellement ouvert. J’ignore cependant,
lorsque Y est inte`gre et X de type fini sur Y , si f induit sur toute composante Xi
de X un morphisme ouvert, ou meˆme seulement e´quidimensionnel(5), i.e. dont toutes 102
les composantes des fibres ont meˆme dimension (on sait seulement que Xi domine Y ).
La question est lie´e a` la suivante : soit A → B un homomorphisme local d’anneaux
locaux noethe´riens, tel que B soit plat sur A et mB soit un ide´al de de´finition de B,
(ce qui implique d’ailleurs dimB = dimA). Est-il vrai que pour tout ide´al premier
minimal pi de B, on a dimB/pi = dimB ? Signalons seulement que la re´ponse a` la
premie`re question est ne´gative quand on remplace l’hypothe`se de platitude de 6.5 par
la seule hypothe`se que f soit universellement ouvert.
Lemme 6.7. — Soient A un anneau inte`gre noethe´rien, B une A-alge`bre de type fini,
M un B-module de type fini. Alors il existe un e´le´ment non nul f de A tel que Mf
soit un module libre (a fortiori plat) sur Af .
Soit K le corps des fractions de A, alors B⊗AK est une alge`bre de type fini sur K,
et M ⊗AK un module de type fini sur cette dernie`re. Soit n la dimension du support
de ce module, nous raisonnerons par re´currence sur n. Si n < 0, i.e. si M ⊗A K = 0,
alors prenant un nombre fini de ge´ne´rateurs deM sur B, on voit qu’il existe un f ∈ A
qui annule ces ge´ne´rateurs, doncM , d’ou`Mf = 0 et on a gagne´. Supposons n > 0. On
sait que le B-module M admet une suite de composition dont les quotients successifs
sont isomorphes a` des modules B/pi, les pi e´tant des ide´aux premiers de B. Comme
une extension de modules libres est libre, on est ramene´ au cas ou` M lui-meˆme est
de la forme B/p, ou encore identique a` B, B e´tant une A-alge`bre inte`gre. Appliquant
(5)La re´ponse a` la deuxie`me question est affirmative, celle a` la premie`re ne´gative meˆme si f est e´tale ;
cf. EGA IV 12.1.1.5 et EGA ErrIV 33.
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le lemme de normalisation de Noether a` la K-alge`bre B ⊗A K, on voit facilement
qu’il existe un e´le´ment f non nul de A tel que Bf soit entier sur le sous-anneau
Af [t1, . . . , tn], ou` les ti sont des inde´termine´es. Donc on peut de´ja` supposer B est
entier sur C = A[t1, . . . , tn], c’est donc un C-module de type fini sans torsion. Soit m
son rang, il existe donc une suite exacte de C-modules :
0 −→ Cm −→ B −→M ′ −→ 0
ou` M ′ est un C-module de torsion. Il s’ensuit que la dimension de Krull du C ⊗AK-
module M ′⊗AK est strictement infe´rieure a` celle n de C ⊗AK. D’apre`s l’hypothe`se
de re´currence, il s’ensuit que, a` condition de localiser par rapport a` un f non nul
convenable de A, on peut supposer que M ′ est un A-module libre. D’autre part, Cm103
est un A-module libre. Donc B est alors un A-module libre, on a fini.
Lemme 6.8. — Soient A un anneau noethe´rien, B une alge`bre de type fini sur A,M un
B-module de type fini, p un ide´al premier de B, q l’ide´al premier qu’il induit sur A.
On suppose Mp plat sur Aq (ou sur A, c’est pareil). Alors il existe un g ∈ B − p tel
que
(a) (M/qM)g est plat sur A/q.
(b) TorA1 (M,A/q)g = 0.
En effet, appliquant 6.7 a` (A/(q), B/qB,M/qM) on voit d’abord qu’il existe un f
dans A − q tel que (M/qM)f soit plat sur A/q. D’autre part, comme Mp est plat
sur A, on a TorA1 (M,A/q)p = Tor
A
1 (Mp, A/q) = 0, donc comme Tor
A
1 (M,A/q) est
un B-module de type fini, il existe un g ∈ B − p tel qu’on ait (b). On peut alors
(remplac¸ant g par gf) supposer qu’on a en meˆme temps (a), ce qui prouve le corollaire.
Corollaire 6.9. — Avec les notations de 6.8, pour tout ide´al premier p′ de B con-
tenant p et ne contenant pas g, Mp′ est plat sur A (ou, ce qui revient au meˆme,
sur Aq′ , ou` q
′ est l’ide´al premier de A induit par p′).
Il suffit d’appliquer le crite`re 5.6 (ii) au syste`me (A,Bq′ , q,Mq′), en utilisant la
localisation des Tor.
Théorème 6.10. — Soit f : X → Y un morphisme de type fini, avec Y localement
noethe´rien, et soit F un faisceau cohe´rent sur X. Soit U l’ensemble des points x ∈ X
tels que Fx soit plat sur Of(x). Alors U est un ensemble ouvert.
De´monstration. — On peut supposer X et Y affines, d’anneaux B et A, donc F
de´fini par un B-module M de type fini. On applique le crite`re 6.4. La condition (a)
est ve´rifie´e trivialement par 1.2 (i), reste a` ve´rifier la condition (b) de 6.4. C’est ce
qui a e´te´ fait dans le lemme 6.8 et corollaire 6.9.
Dans beaucoup de questions, la forme plus faible suivante du the´ore`me 6.10 est
suffisante (qui re´sulte de´ja` du lemme 6.7, et ne ne´cessite donc ni la technique des104
constructibles, ni le the´ore`me 5.6) :
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Corollaire 6.11. — Sous les conditions de 6.10, si on suppose Y inte`gre, alors il existe
un ouvert non vide V dans Y tel que F soit plat relativement a` Y en tous les points
de f−1(V ).
En effet, l’ensemble ouvert U contient la fibre du point ge´ne´rique de Y (puisque
l’anneau local de ce point est un corps), donc il contient un ouvert de la forme f−1(V ),
X e´tant de type fini sur Y . De 6.11, on conclut aussi facilement le re´sultat suivant,
ou` Y est suppose´ noethe´rien (mais pas ne´cessairement inte`gre) : il existe une partition
de Y en des parties localement ferme´es Yi telles que (munissant Yi de la structure
re´duite induite) F induise sur chaque Xi = X×Y Yi un faisceau plat par rapport a` Yi.
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0. Introduction
Le pre´sent Se´minaire est la suite du Se´minaire 1960. Nous re´fe´rons a` ce dernier par
des sigles tels que I 9.7 qui signifie : Se´minaire de Ge´ome´trie Alge´brique, expose´ I,
No 9.7. Les nume´ros des expose´s de 1961 suivront ceux de 1960. Nous re´fe´rons aux
E´le´ments de Ge´ome´trie Alge´brique de Dieudonne´-Grothendieck par des sigles tels que
(EGA I 8.7.3).
Le pre´sent expose´ re´sume (avec de le´gers comple´ments) les derniers expose´s de
1960, qui n’avaient pas e´te´ re´dige´s.
Comme en 1961, nous nous limiterons en re`gle ge´ne´rale a` des pre´sche´mas localement
noethe´riens, bien que souvent cette restriction soit inessentielle. Nous admettrons
dans l’expose´ VI la the´orie de la descente fide`lement plate, re´sume´e dans Se´minaire
Bourbaki No 190. S’il y a lieu, nous en donnerons un expose´ plus de´taille´ dans un
expose´ ulte´rieur(1), une fois que le lecteur aura eu l’occasion de se convaincre de
l’utilite´ de cette technique, pour la the´orie du groupe fondamental.
1. Pre´sche´ma a` groupe fini d’ope´rateurs, pre´sche´ma quotient
Soient X un pre´sche´ma, G un groupe fini ope´rant sur X par automorphismes, a`
droite pour fixer les ide´es. Si X est affine d’anneau A, G ope`re donc par automor-
phismes a` gauche sur A.
Pour tout pre´sche´ma Z, G ope`re a` gauche sur l’ensemble Hom(X,Z), on peut donc
conside´rer l’ensemble
Hom(X,Z)G
des morphismes invariants par G. Il de´pend fonctoriellement de Z, on peut se deman-
der si ce foncteur est « repre´sentable », i.e. isomorphe a` un foncteur Z 7→ Hom(Y, Z).
(1)Cf. Exp. VI et Exp. VIII
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Cela signifie qu’on peut trouver un pre´sche´ma Y , et un morphisme invariant par G106
p : X −→ Y
tel que pour tout Z, l’application correspondante g 7→ gp
Hom(Y, Z) −→ Hom(X,Z)G
soit bijective. On dit alors que (Y, p) est un pre´sche´ma quotient de X par G (il est
de´termine´ a` isomorphisme unique pre`s).
Proposition 1.1. — Soient A un anneau sur lequel le groupe fini G ope`re a` gauche,
B = AG le sous-anneau des invariants de A, X = Spec(A) et Y = Spec(B),
p : X → Y le morphisme canonique (e´videmment invariant par G). Alors
(i) A est entier sur B i.e. p est un morphisme entier.
(ii) Le morphisme p est surjectif, ses fibres sont les trajectoires de G, la topologie
de Y est quotient de celle de X.
(iii) Soit x ∈ X, y = p(x), Gx le stabilisateur de x, alors k(x) est une extension
alge´brique quasi-galoisienne de k(y) et l’application canonique de Gx dans le groupe
Gal(k(x)/k(y)) des k(y)-automorphismes de k(x) est surjective.
(iv) (Y, p) est un pre´sche´ma quotient de X par G.
Les e´nonce´s (i), (ii), (iii) sont bien connus en alge`bre commutative(2) et sont mis
seulement pour me´moire, sauf l’assertion sur la topologie, qui provient du fait ge´ne´ral
suivant, conse´quence facile du the´ore`me de Cohen-Seidenberg : un morphisme entier
est ferme´ (i.e. transforme ferme´s en ferme´s). Notons tout de suite :
Corollaire 1.2. — Sous les conditions pre´ce´dentes, l’homomorphisme naturel
OY−→p∗(OX)
G
est un isomorphisme.
Cela re´sulte aussitoˆt de la formule
(S−1A)G = S−1(AG)
valable pour toute partie multiplicativement stable S de B = AG (formule qui se
module, et s’e´nonce plus ge´ne´ralement pour un changement de base A → A′ qui est
plat), applique´e au cas ou` S est engendre´ par un e´le´ment f de B.
L’assertion (ii) et cor. 1.2 impliquent facilement (iv) ; plus ge´ne´ralement, on aura
ceci :
Proposition 1.3. — Soient X un pre´sche´ma a` groupe d’automorphismes finis G,107
p : X → Y un morphisme affine invariant tel que OY
∼
−→ p∗(OX)G. Alors les conclu-
sions (i), (ii), (iii), (iv) de 1.1 sont encore valables.
(2)Cf. N. Bourbaki, Alg. Comm. Chap. 5, § 1 et § 2, th. 2.
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En effet, pour (i), (ii), (iii), on peut supposer Y donc X affine, et si B,A sont leurs
anneaux, l’hypothe`se implique B = AG, il suffit d’appliquer 1.1. Pour (iv), on utilise
(ii) et OY = p∗(OX)G.
Corollaire 1.4. — Sous les conditions de 1.3, pour tout ouvert U de Y , U est un
quotient de X |U = p−1(U) par G.
En effet, p−1(U)→ U induit par p satisfait aux meˆmes hypothe`ses que p.
Si maintenant X est un Z-pre´sche´ma et les ope´rations de G sont des Z-
automorphismes, alors par (iv) Y est un Z-pre´sche´ma. Ceci dit :
Corollaire 1.5. — Pour que X soit affine resp. se´pare´ sur Z, il faut et il suffit que Y
le soit. Si X est de type fini sur Z, il est fini sur Y ; si de plus Z est localement
noethe´rien, Y est de type fini sur Z.
Comme X est affine et a fortiori se´pare´ sur Y , si Y est affine resp. se´pare´ sur Z,
X l’est aussi. Re´ciproquement, supposons X affine sur Z, prouvons que Y l’est :
on peut graˆce a` 1.4 supposer Z affine, et on est ramene´ a` prouver que si X est
affine, Y l’est, ce qui re´sulte de la de´termination explicite de Y comme Spec(A)G
faite dans 1.1. De meˆme, comme p : X → Y est entier donc universellement ferme´, et
surjectif, il s’ensuit que si X est se´pare´ sur Z, Y l’est aussi (lemme a` de´gager !) ; en
effet, dans le diagramme
X ×Z X
p×Z p
// Y ×Z Y
X
∆X/Z
OO
p
// Y
∆Y/Z
OO
le morphisme X ×Z X → Y ×Z Y est ferme´, donc transforme la diagonale (ferme´e)
de X×ZX en une partie ferme´e de Y ×Z Y , qui n’est d’ailleurs autre que la diagonale
de ce dernier puisque p est surjectif. — Si X est de type fini sur Z, il l’est a fortiori
sur Y donc il est fini sur Y (puisqu’il est de´ja` entier sur Y ). Supposons de plus Z
localement noethe´rien, prouvons que Y est de type fini sur Z. On peut graˆce a` 1.4
supposer Z affine. Comme l’espace topologiqueX est quasi-compact et que p : X → Y
est surjectif, Y est e´galement quasi-compact donc re´union finie d’ouverts affines, et 108
par 1.4 on est ramene´ au cas ou` Y est affine, donc X affine. Mais alors l’anneau A
de X est une alge`bre de type fini sur l’anneau C de Z qui est noethe´rien, et il est
connu que B = AG est alors e´galement une alge`bre de type fini sur C (car A sera
entie`re, donc finie sur une sous-alge`bre B′ de B de type fini sur C, donc comme B′
est noethe´rien, B est e´galement finie sur B′, donc de type fini sur C).
Corollaire 1.6. — Pour que X soit affine resp. un sche´ma, il faut et il suffit que Y le
soit.
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Définition 1.7. — Soit X un pre´sche´ma ou` un groupe fini G ope`re a` droite. On dit que 109
G ope`re de fac¸on admissible s’il existe un morphisme p : X → Y ayant les proprie´te´s
de 1.3 (ce qui implique que X/G existe et est isomorphe a` Y ).
Proposition 1.8. — Soit X un pre´sche´ma ou` le groupe fini G ope`re a` droite. Pour que
G ope`re de fac¸on admissible, il faut et il suffit que X soit re´union d’ouverts affines
invariants par G, ou encore que toute trajectoire de G dans X soit contenue dans un
ouvert affine.
Cette dernie`re condition est e´videmment implique´e par la premie`re, et a` son tour
elle l’implique ; car soit T une trajectoire de G, U un ouvert affine la contenant,
l’intersection des transforme´s de U par les g dans G est alors un ouvert U ′ stable
par G, contenant T et contenu dans l’ouvert affine U . Comme dans U , toute partie
finie a un syste`me fondamental de voisinages ouverts affines, il existe un voisinage
ouvert affine V de T contenu dans U ′. Ces transforme´s par les g dans G sont donc
affines et contenus dans U ′ qui est se´pare´, donc leur intersection U ′′ est un ouvert affine
qui est invariant par G et contient T . — Ceci pose´, la condition envisage´e dans 1.8 est
ne´cessaire, car on prendra les images inverses Xi d’ouverts affines Yi recouvrant Y .
Elle est suffisante, car on peut alors par 1.1 construire les quotients Yi = Xi/G ;
dans chaque Yi l’image de Xi ∩ Xj est un ouvert Yij s’identifiant a` Xij/G par 1.4,
en particulier on en de´duit des isomorphismes Yij
∼
−→ Yji permettant de recoller
les Yi pour construire Y . Serre pre´fe`re construire directement l’espace topologique
quotient Y de X par G, mettre dessus le faisceau p∗(OX)G et ve´rifier que Y devient
un pre´sche´ma et qu’on est alors sous les conditions de 1.3.
Corollaire 1.7. — Si G ope´rant sur X est admissible, il en est de meˆme pour tout
sous-groupe H de G (donc X/H existe).
Cela peut aussi se ve´rifier directement sur la situation 1.3, en notant qu’on peut
toujours supposer X affine sur un Z et les s ∈ G ope`rent par Z-automorphismes (on
prend par exemple Z = Y ) ; on a en effet :
Corollaire 1.8. — Supposons X affine sur Z, et les ope´rations de G des Z-automor-
phismes. Alors G ope`re sur X de fac¸on admissible. Si X est de´fini par un faisceau
quasi-cohe´rent A d’alge`bres, Y est de´fini par le faisceau A G des invariants de A
par G.
Proposition 1.9. — Supposons que G ope`re de fac¸on admissible sur X, et que
X/G = Y soit un pre´sche´ma sur Z. Conside´rons un morphisme de changement de
base Z ′ → Z, posons X ′ = X ×Z Z
′, Y ′ = Y ×Z Z
′, de sorte que G ope`re encore par
transport de structure sur X ′, le morphisme p′ : X ′ → Y ′ e´tant invariant. Si Z ′ est
plat sur Z, alors p′ satisfait encore les hypothe`ses de 1.3, i.e. O ′Y → p
′
∗(OX′)
G est un
isomorphisme (p′ e´tant de toutes fac¸ons affine). Donc G ope`re de fac¸on admissible
sur X ′, et (X/G)×Z Z ′ ≈ (X ×Z Z ′)/G.
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On peut e´videmment supposer Z = Y , on est ramene´ au cas ou` de plus Y et Y ′
sont affines. Il faut montrer que si B est le sous-anneau des invariants de G ope´rant
dans A, et si B′ est une alge`bre sur B plate sur B, alors B′ est la sous-alge`bre des
invariants de A′ = A⊗B B′. C’est imme´diat, car la suite exacte
0 −→ B
i
−−→ A
j
−−→ A(G)
(ou` le dernier terme signifie une puissance de A, et ou` j(x) est le syste`me des s ·x−x,
s ∈ G) reste exacte par tensorisation par B′.
On fera attention que l’hypothe`se de platitude e´tait essentielle pour la validite´ du
re´sultat ; en particulier, si Y ′ est un sous-pre´sche´ma ferme´ de Y (par exemple meˆme
un point ferme´ de Y ), X ′ son image inverse dans X , alors Y ′ ne s’identifie pas en
ge´ne´ral a` X ′/G. Nous verrons qu’il en est ne´anmoins ainsi si X est e´tale sur Y .
Pour finir, donnons un formalisme aussi commode que trivial. Soit Y un pre´sche´ma.
Comme dans la cate´gorie des pre´sche´mas, les sommes directes existent, on peut pour
tout ensemble E conside´rer le pre´sche´ma somme d’une famille (Yi)i∈E de pre´sche´mas
tous identiques a` Y , ce pre´sche´ma sera note´ Y × E. Il est caracte´rise´ par la formule 110
(∗) Hom(Y × E,Z) = Hom(E,Hom(Y, Z))
ou` le deuxie`me Hom de´signe e´videmment l’ensemble des applications de l’ensemble E
dans l’ensemble Hom(Y, Z). On a un morphisme canonique
Y × E −→ Y
faisant de Y × E un pre´sche´ma sur Y . Comme les produits fibre´s commutent aux
sommes directes (dans la cate´gorie des pre´sche´mas) on aura, si Y est un pre´sche´ma
sur un autre Z, pour un changement de base Z ′ → Z :
(Y × E)×Z Z
′ = (Y ×Z Z
′)× E
(formule surtout utile si Z = Y ). D’autre part, on conclut trivialement de la de´finition
(Y × E)× F = Y × (E × F ) = (Y × E)×Y (Y × F )
(la dernie`re formule cependant re´sultant de la commutativite´ signale´e plus haut).
Pour Y fixe´, on peut regarder Y × E comme un foncteur en E, a` valeurs dans les
pre´sche´mas sur Y , foncteur qui commute aux produits finis d’apre`s la formule pre´ce´-
dente, (ce qui permet par exemple a` tout groupe ordinaire G de faire correspondre un
sche´ma en groupes Y ×G sur Y , qui sera fini sur Y si Y l’est, etc.). Plus ge´ne´ralement,
ce foncteur est « exact a` gauche », mais nous n’aurons pas a` nous en servir ici. Ce
foncteur commute aussi trivialement aux sommes directes, et il est aussi « exact a`
droite », comme on voit aussitoˆt sur la formule de de´finition (∗). En particulier, si le
groupe fini G ope`re a` droite dans l’ensemble E, alors il ope`re a` droite dans Y ×E, et
on a
(Y × E)/G = Y × (E/G)
ou` en fait le quotient du premier membre satisfait aux conditions de 1.3 (c’est imme´-
diat).
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2. Groupes de de´composition et d’inertie. Cas e´tale
Soit G un groupe fini ope´rant a` droite sur le pre´sche´ma X . Si x ∈ X , on appelle
groupe de de´composition de x le stabilisateur Gd(x) de x. Ce groupe ope`re canonique-111
ment (a` gauche) sur le corps re´siduel k(x), et l’ensemble des e´le´ments de Gd(x) qui
ope`rent trivialement est appele´ groupe d’inertie de x, note´ Gi(x).
Supposons que G ope`re sur X de fac¸on admissible et que Y soit un pre´sche´ma
sur un pre´sche´ma Z. Fixons-nous un z ∈ Z, et une extension alge´briquement close
Ω de k(z) ayant un degre´ de transcendance supe´rieur a` celui des k(x)/k(z), ou` x est
un point de X au-dessus de z. On peut regarder Spec(Ω) comme un Z-sche´ma, et les
points de X a` valeurs dans Ω correspondent aux homomorphismes de k(z)-alge`bres
k(x)→ Ω, ou` x est un point de X au-dessus de z ; comme Ω a e´te´ prise assez grande,
tout point x de X au-dessus de z est la localite´ d’un point de X a` valeurs dans Ω.
Si X(Ω) et Y (Ω) de´signent respectivement l’ensemble des points de X et Y a` valeurs
dans Ω, on a une application naturelle
X(Ω) −→ Y (Ω),
d’autre part, G ope`re sur X(Ω) et l’application pre´ce´dente est invariante par G. Ceci
pose´, les conclusions (ii) et (iii) de 1.3 s’interpre`tent aussi ainsi : l’application pre´ce´-
dente est surjective et identifie Y (Ω) au quotient X(Ω)/G. De plus, si x est la localite´
de a ∈ X(Ω), alors le stabilisateur de a dans G n’est autre que le groupe d’inertie
Gi(x). Tout ceci est d’ailleurs vrai sans supposer Ω « assez grand », cette dernie`re
hypothe`se sert uniquement a` assurer qu’on peut caracte´riser le groupe d’inertie de
tout e´le´ment de X au-dessus de z comme un stabilisateur « ge´ome´trique ». On en
conclut par exemple aussitoˆt :
Proposition 2.1. — Faisons une extension de la base Z ′ → Z, d’ou` X ′ = X ×Z Z ′.
Soit x′ un point de X ′, x son image dans X, alors on a Gi(x) = Gi(x
′).
Il suffit, dans les conside´rations ci-dessus, de prendre pour Ω une extension assez
grande de k(z′) (ou` z, z′ sont les images de x, x′ dans Z,Z ′).
Proposition 2.2. — Sous les conditions de 1.3, supposons Y localement noethe´rien, X
fini sur Y . Soit H un sous-groupe de G, conside´rons X ′ = X/H (cf. 1.7), soit x ∈ X,112
x′ son image dans X ′ et y son image dans Y .
(i) Si H ⊃ Gd(x), alors l’homomorphisme Oy → Ox′ induit un isomorphisme sur
les comple´te´s.
(ii) Si H ⊃ Gi(x), alors l’homomorphisme Oy → Ox′ est e´tale i.e. X ′ est e´tale
sur Y en x′.
Soit Y1 = Spec(Ôy), faisons le changement de base Y1 → Y , on trouve un
X1 = X ×Y Y1 fini sur Y1, sur lequel G ope`re, le quotient e´tant Y1 par 1.9. Soit y1
l’unique point de Y1 au-dessus de y, comme k(y) = k(y1), il s’ensuit que la fibre de X
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en y est isomorphe a` celle de X1 en y1, d’ou` un unique point x1 de X1 au-dessus de x.
D’ailleurs par 1.9 on aura X1/H = X
′
1 = X
′ ×Y Y1, soit x′1 l’image de x1 dans X
′
1, il
est au-dessus de x′, et on ve´rifie facilement (X ′ e´tant de type fini sur Y ) que l’homo-
morphisme Ox′ → Ox′1 induit un isomorphisme sur les comple´te´s. Donc on est ramene´
au cas ou` Y est le spectre d’un anneau local complet, soit B, donc X le spectre d’un
anneau fini A sur B, compose´ d’un nombre fini d’anneaux locaux Ax correspondant
aux points xi de X sur Y . Si A0 correspond a` x = x0, alors A s’identifie a` l’anneau
HomGd(G,A0) des fonctions f : G → A0 telles que f(st) = sf(t) pour s ∈ Gd, les
ope´rations de G sur ces fonctions e´tant de´finies par (uf)(t) = f(tu). On voit donc
que si H est un sous-groupe quelconque de G, alors AH est l’anneau des fonctions
f : G→ A0 telles que
f(stu) = sf(t) pour s ∈ Gd, u ∈ H
donc c’est un anneau semi-local dont les composants locaux correspondent aux doubles
classes GdaH dans G, a` la double classe de´finie par a ∈ G correspondant (graˆce
a` l’application f 7→ f(a)) le sous-anneau A
H(a)
0 de A0, ou` H(a) = Gd ∩ aHa
−1.
D’ailleurs, le composant local de AH correspondant a` l’image x′ de x est aussi celui
correspondant a` la double classe GdH de l’e´le´ment neutre, son composant local est
donc AGd∩H0 . Si donc Gd ⊂ H , on trouve A
Gd
0 = A
G = B, ce qui prouve (i). Pour
prouver (ii), on peut, en passant a` une extension finie plate convenable de A, et
utilisant 2.1, se ramener au cas ou` l’extension re´siduelle k(x)/k(y) est triviale. Mais
alors Gi(x) = Gd(x), et on est ramene´ au cas pre´ce´dent.
Corollaire 2.3. — Sous les conditions de 2.2, supposons Gi(x) = (e), alors X est e´tale 113
sur Y en x. Donc si Gi(x) = (e) pour tout x ∈ X, alors X → Y est un morphisme
e´tale.
Il y a une re´ciproque partielle :
Corollaire 2.4. — Supposons X connexe et le groupe G fide`le sur X. Pour que
p : X → Y = X/G soit e´tale, il faut et il suffit que les groupes d’inertie des points
de X soient re´duits a` l’e´le´ment neutre. S’il en est ainsi, G s’identifie au groupe de
tous les Y -automorphismes du Y -sche´ma X.
Compte tenu de 2.3, on peut supposer X e´tale sur Y . Mais si un s ∈ G est dans un
Gi(x), il re´sulte alors de I 5.4 que s ope`re trivialement sur G, donc est l’e´le´ment unite´
puisque G est fide`le, ce qui prouve la premie`re assertion. Soit u un Y -automorphisme
de X , soit x ∈ X . D’apre`s la proposition 1.3, il existe un s ∈ G tel que s(x) = u(x), et
induisant le meˆme homomorphisme re´siduel k(x)/k(x′) que u. Par loc. cit. on a donc
s = u, ce qui ache`ve la de´monstration.
Remarque 2.5. — L’hypothe`se que G ope`re fide`lement n’est e´videmment par surabon-
dante dans le corollaire 2.4. Il en est de meˆme de l’hypothe`se que X est connexe,
comme on voit par exemple en prenant X = Y × E, E e´tant un ensemble fini,
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et G le groupe des permutations de E : G ope`re avec force inertie, ne´anmoins
(Y × E)/G = Y × (E/G) = Y , et X est e´tale sur Y . Prenant pour G un groupe
strictement plus petit que le groupe syme´trique de E, mais ope´rant transitivement
sur E, on voit qu’il y aura aussi des Y -automorphismes de X ne provenant pas de G.
L’exemple type d’un groupe G ope´rant sans inertie est celui de Y × G, sur lequel
on fait ope´rer G graˆce a` ses ope´rations sur le facteur G par translations a` droite : un
Y -pre´sche´ma X a` groupe d’ope´rateurs a` droite G est dit trivial s’il est isomorphe a`
Y ×G.
Pour faire le lien entre le pre´sche´mas a` groupes finis d’ope´rateurs et la notion
de fibre´ principal dans une cate´gorie (lien dont nous n’aurons pas besoin d’ailleurs
pour la suite du se´minaire, mais important dans d’autres contextes) les conside´rations
suivantes sont utiles. Nous fixons un pre´sche´ma de base Y , et nous plac¸ons dans le
cate´gorie des Y -pre´sche´mas. Si G est un groupe fini, nous poserons pour abre´ger114
GY = Y × G, c’est donc un sche´ma en groupes finis sur Y (cf. n
o 1), et si X est un
Y -pre´sche´ma, on a
X ×Y GY = X ×G
(meˆme re´fe´rence). La donne´e d’un Y -morphisme X ×Y GY → X e´quivaut donc a` la
donne´e d’un Y -morphisme X × G → X , i.e. a` la donne´e pour tout g ∈ G d’un Y -
morphisme Tg : X → X . On constate aussitoˆt que pour que la donne´e des Tg de´finisse
surX une structure de pre´sche´ma a` groupe d’ope´rateurs a` droite G, (i.e. Tgg′ = Tg′Tg,
Te = idx) il faut et il suffit que le Y -morphisme correspondantX×Y GY → X de´finisse
sur X une structure de Y -pre´sche´ma a` Y -sche´ma en groupes d’ope´rateurs, (au sens
ge´ne´ral des objets a` C -groupe d’ope´rateurs dans une cate´gorie C ). Supposons qu’il
en soit ainsi. Rappelons que X est dit formellement principal homoge`ne sous GY
(3)
si le morphisme canonique
X ×Y GY −→ X ×Y X
dont les composantes sont respectivement pr1 et le morphisme de multiplication
π : X ×Y GY → X , est un isomorphisme. En l’occurrence, identifiant le premier
membre a` X × G, le morphisme conside´re´ est celui qui, a` tout g ∈ G, associe le
morphisme
(idX , Tg) = (idX ×Y Tg)∆X/Y : X −→ X ×Y X
et par suite, dire que X est formellement principal homoge`ne sous GY signifie aussi
que X ×Y X est isomorphe a` la somme directe des transforme´es de la diagonale par
les e´le´ments (e, g) de G × G (ope´rant sur X ×Y X de fac¸on e´vidente) ou` e de´signe
l’e´le´ment unite´ de G. Si on ne veut pas distinguer la gauche et la droite et donner une
(3)on dit plutoˆt maintenant : X est un pseudo-torseur sous GY .
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formule qui reste applicable au produit de plus de deux facteurs identiques a` X , on
peut formuler la condition en disant que le morphisme canonique
X ×G (G×G) −→ X ×Y X
obtenu en attachant au couple (g, g′) le morphisme
(Tg, Tg′) = (Tg ×Y Tg′)∆X/Y : X −→ X ×Y X
et en faisant ope´rer G a` gauche sur G×G par l’homomorphisme diagonal ;
s(g, g′) = (sg, sg′),
est un isomorphisme.
La notion d’espace principal homoge`ne est de´duite de celle de l’espace formelle- 115
ment principal homoge`ne en ajoutant un axiome supple´mentaire, assurant que le
« quotient » de X par GY existe et est pre´cise´ment l’objet unite´ a` droite de la cate´-
gorie, ici Y . Cet axiome peut varier suivant le contexte, et s’explicite souvent le plus
commode´ment (dans le yoga de la « descente » ) en exigeant que l’objet a` ope´rateurs
devienne « trivial » i.e. isomorphe au produit X×Y GY (en l’occurrenceX×G) par un
changement de base convenable, de type pre´cise´ (de telle fac¸on, en pratique, a` perme-
ttre la technique de descente ; cf. Grothendieck, Technique de descente et the´ore`mes
d’existence en Ge´ome´trie Alge´brique, Se´m. Bourbaki No 190, pages 26 a` 28)(4). Dans
cet ordre d’ide´es, signalons ici la caracte´risation des fibre´s principaux homoge`nes de
groupe G (au sens de loc. cit. ) :
Proposition 2.6. — Soient Y un pre´sche´ma localement noethe´rien, X un Y -pre´sche´ma
a` groupe fini G d’ope´rateurs ope´rant a` droite. Les conditions suivantes sont e´quiva-
lentes :
(i) X est fini sur Y , Y = X/G, les groupes d’inertie des points de X sont re´duits
a` l’unite´.
(ii) Il existe un changement de base fide`lement plat et quasi-compact Y1 → Y tel
que X1 = X×Y Y1 soit un Y1-pre´sche´ma a` ope´rateurs trivial, i.e. isomorphe a` Y1×G.
(ii bis) Comme (ii), mais Y1 → Y e´tant fini, e´tale, surjectif.
(iii) X est formellement principal homoge`ne sous GY , et fide`lement plat et quasi-
compact sur Y .
De´monstration (i)⇒(ii bis) On prendra Y1 = X , notant que X → Y est bien fini,
e´tale par 2.3 et surjectif. Montrons que X1 est alors trivial sur Y1, ce que re´sultera du
Corollaire 2.7. — Si (i) est ve´rifie´ et si X admet une section sur Y , alors X est un
espace a` ope´rateurs trivial.
(4)Cf. Exp. VIII pour la the´orie de la descente plate.
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En effet, cette section permet de de´finir un G-morphisme X × G → X , surjectif
puisque G est transitif sur les fibres de X , injectif puisque G ope`re sans inertie ; enfin,
c’est un isomorphisme local en vertu de I 5.3 puisque X est e´tale sur Y . Donc c’est
un isomorphisme.
(ii bis) implique trivialement (ii), qui implique (i) car les ingre´dients de (i) sont116
« invariants » par extension fide`lement plate quasi-compacte de la base (cf. Se´minaire
Bourbaki cite´ plus haut pour « fini » ; pour les groupes d’inertie, on applique 2.1, et
pour Y = X/G, une re´ciproque de 1.9 dans le cas d’un changement de base fide`lement
plat, que nous avions oublie´ d’expliciter).
Nous avons prouve´ (i)⇒(iii) en passant en prouvant (i)⇒(ii bis). Enfin (iii)⇒(ii),
car la premie`re hypothe`se dans (iii) signifie pre´cise´ment que X devient trivial en
faisant le changement de base Y1 = X ; d’ou` (ii) puisque X est fide`lement plat et
quasi-compact sur Y .
Définition 2.8. — Un Y -pre´sche´ma X a` groupe d’ope´rateurs a` droite G satisfaisant
les conditions e´quivalentes de 2.6 est appele´ un reveˆtement principal de Y , de groupe
de Galois G.
3. Automorphismes et morphismes de reveˆtements e´tales
Proposition 3.1. — Soit X e´tale se´pare´ de type fini sur Y localement noethe´rien, soit
G un groupe fini ope´rant sur X par Y -automorphismes. Alors G ope`re de fac¸on ad-
missible et le pre´sche´ma quotient X/G est e´tale sur Y .
On ne suppose pas X fini sur Y , cependant X est quasi-projectif sur Y d’ou` l’ex-
istence de X/G graˆce a` 1.8. Prouvons d’abord
Corollaire 3.2. — Le morphisme X → X/G est e´tale.
On peut supposer e´videmment G transitif sur l’ensemble des composantes connexes
de X , puis par conside´ration du stabilisateur d’une composante connexe, que X est
meˆme connexe. Enfin, on peut supposer que G ope`re fide`lement. Mais alors on voit
comme dans 2.4 que G ope`re sans inertie, donc par 2.3 il s’ensuit que X → X/G est
e´tale. On conclut graˆce au
Lemme 3.3 (remords à l’exposé I). — Soient X → X ′ → Y des morphismes de type
fini, x un point de X, x′ et y ses images. On suppose Y localement noethe´rien. Si
deux des morphismes envisage´s sont e´tales aux points marque´s, il en est de meˆme du
troisie`me.
Il reste seulement a` regarder le cas ou`X → X ′ etX → Y sont e´tales en x et prouver
que X ′ → Y l’est en x′ (ce qui est le cas dont nous avons besoin pour 3.1). Faisant117
une extension plate convenable de la base Y , on est ramene´ au cas ou` l’extension
re´siduelle k(x)/k(y) est triviale. Conside´rons les homomorphismes Oy → Ox′ → Ox
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et les homomorphismes de´duits par passage aux comple´te´s, l’hypothe`se signifie que
Ôy → Ôx et Ôx′ → Ôx sont des isomorphismes, d’ou` aussitoˆt que Ôy → Ôx′ en est
un, ce qui prouve le lemme.
Corollaire 3.4. — Si X est fini et e´tale sur Y , alors X/G est fini et e´tale sur Y .
Proposition 3.5. — Soient X, X ′ deux reveˆtements e´tales de Y . Alors tout Y -
morphisme f : X → X ′ se factorise en le produit d’un morphisme e´tale surjectif
X → X ′′ et de l’immersion canonique X ′′ → X ′ d’une partie X ′′ de X ′ a` la fois
ouverte et ferme´e.
On sait (I 4.8) que f est e´tale, donc un morphisme ouvert, d’autre part X e´tant
fini sur Y , f est ferme´, donc f(X) = X ′′ est une partie a` la fois ouverte et ferme´e
de X ′. On a fini (N.B. il suffisait que X ′, au lieu d’un reveˆtement e´tale, soit non
ramifie´ sur Y ).
Corollaire 3.6. — Avec les notations pre´ce´dentes, X → X ′ est un e´pimorphisme strict
dans la cate´gorie des pre´sche´mas, et X ′ → X ′′ est un monomorphisme (et meˆme un
monomorphisme strict) dans la cate´gorie des pre´sche´mas.
La premie`re assertion signifie par de´finition que la suite de morphismes
X ×X′′ X
pr1 //
pr2
// X // X ′′
est exacte, et cela re´sulte du fait que X → X ′′ est fini et fide`lement plat, comme
on voit facilement (cf. Grothendieck, loc. cit. ). L’assertion duale pour X ′′ → X ′ est
encore plus triviale.
Le corollaire 3.6 nous sera utile pour la the´orie du groupe fondamental au
No suivant ; il est possible (pour ceux qui n’aiment pas la notion d’e´pimorphisme
strict) de remplacer le corollaire 3.6 par telle variante que le lecteur arrangera a` son
gouˆt personnel. Profitons seulement de l’occasion pour signaler qu’une factorisation
f = f ′f ′′, avec f ′′ un e´pimorphisme strict et f ′ un monomorphisme, est ne´cessaire- 118
ment unique a` isomorphisme unique pre`s (dans toute cate´gorie) ; cependant, il peut
exister en meˆme temps une factorisation f = f1f2 ayant les proprie´te´s duales : f2 est
un e´pimorphisme, f1 un monomorphisme strict, (e´galement unique a` isomorphisme
unique pre`s), qui ne soit pas isomorphe a` la pre´ce´dente : il suffit de prendre par ex-
emple la cate´gorie des espaces vectoriels topologiques (se´pare´s, si on y tient), et pour
u : X → X ′ un morphisme tel que u(X) ne soit pas ferme´.
Proposition 3.7. — Soient Y un pre´sche´ma connexe localement noethe´rien, y un point
de Y , Ω une extension alge´briquement close de k(y). Pour tout X sur Y , on de´signe
par X(Ω) l’ensemble des points de X a` valeurs dans Ω. Soient X, X ′ des reveˆte-
ments e´tales de Y et u : X → X ′ un Y -morphisme tel que l’application correspondante
X(Ω)→ X ′(Ω) soit un isomorphisme. Alors u est un isomorphisme.
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On est imme´diatement ramene´ au cas ou` X ′ est connexe. Comme X → X ′ est fini
et e´tale, on sait que le nombre ge´ome´trique de points dans une fibre de X → X ′ est
constant, et e´gal a` 1 si et seulement si le morphisme conside´re´ est un isomorphisme.
Or ce nombre est aussi le nombre d’e´le´ments dans une fibre de X(Ω)→ X ′(Ω), d’ou`
la conclusion.
4. Conditions axiomatiques d’une the´orie de Galois
Soit C une cate´gorie, F un foncteur covariant de C dans la cate´gorie des ensembles
finis. Supposons les conditions suivantes satisfaites :
(G 1) C a un objet final(5) et le produit fibre´ de deux objets au-dessus d’un
troisie`me dans C existe (cet axiome peut aussi s’e´noncer en disant que dans C les
limites projectives finies existent).
(G 2) Les sommes finies dans C existent (donc aussi un objet initial ∅C , jouant
le roˆle de l’ensemble vide), ainsi que le quotient d’un objet de C par un groupe fini
d’automorphismes.
(G 3) Soit u : X → Y un morphisme dans C , alors u se factorise en un produit
X
u′
−→ Y ′
u′′
−→ Y , avec u′ un e´pimorphisme strict et u′′ un monomorphisme, qui est
un isomorphisme sur un sommande direct de Y .119
(G 4) Le foncteur F est exact a` gauche (i.e. transforme unite´ a` droite en unite´ a`
droite, et commute aux produits fibre´s).
(G 5) F commute aux sommes directes finies, transforme e´pimorphismes stricts en
e´pimorphismes, et commute au passage au quotient par un groupe fini d’automor-
phismes.
(G 6) Soit u : X → Y un morphisme dans C tel que F (u) soit un isomorphisme,
alors u est un isomorphisme.
Notre objet est construire un groupe topologique π, limite projective de groupes
finis, et une e´quivalence de la cate´gorie C avec la cate´gorie C (π) des ensembles finis
ou` π ope`re continuˆment (i.e. de telle fac¸on que le stabilisateur d’un point soit un sous-
groupe ouvert, ou encore qu’il existe un groupe quotient discret qui ope`re de´ja` sur
l’ensemble envisage´), l’e´quivalence construite transformant le foncteur donne´ F en le
foncteur d’inclusion e´vident de C (π) dans la cate´gorie des ensembles finis. On notera
tout de suite que la cate´gorie C (π) construite a` l’aide d’un groupe topologique π, et
le foncteur d’inclusion pre´ce´dent, satisfont bien aux conditions (G 1) a` (G 6).
Nous proce´dons en plusieurs e´tapes.
a) Soit u : X → Y dans C . Pour que u soit un monomorphisme, il faut et il suffit
F (u) le soit. (Utilise (G 1), (G 4), (G 6)).
En effet, dire que u est un monomorphisme signifie que la projection
pr1 : X ×Y X → X est un isomorphisme.
(5)Rappelons qu’un objet e de C est appele´ objet final si pour tout X dans C , Hom(X, e) a exactement
un e´le´ment. On de´finit de fac¸on duale un objet initial de C .
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b) Tout objet X de C est artinien.
En effet, si X ′ → X ′′ → X sont des monomorphismes tels que F (X ′) et F (X ′′)
aient meˆme image dans F (X), alors par a) F (X ′) → F (X ′′) est un isomorphisme,
donc X ′ → X ′′ est un isomorphisme par (G 6).
c) Le foncteur F est strictement pro-repre´sentable. (cf. Grothendieck, Technique de
descente et the´ore`mes d’existence en Ge´ome´trie Alge´brique, II, Se´minaire Bourbaki
195, fe´vrier 1960).
En effet, d’apre`s loc. cit. prop. 3.1, cela re´sulte de b) et (G 4). On peut donc trouver
un syste`me projectif sur I ordonne´ filtrant :
P = (Pi)i∈I
dans C , conside´re´ comme pro-objet de C , et un isomorphisme fonctoriel 120
(∗) F (X) = HomPro(C )(P,X) = lim−→
i
HomC (Pi, X)
Cet isomorphisme est re´alise´ par un e´le´ment
ϕ ∈ lim
←−
i
F (Pi) = F (P )
On peut supposer de plus que les homomorphismes de transition ϕji : Pi → Pj (i > j)
sont des e´pimorphismes, et que tout e´pimorphisme Pi → P ′ soit e´quivalent a` un
e´pimorphisme Pi → Pj pour j 6 i convenable (ce qui de´termine le syste`me projectif P
de fac¸on essentiellement unique).
Un objet X ∈ C est dit connexe s’il n’est pas isomorphe a` la somme de deux objets
de C non isomorphes a` l’objet initial ∅C .
d) Les Pi sont connexes et non isomorphes a` ∅C .
Si X est une unite´ a` gauche, on a F (X) = ∅ par (G 5) applique´ a` la somme
directe d’une famille vide, et re´ciproquement par (G 6). Donc si X ′ est un ob-
jet de C qui n’est pas unite´ a` gauche, i.e. tel que F (X ′) 6= ∅, il n’existe aucun
morphisme de X ′ dans X . Donc si un Pi est unite´ a` gauche, alors i est un plus
grand e´le´ment de l’ensemble d’indices ordonne´ filtrant I, et la formule (∗) signifierait
F (X) = Hom(Pi, X) = ensemble re´duit a` un e´le´ment pour tout X , ce qui est absurde
puisque F (∅C ) = ∅. Donc les Pi sont non isomorphes a` ∅C .
Supposons qu’on ait Pi = A ∐ B, d’ou` par (G 5) F (Pi) = F (A) ∐ F (B), en
particulier l’e´le´ment ai de F (Pi), correspondant par (∗) a` l’homomorphisme identique
Pi → Pi, est dans F (A) ∐ F (B), par exemple dans F (A). Cela signifie qu’il existe
un j > i tel que ϕij : Pj → Pi se factorise en Pj → A → Pi = A ∐ B, ou` la
deuxie`me fle`che est le morphisme canonique. Donc F (Pj) → F (Pi) se factorise en
F (Pj)→ F (A)→ F (Pi) = F (A) ∐ F (B), et comme F (Pj)→ F (Pi) est surjectif par
(G 5), il s’ensuit que F (B) = ∅, donc B est isomorphe a` ∅C . 121
e) Tout morphisme u : X → Y dans C , avec X non isomorphe a` ∅C et Y con-
nexe, est un e´pimorphisme strict. Tout endomorphisme d’un objet connexe est un
automorphisme.
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Conside´rons la factorisation (G 3) de u, comme X 6= ∅C il re´sulte de (G 6) que
F (X) 6= ∅ donc F (Y ′) 6= ∅ donc Y ′ 6= ∅C , donc Y e´tant connexe, Y ′ s’identifie a` Y ,
donc u est un e´pimorphisme strict. Supposons que u soit un endomorphisme de l’objet
connexe X , prouvons que c’est un automorphisme. En effet, on peut supposer X non
isomorphe a` ∅C , donc u est un e´pimorphisme strict par ce qui pre´ce`de, donc F (u) est
un e´pimorphisme par (G 5), et comme F (X) est un ensemble fini, F (u) est bijectif.
Donc u est un automorphisme par (G 6).
En particulier, tout endomorphisme d’un Pi est un automorphisme.
f) Les conditions suivantes sur un Pi sont e´quivalentes : (i) L’application injec-
tive naturelle Hom(Pi, Pi) → Hom(P, Pi) ≃ F (Pi) est aussi surjective, i.e. pour tout
u : P → Pi il existe un v : Pi → Pi tel que u = vϕi (ou` ϕi est l’homomorphisme
canonique P → Pi). (ii) Le groupe Aut(Pi) ope`re de fac¸on transitive sur F (Pi).
(iii) Le groupe Aut(Pi) ope`re de fac¸on simplement transitive sur F (Pi).
En effet, identifiant Hom(P, Pi) a` F (Pi), l’application envisage´e dans (i) n’est
autre que v 7→ F (v)(ϕi). L’e´quivalence des trois conditions provient alors du fait
que Hom(Pi, Pi) = Aut(Pi) et que l’application pre´ce´dente est de´ja` injective.
Un Pi satisfaisant les conditions e´quivalentes (i), (ii), (iii) de f) est appele´ galoisien.
g) Pour tout X dans C , il existe un Pi galoisien tel que tout u ∈ Hom(P,X) se
factorise en P
ϕi
−→ Pi −→ X .
Soit J = Hom(P,X) = F (X), c’est un ensemble fini, donc il existe un Pj tel que
tout u : P → X se factorise en P
j
−→ Pj −→ X , ou encore tel que le morphisme
naturel
P −→ XJ (J = Hom(P,X))
se factorise en
P
ϕj
−−−−→ Pj −→ X
J
En vertu de (G 3), le morphisme Pj → XJ se factorise en le produit d’un monomor-122
phisme par un e´pimorphisme strict, que l’on peut prendre de la forme ϕij : Pj → Pi.
On est donc ramene´ a` prouver que Pi est galoisien. Soit k un indice > j tel que tout
morphisme P → Pi se factorise par P
ϕk−→ Pk −→ Pi. Notons que le morphisme
naturel Pk → XJ se factorise encore en le compose´
Pk
ϕik
−−−−→ Pi
U
−−−→ XJ
ou` la premie`re fle`che est un e´pimorphisme strict par e), et la deuxie`me un monomor-
phisme. On veut prouver que pour un morphisme donne´ ψ : Pk → Pi, il existe un
endomorphisme v de Pi tel que ψ = vϕik. Mais pour tout u ∈ Hom(Pi, X), consid-
e´rons uψ ∈ Hom(Pk, X), il est donc de la forme u′ϕik avec un u′ ∈ Hom(Pi, X) bien
de´termine´. L’application u 7→ u′ de J dans J ainsi de´finie par ψ est d’ailleurs injective
car ψ est un e´pimorphisme en vertu de e) ; elle est donc bijective puisque l’ensemble J
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est fini. L’application bijective u 7→ u′ de J dans J de´finit donc un isomorphisme
α : XJ
∼
−→ XJ rendant commutatif le diagramme
Pk
ϕik
// Pi
U // XJ
α≃

Pk
ψ
// Pi
U // XJ
D’apre`s les proprie´te´s d’unicite´ de la factorisation d’un morphisme en produit d’un
monomorphisme par un e´pimorphisme strict, il s’ensuit (puisque ψ lui aussi est un
e´pimorphisme strict par e)) que l’on peut trouver un morphisme v : Pi → Pi qui laisse
le diagramme commutatif, cqfd.
On en conclut en particulier que les Pi galoisiens forment un syste`me cofinal dans
le syste`me des (Pj). On aura donc, puisque pour un objet galoisien Pi on a
Hom(P, Pi) = Hom(Pi, Pi) = Aut(Pi),
par passage a` la limite :
Hom(P, P ) = lim
←−
i
Hom(P, Pi) = lim←−
i
Hom(Pi, Pi) = lim←−
i
Aut(Pi)
ou` la limite projective est prise sur les Pi galoisiens. D’ailleurs, moyennant l’iden- 123
tification Hom(P, Pi) = F (Pi), et compte tenu que F transforme e´pimorphismes en
e´pimorphismes, on voit que les homomorphismes de transition dans le syste`me pro-
jectif pre´ce´dent sont surjectifs. On conclut de tout ceci :
h) On a
Hom(P, P ) = Aut(P ) = lim
←−
i
F (Pi) = lim←−
i
Aut(Pi),
ou` la limite projective est prise sur les Pi galoisiens.
En particulier, Aut(P ) apparaˆıt comme limite projective d’un syste`me projectif de
groupes finis (les homomorphismes de transition e´tant surjectifs), on le munira de la
topologie limite projective des topologies discre`tes. On de´signera par π et on appellera
groupe fondamental (de C muni de F ) le groupe oppose´ a` Aut(P ). Ce groupe ope`re
donc a` droite sur P , c’est la limite projective de groupes finis πi ope´rant a` droite sur
les Pi galoisiens, πi e´tant le groupe oppose´ a` Aut(Pi).
Compte tenu de l’isomorphisme fonctoriel
F (X) = Hom(P,X)
et de la de´finition de π, on voit donc que π ope`re a` gauche sur F (X), et d’ailleurs
de fac¸on continue d’apre`s g) (car avec les notations de g), c’est en fait πi qui ope`re
sur F (X)). Il est trivial que pour tout morphisme u : X → Y dans C , le morphisme
F (u) : F (X)→ F (Y ) est compatible avec les ope´rations de π. On peut donc conside´rer
par la suite F comme un foncteur covariant
F : C −→ C (π)
ou` C (π) est la cate´gorie des ensembles finis ou` π ope`re a` gauche continuˆment.
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Nous allons maintenant de´finir un foncteur en sens inverse :
G : C ←− C (π)
par la formule
G(E) = P ×π E,
ou` P ×π E est de´fini comme solution du proble`me universel re´sume´ par
HomC (P ×π E,X)
∼
−→ Homπ(E,Hom(P,X))
(ou` dans le deuxie`me membre Hom(P,X) = F (X) est conside´re´ comme un ensemble124
ou` π ope`re a` gauche). Il faut prouver l’existence de l’objet P ×π E.
i) Soit Q un objet de C ou` un groupe fini G ope`re a` droite, et E un ensemble fini
ou` G ope`re a` gauche. Alors G×G E existe, et l’application canonique
F (Q)×G E −→ F (Q×G E)
est un isomorphisme.
Comme les sommes directes finies existent dans C par (G 2), et que F y commute
par (G 5), on est ramene´ aussitoˆt au cas ou` G ope`re transitivement sur E, car si les Ej
sont les trajectoires de G dans E, on aura
Q×G E = ∐
j
Q×G Ej .
Soit alors a ∈ E, soit H son stabilisateur, on voit aussitoˆt sur la de´finition que Q×GE
s’identifie a` Q/H . D’ou` l’existence, graˆce a` (G 2), et la proprie´te´ de commutation
pour F graˆce a` (G 5).
j) Soit E un objet de C (π), et soit Pi galoisien tel que πi ope`re de´ja` sur E. Alors
Pi ×πi E existe et on a un isomorphisme canonique
E
∼
−→ F (Pi ×πi E)
Si j > i est tel que Pj soit galoisien, alors l’homomorphisme canonique Pj ×πj E →
Pi ×πi E est un isomorphisme.
La premie`re assertion est un cas particulier de i), compte tenu que πi ope`re de
fac¸on simplement transitive sur F (Pi) qui est muni d’un point marque´ ϕi, d’ou` un
isomorphisme F (Pi) ×πi E ≃ E. Pour la deuxie`me assertion on utilise par exemple
(G 6).
Soit, pout tout j, Cj la sous-cate´gorie pleine de C forme´e des X tels que
Hom(Pj , X) → Hom(P,X) ≃ F (X) soit bijectif. On sait par g) que C est re´union
filtrante des Cj . On a donc pour X ∈ Cj :
Homπ(E,Hom(P,X)) ≃ Homπ(E,Hom(Pj , X)) ≃ Homπj (E,Hom(Pj , X))
≃ Hom(Pj ×πj E,X)
et compte tenu de la dernie`re assertion dans j) on trouve un isomorphisme fonctoriel125
en l’objet X de Cj :
Homπ(E,Hom(P,X)) ≃ Hom(Pi ×πi E,X)
4. CONDITIONS AXIOMATIQUES D’UNE THE´ORIE DE GALOIS 103
Comme cela est vrai pour tout j et que ces isomorphismes fonctoriels, pour j variable,
s’induisent mutuellement, on conclut :
k) Sous les conditions de j), le morphisme compose´ des morphismes canoniques
E −→ Hom(Pi, Pi ×πi E) −→ Hom(P, Pi ×πi E)
fait de Pi×πi E une solution du proble`me universel de´finissant P ×πE, i.e. ce dernier
existe et on a un isomorphisme
P ×π E
∼
−→ Pi ×πi E
Cela ache`ve la construction du foncteur G(E). On a d’autre part un homomor-
phisme fonctoriel
α : idC (π) −→ FG
i.e. un homomorphisme fonctoriel en l’objet E de C (π) :
α(E) : E −→ FG(E) = F (P ×π E)
savoir le compose´ des morphismes canoniques
E −→ F (P )×π E −→ F (P ×π E)
(ou` le premier provient du point marque´ ϕ ∈ F (P )). Conjuguant j) et k), on trouve :
l) L’homomorphisme α est un isomorphisme
On de´finit de meˆme un homomorphisme fonctoriel
β : GF −→ idC
i.e. un homomorphisme fonctoriel en l’objet X de C :
β(X) : P ×π F (X) −→ X
comme associe´ au π-homomorphisme 126
F (X) −→ Hom(P,X)
inverse de l’isomorphisme canonique Hom(P,X)
∼
−→ F (X).
m) Les compose´s
F (X)
α(F (X))
−−−−−−−−−→ FGF (X)
F (β(X))
−−−−−−−−−→ F (X)
G(E)
G(α(E))
−−−−−−−−→ GFG(E)
β(G(E))
−−−−−−−−→ G(E)
sont les isomorphismes identiques.
Aˆne qui trotte.
Compte tenu de l) il s’ensuit :
n) L’homomorphisme β est un isomorphisme
Nous avons ainsi obtenu le re´sultat promis :
104 EXPOSE´ V. LE GROUPE FONDAMENTAL : GE´NE´RALITE´S
Théorème 4.1. — Soit C une cate´gorie satisfaisant les conditions (G 1), (G 2), (G 3)
du de´but du nume´ro, et F un foncteur covariant de C dans la cate´gorie des ensem-
bles finis, satisfaisant les conditions (G 4), (G 5) et (G 6). Alors les constructions
canoniques pre´ce´dentes de´finissent des e´quivalences de cate´gories F : C → C (π) et
G : C (π) → C quasi-inverses l’une de l’autre. De fac¸on pre´cise, il existe un pro-
objet P de C , et un isomorphisme fonctoriel F (X)
∼
←− Hom(P,X), π est le groupe
oppose´ au groupe des automorphismes de P , topologise´ de fac¸on convenable, de fac¸on
que π ope`re de fac¸on continue sur les ensembles Hom(P,X) ≃ F (X). Enfin G est
donne´ par G(E) ≃ P ×π E.
Remarques 4.2. — L’e´nonce´ des conditions (G 1) a` (G 6) devient plus simple et plus
sympathique si on remplace (G 2) et (G 5) respectivement par :
(G’ 2) Les limites inductives finies dans C existent.
(G’ 5) Le foncteur F est exact a` droite (i.e. commute aux limites inductives finies).
Ces conditions sont en apparence plus fortes que (G 2) et (G 5), mais il re´sulte aussitoˆt
du the´ore`me de structure 4.1 qu’elles sont entraˆıne´es par (G 1) a` (G 6). On notera
cependant que dans les cas qui nous inte´resseront, la ve´rification de (G 2) et (G 5)
semble effectivement plus simple que celle de (G’ 2) et (G’ 5). J’ignore si dans la
condition (G 3), le fait que u′′ soit un isomorphisme sur un sommande direct de Y ne
pourrait eˆtre omis.
5. Cate´gories galoisiennes
127
Définition 5.1. — On appelle cate´gorie galoisienne une cate´gorie C e´quivalente a` une
cate´gorie C (π), ou` π est un groupe compact, limite projective de groupes finis
(i.e. totalement disconnexe).
Pour la de´finition de C (π), cf. de´but du No 4. En vertu du th. 4.1, C est galoisienne
si et seulement si elle satisfait les conditions (G 1) a` (G 3), et s’il existe un foncteur
F de C dans la cate´gorie des ensembles finis satisfaisant les conditions (G 4) a` (G 6)
(i.e. qui est exact et conservatif, dans une terminologie ge´ne´rale). Un tel foncteur sera
appele´ foncteur fondamental de la cate´gorie galoisienne C (6) ; il est pro-repre´sentable
par un pro-objet que nous noterons PF ; un pro-objet P tel que le foncteur F as-
socie´ soit fondamental est appele´ pro-objet fondamental. De cette fac¸on, la cate´gorie
des foncteurs fondamentaux sur C est anti-e´quivalente a` la cate´gorie des pro-objets
fondamentaux ; si F et P se correspondent, le groupe AutF est donc isomorphe a` l’op-
pose´ du groupe AutP , donc le groupe note´ π dans le nume´ro pre´ce´dent n’est autre
que AutP . Rappelons qu’au nume´ro pre´ce´dent nous avons construit, a` partir d’un
foncteur fondamental donne´ F , une e´quivalence de C avec C (π) (ou` π = Aut(F ))
qui transforme le foncteur F en le foncteur canonique de C (π)x dans la cate´gorie des
(6)Il semble pre´fe´rable d’adopter le terme plus parlant de « foncteur fibre ».
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ensembles finis. Dans ce cas type C = C (π), F = foncteur canonique, le pro-objet
fondamental associe´ a` F n’est autre que le syste`me projectif des quotients discrets πi
de π.
Il peut eˆtre utile d’expliciter la cate´gorie des pro-objets de C (π). On trouve :
Proposition 5.2. — La cate´gorie Pro-C (π) est canoniquement e´quivalente a` la cate´-
gorie C ′(π) des espaces, a` groupe topologique π d’ope´rateurs, qui sont compacts et
totalement disconnexes.
Comme cette dernie`re contient C (π) comme sous-cate´gorie pleine (correspondant
aux espaces a` ope´rateurs compacts discrets) et que les limites projectives y existent,
on a en tous cas un foncteur canonique g : Pro-C (π) → C ′(π), au syste`me projectif
Q = (Qi) correspondant l’objet X = lim←−i
Qi de C ′(π). Pour de´finir un foncteur en
sens inverse, il suffit de de´finir un foncteur contravariant de C ′(π) dans la cate´gorie des
foncteurs C → Ens exacts a` gauche, et on prendra pour tout X ∈ C ′(π) le foncteur
h(X)(E) = Hom(X,E) (le Hom e´tant pris dans C ′(π)). Il est imme´diat par de´finition 128
que les foncteurs h et g sont adjoints l’un de l’autre, et que hg est canoniquement
isomorphe au foncteur identique de Pro-C (π). Il reste a` prouver (pour e´tablir que
g et h sont quasi-inverses l’un de l’autre) que tout objet de C ′(π) est isomorphe a`
un objet de la forme g(Q), ou` Q ∈ Pro-C (π), en d’autres termes : tout espace X
a` groupe topologique π d’ope´rateurs, qui est compact et totalement disconnexe, est
isomorphe a` une limite projective d’espaces a` ope´rateurs finis discrets. Comme X est
limite projective de ses quotients finis discrets (en tant qu’espace topologique sans
ope´rateurs), on est ramene´ a` montrer que dans l’ensemble de ces quotients, il y a un
syste`me cofinal qui est invariant par π. Il suffit pour cela de montrer que pour un
tel quotient X ′, l’ensemble des transforme´s de ce quotient par les ope´rations de π
est fini, (on prendra alors le sup desdits transforme´s, qui sera un quotient invariant
majorant X ′). Ou encore, qu’il y a un sous-groupe invariant ouvert π′ de π tel que
les e´le´ments de ce sous-groupe invarient X ′. Or X ′ correspond a` une partition finie
de X en ensembles ouverts Xi. Par raison de continuite´ et de compacite´ de π, il existe
un voisinage V de l’e´le´ment neutre de π tel que s ∈ V implique s · Xi ⊂ Xi pour
tout i, donc s invarie X ′. Or on sait que les sous-groupes invariants ouverts de π
forment un syste`me fondamental de voisinages de l’e´le´ment neutre, ce qui ache`ve la
de´monstration.
Remarquons qu’on voit encore plus simplement que la cate´gorie IndC (π) est canon-
iquement e´quivalente a` la cate´gorie des ensembles ou` π ope`re continuˆment. Nous n’en
aurons pas besoin ici.
Proposition 5.3. — Soient C une cate´gorie galoisienne, F un foncteur fondamental
sur C , P = (Pi) le pro-objet associe´, normalise´ de la fac¸on habituelle. Soit X ∈ C ;
pour que X soit connexe, il faut et il suffit que π ope`re transitivement sur E = F (X).
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On est ramene´ au cas type C = C (π), F = foncteur canonique, ou` c’est trivial.
Corollaire 5.4. — Conditions e´quivalentes sur X : (i) X est connexe et 6≃ ∅C (ii) le
groupe π est transitif sur E = F (X), et F (X) 6= ∅ (iii) X est isomorphe a` un Pi.
L’e´quivalence de (i) et (iii) re´sulte aussi de´ja` facilement de No 4, e).129
Proposition 5.5. — Soit Q = (Qi)i∈I un pro-objet de C , normalise´ de la fac¸on
habituelle, et soit G le foncteur correspondant G(X) = Hom(Q,X) de C (dans Ens).
Les conditions suivantes sont e´quivalentes :
(i) G commute aux sommes directes finies
(ii) G commute a` la somme de deux objets
(iii) Les Qi sont connexes et 6≃ ∅C
(iv) Q est isomorphe a` π/H, ou` H est un sous-groupe ferme´ de π.
(v) Le foncteur G est isomorphe au foncteur E 7→ EH (ensemble des invariants
par H) de´fini par un sous-groupe ferme´ H de π.
N.B. dans l’e´nonce´ de (iv) et (v), on suppose choisi un foncteur fondamental, per-
mettant d’identifier C a` la cate´gorie C (π).
De´monstration. — On peut supposer C = C (π). L’implication (i)⇒(ii) est triviale,
(ii)⇒(iii) se prouve comme la proprie´te´ d) du No 4. Prouvons (iii)⇒(iv). En effet, on
sait que lim
←−i
Qi est non vide comme limite projective d’ensembles finis non vides. Soit
a un point de lim
←−i
Qi, il de´finit un homomorphisme d’espaces a` ope´rateurs
π −→ Q
qui est surjectif, car pour tout i le compose´ π → Q→ Qi l’est, puisque π est transitif
dans Qi en vertu de 5.3. Si donc H est le sous-groupe de stabilisateur de a, on obtient
un isomorphisme π/H
∼
−→ Q. Les implications (iv)⇒(v) et (v)⇒(i) sont a` nouveau
triviales.
Proposition 5.6. — Soient C une cate´gorie galoisienne, P un pro-objet fondamental
de C et F le foncteur fondamental associe´. Soit P ′ = (P ′i )i∈I un pro-objet de C , mis
sous forme normale, et F ′ le foncteur associe´ F ′(X) = Hom(P ′, X) de C dans Ens.
Conditions e´quivalentes :
(i) P ′ ≃ P , ou encore F ′ ≃ F .
(ii) P ′ est fondamental, ou encore F ′ est fondamental.
(iii) F ′ transforme somme de deux objets en somme, et X 6≃ ∅C implique
F (X) 6= ∅.130
(iv) Les objets de C connexes et 6= ∅C sont exactement les objets isomorphes a`
un P ′i .
On a trivialement (i)⇒(iii) et (i)⇒(ii), de plus (ii)⇒(iv) en vertu de 5.4 (applique´
a` P ′ au lieu de P ). De plus (iii) ou (iv) implique en vertu de 5.5 que P ′ est de la
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forme π/H ou` H est un sous-groupe ferme´ de π. Dans le cas (iii), il existe pour tout
sous-groupe invariant ouvert π′ de π un π-homomorphisme P ′ = π/H → π/π′, d’ou`
H ⊂ π′, d’ou` H = (0) et par suite (i), cqfd.
Corollaire 5.7. — Soit C une cate´gorie galoisienne. Les pro-objets fondamentaux sont
isomorphes, les foncteurs fondamentaux sont isomorphes.
En d’autres termes, la cate´gorie des foncteurs fondamentaux est un groupo¨ıde con-
nexe Γ, qu’on peut appeler le groupo¨ıde fondamental de la cate´gorie galoisienne C .
Si C = C (π), le groupe des automorphismes d’un objet du groupo¨ıde fondamental
est isomorphe a` π, cet isomorphisme e´tant bien de´termine´ a` automorphisme inte´rieur
pre`s. (N.B. on appelle groupo¨ıde une cate´gorie ou` tous les morphismes sont des iso-
morphismes, groupo¨ıde connexe groupo¨ıde dont tous les objets sont isomorphes). Les
pro-objets fondamentaux de C forment un groupo¨ıde connexe e´quivalent a` l’oppose´
du groupo¨ıde fondamental. Si F, F ′ sont deux foncteurs fondamentaux, associe´s a`
des pro-objets fondamentaux P, P ′, alors Hom(F, F ′) = Isom(F, F ′) est parfois note´
πF ′,F et joue le roˆle d’un « ensemble de classes de chemins de F a` F
′ ». En particulier
πF,F = πF n’est autre que le groupe fondamental de C en F construit dans le nume´ro
pre´ce´dent. Quant au pro-objet P associe´ a` F , il joue le roˆle d’un reveˆtement universel
en F de l’objet final eC de C .
Il peut eˆtre commode d’avoir une description de C (a` e´quivalence pre`s) en termes
de son groupo¨ıde fondamental Γ, sans passer par un choix d’un objet particulier F
de ce dernier. Or a` tout objet X de C est associe´ le foncteur EX sur le groupo¨ıde
fondamental, de´fini par
EX(F ) = F (X),
a` valeurs dans Ens. (Un tel foncteur est connu en topologie sous le nom de « syste`me
local » sur le groupo¨ıde) F (X) = EX(F ) peut eˆtre appele´ la fibre de X en F , et le
foncteur EX le foncteur-fibre associe´ a` X . Le foncteur EX a la proprie´te´ suivante : 131
pour tout F , EX(F ) est un ensemble fini ou` le groupe topologique πF = Aut(F )
ope`re continuˆment . Pour un foncteur covariant donne´ ξ du groupo¨ıde fondamental
dans Ens, la condition pre´ce´dente e´quivaut d’ailleurs a` la meˆme condition pour un F
fixe´ quelconque. Ceci pose´ :
Proposition 5.8. — Le foncteur X 7→ EX est une e´quivalence de la cate´gorie C avec
la cate´gorie des foncteurs covariants du groupo¨ıde fondamental Γ de C dans Ens, qui
satisfont la condition mise en e´vidence ci-dessus.
En effet, soit F0 un objet du groupo¨ıde fondamental, et soit π0 = Aut(F0), alors le
foncteur ξ 7→ ξ(F0) est une e´quivalence de la deuxie`me cate´gorie envisage´e dans 5.8
avec la cate´gorie C (π0), comme on constate aussitoˆt. D’autre part, le compose´ de ce
dernier et du foncteur X 7→ EX est l’e´quivalence naturelle C → C (π0). Il en re´sulte
que le foncteur X 7→ EX lui-meˆme est une e´quivalence.
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Corollaire 5.9. — La cate´gorie Pro-C est e´quivalente canoniquement a` la cate´gorie
des foncteurs covariants ξ du groupo¨ıde fondamental Γ dans la cate´gorie des espaces
topologiques, satisfaisant la condition : pour tout objet F de Γ, ξ(F ) est un espace
compact totalement disconnexe a` groupe topologique πF d’ope´rateurs.
Ici encore, on peut ve´rifier cette condition sur ξ, il suffit de la ve´rifier pour un F .
La de´monstration est la meˆme que pour 5.8.
Remarque 5.10. — Soit (Fs)s∈S une famille d’objets du groupo¨ıde fondamental Γ.
Posons pour s, s′ ∈ S :
Hom(s, s′) = Hom(Fs, Fs′)
de sorte que S devient lui-meˆme un groupo¨ıde connexe et l’application s 7→ Fs un fonc-
teur pleinement fide`le de S dans Γ, soit f . Conside´rant alors le foncteur X 7→ EX ◦ f
de C dans la cate´gorie de foncteurs Hom(S,Ens), on obtient une variante de 5.8
(et 5.9) avec Γ remplace´ par S. L’e´nonce´ ainsi obtenu se re´duit au the´ore`me 4.1
lorsque S est re´duit a` un point, et n’est autre que 5.8 lui-meˆme si S est l’ensemble
des objets de Γ.
Nous allons utiliser 5.9 pour de´finir un pro-objet canonique de C . Pour ceci, nous
conside´rons le foncteur de Γ dans la cate´gorie des espaces topologiques (et meˆme des132
groupes topologiques) :
f : F 7−→ Aut(F ) = πF .
Ce foncteur satisfait la condition envisage´e dans 5.8, l’espace a` ope´rateurs f(F ) sous
πF n’est autre que πF , conside´re´ comme espace a` ope´rateurs sous lui-meˆme par les
automorphismes inte´rieurs. Donc le foncteur f correspond a` un pro-objet de C de´ter-
mine´ a` isomorphisme unique pre`s, qui est meˆme un pro-groupe de C et qui est appele´
le pro-groupe fondamental de C , jouant le roˆle d’un syste`me local de groupes fon-
damentaux. C’est donc un pro-groupe Π de C de´fini par la condition qu’on ait un
isomorphisme fonctoriel en F
F (Π) ≃ πF .
Si X est un pro-objet quelconque de C , on a un morphisme canonique
Π×X −→ X
qui fait de X un objet a` groupe d’ope´rateurs a` gauche G dans Pro-C . Il suffit pour
ceci de noter que pour F variable, on a une application canonique
Π(F )×X(F ) −→ X(F )
i.e.
Aut(F )× EX(F ) −→ EX(F ), ou πF × F (X) −→ F (X)
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qui est fonctorielle en F . Elle est aussi fonctorielle en X , donc pour tout morphisme
X → Y de pro-objets, le diagramme
Π×X //

X

Π× Y // Y
correspondant est commutatif.
Remarque 5.11. — On se gardera de confondre un pro-objet fondamental P (qui n’est
pas muni d’une structure de groupe, et est connexe) avec le pro-groupe fondamental
(qui est un pro-groupe, et en ge´ne´ral non connexe). De fac¸on pre´cise, G est connexe si
et seulement si πF ope´rant sur lui-meˆme par automorphismes inte´rieurs est transitif,
i.e. si π est re´duit a` l’e´le´ment neutre, ou encore C e´quivalente a` la cate´gorie des en-
sembles finis. Une autre diffe´rence essentielle est que G est de´termine´ a` isomorphisme 133
unique pre`s, et P n’est de´termine´ qu’a` isomorphisme non unique pre`s.
Soit E un ensemble fini et conside´rons le foncteur constant sur le groupo¨ıde Γ,
de valeur E : il de´finit en vertu de 5.8 un objet de C , note´ EC , et qui peut aussi
s’interpre´ter comme la somme de E exemplaires de l’objet final eC de C . On peut
conside´rer EC comme un foncteur en E, de la cate´gorie des ensembles finis dans la
cate´gorie C , et ce foncteur est exact, donc transforme groupes finis en C -groupes,
etc. Si donc X est un objet de C sur lequel le groupe fini G ope`re a` droite, on voit
qu’on peut conside´rer X comme un objet de C ayant un C -groupe d’ope´rateurs a`
droite GC . On dira donc par extension d’une terminologie ge´ne´rale relative a` des
objets a` C -groupes d’ope´rateurs, que X est formellement principal homoge`ne sous G
si X est formellement principal homoge`ne sous GC , i.e. si le morphisme canonique
X ×GC −→ X ×X
de´duit de l’ope´ration de GC sur X a` droite, est un isomorphisme. On dit que X est
principal homoge`ne sous G s’il l’est sous GC , i.e. s’il l’est formellement, et si de plus
le quotient X/G = X/GC est eC . Si on se fixe un foncteur fondamental, d’ou` une
e´quivalence de C avec une cate´gorie C (π), X correspond a` un ensemble sur lequel π
ope`re a` gauche continuˆment, soit E = F (X). Faire ope´rer G sur X a` droite revient
alors a` faire ope´rer G sur l’ensemble E a` droite, de fac¸on que les ope´rations de G
commutent a` celles de π. On constate alors aussitoˆt que X est principal homoge`ne
sous G si et seulement si l’ensemble E est un espace principal homoge`ne sous G,
i.e. si et seulement si G y ope`re de fac¸on simplement transitive. (D’ailleurs X est
formellement principal homoge`ne si et seulement si E principal homoge`ne ou vide).
Comparant avec 5.3, on voit que si X est principal homoge`ne sous G et connexe, alors
l’homomorphisme donne´ de G dans le groupe oppose´ a` Aut(X) est un isomorphisme ;
et d’ailleurs pour qu’un objet X de C soit connexe et principal homoge`ne sous le
groupe oppose´ a` Aut(X), il faut et il suffit, avec les notations du No 4, qu’il soit
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isomorphe a` un Pi galoisien. Dans le cas type C = C (π), cela signifie que X est
isomorphe a` un quotient de π par un sous-groupe invariant.
Supposons toujours donne´ un foncteur fondamental F . Alors la donne´e d’un X134
principal homoge`ne sous un groupe fini G ope´rant a` droite, et d’un point a ∈ F (X),
est e´quivalente a` la donne´e d’un homomorphisme de π dans le groupe G. En effet, a`
un tel homomorphisme on fait correspondre l’ensemble E = G, en y faisant ope´rer π
a` gauche graˆce a` l’homomorphisme donne´ π → G et les translations a` gauche de G, et
en y faisant ope´rer G a` droite par translation a` droite, le point marque´ a de E e´tant
l’e´le´ment unite´ de G. Graˆce a` ce qui pre´ce`de, on obtient ainsi de fac¸on essentiellement
unique tout triple (X,G, a) ayant les proprie´te´s envisage´es plus haut, puisqu’un ensem-
ble a` point marque´ principal homoge`ne sous un groupe G s’identifie a` ce dernier. De
cette fac¸on, on a une interpre´tation ge´ome´trique directe du foncteur G 7→ Hom(π,G)
de la cate´gorie des groupes finis dans Ens, foncteur qui est pro-repre´sentable a` l’aide
de π, et dont la conside´ration fournirait donc une autre construction du groupe π
associe´ a` F .
6. Foncteurs exacts d’une cate´gorie galoisienne dans une autre
Proposition 6.1. — Soient C , C ′ deux cate´gories galoisiennes, H : C → C ′ un fonc-
teur covariant, F ′ un foncteur fondamental sur C ′ et F = F ′ ◦H. Conditions e´quiv-
alentes :
(i) H est exact, i.e. exact a` gauche et exact a` droite.
(ii) H est exact a` gauche, transforme sommes finies en sommes finies, et e´pimor-
phismes en e´pimorphismes (ou encore : objets 6≈ ∅C en objets 6≈ ∅C ′).
(iii) F est un foncteur fondamental sur C .
L’implication (i)⇒(ii) est un fait ge´ne´ral aux cate´gories. D’ailleurs la premie`re
forme donne´e a` (ii) implique la seconde, comme on voit en notant que siX est un objet
de C , alorsX est 6≈ ∅C si et seulement si le morphisme X → eC est un e´pimorphisme ;
on notera que F e´tant suppose´ exact a` gauche transforme eC en eC ′ . La deuxie`me
forme donne´e a` (ii) implique (iii), car F e´tant exact a` gauche donc pro-repre´sentable
est justiciable de 5.6 crite`re (iii). Enfin (iii) implique (i), comme il re´sulte du fait que
F est exact, et « conservatif » (i.e. satisfait l’axiome (G 6) de no 4).
Soit alors Γ le groupo¨ıde fondamental de C , Γ′ celui de C ′. Donc si H est exact,135
alors F ′ 7→ F ′◦H est un foncteur du groupo¨ıde Γ′ dans le groupo¨ıde Γ, qu’on de´notera
par tH :
tH(F ′)(X) = F ′(H(X))
qu’on peut aussi e´crire, avec la notation F (X) = EX(F ) introduite dans n
o 6 :
EH(X)(F
′) = EX(
tH(F ′)).
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Cette dernie`re formule montre, compte tenu de 5.8 ou 4.1, que le foncteur exact H
est de´termine´ (a` isomorphisme unique pre`s) quand on connaˆıt le foncteur correspon-
dant tH . Fixons nous un F ′, soit F = tH(F ′), alors tH de´finit un homomorphisme
de πF ′ = Aut(F
′) dans πF = Aut(F ) :
tH : πF ′ −→ πF (F =
tH(F ′) = F ′ ◦H).
D’ailleurs la formule plus haut montre (compte tenu de 5.8) que cet homomorphisme a
la proprie´te´ suivante : pour tout ensemble fini E ou` πF ope`re continuˆment, le groupe
πF ′ ope`re e´galement continuˆment graˆce a` l’homomorphisme pre´ce´dent πF ′ → πF .
Appliquant ceci aux quotients de πF par ses sous-groupes invariants ouverts, on voit
que la condition pre´ce´dente signifie aussi que l’homomorphisme conside´re´ est continu.
Re´ciproquement, donnons-nous un objet F de Γ, un objet F ′ de Γ′ et un homomor-
phisme continu
u : πF ′ −→ πF ,
il lui correspond donc un foncteur de C (π) dans C (π′), manifestement exact, donc en
vertu de 4.1 il lui correspond un foncteur H de C dans C ′ qui est exact, et tel que
tH : πF ′ → πF soit pre´cise´ment u. On peut aussi, au lieu d’un homomorphisme de
groupes, partir d’un foncteur
U : Γ′ −→ Γ
qui est tel que pour tout F ′ ∈ Γ′ (ou un F ′ ∈ Γ′, cela revient au meˆme) l’homomor-
phisme correspondant πF ′ → πF soit continu : un tel foncteur est isomorphe a` un
foncteur de la forme tH , ou` H : C → C ′ est un foncteur exact de´termine´ a` isomor-
phisme unique pre`s. Ainsi :
Corollaire 6.2. — Pour qu’un foncteur H : C → C ′ de cate´gories galoisiennes soit 136
exact, il faut et il suffit qu’il existe des e´quivalences C (π) → C et C ′ → C (π′) qui
transforment le foncteur H en le foncteur C (π)→ C (π′) associe´ a` un homomorphisme
de groupes topologiques π′ → π.
Corollaire 6.3. — Soient C , C ′ deux cate´gories galoisiennes, Γ, Γ′ leurs groupo¨ıdes
fondamentaux. Alors la cate´gorie des foncteurs exacts de C dans C ′ est e´quivalente a`
la cate´gorie des foncteurs U : Γ′ → Γ ayant la proprie´te´ suivante : pour tout F ′ dans Γ′
(ou un F ′ dans Γ′, cela revient au meˆme), posant F = U(F ′), l’homomorphisme
πF ′ = Aut(F
′) −→ πF = Aut(F )
de´fini par U est continu.
Conside´rons le pro-groupe fondamental Π de C , alors un foncteur exactH le trans-
forme en un pro-groupe H(Π) de C ′, nous allons de´finir un homomorphisme
Π′ −→ H(Π)
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(ou` Π′ est le pro-groupe fondamental de C ′), par la condition que pour tout objet F ′
de Γ′, l’homomorphisme correspondant
F ′(Π′) = πF ′ −→ F
′(H(Π)) = πF (ou` F = F
′ ◦H = tH(F ′))
soit l’homomorphisme naturel
Aut(F ′) −→ Aut(F ′ ◦H).
Comme ce dernier est fonctoriel en F ′, il de´finit bien en vertu de 5.8 un homomor-
phisme de pro-objets, et en fait de pro-groupes, de C ′. Cet homomorphisme est dit
associe´ au foncteur H .
Soit maintenantH ′ un deuxie`me foncteur exact, de la cate´gorie galoisienne C ′ dans
une cate´gorie galoisienne C ′′. Il est trivial qu’on a
t(H ′H) = tH tH ′
(N.B. on a la` une identite´ de foncteurs, et non seulement un isomorphisme canonique).
On a une proprie´te´ de transitivite´ analogue pour les homomorphismes associe´s des
pro-groupes fondamentaux.
Nous allons maintenant interpre´ter les proprie´te´s du foncteur exact H en termes137
de l’homomorphisme correspondant
u : πF ′ −→ πF (ou` F
′ = F ′ ◦H).
Il est commode d’introduire la notion d’objet ponctue´ de la cate´gorie galoisienne C
(muni de son foncteur fondamental F ) : c’est par de´finition un objet X de C muni
d’un e´le´ment a de F (X). Il s’interpre`te donc comme un ensemble fini ou` πF ope`re
continuˆment a` gauche, muni d’un point a. Donc les objets ponctue´s connexes de C
s’identifient en vertu de 5.3 aux sous-groupes ouverts de πF . Si U et V sont deux
tels sous-groupes, correspondants a` des objets ponctue´s connexes X , Y de C , alors
il existe un homomorphisme ponctue´ de X dans Y si et seulement si U ⊂ V , et
cet homomorphisme est alors unique. Bien entendu, le foncteur H transforme objets
ponctue´s en objets ponctue´s (puisque F = F ′ ◦H). Notons d’autre part qu’un sous-
groupe ferme´ d’un groupe tel que πF est l’intersection des sous-groupes ouverts qui
le contiennent ; par suite, si M , N sont deux sous-groupes ferme´s, alors M ⊂ N si et
seulement si tout sous-groupe ouvert qui contient N contient e´galement M . Graˆce a`
ces remarques, on prouve facilement les re´sultats qui suivent :
Proposition 6.4. — Soit X un objet ponctue´ connexe de C , associe´ a` un sous-groupe
ouvert U de πF . Pour que U contienne u(πF ′) (resp. le sous-groupe invariant ferme´
engendre´ par u(πF ′)) il faut et il suffit que H(X) admette une section ponctue´e (resp.
soit comple`tement de´compose´).
On appellera section — sous-entendu : au-dessus de l’objet final — d’un objet X
d’une cate´gorie galoisienne C , un morphisme de l’objet final eC dans X , ce qui revient
a` la donne´e d’un e´le´ment a de F (X) invariant par πF ; si X est ponctue´, on dit qu’on a
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une section ponctue´e si elle est compatible avec les structures ponctue´es sur X et eC ,
i.e. si a est pre´cise´ment l’objet marque´ de F (X). Une telle section est donc unique,
et existe si et seulement si l’objet marque´ de F (X) est invariant par πF . Enfin, un
objet d’une cate´gorie galoisienne est dit comple`tement de´compose´ s’il est isomorphe
a` une somme d’objets finaux, i.e. si πF ope`re trivialement dans F (X) — condition
e´videmment plus forte que l’existence d’une section ponctue´e, lorsque X est ponctue´.
La proposition 6.4 re´sulte trivialement des de´finitions et remarques pre´ce´dentes.
Corollaire 6.5. — Pour que u soit trivial, il faut et il suffit que pour tout objet X de C , 138
H(X) soit comple`tement de´compose´.
Proposition 6.6. — Soit X ′ un objet ponctue´ connexe de C ′, associe´ a` un sous-groupe
ouvert U ′ de πF ′ . Pour que U
′ contienne Keru, il faut et il suffit qu’il existe un objet
ponctue´ connexe X de C et un homomorphisme ponctue´ de la composante connexe
ponctue´e X ′0 de H(X) dans X
′ (donc que X soit isomorphe comme objet ponctue´ a`
un quotient de la composante connexe neutre de l’image inverse d’un objet ponctue´
de C ). Si u est surjectif, la condition pre´ce´dente e´quivaut aussi a` la suivante : X est
isomorphe a` un H(X), ou` X est un objet ponctue´ de C .
(On appelle composante connexe neutre d’un objet ponctue´ X d’une cate´gorie
galoisienne C , l’unique sous-objet connexe ponctue´ deX ; il correspond a` la trajectoire
sous πF du point marque´ de F (X), en vertu de 5.3). Comme le fait que U
′ contienne
Keru ne de´pend pas de la ponctuation choisie de X ′ (car une autre ponctuation
revient a` remplacer U par un sous-groupe conjugue´ a` U), on voit :
Corollaire 6.7. — Pour que U ′ contienne Keru, il faut et il suffit qu’il existe un
objet X de C (qu’on peut supposer connexe) et un morphisme d’une composante con-
nexe de H(X) dans X ′. Si u est surjectif, cela signifie aussi que X ′ est isomorphe a`
un objet de la forme H(X).
Corollaire 6.8. — Pour que u soit injectif, il faut et il suffit que pour tout objet X ′
de C ′, il existe un objet X de C et un homomorphisme d’une composante connexe
de H(X) dans X ′.
Proposition 6.9. — Les conditions suivantes sont e´quivalentes :
(i) L’homomorphisme u : πF ′ → πF est surjectif.
(ii) Pour tout objet connexe X de C , H(X) est connexe.
(iii) Le foncteur H est pleinement fide`le.
Ce dernier fait signifie que pour deux objets X , Y de C , l’application naturelle
Hom(X,Y ) −→ Hom(H(X), H(Y ))
est bijective.
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Corollaire 6.10. — Pour que u soit un isomorphisme, il faut et suffit que H soit une 139
e´quivalence de cate´gories, ou encore que les deux conditions suivantes soient ve´rifie´es :
a) pour tout objet connexe X de C , H(X) est connexe
b) tout objet de C ′ est isomorphe a` un objet de la forme H(X).
Proposition 6.11. — Soient H : C → C ′ et H ′ : C → C ′′ des foncteurs exacts entre
cate´gories galoisiennes, F ′′ un foncteur fondamental sur C ′′, posons F ′ = F ′′H ′ et
F = F ′H, et conside´rons les homomorphismes associe´s
u′ : πF ′′ −→ πF ′ u : πF ′ −→ πF .
Pour que Keru ⊂ Imu′ i.e. pour que uu′ soit l’homomorphisme trivial, il faut et il
suffit que pour tout objet X de C , H ′(H(X)) soit comple`tement de´compose´. Pour que
Keru ⊃ Imu′, il faut et il suffit que pour tout objet ponctue´ connexe X ′ de C ′ tel que
H ′(X ′) admette une section ponctue´e, il existe un objet X de C et un homomorphisme
d’une composante connexe de H(X) dans X ′.
La premie`re assertion re´sulte de la dernie`re affirmation de 6.4. La deuxie`me re´sulte
de la conjonction de 6.4 et 6.6.
Remarque 6.12. — Il n’est pas vrai en ge´ne´ral, sous les conditions de 6.8 que X ′ soit
isomorphe a` un objet de la forme H(X). On peut montrer que pour que tout objet
connexe (donc tout objet) de C ′ soit isomorphe a` un objet de la forme H(X), il faut et
il suffit que u soit un isomorphisme de πF ′ sur un sous-groupe facteur direct de πF . En
pratique cependant, on construit directement un homomorphisme πF → πF ′ inverse
a` droite de u a` l’aide d’un foncteur exact convenable de C ′ dans C .
Proposition 6.13. — Soient C une cate´gorie galoisienne munie d’un foncteur fonda-
mental F , S un objet connexe de C , C ′ la cate´gorie des objets de C au-dessus de S.
Alors C ′ est une cate´gorie galoisienne, et le foncteur X 7→ H(X) = X × S de C
dans C ′ est exact. Soit a ∈ F (S), et soit F ′ le foncteur de C ′ dans la cate´gorie des
ensembles finis de´fini par
F ′(X ′) = image inverse de a par F (X ′) −→ F (S).
Alors on a un isomorphisme F ∼= F ′ ◦H, et l’homomorphisme correspondant
u : πF ′ −→ πF
est un isomorphisme de πF ′ sur le sous-groupe ouvert U de πF stabilisateur de l’e´le´-140
ment marque´ a de F (X).
La de´monstration est laisse´e au lecteur.
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7. Cas des pre´sche´mas
Soit S un pre´sche´ma localement noethe´rien et connexe, et soit
a : Spec(Ω) −→ S
un point ge´ome´trique de S, a` valeurs dans un corps alge´briquement clos Ω. On posera
C = cate´gorie des reveˆtements e´tales de S
et pour un objet X de C , i.e. un reveˆtement e´tale X de S, on pose
F (X) = ensemble des points ge´ome´triques de X au-dessus de a.
Ainsi, F devient un foncteur sur C a` valeurs dans la cate´gorie des ensembles finis.
Les proprie´te´s (G 1) a` (G 6) sont satisfaites : pour (G 1), c’est contenu dans les
sorites de I 4.6, (G 2) re´sulte de 3.4, (G 3) de 3.5, (G 4) est trivial par de´finition,
(G 5) re´sulte de 3.5 et du de´but du No 2, enfin (G 6) est prouve´ dans 3.7. On peut
donc appliquer les re´sultats des No 4, 5, 6. Cela permet en particulier de de´finir un
pro-objet P de C repre´sentant F , appele´ reveˆtement universel de S au point a, et un
groupe topologique π = Aut(F ) = Aut0 P , appele´ groupe fondamental de S en a, et
note´ π1(S, a). Le foncteur F de´finit alors une e´quivalence de la cate´gorieC avec la cate´-
gorie des ensembles finis ou` π = π1(S, a) ope`re continuˆment. Cette e´quivalence permet
donc d’interpre´ter les ope´rations courantes de limites projectives et limites inductives
finies sur des reveˆtements (produits, produits fibre´s, sommes, passage au quotient,
etc.) en termes des ope´rations analogues dans C (π), i.e. en termes des ope´rations e´v-
identes sur des ensembles finis ou` π ope`re. Notons d’ailleurs, puisque les composantes
connexes topologiques d’un reveˆtement e´tale sont e´galement des reveˆtements e´tales,
qu’un objet X de C est connexe dans C si et seulement si il est topologiquement
connexe ; en vertu de 5.3 cela signifie donc que π1 ope`re transitivement dans F (X).
Notons que pour qu’un objet X de C soit fide`lement plat et quasi-compact sur S 141
(comme il est de´ja` plat et quasi-compact sur S), il faut et suffit que X → S soit
surjectif i.e. soit un e´pimorphisme dans C , ou encore que X 6= ∅. On conclut alors du
crite`re 2.6 (iii) que X est un reveˆtement principal de S de groupe G si et seulement si
il est un espace principal homoge`ne sous G dans la cate´gorie C , (tel qu’il a e´te´ de´fini
dans No 5).
Si a′ est un autre point ge´ome´trique de S (correspondant a` un corps alge´brique-
ment clos Ω′, qui peut eˆtre diffe´rent de Ω et qui peut meˆme avoir une caracte´ristique
diffe´rente), il de´finit un foncteur fibre F ′ = Fa′ de C dans la cate´gorie des ensembles
finis, qui est encore exact, donc isomorphe a` F = Fa. Par suite, les groupes fondamen-
taux π1(S; a) pour a variable sont isomorphes entre eux. Si on de´signe par π1(S; a, a
′)
l’ensemble des isomorphismes (ou ce qui revient au meˆme, l’ensembles des homomor-
phismes) Fa → Fa′ des foncteurs fibres associe´s, on obtient ainsi un groupo¨ıde dont
l’ensemble des objets est l’ensemble des points ge´ome´triques de S, les groupes fonda-
mentaux e´tant les groupes d’automorphismes des objets dudit groupo¨ıde. L’ensemble
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π1(S; a
′, a) peut eˆtre appele´ l’ensemble des classes de chemins de a a` a′. Ces classes
se composent donc de fac¸on e´vidente. Enfin, on peut de´finir un pro-groupe ΠS1 de C ,
qu’on pourra appeler pro-groupe fondamental de S ou syste`me local des groupes fon-
damentaux sur S, de´fini a` isomorphisme unique pre`s par la condition qu’on ait un
isomorphisme, fonctoriel en le point ge´ome´trique a de S :
Fa(Π
S
1 ) = π1(S; a)
(cf. remarque 5.10). En particulier, si s est un point ordinaire de S, la fibre de G en s
est un pro-groupe sur k(s), limite projective de groupes finis e´tales sur k(s) ; on pour-
rait appeler ce pro-groupe le groupe fondamental de S en le point ordinaire s de S, et
le noter π1(S, s). Par de´finition, ces points a` valeurs dans une extension alge´brique-
ment close Ω de k(s) sont les e´le´ments de π1(S; a), ou` a est le point ge´ome´trique de S
de´fini par ladite extension. En particulier, (prenant pour S le spectre d’un corps) a`
tout corps k est associe´ canoniquement et fonctoriellement un pro-groupe sur k, qu’on
pourrait noter π1(k), limite projective de groupes finis e´tales sur k, et dont les points
dans une extension alge´briquement close Ω de k s’identifient aux e´le´ments du groupe142
de Galois topologique de k/k, ou` k est la cloˆture galoisienne de k dans Ω (cf. 8.1). Ce
groupe π1(k) ne semble pas encore avoir retenu l’attention des alge´bristes.
Soit maintenant
f : S′ −→ S
un morphisme d’un pre´sche´ma connexe localement noethe´rien dans un autre, soit a′
un point ge´ome´trique de S′ et soit a = f(a′) son image directe dans S. Alors le
foncteur « image inverse » induit un foncteur de la cate´gorie C (S) des reveˆtements
e´tales de S, dans la cate´gorie C (S′) des reveˆtements e´tales de S′ :
f • : C (S) −→ C (S′)
On a d’ailleurs un isomorphisme de foncteurs
Fa ∼= Fa′ ◦ f
•,
de sorte que f • est un foncteur exact, auquel s’appliquent les re´sultats du No 6. On a
en particulier un homomorphisme canonique
u = π1(f ; a
′) : π1(S
′, a′) −→ π1(S; a) (a
′ = f(a))
qui permet de reconstituer le foncteur image inverse, comme une ope´ration de re-
striction des groupes d’ope´rateurs. Les proprie´te´s du foncteur f • s’expriment donc
de fac¸on simple par les proprie´te´s de l’homomorphisme de groupes associe´s, comme
il a e´te´ explicite´ dans le No 6. Si en particulier S′ est un reveˆtement e´tale de S,
alors l’homomorphisme u est un isomorphisme de π1(S
′, a′) sur le sous-groupe ouvert
de π1(S, a) qui de´finit le reveˆtement e´tale connexe ponctue´ S
′ de S (i.e. le stabilisa-
teur U de a′ ∈ Fa(S′) dans π1(S;A)).
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Si on de´sire interpre´ter les homomorphismes π1(f ; a
′) pour un point ge´ome´trique
variable a′, on doit, conforme´ment a` ce qui a e´te´ dit dans le No 6, conside´rer un
homomorphisme
Π1(f) : Π
S′
1 −→ f
•(ΠS1 )
de pro-groupes sur S, et prendre l’homomorphisme correspondant pour les fibres
ge´ome´triques.
8. Cas d’un pre´sche´ma de base normale
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Proposition 8.1. — Soit S le spectre d’un corps k, et soit Ω une extension alge´brique-
ment close de k, de´finissant un point ge´ome´trique a de S a` valeurs dans Ω. Soit k la
cloˆture se´parable de k dans Ω. Alors il existe un isomorphisme canonique de π1(S, a)
sur le groupe de Galois topologique de k/k.
Soit k′ la cloˆture alge´brique de k dans Ω, il correspond donc a` un point
ge´ome´trique b de S, a` valeurs dans k′. L’homomorphisme naturel de foncteurs Fb → Fa
est e´videmment un isomorphisme, car un k-homomorphisme d’une extension finie se´-
parable de k dans Ω prend ne´cessairement ses valeurs dans k et a fortiori dans k′.
D’autre part, le groupe π′ des k-automorphismes de k′/k ope`re de fac¸on e´vidente
sur Fb, d’ou` un homomorphisme π
′ → Aut(Fb)
∼
−→ Aut(Fa) = π1(S; a). D’autre part,
il est bien connu que l’homomorphisme naturel de π′ dans le groupe π des automor-
phismes de k/k est un isomorphisme. On obtient ainsi un homomorphisme canonique
π → π1(S; a), reste a` montrer que c’est un isomorphisme. En effet, cet homomorphisme
est injectif, car un e´le´ment du noyau est un automorphisme de k/k qui induit l’iden-
tite´ sur toute sous-extension se´parable finie, donc est trivial. Cet homomorphisme est
surjectif, car si X est un reveˆtement e´tale connexe de S, donc de´fini par une extension
finie se´parable L/k, alors π est transitif sur l’ensemble des k-homomorphismes de L
dans k′, comme bien connu.
Proposition 8.2. — Soient S un pre´sche´ma connexe, localement noethe´rien et nor-
mal, K = k(s) son corps des fonctions = le corps re´siduel en son point ge´ne´rique
s, Ω une extension alge´briquement close de K, de´finissant un point ge´ome´trique
a′ de S′ = Spec(K) et un point ge´ome´trique a de S. Alors l’homomorphisme
π1(S
′; a′) → π1(S; a) est surjectif. Lorsqu’on identifie le premier groupe au groupe
de Galois de la cloˆture se´parable K de K dans Ω (cf. 8.1) alors le noyau de l’homo-
morphisme pre´ce´dent correspond par la the´orie de Galois a` la sous-extension de K/K
compose´e des extensions finies de K dans Ω qui sont non ramifie´es sur S.
La premie`re assertion signifie que l’image inverse sur S′ d’un reveˆtement e´tale
connexeX de S est connexe, i.e. queX est inte`gre, ce n’est autre que (I 10.1). Le noyau
de l’homomorphisme pre´ce´dent s’interpre`te alors comme forme´ des automorphismes
de K/K qui induisent l’identite´ sur les ensembles Fa(X), ou` on peut supposer le 144
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reveˆtement e´tale X de S connexe. Mais cela signifie que cet automorphisme induit
l’identite´ sur les sous-extensions finies de K/K qui sont non ramifie´es sur S, ce qui
prouve la dernie`re assertion.
Remarque. — Graˆce a` cette interpre´tation du groupe fondamental du pre´sche´ma nor-
mal S en termes de the´orie des Galois habituelle, la de´finition e´tait connue dans ce
cas depuis longtemps.
9. Cas des pre´sche´mas non connexes : cate´gories multigaloisiennes
Soit S un pre´sche´ma localement noethe´rien, et soient (Si)i∈I ses composantes
connexes. Alors la cate´gorie C (S) des reveˆtements e´tales de S est e´quivalente a` la
cate´gorie produit des C (Si), qui s’interpre`tent en termes des groupes fondamentaux
des Si, une fois choisie un point ge´ome´trique dans chaque Si. Dans l’application de
la the´orie de la descente pour les morphismes e´tales, il est parfois malcommode de
faire choix pour tout Si d’un point ge´ome´trique de Si. Il est plus commode alors de
recourir a` la ge´ne´ralisation naturelle de 5.8 pour interpre´ter C (S) comme une cate´-
gorie de foncteurs sur le groupo¨ıde des points ge´ome´triques de S, conside´re´ comme
somme des groupo¨ıdes correspondants aux composantes connexes de S ; les foncteurs
en question sont les foncteurs a` valeurs dans la cate´gorie des ensembles finis, satis-
faisant la proprie´te´ de continuite´ analogue a` celle invoque´e dans 5.8. En pratique,
on aura une famille (at)t∈E de points ge´ome´triques de S, telle que toute composante
connexe Si de S en contienne au moins un, et on pourra alors, comme dans 5.10,
remplacer le groupo¨ıde de tous les points ge´ome´triques de S par le groupo¨ıde ana-
logue dont l’ensemble sous-jacent est E. Bien entendu, ces conside´rations devraient
s’inse´rer dans des de´finitions ge´ne´rales concernant les cate´gories qui sont e´quivalentes
a` des cate´gories produits de cate´gories de la forme C (π), et qu’on pourra appeler
cate´gories multi-galoisiennes. Nous en laisserons le de´tail au lecteur.
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0. Introduction
Contrairement a` ce qui avait e´te´ annonce´ dans l’introduction a` l’expose´ pre´ce´dent,
il s’est ave´re´ impossible de faire de la descente dans la cate´gorie des pre´sche´mas,
meˆme dans des cas particuliers, sans avoir de´veloppe´ au pre´alable avec assez de soin
le langage de la descente dans les cate´gories ge´ne´rales.
La notion de « descente » fournit le cadre ge´ne´ral pour tous les proce´de´s de « rec-
ollement » d’objets, et par conse´quent de « recollement » de cate´gories. Le cas le plus
classique de recollement est relatif a` la donne´e d’un espace topologique X et d’un
recouvrement de X par des ouverts Xi ; si on se donne pour tout i un espace fibre´
(disons) Ei au-dessus de Xi, et pour tout couple (i, j) un isomorphisme fji de Ei|Xij
sur Ej |Xij (ou` on pose Xij = Xi ∩ Xj), satisfaisant une condition de transitivite´
bien connue (qu’on e´crit de fac¸on abre´ge´e fkjfji = fki), on sait qu’il existe un espace
fibre´ E sur X , de´fini a` isomorphisme pre`s par la condition que l’on ait des isomor-
phismes fi : E|Xi
∼
−→ Ei, satisfaisant les relations fji = fjf
−1
i (avec l’abus d’e´criture
habituel). Soit X ′ l’espace somme des Xi, qui est donc un espace fibre´ au-dessus de X
(i.e. muni d’une application continueX ′ → X). On peut interpre´ter de fac¸on plus con-
cise la donne´e des Ei comme un espace fibre´ E
′ sur X ′, et la donne´e des fji comme
un isomorphisme entre les deux images inverses (par les deux projections canoniques)
E′′1 et E
′′
2 de E
′ sur X ′′ = X ′×XX
′, la condition de recollement pouvant alors s’e´crire
comme une identite´ entre isomorphismes d’espaces fibre´s E′′′1 et E
′′′
3 sur le produit
fibre´ triple X ′′′ = X ′ ×X X ′ ×X X ′ (ou` E′′′i de´signe l’image inverse de E
′ sur X ′′′
par la projection canonique d’indice i). La construction de E, a` partir de E′ et de f ,
est un cas typique de proce´de´ de « descente ». D’ailleurs, partant d’un espace fibre´ E 146
sur X , on dit que X est « localement trivial », de fibre F , s’il existe un recouvrement
ouvert (Xi) de X tel que les E|Xi soient isomorphes a` F ×Xi, ou ce qui revient au
meˆme, tel que l’image inverse E′ de E sur X ′ =
∐
iXi soit isomorphe a` X
′ × F .
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Ainsi, la notion de « recollement » d’objets comme celle de « localisation » d’une
proprie´te´, sont lie´es a` l’e´tude de certains types de « changements de base » X ′ → X . En
Ge´ome´trie Alge´brique, bien d’autres types de changement de base, et notamment les
morphismes X ′ → X fide`lement plats, doivent eˆtre conside´re´s comme correspondant
a` un proce´de´ de « localisation » relativement aux pre´sche´mas, ou autres objets, « au-
dessus » de X . Ce type de localisation est utilise´ tout autant que la simple localisation
topologique (qui en est un cas particulier d’ailleurs). Il en est de meˆme (dans une
moindre mesure) en Ge´ome´trie Analytique.
La plupart des de´monstrations, se re´duisant a` des ve´rifications, sont omises ou
simplement esquisse´es ; le cas e´che´ant nous pre´cisons les diagrammes moins e´vidents
qui s’introduisent dans une de´monstration.
1. Univers, cate´gories, e´quivalence de cate´gories
Pour e´viter certaines difficulte´s logiques, nous admettrons ici la notion d’Univers,
qui est un ensemble « assez gros » pour qu’on n’en sorte pas par les ope´rations
habituelles de la the´orie des ensembles ; un « axiome des Univers » garantit que tout
objet se trouve dans un Univers. Pour des de´tails, voir un livre en pre´paration par
C. Chevalley et le confe´rencier(1). Ainsi, le sigle Ens de´signe, non pas la cate´gorie de
tous les ensembles (notion qui n’a pas de sens), mais la cate´gorie des ensembles qui se
trouvent dans un Univers donne´ (que nous ne pre´ciserons pas ici dans la notation). De
meˆme, Cat de´signera la cate´gorie des cate´gories se trouvant dans l’Univers en ques-
tion, les « morphismes » d’un objet X de Cat dans un autre Y , e´tant par de´finition
les foncteurs de X dans Y .
Si C est une cate´gorie, nous de´signons par Ob(C ) l’ensemble des objets de C ,147
par Fl(C ) l’ensemble des fle`ches de C (ou morphismes de C ). Nous e´crirons donc
X ∈ Ob(C ) en e´vitant l’abus de notation courant X ∈ C . Si C et C ′ sont deux
cate´gories, un foncteur de C dans C ′ sera toujours ce qu’on appelle commune´ment
un foncteur covariant de C dans C ′ ; sa donne´e implique celle de la cate´gorie d’arrive´e
et la cate´gorie de de´part, C et C ′. Les foncteurs de C dans C ′ forment un ensemble,
note´ Hom(C ,C ′), qui est l’ensemble des objets d’une cate´gorie note´e Hom(C ,C ′).
Par de´finition, un foncteur contravariant de C dans C ′ est un foncteur de la cate´gorie
oppose´e C ◦ de C dans C ′.
Nous admettrons la notion de limite projective et de limite inductive d’un foncteur
F : I → C , et en particulier les cas particuliers les plus courants de cette notion :
produits carte´siens et produits fibre´s, notions duales de sommes directes et de sommes
amalgame´es, et les proprie´te´s formelles habituelles de ces ope´rations.
(1)Les auteurs de´finitifs sont C. Chevalley et P. Gabriel. Le livre doit sortir en l’an 3000. En attendant,
cf. aussi SGA 4 I.
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Par exemple, dans la cate´gorie Cat introduite plus haut, les limites projectives
(relatives a` des cate´gories I se trouvant dans l’Univers choisi) existent ; l’ensemble
d’objets (resp. l’ensemble de fle`ches) de la cate´gorie limite projective C des Ci, s’ob-
tient en prenant la limite projective des ensembles d’objets (resp. des ensembles de
fle`ches) des cate´gories Ci. Le cas le plus connu est celui du produit d’une famille de
cate´gories. Nous utiliserons constamment par la suite le produit fibre´ de deux cate´-
gories sur une troisie`me.
Pour tout ce qui concerne les cate´gories et foncteurs, en attendant le livre en
pre´paration de´ja` signale´, voir [1] (qui est ne´cessairement fort incomplet, meˆme en ce
qui concerne les ge´ne´ralite´s esquisse´es dans le pre´sent nume´ro).
Prenons cette occasion pour expliciter la notion d’e´quivalence de cate´gories, qui
n’est pas expose´e de fac¸on satisfaisante dans [1]. Un foncteur F : C → C ′ est dit
fide`le (resp. pleinement fide`le) si pour tout couple d’objets S, T de C , l’application
u 7→ F (u) de Hom(S, T ) dans Hom(F (S), F (T )) est injective (resp. bijective). On dit
que F est une e´quivalence de cate´gories si F est pleinement fide`le, et si de plus tout 148
objet S′ de C ′ est isomorphe a` un objet de la forme F (S). On montre qu’il revient au
meˆme de dire qu’il existe un foncteur G de C ′ dans C quasi-inverse de F , i.e., tel que
GF soit isomorphe a` idC . Lorsqu’il en est ainsi, la donne´e d’un foncteur G : C ′ → C
et d’un isomorphisme ϕ : GF → idC ′ e´quivaut a` la donne´e, pour tout S′ ∈ Ob(C ′),
d’un couple (S, u) forme´ d’un objet S de C et d’un isomorphisme u : F (S) → S′,
soit (G(S), ϕ(S)). (Avec ces notations, il existe un foncteur unique C ′ → C ayant
l’application donne´e S 7→ G(S) comme application-objets, et tel que l’application
S 7→ ϕ(S) soit un homomorphisme de foncteurs FG → idC ′). Enfin, si G est un
foncteur quasi-inverse de F , et si on choisit des isomorphismes ϕ : FG
∼
−→ idC ′ et
ψ : GF
∼
−→ idC , alors les deux conditions de compatibilite´s sur ϕ, ψ e´nonce´es dans
[1, I.1.2] sont en fait e´quivalentes l’une a` l’autre, et pour tout isomorphisme ϕ choisi,
il existe un isomorphisme ψ unique tel que lesdites conditions soient satisfaites.
2. Cate´gories sur une autre
Soit E une cate´gorie dans Univ, c’est donc un objet de Cat, et on peut conside´rer
la cate´gorie Cat/E des « objets de Cat au-dessus de E ». Un objet de cette cate´gorie
est donc un foncteur
p : F −→ E
On dit aussi que la cate´gorie F , munie d’un tel foncteur, est une cate´gorie au-dessus
de E , ou une E -cate´gorie. On appellera donc E -foncteur d’une cate´gorie F sur E
dans une cate´gorie G sur E , un foncteur
f : F −→ G
tel que
qf = p
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ou` p et q sont les foncteurs-projection pour F resp. G . L’ensemble des E -foncteurs
f de F dans G est donc en correspondance biunivoque avec l’ensemble des fle`ches
d’origine F et d’extre´mite´ G dans Cat/E , sans pourtant qu’on ait la` une identite´149
(puisque la donne´e d’un f comme dessus ne de´termine pas F et G en tant que
cate´gories sur E ) ; mais bien entendu, comme dans toute autre cate´gorie C/S , on fera
couramment l’abus de langage consistant a` identifier les E -foncteurs (au sens explicite´
plus haut) a` des fle`ches dans une cate´gorie Cat/E .
On de´signera par
HomE (F ,G )
l’ensemble des E -foncteurs de F dans G . Bien entendu, un compose´ de E -foncteurs
est un E -foncteur (la composition en question correspondant par de´finition a` la com-
position des fle`ches dans Cat/E ).
Conside´rons maintenant deux E -foncteurs
f, g : F −→ G
et un homomorphisme de foncteurs :
u : f −→ g
On dit que u est un E -homomorphisme ou un « homomorphisme de E -foncteurs », si
pour tout ξ ∈ Ob(F ), on a
q(u(ξ)) = idp(ξ),
en paroles : posant S = p(ξ) = qf(ξ) = qg(ξ) ∈ Ob(E ), le morphisme
u(ξ) : f(ξ) −→ g(ξ)
dans G est un idS-morphisme. (De fac¸on ge´ne´rale, pour tout morphisme α : T → S
dans E , et toute cate´gorie G au-dessus de E , un morphisme v dans G est appele´
un α-morphisme si q(v) = α, q de´signant le foncteur projection G → E ). Si on a
un troisie`me E -foncteur h : F → G et un E -homomorphisme v : g → h, alors vu
est e´galement un E -homomorphisme. Ainsi, les E -foncteurs de F dans G , et les E -150
homomorphismes de tels, forment une sous-cate´gorie de la cate´gorie Hom(F ,G ) de
tous les foncteurs de F dans G , qu’on appellera la cate´gorie des E -foncteurs de F
dans G et qu’on notera
HomE/−(F ,G )
C’est aussi la sous-cate´gorie noyau du couple de foncteurs
R,S : Hom(F ,G ) // // Hom(F ,E ) ,
ou` R est le foncteur constant de´fini par l’objet p de Hom(F ,E ), et ou` S est le
foncteur f 7→ q ◦ f de´fini par q : G → E .
Pour finir ces ge´ne´ralite´s, il reste a` de´finir les accouplements naturels entre les
cate´gories HomE /−(F ,G ) par composition de E -foncteurs. En d’autres termes, on
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veut de´finir un « foncteur composition » :
(i) HomE/−(F ,G )×HomE/−(G ,H ) −→ HomE/−(F ,H )
lorsque F , G , H sont trois cate´gories sur E , de telle fac¸on que ce foncteur induise,
pour les objets, l’application de composition (f, g) 7→ gf de E -foncteurs f : F → G
et g : G → H . Pour ceci, rappelons qu’on de´finit un foncteur canonique :
(ii) Hom(F ,G )×Hom(G ,H ) −→ Hom(F ,H )
qui, pour les objets, n’est autre que l’application de composition (f, g) 7→ gf de
foncteurs, et qui transforme une fle`che (u, v), ou`
u : f −→ f ′, v : g −→ g′
sont des fle`ches dans Hom(F ,G ) resp. dans Hom(G ,H ), en la fle`che
v ∗ u : gf −→ g′f ′
de´finie par la relation : 151
v ∗ u(ξ) = v(f ′(ξ)) · g(u(ξ)) = g′(u(ξ)) · v(f(ξ))
Il est bien connu que l’on obtient bien ainsi un homomorphisme de gf dans g′f ′, et
que (pour f, g et u, v variables) on obtient ainsi un foncteur (ii), i.e. qu’on a
(I) idg ∗ idf = idgf ,
(II) (v′ ∗ u′) ◦ (v ∗ u) = (v′ ◦ v) ∗ (u′ ◦ u)
Rappelons aussi qu’on a une formule d’associativite´ pour les accouplements canon-
iques (ii), qui s’exprime d’une part par l’associativite´ (hg)f = h(gf) de la composition
de foncteurs, et d’autre part par la formule
(III) (w ∗ v) ∗ u = w ∗ (v ∗ u)
pour les produits de composition d’homomorphismes de foncteurs (ou` u : f → f ′ et
v : g → g′ sont comme dessus, et ou` on suppose donne´ de plus un homomorphisme
w : h→ h′ de foncteurs h, h′ : H → K ). Je dis maintenant que lorsque F , G sont des
E -cate´gories, le foncteur composition canonique (ii) induit un foncteur (i). Comme
on sait de´ja` que le compose´ de deux E -foncteurs est un E -foncteur, cela revient a` dire
que lorsque u : f → f ′ et v : g → g′ sont des homomorphismes de E -foncteurs, alors
v ∗ u : gf → g′f ′ est e´galement un homomorphisme de E -foncteurs. Cela re´sulte en
effet trivialement des de´finitions. Comme les accouplements (i) sont induits par les
accouplements (ii), ils satisfont a` la meˆme proprie´te´ d’associativite´, exprime´e aussi
dans les formules (hg)f = h(gf) et (w ∗ v) ∗ u = w ∗ (v ∗ u) pour des E -foncteurs et
des E -homomorphismes de E -foncteurs.
Pour comple´ter le formulaire (I), (II), (III), rappelons aussi les formules :
(IV) v ∗ idF = v et idG ∗ u = u,
ou` pour simplifier on e´crit v ∗ f ou u ∗ g au lieu de v ∗ u, lorsque u resp. v est 152
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l’automorphisme identique de f resp. g.
De la de´finition des accouplements (i) re´sulte que HomE /−(F ,G ) est un foncteur
en F , G , de la cate´gorie produit Cat/E
◦ ×Cat/E dans la cate´gorie Cat. Si en effet
g : G → G1 est un E -foncteur, i.e. un objet de HomE/−(G ,G1), alors faisant dans (i)
H = G1, il lui correspond un foncteur
g∗ : HomE /−(F ,G ) −→ HomE/−(F ,G1)
On de´finit de la fac¸on analogue, pour un E -foncteur f : F1 → F , un foncteur
f∗ : HomE /−(F ,G ) −→ HomE/−(F1,G )
Pour abre´ger, on de´signe ces foncteurs aussi par les sigles f 7→ g ◦ f resp. g 7→ g ◦ f
(qui de´signent seulement, en fait, les applications correspondantes sur les ensembles
d’objets). Il re´sulte de la proprie´te´ d’associativite´ indique´e plus haut que de cette
fac¸on, on obtient bien comme annonce´ un foncteur Cat◦/E ×Cat/E → Cat.
3. Changement de base dans les cate´gories sur E
Comme dans Cat les limites projectives (relativement a` des cate´gories I e´le´ments
deUniv) existent, il en est de meˆme dans Cat/E , en particulier les produits carte´siens
y existent, qui s’interpre`tent comme des produits fibre´s dans Cat. Conforme´ment aux
notations ge´ne´rales, si F et G sont des cate´gories au-dessus de E , on de´signe par
F ×E G
leur produit dans Cat/E , i.e. leur produit fibre´ au-dessus de E dans Cat, en tant que153
cate´gorie au-dessus de E . Ainsi, F ×E G est muni de deux E -foncteurs pr1 et pr2, qui
de´finissent, pour toute cate´gorie H au-dessus de E , une bijection
HomE (H ,F ×E G )
∼
−→ HomE (H ,F )×HomE (H ,G ).
Cette bijection provient d’ailleurs d’un isomorphisme de cate´gories
HomE /−(H ,F ×E G )
∼
−→ HomE/−(H ,F )×HomE /−(H ,G )
en prenant les ensembles d’objets des deux membres, ou` le foncteur e´crit est celui qui
a pour composantes les foncteurs h 7→ pr1 ◦ h et h 7→ pr2 ◦ h du premier membre
dans les deux facteurs du second. On laisse au lecteur le soin de ve´rifier qu’on obtient
bien ainsi un isomorphisme (le fait analogue e´tant vrai, plus ge´ne´ralement, chaque
fois qu’on a une limite projective de cate´gories — et non seulement dans le cas d’un
produit fibre´).
Rappelons d’ailleurs qu’on a (comme il a e´te´ dit dans le No 1) :
Ob(F ×E G ) = Ob(F )×Ob(E ) Ob(G )
Fl(F ×E G ) = Fl(F ) ×Fl(E ) Fl(G ),
la composition des fle`ches se faisant d’ailleurs composante par composante.
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Dans la suite, nous conside´rons un foncteur
λ : E ′ −→ E
et pour toute cate´gorie F au-dessus de E , on conside`re F ×E E ′ comme une cate´gorie
au-dessus de E ′ graˆce a` pr2 ; en d’autres termes, nous interpre´tons l’ope´ration « produit
fibre´ » comme une ope´ration « changement de base », le foncteur λ : E ′ → E prenant
le nom de « foncteur de changement de base ». Conforme´ment aux faits ge´ne´raux bien
connus, on obtient ainsi un foncteur, dit foncteur changement de base pour λ : 154
λ∗ : Cat/E −→ Cat/E ′ ,
(adjoint du foncteur « restriction de la base » qui, a` toute cate´gorie F ′ au-dessus
de E ′, de foncteur projection p′, associe F ′, conside´re´ comme cate´gorie au-dessus
de E par le foncteur p = λp′). Comme il est bien connu dans le cas ge´ne´ral d’un
foncteur changement de base dans une cate´gorie, le foncteur changement de base
« commute aux limites projectives », et en particulier « transforme » produits fibre´s
sur E en produits fibre´s sur E ′.
Soient F et G deux cate´gories au-dessus de E , on va de´finir un isomorphisme
canonique :
(i) HomE ′/−(F
′,G ′)
∼
−→ HomE/−(F ×E E
′,G )
ou` F ′ = F ×E E
′, G ′ = G ×E E
′.
Pour ceci, conside´rons le foncteur
pr1 : G
′ = G ×E E
′ −→ G ,
et de´finissons (i) par
F 7−→ pr1 ◦ F,
qui a priori de´signe un foncteur
(ii) Hom(F ′,G ′) −→ Hom(F ′,G )
Il faut donc ve´rifier seulement que ce dernier induit un foncteur pour les sous-
cate´gories (i), et que ce dernier est un isomorphisme. Que (ii) induise une bijection
HomE ′/−(F
′,G ′)
∼
−→ HomE/−(F ×E E
′,G )
est la proprie´te´ caracte´ristique du foncteur changement de base. Il reste donc a` prouver 155
que si F , G sont des E ′-foncteurs F ′ → G ′, alors l’application
u 7−→ pr1 ◦ u
induit une bijection
HomE ′(F,G)
∼
−→ HomE (pr1 ◦ F, pr1 ◦G).
La ve´rification de ce fait est imme´diate, et laisse´e au lecteur.
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Il re´sulte de cet isomorphisme (i), et de la fin du nume´ro pre´ce´dent, que
HomE ′/−(F ×E E
′,G ×E E
′)
peut eˆtre conside´re´ comme un foncteur en E ′,F ,G , de la cate´gorie Cat◦/E ×Cat
◦
/E
× Cat/E dans la cate´gorie Cat, isomorphe au foncteur de´fini par l’expression
HomE/−(F ×E E
′,G ). En particulier, pour F , G fixe´s, on obtient un foncteur en
E ′, E ′ → HomE ′′/−(F
′,G ′) = HomE ′/−(F ×E E
′,G ×E E ′), et en particulier le
E -foncteur de projection λ : E ′ → E de´finit un morphisme i.e. un foncteur
λ∗F ,G : HomE/−(F ,G ) −→ HomE ′/−(F
′,G ′)
que nous allons expliciter. Pour les ensembles d’objets des deux membres, c’est l’ap-
plication
f 7−→ f ′ = f ×E E
′
qui exprime la de´pendance fonctorielle de F ×E E ′ de l’objet F sur E . D’autre part,
conside´rons deux E -foncteurs
f, g : F −→ G
et un homomorphisme de E -foncteurs
u : f −→ g,
on va expliciter l’homomorphisme de E ′-foncteurs correspondant :156
u′ : f ′ −→ g′.
Pour tout
ξ′ = (ξ, S′) ∈ Ob(F ′)
avec
ξ ∈ Ob(F ), S′ ∈ Ob(E ′), p(ξ) = λ(S′) = S
le morphisme
u′(ξ′) : f ′(ξ′) = (f(ξ), S′) −→ g′(ξ′) = (g(ξ), S′) dans G ′
est de´fini par la formule
u′(ξ′) = (u(ξ), idS′)
(ce qui est bien un S′-morphisme dans G ′, car q(u(ξ)) = λ(idS′) = idS).
Conside´rons maintenant un E -foncteur quelconque
λ′ : E ′′ −→ E ′
et le foncteur correspondant
HomE ′/−(F ×E E
′,G ×E E
′) −→ HomE ′′/−(F ×E E
′′,G ×E E
′′),
je dis que ce foncteur n’est autre que le foncteur qu’on obtient par le proce´de´ pre´ce´dent,
en partant de F ′ et G ′ sur E ′ et en conside´rant E ′′ comme une cate´gorie sur E ′,
compte tenu des isomorphismes de « transitivite´ de changement de base » :
F ′ ×E ′ E
′′ ∼−→ F ′′ = F ×E E
′′ et G ′ ×E ′ E
′′ ∼−→ G ′′ = G ×E E
′′,
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qui impliquent un isomorphisme canonique
HomE ′′/−(F
′ ×E ′ E
′′,G ′ ×E ′ E
′′)
∼
−→ HomE ′′/−(F ×E E
′′,G ×E E
′′)
La ve´rification de cette compatibilite´ est imme´diate, et laisse´e au lecteur. 157
Les foncteurs qu’on vient de de´finir sont compatibles avec les accouplements de´finis
au nume´ro pre´ce´dent, de fac¸on pre´cise, si F , G , H sont des cate´gories au-dessus de E
et si on pose
F ′ = F ×E E
′, G ′ = G ×E E
′, H ′ = H ×E E
′,
on a commutativite´ dans le diagramme de foncteurs suivant :
HomE/−(F ,G )×HomE/−(G ,H ) //
λ∗F ,G × λ
∗
G ,H

HomE/−(F ,H )
λ∗F ,H

HomE ′/−(F
′,G ′)×HomE ′/−(G
′,H ′) // HomE ′/−(F
′,H ′)
ou` les fle`ches horizontales sont les foncteurs-composition de´finis au nume´ro pre´ce´dent.
Cette commutativite´ s’exprime par les formules
(gf)′ = g′f ′
pour f ∈ HomE (F ,G ), g ∈ HomE (G ,H ), (formule qui exprime simplement la fonc-
torialite´ du changement de base), et la formule
(v ∗ u)′ = v′ ∗ u′
lorsque u : f → f1 est une fle`che de HomE /−(F ,G ) et v : g → g1 une fle`che
de HomE /−(G ,H ). La ve´rification de cette formule re´sulte facilement des de´fini-
tions.
Dans la suite, nous nous inte´resserons surtout a` HomE (F ,G ) (et certaines sous-
cate´gories remarquables de celle-ci) lorsque F = E , et introduisons pour cette raisons
une notation spe´ciale :
Γ(G /E ) = HomE (E ,G ), Γ(G /E ) = Ob(Γ(G /E )) = HomE (E ,G ).
Remarques. — Lorsque E est une cate´gorie ponctuelle, i.e. Ob(E ) et Fl(E ) re´duits a` 158
un seul e´le´ment, ce qui signifie aussi que E est un objet final de la cate´gorieCat, alors
la donne´e d’une cate´gorie sur E est e´quivalente a` la donne´e d’une cate´gorie tout court,
(car il y aura un foncteur unique de F dans E ). De fac¸on plus pre´cise, Cat/E est
alors isomorphe a` Cat. De plus, les cate´gories HomE/−(F ,G ) ne sont alors autres
que les Hom(F ,G ). Rappelons alors que la formule fondamentale
Hom(H ,Hom(F ,G ))
∼
−→ Hom(F ×H ,G )
(isomorphisme fonctoriel en les trois arguments qui y figurent), permet d’interpre´ter
Hom(F ,G ) axiomatiquement, en termes internes a` la cate´gorie Cat, de sorte que le
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formulaire connu des cate´gories Hom apparaˆıt comme un cas particulier d’un formu-
laire valable dans les cate´gories telles que Cat, ou` des « objets Hom » (de´finis par la
formule pre´ce´dente) existent. Il y a une interpre´tation analogue de HomE /−(F ,G )
lorsqu’on suppose a` nouveau E quelconque, par la formule
Hom(H ,HomE /−(F ,G ))
∼
−→ HomE (F ×H ,G )
(isomorphisme fonctoriel en les trois arguments). De cette fac¸on, les proprie´te´s
formelles expose´es dans les No 2, 3 sont des cas particuliers de re´sultats plus ge´ne´raux,
valables dans les cate´gories ou` les objets HomE /−(F ,G ) (lorsque F , G sont deux
objets de la cate´gorie au-dessus d’un troisie`me E ) existent.
4. Cate´gories-fibres ; e´quivalence de E -cate´gories
Soit F une cate´gorie sur E , et soit S ∈ Ob(E ). On appelle cate´gorie-fibre de F
en S la sous-cate´gorie FS de F image re´ciproque de la sous-cate´gorie ponctuelle de E159
de´finie par S. Donc les objets de FS sont les objets ξ de F tels que p(ξ) = S, ses
morphismes sont les morphismes u de F tels que p(u) = idS , i.e. les S-morphismes
dans F . Bien entendu, FS est canoniquement isomorphe au produit fibre´ F ×E {S},
ou` {S} de´signe la sous-cate´gorie ponctuelle de E de´finie par S, munie de son foncteur
d’inclusion dans E . Il en re´sulte (compte tenu de la transitivite´ du changement de
base) que si on fait le changement de base λ : E ′ → E , alors pour tout S′ ∈ Ob(E ′),
la projection pr1 : F
′ = F ×E E
′ → F induit un isomorphisme
F ′S′ −→ FS (ou` S = λ(S
′)).
Proposition 4.1. — Soit f : F → G un E -foncteur. Si f est pleinement fide`le, alors
pour tout changement de base E ′ → E , le foncteur correspondant f ′ : F ′ = F×E E ′ →
G ′ = G ×E E ′ est pleinement fide`le.
La ve´rification est imme´diate ; plus ge´ne´ralement, on peut montrer que toute limite
projective de foncteurs pleinement fide`les (ici, f et les foncteurs identiques dans E ,E ′)
est un foncteur pleinement fide`le.
On notera que l’assertion analogue a` 4.1, ou` « pleinement fide`le » est remplace´e par
« e´quivalence de cate´gories », est fausse, de´ja` pour G = E . Cependant :
Proposition 4.2. — Soit f : F → G un E -foncteur. Les conditions suivantes sont
e´quivalentes :
(i) Il existe un E -foncteur g : G → F et des E -isomorphismes
gf
∼
−→ idF , fg
∼
−→ idG .
(ii) Pout toute cate´gorie E ′ sur E , le foncteur
f ′ = f ×E E
′ : F ′ = F ×E E
′ −→ G ′ = G ×E E
′
est une e´quivalence de cate´gories.
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(iii) f est une e´quivalence de cate´gories, et pout tout S ∈ Ob(E ), le foncteur
fS : FS → GS induit par f est une e´quivalence de cate´gories.
(iii bis) f est pleinement fide`le, et pour tout S ∈ Ob(E ) et tout η ∈ Ob(GS), il
existe un ξ ∈ Ob(FS) et un S-isomorphisme u : f(ξ)→ η.
De´monstration. — E´videmment (i) implique que f est une e´quivalence de cate´gories
(notion qui se de´finit par la meˆme condition, mais ou` les isomorphismes de foncteurs
ne sont pas astreints a` eˆtre des E -morphismes). D’autre part, il re´sulte des foncto-
rialite´s du nume´ro pre´ce´dent que la condition (i) est conserve´e apre`s changement de
base E ′ → E . Il s’ensuit que (i)⇒(ii). E´videmment (ii)⇒(iii), car il suffit de faire
E ′ = E et E ′ = {S}. Il est encore plus trivial que (iii)⇒(iii bis), reste a` prouver que
(iii bis)⇒(i). Pour ceci, choisissons pour tout η ∈ Ob(G ) un g(η) ∈ Ob(F ) et un
isomorphisme u(η) : f(g(η)) → η qui soit tel que q(u(η)) = idS , ou` S = q(η). C’est
possible graˆce a` la deuxie`me condition (iii bis). Comme il est connu et imme´diat, le
fait que f est pleinement fide`le implique que g peut de fac¸on unique eˆtre conside´re´
comme un foncteur de G dans F , de fac¸on que les u(η) de´finissent un homomorphisme
(donc un isomorphisme) fonctoriel u : fg
∼
−→ idG . De plus, par construction g est un
E -foncteur et u un E -homomorphisme. Aux donne´es pre´ce´dentes correspond alors un
isomorphisme fonctoriel v : gf → idF , de´fini par la condition que f ∗ v = u ∗ f , et on
constate tout de suite que c’est e´galement un E -morphisme, cqfd.
Définition 4.3. — Si les conditions pre´ce´dentes sont ve´rifie´es, on dit que f est une
e´quivalence de cate´gories sur E , ou une E -e´quivalence.
Corollaire 4.4. — Supposons que le foncteur projection p : F → E soit un foncteur
transportable, i.e. que pour tout isomorphisme α : T → S dans E et tout objet ξ
dans FT , il existe un isomorphisme u dans F de source ξ tel que p(u) = α. Alors tout
E -foncteur f : F → G qui est une e´quivalence de cate´gories, est une E -e´quivalence.
Re´sulte du crite`re (iii bis). 161
Corollaire 4.5. — Soit f : F → G une E -e´quivalence. Alors pour toute cate´gorie H
sur E , les foncteurs correspondants :
HomE /−(G ,H ) −→ HomE /−(F ,H )
HomE/−(H ,F ) −→ HomE /−(H ,G )
(cf. No 2) sont des e´quivalences de cate´gories.
Cela re´sulte du crite`re (i) par le raisonnement habituel.
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5. Morphismes carte´siens, images inverses, foncteurs carte´siens
Soit F une cate´gorie sur E , de foncteur-projection p.
Définition 5.1. — Conside´rons un morphisme
α : η −→ ξ
dans F , et soient
S = p(ξ), T = p(η), f = p(α).
On dit que α est un morphisme carte´sien si pour tout η′ ∈ Ob(FT ) et tout f -
morphisme u : η′ → ξ, il existe un T -morphisme unique u : η′ → η tel que u = α ◦ u.
Cela signifie donc que pour tout η′ ∈ Ob(FT ), l’application v 7→ α ◦ v :
(i) HomT (η
′, η) −→ Homf (η
′, ξ)
est bijective. Cela signifie aussi que le couple (η, α) repre´sente le foncteur en η′
F ◦T → Ens du deuxie`me membre. Si pour un morphisme f : T → S dans E donne´,
et un ξ ∈ Ob(FS) donne´, il existe un tel couple (η, α), i.e. un morphisme carte´sien α162
dans F de but ξ, tel que p(α) = f , alors η est de´termine´ dans FT a` isomorphisme
unique pre`s. On dit alors que l’image inverse de ξ par f existe, et un objet η de FT
muni d’un f -morphisme carte´sien α : η → ξ est appele´ une image inverse de ξ par f .
Souvent on suppose choisie une telle image inverse chaque fois qu’elle existe (F e´tant
fixe´) ; on notera alors l’image inverse par des symboles tels que f∗F (ξ), ou simple-
ment f∗(ξ) ou ξ ×S T lorsque ces notations n’entraˆınent pas de confusions ; le mor-
phisme canonique α : η → ξ sera alors note´, dans ce qui suit, par αf (ξ). Si pour tout
ξ ∈ Ob(FS), l’image inverse de ξ par f existe, on dira aussi que le foncteur image
inverse par f dans F existe, et f∗(ξ) devient alors un foncteur covariant en ξ, de FS
dans FT . Ceci provient du fait que le deuxie`me membre dans (i) de´pend de fac¸on
covariante de ξ, i.e. de fac¸on pre´cise de´signe un foncteur de F ◦T ×FS dans Ens. Cette
de´pendance fonctorielle pour f∗(ξ) s’explicite ainsi : conside´rons des f -morphismes
carte´siens
α : η −→ ξ, α′ : η′ −→ ξ′
et un S-morphisme λ : ξ → ξ′, alors il existe un T -morphisme et un seul µ : η → η′ tel
que l’on ait
α′µ = λα
(comme il re´sulte du fait que α′ est carte´sien).
Notons aussi le fait imme´diat suivant : conside´rons un diagramme commutatif
ξ
λ

ηαoo
µ

ξ′ η′
α′oo
dans F , ou` α et α′ sont des f -morphismes, et λ un S-isomorphisme, µ un T -163
isomorphisme. Pour que α soit carte´sien, il faut et il suffit que α′ le soit.
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Définition 5.2. — Un E -foncteur F : F → G est appele´ un foncteur carte´sien
s’il transforme morphismes carte´siens en morphismes carte´siens. On de´signe par
Homcart(F ,G ) la sous-cate´gorie pleine de HomE /−(F ,G ) forme´e des foncteurs
carte´siens.
Par exemple, conside´rant E comme une cate´gorie sur E graˆce au foncteur identique,
tout morphisme de E est carte´sien, donc un foncteur carte´sien de E dans F est un
foncteur section F : E → F qui transforme tout morphisme de E en un morphisme
carte´sien ; un tel foncteur s’appelle une section carte´sienne de F sur E .
Proposition 5.3. — (i) Un foncteur F : F → G qui est une E -e´quivalence, est un
foncteur carte´sien. (ii) Soient F,G deux E -foncteurs isomorphes F → G . Si l’un
est carte´sien, l’autre l’est. (iii) Le compose´ de deux foncteurs carte´siens F → G et
G → H est un foncteur carte´sien.
L’assertion (iii) est triviale sur la de´finition, (ii) re´sulte de la remarque pre´ce´-
dant 5.2, (i) re´sulte facilement de la de´finition et du crite`re 4.2 (iii) ; plus pre´cise´ment,
un morphisme α dans F est carte´sien si et seulement si F (α) l’est.
Corollaire 5.4. — Soit F : F → G une E -e´quivalence. Alors pour toute cate´gorie H
sur E , les foncteurs correspondants G 7→ G◦F et G 7→ F ◦G induisent des e´quivalences
de cate´gories :
Homcart(G ,H )
≈
−−−→ Homcart(F ,H )
Homcart(H ,F )
≈
−−−→ Homcart(H ,G )
Cela se de´duit de la fac¸on habituelle de 4.2 crite`re (i) et de 5.3 (i) (ii) (iii). On peut 164
pre´ciser que le E -foncteur G : G → H est carte´sien si et seulement si G ◦ F l’est, et
de meˆme un E -foncteur G : H → F est carte´sien si et seulement si F ◦G l’est.
Il re´sulte de 5.4 (iii) que si on conside`re la sous-cate´gorieCatcart/E de Cat/E dont les
objets sont les meˆmes que ceux de Cat/E , et dont les morphismes sont les foncteurs
carte´siens alors on a comme au No 2 des accouplements :
Homcart(F ,G )×Homcart(G ,H ) −→ Homcart(F ,H )
induits par ceux du No 2, permettant de conside´rer Homcart(F ,G ) comme un fonc-
teur en F , G , de la cate´gorie
(
Catcart/E
)◦
×Catcart/E dans Cat. Nous aurons besoin de
cette remarque surtout pour le cas ou` F = G :
Définition 5.5. — Soit F une cate´gorie sur E . On de´signe par
Lim
←−−
F/E
la cate´gorie des E -foncteurs carte´siens E → F , i.e. des sections carte´siennes de F
sur E .
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D’apre`s ce qu’on vient de dire, Lim
←−−
F/E est un foncteur en F , de la cate´gorie
Catcart/E dans la cate´gorie Cat.
Nous verrons plus bas les relations entre cette ope´ration Lim
←−−
et la notion de limite
projective de cate´gories, ainsi que de nombreux exemples.
6. Cate´gories fibre´es et cate´gories pre´fibre´es. Produits et changement de
base dans icelles
Définition 6.1. — Une cate´gorie F sur E est appele´e une cate´gorie fibre´e (et on dit
alors que le foncteur F → E est fibrant) si elle satisfait les deux axiomes suivants :
– FibI Pour tout morphisme f : T → S dans E , le foncteur image inverse par f165
dans F existe.
– FibII Le compose´ de deux morphismes carte´siens est carte´sien.
Une cate´gorieF sur E satisfaisant la condition FibI est appele´e une cate´gorie pre´fibre´e
sur E .
Si F est une cate´gorie fibre´e (resp. pre´fibre´e) sur E , une sous-cate´gorie G de F
est appele´e une sous-cate´gorie fibre´e (resp. une sous-cate´gorie pre´fibre´e) si c’est une
cate´gorie fibre´e (resp. pre´fibre´e) sur E , et si de plus le foncteur d’inclusion est carte´sien.
Si par exemple G est une sous-cate´gorie pleine de F , on voit que cela signifie que pour
tout morphisme f : T → S dans E et pour tout ξ ∈ Ob(GS), f∗F (ξ) est T -isomorphe
a` un objet de GT . Un autre cas inte´ressant est le suivant : F e´tant une cate´gorie
fibre´e sur E , conside´rons la sous-cate´gorie G de F ayant meˆmes objets, et dont les
morphismes sont les morphismes carte´siens de F ; en particulier les morphismes de GS
sont les isomorphismes de FS . On voit de suite que c’est bien une sous-cate´gorie fibre´e
de F , car dans la bijection
HomT (η
′, η)
∼
−→ Homf (η
′, ξ)
relative a` un f -morphisme carte´sien α dans F , aux T -isomorphismes du premier
membre correspondent les morphismes carte´siens du second. Par de´finition, les sec-
tions carte´siennes E → F correspondent alors biunivoquement aux E -foncteurs quel-
conques E → G (mais on notera que le foncteur naturel
HomE/−(E ,G ) −→ Homcart(E ,F ) = Lim←−−
(F/E )
est fide`le, mais en ge´ne´ral n’est pas pleinement fide`le, i.e. n’est pas un isomorphisme).
Remarques. — Soit F une cate´gorie sur E . Les conditions suivantes sont e´quiva-
lentes : (i) Tous les morphismes de F sont carte´siens (ii) F est une cate´gorie fibre´e
sur E , et les FS sont des groupo¨ıdes (i.e. tout morphisme dans FS est un isomor-
phisme). On dit alors que F est une cate´gorie fibre´e en groupo¨ıdes sur E . Ce sont elles166
qu’on rencontre surtout en « the´orie des modules ». Si E est un groupo¨ıde, on montre
que les conditions (i) et (ii) e´quivalent aussi a` la suivante : (iii) F est un groupo¨ıde,
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et le foncteur projection p : F → E est transportable (cf. 4.4). Par exemple, si E et
F sont des groupo¨ıdes tels que Ob(E ) et Ob(F ) soient re´duits a` un point, de sorte
que E et F sont de´finis, a` isomorphisme pre`s, par des groupes E et F , et le foncteur
p : F → E est de´fini par un homomorphisme de groupes p : F → E, alors F est fibre´
sur E si et seulement si p est surjectif, i.e. si p de´finit une extension du groupe E par
le groupe G = Ker p.
Proposition 6.2. — Soit F : F → G une E -e´quivalence. Pour que F soit une cate´gorie
fibre´e (resp. pre´fibre´e) sur E , il faut et il suffit que G le soit.
Re´sulte facilement des de´finitions et de la remarque signale´e plus haut qu’un mor-
phisme α dans F est carte´sien si et seulement si F (α) l’est.
Proposition 6.3. — Soient F1, F2 deux cate´gories sur E , et soit α = (α1, α2) un
morphisme dans F = F1×E F2. Pour que α soit carte´sien, il faut et il suffit que ses
composantes le soient.
Soit en effet ξi le but et ηi la source de αi, et soit f : T → S le morphisme de E
tel que α1 et α2 soient des f -morphismes. Pour tout η
′ = (η′1, η
′
2) dans FT , on a un
diagramme commutatif
HomT (η
′, η) //

Homf (η
′, ξ)

HomT (η
′
1, η1)×HomT (η
′
2, η2)
// Homf (η
′
1, ξ1)×Homf (η
′
2, ξ2)
ou` les fle`ches verticales sont des bijections. Donc si l’une des fle`ches horizontales est
une bijection, il en est de meˆme de l’autre. Cela montre de´ja` que si α1, α2 sont
carte´siens (donc la deuxie`me fle`che horizontale bijective) alors α l’est. La re´ciproque
se voit en faisant dans le diagramme ci-dessus η′i = ηi d’ou` HomT (η
′
i, ηi) 6= ∅, d’abord
pour i = 2 ce qui prouve que α1 est carte´sien, puis pour i = 1 ce qui prouve que α2
est carte´sien.
Corollaire 6.4. — Soit F = F1 ×E F2, et soit F = (F1, F2) un E -foncteur G → F . 167
Pour que F soit carte´sien, il faut et il suffit que F1 et F2 le soient. On obtient ainsi
un isomorphisme de cate´gories
Homcart(G ,F1 ×E F2)
∼
−→ Homcart(G ,F1)×Homcart(G ,F2)
et en particulier (faisant G = E ) un isomorphisme de cate´gories
Lim
←−−
(F1 ×E F2/E )
∼
−→ Lim
←−−
(F1/E )× Lim←−−
(F2/E )
Corollaire 6.5. — Soient F1 et F2 deux cate´gories fibre´es (resp. pre´fibre´es) au-dessus
de E , alors leur produit fibre´ F = F1×E F2 est une cate´gorie fibre´e (resp. pre´fibre´e)
sur E .
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Ces re´sultats s’e´tendent d’ailleurs au cas du produit fibre´ d’une famille quelconque
de cate´gories sur E .
Proposition 6.6. — Soient F une cate´gorie sur E , de foncteur-projection p, et soit
λ : E ′ → E un foncteur, conside´rons F ′ = F ×E E ′ comme une cate´gorie sur E ′ par
le foncteur-projection p′ = p×E idE ′ . Soit α′ un morphisme de F ′, pour que α′ soit
un morphisme carte´sien, il faut et il suffit que son image α dans F le soit.
La de´monstration est imme´diate et laisse´e au lecteur.
Corollaire 6.7. — Pour tout foncteur carte´sien F : F → G de cate´gories sur E , le
foncteur F ′ = F ×E E ′ de F ′ = F ×E E ′ dans G ′ = G ×E E ′ est carte´sien.
Par suite, le foncteur HomE (F ,G ) → HomE ′(F ′,G ′) conside´re´ dans le No 3
induit un foncteur
Homcart(F ,G ) −→ Homcart(F
′,G ′);
en d’autres termes, pour F , G fixe´s, on peut conside´rer
Homcart(F ×E E
′,G ×E E
′)
comme un foncteur en E ′, de la cate´gorie Cat/E
◦ dans Cat. Si on laisse varier e´gale-168
ment F , G , on trouve un foncteur de la cate´gorie Cat/E
◦ ×
(
Catcart/E
)◦
× Catcart/E
dans Cat. Lorsqu’on tient compte de l’isomorphisme
HomE ′(F
′,G ′)
∼
−→ HomE (F ×E E
′,G )
envisage´ au No 3, alors les E ′-foncteurs carte´siens de F ′ dans G ′ correspondent aux E -
foncteurs F ×E E ′ → G qui transforment tout morphisme dont la premie`re projection
est un morphisme carte´sien de F , en un morphisme carte´sien de G . Faisant F = E ,
on trouve (apre`s changement de notation) :
Corollaire 6.8. — Lim
←−−
(F ′/E ′) est isomorphe a` la sous-cate´gorie pleine de
HomE/−(E
′,F ) forme´e des E -foncteurs E ′ → F qui transforment morphismes
quelconques en morphismes carte´siens. En particulier, si F est une cate´gorie fibre´e et
si F˜ est la sous-cate´gorie de F dont les morphismes sont les morphismes carte´siens
de F , alors on a une bijection
ObLim
←−−
(F ′/E ′)
∼
−→ HomE /−(E
′, F˜ ).
Cela pre´cise la fac¸on dont l’expression Lim
←−−
(F×E E ′/E ′) doit eˆtre conside´re´e comme
un foncteur en E ′ et en F , de la cate´gorie Cat/E
◦ ×Catcart/E dans la cate´gorie Cat.
On verra ulte´rieurement une de´pendance fonctorielle plus comple`te par rapport a` E ′,
lorsque F est astreint a` eˆtre une cate´gorie fibre´e.
Corollaire 6.9. — Soit F une cate´gorie fibre´e (resp. pre´fibre´e) sur E , alors
F ′ = F ×E E ′ est une cate´gorie fibre´e (resp. pre´fibre´e) sur E ′.
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Proposition 6.10. — Soient F , G des cate´gories pre´fibre´es sur E , F un E -foncteur
carte´sien de F dans G . Pour que F soit fide`le, (resp. pleinement fide`le, resp. une 169
E -e´quivalence) il faut et il suffit que pour tout S ∈ Ob(E ), le foncteur induit
FS : FS → GS soit fide`le (resp. pleinement fide`le, resp. une e´quivalence).
De´monstration imme´diate a` partir des de´finitions.
Pour finir ce nume´ro, nous donnons quelques proprie´te´s des cate´gories fibre´es, util-
isant l’axiome FibII.
Proposition 6.11. — Soit F une cate´gorie pre´fibre´e sur E . Pour que F soit fibre´e, il
faut et il suffit qu’elle satisfasse la condition suivante :
Fib′II : Soit α : η → ξ un morphisme carte´sien dans F au-dessus du morphisme
f : T → S de E . Pour tout morphisme g : U → T dans E , et tout ζ ∈ Ob(FU ),
l’application u 7→ α ◦ u :
Homg(ζ, η) −→ Homfg(ζ, ξ)
est bijective.
En d’autres termes, dans une cate´gorie fibre´e sur E , les diagrammes carte´siens
sont caracte´rise´s par une proprie´te´, plus forte a priori que celle de la de´finition (qu’on
obtient en faisant g = idT dans l’e´nonce´ qui pre´ce`de).
Corollaire 6.12. — Soient F une cate´gorie sur E , α un morphisme dans F . Pour
que α soit un isomorphisme, il faut que p(α) = f soit un isomorphisme et que α soit
carte´sien ; la re´ciproque est vraie si F est fibre´e sur E .
En effet, si α est un isomorphisme il en est e´videmment de meˆme de f = p(α) ;
pour tout η′ ∈ Ob(FT ), l’application u 7→ α ◦ u
Hom(η′, η) −→ Hom(η′, ξ)
est bijective ; comme f est un isomorphisme, on voit de suite qu’un e´le´ment du premier
membre est un T -morphisme si et seulement si son image dans le second est un f -
morphisme, donc on obtient ainsi une bijection
HomT (η
′, η) −→ Homf (η
′, ξ)
ce qui prouve la premie`re assertion. Re´ciproquement, supposons que f soit un iso- 170
morphisme et que α satisfasse la condition e´nonce´e dans FibII′ (ce qui signifie donc,
lorsque F est fibre´e sur E , que α est carte´sien), alors on voit tout de suite que pour
tout ζ ∈ ObF , l’application u 7→ α ◦ u de Hom(ζ, η) dans Hom(ζ, ξ) est bijective,
donc α est un isomorphisme.
Corollaire 6.13. — Soient α : η → ξ et β : ζ → η deux morphismes composables dans
la cate´gorie F fibre´e sur E . Si α est carte´sien alors β l’est si et seulement si αβ l’est.
On utilise la de´finition des morphismes carte´siens sous la forme renforce´e de 6.11.
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7. Cate´gories clive´es sur E
Définition 7.1. — Soit F une cate´gorie sur E . On appelle clivage de F sur E une
fonction qui attache a` tout f ∈ Fl(E ) un foncteur image inverse pour f dans F ,
soit f∗. Le clivage est dit normalise´ si f = idS implique f
∗ = idFS . On appelle
cate´gorie clive´e (resp. cate´gorie clive´e normalise´e) une cate´gorie F sur E munie d’un
clivage (resp. d’un clivage normalise´).
Il est e´vident que F admet un clivage si et seulement si F est pre´fibre´e sur E , et
alors F admet un clivage normalise´. L’ensemble des clivages sur F est en correspon-
dance biunivoque avec l’ensemble des parties K de Fl(F ) satisfaisant les conditions
suivantes :
a) Les α ∈ K sont des morphismes carte´siens.
b) Pour tout morphisme f : T → S dans E et tout ξ ∈ Ob(FS), il existe un
f -morphisme unique dans K, de but ξ.
Pour que le clivage de´fini par K soit normalise´, il faut et il suffit que K satisfasse
de plus la condition
c) Les morphismes identiques dans F appartiennent a` K.
Les morphismes e´le´ments de K pourront eˆtre appele´s les « morphismes de trans-171
port » pour le clivage envisage´.
La notion d’isomorphisme de cate´gories clive´es sur E est claire. Plus ge´ne´rale-
ment, on peut de´finir les morphismes de E -cate´gories clive´es comme les foncteurs
de E -cate´gories F → G qui appliquent morphismes de transport en morphismes de
transport. (Ce sont en particulier des foncteurs carte´siens). De cette fac¸on les cate´-
gories clive´es sur E sont les objets d’une cate´gorie, la cate´gorie des cate´gories clive´es
sur E . Le lecteur explicitera l’existence de produits, lie´e au fait que si une cate´gorie
sur E est produit de cate´gories Fi sur E munies chacune d’un clivage, alors F est
muni d’un clivage naturel correspondant. On laisse e´galement au lecteur d’expliciter
la notion de changement de base dans les cate´gories clive´es.
Nous de´signerons par αf (ξ) le morphisme canonique
αf (ξ) : f
∗(ξ) −→ ξ.
Il est, on l’a dit, fonctoriel en ξ, i.e. on a un homomorphisme fonctoriel
αf : iT f
∗ −→ iS,
ou` pour tout S ∈ Ob(E ), iS de´signe le foncteur d’inclusion
iS : FS −→ F
Conside´rons maintenant des morphismes
f : T −→ S et g : U −→ T
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dans E , et soit ξ ∈ Ob(FS), il existe alors un unique U -morphisme
cf,g(ξ) : g
∗f∗(ξ) −→ (fg)∗(ξ)
rendant commutatif le diagramme 172
f∗(ξ)
αf (ξ)

g∗(f∗(ξ))
αg(f
∗(ξ))
oo
cf,g(ξ)

ξ (fg)∗(ξ)
αfg(ξ)
oo
(en vertu de la de´finition de (fg)∗(ξ)). Pour ξ variable, cet homomorphisme est fonc-
toriel, i.e. : on a un homomorphisme
cf,g : g
∗f∗ −→ (fg)∗
de foncteurs FS → FU . Notons tout de suite :
Proposition 7.2. — Pour que la cate´gorie clive´e F sur E soit fibre´e, il faut et il suffit
que les cf,g soient des isomorphismes.
On en conclut, prenant pour f un isomorphisme, pour g son inverse, et en consid-
e´rant les isomorphismes cf,g et cg,f :
Corollaire 7.3. — Si F est une cate´gorie fibre´e clive´e sur E , alors pour tout isomor-
phisme f : T → S dans E , f∗ est une e´quivalence de cate´gories FS → FT .
Proposition 7.4. — Soit F une cate´gorie clive´e sur E . On a
A)
{
cf,idT (ξ) = αidT (f
∗(ξ))
cidS ,f (ξ) = f
∗(αidS (ξ))
B) cf,gh(ξ) · cg,h(f∗(ξ)) = cfg,h(ξ) · h∗(cf,g(ξ))
(Dans ces formules, f, g, h de´signent des morphismes 173
V −→ U −→ T −→ S
et ξ un objet de FS).
La premie`re et seconde relation, dans le cas d’un clivage normalise´, prennent la
forme plus simple
A′) cf,idT = idf∗ , cidS ,f = idf∗ .
Quant a` la troisie`me, elle se visualise par la commutativite´ du diagramme
h∗g∗f∗(ξ)
cg,h(f
∗(ξ))
//
h∗(cf,g(ξ))

(gh)∗(f∗(ξ))
cf,gh(ξ)

h∗(fg)∗(ξ)
cfg,h(ξ)
// (fgh)∗(ξ)
(D)
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Dans le cas des cate´gories fibre´es (ou` les cf,g sont des isomorphismes), cette commu-
tativite´ peut s’exprimer intuitivement par le fait que l’utilisation successive des iso-
morphismes de la forme cf,g ne conduit pas a` des « identifications contradictoires ».
On peut e´crire e´galement cette formule sans argument ξ, par l’utilisation du produit
de convolution d’homomorphismes de foncteurs :
cfg,h ◦ (h
∗ ∗ cf,g) = cf,gh ◦ (cg,h ∗ f
∗).
La de´monstration des deux premie`res formules 7.4 est triviale, esquissons celle de la
troisie`me. Pour ceci, conside´rons, en plus du carre´ (D), le carre´ d’homomorphismes :
g∗f∗(ξ)
αg(f
∗(ξ))
//
cf,g(ξ)

f∗(ξ)
αf (ξ)

(fg)∗(ξ)
αfg(ξ)
// ξ
(D′)
qui est commutatif par de´finition de cf,g(ξ). Conside´rons le diagramme obtenu en174
joignant les sommets de (D) aux sommets correspondants de (D′) par les homomor-
phismes de la forme α :
αh(g
∗f∗(ξ)), αgh(f
∗(ξ))
αh((fg)
∗(ξ)), αfgh(ξ).
Les quatre faces late´rales du cube ainsi obtenu sont e´galement commutatives : pour
celle de gauche, cela provient du fait que la colonne gauche de (D) se de´duit de la
colonne gauche de (D′) par application de h, et que αh est un homomorphisme fonc-
toriel ; pour les trois autres, ce n’est autre que la de´finition des ope´rations c des trois
coˆte´s restants de (D). Ainsi les cinq faces du cube autres que la face supe´rieure sont
commutatives. Il en re´sulte que les deux (fgh)-morphismes h∗g∗f∗(ξ) → (fgh)∗(ξ)
de´finis par (D) ont un meˆme compose´ avec αfgh(ξ) : (fgh)
∗(ξ) → ξ, donc ils sont
e´gaux par de´finition de (fgh)∗.
Bornons-nous pour la suite aux cate´gories clive´es normalise´es. Une telle cate´gorie
donne naissance aux objets suivants :
a) Une application S 7→ FS de Ob(E ) dans Cat.
b) Une application f 7→ f∗, associant a` toute f ∈ Fl(E ), de source T et de but S,
un foncteur f∗ : FS → FT .
c) Une application (f, g) 7→ cf,g, associant a` tout couple de fle`ches (f, g) de E , un
homomorphisme fonctoriel cf,g : g
∗f∗ → (fg)∗.
D’ailleurs ces donne´es satisfont aux conditions exprime´es dans les formules A′)
et B) donne´es plus haut. (N.B. Si on ne s’e´tait pas borne´ au cas d’un clivage normalise´,
il aurait fallu introduire un objet supple´mentaire, savoir une fonction S 7→ αS qui
associe a` tout objet S de E un homomorphisme fonctoriel αS : (idS)∗ → idFS ; la
condition A′) se remplacerait alors par la condition A)).
Nous allons montrer maintenant comment on peut reconstituer (a` isomorphisme175
unique pre`s) la cate´gorie clive´e normalise´e F sur E a` l’aide des objets pre´ce´dents.
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8. Cate´gorie clive´e de´finie par un pseudo-foncteur E ◦ → Cat
Appelons, pour abre´ger, pseudo-foncteur de E ◦ dans Cat (il faudrait dire, pseudo-
foncteur normalise´), un ensemble de donne´es a), b), c) comme ci-dessus, satisfaisant
les conditions A′) et B). Au nume´ro pre´ce´dent, nous avons associe´, a` une cate´gorie
clive´e normalise´e sur E , un pseudo-foncteur E ◦ → Cat, ici nous allons indiquer la
construction inverse. Nous laisserons au lecteur la ve´rification de la plupart des de´tails,
ainsi que du fait que ces constructions sont bien « inverses » l’une de l’autre. De fac¸on
pre´cise, il y aurait lieu de conside´rer les pseudo-foncteurs E ◦ → Cat comme les
objets d’une nouvelle cate´gorie, et de montrer que nos constructions fournissent des
e´quivalences, quasi-inverses l’une de l’autre, entre cette dernie`re et la cate´gorie des
cate´gories clive´es au-dessus de E , de´finie au nume´ro pre´ce´dent.
On pose
F◦ =
∐
S∈Ob(E )
Ob(F (S)),
ensemble somme des ensembles Ob(F (S)) (N.B. nous noterons ici F (S) et non FS
la valeur en l’objet S de E du pseudo-foncteur donne´, pour e´viter des confusions de
notation par la suite). On a donc une application e´vidente :
p◦ : F◦ −→ ObE .
Soient
ξ = (S, ξ), η = (T, η) (avec ξ ∈ ObF (S), η ∈ ObF (T ))
deux e´le´ments de F◦, et soit f ∈ Hom(T, S), on posera
hf (η, ξ) = HomF(T )(η, f
∗(ξ)).
Si on a de plus un morphisme g : U → T dans E , et un ζ ∈ ObF (U), on de´finit une 176
application, note´e (u, v) 7→ u ◦ v :
hf (η, ξ)× hg(ζ, η) −→ hfg(ζ, ξ),
i.e. une application
HomF(T )(η, f
∗(ξ))×HomF(U)(ζ, g
∗(η)) −→ HomF(U)(ζ, (fg)
∗(ξ)),
par la formule
u ◦ v = cf,g(ξ) · g
∗(u) · v,
i.e. u ◦ v est le compose´ de la se´quence
ζ
u
−−−→ g∗(η)
g∗(u)
−−−−−−→ g∗f∗(ξ)
cf,g(ξ)
−−−−−−−→ (fg)∗(ξ).
On posera d’autre part
h(η, ξ) =
∐
f∈Hom(T,S)
hf (η, ξ),
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et les accouplements pre´ce´dents de´finissent des accouplements
h(η, ξ)× h(ζ, η) −→ h(ζ, ξ),
tandis que la de´finition des h(η, ξ) implique une application e´vidente :
pη,ξ : h(η, ξ) −→ Hom(T, S).
Ceci dit, on ve´rifie les points suivants :
1) La composition entre e´le´ments des h(η, ξ) est associative.177
2) Pour tout ξ = (ξ, S) dans F◦, conside´rons l’e´le´ment identite´ de
hidS (ξ, ξ) = HomF(S)(id
∗
S(ξ), ξ) = HomF(S)(ξ, ξ),
et son image dans h(ξ, ξ). Cet objet est une unite´ a` gauche et a` droite pour la com-
position entre e´le´ments des h(η, ξ).
Cela montre de´ja` que l’on obtient une cate´gorie F , en posant
ObF = F◦, FlF =
∐
ξ,η∈F◦
h(η, ξ).
(N.B. on ne peut prendre simplement pour FlF la re´union des ensembles h(η, ξ), car
ces derniers ne sont pas ne´cessairement disjoints). De plus :
3) Les applications p◦ : ObF → ObE et p1 = (pη,ξ) : FlF → FlE de´finissent
un foncteur p : F → E . De cette fac¸on, F devient une cate´gorie sur E , de plus
l’application e´vidente hf (η, ξ)→ Hom(η, ξ) induit une bijection
hf(η, ξ)
∼
−→ Homf (η, ξ).
4) Les applications e´videntes
ObF (S) −→ F◦ = ObF , FlF (S) −→ FlF ,
ou` la deuxie`me est de´finie par les applications e´videntes
HomF(S)(ξ, ξ
′) = hidS (ξ, ξ
′
) −→ Hom(ξ, ξ
′
)
de´finissent un isomorphisme
iS : F (S)
∼
−→ FS .
5) Pour tout objet ξ = (S, ξ) de F , et tout morphisme f : T → S de E , conside´rons
l’e´le´ment η = (T, η) de FT , avec η = f∗(ξ), et l’e´le´ment αf (ξ) de Hom(η, ξ), image178
de idf∗(ξ) par le morphisme HomF(T )(f
∗(ξ), f∗(ξ)) = hf (η, ξ)→ Homf (η, ξ). Cet e´le´-
ment est carte´sien, et c’est l’identite´ dans ξ si f = idS , en d’autres termes, l’ensemble
des αf (ξ) de´finit un clivage normalise´ de F sur E . De plus, par construction, on a
commutativite´ dans le diagramme de foncteurs
F (S)
f∗
//
iS

F (T )
iT

FS
f∗F // FT
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ou` f∗F est le foncteur image inverse par f , relatif au clivage conside´re´ sur F . Enfin :
6) les homomorphismes cf,g donne´s avec le pseudo-foncteur sont transforme´s, par
les isomorphismes iS , en les homomorphismes fonctoriels cf,g associe´s au clivage de F .
Nous nous bornons a` donner la ve´rification de 1) (qui est, si possible, moins triviale
que les autres). Il suffit de prouver l’associativite´ de la composition entre les objets
d’ensembles de la forme hf (η, ξ). Conside´rons donc dans E des morphismes
S
f
←−−− T
g
←−−− U
h
←−−− V
et des objets
ξ, η, ζ, τ
dans F (S),F (T ),F (U),F (V ), enfin des e´le´ments
u ∈ hf (η, ξ) = HomF(T )(η, f
∗(ξ))
v ∈ hg(ζ, η) = HomF(U)(ζ, g
∗(η))
w ∈ hh(τ , ζ) = HomF(V )(τ, h
∗(ζ)).
On veut prouver la formule 179
(u ◦ v) ◦ w = u ◦ (v ◦ w),
qui est une e´galite´ dans HomF(V )(τ, (fgh)
∗(ξ)). En vertu des de´finitions les deux
membres de cette e´galite´ s’obtiennent par composition suivant le contour supe´rieur et
infe´rieur du diagramme ci-dessous :
τ
w //
v ◦ w
))SS
SSS
SSS
SSS
SSS
SSS h
∗(ζ)
h∗(v)
//
?> =<
h∗(u ◦ v)

h∗g∗(η)
h∗g∗(u)
//
cg,h(η)

h∗g∗f∗(ξ)
h∗(cf,g(ξ))
//
cg,h(f
∗(ξ))

h∗(fg)∗(ξ)
cfg,h(ξ)

(gh)∗(η)
(gh)∗(u)
// (gh)∗f∗(ξ)
cf,gh(ξ)
// (fgh)∗(ξ)
Or le carre´ me´dian est commutatif parce que cg,h est un homomorphisme fonctoriel, et
le carre´ de droite est commutatif en vertu de la condition B) pour un pseudo-foncteur.
D’ou` le re´sultat annonce´.
Bien entendu, il reste a` pre´ciser, lorsque le pseudo-foncteur envisage´ provient de´ja`
d’une cate´gorie clive´e normalise´e F ′ sur E , comment on obtient un isomorphisme
naturel entre F ′ et F . Nous en laissons le de´tail au lecteur.
Nous laissons e´galement au lecteur d’interpre´ter, en termes de pseudo-foncteurs, la
notion d’image inverse d’une cate´gorie clive´e F sur E par un foncteur changement
de base E ′ → E .
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9. Exemple : cate´gorie clive´e de´finie par un foncteur E ◦ → Cat ; cate´gories
scinde´es sur E
Supposons qu’on ait un foncteur
ϕ : E ◦ −→ Cat,
il de´finit alors un pseudo-foncteur en posant
F (S) = ϕ(S), f∗ = ϕ(f), cf,g = id(fg)∗
Donc la construction du nume´ro pre´ce´dent nous donne une cate´gorie F clive´e sur E ,180
dite associe´e au foncteur ϕ. Pour qu’une cate´gorie clive´e sur E soit isomorphe a` une
cate´gorie clive´e de´finie par un foncteur ϕ : E ◦ → Cat, il faut et il suffit manifestement
qu’elle satisfasse les conditions :
(fg)∗ = g∗f∗, cf,g = id(fg)∗ .
En termes de l’ensembleK des morphismes de transport, cela signifie aussi simplement
que le compose´ de deux morphismes de transport est un morphisme de transport. Un
clivage d’une cate´gorie F sur E satisfaisant la condition pre´ce´dente est appele´ un
scindage de F sur E , et une cate´gorie F sur E munie d’un scindage est appele´e une
cate´gorie scinde´e sur E . C’est donc un cas particulier de la notion de cate´gorie clive´e.
La cate´gorie des cate´gories scinde´es sur E est donc e´quivalente a` Hom(E ◦,Cat).
Noter qu’une cate´gorie scinde´e sur E est a fortiori une cate´gorie clive´e sur E .
Si F est une cate´gorie fibre´e sur E , il n’existe pas toujours de scindage sur F . Sup-
posons par exemple que ObE et ObF soient re´duits a` un e´le´ment, et que l’ensemble
des endomorphismes dudit est un groupe E resp. F , de sorte que le foncteur projec-
tion p est donne´ par un homomorphisme de groupes p : F → E, surjectif puisque p est
fibrant. On ve´rifie alors aussitoˆt que l’ensemble des clivages de F sur E est en corre-
spondance biunivoque avec l’ensemble des applications s : E → F telles que ps = idE
(i.e. l’ensemble des « syste`mes de repre´sentants » pour les classes mod le sous-groupe
G noyau de l’homomorphisme surjectif p : F → E). Un clivage est un scindage si et
seulement si s est un homomorphisme de groupes. Dire qu’il existe un scindage signifie
donc que l’extension de groupes F de E par G est triviale, ce qui s’exprime, lorsque
G est commutatif, par la nullite´ d’une certaine classe de cohomologie dans H2(E,G)
(ou` G est conside´re´ comme un groupe ou` E ope`re).
Supposons cependant que F soit une cate´gorie fibre´e sur E telle que les FS soient181
des cate´gories rigides, i.e. le groupe des automorphismes de tout objet de FS est re´duit
a` l’identite´. Il est facile alors de prouver que F admet un scindage sur E . En effet,
on constate d’abord que la question d’existence d’un scindage n’est pas modifie´e si on
remplaceF par une cate´gorie E -e´quivalente, ce qui nous rame`ne en l’occurrence au cas
ou` les FS sont des cate´gories rigides et re´duites (i.e. deux objets isomorphes dans FS
sont identiques). Mais si G est une cate´gorie rigide et re´duite, tout isomorphisme de
deux foncteursH → G (ou`H est une cate´gorie quelconque) est une identite´. Il s’ensuit
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que si F est une cate´gorie fibre´e sur E , telle que les cate´gories-fibres soient rigides
et re´duites, alors il existe un clivage unique de F sur E , qui est ne´cessairement un
scindage. Donc F est isomorphe a` la cate´gorie de´finie par un foncteur ϕ : E ◦ → Cat,
tel que les ϕ(S) soient des cate´gories rigides et discre`tes, et le foncteur ϕ est de´fini a`
isomorphisme pre`s.
10. Cate´gories co-fibre´es, cate´gories bi-fibre´es
Conside´rons une cate´gorie F au-dessus de E , avec le foncteur projection
p : F −→ E ,
elle de´finit une cate´gorie F ◦ au-dessus de E ◦, par le foncteur projection
p◦ : F ◦ −→ E ◦.
Un morphisme α : η → ξ dans F est dit co-carte´sien si c’est un morphisme carte´sien
pour F ◦ sur E ◦. Explicitant, on voit que cela signifie que pour tout objet ξ′ de FS ,
l’application u 7→ u ◦ α
HomS(ξ, ξ
′) −→ Homf (η, ξ
′)
est bijective. On dit alors aussi que (ξ, α) est une image directe de η par f , dans la
cate´gorie F sur E . Si elle existe pour tout η dans FT , on dit que le foncteur image
directe par f existe, et on note ce foncteur fF∗ ou f∗, une fois choisi. Il est donc de´fini 182
par un isomorphisme de bifoncteurs sur F ◦T ×FS :
HomS(f∗(η), ξ)
∼
−→ Homf (η, ξ).
Si donc f∗ existe, pour que f
∗ existe, il faut et il suffit que f∗ admette un foncteur
adjoint, i.e. qu’il existe un foncteur f∗ : FS → FT et un isomorphisme de bifoncteurs
HomS(f∗(η), ξ)
∼
−→ HomT (η, f
∗(ξ)).
Soit g : U → T un autre morphisme dans E , et supposons que les images inverses et
directes par f, g et fg existent. Conside´rons alors les homomorphismes fonctoriels
cf,g : f∗g∗ ←− (fg)∗
cf,g : g
∗f∗ −→ (fg)∗.
On constate que si on conside`re f∗g∗ et g
∗f∗ comme un couple de foncteurs adjoints,
ainsi que (fg)∗ et (fg)
∗, les deux homomorphismes pre´ce´dents sont adjoints l’un de
l’autre. Donc l’un est un isomorphisme si et seulement si l’autre l’est. En particulier :
Proposition 10.1. — Supposons que la cate´gorie F sur E soit pre´fibre´e et co-pre´fibre´e.
Pour qu’elle soit fibre´e, il faut et il suffit qu’elle soit co-fibre´e.
Bien entendu, on dit que F est co-pre´fibre´e resp. co-fibre´e sur E , si F ◦ est pre´fibre´e
resp. fibre´e sur E . Nous dirons que F est bi-fibre´e sur E , si elle est a` la fois fibre´e et
co-fibre´e sur E .
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11. Exemples divers
a) Cate´gories des fle`ches de E . Soit E une cate´gorie. De´signons par ∆1 la
cate´gorie associe´e a` l’ensemble totalement ordonne´ a` deux e´le´ments [0, 1] ; elle a donc183
deux objets 0 et 1, et en plus des deux morphismes identiques une fle`che (0, 1) de
source 0 et but 1. Soit
Fl(E ) = Hom(∆1,E )
on l’appelle la cate´gorie des fle`ches de E . L’objet 1 de ∆1 de´finit un foncteur canon-
ique, appele´ foncteur-but
Fl(E ) −→ E
(le foncteur de´fini par l’objet 0 de ∆1 est appele´ foncteur-source). Pour tout objet S
de E , la cate´gorie-fibre Fl(E )S est canoniquement isomorphe a` la cate´gorie E/S des
objets de E au-dessus de S.
Conside´rons un morphisme f : T → S dans E , alors il lui correspond un foncteur
canonique
f∗ : E/T = FT −→ E/S = FS
et un isomorphisme fonctoriel
HomS(f∗(η), ξ)
∼
−→ Homf (η, ξ)
qui fait donc de f∗ un foncteur image directe pour f dans F . On a d’ailleurs ici
(idS)∗ = idFS , (fg)∗ = f∗g∗, c
f,g = id(fg),
i.e. F est muni d’un co-scindage sur E . A fortiori, F est co-fibre´e sur E . Notons
maintenant que l’ensemble des morphismes dans F est en correspondance biunivoque
avec l’ensemble des diagrammes carre´s commutatifs dans E .
X
u

Y
f ′
oo
v

S T
f
oo
Par de´finition, le morphisme en question est carte´sien si le carre´ est carte´sien dans184
E , i.e. s’il fait de Y un produit fibre´ de X et T sur S. Le foncteur image inverse f∗
existe donc si et seulement si pour tout objet X sur S, le produit fibre´ X×S T existe.
Il re´sulte de 10.1 que si le produit de deux objets sur un troisie`me existe toujours
dans E , i.e. si F est pre´fibre´e sur E , alors F est meˆme fibre´e sur E .
b) Cate´gorie des pre´faisceaux ou faisceaux sur des espaces variables
Soit E = Top la cate´gorie des espaces topologiques. Si T est un espace topologique,
nous noterons U (T ) la cate´gorie des ouverts de T , ou` les morphismes sont les ap-
plications d’inclusion. Si C est une cate´gorie, un foncteur U (T )◦ → C s’appelle un
pre´faisceau sur T a` valeurs dans C , et un faisceau s’il satisfait une condition d’ex-
actitude a` gauche que nous ne re´pe´tons pas ici. La cate´gorie P(T ) des pre´faisceaux
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sur T a` valeurs dans C , est par de´finition la cate´gorie Hom(U (T )◦,C ), et la cate´-
gorie F (T ) des faisceaux sur T a` valeurs dans C est la sous-cate´gorie pleine dont
les objets sont les objets de Hom(U (T )◦,C ) qui sont des faisceaux. Si f : T → S
est un morphisme dans E , i.e. une application continue d’espaces topologiques, il lui
correspond par l’application croissante U 7→ f−1(U) un foncteur U (S)→ U (T ), d’ou`
un foncteur
f∗ : Hom(U (T )
◦,C ) −→ Hom(U (S)◦,C )
appele´ foncteur image directe de pre´faisceaux par f . On voit aussitoˆt que l’image
directe d’un faisceau est un faisceau, donc le foncteur f∗ : P(T ) → P(S) induit
un foncteur, e´galement note´ f∗ : F (T )→ F (S). On ve´rifie de plus trivialement (par
l’associativite´ de la composition des foncteurs) qu’on a, pour une deuxie`me application
continue g : U → T , l’identite´
(gf)∗ = g∗f∗, de meˆme (idS)∗ = idP(S).
De cette fac¸on, on a obtenu un foncteur
S 7−→ P(S)
resp.
S 7−→ F (S)
de E dans Cat. En fait, nous nous inte´ressons au foncteur correspondant 185
S 7−→ P(S)◦, resp. S 7−→ F (S)◦.
Il de´finit une cate´gorie co-fibre´e, et meˆme co-scinde´e, sur la cate´gorie des espaces
topologiques qu’on appelle la cate´gorie co-fibre´e des pre´faisceaux (resp. faisceaux ) a`
valeurs dans C (sous-entendu : sur des espaces variables). Explicitant la construction
du No 8, on voit qu’un morphisme d’un pre´faisceau B sur T dans un pre´faisceau A
sur S est un couple (f, u) forme´ d’une application continue de T dans S, et d’un
morphisme u : A→ f∗(B) dans la cate´gorie P(S). Cette description vaut e´galement
pour les morphismes de faisceaux, F e´tant une sous-cate´gorie pleine de P.
Dans les cas les plus importants, la cate´gorie P et la cate´gorie F au-dessus de E
sont aussi des cate´gories fibre´es, i.e. pour toute application continue, les foncteurs
image directe P(T ) → P(S) et F (T ) → F (S) ont un foncteur adjoint, qui est
alors note´ f∗ et appele´ foncteur image inverse de pre´faisceaux resp. foncteur image
inverse de faisceaux, par l’application continue f . Ce foncteur existe par exemple si
C = Ens. On peut montrer que le foncteur f∗ : P(S)→ P(T ) existe chaque fois que
dans C les limites inductives (relatives a` des diagrammes dans l’Univers conside´re´)
existent. La question est moins facile pour F ; on notera en effet que (meˆme dans le
cas C = Ens) l’image inverse d’un pre´faisceau qui est un faisceau n’est en ge´ne´ral
pas un faisceau, en d’autres termes le foncteur image inverse de faisceau n’est pas
isomorphe au foncteur induit par le foncteur image inverse de pre´faisceaux (malgre´ la
146 EXPOSE´ VI. CATE´GORIES FIBRE´ES ET DESCENTE
notation commune f∗). Ainsi, F est une sous-cate´gorie co-fibre´e de P, mais pas une
sous-cate´gorie fibre´e, i.e. le foncteur d’inclusion F → P n’est pas fibrant.
La cate´gorie co-fibre´e P peut se de´duire d’une cate´gorie co-fibre´e (ou plutoˆt fibre´e)
plus ge´ne´rale, obtenue ainsi. Pour toute cate´gorie U (dans l’Univers fixe´), on pose
P(U ) = Hom(U ,C )
et on note que U 7→ P(U ) est de fac¸on naturelle un foncteur contravariant en U , de186
la cate´gorieCat dansCat. Il de´finit donc une cate´gorie scinde´e au-dessus de E = Cat,
que nous noterons Cat//C . Les objets de cette cate´gorie sont les couples (U , p) d’une
cate´gorie U et d’un foncteur p : U → C , et un morphisme de (U , p) dans (V , q) est
essentiellement un couple (f, u), ou` f est un foncteur U → V et u un homomorphisme
de foncteurs u : p → qf . Nous laissons au lecteur le soin d’expliciter la composition
des morphismes dans Cat//C . Le foncteur-projection
F = Cat//C −→ E = Cat
associe au couple (U , p) l’objet U ; la cate´gorie-fibre en U est la cate´gorie
Hom(U ,C ) (a` isomorphisme pre`s). Lorsque dans C les limites inductives existent,
on montre facilement que la cate´gorie fibre´e Cat//C sur Cat est e´galement co-fibre´e
sur Cat, i.e. on peut de´finir la notion d’image directe d’un foncteur p : U → C par
un foncteur f : U → V . La cate´gorie des pre´faisceaux se de´duit de la cate´gorie fibre´e
pre´ce´dente par le changement de base
Top◦ −→ Cat
(foncteur S 7→ U (S) de´fini plus haut), ce qui donne une cate´gorie fibre´e sur Top◦, et
en passant a` la cate´gorie oppose´e, on obtient la cate´gorie co-fibre´e P des pre´faisceaux
au-dessus de Top. La notion d’image inverse d’un foncteur correspond a` celle d’image
directe de pre´faisceau, la notion d’image directe d’un foncteur a` celle d’image inverse
d’un pre´faisceau.
c) Objets a` ope´rateurs au-dessus d’un objet a` ope´rateurs
Soit F une cate´gorie sur E , et soit S un objet de E ou` un groupe G ope`re, a` gauche
pour fixer les ide´es. Cet objet a` ope´rateurs peut s’interpre´ter comme correspondant
a` un foncteur λ : E ′ → E de la cate´gorie (a` un seul objet, ayant G comme groupe
d’endomorphismes) E ′ de´finie par G, dans la cate´gorie E , et de´finie donc par change-
ment de base une cate´gorie F ′ au-dessus de E ′, qui est fibre´e resp. co-fibre´e lorsque
F l’est sur E . Une section de E ′ sur F ′ (ne´cessairement carte´sienne, car E ′ est un187
groupo¨ıde, et tout isomorphisme dans F ′ est carte´sien en vertu de 6.12), peut aussi
s’interpre´ter comme un E -foncteur E ′ → F au-dessus de λ, ou aussi comme un objet
a` ope´rateurs ξ dans F « au-dessus » de l’objet a` ope´rateurs S.
d) Couples de foncteurs adjoints quasi-inverses ; autodualite´s
Lorsque la cate´gorie-base E est re´duite a` deux objets a, b et, en plus des fle`ches
identiques, a` deux isomorphismes f : a→ b et g : b→ a inverse l’un de l’autre (i.e. E
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est un groupo¨ıde connexe rigide avec deux objets), une cate´gorie clive´e normalise´e
sur E est essentiellement la meˆme chose que le syste`me forme´ par deux cate´gories Fa
et Fb et un couple de foncteurs adjoints G : Fa → Fb et F : Fb → Fa, qui soient
des e´quivalences de cate´gories (donc quasi-inverses l’un de l’autre). On prendra pour
Fa et Fb les cate´gories fibres de F , pour F et G les foncteurs f∗ et g∗, et les deux
isomorphismes
u : FG
∼
−→ idFa v : GF
∼
−→ idFb
sont cg,f et cf,g. Les deux conditions usuelles de compatibilite´ entre u et v ne sont
autres que la condition 7.4 B) pour les compose´s fgf et gfg. Il est facile de montrer
que ces conditions suffisent a` impliquer qu’on a bien un pseudo-foncteur E ◦ → Cat.
Un cas inte´ressant est celui ou` l’on a
Fb = F
◦
a , G = F
◦, v = u◦.
On appelle autodualite´ dans une cate´gorie C , la donne´e d’un foncteur D : C → C ◦, et
d’un isomorphisme u : DD◦
∼
−→ idC , tels que u et l’isomorphisme u◦ : D◦D
∼
−→ idC◦
fassent de (D,D◦) un couple de foncteurs adjoints, (ne´cessairement quasi-inverses l’un
de l’autre). Cette condition s’e´crit :
D(u(x)) = u(D(x)) pour tout x ∈ Ob(C ).
188
e) Cate´gories au-dessus d’une cate´gorie discre`te E . On dit que E est une
cate´gorie discre`te si toute fle`che y est une fle`che identique, de sorte que E est de´fini
a` isomorphisme unique pre`s par la connaissance de l’ensemble I = Ob(E ). La donne´e
d’une cate´gorie F au-dessus de E e´quivaut donc (a` isomorphisme unique pre`s) a` la
donne´e d’une famille de cate´gories Fi (i ∈ I), les cate´gories fibres. Toute cate´gorie
F sur E est fibre´e, tout E -foncteur F → G est carte´sien, on a un isomorphisme
canonique
HomE/−(F ,G )
∼
−→
∏
i
Hom(Fi,Gi).
En particulier, on obtient
Γ(F/E ) = Lim←−−F/E
∼
−→
∏
i
Ei.
f) Supposons que E ait exactement deux objets S et T , et en plus desmor-
phismes identiques, un morphisme f : T → S. Alors une cate´gorie F au-dessus
de E est de´finie, a` E -isomorphisme unique pre`s, par la donne´e de deux cate´gories FS
et FT et d’un bifoncteur H(η, ξ) sur F ◦T ×FS , a` valeurs dans Ens. En effet, si F
est une cate´gorie au-dessus de E , on lui associe les deux cate´gories-fibres FS et FT
et le bifoncteur H(η, ξ) = Homf (η, ξ). On laisse au lecteur le soin d’expliciter la con-
struction en sens inverse. Pour que la cate´gorie envisage´e soit fibre´e (ou pre´fibre´e, cela
revient au meˆme) il faut et il suffit que le foncteur H soit repre´sentable par rapport
a` l’argument ξ. Pour qu’elle soit co-fibre´e, il faut et il suffit que H soit repre´sentable
par rapport a` l’argument η.
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g) Soit F = C × E , conside´re´e comme cate´gorie au-dessus de E graˆce a` pr2. Alors
F est fibre´e et co-fibre´e sur E , et est meˆme munie d’un scindage et d’un co-scindage
canonique, correspondant au foncteur constant sur E , resp. sur E ◦, a` valeurs dans
Cat, de valeur C . On a
Γ(F/E ) ≃ Hom(E ,C )
et Lim
←−−
F/E correspond a` la sous-cate´gorie pleine forme´e des foncteurs F : E → C189
transformant morphismes quelconques en isomorphismes.
12. Foncteurs sur une cate´gorie clive´e
Soit F une cate´gorie clive´e normalise´e sur E . Pour tout objet S de E on de´signe
par
iS : FS −→ F
le foncteur d’inclusion. On a donc un homomorphisme fonctoriel, pour tout morphisme
f : T → S dans E :
αf : iT f
∗ −→ iS,
ou` f∗ est le foncteur changement de base FS → FT pour f de´fini par le clivage. Soit
maintenant
F : F −→ C
un foncteur de F dans une cate´gorie C , posons, pour tout S ∈ Ob(E ),
FS = F ◦ iS : FS −→ C
et pour tout f : T → S dans E ,
ϕf = F ∗ αf : FT f
∗ −→ FS
On a ainsi, a` tout foncteur F : F → C , associe´ une famille (FS) de foncteurs FS → C ,
et une famille (ϕf ) d’homomorphismes de foncteurs FT f
∗ → FS . Ces familles satisfont
aux conditions suivantes :
a) ϕidS = idFS .
b) Pour deux morphismes f : T → S et g : U → T dans E , on a commutativite´
dans le carre´ d’homomorphismes fonctoriels :
FUg
∗f∗
FU ∗ cf,g
//
ϕg ∗ f∗

FU (fg)
∗
ϕfg

FT f
∗
ϕf
// FS .
La premie`re relation est triviale, et la deuxie`me relation s’obtient en appliquant le190
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foncteur F au diagramme commutatif
g∗f∗(ξ)
cf,g(ξ)
//
αg(f
∗(ξ))

(fg)∗(ξ)
αfg(ξ)

f∗(ξ)
αf (ξ)
// ξ
pour un objet variable ξ dans FS .
Si G est un deuxie`me foncteur F → C , donnant naissance a` des foncteurs
GS : FS → C et des homomorphismes fonctoriels ψf : GT f → GS , et si u : F → G est
un homomorphisme fonctoriel, alors il lui correspond des homomorphismes fonctoriels
u ∗ iS :
uS : FS −→ GS
et on constate aussitoˆt que pour tout morphisme f : T → S dans E , on a commuta-
tivite´ dans les carre´s
c)
FT f
∗
φf
//
uT ∗ f∗

FS
uS

GT f
∗
ψf
// GS
Proposition 12.1. — Soit H (F ,C ) la cate´gorie dont les objets sont les couples de
familles (FS) (S ∈ Ob(F )) de foncteurs FS → C , et de familles (ϕf ) (f ∈ Fl(F ))
d’homomorphismes fonctoriels FT f
∗ → FS, satisfaisant les conditions a) et b), et ou`
les morphismes sont les familles (uS) (S ∈ Ob(F )) d’homomorphismes FS → GS, 191
ve´rifiant la condition de commutativite´ c) e´crite plus haut, (la composition des mor-
phismes se faisant par la composition des homomorphismes de foncteurs FS → C ).
Alors les deux lois explicite´es plus haut de´finissent un isomorphisme K de la cate´gorie
Hom(F ,C ) avec la cate´gorie H (F ,C ).
Il est trivial qu’on a bien la` un foncteur de la premie`re cate´gorie dans la
seconde. Ce foncteur est pleinement fide`le, car pour F,G donne´s, Hom(F,G) →
Hom(K(F ),K(G)) est trivialement injectif ; pour montrer que c’est surjectif, il suffit
de noter que la condition de commutativite´ c) exprime la fonctorialite´ des applica-
tions u(ξ) = uS(ξ) : F (S) = FS(ξ) → G(ξ) = GS(ξ) pour les homomorphismes de
la forme αf (ξ) dans F , d’autre part on a la fonctorialite´ sur chaque cate´gorie fibre
i.e. pour les morphismes dans F qui sont des T -morphismes (T ∈ Ob(E )), d’ou` la
fonctorialite´ pour tout morphisme dans F , puisqu’un f -morphisme (ou` f : T → S
est un morphisme dans E est de fac¸on unique) un compose´ d’un morphisme αf (ξ)
et d’un T -morphisme. Il reste donc a` prouver que le foncteur K est bijectif pour les
objets. L’argument pre´ce´dent montre de´ja` que K est injectif pour les objets, reste a`
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prouver qu’il est surjectif, i.e. que si on part d’un syste`me (FS), (ϕf ), satisfaisant a)
et b) ; et si on de´finit une application ObF → ObC par
F (ξ) = FS(ξ) pour ξ ∈ ObFS ⊂ ObF
et une application Fl(F )→ Fl(C ) par
F (αf (ξ)u
′) = ϕf (ξ)FT (u
′)
pour tout morphisme f : T → S dans E , tout objet ξ de FS et tout T -morphisme
u′ de but f∗(ξ), alors on obtient un foncteur F de F dans C . En effet, la relation
F (idξ) = idF (ξ) est triviale, il reste a` prouver la multiplicativite´ F (uv) = F (u)F (v)
lorsqu’on a un f -morphisme u : η → ξ et un g-morphisme v : ζ → ν, avec f : T → S
et g : U → T des morphismes de E . Posant w = uv, on aura
u = αf (ξ)u
′, v = αg(η)v
′, w = αfg(ξ)w
′
avec192
w′ = cf,g(ξ)g
∗(u′)v′ (cf. No 8).
Avec ces notations, il faut prouver la commutativite´ du contour exte´rieur du dia-
gramme ci-dessous :
FU (ζ)
GF ED
F (w′)
Fu(v
′)
//
F (v) ((QQ
QQ
QQ
QQ
QQ
QQ
Q
FUg
∗(η)
Fug
∗(u′)
//
ϕg(η)

FUg
∗f∗(ξ)
FU (cf,g(ξ))
//
ϕg(f
∗(ξ))

FU (fg)
∗(ξ)
ϕfg(ξ)

FT (η)@A BC
F (u)
OOFT (u
′)
// FT f
∗(ξ)
ϕf (ξ)
// FS(ξ)
Or le triangle gauche est commutatif par de´finition de F (v), le carre´ me´dian est com-
mutatif car de´duit de l’homomorphisme u′ : ξ → f(η) par l’homomorphisme fonctoriel
αg, enfin le carre´ de droite est commutatif en vertu de la condition b). La conclusion
voulue en re´sulte.
Supposons maintenant que C soit e´galement une cate´gorie clive´e normalise´e sur E ,
que nous appellerons dore´navant G , et que nous nous inte´ressons aux E -foncteurs
de F dans G . Si F est un tel foncteur, il induit des foncteurs
FS : FS −→ GS
pour les cate´gories fibres. D’autre part, pour tout morphisme f : T → S dans E , et
tout objet ξ dans FS , le f -morphisme F (αf (ξ)) se factorise de fac¸on unique par un
T -morphisme
ϕf (ξ) : FT (f
∗
F (ξ)) −→ f
∗
G (FS(ξ))
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(ou` le F ou le G en indice indique la cate´gorie clive´e pour laquelle on prend le foncteur
image inverse), d’ou` un homomorphisme fonctoriel de foncteurs de FS dans GT :
ϕf : FT f
∗
F −→ f
∗
GFS .
Les deux syste`mes (FS) et (ϕf ) satisfont les conditions suivantes : 193
a’) ϕidS = idFS .
b’) Pour deux morphismes f : T → S et g : U → T dans E , on a commutativite´
dans le diagramme d’homomorphismes fonctoriels suivant :
FUg
∗
F f
∗
F
FU ∗ c
F
f,g
//
ϕg∗f
∗
F

FU (fg)
∗
F
ϕfg

g∗GFT f
∗
F
g∗G ∗ ϕf

g∗G f
∗
GFS
cGf,g ∗ FS
// (fg)∗GFS .
Nous en laissons la ve´rification au lecteur, ainsi que l’e´nonce´ et la de´monstration de
l’analogue de la proposition 12.1, impliquant que l’on obtient ainsi une correspon-
dance biunivoque entre l’ensemble des E -foncteurs de F dans G , et l’ensemble des
syste`mes (FS),(ϕf ) satisfaisant les conditions a’) et b’) ci-dessus. Bien entendu, dans
cette correspondance, les foncteurs carte´siens sont caracte´rise´s par la proprie´te´ que
les homomorphismes ϕf sont des isomorphismes.
Remarque. — Bien entendu, il y a inte´reˆt le plus souvent a` raisonner directement sur
des cate´gories fibre´es sans utiliser des clivages explicites, ce qui dispense en particulier
de faire appel, pour la notion simple de E -foncteur ou de E -foncteur carte´sien, a` une
interpre´tation pesante comme ci-dessus. C’est pour e´viter des lourdeurs insupport-
ables, et pour obtenir des e´nonce´s plus intrinse`ques, que nous avons duˆ renoncer a` 194
partir comme dans [2] de la notion de cate´gorie clive´e (appele´e « cate´gorie fibre´e »
dans loc. cit. ), qui passe au second rang au profit de celle de cate´gorie fibre´e. Il est
d’ailleurs probable que, contrairement a` l’usage encore pre´ponde´rant maintenant, lie´
a` d’anciennes habitudes de pense´e, il finira par s’ave´rer plus commode dans les prob-
le`mes universels, de ne pas mettre l’accent sur une solution suppose´e choisie une fois
pour toutes, mais de mettre toutes les solutions sur un pied d’e´galite´.
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1. Descente des Modules quasi-cohe´rents
Soit Sch la cate´gorie des pre´sche´mas. Proce´dant comme dans VI 11.b, on trouve
que la cate´gorie des couples (X,F ) d’un pre´sche´ma X et d’un Module F sur X , (ou`
les morphismes sont de´finis comme dans loc. cit. a` l’aide de la notion d’image directe
de Module par un morphisme d’espaces annele´s) peut eˆtre conside´re´e comme une
cate´gorie fibre´e au-dessus de Sch, le foncteur de changement de base relativement a`
un morphisme f : X → Y dans Sch e´tant le foncteur image inverse de Modules par f .
(On notera que la cate´gorie fibre en X ∈ Ob(Sch) de la cate´gorie fibre´e pre´ce´dente est
la cate´gorie oppose´e a` la cate´gorie des Modules sur X). Comme l’image inverse d’un
Module quasi-cohe´rent est quasi-cohe´rent, on voit que la sous-cate´gorie pleine de la
cate´gorie des couples (X,F ), forme´e des couples pour lesquels F est quasi-cohe´rent,
est une sous-cate´gorie fibre´e de la cate´gorie fibre´e pre´ce´dente. (Par contre, si on ne
fait pas d’hypothe`ses sur f , l’image directe d’un Module quasi-cohe´rent n’est pas en
ge´ne´ral un Module quasi-cohe´rent). On appellera simplement cette cate´gorie fibre´e la
cate´gorie fibre´e des Modules quasi-cohe´rents sur les pre´sche´mas.
Rappelons d’autre part qu’un morphisme f : X → Y d’espaces annele´s est dit
fide`lement plat s’il est plat (i.e. pour tout x ∈ X , OX,x est un module plat sur OY,f(x),
(IV)), et surjectif. On dit que f est un morphisme quasi-compact si l’image inverse
par f de toute partie quasi-compacte est quasi-compacte ; lorsque f est un morphisme
de pre´sche´mas, cela signifie aussi que l’image inverse par f d’un ouvert affine de Y
est re´union finie d’ouverts affines de X .
Théorème 1.1. — Soit F la cate´gorie fibre´e des Modules quasi-cohe´rents sur les 196
pre´sche´mas. Soit g : S′ → S un morphisme de pre´sche´mas, fide`lement plat et quasi-
compact. Alors g est un morphisme de F -descente effective.
Rappelons(1) que cela signifie deux choses :
(1)Nous admettrons ici la the´orie ge´ne´rale de la descente expose´e expose´e en de´tail dans l’article de
J.Giraud cite´ dans la note (5) en bas de page de l’Avertissement, travail que nous citerons [D] par
la suite. Cf. aussi [2] pour un expose´ succinct.
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Corollaire 1.2 (Descente d’homomorphismes de Modules). — Soient g : S′ → S un
morphisme de pre´sche´mas, fide`lement plat et quasi-compact, F et G deux Modules
quasi-cohe´rents sur S, F ′ et G′ leurs images inverses sur S′, enfin F ′′ et G′′ leurs im-
ages inverses sur S′′ = S′×SS′. Conside´rons le diagramme d’applications d’ensembles
de´fini par les foncteurs changement de base par g, p1, p2 (ou` p1, p2 : S
′ ×S S′
//
// S′
sont les deux projections) :
HomS(F,G) // HomS′(F
′, G′) // // HomS′′(F
′′, G′′).
Ce diagramme est exact, i.e. de´finit une bijection du premier ensemble sur l’ensemble
des co¨ıncidences des deux applications e´crites du deuxie`me dans le troisie`me.
En d’autres termes, le foncteur changement de base par g, F 7→ F ′, de´finit un
foncteur pleinement fide`le de la cate´gorie des Modules quasi-cohe´rents sur S dans la
cate´gorie des Modules quasi-cohe´rents sur S′ munis d’une donne´e de descente rela-
tivement a` g. De plus :
Corollaire 1.3 (Descente de Modules). — Pour tout Module quasi-cohe´rent F ′ sur S′,
toute donne´e de descente sur F ′ relativement a` g est effective, i.e. F ′ est isomorphe
avec sa donne´e de descente a` l’image inverse par g d’un Module quasi-cohe´rent sur S
(de´termine´ a` isomorphisme unique pre`s en vertu de 1.2).
En d’autres termes, le foncteur pleinement fide`le pre´ce´dent est meˆme une e´quiv-
alence. Pratiquement, cela signifie qu’il revient au meˆme de se donner un Module
quasi-cohe´rent sur S, ou un Module quasi-cohe´rent sur S′ muni d’une donne´e de
descente relativement a` g.
De´monstration de 1.1. — Soit d’abord T un S-pre´sche´ma qui est S-isomorphe a` la197
somme d’une famille d’ouverts induits Si de S qui recouvrent S. Alors il est e´vident
que le morphisme structural T → S est un morphisme de F -descente effective (cela
signifie pre´cise´ment que la donne´e d’un Module quasi-cohe´rent F sur S e´quivaut a`
la donne´e de Modules quasi-cohe´rents Fi sur les Si, et d’isomorphismes de recolle-
ment ϕji : Fi|Si∩Sj → Fj |Si∩Sj satisfaisant la condition de cochaˆınes bien connue).
En vertu de VII, 8 il s’ensuit que pour ve´rifier que g : S′ → S est un morphisme de F -
descente effective, il suffit de le ve´rifier pour le morphisme gT : T
′ = T ×S S
′ → T
de´duit de g par le changement de base T → S. (Remarquer que l’hypothe`se sur T → S
reste stable par changement de base quelconque, donc que T → S est en fait un mor-
phisme de F -descente effective universel). Prenant pour Si des ouverts affines qui
recouvrent S, on est donc ramene´ au cas ou` S est affine.
Alors S′ est re´union finie d’ouverts affines, et prenant le S-sche´ma somme de ces
derniers, on trouve un S-sche´ma affine S1 et un S-morphisme S1 → S′ plat et surjectif.
Donc S1 est aussi fide`lement plat sur S. Si donc on prouve qu’un morphisme fide`lement
plat et affine est un morphisme de F -descente effective, donc un morphisme de F -
descente strict universel, (l’hypothe`se e´tant en effet stable par changement de base),
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on en conclut en particulier que le morphisme structural S1 → S est un morphisme
de F -descente strict universel, et comme il existe un S-morphisme S1 → S′, il en
re´sultera bien, par [D], que g : S′ → S est un morphisme de F -descente strict.
Cela nous rame`ne donc au cas ou` g est un morphisme affine, et comme on a vu on
peut alors de plus supposer S affine, donc on peut supposer S et S′ affines. Dans ce
cas, 1.2 e´quivaut au
Lemme 1.4. — Soient A un anneau, A′ une A-alge`bre fide`lement plate, M et N
deux A-modules, M ′ et N ′ les A′-modules de´duits par changement d’anneau A→ A′,
et M ′′,N ′′ les A′′ = A′ ⊗A A′-modules de´duits par changement d’anneau A → A′′.
Alors la suite d’applications ensemblistes
HomA(M,N) // HomA′(M
′, N ′) // // HomA′′(M
′′, N ′′)
est exacte.
Comme l’homomorphisme N → N ′ est injectif (A′ e´tant fide`lement plat sur A) on 198
voit que la premie`re fle`che est injective. Il reste a` prouver que si un A′-homomorphisme
u′ : M ′ → N ′ est compatible avec les donne´es de descente, alors il provient d’un A-
homomorphisme u : M → N . Or cela signifie aussi simplement que u′ applique le
sous-ensemble M de M ′ dans le sous-ensemble N de N ′ (l’application u : M → N
induite sera alors automatiquement A-line´aire puisque u′ est A′-line´aire, et on voit
de meˆme que u′ est ne´cessairement e´gal a` u ⊗A A′). Or si x ∈ M , alors u′(x) est
un e´le´ment dans le noyau du couple d’applications N ′
//
// N ′′ . On est donc ramene´
pour prouver 1.4 au cas particulier suivant (correspondant au cas ou` M = A) :
Corollaire 1.5. — Soit N un A-module, alors la suite d’applications ensemblistes
N // N ′
//
// N ′′
est exacte.
Soit en effet A1 une A-alge`bre fide`lement plate. Pour montrer que la suite envis-
age´e est exacte, il suffit de prouver que la suite qui s’en de´duit par le changement
d’anneau A → A1 l’est. Or cette dernie`re, comme on voit de suite, est celle relative
au A1-module N1 = N ⊗A A1 et a` la A1-alge`bre A′1 = A1 ⊗A A
′. Il suffit donc de
trouver un A1 fide`lement plat sur A, tel que Spec(A
′
1)→ Spec(A1) soit un morphisme
de F -descente strict. Or il suffit en effet de prendre A1 = A′, car alors le morphisme
pre´ce´dent admet un morphisme inverse a` droite, donc en vertu de [D] c’est un mor-
phisme de descente effective pour n’importe quelle cate´gorie fibre´e sur Sch.
Il reste enfin a` montrer que si N ′ est un A′-module muni d’une donne´e de descente
pour A→ A′, i.e. muni d’un isomorphisme
ϕ : N ′1
∼
−→ N ′2
entre les deux modules de´duits deN par les changements d’anneaux A′
//
// A′ ⊗A A′ ,
alors N ′ est isomorphe avec sa donne´e de descente a` un module N ⊗A A′. On voit 199
facilement, compte tenu de 1.5, que cet e´nonce´ e´quivaut au suivant :
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Lemme 1.6. — Soit N ′ un A′-module muni d’une donne´e de descente relativement
a` A→ A′ (ou` A′ est une A-alge`bre). Soit N le sous-A-module de N ′ forme´ des x tels
que ϕ(x ⊗A′ 1A′) = 1A′ ⊗A′ x, et conside´rons l’homomorphisme canonique
N ⊗A A
′ −→ N ′,
(qui est alors compatible avec les donne´es de descente). Si A′ est fide`lement plat sur A,
cet homomorphisme est un isomorphisme.
De´montrons ce lemme. Soit encore A1 une A-alge`bre fide`lement plate, pour montrer
que le morphisme envisage´ est un isomorphisme, il suffit de prouver qu’il le devient
apre`s le changement d’anneau A→ A1. Or, utilisant la platitude de A1 sur A, on voit
que l’homomorphisme ainsi obtenu n’est autre que celui qu’on obtiendrait directement
en termes du module N ′ ⊗A A1 sur A′1 = A
′ ⊗A A1, muni de la donne´e de descente
relativement a` A1 → A′1 qui se de´duit canoniquement par changement d’anneau de
celle qui e´tait donne´e sur N ′. Ainsi il suffit de trouver un A1 fide`lement plat sur A
tel que Spec(A′1) → Spec(A1) soit un morphisme de F -descente effective. On prend
alors comme ci-dessus A1 = A
′. Cela ache`ve la de´monstration de 1.6, et par la` la
de´monstration de 1.1.
Corollaire 1.7 (Descente de sections de Modules). — Soit g : S′ → S un morphisme de
pre´sche´mas, fide`lement plat et quasi-compact. Pour tout Module quasi-cohe´rent G
sur S, soient G′ et G′′ ses images inverses sur S′ et S′′ = S′ ×S S′, et conside´rons le
diagramme d’homomorphismes de Modules sur S :
G // g∗(G
′) // // h∗(G
′′)
(ou` h : S′′ → S est le morphisme structural). Ce diagramme est exact.
En effet, cela signifie que pour tout ouvert U dans S, le diagramme correspondant200
forme´ par les sections sur U est exact. On peut e´videmment supposer alors U = S, et
l’exactitude en question est alors un cas particulier de 1.2, obtenu en faisant F = OS .
Comme le foncteur image inverse de Modules est exact a` droite, on conclut formelle-
ment a` partir de 1.1 :
Corollaire 1.8 (Descente de Modules quotients). — Avec les notations de 1.7, soit de
plus, pour tout Module quasi-cohe´rent F sur un pre´sche´ma, Quot(F ) l’ensemble des
Modules quasi-cohe´rents quotients de F . Avec cette convention, le diagramme d’appli-
cations d’ensembles :
Quot(G) // Quot(G′) // // Quot(G′′)
est exact.
(On aurait e´videmment le meˆme e´nonce´ avec les sous-Modules au lieu de Modules
quotients, puisque les deux se correspondent biunivoquement). Faisant en particulier
G = OS , on trouve :
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Corollaire 1.9 (Descente des sous-préschémas fermés). — Pour tout pre´sche´ma X, soit
H(X) l’ensemble des sous-pre´sche´mas ferme´s de X. Avec cette notation, et sous les
conditions de 1.7, le diagramme d’applications d’ensembles suivant
H(S) // H(S′) // // H(S′′)
est exact.
Il y a lieu de comple´ter le the´ore`me 1.1 par le re´sultat suivant :
Proposition 1.10 (Descente de propriétés de Modules). — Soient g : S′ → S un mor-
phisme fide`lement plat et quasi-compact, F un Module quasi-cohe´rent sur S. Pour
que F soit de type fini, resp. de pre´sentation finie, resp. localement libre et de type
fini, il faut et il suffit que son image inverse F ′ sur S′ le soit.
Il n’y a qu’a` prouver le « il suffit ». On peut e´videmment supposer S affine, et 201
remplac¸ant alors S′ par une somme d’ouverts affines recouvrant S′, on est ramene´ au
cas ou` S′ est e´galement affine. Alors notre e´nonce´ e´quivaut au suivant :
Corollaire 1.11. — Soient A un anneau, A′ une A-alge`bre fide`lement plate, M un A-
module,M ′ le A′-moduleM⊗AA′. Pour queM soit de type fini (resp. de pre´sentation
finie, resp. localement libre de type fini) il faut et il suffit que M ′ le soit.
En effet, on a M = lim
−→i
Mi, ou` les Mi sont les sous-modules de type fini de M .
Par suite M ′ = lim
−→i
M ′i , et si M
′ est de type fini, M ′ est e´gal a` l’un des M ′i , donc par
fide`le platitude M est e´gal a` Mi, donc M est de type fini. Par suite il existe une suite
exacte
0 −→ R −→ L −→M −→ 0,
avec L libre de type fini, d’ou` une suite exacte
0 −→ R′ −→ L′ −→M ′ −→ 0,
avec L′ libre de type fini. Si donc M ′ est de pre´sentation finie, R′ est de type fini,
donc d’apre`s ce qui pre´ce`de R est de type fini, doncM est de pre´sentation finie. Enfin,
dire que M est localement libre et de type fini, signifie qu’il est de pre´sentation finie
et plat (cf. IV dans le cas noethe´rien ; le cas ge´ne´ral est laisse´ au lecteur). Comme
chacune de ces proprie´te´s se descend bien, il en est de meˆme de leur conjonction, ce
qui ache`ve la de´monstration.
Remarque 1.12. — La conjonction de 1.1 et de 1.10 montre que l’e´nonce´ 1.1 reste
encore valable, quand on remplace la cate´gorie fibre´e F par la sous-cate´gorie fibre´e
forme´e des Modules quasi-cohe´rents de type fini, resp. de pre´sentation finie, resp.
localement libres de type fini, resp. localement libres de rang donne´ n.
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2. Descente des pre´sche´mas affines sur un autre
202
Comme le foncteur image inverse de Modules est compatible avec le produit ten-
soriel et d’autres ope´rations tensorielles, le the´ore`me 1.1 implique diverses variantes,
obtenues en envisageant, au lieu d’un seul Module quasi-cohe´rent, un Module quasi-
cohe´rent ou un syste`me de Modules quasi-cohe´rents muni de structures supple´men-
taires diverses s’exprimant a` l’aide d’ope´rations tensorielles. Par exemple, la donne´e
de trois Modules quasi-cohe´rents F , G, H sur S et d’un accouplement
F ⊗G −→ H,
e´quivaut a` la donne´e de trois Modules quasi-cohe´rents F ′, G′, H ′ sur S′, munis de
donne´es de descente relativement a` g : S′ → S, et munis d’un accouplement
F ′ ⊗G′ −→ H ′,
« compatible » avec ces donne´es de descente, au sens e´vident du terme. Par exemple,
si F = G = H , on voit que la donne´e d’un Module quasi-cohe´rent F sur S muni d’une
loi d’alge`bre (dont pour l’instant nous ne supposons pas qu’elle satisfasse a` aucun
axiome d’associativite´, commutativite´ ou d’existence d’une section unite´), e´quivaut
a` la meˆme donne´e sur S′, munie en plus d’une donne´e de descente. Et utilisant les
re´sultats du nume´ro pre´ce´dent, on constate aussitoˆt que pour que F satisfasse a` l’un
des axiomes habituels auxquels on vient de faire allusion, il faut et il suffit qu’il en
soit ainsi pour F ′. Par exemple, la donne´e d’une Alge`bre quasi-cohe´rente A sur S
(par quoi nous sous-entendons de´sormais : associative, commutative, a` section unite´)
e´quivaut a` la donne´e d’une Alge`bre quasi-cohe´rente A ′ sur S′, munie d’une donne´e de
descente relativement a` g : S′ → S. Si on se rappelle l’e´quivalence entre la cate´gorie
duale des Alge`bres quasi-cohe´rentes sur S, et de la cate´gorie des S-pre´sche´mas affines
sur S, (EGA II par.1), on trouve aussitoˆt :
Théorème 2.1. — Soit F ′ la cate´gorie fibre´e des morphismes affines de pre´sche´mas
f : X → S, conside´re´e comme sous-cate´gorie fibre´e de la cate´gorie fibre´e des fle`ches203
dans la cate´gorie des pre´sche´mas Sch (VI 11.a). Soit g : S′ → S un morphisme
de pre´sche´mas fide`lement plat et quasi-compact. Alors g est un morphisme de F ′-
descente effective.
3. Descente de proprie´te´s ensemblistes et de proprie´te´s de finitude de mor-
phismes(2)
Proposition 3.1. — Soient f : X → Y un S-morphisme, g : S′ → S un morphisme
surjectif, f ′ : X ′ = X ×S S′ → Y ′ = Y ×S S′ le morphisme de´duit de f par le
changement de base a` l’aide de g : S′ → S. Pour que f soit surjectif (resp. radiciel),
il faut et il suffit que f ′ le soit.
(2)Pour d’autres re´sultats comme ceux traite´s dans les nume´ros 3 et 4, Cf. EGA IV 2.3, 2.6, 2.7.
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On note que f ′ peut aussi s’obtenir par le changement de base Y ′ → Y , qui
est e´galement surjectif puisque de´duit de g : S′ → S qui l’est. D’autre part, pour
tout y ∈ Y et tout y′ ∈ Y ′ au-dessus de y, on a un isomorphisme
X ′y′
∼
←− Xy ⊗k(y) k(y
′),
ou` Xy de´signe la fibre de X en y, et X
′
y′ celle de X
′ en y′. Il en re´sulte que Xy est
non vide (resp. a au plus un point, et ce dernier correspond a` une extension re´siduelle
radicielle) si et seulement si X ′y′ a la meˆme proprie´te´. Cela prouve 3.1.
Corollaire 3.2. — Sous les conditions de 3.1, si f ′ est injectif (resp. bijectif ), alors f
l’est e´galement.
Cela provient du fait que si X ′y′ a au plus un point (resp. exactement un point)
il en est de meˆme de Xy ; il en est bien ainsi, puisque le morphisme X
′
y′ → Xy est
surjectif (car de´duit de Spec(k(y′))→ Spec(k(y)) qui l’est).
Proposition 3.3. — Avec les notations de 3.1. Supposons que g : S′ → S soit surjectif et
quasi-compact (resp. fide`lement plat et quasi-compact). Pour que f soit quasi-compact
(resp. de type fini), il faut et il suffit que f ′ le soit.
Il y a a` prouver seulement le « il suffit ». On peut e´videmment supposer S = Y , 204
puisque l’hypothe`se faite sur g : S′ → S est conserve´e pour Y ′ → Y . De plus on peut
supposer Y affine. Alors Y ′ est quasi-compact, donc X ′ est quasi-compact (puisque f ′
l’est par hypothe`se). Soit (Xi)i∈I une famille d’ouverts affines de X recouvrant X ,
alors les X ′i sont des ouverts de X
′ recouvrant X ′, donc il y a une sous-famille finie
qui recouvre X ′. Comme X ′ → X est surjectif, il s’ensuit que les Xi correspondants
recouvrent de´ja` X , donc X est quasi-compact, i.e. f est quasi-compact. Supposons
maintenant f ′ de type fini, prouvons que f l’est, en supposant g fide`lement plat.
Remplac¸ant Y ′ par la somme d’une famille d’ouverts affines le recouvrant, on peut
supposer Y ′ affine. Enfin, X e´tant recouvert par un nombre fini d’ouverts affines Xi
par ce qui pre´ce`de, il faut montrer qu’ils sont de type fini sur Y sachant que X ′i est
de type fini sur Y ′. Cela nous rame`ne alors au
Corollaire 3.4. — Soient B une A-alge`bre, A′ une A-alge`bre fide`lement plate,
B′ = B ⊗A A′ la A-alge`bre de´duite de B par changement d’anneau. Pour que B
soit de type fini, il faut et il suffit que B′ le soit.
Il y a a` prouver seulement le « il suffit ». On a B = lim
−→i
Bi, ou` les Bi sont les
sous-alge`bres de type fini de B. On a donc B′ = lim
−→i
B′i, et si B
′ est de type fini
sur A′, alors B′ est e´gal a` un des B′i, donc B est e´gal a` Bi, donc est de type fini.
Corollaire 3.5. — Supposons encore le morphisme de changement de base g : S′ → S
fide`lement plat et quasi-compact. Pour que f soit quasi-fini, il faut et il suffit que f ′
le soit.
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En effet, la proprie´te´ « quasi-fini » est par de´finition la conjonction de « type fini »
et « a` fibres finies », dont chacune se descend bien par g, la premie`re en vertu de 3.3,
la seconde par le raisonnement de 3.1 (n’utilisant que le fait que g soit surjectif).
Remarques 3.6. — Soient A un anneau, X un A-pre´sche´ma. On voit facilement que
les conditions suivantes sont e´quivalentes :205
(i) Il existe un anneau noethe´rien A0 (qu’on peut si on veut supposer un sous-
anneau de type fini de A), un A0-pre´sche´ma de type fini X0, un homomorphisme
A0 → A et un A-isomorphisme X
∼
−→ X0 ×A0 A.
(ii) Le morphisme diagonal X → X ×Spec(A) X est quasi-compact (condition vide
si X est se´pare´ sur A), X est re´union finie d’ouverts affines Xi dont les anneaux Bi
sont des alge`bres de pre´sentation finie sur A, i.e. quotients d’alge`bres de polynoˆmes a`
un nombre fini d’inde´termine´es, par des ide´aux de type fini.
Si X est lui-meˆme affine, d’anneau B, ces conditions signifient simplement que B
est une alge`bre de pre´sentation finie sur A.
Un morphisme f : X → Y est dit morphisme de pre´sentation finie, et on dit en-
core que X est de pre´sentation finie sur Y , si Y est re´union d’ouverts affines Yi, tel
que X |Yi en tant que Yi-pre´sche´ma satisfasse aux conditions e´quivalentes pre´ce´dentes.
Il en est alors de meˆme pour X |Y ′ pour tout ouvert affine Y ′ dans Y . C’est la` une
proprie´te´ stable par changement de base, et d’ailleurs le compose´ de deux morphismes
de pre´sentation finie est de pre´sentation finie.
Ces notions pose´es, on voit sur (ii), proce´dant comme dans 1.10, que cet e´nonce´
reste valable en y remplac¸ant les mots « de type fini » par « de pre´sentation finie ».
4. Descente de proprie´te´s topologiques
Théorème 4.1. — Soient g : Y ′ → Y un morphisme, et Z une partie de Y . On suppose
que g est plat, et qu’il existe un morphisme quasi-compact f : X → Y tel que Z = f(X)
(N.B. si Y est noethe´rien, cette dernie`re condition est implique´e par « Z est con-
structible » ). Alors on a
g−1(Z) = g−1(Z).
On peut supposer Y affine, puis Y ′ affine. Comme Y est affine, X est re´union
finie d’ouverts affines Xi, et remplac¸ant X par la somme des Xi, on peut supposer206
e´galement X affine. Soient A,A′, B les anneaux de Y, Y ′, X , B′ = B ⊗A A′ celui
de X ′ = X ×Y Y
′, I le noyau de A→ B, I ′ le noyau de A′ → B′, donc les parties fer-
me´es de Y et Y ′ de´finies par ces ide´aux sont respectivement l’adhe´rence de Z = f(X)
et l’adhe´rence de Z ′ = f ′(X ′) = g−1(Z). On veut e´tablir que cette dernie`re est e´gale
a` g−1(Z), ce qui re´sultera de I ′ = IA′, lui-meˆme conse´quence de la platitude de A′
sur A.
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Corollaire 4.2. — Soient g : Y ′ → Y un morphisme plat et quasi-compact, et Z ′ une
partie ferme´e de Y ′ sature´e pour la relation d’e´quivalence ensembliste de´finie par g.
Alors on a Z ′ = g−1(g(Z ′)).
On a en effet Z ′ = g−1(Z), avec Z = g(Z ′). On peut alors appliquer 4.1, en
notant que la condition mise sur Z dans 4.1 est bien ve´rifie´e en prenant pour X le
pre´sche´ma Z ′ muni de la structure re´duite induite par Y ′. (Le fait que g soit quasi-
compact assure alors que le morphisme induit f : Z ′ → Y est quasi-compact).
L’e´nonce´ 4.2 signifie aussi que la topologie de g(Y ′) induite par Y est quotient de
celle de Y ′. En particulier :
Corollaire 4.3. — Soit g : Y ′ → Y un morphisme fide`lement plat et quasi-compact.
Alors g fait de Y un espace topologique quotient de Y ′, i.e. pour une partie Z de Y ,
Z est ferme´e (resp. ouverte) si et seulement si Z ′ = g−1(Z) l’est.
Rappelons maintenant que deux e´le´ments a, b, de Y ′ ont meˆme image dans Y
si et seulement si ils sont de la forme p1(c), p2(c) pour un e´le´ment convenable c
dans Y ′′ = Y ′ ×Y Y ′. Il en re´sulte que si g est surjectif, on a un diagramme ex-
act d’ensembles
P(Y ) //P(Y ′) ////P(Y ′′) ,
ou` pour tout ensemble E, on de´signe par P(E) l’ensemble de ses parties. Ceci pose´,
4.3 peut aussi s’interpre´ter ainsi :
Corollaire 4.4 (Descente des parties ouvertes resp. fermées). — Soit g : Y ′→Y comme 207
dans 4.3. Pour tout pre´sche´ma X, soit Ouv(X) resp. Fer(X) l’ensemble de ses parties
ouvertes resp. l’ensemble de ses parties ferme´es. Alors on a des diagrammes exacts
d’applications ensemblistes (de´duits de g et des deux projections de Y ′′ = Y ′×Y Y
′) :
Ouv(Y ) // Ouv(Y ′) // // Ouv(Y ′′)
Fer(Y ) // Fer(Y ′) //// Fer(Y ′′)
On a le comple´ment suivant a` 4.3 :
Corollaire 4.5. — Soit g : Y ′ → Y comme dans 4.3, et soit Z une partie de Y telle
qu’il existe un morphisme quasi-compact f : X → Y d’image Z (par exemple Z con-
structible, Y noethe´rien). Pour que Z soit une partie localement ferme´e de Y , il faut
et il suffit que Z ′ = g−1(Z) soit une partie localement ferme´e de Y ′.
Il suffit de prouver le « il suffit ». Soit Y1 le sous-pre´sche´ma ferme´ de Y , ad-
he´rence de Z muni de la structure re´duite induite, et soit Y ′1 = Y1 ×Y Y
′ le sous-
pre´sche´ma ferme´ de Y ′ image re´ciproque de Y1. Son ensemble sous-jacent est l’image
inverse g−1(Y1) = g
−1(Z), donc est e´gal en vertu de 4.1 a` Z ′. Comme Z ′ est locale-
ment ferme´ dans Y ′, il est ouvert dans Z ′ donc ouvert dans Y ′1 . Or ce dernier est
fide`lement plat et quasi-compact sur Y1, donc en vertu de 4.3 on en conclut que Z est
ouvert dans Y1, i.e. dans Z, ce qui signifie que Z est localement ferme´.
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Corollaire 4.6. — Soit g : S′ → S un morphisme fide`lement plat et quasi-compact,
f : X → Y un S-morphisme, f ′ : X ′ → Y ′ le S′-morphisme qui s’en de´duit par change-
ment de base. Supposons que f ′ soit une application ouverte (resp. une application
ferme´e, resp. quasi-compacte et un home´omorphisme dans, resp. un home´omorphisme
sur) ; alors f a la meˆme proprie´te´.
Comme Y ′ est fide`lement plat et quasi-compact sur Y , on peut supposer Y = S.
Soit Q une partie de X , on a alors (en de´signant par h le morphisme de projection208
X ′ → X) :
g−1(f(Q)) = f ′(h−1(Q)).
SiQ est ouvert (resp. ferme´), il en est de meˆme de h−1(Q), donc aussi de f ′(h−1(Q))
si on suppose f ′ une application ouverte (resp. ferme´e), donc il en est de meˆme de f(Q)
en vertu de la formule pre´ce´dente et de 4.3. Cela prouve les deux premie`res assertions
dans 4.6, il reste a` examiner le cas ou` f ′ est un home´omorphisme dans, et prouver alors
que f est un home´omorphisme dans. (Le cas d’un home´omorphisme sur re´sultera alors
de 3.1). En vertu de 3.2 f est injectif, il reste a` prouver que l’application X → f(X)
est ouverte. On sait de´ja` que f est quasi-compact en vertu de 3.3. Il suffit de prouver
que pour toute partie ferme´e Z de X , on a Z = f−1(f(Z)), ce qui e´quivaut a` la
formule analogue pour les images inverses par l’application surjective h : X ′ → X ,
i.e. a`
Z ′ = f ′−1(g−1(f(Z)),
ou` on pose Z ′ = h−1(Z). Or en vertu de 4.1 applique´ a` la partie f(Z) de Y , on a
g−1(f(Z)) = g−1(f(Z)), et la formule a` prouver e´quivaut a`
Z ′ = f ′−1(f ′(Z ′)),
qui re´sulte de l’hypothe`se que f ′ est un home´omorphisme dans.
N.B. Dans ce dernier raisonnement, supposant de´ja` que f est quasi-compact, on
n’a pas utilise´ que g est quasi-compact, mais seulement que g est fide`lement plat.
Donc c’est sous cette hypothe`se qu’on peut descendre la proprie´te´ « home´omorphisme
dans », ou « home´omorphisme sur », ou encore graˆce au raisonnement pre´ce´dent, la
proprie´te´ « f ′ est quasi-compact et fait de f ′(X ′) un espace topologique quotient
de X ′ ».
Nous dirons qu’un morphisme f : X → Y de pre´sche´mas est universellement ou-
vert (resp. universellement ferme´, resp. universellement bicontinu, etc.) si pour tout
changement de base Y ′ → Y , f ′ : X ′ → Y ′ est un morphisme ouvert (resp. ferme´,
resp. un home´omorphisme sur l’espace image). On tire alors de 4.6 :
Corollaire 4.7. — Sous les conditions de 4.6, pour que f soit universellement ou-209
vert, (resp. universellement ferme´, resp. un home´omorphisme dans universel, resp.
un home´omorphisme universel), il faut et il suffit que f ′ le soit.
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Corollaire 4.8. — Sous les conditions de 4.6, pour que f soit se´pare´ (resp. propre) il
faut et il suffit que f ′ le soit.
Dire que f est se´pare´ signifie que le morphisme diagonal X → X ×Y X est ferme´
ou aussi universellement ferme´, et la premie`re assertion de 4.8 re´sulte donc de 4.7.
Dire que f est propre signifie que f satisfait les conditions a) f est de type fini b) f
est se´pare´ c) f est universellement ferme´. La condition a) se descend bien en vertu
de 3.3, b) aussi d’apre`s ce qu’on vient de voir, enfin c) e´galement par 4.7.
Remarques 4.9. — Rappelons que lorsque g : Y ′ → Y est un morphisme plat de type
fini, avec Y localement noethe´rien, alors g est un morphisme ouvert (VI 6.6) ce qui
est un re´sultat plus pre´cis que 4.3. On notera cependant que si f est un morphisme
fide`lement plat et quasi-compact de pre´sche´mas noethe´riens, alors f n’est pas en
ge´ne´ral un morphisme ouvert. Soit par exemple Y un sche´ma irre´ductible dont le point
ge´ne´rique y n’est pas ouvert (par exemple une courbe alge´brique), et prenons pour Y ′
le sche´ma somme Y ∐Spec(k(y)), alors l’image par le morphisme structural Y ′ → Y de
la partie ouverte Spec(k(y)) n’est pas une partie ouverte de Y . Le lecteur remarquera
e´galement que divers e´nonce´s du pre´sent expose´ deviennent faux si on y abandonne
l’hypothe`se que le morphisme fide`lement plat envisage´ est aussi quasi-compact, le
cas type mettant les e´nonce´s en de´faut e´tant celui ou` on prend pour Y ′ le sche´ma
somme des spectres des anneaux locaux des points de Y . Par exemple, prenant encore
pour Y une courbe alge´brique irre´ductible, et pour Z la partie de Y re´duite au point
ge´ne´rique, son image inverse dans Y ′ est ouverte, sans que Z soit ouverte.
4.10. Divers e´nonce´s du pre´sent expose´ restent valables en y remplac¸ant l’hypothe`se 210
que Y ′ soit plat sur Y par la suivante : il existe un Module de type fini F sur Y ′, de
support Y ′, plat par rapport a` Y ; l’hypothe`se de fide`le platitude sera alors remplace´e
par la pre´ce´dente, plus l’hypothe`se que Y ′ → Y est surjectif. Ceci s’applique aux
deux premie`res assertions dans 1.10, a` 3.3, 3.5, 4.1 et par suite a` tous les re´sultats du
pre´sent nume´ro.
5. Descente de morphismes de pre´sche´mas
Proposition 5.1. — Soit g : S′ → S un morphisme de pre´sche´mas.
a) Supposons que g soit surjectif, et que l’homomorphisme
g∗ : OS −→ g∗(OS′)
soit injectif, alors g est un e´pimorphisme dans la cate´gorie des pre´sche´mas, et meˆme
dans la cate´gorie des espaces annele´s.
164 EXPOSE´ VIII. DESCENTE FIDE`LEMENT PLATE
b) Supposons que g soit surjectif et fasse de S un espace topologique quotient de S′.
Soit S′′ = S′ ×S S′ et soit h : S′′ → S le morphisme structural, conside´rons le dia-
gramme d’homomorphismes canonique :
OS // g∗(OS′)
//
// h∗(OS′′ ) ,
et supposons ce diagramme exact. Alors g est un e´pimorphisme effectif dans la cate´-
gorie des pre´sche´mas (et aussi dans la cate´gorie des espaces annele´s), i.e. le dia-
gramme
S S′oo S′′oo
oo
est exact.
De´monstration. — a) Il faut montrer qu’un morphisme d’espaces annele´s f : S → Z
est connu quand on connaˆıt fg. Or comme g est surjectif, on connaˆıt l’application
ensembliste f0 sous-jacente a` f , reste a` de´terminer l’homomorphisme de faisceaux
d’anneaux OZ → OS , ou ce qui revient au meˆme l’homomorphisme de faisceaux211
d’anneaux
u : f−10 (OZ) −→ OS
de´fini par f . On connaˆıt de´ja` l’homomorphisme
(fg)−10 (OZ) = g
−1
0 (f
−1
0 (OZ)) −→ OS′
de´fini par fg, ou ce qui revient au meˆme, on dispose d’un homomorphisme
f−10 (OZ) −→ g0∗(OS′) = g∗(OS′).
On constate aussitoˆt que ce dernier n’est autre que le compose´ de g∗ : OS → g∗(OS′)
et de u, et comme g∗ est injectif, u est connu quand on connaˆıt g∗u. [N.B. on n’a
pas utilise´ e´videmment que g : S′ → S est un morphisme de pre´sche´mas, l’e´nonce´
vaudrait pour un morphisme quelconque d’espaces annele´s ; la meˆme remarque vaut
pour b), tant dans la cate´gorie des espaces annele´s, que dans la cate´gorie des espaces
annele´s en anneaux locaux. Noter aussi que si g est un morphisme de pre´sche´mas pas
ne´cessairement surjectif, mais tel que g∗ : OS → g∗(OS′) soit injectif, alors pour deux
morphismes f1, f2 de S dans un sche´ma Z tel que f1g = f2g, on a f1 = f2 ; en effet,
si I est l’Ide´al sur S qui de´finit le sous-pre´sche´ma de S des co¨ıncidences de f1, f2
(image inverse du sous-pre´sche´ma diagonal de Z × Z par (f1, f2)), on voit que I est
contenu dans Ker(g∗)].
b) On doit montrer que pour tout espace annele´ Z, le diagramme suivant d’appli-
cations
Hom(S,Z) // Hom(S′, Z) //// Hom(S′′, Z)
est exact, et qu’il en est de meˆme lorsque Z est un espace annele´ en anneaux lo-
caux et qu’on se borne aux homomorphismes d’espaces annele´s en anneaux locaux.
Comme on sait de´ja` par a) que la premie`re application est injective, il reste a` voir
que si f ′ : S′ → Z est un homomorphisme d’espaces annele´s tel que f ′p1 = f ′p2,
alors f ′ est de la forme fg, ou` f : S → Z est un homomorphisme d’espaces annele´s.212
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Comme g est surjectif, il est alors e´vident que si f ′ est un morphisme d’espaces annele´s
en anneaux locaux, il en sera de meˆme pour f .
De l’hypothe`se sur f ′ re´sulte que l’application ensembliste sous-jacente f ′0 est con-
stante sur les fibres de l’application g0, donc comme cette dernie`re est surjective, f
′
0
se factorise de fac¸on unique en f ′0 = f0g0, ou` f0 : S → Z est une application, ne´ces-
sairement continue puisque g0 identifie S a` un espace topologique quotient de S
′.
Conside´rons maintenant l’homomorphisme
f−10 (OZ) −→ g∗(OS′)
de´duit de l’homomorphisme (f0g0)
−1(OZ) → OS′ correspondant a` f
′. L’hy-
pothe`se f ′p1 = f
′p2 s’interpre`te alors en disant que les compose´s de l’homomorphisme
pre´ce´dent avec les deux homomorphismes g∗(OS′)
//
// h∗(OS′′ ) sont les meˆmes donc
d’apre`s l’hypothe`se b) il se factorise par un morphisme
f−10 (OZ) −→ OS .
Ce dernier de´finit un morphisme d’espaces annele´s f : S → Z, qui est le morphisme
cherche´.
Théorème 5.2. — Soit F la cate´gorie fibre´e des fle`ches dans la cate´gorie Sch des
pre´sche´mas (VI 11.a). Alors tout morphisme g : S′ → S fide`lement plat et quasi-
compact est un morphisme de F -descente (ou encore, comme on dit, un morphisme
de descente dans Sch).
Cela signifie donc ceci : soit S′′ = S′ ×S S′, et pour deux pre´sche´mas X,Y sur S,
conside´rons leurs images inversesX ′, Y ′ sur S′ et leurs images inversesX ′′, Y ′′ sur S′′,
d’ou` un diagramme d’applications
HomS(X,Y ) // HomS′(X
′, Y ′) //// HomS′′(X
′′, Y ′′) ;
ces notations pose´es, 5.2 signifie que ce diagramme est exact. On notera qu’il n’est 213
pas vrai en ge´ne´ral que g soit un morphisme de descente effective, i.e. que pour tout
pre´sche´ma X ′ sur S′, toute donne´e de descente sur X ′ relativement a` g : S′ → S soit
effective. La question de l’effectivite´, souvent de´licate, sera examine´e au No 7.
On a vu [D], (compte tenu que dans Sch les produits fibre´s existent) que
l’e´nonce´ 5.2 e´quivaut au suivant :
Corollaire 5.3. — Un morphisme fide`lement plat et quasi-compact de pre´sche´mas est
un e´pimorphisme effectif universel.
Comme un morphisme fide`lement plat et quasi-compact reste tel par toute ex-
tension de la base, on est ramene´ a` prouver que c’est un e´pimorphisme effectif. On
applique alors le crite`re 5.1 b), qui donne le re´sultat voulu, compte tenu de 4.3 et 1.7.
Corollaire 5.4. — Soit g : S′ → S un morphisme fide`lement plat et quasi-compact,
f : X → Y un S-morphisme, f ′ : X ′ → Y ′ le S′-morphisme qui s’en de´duit par le
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changement de base S′ → S. Pour que f soit un isomorphisme, il faut et il suffit
que f ′ le soit.
En effet, si f ′ est un isomorphisme, c’est aussi un isomorphisme pour les structures
de descente naturelles sur X ′, Y ′, et comme le foncteur X 7→ X ′ de Sch/S dans la
cate´gorie des pre´sche´mas sur S′ munis d’une donne´e de descente relativement a` g est
pleinement fide`le par 5.2, la conclusion voulue apparaˆıt.
Corollaire 5.5. — Sous les conditions de 5.4, pour que f soit une immersion ferme´e
(resp. une immersion ouverte, resp. une immersion quasi-compacte) il faut et suffit
que f ′ le soit.
On peut supposer comme d’habitude Y = S, et il y a a` prouver seulement le « il
suffit ». Notons que le fait que X ′/Y ′ soit muni d’une donne´e de descente relativement
a` g : Y ′ → Y , et que le morphisme structural f ′ : X ′ → Y ′ soit une immersion donc un
monomorphisme, implique que les deux sous-objets de Y ′′ images inverses de X ′/Y ′214
par l’une et l’autre projection de S′′ dans S′ sont les meˆmes. Si f ′ est une immersion
ferme´e, il en re´sulte en vertu de 1.9 qu’il existe un sous-pre´sche´ma ferme´ X1 de Y
dont l’image inverse par g : Y ′ → Y est X ′. Donc par l’unicite´ de la solution d’un
proble`me de descente relativement a` un morphisme de F -descente, il re´sulte que X1
est Y -isomorphe a` X , donc f : X → Y est une immersion ferme´e. On proce`de de
meˆme pour une immersion ouverte, en utilisant 4.4. Si enfin f ′ est une immersion
quasi-compacte, f est quasi-compact en vertu de 3.3, donc on peut appliquer a` la
partie f(X) de Y le crite`re 4.5, qui prouve que f(X) est localement ferme´ puisque
son image inverse f ′(X ′) dans Y ′ l’est. Remplac¸ant alors Y par une partie ouverte
dans laquelle f(X) soit ferme´e, on est ramene´ au cas ou` f ′ est une immersion ferme´e,
donc f l’est en vertu de ce qui pre´ce`de.
Corollaire 5.6. — Sous les conditions de 5.4, pour que f soit affine, il faut et il suffit
que f ′ le soit.
On proce`de comme dans 5.5, en utilisant 2.1 (On peut aussi utiliser le crite`re
cohomologique de Serre [EGA II 5.2], qui de´montre 5.6 sans utiliser de technique de
descente).
Corollaire 5.7. — Sous les conditions de 5.4, pour que f soit entier (resp. fini, resp.
fini et localement libre) il faut et il suffit que f ′ le soit.
Il y a a` prouver seulement le « il suffit », et comme d’habitude on peut sup-
poser Y = S, Y affine, et Y ′ affine. Comme l’hypothe`se implique que f ′ est
affine, il en est de meˆme de f d’apre`s 5.6, donc X et par suite X ′ sont affines.
Soient A,A′, B,B′ = B ⊗A A′ les anneaux de Y, Y ′, X,X ′. On a B = lim−→i
Bi, ou` Bi
parcourt les sous-A-alge`bres de B qui sont de type fini sur A, d’ou` B′ = lim
−→i
B′i, ou`
les B′i sont des sous-alge`bres de type fini de la A
′-alge`bre B′. Si B′ est entier sur A′,
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les B′i sont des modules de type fini sur A
′, donc A′ e´tant fide`lement plat sur A, les Bi
sont des modules de type fini sur A, i.e. B est entier sur A. On voit de meˆme que
si B′ est fini sur A′, B l’est sur A. Meˆme conclusion pour « localement libre de type
fini », cf. 1.11.
Corollaire 5.8. — Sous les conditions de 5.4, supposons f quasi-compact et soient L 215
un Module inversible sur X, et L ′ son image inverse sur X ′. Pour que L soit ample
(resp. tre`s ample) relativement a` f , il faut et il suffit que L ′ soit ample (resp. tre`s
ample) relativement a` f ′.
Il y a a` prouver seulement le « il suffit ». L’hypothe`se sur L implique en tous
cas que f ′ est se´pare´, donc f est se´pare´ par 4.8, et comme f est quasi-compact,
et g : Y ′ → Y est plat, le calcul des images directes par recouvrements affines montre
qu’on a des isomorphismes
g∗(f∗(L
⊗n))
∼
−→ f ′∗(L
′⊗n)
pour tout entier n, donc on a un isomorphisme
g∗(S )
∼
−→ S ′,
ou` S (resp. S ′) de´signe l’Alge`bre gradue´e quasi-cohe´rente sur Y (resp. sur Y ′)
somme directe des f∗(L⊗n) (resp. des f ′∗(L
′⊗n)) pour n > 0. Notons que pour
tout n > 0, le conoyau de l’homomorphisme canonique f ′∗(S ′n) → L
′⊗n est l’im-
age inverse par X ′ → X du conoyau de f∗(Sn) → L ⊗n, donc son support Z ′n est
l’image inverse du support Zn. Si L
′ est ample l’intersection des Z ′n est vide, donc
comme X ′ → X est surjectif, l’intersection des Zn est vide, i.e. on a un morphisme
canonique
j : X −→ Proj(S )
(EGA II 3). D’ailleurs, le morphisme analogue
j′ : X ′ −→ Proj(S ′)
n’est autre que celui qui est de´duit du pre´ce´dent par le changement de base Y ′ → Y
(loc. cit. ). Ceci pose´, dire que L ′ est ample relativement a` f ′ signifie que j′ est une
immersion, d’ailleurs ne´cessairement quasi-compacte puisque f ′ est quasi-compact.
Donc en vertu de 5.5 j est une immersion, i.e. L est ample relativement a` f . —
On proce`de de fac¸on toute analogue dans le cas de « tre`s ample », en se bornant 216
ci-dessus a` n = 1, et en remplac¸ant la conside´ration de Proj(S ) par celle du fibre´
projectif P(S1) associe´ a` S1.
Rappelons (EGA II 5.1.1) qu’un morphisme quasi-compact f est dit quasi-affine
si pour tout ouvert affine U dans Y , f−1(U) est un pre´sche´ma isomorphe a` un sous-
sche´ma ouvert d’un sche´ma affine. On montre (loc. cit. ) qu’il revient au meˆme de dire
que OX est ample (ou aussi : tre`s ample) relativement a` f . Donc 5.8 implique :
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Corollaire 5.9. — Sous les conditions de 5.4, et supposant f quasi-compact, pour que f
soit quasi-affine, il faut et il suffit que f ′ le soit.
Remarques 5.10. — L’exemple de varie´te´ non projective de Hironaka montre qu’on
peut avoir un morphisme propre f : X → Y de varie´te´s alge´briques non singulie`res
(avec Y projective), tel que Y soit re´union de deux ouverts Yi tels que Xi = X ×Y Yi
soit projectif sur Yi, mais f n’e´tant pas projectif. Donc posant Y
′ = Y1 ∐ Y2, Y ′ est
fide`lement plat et quasi-compact (et meˆme quasi-fini) sur Y , f ′ : X ′ → Y ′ est projectif,
mais f n’est pas projectif. Il faut donc faire attention que pour appliquer 5.8, et de´duire
du fait que f ′ est projectif la meˆme conclusion sur f , il faut disposer de´ja` sur X ′ d’un
Module inversible L ′ ample pour f ′, muni d’une donne´e de descente relativement
a` X ′ → X , (ce qui permet de conside´rer L ′ comme l’image inverse d’un Module
inversible L sur X , qui sera alors ample pour f graˆce a` 5.8). Lorsque g : S′ → S est
fini et localement libre, voir cependant 7.7.
6. Application aux morphismes finis et quasi-finis(3)
Nous allons de´montrer les deux the´ore`mes suivants :
Théorème 6.1. — Soit f : X → Y un morphisme propre a` fibres finies, avec Y locale-
ment noethe´rien. Alors f est fini.
Théorème 6.2. — Soit f : X → Y un morphisme quasi-fini et se´pare´, avec Y locale-
ment noethe´rien. Alors f est quasi-affine, et a fortiori quasi-projectif.
Remarques 6.3. — Le the´ore`me 6.1 est bien connu, et duˆ a` Chevalley dans le cas217
de varie´te´s alge´briques ; on en trouvera aussi une de´monstration simple dans [EGA
III 4], utilisant le « the´ore`me des fonctions holomorphes ». La de´monstration donne´e
ici n’utilise pas ce dernier the´ore`me, mais par contre la the´orie de descente ; nous
la donnons comme prime au lecteur, car on l’a « pour rien » en meˆme temps que
celle de 6.2. Rappelons aussi ([EGA III 4] ou [1]) que la forme globale du « Main
Theorem » de Zariski, de´duit du « the´ore`me des fonctions holomorphes », affirme que
si f : X → Y est quasi-fini et quasi-projectif, Y e´tant noethe´rien, alors X est Y -
isomorphe a` un sous-pre´sche´ma ouvert d’un Y -pre´sche´ma fini Z. La conjonction du
« Main Theorem » et de 6.2 s’e´nonce donc ainsi :
Corollaire 6.4. — Soit f : X → Y un morphisme quasi-fini et se´pare´, avec Y
noethe´rien. Alors X est Y -isomorphe a` un sous-pre´sche´ma ouvert d’un Y -pre´sche´ma
fini Z.
(3)Cf. EGA IV 18.12 pour des ge´ne´ralisations a` des pre´sche´mas non ne´cessairement localement
noethe´riens
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Une autre conse´quence inte´ressante de 6.2 pour la the´orie de la descente sera donne´e
avec 7.9.
De´monstration de 6.1 et 6.2. — Nous admettrons le fait suivant, dont la de´monstra-
tion est facile(4) :
Lemme 6.5. — Soit X un pre´sche´ma de type fini sur Y localement noethe´rien, et
soit y ∈ Y . Pour qu’il existe un voisinage ouvert U de y tel que X |U soit fini (resp.
quasi-affine, resp. ...) sur U , il faut et il suffit que X ×Y Spec(Oy) soit fini (resp.
quasi-affine, resp. ...) sur Spec(Oy).
Comme d’autre part la proprie´te´ pour f : X → Y d’eˆtre fini, resp. quasi-affine, est
locale sur Y , on est ramene´ pour prouver 6.1 et 6.2 au cas ou` Y est le spectre d’un
anneau local, et est a fortiori de dimension finie. (N.B. on appelle dimension d’un
pre´sche´ma Y le sup des dimensions de Krull de ses anneaux locaux). Nous proce´dons
par re´currence sur
n = dim(Y ),
l’assertion e´tant triviale pour n < 0. Nous pouvons donc supposer n > 0, et l’asser- 218
tion de´montre´e pour les dimensions n′ < n. On peut a` nouveau supposer que Y
est le spectre d’un anneau local noethe´rien A, de dimension n. Notons que les hy-
pothe`ses faites dans 6.1 et 6.2 sont stables par changement de base (on s’en est
de´ja` servi dans la re´duction du de´but), elles resteront vraies apre`s le changement
de base Spec(Â)→ Spec(A). Comme ce dernier est fide`lement plat et quasi-compact,
les e´nonce´s 5.7 et 5.9 nous rame`nent au cas ou` A est de plus complet. Utilisant alors
le fait que tout anneau local noethe´rien B sur A quasi-fini sur A est fini sur A, et le
fait que X est se´pare´ sur Y et la fibre de y est forme´e de points isole´s, on trouve une
de´composition
X = X ′ ∐X ′′
ou` X ′ est fini sur Y , et ou` la fibre de X ′′ en y est vide. Si X est propre sur Y , il en
est de meˆme de X ′′, donc son image dans Y est ferme´e, et comme elle ne contient
pas y, elle est vide, donc X ′′ = ∅ donc X = X ′, ce qui montre que X est fini sur Y et
de´montre 6.1 (N.B. l’hypothe`se de re´currence est ici inutile). Si X est quasi-fini sur Y ,
X ′′ l’est aussi, or X ′′ se trouve en fait sur l’ouvert Y −{y} de Y , qui est de dimension
< n. En vertu de l’hypothe`se de re´currence, X ′′ est quasi-affine sur Y − {y}, donc
aussi sur Y , il en est e´videmment de meˆme de X ′, donc aussi de leur somme X , ce
qui prouve 6.2.
Remarque 6.6. — Les the´ore`mes 6.1 et 6.2 restent valables si on ne suppose plus Y
localement noethe´rien, a` condition de spe´cifier que l’on suppose f de pre´sentation finie
(cf. 3.6). En effet, on peut encore supposer Y affine, et alors on ve´rifie sans difficulte´
(4)Cf. EGA IV 8
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que la situation f : X → Y est de´duite, par un changement de base Y → Y0, d’une sit-
uation f0 : X0 → Y0 satisfaisant les meˆmes hypothe`ses que f , avec Y0 noethe´rien. Donc
d’apre`s le re´sultat 6.1 resp. 6.2, f0 est fini resp. quasi-affine, donc il en est de meˆme
de f . Ce genre de raisonnement est souvent utile pour se de´barrasser d’hypothe`ses
noethe´riennes, (qui finissent toujours par eˆtre geˆnantes dans les applications).219
7. Crite`res d’effectivite´ pour une donne´e de descente
Conside´rons comme d’habitude un morphisme de pre´sche´mas
g : S′ −→ S
et un S′-pre´sche´ma X ′. Conforme´ment aux faits ge´ne´raux VII, 9(5), la donne´e d’une
donne´e de descente sur X ′, relativement a` g, est e´quivalente a` la donne´e d’un couple
d’e´quivalence [3] :
q1, q2 : X
′′ // // X ′
tel que le morphisme structural X ′ → S′ soit compatible avec ce couple et le couple
d’e´quivalence
p1, p2 : S
′′ = S′ ×S S′
//
// S′
de´fini par g, et tel que les deux carre´s (ou l’un des deux, cela revient au meˆme par
raison de syme´trie) extraits du diagramme correspondant
X ′

X ′′oo
oo

S′ S′′oo
oo
(en utilisant soit p1, q1, soit p2, q2), soit carte´sien. Une solution du proble`me de de-
scente pose´ par cette donne´e de descente, i.e. un objet X sur S muni d’un isomor-
phisme X×SS′
∼
←− X ′ compatible avec les donne´es de descente, e´quivaut a` la donne´e
d’un carre´ carte´sien
X

X ′
hoo

S S′
g
oo
satisfaisant hq1 = hq2.
Comme l’ensemble des morphismes fide`lement plats et quasi-compacts est stable220
par changement de base, et qu’un morphisme fide`lement plat et quasi-compact est un
e´pimorphisme effectif en vertu de 5.3, il re´sulte de la the´orie ge´ne´rale [D] :
(5)n’existe pas ; voir expose´ 212 du Se´minaire Bourbaki (1962)
7. CRITE`RES D’EFFECTIVITE´ POUR UNE DONNE´E DE DESCENTE 171
Proposition 7.1. — Supposons g : S′ → S fide`lement plat et quasi-compact. Pour
qu’une donne´e de descente sur X ′ relativement a` g soit effective, il faut et il suf-
fit que la relation d’e´quivalence R = (q1, q2) qu’elle de´finit soit effective (i.e. le quo-
tient X ′/R existe et X ′′ devient le carre´ fibre´ de X ′ sur X ′/R), et que le morphisme
canonique X ′ → X ′/R soit fide`lement plat et quasi-compact.
Ainsi la question de l’effectivite´ d’une donne´e de descente est un cas particulier
de la question d’effectivite´ d’un graphe d’e´quivalence, et divers crite`res d’effectivite´
donne´s dans ce nume´ro peuvent s’obtenir de cette fac¸on. Ne´anmoins on dispose dans le
contexte de la descente du the´ore`me 2.1, qui implique que si X ′ est affine sur S′, toute
donne´e de descente sur X ′ relativement a` g est effective, e´nonce´ qui n’a pas d’analogue
pour le passage au quotient par un graphe d’e´quivalence plat ge´ne´ral. Tous les crite`res
d’effectivite´ que nous donnons ici peuvent aussi eˆtre conside´re´s comme de´duits du
pre´ce´dent.
Soit U ′ un sous-pre´sche´ma de X ′ (ou plus ge´ne´ralement un sous-objet de X ′ dans
la cate´gorie Sch) ; on dit que U ′ est stable par la donne´e de descente sur X ′, si on peut
trouver sur U ′ une donne´e de descente relativement a` g, telle que l’immersion U ′ → X ′
soit compatible avec les donne´es de descente. Cela signifie aussi que les images inverses
de U ′ dans X ′′ par q1 et q2 sont les meˆmes (ou aussi, comme on dit, que U
′ est stable
par la relation d’e´quivalence R), et bien entendu la donne´e de descente en question
sur U ′ est alors unique, et dite donne´e de descente induite par celle de X ′. Ceci pose´ :
Proposition 7.2. — Soit (X ′i) un recouvrement de X ′ par des ouverts X ′i stables par la 221
donne´e de descente. Pour que la donne´e de descente sur X ′ soit effective, il faut et il
suffit qu’il en soit de meˆme des donne´es de descente induites dans les X ′i.
C’est la` une conse´quence facile de 7.1 par exemple, et le de´tail de la de´monstration
est laisse´ au lecteur.
Corollaire 7.3. — Soit (Si) un recouvrement ouvert de S, et pour tout i soient S′i et X ′i
de´duits de S′ et X ′ par le changement de base Si → S. Pour que la donne´e de descente
sur X ′ soit effective, il faut et il suffit que, pour tout i, la donne´e de descente sur X ′i
relativement a` gi : S
′
i → Si soit effective.
Ce crite`re nous rame`ne toujours pratiquement au cas ou` S est affine. Dans le cas
ou` S′ est e´galement affine, ce qui est le cas le plus fre´quent dans les applications, on a :
Corollaire 7.4. — Supposons S et S′ affines. Pour que la donne´e de descente sur X ′
soit effective, il faut et il suffit que X ′ soit re´union d’ouverts X ′i affines et stables par
la donne´e de descente.
La suffisance provient de 7.2 et du fait que si X ′i est affine, il est affine sur S
′ et
on peut appliquer 2.1. Pour la ne´cessite´, on note que si X ′ provient de X , et si X est
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recouvert par des ouverts affines Xi, alors les X
′
i = Xi ×S S
′ sont des ouverts affines
stables par les donne´es de descente et recouvrant X ′.
Corollaire 7.5. — Soit g : S′ → S un morphisme fide`lement plat, quasi-compact et
radiciel. Alors g est un morphisme de descente effective, i.e. pour tout X ′ sur S′,
toute donne´e de descente sur X ′ relativement a` g : S′ → S est effective.
En effet, en vertu de 7.3 on peut supposer S affine, donc comme S′ est radiciel sur S
donc se´pare´, S′ est se´pare´. D’ailleurs pour tout x′ ∈ X ′, la fibre R(x′) = q2(q
−1
1 (x
′))
de la relation d’e´quivalence ensembliste de´finie par la relation d’e´quivalence R est222
re´duite a` un point, car g e´tant radiciel, il en est de meˆme de p1, p2 qui s’en de´duisent
par changement de base S′ → S, donc aussi de q1, q2 qui se de´duisent des pre´ce´dents
par changement de base X ′ → S′′. Donc tout ouvert de X ′ est stable par la donne´e
de descente. Recouvrons alors X ′ par des ouverts affines X ′i, ils sont affines sur S
puisque S′ est se´pare´, donc la donne´e de descente induite est effective par 2.1. On
conclut alors par 7.2.
On notera que 7.5 donne le seul cas connu d’un morphisme de descente effective
dans la cate´gorie des pre´sche´mas, et c’est probablement le seul cas en effet, meˆme en
se limitant aux sche´mas noethe´riens, ou aux sche´mas de type fini sur un corps.
Lorsqu’on suppose S localement noethe´rien et S′ de type fini sur S, l’e´nonce´ 7.5
est aussi un cas particulier du suivant (qui ge´ne´ralise la descente galoisienne de Weil
et la descente inse´parable de Cartier) :
Corollaire 7.6. — Soit g : S′ → S un morphisme fini localement libre (i.e. de´fini par
une Alge`bre sur S qui est un module localement libre de type fini) et surjectif (donc g
est fide`lement plat et quasi-compact, donc un morphisme de descente). Soit X ′ un S′-
pre´sche´ma muni d’une donne´e de descente. Pour que cette donne´e soit effective, il
faut et il suffit que pour tout x′ ∈ X ′, la fibre R(x′) = q2(q
−1
1 (x
′)) soit contenue dans
un ouvert affine (condition automatiquement ve´rifie´e si X ′ est quasi-projectif sur S′).
La remarque entre parenthe`ses provient du fait que si s est le point de S au-dessous
de x′, alors R(x′) est fini et contenu dans la fibre X ′s, d’autre part comme X
′ est quasi-
projectif sur S′ et S′ est fini sur S, X ′ est quasi-projectif sur S, ce qui implique qu’une
fibre de X ′ sur S est contenue dans un ouvert affine.
Comme toute partie finie d’un sche´ma affine admet un syste`me fondamental de
voisinages affines, on voit qu’on ne perd pas l’hypothe`se en se restreignant au-dessus
d’un ouvert affine de S, ce qui en vertu de 7.3 nous rame`ne au cas ou` S est affine. En
vertu de 7.4, on est ramene´ a` montrer que x′ est contenu dans un ouvert affine stable223
par la donne´e de descente. Soit en effet U un ouvert affine contenant R(x′), alors le
sature´
R(X ′ − U) = q2(q
−1
1 (X
′ − U))
ne rencontre pas R(x′), d’autre part comme q2 est fini (car g donc p2 l’est) donc
ferme´, le deuxie`me membre est une partie ferme´e de X ′. Soit U ′ son comple´mentaire
7. CRITE`RES D’EFFECTIVITE´ POUR UNE DONNE´E DE DESCENTE 173
dans X ′, c’est donc un ouvert sature´ et on a
R(x′) ⊂ U ′ ⊂ U
avec U affine, mais U ′ pas affine a priori. Comme une partie finie R(x′) dans un
sche´ma affine U a un syste`me fondamental de voisinages affines de la forme Uf , on
voit, remplac¸ant f par sa restriction a` U ′, qu’il existe une section f de OU telle que :
R(x′) ⊂ U ′f , U
′
f est affine.
Soit alors U ′′ = q−11 (U
′) = q−12 (U
′), de´signons encore par q1, q2 les morphismes in-
duits U ′′ → U ′, et conside´rons
f ′ = Nq2(q
∗
1(f)),
ou` Nq2 de´signe la norme relativement au morphisme fini localement libre q2 : U
′′ → U ′.
La compatibilite´ de la formation de la norme avec le changement de base implique
facilement que f ′ est une section invariante :
q∗1(f
′) = q∗2(f
′)
ce qui implique que U ′f ′ est un ouvert sature´ de U
′. De fac¸on plus pre´cise d’ailleurs,
de´signant par Z(f ′) l’ensemble des ze´ros d’une section f ′, on trouve en vertu des
proprie´te´s des normes :
Z(f ′) = q2(Z(q
∗
1(f))) = q2(q
∗
1(Z(f))) = R(U
′ − U ′f),
ce qui implique que U ′f ′ = U
′ − Z(f ′) est sature´, contient R(x′), et est contenu 224
dans U ′f . Comme ce dernier est affine, il s’ensuit que U
′
f ′ l’est aussi (car e´gal a` (U
′
f )f ′′ ,
avec f ′′ = f ′|U ′f ′). C’est donc un ouvert affine sature´ contenant R(x
′) donc x′, ce qui
ache`ve la de´monstration.
On notera que ce raisonnement s’applique chaque fois qu’on a une relation d’e´quiv-
alence (ou meˆme seulement de pre´e´quivalence, cf. [3]) dans un pre´sche´ma X ′, fini et
localement libre et d’ailleurs 7.6 est aussi un cas particulier du re´sultat analogue pour
les pre´e´quivalences finies et localement libres, cf. loc. cit. Meˆme remarque pour 7.7
ci-dessous.
On peut aussi, une fois obtenue l’existence d’un ouvert quasi-affine sature´ U ′ con-
tenant x′, faire appel a` 7.9 et 7.2 ce qui e´vite le recours aux normes.
Notons d’ailleurs que sous les conditions de 7.6, si la donne´e de descente sur X ′ est
effective, X ′ provenant de X sur S, alors le morphisme X ′ → X est fini, localement
libre et surjectif, car de´duit de g par le changement de baseX → S. Il s’ensuit (EGA II
6.6.4) que si X ′ est quasi-projectif sur S′ donc sur S, alorsX est quasi-projectif sur S,
(un faisceau inversible relativement ample sur X e´tant obtenu en prenant la norme
d’un faisceau inversible sur X ′ relativement ample sur S, ou sur S′, cela revient au
meˆme). On obtient ainsi :
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Corollaire 7.7. — Un morphisme g : S′ → S fini localement libre et surjectif est
un morphisme de descente effective pour la cate´gorie fibre´e des pre´sche´mas quasi-
projectifs sur d’autres, i.e. pour tout X ′ quasi-projectif sur S′, toute donne´e de de-
scente sur X ′ relativement a` g est effective, et le S-pre´sche´ma descendu X est quasi-
projectif sur S.
Proposition 7.8. — Soit g : S′ → S un morphisme fide`lement plat et quasi-compact.
Alors g est un morphisme de descente effective pour la cate´gorie fibre´e des pre´sche´-
mas Z quasi-compacts sur un pre´sche´ma T , munis d’un faisceau inversible ample
relativement a` T . En particulier, pour tout pre´sche´ma X ′ sur S′, muni d’une donne´e225
de descente relativement a` g : S′ → S, et tout faisceau inversible L ′ sur X ′ am-
ple relativement a` S′, muni e´galement d’une donne´e de descente relativement a` celle
donne´e sur X ′, (i.e. muni d’un isomorphisme de q∗1(L
′) avec q∗2(L
′), satisfaisant la
condition de transitivite´ habituelle), la donne´e de descente sur X ′ est effective, et le
faisceau inversible L sur le pre´sche´ma descendu X, de´duit de L ′ par descente, est
ample relativement a` S.
La de´monstration est toute analogue a` celle de 5.8, en notant que sur l’Alge`bre
gradue´e quasi-cohe´rente S ′ sur S′ de´finie par L ′, il y a une donne´e de descente, per-
mettant de construire une Alge`bre gradue´e quasi-cohe´rente S sur S graˆce a` 1.1 d’ou`
un P = Proj(S ) sur S tel que P ′ = Proj(S ′) s’identifie avec sa donne´e de descente
a` P ×S S′. Comme par hypothe`se X ′ s’identifie a` un ouvert de P ′, ne´cessairement
stable par la donne´e de descente sur P ′, la donne´e de descente sur X ′ est e´galement
effective, et on obtient le pre´sche´ma descendu comme un ouvert dans P . Le de´tail est
laisse´ au lecteur. — En particulier, faisant L ′ = OX′ , on trouve :
Corollaire 7.9. — Soit g : S′ → S un morphisme fide`lement plat et quasi-compact, et
soit X ′ un pre´sche´ma quasi-affine au-dessus de S′, alors toute donne´e de descente
sur X ′ relativement a` g est effective, et le pre´sche´ma descendu X est quasi-affine
sur S.
En vertu de 6.2, ce re´sultat s’applique en particulier si S′ est localement noethe´rien
et X ′ est quasi-fini et se´pare´ sur S′, plus ge´ne´ralement si S′ est quelconque et X ′ est
de pre´sentation finie, quasi-fini et se´pare´ sur S′ (cf. 6.6).
Remarques 7.10. — Les re´sultats donne´s dans ce nume´ro e´puisent les crite`res actuelle-
ment connus d’effectivite´, et probablement meˆme les crite`res utiles existants(6). On
notera les contre-exemples suivants a` l’appui de cette assertion :
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(6)Cette opinion s’est trouve´e partiellement errone´e, voir p. ex. J.P.Murre, Se´m. Bourbaki 294
(Appendix), Mai 1965, et des re´sultats spe´ciaux (notamment de Ne´ron et Raynaud). Pour la de-
scente des sche´mas en groupes ; cf. M. Raynaud, the`se (1968).
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(i) Si S est le spectre d’un corps, et S′ est le spectre d’une extension quadratique
galoisienne, on peut trouver un X ′ sur S′ propre et lisse sur S′, de dimension 3, muni
d’une donne´e de descente qui n’est pas effective (Serre).
(ii) On peut trouver un S spectre d’un anneau local re´gulier de dimension 3 (si on
veut, l’anneau local d’un sche´ma alge´brique sur un corps de caracte´ristique donne´e),
un T reveˆtement principal de S de groupe Z/2Z, tel que, si t de´signe l’un des points
de T au-dessus du point ferme´ s de S, et S′ = T −s, on puisse trouver un X ′ projectif
sur S′, re´gulier, muni d’une donne´e de descente relativement a` g : S′ → S, cette donne´e
de descente n’e´tant pas effective.
On utilise pour ces constructions l’exemple de Hironaka de varie´te´s non projectives.
Pour (i), il suffit d’utiliser le fait qu’on peut trouver au-dessus de k un sche´ma propre
et lisse X0 de dimension 3, sur lequel G = Z/2Z ope`re sans inertie, et dans lequel
il existe deux points a, b rationnels sur S, congrus sous G, qui ne sont pas contenus
dans un ouvert affine. On pose alors X ′ = X0×k k′, on fait ope´rer G sur X ′ graˆce aux
ope´rations de G sur les deux facteurs, ce qui donne une donne´e de descente sur X ′
relativement a` g : Spec(k′) → Spec(k). Au-dessus de a resp. b, il y a exactement un
point a′ resp. b′, (a` extension re´siduelle quadratique), et a′ et b′ sont congrus sous G,
puisque X ′ → X0 est compatible avec les ope´rations de G. Alors a′ et b′ ne peuvent
eˆtre contenus dans un ouvert affine, soit U ′, car alors U = X0 − Im(X ′ − U ′) serait
un ouvert de X0 contenant (a, b) et dont l’image inverse dans X
′ serait contenue
dans U ′, donc quasi-affine, donc U serait quasi-affine, et par suite (a, b) aurait un
voisinage affine dans U .
Pour (ii), on utilise le fait que dans l’exemple de Hironaka, X0 est obtenu
comme pre´sche´ma propre au-dessus d’un k-sche´ma projectif Y , lisse sur k (le mor-
phisme f : X0 → Y e´tant d’ailleurs birationnel, mais peu importe), le groupe G
ope´rant e´galement sur Y de fac¸on compatible avec ses ope´rations sur X0, enfin
posant S′ = Y − f(b), X ′ = X0|S
′, X ′ est projectif sur S′. Alors X0 est muni d’une
donne´e de descente naturelle relative au morphisme canonique Y → S = Y/G, graˆce 227
aux ope´rations de G sur X0 compatibles avec ses ope´rations sur Y . Cette donne´e de
descente n’est pas effective, puisque (a, b) n’est pas contenu dans un ouvert affine. La
donne´ de descente induite sur X ′ relativement a` g : S′ → S n’est alors pas effective,
comme on ve´rifie facilement.
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1. Rappels sur les morphismes e´tales
Nous allons ici passer en revue les proprie´te´s des morphismes e´tales (de´veloppe´s
dans I) qui vont nous servir, en profitant de cette occasion pour e´liminer de la the´orie
les hypothe`ses noethe´riennes superflues. Le lecteur notera que meˆme si on ne s’in-
te´resse qu’aux sche´mas noethe´riens, la technique de descente conduit a` introduire des
sche´mas non noethe´riens (tels que Spec(Â⊗AÂ), ou` A est un anneau local noethe´rien),
et pour pouvoir appliquer le langage des cate´gories fibre´es, il importe de de´finir les
notions telles que morphisme e´tale etc., sans y introduire de restriction noethe´rienne.
Le lecteur qui re´pugnerait a` ve´rifier ou a` admettre que les e´nonce´s ci-dessous sont
vrais sans hypothe`ses noethe´riennes, pourra se contenter de les admettre sous les hy-
pothe`ses noethe´riennes de I, a` condition d’introduire ces meˆmes hypothe`ses noethe´ri-
ennes dans les e´nonce´s des nume´ros suivants, et d’utiliser la de´finition 1.1 ci-dessous
pour les sche´mas non noethe´riens qui s’introduisent dans les raisonnements.
Définition 1.1. — Soient f : X → S un morphisme de pre´sche´mas, et x un point de X .
On dit que f est e´tale en x, ou queX est e´tale sur S en x, s’il existe un voisinage ouvert
affine U de s = f(x), un voisinage ouvert affine V de x au-dessus de U , un sche´ma
noethe´rien affine U0, un U0-sche´ma e´tale (I) et affine V0, un morphisme U → U0, et
un U -isomorphisme
V
∼
−→ V0 ×U0 U.
On notera que lorsque S est localement noethe´rien, cette terminologie co¨ıncide 229
avec celle de loc. cit. On dira de meˆme que f est e´tale, ou que X est e´tale sur S,
si f est e´tale en tout point x de X . Avec ces de´finitions, les propositions ci-dessous se
rame`nent sans difficulte´ au cas noethe´rien, ou` elles sont de´montre´es dans I No 4, 5, 7.
Pour des de´tails, le lecteur pourra consulter EGA IV(1).
(1)De fac¸on pre´cise, EGA IV 17, 18.
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Remarques 1.2. — Si f est e´tale en x, alors f est « de pre´sentation finie en x »
(VIII 3.5), l’anneau local de x dans la fibre f−1(s) est une extension finie se´para-
ble de k(s), enfin f est plat en x. On peut montrer que la re´ciproque est vraie, donc
que la de´finition 1.1 est la meˆme que dans le cas ou` S est localement noethe´rien, sauf
qu’il faut remplacer la condition « de type fini en x » par « de pre´sentation finie en x ».
Comme ce re´sultat est de de´monstration de´licate, nous n’avons pas voulu ici donner
cette de´finition de la notion de morphisme e´tale, qui ne se preˆte pas directement a` la
de´monstration des proprie´te´s qui vont suivre.
Notons d’abord qu’on a trivialement :
Proposition 1.3. — Si f : X → S est e´tale, alors tout morphisme f ′ : X ′ → S′ qui s’en
de´duit par changement de base S′ → S est e´galement e´tale.
On peut donc dire que les morphismes e´tales forment une sous-cate´gorie fibre´e de
la cate´gorie des fle`ches dans Sch (cf. VI 11 a)). L’objet du pre´sent expose´ est l’e´tude
des proprie´te´s d’exactitude de cette cate´gorie fibre´e sur Sch.
Proposition 1.4. — Soit f : X → S un morphisme de pre´sche´mas. Pour que ce soit
une immersion ouverte, il faut et il suffit qu’il soit e´tale et radiciel.
Cf. I 5.1. On en conclut que si X est e´tale sur S, toute section de X sur S est une
immersion ouverte, donc, utilisant encore 1.4, on trouve :
Corollaire 1.5. — Soit X un S-pre´sche´ma e´tale. Alors il y a une correspondance biu-
nivoque entre l’ensemble des sections de X sur S, et l’ensemble des parties ouvertes Γ230
de X telles que le morphisme Γ→ S induit par le morphisme structural soit radiciel
et surjectif.
Si d’ailleurs X est se´pare´ sur S, Γ sera une partie de X a` la fois ouverte et ferme´e,
mais peu importe. — Faisant un changement de base e´vident, on peut mettre 1.5 sous
la forme en apparence plus ge´ne´rale :
Corollaire 1.6. — Soient X et Y deux S-pre´sche´mas, Y e´tant e´tale sur S. Alors l’ap-
plication f 7→ Γf qui associe a` tout S-morphisme f de X dans Y la partie de X×S Y
sous-jacente au graphe de f , est une bijection de HomS(X,Y ) sur l’ensemble des par-
ties ouvertes de Γ de X ×S Y telles que le morphisme Γ → X induit par pr1 soit
radiciel et surjectif.
Proposition 1.7. — Soit S0 le sous-pre´sche´ma de S de´fini par un Nil-ide´al quasi-
cohe´rent, i.e. tel que S0 ait meˆme ensemble sous-jacent que S. Alors le foncteur
X 7→ X ×S S0 de la cate´gorie des pre´sche´mas e´tales sur S dans la cate´gorie des
pre´sche´mas e´tales sur S0, est une e´quivalence de cate´gories.
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Le fait que ce foncteur soit pleinement fide`le est une conse´quence imme´diate de 1.6.
Le fait qu’il soit essentiellement surjectif est contenu dans I 8.3. On notera que dans
l’e´quivalence pre´ce´dente, X est de type fini i.e. quasi-fini sur S, (resp. fini i.e. un
reveˆtement e´tale de S), si et seulement si X0 satisfait a` la condition analogue sur S0 ;
meˆme remarque pour la condition de se´paration. Ces faits sont imme´diats, et aussi
contenus dans 2.4 plus bas.
Corollaire 1.8. — Soit A un anneau local noethe´rien complet de corps re´siduel k. Alors
le foncteur B 7→ B⊗Ak est une e´quivalence de la cate´gorie des alge`bres finies et e´tales
sur A, avec la cate´gorie des alge`bres finies et e´tales sur k, (i.e. compose´es d’un nombre
fini d’extensions finies se´parables de k).
Proposition 1.9. — Pour que X soit un reveˆtement e´tale de S i.e. fini et e´tale sur S, il
faut et il suffit que X soit S-isomorphe au spectre d’une Alge`bre A sur S, qui soit un
Module localement libre de type fini, et telle que pour tout s ∈ S, As⊗Os k(s) soit une 231
alge`bre se´parable sur k(s), donc en l’occurrence compose´e directe d’extensions finies
se´parables de k(s).
Enfin le re´sultat suivant est de nature moins e´le´mentaire, e´tant la conjonction
de I 8.4 et du the´ore`me d’existence de faisceaux en ge´ome´trie alge´brique, (EGA III 5 ;
cf. aussi [1] th. 3).
Théorème 1.10. — Soient S le spectre d’un anneau local noethe´rien complet, X un
S-sche´ma propre, X0 la fibre de X au point ferme´ de S, (de sorte que X0 est un sous-
sche´ma ferme´ de X). Alors le foncteur restriction X ′ 7→ X ′×XX0 est une e´quivalence
de la cate´gorie des reveˆtements e´tales de X avec la cate´gorie des reveˆtements e´tales
de X0.
2. Morphismes submersifs et universellement submersifs
Définition 2.1. — Un morphisme g : S′ → S de pre´sche´mas est dit submersif s’il est
surjectif, et fait de S un espace topologique quotient de S′ (i.e. une partie U de S telle
que f−1(U) soit ouverte, est ouverte). On dit que f est universellement submersif si
pour tout morphisme T → S, le morphisme f ′ : T ′ = S′ ×S T → T de´duit de f par
changement de base est submersif.
Il est imme´diat que le compose´ de deux morphismes submersifs (resp. universelle-
ment submersifs) est submersif (resp. universellement submersif), et qu’un change-
ment de base dans un morphisme universellement submersif donne un morphisme
universellement submersif (vu qu’on fait ce qu’il faut pour cela). Si fg est submersif
(resp. universellement submersif), f l’est.
Exemples 2.2. — a) Un morphisme surjectif qui est ouvert, ou ferme´, est submer-
sif, donc un morphisme surjectif universellement ferme´ ou universellement ouvert est
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universellement submersif. Par exemple un morphisme propre surjectif est universelle-
ment submersif. D’autre part un morphisme fide`lement plat et quasi-compact est uni-
versellement submersif (VIII 4.3). Ce seront les deux cas les plus importants pour
nous.
On peut appliquer a` un morphisme submersif ou universellement submersif232
g : S′ → S les raisonnements de VIII 4.3, on trouve en particulier :
Proposition 2.3. — Supposons g : S′ → S submersif. Alors le diagramme suivant d’ap-
plications est exact :
Ouv(S) // Ouv(S′) // // Ouv(S′′),
ou` S′′ = S′ ×S S′, et ou` Ouv(X) de´signe l’ensemble des parties ouvertes du
pre´sche´ma X.
Proposition 2.4. — Soient g : S′ → S un morphisme universellement submersif,
f : X → Y un S-morphisme, et f ′ : X ′ → Y ′ le S′-morphisme qui s’en de´duit par
changement de base. Pour que f soit ouverte (resp. ferme´e), il suffit que f ′ le soit.
Pour que f soit universellement ouverte, resp. universellement ferme´e, resp. se´pare´e,
il faut et il suffit que f ′ le soit. Si de plus g est quasi-compact, et f localement de type
fini, pour que f soit propre, il faut et il suffit que f ′ le soit.
Pour ce dernier point, on note que si f ′ est propre donc quasi-compact alors f
est quasi-compact (VIII 3.3) donc de type fini puisqu’il est localement de type fini.
D’autre part il est se´pare´ et universellement ferme´ d’apre`s ce qui pre´ce`de, donc il est
propre.
Proposition 2.5. — Soit S′ un pre´sche´ma de type fini sur le spectre S d’un anneau
local noethe´rien complet, supposons que la fibre du point ferme´ s de S soit finie, donc
les anneaux locaux dans S′ des points s′ de cette fibre sont finis sur A = Os. Soit S′′
le sche´ma somme des spectres des OS′,s′ en question, conside´re´ comme S-sche´ma fini.
Pour que g : S′ → S soit universellement submersif, il faut et il suffit que le morphisme
structural S′′ → S′ soit surjectif.
Comme il y a un S-morphisme naturel S′′ → S′, et qu’un morphisme fini surjectif
est universellement submersif d’apre`s 2.2, la condition e´nonce´e est suffisante. Montrons
donc que si S′′ → S′ n’est pas surjectif, alors g n’est pas universellement submersif.
En effet, soit t un point de S qui n’est pas dans l’image de S′′ ; il existe alors un S-233
sche´ma T , spectre d’un anneau de valuation discre`te, dont l’image dans S est {s, t}.
Notons que l’image de S′′ dans S′ est ouverte, car le morphisme S′′ → S′ est un
isomorphisme local, et d’autre part cette image contient S′s, et ne rencontre pas S
′
t.
Il s’ensuit que l’image inverse de cette dernie`re dans T ′ = S′ ×S T est ouverte, et
identique a` l’image inverse du point ferme´ de T . Cela montre que T ′ → T n’est pas
submersif, donc S′ → S n’est pas universellement submersif.
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Remarque 2.6. — Utilisant le crite`re IV 6.3 pour qu’une partie constructible d’un
espace noethe´rien soit ouverte, on trouve facilement le crite`re valuatif suivant pour
qu’un morphisme g : S′ → S de type fini, avec S localement noethe´rien, soit uni-
versellement submersif : il faut et il suffit que pour tout S-sche´ma T , spectre d’un
anneau de valuation discre`te, posant T ′ = S′ ×S T , l’image inverse dans T ′ du point
ferme´ de T soit non ouverte.
3. Descente de morphismes de pre´sche´mas e´tales
Proposition 3.1. — Soient g : S′ → S un morphisme surjectif de pre´sche´mas, X et Y
deux pre´sche´mas sur S, X ′, Y ′ leurs images inverses sur S′. Si Y est non ramifie´
sur S, alors l’application canonique
HomS(X,Y ) −→ HomS′(X
′, Y ′)
est injective.
En effet, en vertu de 1.6, un S-morphisme f : X → Y est connu quand on connaˆıt
l’ensemble sous-jacent a` son graphe Γ, qui est une partie de Z = X ×S Y . Comme
Z ′ = Z ×S S
′ = X ′ ×S′ Y
′ −→ Z
est surjectif, (puisque S′ → S l’est), cette partie Γ est connue quand on connaˆıt son
image inverse dans X ′ ×S′ Y ′, qui n’est autre que l’ensemble sous-jacent au graphe
de f ′. D’ou` la conclusion.
Une partie Γ de Z est le graphe d’un S-morphisme f : X → Y si et seulement
si elle est ouverte, et si le morphisme induit par pr1 de Γ dans Y est radiciel et 234
surjectif cf. 1. Lorsque la premie`re proprie´te´ est ve´rifie´e, la deuxie`me l’est si et seule-
ment si l’image inverse Γ′ de Γ dans Z ′ satisfait la meˆme condition VIII 3.1. Si on
sait enfin que Z ′ → Z est submersif, ce qui sera le cas en particulier si S′ → S est
universellement submersif, alors Γ est ouvert si et seulement si Γ′ l’est. Ainsi, l’ensem-
ble HomS(X,Y ) est alors en correspondance biunivoque avec l’ensemble des parties
ouvertes Γ′ de Z ′ telles que le morphisme projection pr1 : Z
′ → X ′ soit radiciel et
surjectif, (i.e. correspondant a` un S′-morphisme f ′ : X ′ → Y ′), et qui sont sature´es
pour la relation d’e´quivalence de´finie par Z ′ → Z, i.e. dont les deux images inverses
dans Z ′′ = Z ′ ×Z Z ′ = Z ×S S′′ (ou` S′′ = S′ ×S S′), par l’une et l’autre projection,
sont e´gales. Or ces dernie`res sont les graphes des deux S′′-morphismes X ′′ → Y ′′
de´duits de f ′ par changement de base, par l’une et l’autre projection S′′ → S′. On a
ainsi obtenu :
Proposition 3.2. — Soient g : S′ → S un morphisme universellement submersif de
pre´sche´mas, S′′ = S′ ×S S′, X et Y deux S-pre´sche´mas, X ′ et Y ′ leurs images
inverses sur S′, et X ′′, Y ′′ leurs images inverses sur S′′. Si Y est e´tale sur S le
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diagramme canonique suivant d’applications est exact :
HomS(X,Y ) // HomS′(X
′, Y ′) //// HomS′′(X
′′, Y ′′).
Prenant X et Y e´tales sur S, on trouve l’e´nonce´ suivant, qui d’ailleurs redonne 3.2
(meˆme en se restreignant a` X = S, auquel cas on peut en effet toujours se ramener
dans 3.2, par le changement de base X → S) ;
Corollaire 3.3. — Un morphisme universellement submersif de pre´sche´mas est un
morphisme de descente pour la cate´gorie fibre´e des pre´sche´mas e´tales sur d’autres.
J’ignore d’ailleurs si c’est ne´cessairement un morphisme de descente effective pour
la cate´gorie fibre´e en question, meˆme en faisant de plus l’hypothe`se que S est
noethe´rien et g de type fini, et en se bornant aux reveˆtements e´tales. Nous donnerons
ne´anmoins au nume´ro suivant des crite`res utiles d’effectivite´.
Corollaire 3.4. — Soit g : S′ → S un morphisme universellement submersif, dont les235
fibres g−1(s) sont « ge´ome´triquement connexes », i.e. pour toute extension K/k(s),
g−1(s)⊗k(s)K est connexe. Alors S
′ est connexe si S l’est. Le foncteur de la cate´gorie
des pre´sche´mas e´tales sur S dans la cate´gorie des pre´sche´mas e´tales sur S′ de´fini par g
est pleinement fide`le.
Une partie de S′ qui est a` la fois ouverte et ferme´e est sature´e pour la relation
d’e´quivalence ensembliste de´finie par g, puisque les fibres sont connexes, donc est
l’image inverse d’une partie de S, qui est ne´cessairement ouverte et ferme´e puisque g
est submersif. Si donc S est connexe, S′ l’est. Cela implique aussi le re´sultat suivant :
le compose´ fg de deux morphismes a` fibres universellement connexes, f e´tant uni-
versellement submersif, est a` fibres universellement connexes ; si S′1 et S
′
2 sur S ont des
fibres universellement connexes, il en est de meˆme de S′1×SS
′
2. En particulier, sous les
conditions de 3.4, S′′ a des fibres universellement connexes sur S. Soient alors X et Y
e´tales sur S, et soit u′ un S′-morphisme de X ′ dans Y ′, prouvons qu’il est compatible
avec les donne´es de descente (ce qui entraˆıne la conclusion voulue graˆce a` 3.3). Or
soient u′′1 et u
′′
2 les deux S
′′-morphismes X ′′ → Y ′′ de´duits de u′. Le sous-pre´sche´ma
de S′′ des co¨ıncidences de u′′1 et u
′′
2 est un sous-pre´sche´ma ouvert induit, ferme´ fibre
par fibre, comme image inverse du pre´sche´ma diagonal de Y ′′ sur S′′ (2). C’est donc
l’image inverse d’une partie de S. Comme elle contient la diagonale dans S′′, elle est
identique a` S′′, d’ou` u′′1 = u
′′
2 cqfd.
4. Descente de pre´sche´mas e´tales : crite`res d’effectivite´
Proposition 4.1. — Soit g : S′ → S un morphisme fide`lement plat et quasi-compact.
Alors g est un morphisme de descente effective pour la cate´gorie fibre´e des pre´sche´mas
e´tales, se´pare´s et de type fini sur d’autres.
(2)noter que les fibres de S′ sur S sont se´pare´es !
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C’est en effet un morphisme de descente pour la cate´gorie fibre´e en question, en
vertu de 3.3 ou de VIII 5.2 au choix. Reste a` montrer que si X ′ est e´tale, se´pare´ et
de type fini sur S′, et muni d’une donne´e de descente relativement a` g : S′ → S, cette
dernie`re est effective dans la cate´gorie fibre´e en question. Or on voit facilement que
si X est un pre´sche´ma sur S, alors il est e´tale sur S si et seulement si il est e´tale 236
sur S′ (en vertu de la de´finition 1.1 et de loc. cit. 3.6). Donc il est e´tale, se´pare´ et de
type fini sur S si et seulement si X ′ l’est sur S′, cf. par exemple 2.4. Donc il suffit
de s’assurer de l’effectivite´ de la donne´e de descente sur X pour la cate´gorie fibre´e
des fle`ches de Sch. Or X ′ est quasi-affine sur S′ en vertu de VIII 6.2 et 6.6. On peut
alors conclure en utilisant VIII 7.9. Le lecteur notera d’ailleurs que la de´monstration
demande moins si on se borne aux pre´sche´mas e´tales et finis sur d’autres, car on peut
alors invoquer directement VIII 2.1.
Corollaire 4.2. — Soient g : S′ → S un morphisme universellement submersif, X ′ un
S′-pre´sche´ma e´tale se´pare´ et de type fini, muni d’une donne´e de descente relativement
a` g, S1 → S un morphisme fide`lement plat et quasi-compact, S′1 et X
′
1 de´duits de S
′
et X ′ par le changement de base, de sorte que S′1 → S1 est universellement submersif,
X ′1 est e´tale se´pare´ et de type fini sur S
′
1, et muni d’une donne´e de descente relative-
ment a` g1 : S
′
1 → S1. Pour que la donne´e de descente sur X
′ soit effective, il faut et
il suffit que la donne´e de descente sur X ′1 le soit.
Cela re´sulte de la the´orie de la descente dans les cate´gories [D], compte tenu de 4.1
et 3.3.
On prouve de fac¸on analogue :
Corollaire 4.3. — Soient g : S′ → S un morphisme universellement submersif, X ′
un S′-pre´sche´ma e´tale muni d’une donne´e de descente relativement a` g, (Si) un re-
couvrement de S par des ouverts. Pour que la donne´e de descente soit effective, il faut
et il suffit que pour tout i, la donne´e de descente correspondante sur X ′i = X ×S Si,
relativement au morphisme gi : S
′
i = S
′ ×S Si → Si, le soit.
Ce dernier re´sultat conduit a` de´gager un crite`re d’effectivite´ local :
Proposition 4.4. — Soit g : S′ → S un morphisme de pre´sentation finie VIII 3.6 et 237
universellement submersif, X ′ un pre´sche´ma e´tale et de pre´sentation finie sur S′,
muni d’une donne´e de descente relativement a` g, enfin a un point de S. Pour qu’il
existe un voisinage ouvert U de a, tel que la donne´e de descente correspondante
sur X ′U = X
′ ×S U relativement au morphisme
gU : S
′
U = S
′ ×S U −→ SU = U
soit effective, il faut et il suffit que la donne´e de descente correspondante sur
X ′a = X
′ ×S Spec(Oa), relativement au morphisme
ga : S
′
a = S
′ ×S Spec(Oa) −→ Sa = Spec(Oa),
soit effective.
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La ne´cessite´ e´tant triviale, montrons la suffisance. On dispose donc d’un pre´sche´ma
e´tale de type fini Xa sur Sa, et d’un isomorphisme
(∗) X ′a
∼
−→ Xa ×Sa S
′
a
compatible avec les donne´es de descente. Conforme´ment a` un sorite ge´ne´ral facile
sur les pre´sche´mas de´finis sur une limite inductive d’anneaux (ici les anneaux Af ,
ou` A est l’anneau d’un voisinage ouvert affine de a, et ou` f parcourt les e´le´ments
de A qui ne sont pas dans l’ide´al premier correspondant a` a), on peut trouver un
voisinage ouvert U de a, un pre´sche´ma e´tale de type fini XU sur U = SU , et un
Sa-isomorphisme Xa
∼
−→ XU ×SU Sa. De plus, prenant U assez petit, on peut alors
supposer que l’isomorphisme (∗) provient d’un isomorphisme :
X ′U
∼
−→ XU ×SU S
′
U ;
ce dernier pourrait ne pas eˆtre compatible avec les donne´es de descente, cependant a`
condition de re´tre´cir U , il sera compatible avec les donne´es de descente. Cela ache`ve
la de´monstration.
Corollaire 4.5. — Sous les conditions de 4.4, pour que la donne´e de descente sur X ′
soit effective, il faut et il suffit que pour tout a ∈ S, la donne´e de descente corre-
spondante sur X ′a, relativement au morphisme S
′
a = S
′ ×S Spec(Oa)→ Spec(Oa), le
soit. Lorsque S est localement noethe´rien, et X ′ se´pare´ sur S′, on peut dans le crite`re
pre´ce´dent remplacer aussi Oa par son comple´te´.
La premie`re assertion re´sulte de 4.4 et 4.3, la deuxie`me est alors conse´quence de 4.2.238
Utilisant encore 4.2 et le fait que pour tout anneau local noethe´rien A, on peut trouver
un anneau local noethe´rien complet B, et un homomorphisme local A→ B, tel que B
soit plat sur A et que B/mB soit une extension donne´e du corps re´siduel k = A/m
de A, on trouve :
Corollaire 4.6. — Sous les conditions de 4.4, supposons de plus X ′ se´pare´ sur S′, et S
localement noethe´rien. Pour que la donne´e de descente sur X ′ soit effective, il faut et
il suffit que pour tout pre´sche´ma S1 sur S, spectre d’un anneau local complet a` corps
re´siduel alge´briquement clos, la donne´e de descente correspondante sur X ′1 = X
′×SS1,
relativement au morphisme g1 : S
′
1 → S1, soit effective.
Théorème 4.7. — Soit g : S′ → S un morphisme fini et surjectif, et de pre´senta-
tion finie (cette dernie`re hypothe`se e´tant conse´quence des autres si S est localement
noethe´rien)(3). Alors g est un morphisme de descente effective pour la cate´gorie fibre´e
des pre´sche´mas e´tales, se´pare´s, de type fini sur d’autres.
(3)On peut montrer qu’il suffit en fait que g soit un morphisme entier, en se ramenant au cas du
texte par un proce´de´ de passage a` la limite dans le style EGA IV 8.
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Il faut montrer que si X ′ est e´tale, se´pare´, de type fini sur S′, et muni d’une
donne´e de descente relativement a` g, alors cette donne´e est effective. Utilisant 4.3, on
se rame`ne facilement au cas ou` S est noethe´rien. Graˆce a` 4.5, on peut donc supposer
que S est le spectre d’un anneau local noethe´rien, a fortiori que
dimS = n < +∞.
On raisonne alors par re´currence sur dimS = n, l’assertion e´tant triviale pour n < 0.
Supposons donc n > 0 et le the´ore`me de´montre´ pour les dimensions n′ < n. En vertu
de 4.6 on est ramene´ au cas ou` S est le spectre d’un anneau local complet, donc S′
est une re´union finie de spectres d’anneaux locaux complets. On a donc
X ′ = X ′1 ⊔X
′
2
ou` X ′1 est fini sur S
′, et ou` X ′2 n’a aucun point au-dessus d’un des points ferme´s de S
′. 239
Conside´rons les morphismes
q1, q2 : X
′′ // // X ′
correspondants a` la donne´e de descente, compatibles avec p1, p2 : S
′′ //// S′ . On voit
aussitoˆt que
X ′′ = q−1i (X
′
1) ⊔ q
−1
i (X
′
2) i = 1, 2
est la de´composition canonique analogue de X ′′ sur S′′, ce qui implique q−11 (X
′
1) =
q−12 (X
′
1) et par suite X
′
1 et X
′
2 sont munis de donne´es de descente induites. Or soit T
l’ouvert de S comple´mentaire de son point ferme´, donc T ′ = S′×ST est la partie de S′
comple´mentaire de l’ensemble des points ferme´s, et X ′2, qui se trouve tout entier au-
dessus de T ′, est muni d’une donne´e de descente relativement au morphisme T ′ → T
induit par g. Comme ce dernier est fini surjectif, et que dimT < dimS = n, cette
donne´e de descente est effective par l’hypothe`se de re´currence. On voit donc qu’il suffit
de prouver que la donne´e de descente sur X ′1 est effective, donc on peut maintenant
supposer X ′ e´tale et fini sur S′. (N.B. le raisonnement par re´currence est inutile si on
se borne aux reveˆtements e´tales dans l’e´nonce´ 4.7). Soit alors S0 le spectre du corps
re´siduel de A, soit S′0 = S
′×S S0 et de´finissons de meˆme S′′0 , S
′′′
0 a` partir des carre´s et
cubes fibre´s S′′ et S′′′ de S′ sur S. En vertu de 1.8, les morphismes S0 → S, S′0 → S
′,
etc. induisent des e´quivalences pour les cate´gories des reveˆtements e´tales de S et S0
d’une part, S′ et S′0 d’autre part, etc. D’apre`s les sorites de la the´orie de la descente
dans les cate´gories [D], il s’ensuit que pour que g : S′ → S soit un morphisme de
descente effective pour la cate´gorie fibre´e des reveˆtements e´tales, il faut et il suffit
qu’il en soit ainsi de g0 : S
′
0 → S0. Mais c’est bien le cas, comme cas particulier de 4.1,
par exemple. Cela ache`ve la de´monstration.
Corollaire 4.8. — La conclusion de 4.7 subsiste si on suppose seulement que S′ → S
est universellement submersif, de type fini et quasi-fini, pourvu qu’on suppose S lo-
calement noethe´rien.
186 EXPOSE´ IX. DESCENTE DES MORPHISMES E´TALES
En vertu de 4.6, on peut en effet supposer que S est le spectre d’un anneau local 240
noethe´rien complet. Alors en vertu de 2.5, il existe un morphisme fini et surjectif
S1 → S, et un S-morphisme S1 → S′. Comme S1 → S est un morphisme de descente
strict universel pour la cate´gorie fibre´e envisage´e, en vertu de 4.7, et que S′ → S est
un morphisme de descente universel pour ladite, 4.8 re´sulte des sorites ge´ne´raux [D].
Corollaire 4.9. — Soit g : S′ → S un morphisme de type fini, surjectif et universelle-
ment ouvert, avec S localement noethe´rien. Alors g est un morphisme de descente
effective pour la cate´gorie fibre´e des pre´sche´mas e´tales, se´pare´s et de type fini sur
d’autres.
Proce´dant comme dans 4.7, on est ramene´ au cas ou` S est le spectre d’un anneau
local noethe´rien et complet A. Soit A1 une alge`bre finie sur A, de spectre S1, telle que
S1 → S soit fini et surjectif, donc un morphisme de descente effective universel pour
la cate´gorie fibre´e envisage´e, graˆce a` 4.7. Il re´sulte alors des the´ore`mes ge´ne´raux [D]
que g est un morphisme de descente effective pour la cate´gorie fibre´e envisage´e, si et
seulement si le morphisme correspondant g1 : S
′
1 = S
′ ×S S1 → S1 l’est. Comme ce
dernier satisfait aux meˆmes hypothe`ses que g, on est ramene´ a` prouver 4.9 pour S1
au lieu de S. Prenant d’abord pour A1 le compose´ direct des A/pi, pour les ide´aux
premiers minimaux pi de A, on est ramene´ au cas ou` A est inte`gre. On montre alors
(4)
qu’il existe un sous-sche´ma inte`gre S1 de S
′, quasi-fini sur S et dominant S, passant
par un point de la fibre de S′ en le point ferme´ y de S (graˆce au fait que S′ est uni-
versellement ouvert de type fini sur S local noethe´rien inte`gre, et S′y 6= ∅). Comme A
est complet, S1 est fini sur S, et comme il domine S, le morphisme S1 → S est sur-
jectif. Remplac¸ant encore une fois S par S1, on est ramene´ au cas ou` S
′ a une section
sur S, ou` l’e´nonce´ est trivial.
Théorème 4.10. — Soit g : S′ → S un morphisme fini radiciel surjectif, de pre´senta-
tion finie (cette dernie`re condition e´tant superflue si S est localement noethe´rien(5)).
Alors le foncteur image inverse induit une e´quivalence de la cate´gorie des pre´sche´mas241
e´tales sur S avec la cate´gorie des pre´sche´mas e´tales sur S′.
Comme les morphismes diagonaux de S′ dans S′ ×S S
′ et S′ ×S S
′ ×S S
′ sont des
immersions surjectives, donc induisent en vertu de 1.9 des e´quivalences des cate´gories
des pre´sche´mas e´tales sur S′×SS′ resp. S′×SS′×SS′ avec la cate´gorie des pre´sche´mas
e´tales sur S′, il re´sulte des sorites de la descente [D] que tout X ′ e´tale sur S′ est muni
d’une donne´e de descente et d’une seule relativement a` g : S′ → S. Donc 3.3 implique
que le foncteur image inverse par g, de la cate´gorie des pre´sche´mas e´tales sur S dans la
cate´gorie des pre´sche´mas e´tales sur S′, est pleinement fide`le. Reste a` montrer qu’il est
(4)Cf. EGA IV 14.3.13 et 14.5.4.
(5)Il suffit meˆme que g soit entier, radiciel surjectif, comme on voit par une re´duction facile au cas
du texte, style EGA IV 8, cf. SGA 4 VIII 1.1.
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essentiellement surjectif, i.e. que tout X ′ e´tale sur S′ est isomorphe a` l’image inverse
d’un X e´tale sur S. La question e´tant e´videmment locale sur S et sur X ′, on peut
supposer S, S′, X ′ affines. Mais alors X ′ est se´pare´ de type fini sur S′, et on peut
appliquer le crite`re d’effectivite´ 4.7.
Corollaire 4.11. — La conclusion 4.9 subsiste en remplac¸ant l’hypothe`se sur g par :
g est fide`lement plat, quasi-compact et radiciel.
Meˆme de´monstration, en invoquant 4.1 au lieu de 4.7.
On notera que la de´monstration de 4.7 est « e´le´mentaire » en ce qu’elle n’u-
tilise pas les the´ore`mes de finitude et de comparaison pour les morphismes propres
(EGA III 3, 4, 5). Il n’en est plus de meˆme du re´sultat suivant :
Théorème 4.12. — Soit g : S′ → S un morphisme propre, surjectif, de pre´sentation
finie (cette dernie`re hypothe`se e´tant conse´quence de la premie`re si S est localement
noethe´rien). Alors g est un morphisme de descente effective pour la cate´gorie fibre´e
des reveˆtements e´tales de pre´sche´mas.
En vertu de 3.3 et de 2.2, on est ramene´ a` prouver que pour tout reveˆtement
e´tale X ′ sur S′, muni d’une donne´e de descente relativement a` g : S′ → S, cette
donne´e de descente est effective. Utilisant 4.3, on est ramene´ facilement au cas ou` S 242
est noethe´rien, et utilisant 4.6, on peut donc supposer que S est le spectre d’un
anneau local noethe´rien complet A. Introduisons S′′ et S′′′ comme d’habitude, soit S0
le spectre du corps re´siduel de A, et soient S′0, S
′′
0 , S
′′′
0 de´duits de S
′, S′′, S′′′ par
le changement de base S0 → S, i.e. les fibres de S′, S′′, S′′′ au point ferme´ de S.
D’apre`s 1.10, les morphismes S0 → S, S′0 → S
′, etc. induisent des e´quivalences de la
cate´gorie des reveˆtements e´tales sur le sche´ma-but avec la cate´gorie des reveˆtements
e´tales sur le sche´ma-source. Par suite, g : S′ → S est un morphisme de descente
strict pour la cate´gorie fibre´e des reveˆtements e´tales de pre´sche´mas, si et seulement si
g0 : S
′
0 → S0 l’est, ce qui est bien le cas en vertu de 4.1. Cela ache`ve la de´monstration
de 4.12. (Dans ce raisonnement, on n’avait besoin de 1.10 que le fait que le foncteur
envisage´ dans 1.10 est pleinement fide`le, ce qui n’utilise pas le the´ore`me d’existence
de faisceaux cohe´rents en ge´ome´trie alge´brique.)
5. Traduction en termes du groupe fondamental
Soit
g : S′ −→ S
un morphisme de descente effective pour la cate´gorie fibre´e des reveˆtements e´tales de
pre´sche´mas, par exemple un morphisme propre, surjectif, de pre´sentation finie (4.12),
ou un morphisme fide`lement plat et quasi-compact. Introduisant comme d’habi-
tude S′′, S′′′, et de´signant par C , C ′, C ′′, C ′′′ la cate´gorie des reveˆtements e´tales
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de S, S′, S′′, S′′′ respectivement, on a donc un diagramme 2-exact de cate´gories
(∗) C
p∗
// C ′
p∗1, p
∗
2 //
// C ′′
p∗21, p
∗
32, p
∗
31 //
//
// C ′′′
correspondant au diagramme
S S′
p
oo S′′oo
p1, p2
oo
S′′′.oo oo
p21, p32, p31
oo
Supposons les pre´sche´mas S, S′, S′′, S′′′ sommes disjointes de pre´sche´mas connexes, ce243
qui sera le cas en particulier si ce sont des pre´sche´mas localement connexes, a fortiori
s’ils sont localement noethe´riens (par exemple si S′ est de type fini sur S localement
noethe´rien). Alors les cate´gories C , C ′ ... dans (∗) sont des cate´gories multigaloisiennes
V 9, de´crites chacune par une collection de groupes topologiques compacts totalement
disconnexes, savoir les groupes fondamentaux des composantes connexes des pre´sche´-
mas S, S′, S′′, S′′′. Nous supposons pour simplifier S connexe, et allons donner alors
un proce´de´ de calcul pour son groupe fondamental, en termes de la cate´gorie fibre´e
forme´e avec C ′, C ′′, C ′′′, convenablement explicite´e a` l’aide des groupes fondamen-
taux exprimant ces cate´gories. Le lecteur notera que le proce´de´ esquisse´ est valable en
fait dans le cadre ge´ne´ral des cate´gories multigaloisiennes (qui n’ont pas a` provenir de
pre´sche´mas donne´s S, S′, S′′, S′′′). C’est d’ailleurs l’analogue du proce´de´ bien connu
pour calculer le groupe fondamental d’un espace topologique S, re´union localement
finie de sous-espaces ferme´s Si (ou re´union quelconque de sous-espaces ouverts Si),
a` l’aide des groupes fondamentaux des composantes des Si et des composantes des
Si ∩Sj . Bien entendu, la situation analogue dans le cadre des pre´sche´mas tombe bien
dans le cadre ge´ne´ral de la descente, en introduisant le pre´sche´ma S′ somme des Si
et le morphisme canonique g : S′ → S.
Posons
E′ = π0(S
′), E′′ = π0(S
′′), E′′′ = π0(S
′′′),
ou` π0 de´signe le foncteur « ensemble des composantes connexes ». Comme les pro-
duits fibre´s de S′ sur S forment un objet simplicial de Sch, il est transforme´ par
le foncteur π0 en un ensemble simplicial dont E
′, E′′, E′′′ sont les composantes de
dimension 0, 1, 2. Nous aurons a` utiliser les applications simpliciales
qi = π0(pi), (i = 1, 2) et qij = π0(pij), (i, j) = (2, 1), (3, 2), (3, 1),
mises en e´vidence dans le diagramme
(1) E′ E′′oo
q1, q2
oo
E′′′.oo oo
q21, q32, q31
oo
Les objets de E′ seront note´s avec un accent, comme s′, ceux de E′′ resp. E′′′ seront244
note´s avec un ′′ resp. un ′′′. Le fait que S soit connexe se traduit par π0(K) = 0, ou` K
est l’ensemble simplicial de´fini par g : S′ → S, ou encore par le fait que la relation
d’e´quivalence dans E′ engendre´e par le couple d’applications (q1, q2) est transitive.
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Nous choisirons une fois pour toutes un e´le´ment s′0 dans E
′, et pour tout s′ dans E′,
un e´le´ment s′ ∈ E′′ tel que(6)
q1(s′) = s
′
0, q2(s
′) = s′,
mettant ainsi en e´vidence la connexite´ de S. Pour tout s′ ∈ E′, choisissons un point
ge´ome´trique s′ dans la composante connexe s′ de S′ ; ce point interviendra en fait par
le foncteur-fibre F ′s′ correspondant sur la cate´gorie multigaloisienne C
′. Le groupe des
automorphismes de ce foncteur, i.e. le groupe fondamental de S′ en s′, sera note´ πs′ .
On choisit de meˆme des s′′ et des s′′′, donc des foncteurs F ′′s′′ et F
′′′
s′′′ , d’ou` des groupes
fondamentaux πs′′ et πs′′′ . Ainsi
πs′ = π1(S
′, s′), πs′′ = π1(S
′′, s′′), πs′′′ = π1(S
′′′, s′′′).
Pour tout s′′ ∈ E′′, p1(s′′) se trouve dans la meˆme composante connexe que q1(s′′),
donc il existe un isomorphisme de foncteurs F ′′s′′ ◦ p
∗
1
∼
−→ F ′s′ (i.e. une « classe de
chemins » de p1(s
′′) a` q1(s
′′)). Cette remarque se re´pe`te pour q2, et les qij . Choisissons
toutes ces classes de chemins :
F ′′s′′ ◦ p
∗
i
∼
−→ F ′qi(s′′), F
′′′
s′′′ ◦ p
∗
ij
∼
−→ F ′′′qij(s′′′),
(pour i = 1, 2 et (i, j) = (2, 1), (3, 2), (3, 1)). Il en re´sulte en particulier des homomor- 245
phismes de groupes :
(2) qs
′′
i : πs′′ −→ πqi(s′′), q
s′′′
ij : πs′′′ −→ πqij(s′′′),
(meˆmes valeurs de i et (i, j)). Enfin, rappelons-nous que dans la structure de cate´gorie
clive´e de fibres C ′, C ′′, C ′′′ figurent aussi des isomorphismes de foncteurs :
p∗21p
∗
1
∼
−→ p∗31p
∗
1, p
∗
21p
∗
2
∼
−→ p∗32p
∗
1, p
∗
31p
∗
2
∼
−→ p∗32p
∗
2,
de´duits d’isomorphismes des deux membres respectivement avec les u∗i (i = 1, 2, 3),
ou` les ui sont les trois projections de S
′′′ dans S′. Quand on explicite ces donne´es, on
trouve pour tout s′′′ un e´le´ment bien de´termine´
(3) as
′′′
i ∈ πvi(s′′′),
(ou` les vi, i = 1, 2, 3 sont les trois applications E
′′′ → E′ de´finies par vi = π0(ui)),
d’ailleurs soumis aux conditions :
q
s′′1
1 q
s′′′
21 = int(a
s′′′
1 )q
s′′2
1 q
s′′′
31 (s
′′
1 = q21(s
′′′), s′′2 = q31(s
′′′)),
et les deux conditions analogues, faisant intervenir les a2 et a3. Le lecteur notera
d’ailleurs que les donne´es (1), (2), (3) permettent de reconstituer, a` une e´quivalence de
cate´gories fibre´es pre`s, la cate´gorie fibre´e envisage´e de fibres C ′, C ′′, C ′′′. Elles doivent
(6)On fera attention que l’e´le´ment s′ dont l’existence est admise implicitement, n’existe pas dans
tous les cas. Par suite, le the´ore`me 5.1 tel qu’il est e´nonce´ ne s’applique pas dans tous les cas. Il
n’est pas difficile cependant, en s’inspirant du texte e´crit, de modifier l’e´nonce´ de ce the´ore`me de
telle fac¸on qu’il donne une me´thode de calcul qui s’applique dans tous les cas. En particulier, les
corollaires dudit the´ore`me sont valables tels quels.
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donc permettre en principe de reconstituer C a` e´quivalence pre`s, donc son groupe
fondamental a` isomorphisme pre`s. Nous de´terminerons en fait le groupe fondamental
en le point ge´ome´trique p(s′0) de S, i.e. le groupe des automorphismes de F
′
s′0
◦ p∗.
On note que la donne´e d’un objet X ′ de C ′ est e´quivalente essentiellement a` la
donne´e d’ensembles finis X ′s′ (s
′ ∈ E′) ou` les πs′ ope`rent continuˆment. Une donne´e246
de recollement sur un tel objet revient alors a` la donne´e, pour tout s′′ ∈ E′′, d’une
bijection :
ϕs′′ : X
′
q1(s′′)
∼
−→ X ′q2(s′′)
compatible avec les ope´rations de πs′′ , ope´rant sur l’un et l’autre membre graˆce aux
homomorphismes qs
′′
i : πs′′ → πqi(s′′). Prenant d’abord les s
′′ de la forme s′, on voit
qu’une telle donne´e de´finit des bijections
ψs′ : X
′
s′0
= F ′0(X
′) −→ X ′s′
ce qui permet d’identifier les X ′s′ au meˆme ensemble F
′
0(X
′) = X ′s′0
, sur lesquels tous
les groupes πs′ vont de`s lors ope´rer. Cela pose´, les bijections ϕs′′ vont correspondre a`
des bijections
gs′′ : F
′
0(X
′)
∼
−→ F ′0(X
′),
soumis d’une part aux relations de commutation avec πs′′ :
a) gs′′q
s′′
1 (g
′′) = qs
′′
2 (g
′′)gs′′ (s
′′ ∈ E′′, g′′ ∈ πs′′ ),
d’autre part aux relations
b) gs′ = gs′0
(s′ ∈ E′),
exprimant la fac¸on dont nous avions identifie´ entre eux les Xs′ . Quand on explicite la
condition pour qu’une telle donne´e de recollement soit en fait une donne´e de descente,
on trouve les relations :
c) as
′′′
3 gq31(s′′′)a
s′′′
1 = gq32(s′′′)a
s′′′
2 gq21(s′′′) (s
′′′ ∈ E′′′).
Cela nous donne une e´quivalence entre la cate´gorie des objets de C ′ munis d’une
donne´e de descente, et la cate´gorie des ensembles finis ou` les groupes πs′ ope`rent247
continuˆment, munis de plus de bijections gs′′ , satisfaisant les relations a), b), c).
Soit alors G le groupe engendre´ par les groupes πs′ et les nouveaux ge´ne´rateurs gs′′ ,
soumis aux relations a), b), c), et soit π le groupe limite projective des quotients
de G par les sous-groupes d’indice fini dont les images inverses dans les groupes πs′
soient des sous-groupes ouverts. On dit aussi que π est le groupe de type galoisien
engendre´ par les πs′ et les gs′′ , soumis aux relations a), b), c). On constate aussitoˆt
que la cate´gorie envisage´e est aussi e´quivalente a` la cate´gorie des ensembles finis ou`
le groupe topologique π ope`re continuˆment. Cela e´tablit l’e´nonce´ suivant :
Théorème 5.1. — Soit g : S′ → S un morphisme de pre´sche´mas qui soit un morphisme
de descente effective pour la cate´gorie fibre´e de reveˆtements e´tales de pre´sche´mas
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(cf. 4.9 et 4.12). Supposons S connexe, et S′, son carre´ fibre´ S′′ et son cube fi-
bre´ S′′′, sommes de pre´sche´mas connexes (ce qui est le cas par exemple si S′ est
de type fini sur S localement noethe´rien et connexe). Choisissons comme dessus : un
point ge´ome´trique dans toute composante connexe de S′, S′′, S′′′, certaines classes de
chemins, un s′0 ∈ E
′, et pour tout s′ ∈ E′ un s′′ ∈ E′′ dont les deux images dans E′
soient s′0 et s
′. (E′, E′′, E′′′ de´signent respectivement l’ensemble des composantes
connexes de S′, S′′, S′′′). Alors le groupe fondamental de S en le point ge´ome´trique
image de s′0 est canoniquement isomorphe au groupe de type galoisien engendre´ par
les πs′ = π1(S
′, s′) (s′ ∈ E′) et des ge´ne´rateurs gs′′ (s′′ ∈ E′′), soumis aux rela-
tions a), b), c) ci-dessus faisant intervenir les e´le´ments des groupes πs′′ = π1(S
′′, s′′),
et les e´le´ments as
′′′
i (i = 1, 2, 3, s
′′′ ∈ E′′′) introduits plus haut.
Corollaire 5.2. — Supposons que S′ et S′′ n’aient qu’un nombre fini de composantes
connexes, et que les groupes fondamentaux des composantes connexes de S′ soient
topologiquement de ge´ne´ration finie. Alors le groupe fondamental de S est topologique-
ment de ge´ne´ration finie.
Ainsi, nous prouverons plus tard que le groupe fondamental d’un sche´ma projectif 248
normal sur un corps alge´briquement clos est topologiquement de ge´ne´ration finie.
Utilisant le lemme de Chow et la normalisation des sche´mas alge´briques, il s’ensuivra
que le meˆme re´sultat est vrai pour tout sche´ma propre sur un corps alge´briquement
clos.
Corollaire 5.3. — Supposons que S′, S′′, S′′′ n’aient qu’un nombre fini de composantes
connexes, que les groupes fondamentaux des composantes connexes de S′ soient
topologiquement de pre´sentation finie, et les groupes fondamentaux des composantes
connexes de S′′ topologiquement de ge´ne´ration finie. Alors le groupe fondamental de S
est topologiquement de pre´sentation finie.
On notera qu’on peut exprimer 4.9 (restreint aux reveˆtements e´tales) en disant
qu’un morphisme fini radiciel surjectif de pre´sche´mas noethe´riens induit un isomor-
phisme des groupes fondamentaux ; de fac¸on image´e, on peut donc dire que le groupe
fondamental est un invariant topologique pour les pre´sche´mas. On peut expliciter plus
ge´ne´ralement, a` l’aide de 5.1, l’effet sur le groupe fondamental d’ope´rations sur les
pre´sche´mas, telles que le « pincement » du pre´sche´ma suivant un ensemble fini de
points, ayant une signification topologique simple. On trouve par exemple :
Corollaire 5.4. — Soient g : S′ → S un morphisme fini de pre´sentation finie, T une
partie discre`te de S. Pour tout s ∈ S, soit n(s) le « nombre ge´ome´trique de points »
dans la fibre g−1(s) (qui s’explicite aussi comme le degre´ se´parable de g−1(s) sur k(s),
somme des degre´s se´parables de ses extensions re´siduelles). On suppose que pour
s ∈ S − T , on a n(s) = 1. Pour tout s ∈ T , soit Ks une extension alge´briquement
close de k(s), Is l’ensemble des points ge´ome´triques de S
′ a` valeurs dans Ks (c’est un
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ensemble a` n(s) e´le´ments), I ′s le comple´mentaire d’un point choisi de Is, et enfin I
′
l’ensemble re´union des I ′s. On suppose S
′ connexe. Alors le groupe fondamental de S
est isomorphe au groupe de type galoisien engendre´ par le groupe fondamental de S′,
et des ge´ne´rateurs gi (i ∈ I ′), soumis a` aucune condition supple´mentaire.
Le de´tail de la de´monstration est laisse´ au lecteur ; l’e´nonce´ obtenu n’est que la249
traduction, en langage de la the´orie des groupes, du fait qu’on a une e´quivalence de
la cate´gorie C des reveˆtements e´tales de S, et de la cate´gorie des reveˆtements e´tales
X ′ de S′, munis pour tout s ∈ T d’un syste`me transitif de bijections entre les n(s)
fibres de X ′ aux points de g−1(s) a` valeurs dans Ks. (Sous cette forme intrinse`que
bien entendu, il n’est plus ne´cessaire de supposer S′ connexe).
Exemple 5.5. — On prouve facilement que la courbe rationnelle P1k sur un corps al-
ge´briquement clos k est simplement connexe(7). Donc le groupe fondamental d’une
courbe rationnelle comple`te ayant exactement un point double, a` n branches ana-
lytiques, est le groupe de type galoisien libre engendre´ par n − 1 ge´ne´rateurs. Par
exemple, dans le cas d’un point double ordinaire, on trouve le groupe fondamental Ẑ,
comme annonce´ dans (I 11 a)). Par contre, l’existence d’un point de rebroussement
(qui est un point « ge´ome´triquement unibranche » ) n’a pas d’influence sur le groupe
fondamental.
Corollaire 5.6. — Soit g : S′ → S un morphisme de pre´sche´mas universellement sub-
mersif, a` fibres ge´ome´triquement connexes, S e´tant connexe. Alors S′ est connexe,
et choisissant un point ge´ome´trique s′ dans S′ et de´signant par s son image dans S,
l’homomorphisme
π1(S
′, s′) −→ π1(S, s)
est surjectif. Si g est un morphisme de descente effective pour la cate´gorie fibre´e
des reveˆtements e´tales de pre´sche´mas (cf. 4.12), introduisant le point ge´ome´trique
s′′ = diag(s′) de S′′ = S′ ×S S
′, et les deux homomorphismes
p1∗, p2∗ : π1(S
′′, s′′) −→ π1(S
′, s′)
induits par les deux projections, π1(S, s) est isomorphe au conoyau de ce couple
de morphismes dans la cate´gorie des groupes de type galoisien, i.e. au quotient
de π1(S
′, s′) par le sous-groupe invariant ferme´ engendre´ par les e´le´ments de la forme250
p1∗(g
′′)p2∗(g
′′)−1, avec g′′ ∈ π1(S′′, s′′).
On sait en effet par 3.4 que le foncteur X 7→ X ×S S
′ des reveˆtements e´tales sur S
dans les reveˆtements e´tales sur S′ est pleinement fide`le, ce qui e´quivaut au fait que
l’homomorphisme sur les groupes fondamentaux est un e´pimorphisme (V 6.9). La
dernie`re assertion est une conse´quence imme´diate de la description 5.1.
(7)Cf. Exp. XI 1.1.
5. TRADUCTION EN TERMES DU GROUPE FONDAMENTAL 193
Remarque 5.7. — Il n’est pas connu a` l’heure actuelle si le groupe fondamental d’un
sche´ma propre sur un corps alge´briquement clos k est topologiquement de pre´sen-
tation finie(8). Utilisant 5.3, une technique bien connue de sections hyperplanes, et
la de´singularisation des surfaces normales, on est ramene´ au cas d’une surface lisse
sur k. Cela permet du moins de montrer, par voie transcendante, que la re´ponse est
affirmative en caracte´ristique 0 (et ceci sans eˆtre oblige´ d’admettre la triangulabilite´
de varie´te´s alge´briques singulie`res). En caracte´ristique p > 0, la difficulte´ principale
semble dans le cas des courbes, dont on sait seulement que le groupe fondamental est
un quotient de celui qui se pre´sente dans le cas classique (cf. expose´ suivant), le noyau
par lequel on divise e´tant cependant fort mal connu.
Remarque 5.8. — On pourrait expliciter d’autres cas particuliers que 5.4 et 5.6 ou` 5.1
prend une forme particulie`rement simple. Un cas inte´ressant est celui ou` S est le
quotient de S′ par un groupe fini d’automorphismes Γ. Alors la cate´gorie des reveˆte-
ments e´tales de S′ est e´quivalente a` la cate´gorie des reveˆtements e´tales X ′ de S′, ou`
le groupe Γ ope`re de fac¸on compatible avec ses ope´rations sur S′, de telle fac¸on que
pour tout s′ ∈ S′ et tout g ∈ Γs′ (ou` Γs′ de´signe le groupe d’inertie de s′ dans Γ),
g ope`re trivialement dans la fibre X ′s′ . Si S
′ est connexe cet e´nonce´ s’interpre`te de la
fac¸on suivante. Soit C′0 la cate´gorie des reveˆtements e´tales de S
′ ou` Γ ope`re de fac¸on
compatible avec ses ope´rations sur S′ (mais sans satisfaire ne´cessairement la condition
ci-dessus sur les groupes d’inertie des points de S′). On voit facilement que c’est une
cate´gorie galoisienne (V 5), et que pour tout point ge´ome´trique a′ de S′, le foncteur 251
fibre X ′ 7→ X ′a′ sur C
′
0 est un foncteur fondamental. Soit π1(S
′,Γ; a′) = G le groupe
des automorphismes de ce foncteur, muni de sa topologie habituelle. On a alors une
suite exacte canonique
e −→ π1(S
′, a′) −→ G −→ Γ −→ e
(cas particulier de (V 6.13), ou` on prend pour S le reveˆtement trivial S′×Γ de S′ de´fini
par Γ, ou` on fait ope´rer Γ de fac¸on e´vidente). D’ailleurs pour tout point ge´ome´trique b′
de S′, on a un isomorphisme π1(S
′,Γ; b′)→ G = π1(S′,Γ; a′) de´fini a` automorphisme
inte´rieur pre`s provenant de π1(S
′, a′), et comme Γb′ s’applique de fac¸on e´vidente dans
le premier membre, on obtient un homomorphisme
ub′ : Γb′ −→ G,
de´fini a` automorphisme inte´rieur pre`s (provenant de π1(S
′, a′)), dont le compose´ avec
l’homomorphisme canonique G → Γ est d’ailleurs l’immersion canonique Γb′ → Γ.
Ceci pose´, le groupe fondamental π1(S, a) est canoniquement isomorphe au groupe
(8)Cela semble tre`s improbable dans le cas des courbes lisses de genre g > 2, en caracte´ristique
p > 0. Quand on remplace π1 par son plus grand quotient premier a` p, par contre, il semble que
les techniques bien connues permettent de donner une re´ponse affirmative, meˆme sans hypothe`se de
proprete´. Cf. un travail en pre´paration de J.P.Murre.
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quotient de G = π1(S
′,Γ; a′) par le sous-groupe invariant ferme´ engendre´ par les im-
ages des homomorphismes Γb′ → G. En particulier, l’image de π1(S′, a′) dans π1(S, a)
est un sous-groupe invariant, et le quotient correspondant est isomorphe a` un quotient
de Γ. On peut d’ailleurs re´duire le nombre des « relations » introduites en introduisant,
pour tout g ∈ Γ, g 6= e, le sous-pre´sche´ma S′g des co¨ıncidences des automorphismes
idS et g de S, en choisissant un point ge´ome´trique b
′
g,i dans chaque composante con-
nexe de S′g, puis un des homomorphismes correspondants π1(S
′,Γ; b′g,i) → G, d’ou`
des rele`vements gi de g dans G. Il suffit alors de prendre le quotient de G par le
sous-groupe invariant ferme´ de G engendre´ par les gi.
Lorsque a′ est invariant par Γ, on voit aise´ment que Γ ope`re de fac¸on naturelle
sur π1(S
′, a′), et G s’identifie au produit semi-direct correspondant. Identifiant alors Γ
a` un sous-groupe de G, on voit que dans les relations introduites plus haut, faisant252
b′ = a′, on trouve « g = e » pour g ∈ I. Donc si S′ a un point ge´ome´trique a′ fixe
par I (i.e. un point s′ dont le groupe d’inertie est Γ), alors π1(S, a) est un groupe
quotient du groupe quotient de type galoisien de π1(S
′, a′) obtenu en « rendant triv-
iales » les ope´rations de Γ sur π1(S
′, a′) ; et il est meˆme isomorphe a` ce dernier groupe
si on suppose que pour tout g ∈ G, l’ensemble d’inertie S′g est connexe, donc passe
par la localite´ de a′. Cette dernie`re assertion est en effet contenue dans la deuxie`me
description donne´e plus haut pour les relations a` introduire dans G.
Ce dernier re´sultat s’applique en particulier si l’on prend pour S′ la puissance
carte´sienne Xn d’un pre´sche´ma connexe sur un corps alge´briquement clos, pour Γ le
groupe syme´trique Γ = Sn, ope´rant de la fac¸on habituelle, d’ou` pour S la puissance
syme´trique n-ie`me de S. Prenant alors pour a′ un point ge´ome´trique localise´ en la
diagonale, on est sous les conditions pre´ce´dentes, les ensembles d’inertie S′g contenant
en effet tous la diagonale. Utilisant le fait, prouve´ dans l’expose´ suivant, que si X est
propre connexe sur k, le groupe fondamental de Xn s’identifie a` π1(X)
n, on trouve
le re´sultat amusant suivant : Si X est propre connexe sur k alge´briquement clos, le
groupe fondamental de sa puissance syme´trique n-ie`me , n > 2, est isomorphe au
groupe fondamental de X rendu abe´lien. (J’ignore si le fait analogue en Topologie
alge´brique est connu ; il devrait pouvoir s’e´tablir par la meˆme me´thode de descente).
Prenons par exemple pour X une courbe rationnelle X = P1k, on trouve une N -ie`me
de´monstration du fait que Prk est simplement connexe, utilisant le fait que P
1
k l’est.
Prenons maintenant pour X une courbe simple sur k, et n > 2g − 1, de sorte que
Symmn(X) est fibre´ sur la jacobienne J , de fibres des espaces projectifs, donc (comme
on verra a` l’aide des re´sultats des deux expose´s suivants) a meˆme groupe fondamental
que J . On retrouve alors sans de´vissage le fait bien connu que le groupe fondamental
de la jacobienne de X est isomorphe au groupe fondamental de X rendu abe´lien.
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6. Une suite exacte fondamentale. Descente par morphismes a` fibres rela-
tivement connexes
253
Théorème 6.1. — Soient S le spectre d’un anneau artinien A de corps re´siduel k, k
une cloˆture alge´brique de k, X un S pre´sche´ma, X0 = X ⊗A k, X0 = X ⊗A k, a un
point ge´ome´trique de X, a son image dans X, b son image dans S. On suppose que
X0 est quasi-compact et ge´ome´triquement connexe sur k (N.B. si X est propre sur S,
cela signifie que H0(X0,OX0) est un anneau artinien local de corps re´siduel radiciel
sur k). Alors la suite d’homomorphismes canoniques
e 7−→ π1(X0, a) −→ π1(X, a) −→ π1(S, b) −→ e
est exacte, et on a
π1(S, b)
∼
←− π1(k, k) = groupe de Galois de k sur k.
Comme les groupes fondamentaux ne changent pas en chaˆtrant par les e´le´ments
nilpotents, on peut supposer A = k, ce qui rend de´ja` e´vident le dernier isomorphisme.
Soit k′ la cloˆture se´parable de k dans k, et conside´rons X ′ = X ⊗k k
′, et l’image a′
de a dans X ′. On a une suite d’homomorphismes canoniques
e 7−→ π1(X0, a) −→ π1(X
′, a′) −→ π1(S
′, b′) −→ e
(ou` S′ = Spec(k′)). Enfin, on a un homomorphisme canonique de cette suite dans
celle relative a` X/k, graˆce au diagramme
S Xoo X0
oo
S′
OO
X ′
OO
oo X0
oo
On voit d’autre part que cet homomorphisme de suites de groupes est un isomor-
phisme, comme il re´sulte de 4.11. On est donc ramene´ a` prouver que la deuxie`me suite
est exacte, i.e. on peut supposer que k est parfait. Soient alors ki les sous-extensions
galoisiennes finies de k dans k, posons Xi = X ⊗k ki, et soit ai l’image de a dans Xi.
On laisse au lecteur le soin de ve´rifier que l’homomorphisme naturel
π1(X0, a)
∼
−→ lim
←−
π1(Xi, ai)
est un isomorphisme, ce qui signifie simplement qu’un reveˆtement e´tale de X provient 254
d’un reveˆtement e´tale d’un Xi, et que ce dernier est essentiellement unique, modulo
passage a` un Xj , j > i. D’autre part, soit πi le groupe de Galois de ki sur k, i.e. le
groupe oppose´ au groupe des S-automorphismes de Si = Spec(ki). Comme le foncteur
S′ 7→ X ×S S′ des reveˆtements e´tales de S dans les reveˆtements e´tales de X est
pleinement fide`le (3.4), il s’ensuit que πi est aussi isomorphe au groupe oppose´ aux
groupes des X-automorphismes du reveˆtement principal connexe Xi de X . Il re´sulte
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donc de V 6.13 que l’on a une suite exacte
e 7−→ π1(Xi, ai) −→ π1(X, a) −→ πi −→ e.
Passant a` la limite projective sur i dans ces suites exactes, on trouve une suite exacte
(puisqu’on est dans la cate´gorie des groupes de type galoisien), qui n’est autre que la
suite envisage´e dans 6.1. Cela ache`ve la de´monstration.
La traduction de l’exactitude a` droite dans 6.1 en langage ge´ome´trique est la suiv-
ante :
Corollaire 6.2. — Avec les notations pre´ce´dentes, soit X ′ un reveˆtement e´tale de X,
et soit X ′0 le reveˆtement e´tale correspondant de X0. Les conditions suivantes sont
e´quivalentes :
(i) Il existe un S′ e´tale sur S, et un X-isomorphisme X ′
∼
−→ X×S S′, (S′ est alors
de´termine´ a` isomorphisme unique pre`s en vertu de 3.4).
(ii) X
′
0 est comple`tement de´compose´ sur X0.
Si X ′ est connexe, ces conditions e´quivalent aussi a` :
(ii bis) X
′
0 a une section sur X0.
(N.B. Ce dernier comple´ment est essentiel ; l’e´quivalence de (i) et (ii) signifie seule-
ment que π1(S, b) est le groupe quotient de π1(X, a) par le sous-groupe invariant255
ferme´ engendre´ par l’image de π1(X0, a), et non par cette image elle-meˆme). Sous les
conditions pre´ce´dentes, nous dirons que X ′ est un reveˆtement ge´ome´triquement trivial
de X .
Remarque 6.3. — On ne peut dans l’e´nonce´ 6.1 remplacer k par une extension al-
ge´briquement close quelconque de k, meˆme si k est de´ja` suppose´ alge´briquement clos.
En d’autres termes, il n’est pas vrai en ge´ne´ral que si X est un sche´ma alge´brique
connexe sur un corps alge´briquement clos k, son groupe fondamental ne change pas
en remplac¸ant k par une extension alge´briquement close ; c’est de´ja` faux par exem-
ple en caracte´ristique p > 0 pour la droite affine sur k, a` cause des phe´nome`nes de
« ramification supe´rieure » au point a` l’infini, impliquant une structure « continue »
pour le groupe fondamental. Nous verrons cependant dans l’expose´ suivant que de
tels phe´nome`nes ne peuvent se produire si X est propre sur k. Nous montrerons aussi
par voie transcendante qu’il en est de meˆme si k est de caracte´ristique nulle.
Corollaire 6.4. — Supposons que a soit localise´ en un x ∈ X qui est rationnel sur k (ou
plus ge´ne´ralement, ayant un corps re´siduel radiciel sur k). Alors la suite exacte 6.1
est scinde´e.
On peut supposer S = Spec(k). Si x est rationnel sur k, il correspond a` une
section S → X de X sur S, transformant b en a, et de´finissant un homomorphisme
π1(S, b)→ π1(X, a) qui est le scindage cherche´. Si k(x) est radiciel sur k, on se rame`ne
au cas pre´ce´dent en faisant l’extension de la base Spec(k(x))→ Spec(k).
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Théorème 6.5. — Soient f : X → S un morphisme propre et surjectif de pre´sentation
finie, a` fibres ge´ome´triquement connexes, X ′ un pre´sche´ma de pre´sentation finie et
propre sur X, s un point de S, F = Xs la fibre de X en s, et F
′
1 une composante
connexe de la fibre F ′ = X ′s de X
′ en s. Pour qu’il existe un voisinage ouvert X ′1
de F ′1 dans X
′, un S-sche´ma e´tale S′1 et un X-isomorphisme X
′
1
∼
−→ S′1×SX, il faut
et il suffit que X ′ soit e´tale sur X aux points de F ′1, et que F
′
1 soit un reveˆtement
ge´ome´triquement trivial de F .
La ne´cessite´ de la condition e´tant triviale, il reste a` prouver la suffisance. On se 256
rame`ne facilement au cas ou` S est noethe´rien. Conside´rons la factorisation de Stein
X → T → S de f , ou` T est le spectre de l’Alge`bre f∗(OX) sur S. Comme les
fibres de X sur S sont ge´ome´triquement connexes, et f est surjectif, le morphisme
T → S est fini surjectif et radiciel, donc (4.10) tout T ′ e´tale sur T provient par image
inverse d’un S′ e´tale sur S. Cela nous rame`ne a` prouver 6.5 en y remplac¸ant S par T ,
i.e. dans le cas ou` on suppose f∗(OX) = OS . Conside´rons alors la factorisation de Stein
X ′ → S′ → S du morphisme propre h : X ′ → S, ou` S′ est le spectre de l’Alge`bre
h∗(OX′). Les morphismes X ′ → X et X ′ → S′ de´finissent un morphisme canonique
X ′ −→ X ×S S
′,
et notre assertion est contenue dans la suivante :
Corollaire 6.6. — Soit f : X → S un morphisme propre de pre´sche´mas localement
noethe´riens, tel que f∗(OX) = OS, et soit X ′ un pre´sche´ma propre sur X. Conside´rons
la factorisation de Stein X ′ → S′ → S pour X ′ → S, et le morphisme canonique
X ′ → X×SS′. Soient s un point de S, s′ un point de S′ au-dessus de s, correspondant
a` une composante connexe F ′1 de la fibre X
′
s de X
′ en s. Pour que le morphisme
X ′ → X ×S S′ soit un isomorphisme au-dessus d’un voisinage ouvert U ′ de s′ e´tale
sur S, il faut et il suffit que X ′ soit e´tale sur X en les points de F ′1, et que F
′
1 soit un
reveˆtement ge´ome´triquement trivial de la fibre F = Xs.
La ne´cessite´ e´tant encore triviale, il reste a` prouver la suffisance. La conclusion
signifie aussi que a) le morphisme de´duit de X ′ → X×S S′ par le changement de base
Spec(Ôs′ ) → S′ est un isomorphisme, b) S′ est e´tale sur S en s′, i.e. Ôs′ est e´tale
sur Ôs. Sous cette forme, on voit que la conclusion est invariante par changement
de base Spec(Ôs) → S. Les hypothe`ses e´tant e´galement stables par ce changement
de base, on peut donc supposer que S est le spectre d’un anneau local noethe´rien
complet. On peut de plus e´videmment supposer X ′ connexe, ce qui implique ici que
S′ = Spec(Os′), F
′ = F ′1.
Comme l’ensemble des points de X ′ ou` X ′ est e´tale sur X est ouvert et contient la 257
fibre X ′s′ = F
′, X ′ e´tant propre sur S, il s’ensuit que X ′ est e´tale sur X . Comme il in-
duit sur F = Xs un reveˆtement e´tale isomorphe a` un F⊗k(s)L, ou` L est e´tale sur k(s),
il re´sulte de 1.10 qu’il est isomorphe a` un reveˆtement de la forme X ×S T , avec T
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e´tale sur S. (N.B. ici encore, il suffit d’utiliser que le foncteur de 1.10 est pleinement
fide`le, qui re´sulte du fait qu’un isomorphisme formel de faisceaux cohe´rents sur X
provient d’un isomorphisme de ces faisceaux). Donc, si T est de´fini par l’alge`bre B
finie sur A, X ′ s’identifie au spectre de l’Alge`bre OX ⊗A B sur X , d’ou` re´sulte aus-
sitoˆt, puisque f∗(OX) = OS , que h∗(OX′) est de´fini par B, donc l’homomorphisme
canonique X ′ → X ×S S′ n’est autre que l’isomorphisme envisage´ X ′
∼
−→ X ×S T .
Cela ache`ve la de´monstration.
Corollaire 6.7. — Sous les conditions de 6.5, pour qu’il existe un pre´sche´ma S′ e´tale
sur S et un X-isomorphisme X ′
∼
−→ X ×S S′, il faut et il suffit que X ′ soit e´tale
sur X et que pour tout s ∈ S, X ′s′ soit un reveˆtement ge´ome´triquement trivial de Xs.
En effet, s’il en est ainsi, X ′ est re´union d’ouverts X ′i qui sont isomorphes a` des
images inverses de S′i e´tales sur S. On voit alors facilement que ces S
′
i se recollent en
un S′ e´tale sur S, et qu’on obtient un isomorphisme X ′
∼
−→ X ×S S′. On peut dire
par exemple que les X ′i sont munis de donne´es de descente relativement a` X → S, qui
se recollent ne´cessairement en une donne´e de descente sur X ′ tout entier relativement
a` X → S. Et comme cette dernie`re est effective sur les X ′i, il s’ensuit facilement (graˆce
a` un sorite oublie´ au nume´ro 4) qu’elle est effective. On peut aussi e´noncer 6.7 sous
la forme suivante :
Corollaire 6.8. — Soit f : X → S un morphisme propre surjectif de pre´sentation
finie, a` fibres ge´ome´triquement connexes. Alors f est un morphisme de descente ef-
fective pour la cate´gorie fibre´e des pre´sche´mas e´tales finis sur d’autres. Le foncteur
S′ 7→ X ×S S′ induit une e´quivalence de la cate´gorie des pre´sche´mas e´tales et finis
sur S avec la cate´gorie des pre´sche´mas e´tales et finis sur X qui induisent sur chaque258
fibre Xs un reveˆtement ge´ome´triquement trivial.
Remarque 6.9. — Soit f : X → S un morphisme propre et surjectif, avec Y localement
noethe´rien, alors f se factorise en un morphisme X → S′ satisfaisant l’hypothe`se
de 6.8, et un morphisme fini surjectif S′ → S justiciable de 4.7, donc en produit de
deux morphismes qui sont des morphismes de descente effective universels pour la
cate´gorie fibre´e des pre´sche´mas e´tales et finis sur d’autres. On peut en conclure que
f lui-meˆme est un morphisme de descente effective universel pour la cate´gorie fibre´e
envisage´e. On retrouve ainsi 4.12 par une me´thode diffe´rente.
Remarque 6.10. — La conclusion de 6.7 ne reste pas valable si on remplace l’hypothe`se
que f est propre par : X est de type fini sur S et admet une section sur S (donc f
est universellement submersif et un morphisme de descente pour la cate´gorie fibre´e
des pre´sche´mas e´tales sur d’autres), meˆme lorsque S est le spectre d’un anneau de
valuation discre`te et lorsque X ′ est un reveˆtement e´tale de X . Pour le voir, on part
d’un Z propre sur S, dont la fibre ge´ne´rale est une courbe rationnelle non singulie`re,
et la fibre spe´ciale Z0 consiste en deux droites concourantes. Par exemple, si t est une
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uniformisante de l’anneau de valuation A, on prend le sous-sche´ma ferme´ Z de P2A
de´fini par l’e´quation homoge`ne x2+y2+ tz2 = 0 (coordonne´es homoge`nes x, y, z). On
prend pour X le comple´mentaire du point singulier a de Z0 dans la re´union Z ∪ P2k.
Les fibres de X sont P1k et P
2
k − a, donc sont ge´ome´triquement simplement connexes
(i.e. tout reveˆtement e´tale d’une telle fibre est ge´ome´triquement trivial). Cependant
on construit facilement, en proce´dant comme dans le No 4, des reveˆtements e´tales deX 259
qui ne proviennent pas de reveˆtements e´tales de S, par recollement de reveˆtements
triviaux de Z − a et de P2k − a. Il est possible par contre que la conclusion de 6.7
subsiste si on y remplace l’hypothe`se de proprete´ par celle que X soit universelle-
ment ouvert de pre´sentation finie sur S (9). C’est vrai du moins si on suppose que les
fibres de X sur S sont ge´ome´triquement irre´ductibles, et non seulement ge´ome´trique-
ment connexes. Signalons seulement qu’on peut dans cette question se ramener au
cas ou` S est le spectre d’un anneau de valuation discre`te complet a` corps re´siduel
alge´briquement clos.
L’interpre´tation de 6.7 en termes du groupe fondamental est la suivante :
Corollaire 6.11. — Soit f : X → S un morphisme propre surjectif de pre´sentation
finie, a` fibres ge´ome´triquement connexes. On suppose X donc S connexe. Soient
a un point ge´ome´trique de X, b son image dans S, et pour tout s ∈ S, choisis-
sons une cloˆture alge´brique k(s) de k(s), un point ge´ome´trique as de Ss a` valeurs
dans cette extension, et une classe de chemins de as dans a, d’ou` un homomor-
phisme π1(Xs, as) → π1(X, a), ou` Xs = Xs ⊗k(s) k(s). Alors l’homomorphisme
π1(X, a) → π1(S, b) est surjectif, et son noyau est le sous-groupe invariant ferme´
de π1(X, a) engendre´ par les images des π1(Xs, as).
Remarque 6.12. — Sous les conditions de 6.7, supposant S noethe´rien, on voit facile-
ment que l’ensemble des points s ∈ S tels que S′s′ soit ge´ome´triquement trivial sur Xs
est un ensemble constructible ; si X ′ est propre sur X , il est meˆme ouvert, comme
on voit sur 6.6. Cela permet donc, si S et un pre´sche´ma de Jacobson (par exemple
de type fini sur un corps), ou X ′ est propre sur X , de se borner pour ve´rifier les 260
conditions de 6.7 aux points s de S qui sont ferme´s. De meˆme, dans 6.11 il suffit alors
de prendre les π1(Xs, as) pour les points de S qui sont ferme´s.
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Dans le pre´sent expose´, nous nous bornons a` l’e´tude du groupe fondamental des fi-
bres ge´ome´triques dans un morphisme propre, i.e. du groupe fondamental d’un sche´ma
alge´brique propre variable. Dans un expose´ ulte´rieur, nous ge´ne´raliserons la technique
employe´e aux reveˆtements e´tales mode´re´ment ramifie´s « a` l’infini ». Cela nous donnera
par exemple une solution du « Proble`me des trois points » dans le cas des reveˆtements
galoisiens d’ordre premier a` la caracte´ristique (i.e. une de´termination des reveˆtements
galoisiens de la droite P1k, ramifie´s au plus en trois points donne´s et mode´re´ment
ramifie´s en ces points), et de ses variantes e´videntes.
1. La suite exacte d’homotopie pour un morphisme propre et se´parable
Définition 1.1. — Un pre´sche´maX sur un corps k est dit se´parable, ou se´parable sur k,
si pour toute extension K de k, X ⊗k K est re´duit. Si f : X → Y est un morphisme
de pre´sche´mas, on dit que f est se´parable, ou que X est se´parable sur Y , si X est plat
sur Y et si pour tout y ∈ Y , la fibre X ⊗Y k(y) est se´parable sur k(y).
Si X est un pre´sche´ma sur un corps k, dire qu’il est se´parable signifie aussi qu’il est
re´duit, et que les corps k(x), pour x point ge´ne´rique d’une composante irre´ductible
de X , sont des extensions se´parables de k. Si k est parfait, il revient donc au meˆme
de dire que X est re´duit. Notons que si X est se´parable sur Y , alors pour tout
changement de base Y ′ → Y , X ′ = X ×Y Y ′ est se´parable sur Y ′. On peut prouver
aussi, moyennant des hypothe`ses de finitude convenables, que le compose´ de deux
morphismes se´parables est un morphisme se´parable. Nous en aurons besoin seulement 262
sous la forme suivante : si X est se´parable sur Y , et X ′ e´tale sur X, X ′ est se´parable
sur Y . C’est en effet une conse´quence imme´diate des de´finitions et I 9.2. Par ailleurs,
l’hypothe`se « morphisme se´parable » nous servira par l’interme´diaire de la proposition
suivante :
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Proposition 1.2. — Soit f : X → Y un morphisme propre et se´parable, avec Y lo-
calement noethe´rien, et conside´rons sa factorisation de Stein X
f ′
−→ Y ′ −→ Y , (ou`
f ′∗(OX) = OY ′ , Y
′ e´tant fini sur Y et isomorphe au spectre de l’alge`bre f∗(OX)).
Alors Y ′ est un reveˆtement e´tale de Y .
Cette proposition figurera dans (EGA III 7)(1). Indiquons le principe de la de´-
monstration. On se rame`ne facilement au cas ou` Y est le spectre d’un anneau lo-
cal complet A, et faisant encore une extension finie plate convenable de ce dernier
(correspondant a` une extension re´siduelle convenable), on peut supposer que les com-
posantes connexes de la fibre du point ferme´ y sont ge´ome´triquement connexes, ce
qui signifie aussi que H0(Xy,OXy ) se de´compose en un produit de corps identiques a`
k = k(y). Supposant alors X connexe, ce qui est loisible, on aura H0(Xy,OXy ) = k,
donc l’homomorphisme A→ H0(Xy,OXy) est surjectif. On en conclut par une propo-
sition ge´ne´rale (du type Ku¨nneth) que f∗(OX) est de´fini par un module B sur A qui
est libre sur A, et que B/mB → H0(Xy,OXy ) = k est bijectif. Donc en l’occurrence
B est une alge`bre e´tale sur A, ce qui ache`ve la de´monstration.
Théorème 1.3. — Soit f : X → Y un morphisme propre et se´parable, avec Y locale-
ment noethe´rien et connexe, et supposons f∗(OX) = OY (ce qui implique que les
fibres de X sur Y sont ge´ome´triquement connexes, et re´ciproquement graˆce a` 1.2).
Soient y un point de Y , k(y) une cloˆture alge´brique de k(y), Xy = Xy ⊗k(y) k(y).
Soient enfin X ′ un reveˆtement e´tale connexe de X, et X
′
y = X
′
y⊗k(y) k(y). Pour qu’il
existe un reveˆtement e´tale Y ′ de Y et un X-isomorphisme X ′
∼
−→ X ×Y Y ′, il faut263
et il suffit que X ′y admette une section sur Xy.
Posant Y ′ = Spec(h∗(OX′ )) (ou` h : X ′ → Y est le morphisme compose´
X ′ → X → Y ), il suffit de prouver que le Y -morphisme canonique
X ′ −→ X ×Y Y
′
est un isomorphisme, et que Y ′ est e´tale sur Y . Or nous savons de´ja` par 1.2 que Y ′
est e´tale sur Y , donc X ×Y Y ′ est e´tale sur X , donc le morphisme X ′ → X ×Y Y ′ est
e´galement e´tale (I 4.8). D’ailleurs, Y ′ est connexe comme image de X ′ qui l’est, donc
X ×Y Y ′ est connexe puisque X est a` fibres connexes sur Y (IX 3.4 et V 6.9 (iii)).
Donc pour prouver que X ′ → X ×Y Y ′ est un isomorphisme, il suffit de voir que son
degre´ de projection en un point de X ×Y Y ′ est e´gal a` 1. Or ceci re´sulte facilement
de l’hypothe`se que X ′y admet une section sur Xy, soit par utilisation de IX 6.6,
soit plus simplement en notant qu’il suffit de prouver l’existence d’un tel point dans
X ×Y Y ′ apre`s changement de base Spec(k(y))→ Y , ou` cela est e´vident. Cela ache`ve
la de´monstration de 1.3.
(1)Cf. EGA III 7.8.10 (i)
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Tenant compte de IX 3.4 et du dictionnaire V 6.9 et V 6.11, on peut mettre 1.3
sous la forme e´quivalente suivante
Corollaire 1.4. — Avec les notations pre´ce´dentes pour f : X → Y et Xy, soit a un
point ge´ome´trique de Xy, a son image dans X et b son image dans Y . Alors la suite
suivante d’homomorphismes de groupes est exacte :
π1(Xy, a) −→ π1(X, a) −→ π1(Y, b) −→ e.
Remarques 1.5. — On notera que la de´monstration de 1.3 fait intervenir de fac¸on es-
sentielle 1.2 et par la` le « premier the´ore`me de comparaison » en ge´ome´trie alge´brico-
formelle. Par contre, la the´orie de la descente de l’expose´ IX n’est intervenue que 264
par l’interme´diaire de IX 3.4, dont une de´monstration directe dans le cas d’un mor-
phisme propre f : X → Y tel que f∗(OX) = OY est facile. Soit en effet Y ′ e´tale
sur Y et supposons que X ′ = X ×Y Y ′ soit somme disjointe de deux ouverts non
vides, prouvons qu’il en est de meˆme de Y ′. En effet, on aura Y ′ = Spec(A ), donc
X ′ = Spec(B) avec B = A ⊗OY OX , et la de´composition de X
′ en somme directe
correspond a` une de´composition de B en produit de deux Alge`bres non nulles B1 et
B2. Comme f∗(OX) = OY on conclut facilement f∗(B) = A , donc A sera somme de
deux Alge`bres (non nulles e´galement, car leurs sections unite´ sont non nulles) f∗(B1)
et f∗(B2), cqfd.
1.6. Supposons encore que f soit propre et se´parable, mais ne faisons plus d’hy-
pothe`se sur f∗(OX), qui correspondra a` un reveˆtement e´tale Y ′ bien de´termine´ de Y ,
d’ailleurs ponctue´ au-dessus de b par l’image b′ de a. Appliquant alors 1.4 au mor-
phisme canonique X → Y ′, et supposant f surjectif, la suite exacte 1.4 est remplace´e
par la suivante, analogue de la suite exacte d’homotopie des espaces fibre´s en topolo-
gies alge´briques :
π1(Xy, a) −→ π1(X, a) −→ π1(Y, b) −→ π0(Xy, a) −→ π0(X, a) −→ π0(Y, b) −→ e.
Bien entendu, dans 1.4 on ne peut pas en ge´ne´ral affirmer que l’homomorphisme
π1(Xy, a) → π1(X, a) soit injectif ; en topologie alge´brique, son noyau est l’image de
π2(Y, b), et il y aurait lieu en ge´ome´trie alge´brique e´galement d’introduire des groupes
d’homotopie en toutes dimensions, et la suite exacte d’homotopie comple`te pour un
morphisme propre satisfaisant des hypothe`ses convenables (par exemple d’eˆtre un
morphisme lisse). On ne dispose a` l’heure actuelle d’aucun re´sultat dans ce sens, a`
l’exception d’une de´finition raisonnable (sinon de´finitive) des groupes d’homotopie
supe´rieure.
Corollaire 1.7. — Soient k un corps alge´briquement clos, X et Y deux pre´sche´mas
connexes sur k, on suppose X propre sur k et Y localement noethe´rien. Soient a 265
un point ge´ome´trique de X, b un point ge´ome´trique de Y a` valeurs dans la meˆme
extension alge´briquement close K de k, conside´rons le point ge´ome´trique c = (a, b)
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de X×kY , et l’homomorphisme π1(X×k Y, c)→ π1(X, a)×π1(Y, b) de´duit des homo-
morphismes sur les groupes fondamentaux associe´s aux deux projections X×k Y → X
et X ×k Y → Y . L’homomorphisme pre´ce´dent est un isomorphisme.
Supposons d’abordK = k. PosonsZ = X×kY , conside´rons la projection f : Z → Y
et la localite´ y du point ge´ome´trique b de Y , appliquons a` la situation le re´sultat 1.4.
On notera pour ceci que quitte a` passer a` Xre´d (ce qui ne change pas les groupes fon-
damentaux envisage´s), on peut supposer de´ja` X re´duit donc se´parable sur k, donc Z
est se´parable sur k, et e´videmment a` fibres ge´ome´triquement connexes (puisque X est
connexe). La fibre ge´ome´trique de Z en b est canoniquement isomorphe a`X⊗kK = X .
D’autre part, comme le compose´ des morphismesX → Z → X est l’identite´, on trouve
que π1(X, a)→ π1(Z, c) est injectif et 1.4 nous donne une suite exacte :
e −→ π1(X, a) −→ π1(Z, c) −→ π1(Y, b) −→ e.
D’autre part, on a la suite exacte canonique :
e −→ π1(X, a) −→ π1(X, a)× π1(Y, b) −→ π1(Y, b) −→ e,
ou` les deux homomorphismes e´crits sont l’injection canonique et la projection canon-
ique. On a enfin un homomorphisme de la premie`re suite exacte dans la deuxie`me, a`
l’aide des morphismes identiques sur les termes extreˆmes, et l’homomorphisme canon-
ique π1(Z, c) → π1(X, a) × π1(Y, b) pour les termes me´dians. La commutativite´ du
diagramme ainsi obtenu se ve´rifie trivialement. Comme les homomorphismes sur les
termes extreˆmes sont des isomorphismes, il en est de meˆme pour les termes me´dians,
ce qui prouve 1.7 dans ce cas.
Lorsqu’on ne suppose plus K = k, on trouve seulement un isomorphisme
π1(Z, c) −→ π1(X ⊗k K, a)× π1(Y, b),
et 1.7 e´quivaut alors au cas particulier suivant :266
Corollaire 1.8. — Soient X un sche´ma propre et connexe sur un corps alge´briquement
clos k, k′ une extension alge´briquement close de k, a′ un point ge´ome´trique de X⊗k k′
et a son image dans X. Alors l’homomorphisme canonique π1(X⊗k k′, a′)→ π1(X, a)
est un isomorphisme.
Le fait que cet homomorphisme soit surjectif e´quivaut a` dire que si X ′ est un
reveˆtement e´tale connexe de X , alors X ′ ⊗k k′ est e´galement connexe, et re´sulte aus-
sitoˆt du fait que k est alge´briquement clos ; c’est aussi un cas particulier de IX 3.4.
L’hypothe`se de proprete´ sur X n’a pas encore servi. Ceci dit, dire que l’homomor-
phisme envisage´ est injectif signifie aussi ceci : tout reveˆtement e´tale de X ⊗k k
′ est
isomorphe a` l’image inverse d’un reveˆtement e´tale de X. Il est essentiellement sorital
qu’on peut trouver une sous-k-alge`bre A de k′, de type fini sur k, et un reveˆtement
e´tale de X⊗kA dont l’image inverse sur X⊗k k′ soit isomorphe au reveˆtement donne´.
Soit donc Y = Spec(A), qui est un k-sche´ma inte`gre de type fini, donc a des points
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rationnels sur k. Appliquons alors 1.7 au groupe fondamental de X × Y en un point
(a, b) rationnel sur k : on trouve que tout reveˆtement e´tale connexe de X × Y est
isomorphe a` un quotient d’un reveˆtement X ′ × Y ′, ou` X ′, Y ′ sont des reveˆtements
galoisiens e´tales de X et Y de groupes G, G′ par un sous-groupe H de G×G′. Cela
implique que l’image inverse de ce reveˆtement de X × Y sur X × Y ′ est isomorphe a`
un reveˆtement de la forme X ′1 × Y
′, ou` X ′1 est un reveˆtement e´tale de X . Si donc L
est le corps des fonctions de Y , e´gal au corps des fractions de A dans k′, le reveˆtement
e´tale de X ⊗k L induit par le reveˆtement donne´ de X ×k Y est tel qu’il existe une ex-
tension finie se´parable L′ de L, telle que l’image inverse dudit reveˆtement sur X⊗kL′
est isomorphe a` X ′1 ⊗k L
′. Or k′ e´tant alge´briquement clos, on peut supposer que
l’extension L′ de L est contenue dans k′. Cela prouve que le reveˆtement e´tale donne´
de X ⊗k k′ est isomorphe a` X ′1 ⊗k k
′, cqfd.
La forme explicite signale´e en passant pour les reveˆtements e´tales d’un produit
X ×k Y implique aussitoˆt le re´sultat suivant : 267
Corollaire 1.9. — Soient k un corps alge´briquement clos, X et Y deux pre´sche´mas
localement noethe´riens sur k, Z = X ×k Y leur produit, Z ′ un reveˆtement e´tale de Z.
Pour tout point y ∈ Y rationnel sur k, soit iy : Spec(k) → Y le morphisme canon-
iquement associe´, jy = idX ×k iy le morphisme X → Z correspondant. Soit enfin X ′y
le reveˆtement e´tale de X image inverse de Z ′ par jy. On suppose Y connexe, et X
ou Y propre sur k. Alors les reveˆtements X ′y de X sont tous isomorphes.
De fac¸on image´e, on peut dire qu’une famille de reveˆtements e´tales de X,
parame´tre´e par un pre´sche´ma connexe Y , est constante si X ou le pre´sche´ma de
parame`tres Y est propre sur k.
Remarques 1.10. — Les corollaires 1.7 a` 1.9 sont duˆs a` Lang-Serre [2] dans le cas
des sche´mas alge´briques normaux. (Leur travail a e´te´ la motivation initiale pour la
the´orie du groupe fondamental de´veloppe´e dans ce Se´minaire). Comme l’ont remarque´
ces auteurs, ces re´sultats deviennent inexacts lorsqu’on y abandonne l’hypothe`se de
proprete´, du moins en caracte´ristique p > 0. Prenant par exemple pour X la droite
affineX = Spec(k[t]), il n’est pas difficile de voir que les reveˆtements deX , parame´tre´s
par la droite affine Y = Spec(k[s]), de´finis par les e´quations
xp − x = st,
sont e´tales et deux a` deux non isomorphes. Cela met en de´faut 1.9 et a fortiori 1.7, et
on voit de meˆme que si s est conside´re´ comme un e´le´ment transcendant sur k dans une
extension alge´briquement close K de k, on trouve un reveˆtement e´tale X ′ de X ⊗kK
qui ne provient pas d’un reveˆtement e´tale de X .
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2. Application du the´ore`me d’existence de faisceaux : the´ore`me de semi-
continuite´ pour les groupes fondamentaux des fibres d’un morphisme
propre et se´parable
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Théorème 2.1. — Soient Y le spectre d’un anneau local noethe´rien complet, de corps
re´siduel k, X un Y -sche´ma propre, X0 = X ⊗A k, a0 un point ge´ome´trique de X0
et a le point ge´ome´trique correspondant de X. Alors l’homomorphisme canonique
π1(X0, a0)→ π1(X, a) est un isomorphisme.
Ce n’est qu’une traduction, dans le langage du groupe fondamental, du re´sultat
rappele´ dans IX 1.10. C’est ici que le the´ore`me d’existence de faisceaux en ge´ome´trie
alge´brico-formelle s’introduit de fac¸on essentielle dans la the´orie du groupe fondamen-
tal.
Introduisons maintenant une cloˆture alge´brique k du corps re´siduel k, et la fibre
ge´ome´trique X0 = X0 ⊗k k. On a donc la suite exacte (IX 6.1)
e −→ π1(X0, a) −→ π1(X0, a0) −→ π1(k, k) −→ e,
d’autre part on a l’isomorphisme 2.1 et l’isomorphisme analogue, plus e´le´mentaire,
π1(k, k) −→ π1(Y, b),
ou` b est l’image de a dans Y . On trouve ainsi :
Corollaire 2.2. — Avec les notations pre´ce´dentes, supposons X0 = X0 ⊗k k connexe,
et soient a0 un point ge´ome´trique de X0, a0 son image dans X, b0 son image dans Y .
Alors la suite d’homomorphismes canoniques suivante
e −→ π1(X0, a) −→ π1(X, a0) −→ π1(Y, b0) −→ e
est exacte.
On comparera cette suite a` la suite exacte 1.4, mais on notera que a) on n’a pas eu
a` faire d’hypothe`se de platitude, ou de se´parabilite´ sur les fibres, pour X → Y ; b) on
a le comple´ment important que le morphisme π1(X0, a0)→ π1(X, a0) est injectif.
Ce dernier fait nous permettra de comparer le groupe fondamental des autres fibres269
ge´ome´triques de X sur Y a` celui de X0. Soit en effet y1 un point quelconque de Y ,
X1 sa fibre et X1 sa fibre ge´ome´trique, relativement a` une extension alge´briquement
close de k(y1), a1 un point ge´ome´trique de X1, a1 son image dans X et b1 son image
dans Y . Choisissons une « classe de chemins » de a1 a` a0, d’ou` une classe de chemins
de b1 a` b0, d’ou` un diagramme commutatif d’homomorphismes :
π1(X1, a1) // π1(X, a1) //

π1(Y, b1) //

e
e // π1(X0, a0) // π1(X, a0) // π1(Y, b0) // e,
ou` les deux fle`ches verticales e´crites sont des isomorphismes. Comme la deuxie`me
ligne est exacte, on trouve donc un homomorphisme canonique, que nous appellerons
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l’homomorphisme de spe´cialisation pour le groupe fondamental (ne de´pendant que de
la classe de chemins choisis de a1 a` a0, donc de´fini modulo automorphisme inte´rieur
de π1(X, a0)) :
π1(X1, a1) −→ π1(X0, a0).
Lorsque la premie`re ligne ci-dessus est e´galement exacte, il s’ensuit aussitoˆt que
l’homomorphisme de spe´cialisation est surjectif. On trouve donc, compte tenu de 1.4 :
Corollaire 2.3. — Sous les conditions de 2.1, supposons de plus que le morphisme
f : X → Y soit se´parable (1.1) et X0 connexe (donc en vertu de 1.2 on a
f∗(OX) = OY ). Alors pour toute fibre ge´ome´trique X1 de X sur Y , munie d’un
point ge´ome´trique a1, l’homomorphisme de spe´cialisation de´fini ci-dessus est un ho-
momorphisme surjectif.
C’est la` un re´sultat de semi-continuite´ pour le groupe fondamental, qui ne semble
pas encore avoir d’analogue en topologie alge´brique. On peut d’ailleurs l’e´noncer sous
des conditions plus ge´ne´rales :
Corollaire 2.4. — Soient f : X → Y un morphisme propre a` fibres ge´ome´triquement 270
connexes, avec Y localement noethe´rien, y0 et y1 deux points de Y tels que y0 ∈ {y1},
X0 et X1 les fibres ge´ome´trique de X correspondant a` des extensions alge´briquement
closes donne´es de k(y0) et k(y1), a0 resp. a1 un point ge´ome´trique de X0 resp. X1.
Alors on peut de´finir de fac¸on naturelle un homomorphisme de spe´cialisation :
π1(X1, a1) −→ π1(X0, a0),
de´fini a` automorphisme inte´rieur pre`s, et c’est la` un homomorphisme surjectif si f
est un morphisme se´parable (1.1).
En effet, il re´sulte d’abord de 1.8 que 2.4 est essentiellement inde´pendant des exten-
sions alge´briquement closes choisies pour les corps re´siduels k(y0) et k(y1). Cela nous
permet de remplacer Y par un pre´sche´ma Y ′ sur Y ayant un point y′0 (resp. y
′
1) au-
dessus de y0 (resp. y1). On prendra alors pour Y
′ le spectre du comple´te´ de l’anneau
local de y0 dans Y , et on applique 2.3.
Remarques 2.5. — La conclusion finale de 2.4 sur la surjectivite´ de l’homomorphisme
de spe´cialisation, et a fortiori les re´sultats 1.3 et 1.4 dont elle est une conse´quence,
devient inexacte si on ne suppose plus que f : X → Y est un morphisme se´parable,
meˆme pour des sche´mas projectifs sur un corps alge´briquement clos de caracte´ris-
tique 0. Nous en verrons plus loin des exemples, tant dans le cas ou` f est plat mais ou`
f admet une fibre non se´parable (X et Y e´tant cependant lisses sur k), que dans le cas
ou` les fibres de f sont bien se´parables mais ou` f n’est pas plat (par exemple f : X → Y
e´tant un morphisme birationnel de sche´mas inte`gres normaux), cf. XI 3. Dans ces ex-
emples, il peut arriver que le groupe fondamental de la fibre ge´ome´trique ge´ne´rique soit
nul, mais non celui d’une fibre ge´ome´trique spe´ciale convenable. D’autre part, meˆme si
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f : X → Y est un morphisme propre se´parable comme dans 2.4, il arrive couramment
que le morphisme de spe´cialisation ne soit pas un isomorphisme. Ainsi, il est facile de271
donner des exemples ou` X1 est une courbe elliptique non singulie`re, (donc son groupe
fondamental est commutatif, et sa composante ℓ-primaire pour un nombre premier ℓ
premier a` la caracte´ristique est isomorphe a` Z2ℓ , cf. XI), tandis que X0 est forme´, soit
de deux courbes rationnelles non singulie`res se coupant en deux points, soit de deux
courbes rationnelles tangentes en un point, soit enfin d’une courbe rationnelle ayant
un point singulier qui est un point de rebroussement. (Pour la classification comple`te
des courbes elliptiques de´ge´ne´re´es, voir les travaux re´cents de Kodaira [1] et Ne´ron).
On voit alors que dans ces cas, le groupe fondamental de X0 est respectivement Ẑ, e,
e, donc « strictement plus petit » que celui de X1. Nous verrons cependant plus loin,
lorsque f est un morphisme lisse, une majoration du noyau de l’homomorphisme de
spe´cialisation, qui implique en particulier que si k(y0) est de caracte´ristique 0, l’ho-
momorphisme de spe´cialisation est un isomorphisme. Mais meˆme pour un morphisme
lisse, si la caracte´ristique de k(y0) est > 0, il peut arriver que l’homomorphisme de
spe´cialisation ne soit pas un isomorphisme, comme on voit par exemple dans le cas
ou` X est un sche´ma abe´lien sur Y (de dimension relative 1, si on veut), cf. XI 2. Une
the´orie satisfaisante de la spe´cialisation du groupe fondamental doit tenir compte de
la « composante continue » du « vrai » groupe fondamental, correspondant a` la classi-
fication des reveˆtements principaux de groupe structural des groupes infinite´simaux ;
moyennant quoi on serait en droit a` s’attendre que les « vrais » groupes fondamentaux
des fibres ge´ome´triques d’un morphisme lisse et propre f : X → Y forment un joli sys-
te`me local sur X , limite projective de sche´mas en groupes finis et plats sur X (2). Nous
reviendrons ulte´rieurement sur ce point de vue, notre objet pre´sent e´tant au contraire
de pousser aussi loin que possible les phe´nome`nes communs a` la the´orie topologique
et la the´orie sche´matique du groupe fondamental.
Soit maintenant X0 une courbe propre, lisse et connexe de genre g sur un corps
alge´briquement clos k. Si k est de caracte´ristique ze´ro, son groupe fondamental peut
se de´terminer par voie transcendante de la fac¸on suivante. On sait que X0 provient
par extension de la base d’une courbe de´finie sur une extension alge´briquement close272
de degre´ de transcendance fini du corps premier Q, et compte tenu de 1.8, on peut
supposer que k est lui-meˆme de degre´ de transcendance fini sur Q. On peut donc
supposer que k est un sous-corps du corps C des nombres complexes, et une nouvelle
application de 1.8 nous permet de supposer que k = C. Il n’est pas difficile alors de
ve´rifier que le groupe fondamental de X est isomorphe au compactifie´ du groupe fon-
damental de l’espace topologique associe´ X˜ (surface compacte oriente´e de genre g),
(2)Cette conjecture extreˆmement se´duisante est malheureusement mise en de´faut par un exemple
ine´dit de M. Artin, de´ja` lorsque les fibres de f sont des courbes alge´briques de genre donne´ g > 2.
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pour la topologie de´finie par les sous-groupes d’indice fini(3). Il est d’autre part clas-
sique que le groupe fondamental topologique est engendre´ par 2g ge´ne´rateurs si, ti
(1 6 i 6 g), soumis a` une seule relation :
(s1t1s
−1
1 t
−1
1 ) · · · (sgtgs
−1
g t
−1
g ) = 1.
Donc le groupe fondamental de X admet 2g ge´ne´rateurs topologiques si, ti (1 6 i 6 g),
lie´s par la seule relation pre´ce´dente. Si maintenant la caracte´ristique de k est p > 0,
de´signons par A l’anneau des vecteurs de Witt construit avec k, par K une extension
alge´briquement close de son corps des fractions. On a vu dans III 7.4 qu’il existe un
sche´maX sur Y = Spec(A), propre et lisse sur Y , se re´duisant suivantX0. Appliquons-
lui 2.3, on trouve un morphisme surjectif
π1(X1) −→ π1(X0),
ou` X1 = X ⊗A K. Il est imme´diat(4) que X1 est lisse sur K, connexe (1.2), de
dimension 1, et son genre est e´gal a` g (d’apre`s l’invariance de la caracte´ristique d’Euler-
Poincare´, cf. EGA III 7). Comme K est de caracte´ristique 0, on peut lui appliquer le
re´sultat pre´ce´dent. On a ainsi prouve´ par voie transcendante :
Théorème 2.6. — Soit X0 une courbe alge´brique lisse propre et connexe sur un corps 273
alge´briquement clos k, et soit g son genre. Alors π1(X0) admet un syste`me de 2g
ge´ne´rateurs topologiques, lie´s par la relation e´crite plus haut. Lorsque la caracte´ristique
de k est 0, π1(X0) est meˆme le groupe de type galoisien libre pour les ge´ne´rateurs et
la relation qui pre´ce`dent.
Remarques 2.7. — Il n’existe pas a` l’heure actuelle, a` la connaissance du re´dacteur,
de de´monstration par voie purement alge´brique du re´sultat pre´ce´dent, (sauf pour
les genres 0, 1). Pour commencer, on ne voit gue`re comment distinguer dans π1(X0)
2g e´le´ments, dont on pourrait attendre ensuite qu’ils forment un syste`me de ge´ne´ra-
teurs topologiques. A` cet e´gard, la situation de la droite rationnelle prive´e de n points,
et l’e´tude des reveˆtements d’icelle mode´re´ment ramifie´s en ces points, est plus sympa-
thique, puisque la conside´ration des groupes de ramification en ces n points fournit n
e´le´ments du groupe fondamental a` e´tudier, dont on montre en effet qu’ils engendrent
topologiquement ce groupe fondamental, comme nous verrons ulte´rieurement(5). Mais
meˆme dans ce cas particulie`rement concret, il ne semble pas exister de de´monstra-
tion purement alge´brique. Une telle de´monstration serait e´videmment extreˆmement
inte´ressante. Le seul fait concernant le groupe fondamental d’une courbe qu’on sache
de´montrer par voie purement alge´brique (exception faite du the´ore`me de finitude
(3)Cette de´duction e´tait explicite´e dans un des expose´s oraux qui n’ont pas e´te´ re´dige´s.
(4)cf. EGA IV 12.2.
(5)Cf. Exp. XII. Encore ces e´le´ments ne sont-ils de´termine´s vraiment que modulo conjugaison, et il
convient de faire un choix simultane´ judicieux de ces e´le´ments dans leurs classes.
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faible 2.12 ci-dessous, prouve´ par voie alge´brique par Lang-Serre [2]), semble la de´ter-
mination du groupe fondamental rendu abe´lien via la jacobienne (signale´e dans IX 5.8
dernie`re ligne).
2.8. La dernie`re assertion 2.6 n’est plus valable en caracte´ristique p > 0, comme on
voit de´ja` dans le cas des courbes elliptiques. Comme nous l’avons de´ja` signale´, nous
ne savons pas si le groupe fondamental de X0 est topologiquement de pre´sentation
finie ; cela semble tout a` fait improbable.
Théorème 2.9. — Soient k un corps alge´briquement clos, et X un sche´ma propre et
connexe sur k. Alors le groupe fondamental de X est topologiquement de ge´ne´ration
finie.
Nous proce´dons par re´currence sur n = dimX , l’assertion e´tant triviale pour n 6 0.274
Supposons donc n > 0, et le the´ore`me de´montre´ pour les dimensions n′ < n. D’apre`s
le lemme de Chow (EGA II 5.6.2) il existe un sche´ma projectif X ′ sur k et un mor-
phisme surjectif X ′ → X . On peut e´videmment supposer X ′ re´duit, et en passant au
normalise´, normal. Graˆce a` la the´orie de la descente, il suffit de prouver que les groupes
fondamentaux des composantes connexes de X ′ sont topologiquement de ge´ne´ration
finie (IX 5.2). Cela nous rame`ne donc au cas ou` X est projectif et normal. Si alors
n = 1, il suffit d’appliquer 2.6. Si n > 2, on conside`re une immersion projective
X → Prk, et une section hyperplane Y = X · H (munie de la structure re´duite in-
duite), telle que Y 6= X , i.e. H 6⊃ X . On aura alors dimY < n, et tenant compte de
l’hypothe`se de re´currence, il suffit de prouver que π1(Y ) → π1(X) est surjectif. Or
plus ge´ne´ralement :
Lemme 2.10. — Soient X un pre´sche´ma propre sur un corps alge´briquement clos k,
g : X → Prk un morphisme. On suppose X irre´ductible et normal et dim g(X) > 2.
Soient H un hyperplan de Prk et Y = X ×Prk H. Alors Y est connexe, et l’homomor-
phisme π1(Y )→ π1(X) est surjectif.
Ces assertions re´sultent en effet de la suivante :
Corollaire 2.11. — Sous les conditions pre´ce´dentes, soient X ′ un reveˆtement e´tale con-
nexe de X, et Y ′ = X ′ ×X Y = X ′ ×Pr
k
H le reveˆtement induit sur Y . Alors Y ′ est
connexe.
Comme X est normal, X ′ est normal, donc e´tant connexe, X ′ est irre´ductible ; de
plus son image dans Prk est de dimension > 2. Un lemme bien connu duˆ a` Zariski (et
appele´ « the´ore`me de Bertini » ) implique donc que si H ′1 est l’hyperplan ge´ne´rique
dans Prk, de´fini sur une extension K de k, alors X
′ ×Pr H1 est universellement irre´-
ductible donc universellement connexe sur K. Le the´ore`me de connexion de Zariski
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(EGA III 4) implique alors que pour tout hyperplan H (de´fini sur une extension quel-
conque de k) X ′ ×Pr H est ge´ome´triquement connexe. Cela ache`ve la de´monstration
de 2.11, donc de 2.9.
Corollaire 2.12 (Lang-Serre). — Sous les conditions de 2.9, pour tout groupe fini G, 275
l’ensemble des classes, a` isomorphisme pre`s, de reveˆtements principaux de X de
groupe G, est fini.
Remarque 2.13. — Sous les conditions de 2.10 nous prouverons lorsque dim g(X) > 3
(du moins lorsque g est une immersion et X re´gulier), un re´sultat plus pre´cis, connu
en ge´ome´trie alge´brique sous le nom de « the´ore`me de Lefschetz » : π1(Y ) → π1(X)
est un isomorphisme.(6) Il y a dans les cas classiques des e´nonce´s analogues pour les
groupes d’homologie et les groupes d’homotopie supe´rieure, qui toˆt ou tard devront
eˆtre englobe´s dans la ge´ome´trie alge´brique abstraite. Meˆme pour la cohomologie de
Hodge Hp(X,Ωq), il ne semble pas que la question ait encore e´te´ e´tudie´e ; il n’est
d’ailleurs gue`re probable que pour cette dernie`re, les the´ore`mes de Lefschetz subsistent
tels quels en caracte´ristique p > 0.
[Remarque (ajoutée en 2003 (MR)). — Soit R un anneau de valuation discre`te com-
plet, de corps re´siduel k alge´briquement clos de caracte´ristique p > 0, de corps des
fractions K et soit Y une courbe propre et lisse, connexe, de genre g sur R. On
a donc un morphisme de spe´cialisation surjectif sp : π1(YK) → π1(Yk ). On a de´ja`
note´ que si K est de caracte´ristique 0, sp n’est pas un isomorphisme de`s que g > 1.
Supposons K de caracte´ristique p, de sorte que R est isomorphe a` l’anneau de se´ries
formelles k [[T ]]. En e´gale caracte´ristique p > 0, le groupe fondamental n’est pas de´ter-
mine´ par le genre g comme on le voit de´ja` sur les courbes elliptiques qui peuvent eˆtre
ordinaires ou supersingulie`res. Citons le re´sultat re´cent de A. Tamagawa (non encore
publie´). Si G est un groupe profini, on note Gre´s, le groupe profini quotient de G,
limite projective des quotients topologiques de G qui sont finis re´solubles.
Théorème (A. Tamagawa). — Supposons g > 2, que la fibre spe´ciale Yk soit de´finiss-
able sur un corps fini et que le morphisme spre´s : π1(YK)
re´s → π1(Yk )re´s de´duit de sp
par passage au quotient, soit bijectif. Alors la courbe Y est constante sur R.
Notons que le groupe de Galois de K/K est re´soluble. L’e´nonce´ pre´ce´dent peut
encore se traduire de la fac¸on suivante : supposons que tout reveˆtement fini e´tale
XK → YK de la fibre ge´ne´rique YK , galoisien de groupe de Galois re´soluble, ait
potentiellement bonne re´duction (c’est-a`-dire s’e´tende en un reveˆtement fini e´tale
de Y apre`s remplacement e´ventuel de R par son normalise´ dans une extension finie
de K). Alors Y est constante sur R.]
(6)Cf. le se´minaire SGA 2 (1962) faisant suite a` celui-ci, the´ore`me X 3.10.
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3. Application du the´ore`me de purete´ : the´ore`me de continuite´ pour les
groupes fondamentaux des fibres d’un morphisme propre et lisse
Rappelons sans de´monstration(7) le
Théorème de pureté 3.1 (Zariski-Nagata). — Soit f : X → Y un morphisme quasi-fini
et dominant de pre´sche´mas inte`gres, avec X normal, Y re´gulier localement noethe´rien,
et soit Z l’ensemble des points de X ou` f n’est pas e´tale, i.e. ou` f est ramifie´ (cela
revient au meˆme, I 9.5 (ii)). Si Z 6= X, Z est de codimension 1 dans X en tous
ses points, i.e. pour toute composante irre´ductible Z ′ de Z de point ge´ne´rique z, la
dimension de Krull de OX,z est e´gale a` 1.
Rappelons qu’un pre´sche´ma est dit normal resp. re´gulier si ses anneaux locaux
sont normaux resp. re´guliers, et que la relation Z 6= X signifie aussi que l’extension
finie R(Z)/R(X) (ou` R de´signe le corps des fonctions rationnelles) est se´parable. Se
plac¸ant en le point ge´ne´rique z d’une composante Z ′ de Z, et localisant en le point y
de Y en-dessous de z, on trouve l’e´nonce´ e´quivalent :276
Corollaire 3.2. — Soient A un anneau local noethe´rien re´gulier, A→ B un homomor-
phisme local injectif tel que B soit normal, localise´ d’une alge`bre de type fini sur A, et
quasi-fini sur A ; on suppose de plus que dimA(= dimB) > 2, et que pour tout ide´al
premier p de B distinct de l’ide´al maximal, B est e´tale sur A en p, i.e. Bp est e´tale
sur Aq (ou` q = A ∩ p). Alors B est e´tale sur A.
D’ailleurs, il n’est pas difficile de re´duire ce dernier e´nonce´ au cas ou` A est un
anneau local complet, donc ou` B est fini sur A. Zariski [5] donne une de´monstration
simple de ce re´sultat, valable dans le cas d’e´gales caracte´ristiques ; le cas ge´ne´ral est
duˆ a` Nagata [3], qui s’appuie sur un re´sultat de´licat de Chow ; ce dernier n’a e´te´
ve´rifie´ par aucun des participants du Se´minaire, et devrait faire l’objet d’un expose´
ulte´rieur. Signalons seulement ici la de´monstration tre`s simple dans le cas particulier
ou` dimA = 2, qui est suffisant pour l’application la plus importante que nous en ferons
dans le pre´sent nume´ro. Comme B est normal, il est un B-module de profondeur
(ancienne terminologie : codimension cohomologique) > 2, donc c’est un A-module
de profondeur > 2, et comme A est re´gulier de dimension 2, il en re´sulte que B est un
module libre sur A(8). Il re´sulte alors de I 4.10 que l’ensemble des ide´aux premiers q
de A en lesquels B est ramifie´ sur A est la partie de Spec(A) de´finie par un ide´al
principal (engendre´ par le discriminant d’une base de B sur A), donc est vide si elle
est contenue dans le point ferme´ de Spec(A), ce qui prouve 3.2 lorsque dimA = 2.
Nous utiliserons surtout 3.1 sous la forme e´quivalente :
(7)Pour une de´monstration, cf. SGA 2 X 3.4.
(8)Cf. EGA 0IV 17.3.4
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Corollaire 3.3. — Soient X un pre´sche´ma localement noethe´rien re´gulier, U une partie
ouverte de X comple´mentaire d’une partie ferme´e Z de X de codimension > 2. Alors
le foncteur X ′ 7→ X ′×XU de la cate´gorie des reveˆtements e´tales de X dans la cate´gorie
des reveˆtements e´tales de U est une e´quivalence de cate´gories ; en particulier, si a est 277
un point ge´ome´trique de U , l’homomorphisme canonique π1(U, a) → π1(X, a) est un
isomorphisme.
La dernie`re assertion est e´videmment conse´quence de la premie`re, et pour celle-ci on
peut e´videmment supposer que X est connexe donc irre´ductible. De la normalite´ de X
re´sulte de´ja` que le foncteur X ′ 7→ X ′×X U de la cate´gorie des reveˆtements localement
libres (pas ne´cessairement e´tales) de X ′ dans la cate´gorie des reveˆtements de U est
pleinement fide`le, car le foncteur E 7→ E |U de la cate´gorie des Modules localement
libres sur X dans la cate´gorie des Modules localement libres sur U l’est. Il reste donc
a` prouver que pour tout reveˆtement e´tale U ′ de U , il existe un reveˆtement e´tale
X ′ de X (ne´cessairement unique d’apre`s ce qui pre´ce`de), tel que U ′ soit isomorphe
a` X ′ ×X U . On peut e´videmment supposer U ′ connexe, donc irre´ductible puisque
(U e´tant normal) U ′ est normal. Soit K le corps des fonctions rationnelles sur X , ou
sur U (c’est pareil), K ′ celui de U ′, alors U ′ s’identifie au normalise´ de U dans K ′
I 10.3. Soit X ′ le normalise´ de X dans K ′ (EGA II 6.3), alors X ′ = X ×X U ∼= U ′,
d’autre part X ′ est normal, inte`gre, le morphisme structural f : X ′ → X est fini et
dominant (car X est normal et K ′/K est une extension finie se´parable). Il est e´tale
dans U ′ = f−1(U) = X ′ = f−1(Z), et comme Z est de codimension > 2 dans X ,
f−1(Z) est de codimension > 2 dans X ′. On conclut alors de 3.1 que X ′ est e´tale
sur X , ce qui ache`ve la de´monstration.
Soit maintenant f : X → Y une application rationnelle d’un pre´sche´ma localement
noethe´rien et re´gulier X dans un pre´sche´ma Y , et supposons que f soit de´fini dans un
ouvert U comple´mentaire d’une partie ferme´e de codimension > 2. Alors on de´duit
de 3.3 un foncteur, de´fini a` isomorphisme pre`s, de la cate´gorie des reveˆtements e´tales
de Y dans la cate´gorie des reveˆtements e´tales de X , d’ou` pour tout point ge´ome´trique
a de U , d’image b dans Y , un homomorphisme canonique
π1(X, a) −→ π1(Y, b)
(de´duit de l’homomorphisme canonique π1(U, a) → π1(Y, b) graˆce a` l’isomorphisme 278
π1(U, a)
∼
−→ π1(X, a)). Lorsque f est un morphisme dominant, X et Y e´tant inte`gres
de corps K et L, de sorte que K est une extension de L, et que Y est normal, ces
correspondances se pre´cisent en termes d’extensions de corps en notant que pour toute
extension finie L′ de L, non ramifie´e sur Y , l’alge`bre K ′ = L′ ⊗L K sur K est non
ramifie´e sur X .
En particulier, ces re´flexions montrent que le groupe fondamental des pre´sche´mas
localement noethe´riens connexes re´guliers, ponctue´s par des points ge´ome´triques lo-
calise´s en codimension 6 1, est un foncteur lorsque l’on prend comme morphismes
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dans cette cate´gorie les applications rationnelles dominantes de´finies dans des com-
ple´mentaires de parties ferme´es de codimension > 2. Se rappelant par exemple qu’une
application rationnelle d’un sche´ma normal sur un corps k dans un sche´ma propre sur k
est de´finie dans le comple´mentaire d’un ensemble de codimension > 2, on trouve :
Corollaire 3.4 (Invariance birationnelle du groupe fondamental)
Soient k un corps, X et Y deux sche´mas propres sur k et re´guliers, f : X → Y
une application birationnelle de X dans Y , Ω une extension alge´briquement close du
corps des fonctions K de X, permettant de de´finir le groupe fondamental de X et le
groupe fondamental de Y . Ces derniers sont alors canoniquement isomorphes.
Cela signifie aussi que pour une extension finie K ′ de K, si elle est non ramifie´e sur
un « mode`le » propre non singulier X de K, elle l’est sur tout autre mode`le propre
non singulier.
Remarque 3.5. — Pour d’autre applications du the´ore`me de purete´, voir les travaux
d’Abhyankar expose´s dans [4], inspire´s par les re´sultats de Zariski [6, chap. VIII],
de´montre´s par voie topologique. Ces derniers sont loin d’avoir e´te´ assimile´s par la
ge´ome´trie alge´brique « abstraite » et me´ritent de nouveaux efforts.
Nous aurons besoin de quelques faits e´le´mentaires de la the´orie de la ramification.279
Soient V un anneau de valuation discre`te de corps des fractions K, corps re´siduel k,
L une extension galoisienne de K de groupe G, V ′ le normalise´ de V dans L, qui
est un module libre de rang n = [L : K] sur V , m′ un ide´al maximal de V ′, Gd le
sous-groupe de G forme´ des e´le´ments laissant m′ invariant, de sorte que Gd ope`re dans
l’extension re´siduelle k′ = V ′/m′ de k, et Gi le sous-groupe des e´le´ments de Gd ope´rant
trivialement (rappelons que Gd et Gi sont appele´s respectivement sous-groupes de
de´composition et d’inertie de G). On dit que L est mode´re´ment ramifie´ sur V si
ni = [Gi : e] est d’ordre p premier a` la caracte´ristique de k (condition toujours ve´rifie´e
si k est de caracte´ristique 0). Il est bien connu que Gi se plonge alors canoniquement
dans le groupe k′
∗
, donc est isomorphe au groupe des racines ni-ie`mes de l’unite´
dans k′
∗
, ce qui implique en particulier que Gi est cyclique. Le cas type de cette
situation est celui ou` on pose L = K[t]/(tn− u), u e´tant une uniformisante de V et n
un entier premier a` p : si K contient les racines n-ie`mes de l’unite´, L est une extension
galoisienne totalement ramifie´e de K, de groupe de Galois G = Gi isomorphe a` Z/nZ.
Lemme 3.6 (Lemme d’ABHYANKAR). — Soit V un anneau de valuation discre`te de
corps des fractions K, L et K ′ deux extensions galoisiennes de K mode´re´ment rami-
fie´es sur V , n et m les ordres des groupes d’inertie correspondants, L′ une extension
compose´e de L et K ′ sur K. Si m est un multiple de n, alors L′ est non ramifie´e sur
les localise´s de la cloˆture normale V ′ de V dans K ′.
Soient en effetW ′ le normalise´ de V ′ dans L′, m′ un ide´al maximal de V ′, n′ un ide´al
maximal deW ′ au-dessus de m′, n l’ide´al maximal qu’il induit sur le normalise´W de V
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dans L, G, H, M les groupes de Galois de L, K ′, L′ sur K, et Gi, Hi, L
′
i les groupes
d’inertie correspondant aux ide´aux maximaux choisis. Alors M se plonge dans le
produit G×H etMi dans le produit Gi×Hi, de telle fac¸on que les projectionsM → G
etM → H ,Mi → Gi et Mi → Hi soient surjectives (sorite du corps interme´diaire). Il 280
en re´sulte de´ja`, puisqueGi etHi sont par hypothe`se cycliques d’ordresm et n premiers
a` p, queMi est d’ordre premier a` p, donc cyclique, et comme m est multiple de n donc
les e´le´ments de Gi ×Hi sont de puissance m-ie`me nulle, Mi est d’ordre divisant m,
donc d’ordre e´gal a` m puisque Mi → Hi est surjectif. Ce dernier homomorphisme est
donc e´galement injectif. Or son noyau est le groupe d’inertie de n′ au-dessus de m′,
ce qui prouve que L′ est non ramifie´ sur K ′ en n′. D’ou` le lemme.
Plac¸ons-nous maintenant sous les conditions de 2.4, ou` on a un homomorphisme
de spe´cialisation
π1(X1, a1) −→ π1(X0, a0)
qui est surjectif, relativement a` un morphisme propre et se´parable f : X → Y . Nous
voulons pre´ciser le noyau de cet homomorphisme. Proce´dant comme dans la de´mon-
stration de 2.4, on voit que dans cette question, on peut toujours supposer que Y
est le spectre d’un anneau de valuation discre`te V , complet et a` corps re´siduel al-
ge´briquement clos (car on peut toujours trouver un tel anneau et un morphisme de
son spectre Y ′ dans Y dont l’image soit {y0, y1}). Alors on a X0 = X0, k(y0) = k =
corps re´siduel de V , k(y1) = K = corps des fractions de V . Soit Ks la cloˆture se´para-
ble de K, K sa cloˆture alge´brique, et pour tout sous-anneau W de K contenant V ,
posons XW = X ⊗V W . En particulier on a
XV = X, XK = X1, XK = X1.
D’ailleurs le morphisme canonique X1 = XK → XKs induit un isomorphisme sur
les groupes fondamentaux (IX 4.11) de sorte que, compte tenu de l’isomorphisme 2.1
π1(X0)→ π1(X), on est ramene´ a` e´tudier l’homomorphisme surjectif
π1(XKs) −→ π1(X)
associe´ au morphisme canonique XKs → X . La de´termination du noyau de ce dernier 281
revient a` la solution du proble`me suivant : on a un reveˆtement principal connexe ZKs
de XKs , de groupe G (donc associe´ a` un homomorphisme de π1(XKs) dans G), de´ter-
miner sous quelles conditions il est isomorphe a` l’image re´ciproque d’un reveˆtement
principal Z de X de groupe G.
Notons d’abord que Ks est re´union filtrante croissante de ses sous-extensions finies
K ′ sur K, et que par suite, ZKs est isomorphe a` l’image inverse d’un reveˆtement
principal ZK′ de XK′ pour un K
′ convenable (on fera attention cependant que pour
K ′ fixe´, ZK′ n’est pas de´termine´ de fac¸on unique). Dire que ZKs est isomorphe a` l’im-
age inverse d’un reveˆtement principal Z de X signifie qu’il existe une sous-extension
finie K ′′ ⊃ K ′ de Ks telle que ZK′′ = ZK′ ⊗K′ K ′′ soit isomorphe a` Z ⊗V K ′′.
De´signons maintenant pour une sous-extension finie K ′ de Ks, par V
′ le normalise´
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de V dans K ′, qui est un anneau de valuation discre`te, complet, de corps re´siduel k.
Donc le morphisme canonique XV ′ → XV induit un isomorphisme pour les fibres
au-dessus des points ferme´s de Y = Spec(V ) et Y ′ = Spec(V ′) et il re´sulte alors
de 2.1 applique´ a` XV et XV ′ que l’homomorphisme induit pour les groupes fonda-
mentaux π1(XV ′) → π1(XV ) est un isomorphisme, ou encore que tout reveˆtement
principal de XV ′ est l’image inverse d’un reveˆtement principal de XV de´termine´ a`
isomorphisme pre`s. Cela implique donc le
Lemme 3.7. — Soit ZK′ un reveˆtement principal connexe de XK′ de groupe G, ZK
son image inverse sur XKs . Pour que ce dernier soit isomorphe a` l’image inverse
d’un reveˆtement principal Z de X, il faut et il suffit qu’il existe une extension finie
K ′′ ⊃ K ′ de K dans Ks telle que le reveˆtement principal ZK′′ de XK′′ soit induit par
un reveˆtement principal de XV ′′ .
Supposons en particulier que les XV ′′ soient normaux (il suffit par exemple pour
cela que X0 soit normal, et a fortiori que X0 soit simple, cf. I 9.1). Comme ils sont282
connexes, ils sont donc irre´ductibles. Soient L le corps des fonctions rationnelles pour
X et XK , L
′ celui pour XV ′ et XK′ , L
′′ celui pour XV ′′ et XK′′ . Alors sous les
conditions de 3.7, ZK′ de´finit une extension finie se´parable R
′ de L′, et ZK′′ de´finit
l’extension R′′ = R′⊗L′L′′ = R′⊗K′K ′′. La condition envisage´e dans 3.7 signifie donc
aussi qu’il existe une extension finie se´parable K ′′ de K ′ telle que R′′ = R′ ⊗K′ K ′′
soit non ramifie´e au-dessus du sche´ma normal XV ′′ de corps L
′′ = L′⊗K′ K ′′, et non
seulement au-dessus de la partie ouverte XK′′ de XV ′′ .
Nous supposons dore´navant que f : X → Y est un morphisme lisse, donc les mor-
phismes XV ′ → Spec(V ′) sont lisses, donc les sche´mas XV ′ sont re´guliers. Noter que
la fibre du point ferme´ de Spec(V ′) dans XV ′ est irre´ductible et de codimension 1.
Soit o′ son anneau local, qui est donc un anneau de valuation discre`te de corps L′,
de corps re´siduel isomorphe au corps des fonctions rationnelles de X0, donc ayant
meˆme caracte´ristique que k. De´finissons de meˆme o′′ dans L′′, qui est e´videmment le
normalise´ de o′ dans L′′. Il re´sulte alors du the´ore`me de purete´ 3.1 ou 3.3 que pour
que R′′ soit non ramifie´ sur XV ′′ , il faut et il suffit que R
′′ soit non ramifie´ sur o′′,
normalise´ de o′ dans L′′.
Notons maintenant que si u′ est une uniformisante de V ′, c’est aussi une uni-
formisante de o′. Si alors n est un entier premier a` la caracte´ristique p de k, et si
on prend K ′′ = K ′[t]/(tn − u), alors K ′′ est une extension galoisienne finie de K ′ et
L′′ est isomorphe a` L′[t]/(tn − u′), donc est mode´re´ment ramifie´ sur o′ et de groupe
d’inertie d’ordre n. Supposons alors G d’ordre premier a` p, ce qui implique que R′
est mode´re´ment ramifie´ sur o′, et prenons pour n un multiple premier a` p de l’or-
dre du groupe d’inertie de R′ sur o′ (par exemple n = [G : e]). Appliquant le lemme
d’Abhyankar 3.6, on voit que la condition envisage´e dans 3.7 est ve´rifie´e.
Cela prouve le the´ore`me suivant :
4. BIBLIOGRAPHIE 217
Théorème 3.8. — Soient f : X → Y un morphisme propre et lisse, a` fibres ge´ome´tri- 283
quement connexes, avec Y localement noethe´rien, y0 et y1 deux points de Y tels que
y0 ∈ {y1}, X0 et X1 les fibres ge´ome´triques correspondantes, conside´rons l’homomor-
phisme de spe´cialisation (2.4) π1(X1) → π1(X0). Cet homomorphisme est surjectif,
et tout homomorphisme continu de π1(X1) dans un groupe fini G d’ordre premier a`
la caracte´ristique p de k(y0) provient d’un homomorphisme de π1(X0) dans G.
En d’autres termes :
Corollaire 3.9. — Si k(y0) est de caracte´ristique nulle, alors l’homomorphisme de spe´-
cialisation est un isomorphisme. Si k(y0) est de caracte´ristique p > 0, alors le noyau
de l’homomorphisme de spe´cialisation est contenu dans l’intersection des noyaux des
homomorphismes continus de π1(X1) dans des groupes finis d’ordre premier a` p (ou
encore, le sous-groupe invariant ferme´ engendre´ par un p-sous-groupe de Sylow du
groupe de type galoisien π1(X1)) ; si donc π1(X1)
(p) de´signe le groupe quotient de
π1(X1) par le sous-groupe ferme´ pre´ce´dent, et si on de´finit de meˆme π1(X0)
(p), alors
l’homomorphisme de spe´cialisation induit un isomorphisme
π1(X1)
(p) ∼−→ π1(X0)
(p)
On notera que la de´monstration de 3.8 est purement alge´brique. Proce´dant comme
dans 2.6, on en conclut par voie transcendante :
Corollaire 3.10. — Soit X0 une courbe propre, lisse et connexe de genre g sur un
corps alge´briquement clos de caracte´ristique p. Avec la notation introduite dans 3.9,
le groupe π1(X0)
(p) est isomorphe a` Γ(p), ou` Γ est le groupe de type galoisien engendre´
par des ge´ne´rateurs si, ti (1 6 i 6 g) lie´s par la relation
(s1t1s
−1
1 t
−1
1 ) · · · (sgtgs
−1
g t
−1
g ) = 1
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Remarques 3.11. — Dans le cas ou` k(y0) est de caracte´ristique nulle, le re´sultat 3.9
est bien connu par voie transcendante. On notera que la de´monstration de 3.10 fait
appel au the´ore`me de purete´ dans le cas d’ine´gales caracte´ristiques, mais dans le cas
d’anneaux de dimension 2 seulement, ou` la de´monstration dudit the´ore`me est facile
et a e´te´ rappele´e dans le texte.
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1. Espaces projectifs, varie´te´s unirationnelles
Proposition 1.1. — Soient k un corps alge´briquement clos, X = Prk l’espace projectif
de dimension r sur k. Alors X est simplement connexe, i.e. π1(X) = 0.
Pour r = 0, c’est trivial. Si r = 1, il faut montrer que si X ′ est un reveˆtement e´tale
connexe non vide de X = P1k, alors X
′ ∼−→ X . La formule du genre nous donne ici,
si g et g′ sont les genres de X et X ′ :
1− g′ = d(1− g),
ou` d est le degre´ deX ′ surX . Comme g = 0, on aura donc 1−g′ = d, ce qui exige d = 1
puisque g′ > 0, ce qui prouve X ′
∼
−→ X . Lorsque r > 2, on proce`de par re´currence
sur r, en supposant que Pr
′
est simplement connexe pour r′ < r. Appliquant ceci a`
un hyperplan de Pr et utilisant (X 2.10), il en re´sulte bien que Pr est simplement
connexe. Autre de´monstration : on aura π1(P
1 × · · · ×P1) = π1(P1) × · · · × π1(P1)
en vertu de (X 1.7), donc (P1)r est simplement connexe puisque P1 l’est, donc Pr
est simplement connexe en vertu de l’invariance birationnelle du groupe fondamental
(X 3.4). Cette de´monstration montre plus ge´ne´ralement :
Corollaire 1.2. — Soit X un sche´ma propre et normal sur un corps alge´briquement
clos k ; si X est une varie´te´ rationnelle, i.e. inte`gre et son corps des fonctions est une
extension transcendante pure de k, alors X est simplement connexe.
Ce re´sultat s’applique en particulier aux varie´te´s grassmanniennes et plus ge´ne´rale- 286
ment aux varie´te´sG/H , ou` G est un groupe line´aire connexe sur k etH un sous-groupe
alge´brique contenant un sous-groupe de Borel de G.
Rappelons qu’on appelle varie´te´ unirationnelle sur k un sche´ma propre et inte`gre
sur k dont le corps des fonctions K est contenu dans une extension transcendante
pure K ′ de k, finie sur K (i.e. ayant meˆme degre´ de transcendance sur k que K),
i.e. s’il existe une application rationnelle dominante f : Prk → X , avec r = dimX .
Si X est normale, on voit donc par les re´flexions pre´ce´dant X 3.4 que pour tout
reveˆtement e´tale connexe X ′ de X , de corps L/K, l’alge`bre L⊗K K ′ sur K ′ est non
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ramifie´e sur le mode`le Pr, donc comple`tement de´compose´e en vertu de 1.1 ce qui
montre que L est K-isomorphe a` une sous-extension de K ′/K. Cela prouve donc,
compte tenu de V 8.2 :
Corollaire 1.3. — Le groupe fondamental d’une varie´te´ unirationnelle normale sur un
corps alge´briquement clos, est fini.
(N.B. On notera que dans la de´finition de « unirationnelle », on n’avait pas besoin
que K ′/K soit finie).
Remarques 1.4. — Bien entendu, les re´sultats de ce nume´ro sont bien connus. D’autre
part, J-P. Serre a montre´ [10] que lorsque X est une varie´te´ projective unirationnelle
lisse sur un corps alge´briquement clos de caracte´ristique nulle, X est simplement con-
nexe. Sa de´monstration est transcendante en ce qu’elle utilise le the´ore`me de syme´trie
de Hodge.
[Ajoute´ en 2003 (MR) Bornons-nous au cas d’un corps alge´briquement clos k de
caracte´ristique p > 0. En caracte´ristique p > 0, la de´finition de k-varie´te´ unirationnelle
donne´e plus haut est celle de k-varie´te´ faiblement unirationnelle, par opposition a` celle
de k-varie´te´ fortement unirationnelle, ou` l’on suppose de plus queK ′ est une extension
se´parable de K.
Dans le cas de la dimension 2, il existe des surfaces projectives et lisses, faiblement
unirationnelles qui ont un groupe fondamental (fini d’apre`s 1.3) non trivial et donc
qui ne sont pas rationnelles (T. Shioda, On unirationality of supersingular surfaces,
Math. Ann. 225 (1977), p. 155–159.). Par contre une surface fortement unirationnelle
est rationnelle : cela re´sulte du crite`re de rationalite´ de Castelnuovo, e´tendu a` la
caracte´ristique p > 0 par O. Zariski (cf. J-P. Serre, Se´m. Bourbaki no 146, 1957 et
Œuvres–Collected papers, vol. 1, p. 467).
Sur le corps C des nombres complexes, on connaˆıt des exemples de var-
ie´te´s projectives et lisses de dimension > 3 qui sont unirationnelles et non ra-
tionnelles (cf. P. Deligne, Varie´te´s unirationnelles non rationnelles [d’apre`s M. Artin
et D. Mumford], Se´m. Bourbaki no 402, 1971-72, Lecture Notes vol. 317). C’est le cas
en particulier d’une hypersurface cubique lisse dans l’espace projectif P4. Certains
de ces exemples s’e´tendent en caracte´ristique > 0 pour donner des varie´te´s forte-
ment unirationnelles non rationnelles (cf. J.P.Murre, Reduction of the proof of the
non-rationality of a non singular cubic threefold to a result of Mumford, Compositio
Math. 27 (1973), p. 63–82).
Soit V une k-varie´te´ projective normale, inte`gre. On dit que V est rationnelle-
ment connexe, s’il existe un k-sche´ma de type fini inte`gre T et un k-morphisme
F : T ×P1 → V tel que le morphisme :
T ×P1 ×P1 −→ V × V
(t, u, u′) 7−→ (F (t, u), F (t, u′))
(1)
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soit dominant. En particulier, par deux points rationnels de V , assez ge´ne´raux, passe
une courbe rationnelle. La terminologie est justifie´e par le fait que si V est rationnelle-
ment connexe, on peut joindre deux points rationnels par une chaˆıne finie de courbes
rationnelles. Si k est de caracte´ristique p > 0, on renforce la de´finition pre´ce´dente en
demandant que l’application (1) soit ge´ne´riquement lisse. On obtient alors la notion
de varie´te´ se´parablement rationnellement connexe. Ainsi les varie´te´s unirationnelles
sont rationnellement connexes et en caracte´ristique p > 0, les varie´te´s fortement
unirationnelles sont se´parablement rationnellement connexes. J. Kolla´r a montre´ que
les varie´te´s se´parablement rationnellement connexes ont un groupe fondamental al-
ge´brique trivial (cf. O. Debarre, Varie´te´s rationnellement connexes [d’apre`s T. Graber,
J. Harris, J. Starr et A.J. de Jong], Se´m. Bourbaki no 906, 2001-2002).]
2. Varie´te´s abe´liennes
Soient k un corps alge´briquement clos, A une varie´te´ abe´lienne sur k, i.e. un sche´ma
en groupes sur k, propre sur k, lisse sur k, et connexe, enfin G un sche´ma en groupes
commutatifs de type fini sur k. De´signons par Ext(A,G) le groupe des classes d’ex-
tensions commutatives de A par G, par H1(A,G) le groupe des classes de fibre´s prin-
cipaux sur A de groupe G (comparer No 4 plus bas), et conside´rons l’homomorphisme
canonique
Ext(A,G) −→ H1(A,G).
Un raisonnement de Serre [5, chap. VII, th. 5] montre que c’est un homomorphisme 287
injectif, qui a pour image l’ensemble des « e´le´ments primitifs » de H1(A,G), i.e. des
e´le´ments ξ pour lesquels on a :
π∗(ξ) = pr∗1(ξ) + pr
∗
2(ξ),
ou` pri sont les deux projections de A×A sur A, et π : A×A→ A la loi de composition
de A (N.B. Serre n’e´nonce son the´ore`me que pour G line´aire et connexe, et bien
entendu lisse sur k, mais en simplifiant la premie`re partie de son raisonnement, on
voit que ces restrictions sont inutiles : il suffit de noter que tout morphisme de A
dans un sche´ma en groupes E de type fini sur k, qui transforme unite´ en unite´, est
un homomorphisme de groupes, et d’appliquer ceci aux sections au-dessus de A d’une
extension E de A par G).
Nous allons appliquer ce re´sultat au cas ou` G est un groupe fini se´parable sur k,
i.e. un groupe fini ordinaire, suppose´ commutatif. Utilisant alors π1(A × A)
∼
−→
π1(A) × π1(A) (X 1.7) et interpre´tant H1(X,G) comme Hom(π1(X), G) pour tout
sche´ma alge´brique X , en particulier pour X = A ou X = A × A, on voit que toute
classe de H1(A,G) est primitive, donc on a un isomorphisme
Ext(A,G)
∼
−→ H1(A,G),
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en d’autres termes tout reveˆtement principal de A de groupe structural commutatif G,
ponctue´ au-dessus de l’origine de A, est muni de fac¸on unique d’une structure de
groupe alge´brique admettant le point marque´ comme origine, et tel que A′ → A soit
un homomorphisme de groupes alge´briques. En particulier, si A′ est connexe, c’est
e´galement une varie´te´ abe´lienne, isoge`ne a` A.
D’autre part, comme le foncteur X 7→ π1(X) des sche´mas alge´briques ponctue´s X
dans les groupes commute au produit (IX 1.7), il transforme un groupe dans la pre-
mie`re cate´gorie en un groupe dans la cate´gorie des groupes, i.e. en un groupe commu-
tatif. Donc si A est une varie´te´ abe´lienne, π1(A) est un groupe commutatif. Donc pour288
connaˆıtre π1(A), il suffit de connaˆıtre le foncteur G 7→ H
1(A,G) = Hom(π1(A), G)
pour G variant dans les groupes finis commutatifs. Enfin, rappelons que pour tout
entier n > 0, l’homomorphisme de multiplication par n dans A :
A
n
−−−→ A
est surjectif, donc a` noyau fini, i.e. c’est une isoge´nie, et qu’il en re´sulte que toute
isoge´nie A′ → A est quotient d’une isoge´nie du type pre´ce´dent. De ceci, et de raison-
nements standard (cf. par exemple [6]) on tire :
Théorème 2.1 (Serre-Lang). — Soit A une varie´te´ abe´lienne sur un corps alge´brique-
ment clos k, et pour tout entier n > 0 conside´rons le groupe fini ordinaire Kn sous-
jacent au noyau nA de la multiplication par n dans A, enfin posons pour tout nombre
premier ℓ :
Tℓ(A) = lim←−
r
Kℓr
et
T.(A) =
∏
ℓ
Tℓ(A) = lim←−
n
Kn
(ou` pour m multiple de n, m = ns, on envoie Km dans Kn par la multiplication
par s). Alors le groupe π1(A) est canoniquement isomorphe a` T.(A), donc pour tout
nombre premier ℓ, la composante ℓ-primaire de π1(A) est canoniquement isomorphe
a` Tℓ(A).
On notera que ces isomorphismes sont fonctoriels pour A variable. Le module Tℓ(A)
est appele´ le module ℓ-adique de Tate de la varie´te´ abe´lienne A. C’est un foncteur ad-
ditif en A, en particulier il donne lieu a` une repre´sentation de l’anneau Hom(A,A)
des endomorphismes de A dans Tℓ(A), appele´e repre´sentation ℓ-adique de Weil, et
qui joue un roˆle important dans la the´orie des varie´te´s abe´liennes (cf. par exemple
[4, chap VII]). Le the´ore`me 2.1 en donne une interpre´tation en termes de la repre´sen-
tation naturelle dans le groupe d’homologie ℓ-adique de A, H1(A,Zℓ) = π1(A)ℓ, ce qui289
est e´videmment plus satisfaisant a priori, du point de vue notamment de la formule de
Lefschetz, [4, Chap V]. Rappelons ici les re´sultats de Weil sur la structure de Tℓ(A) :
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a) Si n est premier a` car(k), alors Kn est un module libre de rang e´gal a` 2 dimA
sur Z/nZ, donc si ℓ est un nombre premier 6= car(k), Tℓ(A) est un module libre de
rang e´gal a` 2 dimA sur l’anneau Zℓ des entiers ℓ-adiques ;
b) Si n est une puissance de car(k) = p, alors Kn est un module libre de rang
ν 6 dimA sur Z/nZ, ν inde´pendant de n, donc Tp(A) est un module libre de rang
ν 6 dimA sur l’anneau Zp des entiers p-adiques.
Cela montre que dans la the´orie du groupe fondamental de´veloppe´e ici, le groupe
fondamental d’une varie´te´ abe´lienne variable ne varie pas de fac¸on re´gulie`re avec le
parame`tre, sa composante p-primaire pouvant diminuer brusquement pour des valeurs
du parame`tre t correspondant a` une caracte´ristique re´siduelle p ; le cas le mieux connu
de ce phe´nome`ne est celui des courbes elliptiques. On notera cependant que, quel
que soit n (premier ou non a` la caracte´ristique) le vrai noyau nA dans A pour la
multiplication par n est un sche´ma en groupe fini sur k de degre´ n2g, ou` g = dimA,
qui sera non se´parable sur k si n est un multiple de p = car(k). D’ailleurs, lorsque A
varie dans une famille de varie´te´s abe´liennes, i.e. si on a un sche´ma abe´lien A sur un
sche´ma de base S, on montre plus ge´ne´ralement que nA est un sche´ma en groupes
fini et plat sur S, de degre´ n2g sur S, c’est-a`-dire a` condition de tenir compte des
parties infinite´simales des noyaux nA, ils se comportent de fac¸on re´gulie`re quel que
soit n. Cela sugge`re que le « vrai » groupe fondamental d’une varie´te´ abe´lienne A est
le pro-groupe alge´brique (limite projective formelle de groupes finis sur k) lim
←−n n
A,
ou` par « vrai groupe fondamental » d’un sche´ma alge´brique X , il faut entendre :
le pro-groupe qui classifie les reveˆtements principaux de X de groupe structural un
groupe fini quelconque G sur k (pas ne´cessairement se´parable sur k). De cette fac¸on
par exemple, on re´cupe`re par les repre´sentations de Hom(A,A) dans la composante
p-primaire du vrai groupe fondamental de A, le polynoˆme caracte´ristique de Weil
de´fini par ce dernier a` l’aide des ℓ 6= p, de fac¸on plus naturelle que la construction de
Serre [8].
3. Coˆnes projetants, exemple de Zariski
290
Soit toujours k un corps alge´briquement clos pour simplifier, et soit V un k-sche´ma
projectif connexe, sous-sche´ma ferme´ de Prk, qu’on pourra si on veut supposer non
singulier. Soient Y = Ĉ le coˆne projetant projectif de V , y0 son sommet, X = ĈV
la fermeture projective habituelle du fibre´ vectoriel CV = V(OV (1)) associe´ a` OV (1),
enfin
f : X −→ Y
le morphisme canonique, contractant la section nulle X0 de CV sur X en un point
(EGA II 8.6.4). Comme X est un fibre´ localement trivial sur V , de fibres P1 donc de
fibres simplement connexes, le morphisme p : X → V induit en vertu de (X 1.4) un
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isomorphisme :
π1(X)
∼
−→ π1(V ).
Comme p induit un isomorphisme X0 → V , on en conclut qu’un reveˆtement e´tale
de X est comple`tement de´compose´ si et seulement si sa restriction a` X0 l’est. Or pour
tout reveˆtement e´tale Y ′ de Y , l’image inverse X ′ = X×Y Y ′ est un reveˆtement e´tale
deX comple`tement de´compose´ sur la fibreX0, donc trivial. Comme l’homomorphisme
π1(X)→ π1(Y ) est surjectif (IX 3.4), on en conclut que
π1(Y ) = (e)
en d’autres termes tout coˆne projetant projectif est simplement connexe. (N.B. en ca-
racte´ristique 0, le meˆme re´sultat sera valable en prenant pour Y le coˆne projetant
affine).
Supposons maintenant V re´gulie`re i.e. lisse sur k ; alorsX est re´gulie`re, et pour une
immersion projective convenable de V , on trouve alors un coˆne projetant Y normal.
Si V n’est pas simplement connexe, donc X non simplement connexe, soit X ′ un
reveˆtement e´tale connexe non trivial de X . Comme les fibres de X en les points y ∈ Y
distincts de y0 sont re´duites a` un point, on voit que la restriction de X
′ a` ses fibres (en
particulier a` la fibre ge´ne´rique) est triviale ; cependant X ne provient pas par image291
inverse d’un reveˆtement e´tale de Y , puisque Y est simplement connexe et que X ′
serait comple`tement de´compose´. Cela montre que (X 1.3 et 1.4) deviennent faux si on
remplace l’hypothe`se que f est se´parable par celle plus faible que ses fibres sont des
sche´mas alge´briques se´parables (ou meˆme lisses) sur les k(s). On notera de meˆme que
les groupes fondamentaux des fibres ge´ome´triques Xy des y 6= y0 sont e´videmment
re´duits a` (e) puisque ces fibres sont re´duites a` un point, alors que π1(X0) 6= e, donc
le the´ore`me de semi-continuite´ (X 2.4) est e´galement en de´faut pour f .
Indiquons enfin l’exemple, signale´ par Zariski, mettant en de´faut ces meˆmes
the´ore`mes, lorsqu’on y remplace l’hypothe`se que f est se´parable par celle que f est
plate. Soit f : X → Y un morphisme d’une surface non singulie`re projective dans
la droite rationnelle Y = P1, tel que K = k(X) soit une extension « re´gulie`re »
i.e. primaire et se´parable de k(f), (i.e. la fibre ge´ne´rique ge´ome´trique est connexe et
se´parable), et telle que le diviseur (f) = X0 − X∞ soit un multiple n-ie`me d’un di-
viseur (ou` n est un entier premier a` la caracte´ristique). Il est possible de construire
de tels exemples en toute caracte´ristique. Soit X ′ le normalise´ de X dans K(f1/n),
ou` K = k(X) est le corps des fonctions de X . Il re´sulte de l’hypothe`se sur (f) que X ′
est e´tale sur X . Soit Y ′ le normalise´ de Y dans k(t)(t1/n), il est ramifie´ sur Y en les
points t = 0 et t =∞ exactement, et la restriction X ′|f−1(U) est isomorphe a` l’image
inverse de Y ′|U . En particulier, la restriction de X ′ a` la fibre ge´ne´rique ge´ome´trique
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de X sur Y se de´compose comple`tement. Cependant, X ′ n’est pas isomorphe a` l’im-
age inverse d’un reveˆtement e´tale de Y , car on voit tout de suite que ce dernier serait
ne´cessairement Y ′, ce qui est absurde puisque Y ′ est ramifie´ sur Y (1).
Voici (d’apre`s Serre) une fac¸on simple de re´aliser les conditions de cet exemple,
en s’inspirant de [5, No 20] : on prend pour n un nombre premier > 5, distinct de la
caracte´ristique, et on fait ope´rer G = Z/nZ dans k4 (∗) en multipliant les coordonne´es
par quatre caracte`res distincts de G (ce qui est possible puisque n > 5). Alors G
ope`re sur l’espace projectif P3k, et les seuls points fixes sous G sont les quatre points
correspondants aux axes de coordonne´es. La surfaceX ′ d’e´quation xn+yn+zn+tn = 0
est lisse sur k (crite`re jacobien), et ne contient aucun des points fixes, donc G e´tant 292
d’ordre premier, ope`re sur X « sans points fixes » i.e. X est un reveˆtement principal
de X = X ′/G de groupe G. Soit g = x/y dans k(X ′) = K ′, c’est un ge´ne´rateur
kumme´rien de K ′ sur K = k(X) si les caracte`res choisis e´taient χi, i = 0, 1, 2, 3, avec
χ un caracte`re primitif, soit f sa puissance n-ie`me , qui est un e´le´ment de K. On
voit tout de suite que K ′ est une extension re´gulie`re de k(g), ce qui re´sulte du fait
que la courbe plane d’e´quation homoge`ne en U, T, Z : T n + Zn + (1 + gn)Un = 0
est lisse sur k(g) (crite`re jacobien), et qu’on sait que toute courbe plane est connexe.
D’autre part on a k(f) = K ∩k(g), puisque le deuxie`me membre est une extension de
k(f) contenue dans l’extension k(g) de degre´ premier, et distincts de k(g) (puisque
g 6∈ K). Cela implique que K est une extension re´gulie`re de k(f). Enfin le diviseur
de f sur X est un multiple n-ie`me d’un diviseur, car son image inverse sur X ′ est le
diviseur de gn, donc un multiple n-ie`me , et on peut redescendre parce que X ′ est
e´tale sur X . On aurait fini si l’application rationnelle f : X → P1 e´tait un morphisme,
c’est-a`-dire si les diviseurs des ze´ros et des poˆles de f ne se rencontraient point. En fait,
on ve´rifie aise´ment (en regardant encore sur X ′) que les deux diviseurs en question
sont les produits par n de deux courbes lisses sur k, se coupant transversalement en
un point a. Remplac¸ant maintenant X par le sche´ma obtenu en faisant e´clater a, les
conditions pre´ce´dentes (div(f) divisible par n, et k(X1) = k(X) extension re´gulie`re
de k(X)) restent ve´rifie´es, mais de plus f est un morphisme X1 → P1, donc on est
sous les conditions voulues.
4. La suite exacte de cohomologie
Soit S un pre´sche´ma, de sorte que la cate´gorie Sch/S des pre´sche´mas sur X est
de´termine´e, donc aussi la notion de groupe dans icelle, qu’on appellera aussi pre´sche´ma
en groupes sur S, ou simplement S-groupe. Pour simplifier l’exposition et fixer les
ide´es, nous nous bornerons le plus souvent par la suite a` des groupes qui sont affines
(1)On peut remarquer, du point de vue de la « topologie e´tale » (SGA 4 VII), que dans cet exemple
R1(fe´t)∗(Z/nZ) est « non se´pare´ » sur S.
(∗)[Ajoute´ en 2003 : k4 de´signe l’espace affine de dimension 4 sur k.]
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et plats sur S (2), ce qui suffira pour les applications que nous avons en vue. (Bien
entendu, on rencontre de nombreux cas ou` ni l’une ni l’autre hypothe`se n’est ve´rifie´e).
Soit G un tel S-groupe, et soit P un pre´sche´ma sur S sur lequel G ope`re a` droite, ce293
qui implique en particulier un morphisme
π : P ×S G −→ P
dans la cate´gorie Sch/S , satisfaisant les axiomes bien connus. On dit que P est
formellement principal homoge`ne sous G si le morphisme
P ×S G −→ P ×S P
de composantes pr1 et π est un isomorphisme ; il revient au meˆme de dire que pour
tout objet S′ de Sch/S′ , P (S
′) = HomS(S
′, P ) conside´re´ comme ensemble a` groupes
d’ope´rateurs G(S′) = HomS(S
′, G), est vide ou principal homoge`ne (i.e. vide ou iso-
morphe a` G(S′) sur lequel le groupe G(S′) ope`re par translations a` droite). On dit
que P est trivial si P est isomorphe a` G, sur lequel G ope`re par translations a` droite,
ou ce qui revient au meˆme, si chacun des ensembles a` ope´rateurs P (S′) sous G(S′) est
trivial. On ve´rifie, par exemple par le proce´de´ brevete´ de passage au cas ensembliste,
que P est trivial si et seulement s’il est formellement principal homoge`ne, et admet
une section sur S (ce dernier fait s’e´nonc¸ant en termes cate´goriques en disant que P
a une section sur l’objet final e = S de Sch/S , i.e. qu’il existe un morphisme de e
dans P ). Pour de´finir la notion de fibre´ principal homoge`ne P sous G, plus forte que
celle de fibre´ formellement principal homoge`ne, il faut pre´ciser d’abord dans Sch/S un
ensemble de morphismes qui seront utilise´s pour la « descente », et joueront le roˆle de
« morphismes de localisation » pour « trivialiser » des fibre´s. Le choix le plus ade´quat
varie suivant le contexte, aucun ne contenant tous les autres(3). Ici, il sera commode
d’adopter la de´finition suivante :
Définition 4.1. — Soit G un S-groupe. On appelle fibre´ principal homoge`ne (a` droite)
sous G, un S-pre´sche´ma P a` S-groupe a` droite G, tel qu’il existe un recouvrement
de S par des ouverts Ui, et pour tout i un morphisme de changement de base S
′
i → Ui
fide`lement plat et quasi-compact, tel que P ′ = P×SS′ soit un pre´sche´ma a` ope´rateurs
trivial sous G′ = G×S S′, ou` S′ est le S-pre´sche´ma somme disjointe des S′i.
(On notera que le foncteur changement de base X 7→ X ′ = X ×S S′ e´tant exact294
a` gauche, transforme groupes en groupes, objets a` groupe d’ope´rateurs en objets a`
groupes d’ope´rateurs). Notons que 4.1 est stable par changement de base. Notons
aussi :
Proposition 4.2. — Soient G un S-groupe, plat et quasi-compact sur S, P un S-
pre´sche´ma ou` G ope`re a` droite. Conditions e´quivalentes :
(2)En fait, pour ce qui va suivre, l’hypothe`se quasi-affine au lieu d’affine suffirait, cf. note de bas de
page (5), p. 228.
(3)Voir a` ce sujet SGA 3 IV, notamment § 4.
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(i) P est un fibre´ principal homoge`ne sous G ;
(ii) P est formellement principal homoge`ne sous G, et le morphisme structural
P → S est fide`lement plat et quasi-compact.
Si P est principal homoge`ne sous G, alors avec les notations de 4.1 P ′ est fide`lement
plat et quasi-compact sur S′ (puisque G′ l’est, et P ′ lui est S′-isomorphe), donc P a les
meˆmes proprie´te´s au-dessus de S, (pour « surjectif » et « quasi-compact », cf. VIII 3.1,
pour « plat » c’est un oubli dans les sorites de l’expose´ VIII). Inversement, si (ii) est
ve´rifie´, prenons le changement de base S′ = P , qui est bien fide`lement plat et quasi-
compact sur S ; alors P ′ sera formellement principal homoge`ne sur S′ puisque P l’est
sur S et que le foncteur changement de base est exact a` gauche, d’autre part P ′ a
une section sur S′, a` savoir la section diagonale, donc c’est un fibre´ principal trivial,
ce qui ache`ve la de´monstration.
Corollaire 4.3. — Si G est affine et plat sur S, tout fibre´ principal homoge`ne P sous
G est affine et plat sur S.
En effet, il le devient par extension fide`lement plate et quasi-compacte de la base,
et on applique (VIII 5.6).
L’utilite´ de la de´finition 4.1 pour des S-groupes plats et affines sur S tient a`
(VIII 2.1), i.e. au fait que les morphismes S′ → S envisage´s dans 4.1 sont des mor-
phismes de descente effective pour la cate´gorie des pre´sche´mas affines sur d’autres.
Graˆce a` ce fait, la ve´rification des faits esquisse´s ci-dessous se fait de fac¸on essentielle-
ment « cate´gorique » (4). Soit E un S-pre´sche´ma sur lequel le S-groupe G ope`re a`
gauche, et soit P un fibre´ principal homoge`ne (a` droite) sous G, nous voulons de´finir
un fibre´ associe´ E(P ), « localement » isomorphe a` E. Pour ceci, faisons ope´rer a` droite 295
G dans P ×S E suivant la loi (x, y) 7→ (xg, g−1y), qui de´crit de telles ope´rations dans
le contexte ensembliste, et s’e´tend aux cate´gories par le proce´de´ brevete´. On posera,
sous-re´serve d’existence :
E(P ) = (P ×S E)/G
moyennant quoi on constate que P ×SE sera un pre´sche´ma au-dessus de T = E(P ), a`
groupes d’ope´rateurs a` droite GT = G×ST ; pour eˆtre a` l’aise, on aimerait que de plus
P ×SE soit un fibre´ principal homoge`ne sur T de groupe GT . Pour ve´rifier l’existence
de E(P ) et la proprie´te´ pre´ce´dente, reprenons le S′ de la de´finition 4.1 et regardons
la situation image inverse sur S′ de la situation initiale. Du fait que P ′ est trivial,
i.e. isomorphe a` G′d, on voit tout de suite que E
′(P ′) existe, et a la proprie´te´ voulue
d’exactitude. En fait, E′ ×S′ P ′ est G′-isomorphe au produit E′ ×S′ G′, donc E′(P
′)
est isomorphe a` E′. De plus, la formation du « fibre´ associe´ » dans le cas d’un espace a`
ope´rateurs trivial commute a` toute extension de la base, et prenant en occurrence les
diverses extensions de la base S′′
//
// S′ et S′′′
//
//
// S′ , ou` S
′′ et S′′′ sont les produits
(4)Cf. loc. cit. dans note de bas de page (3), p. 226.
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fibre´s double et triple de S′ sur S, on constate que E′(P
′) est muni d’une donne´e de
descente relativement au morphisme S′ → S, et que E(P ) existe avec les proprie´te´s
requises si et seulement si cette donne´e de descente est effective ; bien entendu E(P )
n’est autre alors que l’objet descendu. (Utiliser le fait que S′ → S est un morphisme
de descente dans la cate´gorie des S-pre´sche´mas, cf. VIII 5.2). Il s’ensuit que le fibre´
associe´ existe si E est affine sur S. Nous appliquerons cette construction au cas ou` on a
un homomorphisme de S-groupes G→ H , et qu’on prend pour E le S-pre´sche´ma H
muni des ope´rations de G sur H a` gauche re´sultant du morphisme donne´ ; comme
H ope`re a` droite sur lui-meˆme de fac¸on a` commuter aux ope´rations de G sur H , et
que (sous re´serve d’existence au-dessus de S) la formation du fibre´ associe´ commute
a` l’extension de la base, on constate aise´ment que H va ope´rer a` droite sur P (H), qui
est de`s lors un fibre´ principal homoge`ne sous H au sens de 4.1, et de fac¸on pre´cise296
est trivialise´e par le meˆme morphisme S′ → S que P . En particulier, a` tout fibre´
principal homoge`ne P sous G et tout homomorphisme de S-groupes G→ H, avec H
affine sur S, est associe´ un fibre´ principal homoge`ne de groupe H , de fac¸on fonctorielle
en (G→ H), et compatible avec les changements de base quelconques T → S.
Définition 4.4. — Soit G un S-pre´sche´ma. On note H0(S,G) l’ensemble des sections
de G sur S, qu’on conside´rera comme un groupe lorsque G est un S-groupe. Dans ce
cas, on note H1(S,G) l’ensemble des classes, a` isomorphisme pre`s, de fibre´s princi-
paux homoge`nes sur S de groupe S, en conside´rant H1(S,G) comme muni du « point
marque´ » qui correspond aux fibre´s triviaux(5).
Ainsi, H0(S,G) est un foncteur en le S-pre´sche´ma G, a` valeurs dans la cate´gorie des
ensembles. Ce foncteur est exact a` gauche, a fortiori commute aux produits finis, ce qui
implique en effet qu’il transforme groupes en groupes, groupes commutatifs en groupes
commutatifs. De fac¸on analogue, H1(S,G) est un foncteur en le S-groupe affine G,
a` valeurs dans la cate´gorie des ensembles graˆce a` la formation des fibre´s associe´s ;
on constate facilement que ce foncteur commute aux produits finis. En particulier
il transforme les groupes dans la cate´gorie des S-groupes affines, i.e. les S-groupes
affines commutatifs, en des groupes de la seconde, et meˆme en des groupes commutatifs
(puisque les groupes de la premie`re cate´gorie sont commutatifs). Ainsi, si G est un S-
groupe affine commutatif, H1(S,G) est un groupe commutatif, et un homomorphisme
G → H de S-groupes affines commutatifs donne naissance a` un homomorphisme de
groupes H1(S,G)→ H1(S,H).
Pour simplifier, nous nous bornons pour la suite a` la conside´ration de S-groupes
affines et commutatifs. Soit
0 −→ G′
u
−−−→ G
v
−−−→ G′′ −→ 0
(5)Cette notation n’est cohe´rente vis-a`-vis des notations cohomologiques ge´ne´rales (SGA 4 V) que
lorsqu’on dispose de crite`res d’effectivite´ de descente, qui ne sont gue`re assure´s que si G est affine
(ou seulement quasi-affine, cf. (VIII 7.9)).
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une suite de morphismes de tels groupes, nous dirons que cette suite est exacte si
vu = 0 (ce qui permet de conside´rer G comme un pre´sche´ma sur G′′, a` groupes
d’ope´rateurs a` droite G′G′′) et si G est un fibre´ principal homoge`ne sur G
′′ de groupe 297
G′G′′ = G
′ ×S G′′. Cela implique en particulier que u : G′ → G est un noyau de v, et
a fortiori cela implique l’exactitude de la suite
0 −→ H0(X,G′) −→ H0(X,G) −→ H0(X,G′′).
Cela implique de plus la possibilite´ de de´finir une application
∂ : H0(X,G′′) −→ H1(X,G′),
en associant a` toute section de G′′ sur S, i.e. a` tout S-morphisme f : S → G′′, le
fibre´ principal homoge`ne Pf de groupe G
′ ≃ f∗(G′G′′) sur S, image inverse du fibre´
principal homoge`ne G sur G′′. Du point de vue S-pre´sche´mas, ce n’est donc autre
que l’image inverse par v : G→ G′′ du sous-pre´sche´ma image de S par l’immersion f ,
et les ope´rations de G′ sur Pf sont induites par les ope´rations a` droite de G
′ sur G.
Nous laissons e´galement au lecteur la ve´rification de la proposition suivante, qui ne
pre´sente pas de difficulte´s autres que de re´daction :
Proposition 4.5. — L’application ∂ : H0(X,G′′) → H1(X,G′) est un homomorphisme
de groupes. La suite d’homomorphismes suivante est exacte :
0 −→ H0(X,G′)
u0
−−−−→ H0(X,G)
v0
−−−−→ H0(X,G′)
∂
−−−→ H1(X,G′′)
u1
−−−−→ H1(X,G)
v1
−−−−→ H1(X,G′′)
(ou` les homomorphismes autres que ∂ proviennent de la loi fonctorielle de H0
resp. H1).
Remarques 4.6. — Le point de vue expose´ ici pour l’e´tude des fibre´s principaux ho-
moge`nes est visiblement inspire´ de Serre [7], que le lecteur aura tout inte´reˆt a` con-
sulter. Lorsqu’on veut un formalisme qui s’applique e´galement a` des S-groupes struc-
turaux qui sont quasi-projectifs sur S (de fac¸on a` englober les sche´mas abe´liens pro-
jectifs en particulier), on a inte´reˆt a` modifier 4.1 en y demandant que S′ soit somme
de pre´sche´mas S′i qui sont finis et localement libres sur des ouverts Si de S recou-
vrant S. Les de´veloppements pre´ce´dents sont alors valables, y inclus notamment 4.5,
en remplac¸ant partout l’hypothe`se affine par l’hypothe`se quasi-projective, et en in-
terpre´tant de fac¸on correspondante la de´finition donne´e plus faut d’une suite exacte
de S-groupes. Il suffit en effet de remplacer la re´fe´rence a` (VIII 2.1) par (VIII 7.7) : 298
les morphisme utilise´s S′ → S sont des morphismes de descente effective pour la
cate´gorie fibre´e des pre´sche´mas quasi-projectifs sur d’autres. On fera attention cepen-
dant que cette deuxie`me notion de fibre´ principal homoge`ne est plus restrictive que
la premie`re 4.1.
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4.7. On obtient une notion encore plus restrictive de fibre´ principal homoge`ne en
demandant que S soit recouvert par des ouverts Si tels que pour tout i, P |Si soit
un fibre´ a` ope´rateurs trivial sous G|Si : on dira alors que P est un fibre´ principal
homoge`ne localement trivial. Les classes de ces fibre´s, pour G donne´, forment une
partie de H1(X,G), qui est en correspondance biunivoque avec H1(X,OX(G)), ou`
OX(G) est le faisceau (au sens ordinaire) des sections de G sur S, cf. [2]. Pour que
ces H1 donnent encore lieu a` une suite exacte de cohomologie 4.5, il faut e´videmment
supposer que la suite 0→ G′ → G→ G′′ → 0 soit exacte au sens raisonnable pour ce
nouveau contexte, i.e. que G soit fibre´ localement trivial sur G′′, de groupe G′G′′ ; cela
signifie aussi que u : G′ → G est un noyau de v : G→ G′′, et que G admet localement
une section sur G′′.
4.8. Il est e´videmment tre`s de´sirable de continuer la suite exacte 4.5 en introduisant
les groupes de cohomologie supe´rieurs Hi(X,G). Cela est possible en se plac¸ant dans le
cadre de la «Cohomologie deWeil » : on conside`re la cate´gorieB des pre´sche´mas quasi-
compacts sur S, muni de l’ensemble M des morphismes fide`lement plats et quasi-
compacts, qu’on appellera morphismes localisants. Un « faisceau de Weil » abe´lien
sur S (ou mieux, sur (B,M )) est alors un foncteur contravariant F de B dans
la cate´gorie des groupes abe´liens, transformant sommes en produits, et une suite
T ′′ = T ′ ×T T ′
pr1,pr2 //
// T ′
f
// T , avec f ∈ M , en un diagramme exact d’ensembles
F (T ) // F (T ′) // // F (T ′′) . Les faisceaux de Weil forment une cate´gorie abe´lienne
a` limites inductives exactes admettant un ge´ne´rateur, donc admettant suffisamment
d’objets injectifs [1]. Les foncteurs de´rive´s droits du foncteur Γ(F ) = F (S) sont
alors note´s Hi(S,F ). D’autre part, tout S-groupe commutatif de´finit e´videmment un
faisceau de Weil (VIII 5.2), dont le H0 et H1 ne sont autres que H0(S,G) et H1(S,G),
ce qui permet de de´finir les autres Hi(S,G) de fac¸on raisonnable. On montre d’ailleurs299
qu’une suite exacte de S-groupes de´finit une suite exacte de faisceaux de Weil, ce qui
permet de retrouver et de prolonger la suite exacte 4.5(6).
4.9. Il serait indique´ de de´velopper les variantes non commutatives de 4.5 comme
dans [2]. Pour un de´veloppement syste´matique, dans le cadre qui convient, des diverses
notions cohomologiques esquisse´es dans le pre´sent nume´ro, nous renvoyons a` un travail
en pre´paration de J.Giraud(7).
5. Cas particuliers de fibre´s principaux
Supposons maintenant que S soit connexe, et muni d’un point ge´ome´trique a, d’ou`
un groupe fondamental π1(S, a) permettant de classifier les reveˆtements e´tales de S :
(6)Pour une e´tude syste´matique de ce point de vue, cf. SGA 4 I a` IX.
(7)Cf. J.Giraud, Cohomologie non abe´lienne, Springer-Verlag 1971.
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la cate´gorie des reveˆtements e´tales de S est e´quivalente a` la cate´gorie des ensembles
finis ou` π1 ope`re continuˆment. Il s’ensuit qu’un sche´ma en groupes fini et e´tale G
sur S est de´termine´ essentiellement par un groupe fini ordinaire G , sur lequel π1
ope`re continuˆment par automorphismes de groupe. Un reveˆtement e´tale P de S ou`
G ope`re a` droite est de´termine´ essentiellement par un ensemble fini P ou` π1 ope`re
continuˆment (a` gauche), et sur lequel G ope`re a` droite de fac¸on compatible avec les
ope´rations de π1 :
s(p · g) = (sp) · (sg) pour s ∈ π1, p ∈ P, g ∈ G .
On ve´rifie que P est un fibre´ principal homoge`ne au sens de 4.1 si et seulement si
P est un ensemble principal homoge`ne sous G (utiliser par exemple le crite`re 4.2).
En d’autres termes, la cate´gorie des fibre´s principaux homoge`nes sur S de groupe G
est e´quivalente a` la cate´gorie des fibre´s principaux homoge`nes de groupe G dans la
cate´gorie des ensembles finis ou` π1 ope`re continuˆment. On en de´duit en particulier
une bijection canonique, fonctorielle en G :
(∗) H1(S,G)
∼
−→ H1(π1,G ),
ou` le deuxie`me membre de´signe l’ensemble des classes, a` isomorphisme pre`s, des fi- 300
bre´s principaux homoge`nes sous G dans la cate´gorie des ensembles finis ou` π1 ope`re
(inutile d’ailleurs de pre´ciser : continuˆment), ensemble qui s’explicite de fac¸on bien
connue comme ensemble quotient de l’ensemble Z1(π1, G) des 1-cocycles ϕ : π1 → G
(satisfaisant ϕ(1) = 1, ϕ(st) = ϕ(s)(s.ϕ(t))) par le groupe G qui y ope`re de fac¸on
naturelle).
Un cas important est celui ou` π1 ope`re trivialement dans G , i.e. lorsque G est un
reveˆtement comple`tement de´compose´ de S, isomorphe a` la somme de G exemplaires
de S ; on e´crit alors aussi H1(S,G ) au lieu de H1(S,G), et cet ensemble est en corre-
spondance biunivoque (∗) avec H1(π1,G ) = Hom(π1,G )/automorphismes inte´rieurs
de G . On notera d’ailleurs que dans ce cas, un fibre´ principal homoge`ne sur S de
groupe G n’est autre chose qu’un reveˆtement principal de S de groupe G (V 2.7),
et la correspondance biunivoque pre´ce´dente est celle qui se de´duit de la correspon-
dance entre reveˆtements principaux de S de groupe G , ponctue´s au-dessus de a, et les
homomorphismes continus de π1(S, a) dans G (V fin du N
o 5).
L’inte´reˆt de relier la the´orie des reveˆtements e´tales avec celle des fibre´s principaux
(de´ja` implicite dans A.Weil, Ge´ne´ralisation des Fonctions Abe´liennes, et explicite´e
par S. Lang dans sa the´orie ge´ome´trique du corps de classes, cf. Serre [5]), vient du
fait que tout S-groupe qui est fini et e´tale sur S peut se plonger dans un S-groupe H ,
affine et lisse sur S, a` fibres connexes, commutatif lorsque G l’est de sorte que par la
suite exacte 4.5 (et e´ventuellement ses variantes non commutatives), la classification
« discre`te » des reveˆtements principaux de groupe G peut s’e´tudier a` l’aide de la clas-
sification « continue » des fibre´s principaux de groupe H , et re´ciproquement d’ailleurs.
Pour l’ide´e de la construction ge´ne´rale de l’immersion de G dans H (assez peu utilise´e
232 EXPOSE´ XI. EXEMPLES ET COMPLE´MENTS
en pratique semble-t-il), se reporter a` [5, VI 2.8]. Nous nous contentons de de´velopper
au No suivant deux cas particuliers importants, d’ailleurs classiques. Nous y aurons
besoin d’un re´sultat auxiliaire :
Proposition 5.1. — Soit S un pre´sche´ma, G un S-groupe isomorphe a` GL(n)S (par301
exemple GmS) ou Ga S, alors tout fibre´ principal homoge`ne sous G est localement
trivial.
Pre´cisons que GL(n)S (n entier > 0) de´signe le S-groupe qui repre´sente le fonc-
teur contravariant T 7→ GL(n,Γ(T,OT )) en le S-pre´sche´ma T , en particulier GmS
(« groupe multiplicatif sur S » ) repre´sente le foncteur contravariant T 7→ Γ(T,O∗T ),
donc comme pre´sche´ma sur S est isomorphe a` SpecOS [t, t−1], ou` t est une inde´ter-
mine´e. De meˆme GaS repre´sente le foncteur contravariant T 7→ Γ(T,OT ), il est donc
isomorphe comme S-pre´sche´ma a` Spec(OS [t]), ou` t est une inde´termine´e. Notons que
par de´vissage, 5.1 redonne le re´sultat de locale trivialite´ de Rosenlicht, relatif au cas
ou` G admet une « suite de composition » dont les facteurs conse´cutifs sont des groupes
du type envisage´ ici. (Pour une e´tude plus fine des questions de locale trivialite´ des
fibre´s principaux homoge`nes, cf. [7] et [3]).
La premie`re assertion se de´montre en remarquant que G(T ) = Aut(OnT ), et que
les morphismes S′ → S intervenant dans 4.1 (i.e. qui sont fide`lement plats et quasi-
compacts) sont des morphismes de descente effective pour la cate´gorie fibre´e des Mod-
ules localement isomorphes a` OnT , i.e. localement libres de rang n (VIII 1.12). La deux-
ie`me se de´montre de fac¸on analogue, en notant que dans ce cas on a G(T ) = Aut(ET ),
ou` ET est l’extension triviale de OT par OT (et ou` les automorphismes bien entendu
doivent respecter la structure d’extension), et que les morphismes S′ → S intervenant
dans 4.1 sont des morphismes de descente effective pour la cate´gorie fibre´e des ex-
tensions de OT par OT (comme il re´sulte facilement de VIII 1.1), et que de telles
extensions sont automatiquement localement triviales.
Remarque 5.2. — On notera que le meˆme type de de´monstration s’applique au groupe
symplectique Sp(2n)S , compte tenu qu’une forme alterne´e sur un module localement
isomorphe a` O2nS , qui est « non de´ge´ne´re´e » i.e. de´finit un isomorphisme de ce Module
sur son dual, est localement isomorphe a` la forme standard. Le re´sultat pour le groupe
orthogonal est par contre faux, de´ja` si S est le spectre d’un corps, car il peut y avoir
des formes quadratiques sur un corps qui ne sont pas isomorphes a` la forme standard.302
D’ailleurs on montre essentiellement dans [3] que les groupes GL, Sp, Ga et ceux qui
se de´vissent en tels groupes, sont a` peu de choses pre`s les seuls pour lesquels on ait
un re´sultat de trivialite´ locale du type conside´re´ ici.
Corollaire 5.3. — On a des bijections canoniques
H1(S,GL(n)S)
∼
←− H1(S,GL(n,OS)),
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en particulier
H1(S,GmS)
∼
←− H1(S,O∗S),
et
H1(S,Ga S)
∼
←− H1(S,OS),
ou` les deuxie`mes membres de´signent des cohomologies de l’espace topologique S a`
coefficients dans des faisceaux ordinaires.
En particulier, H1(S,GL(n)S) s’identifie a` l’ensemble des classes, a` isomorphisme
pre`s, de Modules localement libres de rang n sur S, et H1(S,Ga S) s’identifie a` l’ensem-
ble des classes d’extensions du Module OS par lui-meˆme.
6. Application aux reveˆtements principaux : the´ories de Kummer et
d’Artin-Schreier
Proposition 6.1. — Soient S un pre´sche´ma, n un entier > 0, soit un : GmS → GmS
l’homomorphisme de puissance n-ie`me , et µnS son noyau. Alors µnS est fini et
localement libre de rang n sur S, et il est e´tale sur S si et seulement si pour tout
s ∈ S, la caracte´ristique de s est premie`re a` n. La suite d’homomorphismes
0 −→ µnS −→ GmS
un−−−−→ GmS −→ 0
est exacte au sens du No 4. (On l’appellera la suite exacte de Kummer sur S, rela-
tivement a` l’entier n).
On a 303
Gm = SpecOS [t, t
−1],
et un correspond a` l’homomorphisme un sur les OS-alge`bres affines, donne´ par
un(t) = t
n,
d’autre part la section unite´ de GmS correspond a` l’homomorphisme d’augmentation
de OS-alge`bres, donne´ par
ε(t) = 1,
dont le noyau est donc l’Ide´al principal (t− 1). L’image de ce dernier par un est donc
l’Ide´al principal (1− tn), et on trouve :
µnS = SpecOS [t]/(1− t
n),
ce qui montre en particulier que µnS est fini sur S, et de´fini par une Alge`bre sur S
qui est libre de rang n, ayant la base forme´e des ti (0 6 i 6 n − 1). Pour qu’il
soit e´tale en s ∈ S, il faut et il suffit que l’Alge`bre re´duite k[t]/(1− tn), ou` k = k(s),
obtenue par adjonction formelle des racines n-ie`mes de l’unite´ a` k, soit se´parable sur k,
i.e. les racines de 1− tn dans une cloˆture alge´brique de k sont toutes distinctes, ce qui
e´quivaut au fait que n soit premier a` la caracte´ristique. Enfin, pour montrer que la
suite d’homomorphismes dans 6.1 est exacte, on est ramene´ en vertu du crite`re 4.2 a`
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prouver que un est fide`lement plat. On peut e´videmment supposer S affine d’anneauA,
donc GmS affine d’anneau B = A[t, t
−1], et il suffit de ve´rifier que un fait de B un
module libre de rang n sur B, ou ce qui revient au meˆme, que un est injectif, et que
A[t, t−1] est un module libre de rang n sur A[tn, t−n]. En effet, on ve´rifie facilement
que les ti (0 6 i 6 n − 1) forment une base de l’un sur l’autre, ce qui ache`ve la
de´monstration.
Définition 6.2. — On appelle µnS le groupe de Kummer de rang n sur S, et on appelle304
reveˆtement principal kumme´rien de rang n sur S tout fibre´ principal homoge`ne sur S
de groupe le groupe de Kummer de rang n.
L’ensemble de ces reveˆtements est un groupe, note´ H1(S,µnS) ou simplement
H1(S,µn). On notera que la formation du groupe de Kummer de rang n sur S est
compatible avec l’extension de la base, donc que µnS provient par extension de la
base du groupe de Kummer absolu µn sur Spec(Z).
De´signons par (Z/nZ)S le S-groupe de´fini par le groupe fini ordinaire Z/nZ. Si G
est un S-groupe quelconque, les homomorphismes de S-groupes u de (Z/nZ)S dans G
correspondent biunivoquement, et de fac¸on compatible avec le changement de base,
aux sections de G sur S dont la puissance n-ie`me est la section unite´, en faisant
correspondre a` u l’image par u de la section de (Z/nZ)S sur S de´fini par le ge´ne´rateur
1 mod nZ de Z/nZ. Ceci pose´ :
Corollaire 6.3. — Si µnS est e´tale sur S, on obtient ainsi une correspondance biuni-
voque entre les isomorphismes de S-groupes (Z/nZ)S
∼
−→ µnS, et les sections de OS
qui sont d’ordre n exactement sur chaque composante connexe de S (une telle section
s’appellera « racine primitive n-ie`me de l’unite´ sur S » ). Donc pour que µnS soit
isomorphe en tant que S-groupe a` (Z/nZ)S , il faut et il suffit qu’il soit e´tale sur S,
i.e. que les caracte´ristiques re´siduelles de S soient premie`res a` n, et qu’il existe une
racine primitive n-ie`me de l’unite´ sur S.
Cela explique le roˆle joue´ dans la the´orie kumme´rienne classique par l’hypothe`se que
le corps de base (jouant le roˆle de S) soit de caracte´ristique premie`re a` n et contienne
les racines n-ie`mes de l’unite´, et par le choix d’une racine primitive n-ie`me de l’unite´.
Une fois qu’on dispose du langage des sche´mas, il n’y a plus lieu de s’embarrasser
de ces hypothe`ses, et il convient de raisonner directement sur µn au lieu de Z/nZ.
Ainsi, la conjonction de 6.1, 4.5 et 5.3 nous donne la relation ge´ne´rale suivante entre
la the´orie des reveˆtements principaux kumme´riens et celle des groupes de Picard :
Proposition 6.4. — Soient S un pre´sche´ma, on a une suite exacte canonique305
0→ H0(S,µn)→ H
0(S,O∗S)→ H
0(S,O∗S)→ H
1(S,µn)→ H
1(S,O∗S)→ H
1(S,O∗S),
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d’ou`, en posant H1(S,O∗S) = Pic(S), et en de´signant pour tout groupe abe´lien A, par
nA et An les noyau et conoyau de la multiplication par n dans A, la suite exacte :
0 −→ H0(S,OS)
∗
n −→ H
1(S,µn) −→ nPic(S) −→ 0.
Nous allons expliciter deux cas importants, ou` l’un ou l’autre terme extreˆme de
cette suite exacte sont nuls :
Corollaire 6.5. — Supposons nPic(S) = 0, (par exemple que S soit le spectre d’un
anneau local, ou d’un anneau factoriel), et soit A l’anneau H0(S,OS). Alors on a un
isomorphisme canonique
H1(S,µn)
∼
−→ A∗/A∗n.
C’est essentiellement l’e´nonce´ classique de la the´orie de Kummer, lorsque S est le
spectre d’un corps.
Corollaire 6.6. — Supposons que tout e´le´ment de H0(S,OS) soit une puissance n-ie`me
, par exemple que H0(S,OS) soit un compose´ de corps alge´briquement clos ou que S
soit re´duit et propre sur un corps alge´briquement clos k. Alors on a un isomorphisme
canonique
H1(S,µn)
∼
−→ nPic(S).
En particulier, lorsque S est propre et connexe sur un corps alge´briquement clos k,
cela met en relation le groupe fondamental de S avec les points d’ordre fini du sche´ma
de Picard P de S sur k ; ainsi on aura un isomorphisme
Hom(π1(S),Z/nZ) ≃ nP (k)
pour n premier a` la caracte´ristique, qui est souvent utilise´ en ge´ome´trie alge´brique. 306
Comme application, lorsque la composante connexe P 0 de P est un sche´ma en groupes
complet, de dimension g, on voit en utilisant les re´sultats rappele´s dans le No 2, et
la finitude du groupe de torsion de Ne´ron-Severi, que pour tout nombre premier ℓ
premier a` la caracte´ristique, la composante ℓ-primaire du groupe fondamental π1(S)
rendu abe´lien est un module de type fini et de rang 2g sur l’anneau Zℓ des entiers
ℓ-adiques (et d’ailleurs libre sauf pour un nombre fini au plus de valeurs de ℓ). Comme
l’a remarque´ Serre, cela permet de prouver sous certaines conditions que lorsqueX est
un sche´ma plat et projectif sur S connexe, alors les sche´mas de Picard des fibres de X
ont toutes la meˆme dimension, en appliquant le the´ore`me de semicontinuite´ (X 2.3) ;
l’argument de Serre s’applique de`s que le sche´ma de Picard de X sur S existe, et que
les Picards connexes des fibres de X sur S sont des sche´mas en groupes propres, par
exemple lorsque les fibres ge´ome´triques de X sur S sont normales (X e´tant toujours
plat et projectif sur S), en particulier si X est lisse et projectif sur S.
Soit maintenant p un nombre premier, et supposons que S soit un pre´sche´ma de
caracte´ristique p, i.e. tel que p · OS = 0. Alors l’homomorphisme de puissance p-ie`me
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dans OS est additif, et le morphisme correspondant, obtenu en remplac¸ant S par un T
variable sur S :
F : Ga S −→ GaS
est donc un homomorphisme de S-groupes, qu’on appelle l’homomorphisme de Frobe-
nius (N.B. Un tel morphisme est de´fini pour tout S-pre´sche´ma G qui provient par
extension de la base d’un pre´sche´maG0 sur le corps premier Z/pZ, et ce morphisme est
un homomorphisme de groupes si G0 est un pre´sche´ma en groupes). Nous poserons :
℘ = id− F : GaS −→ Ga S .
Conside´rons d’autre part le S-groupe (Z/pZ)S de´fini par le groupe fini ordinaire Z/pZ,
nous avons dit que pour tout S-groupe G, les homomorphismes de S-groupe
de (Z/pZ)S dans G correspondent biunivoquement aux sections de G sur S dont
la puissance p-ie`me est la section unite´. Lorsque G = GaS , elles correspondent donc307
aux sections quelconques de G sur S. Prenant en particulier la section de Ga S sur S
correspondant a` la section unite´ du faisceau d’anneaux OS , on trouve un homomor-
phisme de S-groupes
i : (Z/pZ)S −→ GaS
Proposition 6.7. — La suite d’homomorphismes de S-groupes
0 −→ (Z/pZ)S −→ Ga S −→ GaS −→ 0
est exacte (au sens du No 4). (On l’appelle la suite exacte d’Artin-Schreier sur S).
Il suffit de le prouver sur le corps premier k = Z/pZ. Il suffit de remarquer que
l’homomorphisme ℘∗ : k[t]→ k[t] de´fini par ℘∗(t) = t− tp fait de k[t] un module libre
de rang p sur k[t], de fac¸on pre´cise que k[t] est un module libre sur k[s], ou` s = t− tp,
ayant la base forme´e des ti (0 6 i 6 p− 1).
On en conclut, utilisant 4.5 et 5.3 :
Proposition 6.8. — On a une suite exacte canonique :
0 −→ H0(S,Z/pZ) −→ H0(S,OS) −→ H
0(S,OS) −→ H
1(S,Z/pZ)
−→ H1(S,OS) −→ H
1(S,OS),
d’ou` une suite exacte :
0 −→ H0(S,OS)/℘H
0(S,OS) −→ H
1(S,Z/pZ) −→ H1(S,OS)
F −→ 0,
(ou` l’exposant F dans le dernier terme signifie le sous-groupe des invariants par l’en-
domorphisme F , e´gal au noyau de ℘ = id− F ).
Explicitons encore deux cas extreˆmes :
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Corollaire 6.9. — Supposons que H1(S,OS)F = 0, par exemple que S soit un sche´ma
affine. Alors, posant A = H0(S,OS), on a un isomorphisme canonique
H1(S,Z/pZ)
∼
−→ A/℘A.
C’est la the´orie d’Artin-Schreier dans la forme classique, du moins lorsque A est
le spectre d’un corps.
Corollaire 6.10. — Supposons que ℘H0(S,OS)=H0(S,OS), par exemple que H0(S,OS) 308
soit un compose´ de corps alge´briquement clos, ou que S soit propre sur un corps
alge´briquement clos. Alors on a un isomorphisme canonique :
H1(S,Z/pZ)
∼
−→ H1(S,OS)
F
Remarques 6.11. — Le dernier e´nonce´ est duˆ a` J-P. Serre [9]. Il est possible e´gale-
ment de de´velopper une the´orie analogue pour le groupe structural Z/pnZ pour n
quelconque, en utilisant au lieu de Ga le sche´ma en groupes de Witt Wn, cf. loc. cit.
On notera qu’en caracte´ristique p > 0, la the´orie de Kummer ne donne plus de ren-
seignement sur les reveˆtements principaux d’ordre p, puisque µp est alors un groupe
« infinite´simal » i.e. radiciel sur la base, donc sans rapport direct avec Z/pZ ; aussi
a` premie`re vue, la the´orie de ces reveˆtements n’est plus justiciable (lorsque S est un
sche´ma propre sur un corps alge´briquement clos pour fixer les ide´es), de la the´orie
du sche´ma de Picard comme dans 6.6. Ne´anmoins, si on se rappelle que l’espace tan-
gent de Zariski a` l’origine dans PicS/K
(8) s’identifie a` H1(S,OS), on constate que la
connaissance du sche´ma en groupes pPicS/k, noyau de la multiplication par p dans
PicS/k, implique celle de H
1(S,Z/pZ) aussi bien que celle de H1(S,µp) ; on notera
qu’elle implique aussi celle de H1(S,αp), ou` αp de´signe le sche´ma en groupes in-
finite´simal sur le corps premier, noyau de F : Ga → Ga (qui peut se de´crire aussi
comme le spectre de l’alge`bre enveloppante restreinte de la p-alge`bre de Lie triviale
de dimension 1) : en effet la suite exacte 4.5 donne ici :
H1(S,αp) ≃ Ker(F : H
1(S,OS) −→ H
1(S,OS)),
et plus ge´ne´ralement, de´signant par αpn le noyau dans Ga du n-ie`me ite´re´ de F , on
aura
H1(S,αpn) ≃ Ker(F
n : H1(S,OS) −→ H
1(S,OS)).
En fait, la connaissance de pPicS/k e´quivaut a` celle de H
1(S,G) pour tout groupe al-
ge´brique commutatif fini annule´ par p, plus ge´ne´ralement, la connaissance de pnPicS/k 309
e´quivaut a` celle de H1(S,G) pour tout groupe alge´brique commutatif fini G annule´
par pn, en vertu du the´ore`me suivant qui englobe dans le cas envisage´ a` la fois la
the´orie de Kummer et celle de Artin-Schreier :
Soit G un groupe alge´brique fini sur k, D(G) = Homk-groupes(G,Gm) son dual
de Cartier (dont l’alge`bre affine est porte´e par l’espace vectoriel dual de l’alge`bre
(8)Pour la de´finition de PicS/K , cf. A. Grothendieck, Se´m. Bourbaki N
o 232 (Fe´vrier 1962).
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affine de G, i.e. par l’hyperalge`bre de G au sens de Dieudonne´-Cartier), alors on a un
isomorphisme canonique :
(∗) H1(S,G) ≃ Homk-groupes(D(G),PicS/k).
(N.B. S est un sche´ma propre sur k alge´briquement clos, tel que H0(S,OS) = k).
Cette formule peut encore s’exprimer en disant que le « vrai groupe fondamental »
de S auquel il e´tait fait allusion au No 2, rendu abe´lien, est isomorphe a` la limite
projective des D(Pi), ou` Pi parcourt les sous-groupes alge´briques finis de PicS/k,
qu’on notera T •(PicX/k). Lorsque S est une varie´te´ abe´lienne, on a vu dans 2.1 que
ce groupe est e´galement isomorphe au « vrai » module de Tate T
•
(S) = lim
←− n
S, et
l’isomorphisme (∗) s’e´crit alors de fac¸on plus frappante
Ext1(A,G) ≃ Hom(D(G), B),
A e´tant une varie´te´ abe´lienne, B sa duale, G un groupe alge´brique fini sur k. Les
re´sultats qu’on vient d’indiquer peuvent se ge´ne´raliser d’ailleurs au cas ou` k est rem-
place´ par un pre´sche´ma de base quelconque, et a` d’autres groupes de coefficients G
que des groupes finis.
7. Bibliographie
310
[1] A.Grothendieck, Sur quelques points d’alge`bre homologique, ToˆhokuMath. J.
9 (1957) p. 119–221.
[2] A.Grothendieck, A general theory of fibre spaces with structure sheaf, Uni-
versity of Kansas, 1955.
[3] A.Grothendieck, Torsion homologique et sections rationnelles, Se´minaire
Chevalley, 16 juin 1958.
[4] S.Lang, Abelian varieties, Interscience tracts in pure and applied mathematics,
No 7, New York.
[5] J-P. Serre, Groupes alge´briques et corps de classes, Actualite´s Scient. et Ind.
No 1264, Hermann, Paris, 1959.
[6] J-P. Serre, Groupes proalge´briques, Publications Mathe´matiques de l’IHES 7
(1960), p. 1–67.
[7] J-P. Serre, Espaces fibre´s alge´briques, Se´minaire Chevalley, 21 avril 1958.
[8] J-P. Serre, Quelques proprie´te´s des varie´te´s abe´liennes en caracte´ristique p,
Amer. J. Math. 80 (1958), p. 715–739.
[9] J-P. Serre, Sur la topologie des varie´te´s alge´briques en caracte´ristique p, Sym-
posium Internacional de Topologia Algebraica, 1958.
[10] J-P. Serre, On the fundamental group of a unirational variety, J. London Math.
Soc. 34 (1959), p. 481–484.
EXPOSE´ XII
GE´OME´TRIE ALGE´BRIQUE
ET GE´OME´TRIE ANALYTIQUE
311
Mme M. Raynaud(1)
Proce´dant comme dans [10], on associe a` tout sche´ma X localement de type fini
sur le corps des nombres complexes C un espace analytique Xan dont l’ensemble
sous-jacent est X(C).
Dans les No 2 et 3 de cet expose´, nous donnons un « dictionnaire » entre les pro-
prie´te´s usuelles de X et de Xan et entre les proprie´te´s d’un morphisme f : X → Y et
du morphisme associe´ fan : Xan → Y an.
Nous montrons ensuite que les the´ore`mes de comparaison entre faisceaux cohe´rents
surX et Xan, e´tablis dans [10, No 12] pour une varie´te´ projective, sont encore valables
lorsque X est un sche´ma propre.
Enfin nous prouvons au No 5 l’e´quivalence de la cate´gorie des reveˆtements e´tales
finis de X et de la cate´gorie des reveˆtements e´tales finis de Xan. En prime au lecteur,
nous donnons une nouvelle de´monstration du the´ore`me de Grauert-Remmert [6], util-
isant la re´solution des singularite´s [8].
1. Espace analytique associe´ a` un sche´ma
312
Soit X un sche´ma localement de type fini sur C. Soit Φ le foncteur de la cate´-
gorie des espaces analytiques [4, No 9] dans la cate´gorie des ensembles, qui a` un es-
pace analytique X associe l’ensemble des morphismes d’espaces annele´s en C-alge`bres
HomC(X, X). On a le the´ore`me suivant :
Théorème et définition 1.1. — Le foncteur Φ est repre´sentable par un espace analytique
Xan et un morphisme ϕ : Xan → X. On dit que Xan est l’espace analytique associe´
a` X.
Si |Xan| est l’ensemble sous-jacent a` Xan, ϕ induit une bijection de |Xan| sur
l’ensemble X(C) des points de X a` valeurs dans C. De plus, pour chaque point x
(1)D’apre`s des notes ine´dites de A. Grothendieck.
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de Xan, le morphisme
ϕx : OX,ϕ(x) −→ OXan,x,
qui est ne´cessairement local, donne par passage aux comple´te´s un isomorphisme
ϕ̂x : ÔX,ϕ(x)
∼
−→ ÔXan,x,
En particulier le morphisme ϕ est plat.
Notons que le fait que ϕ induise une bijection de Xan sur X(C) re´sulte de la
proprie´te´ universelle de Xan. D’autre part on a les assertions suivantes :
a) Si le the´ore`me est vrai pour un sche´ma Y , il en est de meˆme pour tout sous-
sche´ma X de Y . Supposons d’abord que X soit un sous-sche´ma ouvert de Y ; si
ψ : Y an → Y est le morphisme canonique, ψ−1(X) est un ouvert de Y an que l’on313
muni de la structure d’espace analytique induite par celle de Y an. Comme tout mor-
phisme d’un espace analytique X dansX se factorise a` travers Y an d’apre`s la proprie´te´
universelle de ce dernier, donc a` travers Xan qui est le produit fibre´ Y an ×Y X , Xan
est l’espace analytique associe´ a` X . Enfin l’assertion concernant les ϕx est e´vidente.
Il suffit maintenant de conside´rer le cas ou` X est un sous-sche´ma ferme´ de Y . Soit I
le OY -Ide´al cohe´rent de´finissant X ; alors I · OY an est un faisceau cohe´rent d’ide´aux
sur OY an qui de´finit un sous-espace analytique ferme´ Xan de Y an ; on voit comme
dans le cas d’un sous-sche´ma ouvert que Xan est l’espace analytique associe´ a` X . Soit
ϕ : Xan → X le morphisme canonique. Pour tout point x de Xan, le morphisme ϕx
n’est autre que le morphisme
OY,ψ(x)/Iψ(x) −→ OY an,x/Iψ(x) · OY an,x
induit par ψx ; son comple´te´
ϕ̂x : ÔY,ψ(x)/Iψ(x) · ÔY,ψ(x) −→ ÔY an,x/Iψ(x) · ÔY an,x
est un isomorphisme puisque ψ̂x en est un, ce qui de´montre a).
b) Si l’on a deux C-sche´mas X1, X2, tels que X
an
1 et X
an
2 existent, alors il en est de
meˆme de (X1×X2)
an. Soient en effet ϕ1 : X
an
1 → X1, ϕ2 : X
an
2 → X2 les morphismes
canoniques, p1, p2 les deux projections de X
an
1 × X
an
2 . On de´duit formellement de
EGA I 1.8.1 que X1 × X2 est le produit de X1 et X2 dans la cate´gorie des espaces
annele´s en anneaux locaux ; il en re´sulte que les morphismes ϕ1 ·p1 et ϕ2 ·p2 de´finissent
un morphisme ϕ : Xan1 ×X
an
2 → X1 ×X2 et que le couple (X
an
1 ×X
an
2 , ϕ) repre´sente314
le foncteur X 7→ HomC(X, X1 ×X2).
c) Si E1 de´signe l’espace affine de dimension 1, i.e. l’espace topologique C muni
du faisceau des fonctions holomorphes, le foncteur(∗) X 7→ HomC(X, E1C) est
repre´sentable par E1, le morphisme canonique ϕ : E1 → E1
C
e´tant le morphisme e´vi-
dent. En effet se donner un morphisme d’un espace analytique X dans E1
C
e´quivaut
a` se donner un e´le´ment de Γ(X,OX), ce qui revient aussi a` se donner un morphisme
(∗)[Ajoute´ en 2003 : E1
C
de´signe la droite affine (alge´brique) sur C.]
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de X dans E1. On a e´videmment une bijection |E1| ≃ E1(C), et, pour chaque point
x ∈ E1, le morphisme ϕ̂x n’est autre que le morphisme identique d’un anneau de se´ries
formelles a` une variable sur C.
On de´duit de b) et c) que le the´ore`me est vrai pour l’espace affine En
C
, n > 0.
Utilisant a), on voit qu’il en est de meˆme pour tout sche´ma affine X , localement de
type fini sur C. Si l’on ne suppose plus X affine et si (Xi) est un recouvrement de X
par des ouverts affines, il re´sulte de la proprie´te´ universelle et de a) que les Xani se
recollent et de´finissent ainsi l’espace analytique Xan associe´ a` X .
1.2. Soit f : X → Y un morphisme de C-sche´mas localement de type fini. Si
ϕ : Xan → X et ψ : Y an → Y sont les morphismes canoniques, il re´sulte de la pro-
prie´te´ universelle de Y an qu’il existe un unique morphisme fan : Xan → Y an tel que
le diagramme
Xan //
fan

X
f

Y an // Y
soit commutatif. On a donc de´fini un foncteur Φ de la cate´gorie des C-sche´mas lo- 315
calement de type fini dans la cate´gorie des espaces analytiques.
Le foncteur Φ commute aux limites projectives finies. Il suffit en effet de voir que
Φ commute aux produits fibre´s. Or, si X , Y , Z, sont des sche´mas localement de type
fini sur C, il re´sulte du fait que X×Z Y est le produit fibre´ de X et Y au-dessus de Z
dans la cate´gorie des espaces annele´s en anneaux locaux que Xan ×Zan Y an satisfait
a` la proprie´te´ universelle qui caracte´rise (X ×Z Y )
an.
1.3. Soient X un C-sche´ma localement de type fini, Xan l’espace analytique as-
socie´, ϕ : Xan → X le morphisme canonique. Si F est un OX -Module, l’image in-
verse ϕ∗F = F an est un faisceau de modules sur OXan . On de´finit ainsi un fonc-
teur de la cate´gorie des OX -Modules dans la cate´gorie des Modules sur X
an. Ce
foncteur commute aux limites inductives (EGA 0 4.3.2). Le faisceau OXan e´tant co-
he´rent [4, no 18 §2 th. 2], il transforme faisceaux cohe´rents en faisceaux cohe´rents
(EGA 0 5.3.11). On a de plus :
Proposition 1.3.1. — Le foncteur qui a` un OXan-Module F associe son image inverse
F an sur Xan est exact, fide`le, conservatif.
L’exactitude re´sulte du fait que le morphisme ϕ : Xan → X est plat (1.1). Prouvons
que le foncteur F 7→ F an est fide`le. Compte tenu de l’exactitude, il suffit de montrer
que, si F an est nul, il en est de meˆme de F . Or, pour tout point x de Xan, on a
alors Fϕ(x) ⊗OX,ϕ(x) OXan,x = 0. Le morphisme OX,ϕ(x) → OXan,x e´tant fide`lement
plat, on a Fϕ(x) = 0 pour tout point ferme´ ϕ(x) de X , et, comme X est de Jacobson
(EGA IV 10.4.8), ceci implique que F est nul.
242 EXPOSE´ XII. GE´OME´TRIE ALGE´BRIQUE ET GE´OME´TRIE ANALYTIQUE
Le fait que le foncteur F 7→ F an soit conservatif est formel a` partir de l’exactitude 316
et de la fide´lite´.
2. Comparaison des proprie´te´s d’un sche´ma et de l’espace analytique
associe´
Proposition 2.1. — Soient X un C-sche´ma localement de type fini, Xan l’espace ana-
lytique associe´, n un entier. Conside´rons la proprie´te´ P d’eˆtre
(i) non vide
(i’) discret
(ii) de Cohen-Macaulay
(iii) (Sn)
(iv) re´gulier
(v) (Rn)
(vi) normal
(vii) re´duit
(viii) de dimension n.
Alors, pour que X posse`de la proprie´te´ P , il faut et il suffit qu’il en soit ainsi de Xan.
Soit ϕ : Xan → X le morphisme canonique. (i) re´sulte du fait que l’on a
|Xan| = X(C) (1.1) et du fait que X est de Jacobson (EGA IV 10.4.8). Dire que X
(resp. Xan) est discret e´quivaut a` dire que l’on a dimX = 0 (resp. dimXan = 0
d’apre`s [4, no 19 §4 cor. 6]) ; (i’) re´sulte donc de (viii).
Soit P l’une des proprie´te´s (ii) a` (vii). Pour que X posse`de la proprie´te´ P , il faut
et il suffit que P soit ve´rifie´e en chaque point ferme´ de X ; en effet, X e´tant excellent
(EGA IV 7.8.6 (iii)), l’ensemble des points ou` X ve´rifie P est un ouvert (loc. cit. )317
et, si cet ouvert contient tous les points ferme´s, il est e´gal a` X tout entier. Dire que
X (resp. Xan) a la proprie´te´ P e´quivaut donc a` dire que, pour tout point x de Xan,
l’anneau local OX,ϕ(x) (resp. OXan,x) a la proprie´te´ P . Comme le fait qu’un anneau
local excellent ait la proprie´te´ P se voit apre`s passage au comple´te´, la proposition
re´sulte des isomorphismes ÔX,ϕ(x)
∼
−→ ÔXan,x dans les cas (ii) a` (vii). Il en est de
meˆme dans le cas (viii), compte tenu des relations
dimX = sup
x
dimOX,ϕ(x) dimX
an = sup
x
dimOXan,x
ou` x ∈ Xan. Ceci ache`ve la de´monstration.
Proposition 2.2. — Soient X un C-sche´ma localement de type fini, ϕ : Xan → X le
morphisme canonique, T une partie localement constructible de X. Alors on a la
relation
ϕ−1(T ) = ϕ−1(T ).
On peut supposer que T est un ouvert dense de X . Soit H le sous-sche´ma ferme´
re´duit de X d’espace sous-jacent X − T ; l’espace associe´ Han est un sous-espace
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analytique ferme´ de Xan d’espace sous-jacent Xan − ϕ−1(T ). On doit montrer que
tout point x de Han appartient a` ϕ−1(T ). Or, en un tel point x, le germe d’espace
analytique (Xan, x) contient le sous-germe (Han, x), et celui-ci est de´fini par un Ide´al
non nilpotent de OXan,x. Il re´sulte alors du Nullstellensatz [4, no 19 §4 cor. 3] que tout
voisinage ouvert de x contient des points de Xan qui n’appartiennent pas a` Han, ce
qui prouve bien que l’on a x ∈ ϕ−1(T ).
Corollaire 2.3. — Soient X un C-sche´ma localement de type fini, ϕ : Xan → X le 318
morphisme canonique, T une partie localement constructible de X. Pour que T soit
une partie ouverte (resp. une partie ferme´e, resp. une partie dense), il faut et il suffit
qu’il en soit ainsi de ϕ−1(T ).
Le corollaire re´sulte de 2.2 et du fait que, X e´tant un sche´ma de Jacobson
(EGA IV 10.4.8), deux parties localement constructibles de X qui ont meˆme trace
sur l’ensemble tre`s dense X(C) sont e´gales.
Proposition 2.4. — Soit X un C-sche´ma localement de type fini. Pour que X soit
connexe (resp. irre´ductible), il faut et il suffit qu’il en soit ainsi de Xan.
Supposons Xan connexe (resp. irre´ductible). L’image X(C) de Xan dans X est
alors connexe (resp. irre´ductible). Il en re´sulte que X est connexe (resp. irre´ductible)
car les parties ferme´es de X et X(C) se correspondent bijectivement (EGA IV 10.1.2).
Inversement supposons X connexe (resp. irre´ductible), et montrons qu’il en est de
meˆme de Xan. On peut se borner au cas ou` X est irre´ductible. Supposons en effet X
connexe. E´tant donne´ un point x de X , l’ensemble des points y ∈ X tels qu’il existe
une suite finie de sous-sche´mas ferme´s irre´ductibles X1, . . . , Xn de X , avec x ∈ X1,
y ∈ Xn, Xi ∩Xi+1 6= ∅ pour 1 6 i 6 n− 1, est un ensemble a` la fois ouvert et ferme´,
donc e´gal a` X tout entier. Pour une suite X1, . . . , Xn telle que pre´ce´demment, on a
aussi Xani ∩X
an
i+1 6= ∅ pour 1 6 i 6 n− 1 ; si l’on suppose de´montre´ que les X
an
i sont
connexes, il en est alors de meˆme de Xan.
On suppose de´sormais X irre´ductible. On peut supposer de plus X affine. En effet, 319
si (Ui)i∈I est un recouvrement de X par des ouverts affines, deux de ces ouverts ont
une intersection non vide, et la meˆme proprie´te´ est donc vraie pour le recouvrement
(Uani )i∈I de X
an ; si l’on suppose de´montre´ que les Uani sont irre´ductibles, il en est
alors de meˆme de Xan.
On peut supposer de plus que X est normal. Soit en effet X˜ le normalise´ de X ;
comme le morphisme X˜ → X est surjectif, il est de meˆme de X˜an → Xan, ce qui
prouve que, si X˜an est irre´ductible, il est de meˆme de Xan.
On suppose de´sormais X affine normal. Comme les anneaux locaux de Xan sont
inte`gres, il revient au meˆme de dire que Xan est irre´ductible ou qu’il est connexe. En
effet, si F est une partie analytique ferme´e de Xan, l’ensemble des points x de Xan ou`
l’on a codimx(F , Xan) = 0 est un sous-ensemble analytique ferme´ de Xan [4, no 20 A
Cor. 1] qui est aussi ouvert ; si Xan est connexe, ceci prouve que, si l’on a F 6= Xan,
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F est rare, donc que Xan est irre´ductible. On est ainsi ramene´ a` montrer que Xan
est connexe.
Soit
i : X −→ P
une compactification de X , ou` P est un C-sche´ma projectif normal et i une immersion
ouverte dominante. Il re´sulte alors de [10, no 12 th. 1] que P an est connexe. Comme
Xan est obtenu en enlevant a` P an une partie analytique ferme´e rare, il re´sulte de 2.5
ci-dessous que Xan est aussi connexe.
Lemme 2.5. — Soient P un espace analytique normal connexe, Y une partie analy-320
tique ferme´e rare, alors X = P − Y est connexe.
Lorsque Y est de codimension > 2, la proposition re´sulte de [11, no 3 prop. 4].
Dans le cas ge´ne´ral on peut supposer, quitte a` enlever a` P une partie analytique
ferme´e de codimension > 2, que P et Y (conside´re´ comme sous-espace analytique
re´duit de P) sont re´guliers. D’apre`s le the´ore`me des fonctions implicites, tout point y
de Y posse`de un voisinage U isomorphe a` une boule d’un espace affine E n, de sorte
que U ∩Y soit de´fini par l’annulation d’un certain nombre de fonctions coordonne´es.
Ceci prouve que U −U ∩ Y est connexe, et il en est donc de meˆme de X .
Corollaire 2.6. — Soit X un C-sche´ma localement de type fini ; le morphisme
π0(X
an) −→ π0(X)
induit par le morphisme canonique Xan → X est bijectif.
3. Comparaison des proprie´te´s des morphismes
Proposition 3.1. — Soient f : X → Y un morphisme de C-sche´mas localement de type
fini, fan : Xan → Y an le morphisme de´duit de f sur les espaces analytiques associe´s.
Soit P la proprie´te´ d’eˆtre
(i) plat
(ii) net (i.e. non ramifie´)
(iii) e´tale
(iv) lisse
(v) normal321
(vi) re´duit
(vii) injectif
(viii) se´pare´
(ix) un isomorphisme
(x) un monomorphisme
(xi) une immersion ouverte.
Alors, pour que f posse`de la proprie´te´ P , il faut et il suffit qu’il en soit ainsi de fan.
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Notons ϕ : Xan → X et ψ : Y an → Y les morphismes canoniques. Soient x un point
de Xan, y = fan(x). Les morphismes OY an,y → OXan,x et OY,ψ(y) → OX,ϕ(x) de´duits
de f et fan donnent le meˆme morphisme par passage aux comple´te´s (1.1). D’apre`s
[2, ch. 3 §5 prop. 4] (resp. EGA IV 17.4.4) il revient donc au meˆme de dire que fan
ve´rifie la proprie´te´ (i) (resp. (ii)) ou de dire que f ve´rifie (i) (resp. (ii)) en chaque
point ferme´ de X . Comme l’ensemble des points de X ou` (i) (resp. (ii)) est ve´rifie´ est
un ouvert (EGA IV 11.1.1 et I 3.3), ceci de´montre (i) et (ii), donc aussi (iii).
Soit P la proprie´te´ (iv) (resp. (v), resp. (vi)). Compte tenu de 2.1 ((v), (vi), (vii)),
il revient au meˆme de dire que les fibres ge´ome´triques de fan aux diffe´rents points y
de Y an sont re´gulie`res (resp. normales, resp. re´duites) ou qu’il en est ainsi des fibres
ge´ome´triques de f aux diffe´rents points ferme´s ψ(y) de Y . Les cas (iv) (resp. (v),
resp. (vi)) re´sultent alors de (i) et du fait que l’ensemble des points de Y ou` les fibres
ge´ome´triques de f sont re´gulie`res est un ouvert (EGA IV 12.1.7).
(vii). Si f est injectif, il en est de meˆme de fan. Inversement supposons fan injectif et
montrons qu’il en est de meˆme de f . On peut supposer f de type fini. Le morphisme 322
fan e´tant injectif, les fibres de f aux points ferme´s de Y sont radicielles ; comme
l’ensemble des points de Y dont la fibre est radicielle est localement constructible
(EGA IV 9.6.1) et comme Y est un sche´ma de Jacobson, f a toutes ses fibres radicielles
donc est injectif.
(viii). Soient ∆: X → X ×Y X et ∆
an : Xan → Xan ×Y an X
an les immersions
diagonales, Θ: Xan ×Y an Xan → X ×Y X le morphisme canonique. En vertu de 2.3
il revient au meˆme de dire que ∆(X) est ferme´ dans X ×Y X ou que ∆an(Xan) est
ferme´ dans Xan ×Y an Xan.
Comme une immersion ouverte n’est autre qu’un morphisme e´tale injectif (EGA IV
17.9.1 et [4, no 13 §1]), (xi) re´sulte de (iii) et de (vii). Un isomorphisme e´tant la
meˆme chose qu’une immersion ouverte surjective, (ix) re´sulte de (xi) et de (3.2 (i)) ci-
dessous. Dire que f est un monomorphisme e´quivaut a` dire que la morphisme diagonal
∆: X → X ×Y X est un isomorphisme, donc (x) re´sulte de (ix).
Proposition 3.2. — Soient X et Y deux C-sche´mas localement de type fini, f : X → Y
un morphisme de type fini, fan : Xan → Y an le morphisme de´duit de f sur les espaces
analytiques associe´s. Soit P la proprie´te´ d’eˆtre
(i) surjectif
(ii) dominant
(iii) une immersion ferme´e
(iv) une immersion
(v) propre(2) 323
(vi) fini.
Alors, pour que f posse`de la proprie´te´ P , il faut et il suffit qu’il en soit ainsi de fan.
(2)Nous dirons qu’un morphisme d’espaces analytiques est propre s’il l’est au sens de [1, ch. 1 § 10
no 1] et s’il est se´pare´.
246 EXPOSE´ XII. GE´OME´TRIE ALGE´BRIQUE ET GE´OME´TRIE ANALYTIQUE
Soient ϕ : Xan → X et ψ : Y an → Y les morphismes canoniques.
(i). Si f est surjectif, pour tout point y de Y an, f−1(ψ(y)) est une partie ferme´e
non vide de X ; elle contient donc au moins un point ferme´, ce qui prouve que fan est
surjectif. Inversement, si fan est surjectif, f(X) est une partie localement constructible
de Y (EGA IV 1.8.4) qui contient tous les points ferme´s de Y ; on a donc f(X) = Y .
(ii) re´sulte de 2.2.
(iii). Si f est une immersion ferme´e, il en est de meˆme de fan d’apre`s 1.1 a).
Inversement, si fan est une immersion ferme´e, il en est de meˆme de f d’apre`s 3.1 (x)
et 3.2 (v), car cela revient a` dire que f est un monomorphisme propre (EGA IV
8.11.5).
(iv). Il est clair que, si f est une immersion, il en est de meˆme de fan. Inversement
supposons que fan soit une immersion, et soient T l’image de X dans Y , T l’adhe´rence
sche´matique de f . On a une factorisation de f ,
X
i
−−→ T
j
−−→ J,
ou` j est une immersion ferme´e, i le morphisme canonique, et on en de´duit la factori-
sation suivante de fan
Xan
ian
−−−−→ T
an jan
−−−−→ Y an .
Comme T = f(X) est une partie localement constructible de Y (EGA IV 1.8.4), on a,324
d’apre`s 2.2, T
an
= fan(Xan). Il en re´sulte que ian(Xan) est un ouvert de T
an
, donc
que i(X) est un ouvert de T . On conside`re la factorisation canonique de i
X
i1−−−→ i(X)
i2−−−→ T .
Le morphisme ian1 est un monomorphisme propre, donc il en est de meˆme de i1 d’apre`s
3.2 (v) et 3.1 (x) ; ceci prouve que i1 donc aussi f est une immersion.
(v). Supposons que f soit propre et montrons qu’il en est de meˆme de fan. Le fait
que fan soit propre e´tant local sur Y an, on peut supposer Y affine. D’apre`s le lemme
de Chow (EGA II 5.6.1), on peut trouver un Y -sche´ma projectif X ′ et un morphisme
projectif surjectif
g : X ′ −→ X.
Le morphisme (fg)an = fangan est projectif donc propre, gan est surjectif, et il re´sulte
de [1, ch. 1 §10] que fan est propre.
Inversement supposons fan propre et montrons qu’il en est de meˆme de f . D’apre`s
3.1 (viii) f est se´pare´. Il reste a` prouver que f est universellement ferme´, et il suffit
meˆme de montrer que f est ferme´ ; en effet, pour tout Y -sche´ma Y ′ localement de
type fini, le morphisme
f(Y ′) = h : X ×Y Y
′ −→ Y ′
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sera aussi ferme´ puisque han est propre. Soit T une partie ferme´e de X ; f(T ) est un
ensemble localement constructible, et l’on a
fan(ϕ−1(T )) = ψ−1(f(T )).
Comme fan est propre, ψ−1(f(T )) est une partie ferme´e de Y an, et il re´sulte donc 325
de 2.2 que l’on a
ψ−1(f(T )) = ψ−1(f(T )).
Cela entraˆıne que l’on a f(T ) = f(T ), i.e. que f est ferme´e donc que f est propre.
(vi). Il revient au meˆme de dire qu’un morphisme est fini ou qu’il est propre a` fibres
finies (EGA III 4.4.2 et [4, no 19 §5]). Comme l’ensemble des points ou` les fibres de f
sont finies est localement constructible (EGA IV 9.7.9), les fibres de f sont finies si
et seulement si il en est ainsi des fibres de fan ; (vi) re´sulte donc de (v).
Remarque 3.3. — a) soit f : X → Y un morphisme de C-sche´mas localement de
type fini. Le fait que fan soit un isomorphisme local n’entraˆıne pas qu’il en soit de
meˆme de f . En effet, si f est e´tale, fan est e´tale donc est un isomorphisme local
[4, no 13 §1], mais il n’en est pas ne´cessairement ainsi de f .
b) L’e´nonce´ 3.2 n’est pas vrai si l’on ne suppose pas f de type fini. Montrons par
exemple que fan peut eˆtre une immersion ferme´e sans qu’il en soit de meˆme de f . Il
suffit en effet de prendre pour X la somme de Z copies de SpecC, et pour Y la droite
affine, et pour f le morphisme obtenu en envoyant les points de X sur des points
distincts de Y formant une partie discre`te.
4. The´ore`mes de comparaison cohomologique et the´ore`mes d’existence
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L’objet de ce nume´ro est de rede´montrer les re´sultats de [3, no 2 th. 5 et th. 6] ; ces
derniers ge´ne´ralisent au cas d’un sche´ma propre les the´ore`mes e´tablis dans [10, no 12]
lorsque X est projectif, et les e´tendent au cas relatif. Des re´sultats plus ge´ne´raux,
concernant les sche´mas relatifs propres sur un espace analytique, sont prouve´s dans
[7, ch. VIII no 3].
Rappelons que la cohomologie de Cˇech utilise´e dans [10, no 12] co¨ıncide avec la
cohomologie usuelle dans le cas alge´brique comme dans le cas analytique (EGA III
1.4.1. et [5, II 5.10]).
4.1. Soient f : X → Y un morphisme de C-sche´mas localement de type fini et con-
side´rons le diagramme commutatif
Xan
ϕ
//
fan

X
f

Y an
ψ
// Y.
248 EXPOSE´ XII. GE´OME´TRIE ALGE´BRIQUE ET GE´OME´TRIE ANALYTIQUE
Si F est un OX -Module, on a, pour tout entier p > 0, des morphismes
Rpf∗F
i
−−→ Rpf∗(ϕ∗F
an)
j
−−→ Rp(f · ϕ)∗F
an k−−−→ ψ∗(R
pfan∗ F
an),
ou` i se de´duit du morphisme canonique F → ϕ∗F an, et j, k sont des « edge-
homomorphismes » de suites spectrales de Leray. Au compose´ k.j.i est associe´ un
morphisme canonique
(4.1.1) θp : (R
pf∗F )
an −→ Rpfan∗ (F
an)
Théorème 4.2. — Soient f : X → Y un morphisme propre de C-sche´mas localement327
de type fini, F un OX-Module cohe´rent. Alors, pour tout entier p > 0 le morphisme
(4.1.1)
θp : (R
pf∗F )
an −→ Rpfan∗ (F
an)
est un isomorphisme.
1) Cas ou` f est projectif. La de´monstration est analogue a` celle de [10, no 13].
Rappelons-la brie`vement. On se rame`ne au cas ou` X est un espace projectif type PrY
au-dessus de Y . Soit Y = Y an, P = PrY ; on prouve d’abord que l’on a
fan∗ OP = OY , R
pfan∗ (OP) = 0 pour p > 0
Pour ve´rifier les relations pre´ce´dentes, on peut en effet se ramener au cas ou` Y est
une boule B d’un espace affine E n. On conside`re le « recouvrement standard » {Ui}
de P par r+1 ouverts isomorphes a` B×E r. Comme ces ouverts sont de Stein, on a,
pour tout entier p > 0, des isomorphismes
Hp({Ui},OP)
∼
−→ Hp(P,OP)
On peut alors exprimer les sections du faisceau structural OP sur les ouverts Ui et
sur leurs intersections en termes de se´ries de Laurent ; un calcul facile prouve que
l’on a
H0(P,OP)
∼
−→ H0(Y ,OY ), H
p(P,OP) = 0 pour p > 0
La de´monstration s’ache`ve alors en recopiant [10, no 12 lemme 5], les groupes de
cohomologie e´tant remplace´s par les faisceaux de cohomologie.
2) Cas ou` f est propre. On utilise EGA III 3.1.2 pour se ramener au cas projectif.328
Soit K la cate´gorie des OX -Modules cohe´rents tels que θp soit un isomorphisme pour
tout p > 0. Il suffit de prouver que, pour toute suite exacte 0 → F ′ → F → F ′′ → 0
dont deux termes sont dans K , il en est de meˆme du troisie`me, qu’un facteur direct
d’un objet de K est dans K , et que, pour tout point x de X , on peut trouver un
objet F de K tel que l’on ait Fx 6= 0.
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Le premie`re condition re´sulte par application du lemme des cinq du diagramme
commutatif suivant dont les lignes sont exactes :
// (Rpf∗F
′)an

// (Rpf∗F )
an

// (Rpf∗F
′′)an

// (Rp+1f∗F
′)an //

// Rpfan∗ F
′an // Rpfan∗ F
an // Rpfan∗ F
′′an // Rp+1fan∗ F
′an // ,
et on ve´rifie de fac¸on analogue la deuxie`me condition.
Pour ve´rifier la troisie`me condition, on peut se borner au cas ou` X est un sche´ma
irre´ductible de point ge´ne´rique x. On pouvait supposer Y noethe´rien de`s le de´but.
D’apre`s le lemme de Chow (EGA II 5.6.1), on peut trouver un Y -sche´ma projectif X ′
et un morphisme projectif surjectif g : X ′ → X . D’autre part il existe un entier n
tel que l’on ait Rpg∗(OX′ (n)) = 0 pour tout p > 0 et que le morphisme canonique
g∗g∗(OX′ (n))→ OX′(n) soit surjectif (EGA III 2.2.1). Si l’on pose F = g∗(OX′(n)),
le faisceau F re´pond a` la question. En effet on a Fx 6= 0 ; de plus la suite spectrale de
Leray
Rpf∗(R
qg∗(OX′(n))) =⇒ R
p+q(f · g)∗(OX′(n))
e´tant de´ge´ne´re´e, on a un isomorphisme
Rpf∗F
∼
−→ Rp(f · g)∗(OX′(n))
Comme dans le cas alge´brique on a un isomorphisme canonique 329
Rpfan∗ F
an ∼−→ Rp(f · g)an∗ (OX′(n)
an),
et le diagramme
(Rpf∗F )
an
θp

∼ // (Rp(f · g)∗(OX′ (n)))an
ψp

Rpfan∗ F
an ∼ // Rp(f · g)an∗ (OX′(n)
an)
est commutatif. D’apre`s 1) ψp est un isomorphisme ; il en est donc de meˆme de θp, ce
qui ache`ve la de´monstration.
Corollaire 4.3. — Soient X un C-sche´ma propre, F un OX-Module cohe´rent. Alors,
pour tout entier p > 0, le morphisme canonique
Hp(X,F ) −→ Hp(Xan, F an)
est un isomorphisme.
Théorème 4.4. — Soit X un C-sche´ma propre. Le foncteur qui, a` tout OX-Module
cohe´rent F , associe son image inverse F an sur Xan est une e´quivalence de cate´gories.
1) Le foncteur est pleinement fide`le. Soient en effet F et G deux OX -Modules
cohe´rents. Le morphisme canonique
HomOX (F,G) −→ HomOXan (F
an, Gan)
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s’identifie au morphisme canonique
H0(X,HomOX (F,G)) −→ H
0(Xan,HomOX (F,G))
(EGA 0I 6.7.6). CommeHomOX (F,G) est cohe´rent, il re´sulte de 4.3 que ce morphisme330
est bijectif.
2) Le foncteur est essentiellement surjectif. Lorsque X est projectif l’assertion re´-
sulte de [10, no 12 th. 3]. Le cas ge´ne´ral se rame`ne au pre´ce´dent en utilisant le lemme
de Chow (EGA II 5.6.1). Soient en effet X ′ un C-sche´ma projectif, f : X ′ → X un
morphisme projectif surjectif, U un ouvert dense de X tel que f induise un isomor-
phisme f−1(U) ≃ U . On raisonne par re´currence noethe´rienne sur X ; on peut donc
supposer que, pour tout faisceau cohe´rent G sur Xan tel que l’on puisse trouver une
partie ferme´e Y de X distincte de X , satisfaisant a` la relation Y an ⊃ SuppG , il existe
un faisceau cohe´rent G sur X tel que l’on ait un isomorphisme Gan ≃ G .
Soit F un faisceau de modules cohe´rent sur OXan , K et L les faisceaux cohe´rents
de´finis par la condition que la suite
0 −→ K −→ F −→ fan∗ f
an∗F −→ L −→ 0
soit exacte. Comme X ′ est projectif, il existe un OX′ -Module cohe´rent F ′ tel
que l’on ait F ′an ≃ fan∗F ; on de´duit alors de 4.2 que l’on a un isomorphisme
(f∗F
′)an ≃ fan∗ f
an∗F . Comme K |Uan et L |Uan sont nuls, il existe des OX -Modules
cohe´rents K et L tel que l’on ait des isomorphismes Kan ≃ K , Lan ≃ L . D’apre`s 1)
le morphisme fan∗ f
an∗F → L provient d’un unique morphisme f∗F
′ → L ; soit
I = Ker(f∗F
′ → L). Le faisceau F est alors extension de Ian par Kan, et il suffit
de voir que cette extension provient par image inverse d’une extension de I par K. Il331
suffit donc de prouver que le morphisme canonique
(∗) ExtqOX (I,K)
an ∼−→ ExtqOXan (I
an,Kan) q 6= 1
est bijectif. Or on a des isomorphismes ExtqOX (I,K)
an ∼−→ ExtqOXan (I
an,Kan) pour
tout entier q > 0 (EGA 0III 12.3.5), et un morphisme de suites spectrales
Hp(X,ExtqOX (I,K))
+3

Extp+qOX (I,K)

Hp(Xan,ExtqOXan (I
an,Kan)) +3 Extp+qOXan (I
an,Kan).
Ce morphisme est un isomorphisme car, d’apre`s 4.3, il en est ainsi sur les termes Epq2 ,
et ceci de´montre la bijectivite´ de (∗).
Corollaire 4.5. — Le foncteur qui a` tout C-sche´ma propre X associe Xan est pleine-
ment fide`le.
On doit montrer que, si X et Y sont deux C-sche´mas propres, l’application canon-
ique
HomC(X,Y ) −→ Hom(X
an, Y an)
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est bijective. Or se donner un morphisme de X dans Y (resp. de Xan dans Y an)
e´quivaut a` se donner son graphe, i.e. un sous-sche´ma ferme´ Z de X × Y (resp. un
sous-espace analytique ferme´ Z de Xan × Y an), tel que la restriction de la premie`re
projection X × Y → X a` Z (resp. de Xan × Y an → Xan a` Z) soit un isomorphisme. 332
Comme la donne´e d’un sous-sche´ma ferme´ deX×Y (resp. d’un sous-espace analytique
ferme´ de Xan×Y an) e´quivaut a` celle d’un faisceau cohe´rent d’ide´aux sur OX×Y (resp.
sur OXan×Y an), le corollaire re´sulte de 4.4.
Corollaire 4.6. — Soit X un C-sche´ma propre. Le foncteur qui, a` tout sche´ma fini
(resp. e´tale fini) X ′ au-dessus de X, associe X ′an est une e´quivalence de la cate´gorie
des sche´mas finis (resp. e´tales finis) au-dessus de X dans la cate´gorie des espaces
analytiques finis (resp. e´tales finis) au-dessus de Xan.
En effet se donner un morphisme fini X ′ → X (resp. X ′an → Xan) e´quivaut a` se
donner un faisceau cohe´rent d’alge`bres sur OX (resp. sur OXan) [4, no 19 §5 th. 2]. Le
corollaire re´sulte donc de 4.4 dans le cas non respe´, et le cas respe´ s’en de´duit compte
tenu de 3.1 (iii).
5. The´ore`mes de comparaison des reveˆtements e´tales
5.0. Pre´cisons la notion de reveˆtement fini d’un espace analytique. Si X est un espace
analytique, on dit qu’un espace analytique X′ fini au-dessus de X est un reveˆtement
fini de X si toute composante irre´ductible de X′ domine une composante irre´ductible
de X.
Théorème 5.1 (« Théorème d’existence de Riemann »). — Soient X un C-sche´ma lo-
calement de type fini, Xan l’espace analytique associe´ a` X. Le foncteur Ψ qui, a` tout
reveˆtement e´tale fini X ′ de X, associe X ′an est une e´quivalence de la cate´gorie des 333
reveˆtements e´tales finis de X dans la cate´gorie des reveˆtements e´tales finis de Xan.
1) Le foncteur Ψ est pleinement fide`le. Soient X ′ et X ′′ deux reveˆtements e´tales
finis de X , et prouvons que l’application canonique
(∗) HomX(X
′, X ′′) −→ HomXan(X
′an, X ′′an)
est bijective. On peut supposer X ′ connexe. Se donner un X-morphisme de X ′ dans
X ′′ e´quivaut a` se donner une composante connexe Xi de X
′ ×X X ′′ telle que le
morphisme Xi → X ′ induit par la premie`re projection soit un isomorphisme. Comme
les composantes connexes de X ′×XX
′′ correspondent bijectivement aux composantes
connexes de X ′an×Xan X ′′an (2.6) et qu’un morphisme Xi → X ′ est un isomorphisme
si et seulement si il en est ainsi de Xani → X
′an, ceci de´montre la bijectivite´ de (∗).
2) Le foncteur Ψ est essentiellement surjectif. Soit X′ un reveˆtement e´tale fini
de Xan et prouvons qu’il existe un reveˆtement e´tale X ′ de X tel que l’on ait un
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isomorphisme X ′an
∼
−→ X′. Compte tenu de 1) la question est locale sur X , et on
peut donc supposer X affine.
a) Re´duction au cas ou` X est normal. On peut supposer X re´duit. Supposons en
effet le the´ore`me de´montre´ pour Xre´d. Le foncteur qui, a` un reveˆtement e´tale fini X
′
de X fait correspondre le reveˆtement e´tale fini X ′anre´d de X
an
re´d est alors une e´quivalence.
Comme il s’obtient en composant Ψ avec le foncteur Θ qui, a` un reveˆtement e´tale fini
de Xan associe son image inverse sur Xanre´d, et que Θ est pleinement fide`le, ceci montre
que Ψ est une e´quivalence de cate´gories.
On peut supposer X normal. Soit en effet X˜ le normalise´ de X , p : X˜ → X le334
morphisme canonique. Comme p est fini, p est un morphisme de descente effective
pour la cate´gorie des reveˆtements e´tales (IX 4.7). Le the´ore`me e´tant suppose´ de´mon-
tre´ pour X˜, si l’on pose X˜′ = X′ ×Xan X˜an, il existe un reveˆtement e´tale X˜ ′ de X˜
et un isomorphisme X˜ ′an ≃ X˜′. Il re´sulte alors de 1) que la donne´e de descente na-
turelle que l’on a sur X˜′ se rele`ve en une donne´e de descente sur X˜ ′ relativement a`
X˜ → X ; ceci prouve l’existence d’un reveˆtement e´tale X ′ de X tel que l’on ait un
isomorphisme i : X ′an×Xan X˜an ≃ X˜′, dont les images inverses par les deux projections
de X˜an ×Xan X˜an soient les meˆmes. D’apre`s IX 3.2, dont la de´monstration est val-
able dans le cas analytique, le morphisme X˜an → Xan est un morphisme de descente
pour la cate´gorie des reveˆtements e´tales, et par suite i provient d’un isomorphisme
X ′an ≃ X′.
b) Re´duction au cas ou` X est re´gulier. Soient U l’ouvert des points re´guliers de X ,
i : U → X , ian : Uan → Xan les morphismes canoniques ; comme X est normal, on a
codim(X − U,X) > 2. Supposons qu’il existe un reveˆtement e´tale U ′ de U tel que
l’on ait U ′an ≃ X′|Uan et montrons qu’alors U ′ se prolonge en un reveˆtement e´tale X ′
de X tel que l’on ait X ′an ≃ X′. Il suffit de voir que U ′ se prolonge en un reveˆtement
e´tale X ′ de X ; en effet on aura alors un isomorphisme X ′an|Uan ≃ X′|Uan ; mais, si
F et G sont les faisceaux cohe´rents d’alge`bres sur OXan de´finissant respectivement
X′ et X ′an, le fait que X soit normal et que l’on ait codim(X − U,X) > 2 entraˆıne
que les morphismes canoniques
F −→ ian∗ (F |U
an) G −→ ian∗ (G |U
an)
sont des isomorphismes [11, no 3 prop. 4]. Il en re´sulte que F et G donc aussi X ′an335
et X′ sont isomorphes.
Soit ϕ : Xan → X le morphisme canonique. Comme le proble`me de prolonger U ′
a` X est local sur X , il suffit de prouver que, pour tout point y de Xan − Uan, le
reveˆtement e´tale U ′ϕ(y) = U
′ ×X SpecOX,ϕ(y) de Uϕ(y) = U ×X SpecOX,ϕ(y) se pro-
longe a` SpecOX,ϕ(y). Soit H la OU -Alge`bre cohe´rente de´finissant U
′. Le morphisme
canonique
α : (i∗H)
an −→ ian∗ (H
an) = F
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de´finit un morphisme de faisceaux de modules sur SpecOXan,y :
αy : (i∗H)
an
y −→ Fy,
dont la restriction a` Uy = Uϕ(y) ×SpecOX,ϕ(y) SpecOXan,y est un isomorphisme. Mais
ceci prouve que H |Uy est trivial, donc que U ′ϕ(y) se prolonge a` SpecOX,ϕ(y).
c) Cas ou` X est affine re´gulier. Soit
j : X −→ P
une compactification de X , ou` P est un C-sche´ma projectif et j une immersion ou-
verte dominante. Graˆce au the´ore`me de re´solution des singularite´s [8], on peut trouver
un sche´ma re´gulier R, un morphisme projectif r : R → P , tel que r induise un iso-
morphisme r−1(X) ≃ X et que r−1(X) soit le comple´mentaire dans R d’un diviseur
a` croisements normaux. Soit 336
k : X −→ R
l’immersion canonique. On va montrer qu’il existe un reveˆtement fini normal (5.0) R′
de Ran qui prolonge le reveˆtement e´tale X ′an. D’apre`s la proposition 5.3 ci-dessous,
un tel reveˆtement est unique ; le proble`me de prolonger X ′an est donc local sur Ran
au voisinage de Ran − Xan. Or chaque point de Ran − Xan a un voisinage ouvert
V isomorphe a` une boule d’un espace affine En, tel que V − V ∩ Xan soit de´fini par
l’annulation des p premie`res fonctions coordonne´es z1, . . . , zp, avec 0 6 p 6 n. Le
groupe fondamental de U = V ∩ Xan est isomorphe a` Zp, et tout reveˆtement e´tale
de U est quotient d’un reveˆtement de la forme
U′′ = U[T1, . . . , Tp]/(T
n1
1 − z1, . . . , T
np
p − zp),
ou` les ni sont des entiers > 0, par un sous-groupe H du groupe de Galois
Z/n1Z× · · · × Z/npZ de U′′. Or U′′ se prolonge en le reveˆtement re´gulier
V′′ = V[T1, . . . , Tp]/(T
n1
1 − z1, . . . , T
np
p − zp),
de V sur lequel H ope`re, et le quotient de V′′ par H est le prolongement cherche´.
La de´monstration s’ache`ve alors graˆce a` 4.6. Le reveˆtement R′ provient d’un reveˆte-
ment fini R′ de R ; la restriction de R′ a` X est un reveˆtement X ′ de X tel que l’on
ait X ′an ≃ X′, et d’apre`s 3.1(iii) X ′ est un reveˆtement e´tale de X .
Corollaire 5.2. — Soient X un C-sche´ma localement de type fini connexe, ϕ : Xan→X 337
le morphisme canonique, x un point de Xan. Soit π1(X
an, x) le groupe fondamental
de l’espace topologique Xan au point x, π1(X,ϕ(x)) le groupe fondamental du sche´ma
X au point ϕ(x) (V 7). Alors π1(X,ϕ(x)) est canoniquement isomorphe au comple´te´
de π1(X
an, x), pour la topologie des sous-groupes d’indice fini.
Soit en effet C la cate´gorie des reveˆtements e´tales finis de Xan, F le foncteur de C
dans Ens qui, a` tout reveˆtement e´tale fini X′ de Xan associe l’ensemble des points
de X′ au-dessus de x, et soit π̂1(X
an, x) le groupe profini associe´ a` C et F comme il
est dit dans V 4. Comme tout reveˆtement e´tale fini de Xan est quotient du reveˆtement
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universel par un sous-groupe d’indice fini, π̂1(X
an, x) n’est autre que le comple´te´ de
π1(X
an, x) pour la topologie des sous-groupes d’indice fini. Le corollaire re´sulte donc
de 5.1 et V 6.10.
Proposition 5.3. — Soient X un espace analytique normal, Y un sous-ensemble ana-
lytique ferme´ tel que U = X − Y soit dense dans X. Alors le foncteur qui, a` tout
reveˆtement normal fini (5.0) X′ de X associe sa restriction a` U est pleinement fide`le.
Soient X′ and X′′ deux reveˆtements finis normaux de X. On doit montrer que
l’application canonique
HomX(X
′,X′′) −→ HomU(X
′|U,X′′|U)
est bijective. Soient u, v deux X-morphismes de X′ dans X′′ dont les restrictions
a` U sont les meˆmes et prouvons que u = v. Les morphismes u et v co¨ıncident338
sur l’ouvert dense U ×X X′, donc sur les espaces topologiques sous-jacents. D’apre`s
[4, no 19 §4 cor. 5] ceci prouve que l’on a u = v.
Soit maintenant u un U-morphisme de X′|U dans X′′|U et montrons qu’il se pro-
longe a` X′ tout entier. On peut supposer X′ re´gulier. En effet, X′ e´tant normal, on
peut trouver un ouvert V de X dont le comple´mentaire soit une partie analytique de
codimension > 2, tel que X′×X V = V′ soit re´gulier. Soit V′′ = X′′×X V et supposons
la proposition de´montre´e pour V. On conside`re le diagramme commutatif
V′
g′

  
AA
AA
AA
AA
i′ // X′
f ′

V′′
g′′
~~||
||
||
||
i′′ // X′′
f ′′
~~||
||
||
||
V
i // X
A` u est associe´ un morphisme de OV-Alge`bres g′′∗OV′′ → g
′
∗OV′ , d’ou` l’on de´duit un
morphisme
i∗g
′′
∗OV′′ −→ i∗g
′
∗OV′ .
Compte tenu des isomorphismes i′∗OV′ ≃ OX′ , i
′′
∗OV′′ ≃ OX′′ [11, n
o 3 prop. 4] on en
de´duit un morphisme de OX-Alge`bres
f ′′∗OX′′ −→ f
′
∗OX′ ,
d’ou` le morphisme X′ → X′′ cherche´.
On suppose de´sormais X′ re´gulier. Soient U′ = U×X X
′, Y′ = X′−U′. On conside`re339
Y′ comme sous-espace analytique re´duit de X′ ; si Y′1 est le ferme´ singulier de Y
′, on a
dimY′1 < dimY
′ [4, no 20 D. Th. 3]. On voit donc par re´currence sur la dimension de Y′
que l’on peut supposer Y′ lisse. Comme il suffit de prolonger u a` un voisinage ouvert
de chaque point de Y′, on peut supposer par le the´ore`me des fonctions implicites que
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X′ est une boule d’un espace affine En et Y′ le ferme´ de´fini par l’annulation des p
premie`res fonctions coordonne´es z1, . . . , zp, avec 0 6 p 6 n.
On associe a` u une section s de p : X′ ×X X′′ → X′ au-dessus de U′ ; quitte a`
restreindre X′, on peut supposer p∗(OX′×XX′′) engendre´ par des e´le´ments x1, . . . , xq de
Γ(X′, p∗OX′×XX′′) ; soient u1, . . . , uq ∈ Γ(U
′,OX′) les images par s de x1|U′, . . . , xq|U′.
Dire que s se prolonge a` X′ revient a` dire que les u1, . . . , uq se prolongent en des
sections de Γ(X′,OX′). Mais, puisque f est fini, chaque ui est une se´rie de Laurent en
z1, . . . , zp, a` coefficients des se´ries entie`res en zp+1, . . . , zn, qui satisfont a` des relations
de de´pendance inte´grale. Il en re´sulte que ui est borne´ donc est une se´rie entie`re en
z1, . . . , zn, et par suite se prolonge a` X
′.
On peut se demander si le foncteur introduit dans 5.3 est une e´quivalence de cate´-
gories. On a une re´ponse a` cette question graˆce au the´ore`me de Grauert-Remmert
[6] dont nous donnons une de´monstration ci-dessous utilisant la re´solution des singu-
larite´s. On aurait aussi pu utiliser le the´ore`me de Grauert-Remmert pour de´mon-
trer 5.1 ; c’est ce que l’on faisait avant de disposer de [8].
Théorème 5.4 (Théorème de GRAUERT-REMMERT). — Soient X un espace analytique 340
normal, Y un sous-ensemble analytique ferme´ tel que U = X − Y soit dense dans X.
Soit U′ un reveˆtement normal fini de U ; on suppose qu’il existe une partie analytique
ferme´e rare S de X telle que la restriction de U′ a` U−U∩ S soit e´tale. Alors il existe
un reveˆtement fini normal X′ de X qui prolonge U′, et X′ est unique a` isomorphisme
pre`s.
L’unicite´ re´sulte de 5.3. Le proble`me de prolonger U′ est donc local sur X. On
peut supposer U re´gulier et U′ e´tale sur U. En effet l’ensemble des points re´guliers
de U est un ouvert V dense dans X dont le comple´mentaire est une partie analytique
[4, no 20 D th. 2] et il suffit de remplacer U par l’ouvert V− V ∩ S.
Soit y un point de X − U et montrons que l’on peut prolonger U′ a` un voisinage
de y. Quitte a` restreindre X a` un voisinage ouvert de y, il re´sulte du the´ore`me de
re´solution des singularite´s [8] que l’on peut trouver un espace analytique re´gulier X1,
un morphisme projectif f : X1 → X induisant par restriction a` U un isomorphisme
U1 = f
−1(U) ≃ U, tel que U1 soit le comple´mentaire dans X1 d’un diviseur a` croise-
ments normaux. Montrons que U′ se prolonge en un reveˆtement fini normal de X1.
Comme la question est locale sur X1, on peut supposer que X1 est une boule d’un
espace affine En et que X1 − U1 est de´fini par l’annulation des p premie`res fonctions
coordonne´es z1, . . . , zp, avec 0 6 p 6 n. Le reveˆtement e´tale U
′ de U1 est quotient
d’un reveˆtement de la forme
U2 = U1[T1, . . . , Tp]/
(
T n11 − z1, . . . , T
np
p − zp
)
par un sous-groupe H du groupe de Galois de U2. Le reveˆtement U2 se prolonge en 341
le reveˆtement
X2 = X1[T1, . . . , Tp]/
(
T n11 − z1, . . . , T
np
p − zp
)
de X1 sur lequel H ope`re, et X2/H prolonge U
′ a` X1.
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Notons X′1 le reveˆtement fini normal de X1 qui prolonge U
′, F1 la OX1-Alge`bre
cohe´rente de´finie par F1. D’apre`s le the´ore`me de finitude de Grauert-Remmert
[4, no 15 th. 1.1], f∗F1 est une OX-Alge`bre cohe´rente. Il lui correspond donc un reveˆte-
ment fini X′ de X qui est d’ailleurs normal puisque X′1 l’est, et X
′ est le prolongement
de U′ cherche´.
Remarque 5.5. — Dans l’e´nonce´ 5.4, on ne peut supprimer l’hypothe`se sur le lieu des
points ou` le morphisme U′ → U n’est pas e´tale. Soit par exemple X le disque unite´ du
plan complexe, U le comple´mentaire de l’origine dans X, U′ = U[T ]/(T 2 − sin 1/z),
ou` z est la fonction coordonne´e sur X. Alors U′ est un reveˆtement fini normal de U
qui ne se prolonge pas a` X. Supposons en effet que U′ se prolonge en un reveˆtement
fini X′ de X ; le lieu des points de X ou` le morphisme X′ → X n’est pas e´tale est alors
un ferme´ analytique qui contient tous les points z tels que l’on ait sin 1/z = 0, ce qui
est absurde.
On peut cependant supprimer l’hypothe`se sur le lieu singulier du morphisme
U′ → U lorsque l’on a codim(X−U,X) > 2. On peut en effet supposer U re´gulier. Le
lieu des points de U ou` U′ → U n’est pas e´tale est un diviseur de U, et il re´sulte du
the´ore`me de Remmert-Stein [9, th. 3] qu’il est la trace sur U d’un diviseur de X. Or,342
dans ce cas, si A est une OU-Alge`bre cohe´rente telle que U′ = Spec an(A), si i : U → X
est le morphisme canonique, il suffit de prendre X′ = Spec an(i∗A) ; on sait en effet
que i∗A est cohe´rente [11, n
o 1 th. 1].
[Remarque (ajoutée en 2003 (MR)). — Il existe des groupes de pre´sentation finie G,
non triviaux, qui ne posse`dent pas de sous-groupes d’indice fini, distincts de G, par ex-
emple le groupe de G. Higman (cf. J-P. Serre, Arbres et amalgames, Aste´risque N◦46,
prop. 6, chap. I, §1). De`s lors, si un tel groupe se re´alise comme groupe fondamental
topologique d’un sche´ma V sur C, disons lisse et projectif, l’espace topologique Vtop
sous-jacent a` V n’est pas simplement connexe, mais V est alge´briquement simple-
ment connexe. A` l’heure actuelle, on ne connaˆıt pas de tels V . Signalons toutefois que
D. Toledo a construit des sche´mas lisses et projectifs V sur C dont le groupe fonda-
mental topologique n’est pas se´pare´ pour la topologie des sous-groupes d’indice fini
(le morphisme naturel π1(Vtop) → π1(Valg) n’est pas injectif). [D. Toledo, Projective
varieties with non-residually finite fundamental group, Publ. Math. IHES 77 (1993),
p. 103–119].]
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EXPOSE´ XIII
PROPRETE´ COHOMOLOGIQUE
DES FAISCEAUX D’ENSEMBLES ET
DES FAISCEAUX DE GROUPES NON COMMUTATIFS
344
par Mme M. Raynaud(1)
Cet expose´ se propose d’utiliser la cohomologie e´tale pour ge´ne´raliser certains re´-
sultats de IX et X. Il montre aussi comment on peut e´tendre aux faisceaux en groupes
non ne´cessairement commutatifs les re´sultats de SGA 5 II qui ont encore un sens
pour de tels faisceaux. On suppose connues les notions de cohomologie e´tale expose´es
dans SGA 4.
Le re´sultat principal (2.4) donne un exemple important de morphisme non propre
f : U → S, qui soit « cohomologiquement propre en dimension 6 1 », c’est-a`-dire
tel que, pour certains faisceaux en groupes F sur U (au sens de la topologie e´tale),
la formation de f∗F et R
1f∗F commute a` tout changement de base S
′ → S. Cette
proprie´te´ est en effet satisfaite par l’ouvert U d’un sche´ma X propre sur S, comple´-
mentaire d’un diviseur D a` croisements normaux relativement a` S, du moins si l’on
impose a` F d’eˆtre constant fini, d’ordre premier aux caracte´ristiques re´siduelles de S.
Si l’on ne suppose plus F d’ordre premier aux caracte´ristiques re´siduelles de S, on a
un re´sultat analogue en remplac¸ant R1f∗F par le sous-faisceau R
1
tf∗F obtenu en se
bornant a` conside´rer les torseurs sous F « mode´re´ment ramifie´s sur X relativement
a` S ». En particulier cela permet de montrer que le groupe fondamental mode´re´ment
ramifie´ d’une courbe alge´brique propre et lisse sur un corps se´parablement clos, prive´e
d’un nombre fini de points ferme´s, est topologiquement de type fini (2.12).
Le no 4 est consacre´ a` la suite exacte d’homotopie et a` la formule de Ku¨nneth. 345
Enfin un appendice donne des variantes utiles du lemme d’Abhyankar de´montre´
dans X.3.6.
0. Rappels sur la the´orie des champs
Nous utiliserons dans ce qui suit la the´orie des champs expose´e dans [1] et [2]. Nous
nous bornons au cas du site e´tale d’un sche´ma. E´tant donne´ un sche´ma X , notons
(1)D’apre`s des notes ine´dites de A. Grothendieck.
260 EXPOSE´ XIII. PROPRETE´ COHOMOLOGIQUE DES FAISCEAUX D’ENSEMBLES...
Xe´t le site e´tale de X . Rappelons qu’un champ F sur X est une cate´gorie fibre´e au-
dessus de Xe´t telle que, pour tout sche´ma X
′ e´tale sur X et pour tout couple d’objets
x, y de la fibre FX′ , le pre´faisceau HomX′(x, y) soit un faisceau, et telle que, pour
tout morphisme e´tale surjectif X ′′ → X ′, tout objet de FX′′ muni d’une donne´e de
descente relativement a` X ′′ → X ′ soit image inverse d’un objet de FX′ .
On note F (X ′) la cate´gorie des sections carte´siennes de F/X ′. Plus ge´ne´ralement,
si SchX est la cate´gorie des sche´mas au-dessus de X munie de la topologie e´tale,
le champ F peut s’e´tendre en un champ F sur SchX et, pour tout morphisme
f : X ′ → X , on note encore F (X ′) la cate´gorie des sections carte´siennes de ce champ
F au-dessus de X ′.
Une gerbe est un champ tel que, pour tout sche´ma X ′ e´tale sur X et pour tout
couple d’objets x, y de FX′ , tout morphisme de x dans y soit un isomorphisme, que
x et y soient localement isomorphes, et tel que l’ensemble des objets X ′ de Xe´t tels
que FX′ soit non vide est un raffinement de Xe´t. Par exemple le champ des torseurs
sous un faisceau en groupes est une gerbe qui, de plus, a une section carte´sienne.
Re´ciproquement une gerbe qui a une section, i.e. telle qu’il existe un objet x de FX ,
est e´quivalente au champ des torseurs sous le faisceau en groupes AutX(x).346
On a une notion e´vidente de sous-gerbe et de sous-gerbe maximale d’un champ F .
E´tant donne´ une section carte´sienne x de F (X), il existe une unique sous-gerbe max-
imale Gx de F telle que x se factorise a` travers Gx. On appelle Gx la sous-gerbe
engendre´e par x ; c’est par de´finition une gerbe triviale. Le pre´faisceau SF de´fini par
SF (X ′) = {sous-gerbes maximales de F |X ′}
est un faisceau appele´, faisceau des sous-gerbes maximales de F . Soit O le pre´faisceau
de´fini par
O(X ′) = {classes d’objets de FX′ mod. isomorphisme}.
En associant a` tout objet x de FX′ la sous-gerbe maximale de F |X ′, engendre´e par x,
on obtient un morphisme
O −→ SF ;
d’apre`s [2, III 2.1.4], ce morphisme fait de SF un faisceau associe´ a` O.
Un champ F est dit constructible (resp. ind-L-fini, L e´tant un ensemble de nombres
premiers) si, pour tout sche´ma X ′ e´tale sur X et pour tout objet x de FX′ , il en est
ainsi du faisceau AutX′(x) [2, VII 2.2.1]. On dit qu’un champ est 1-constructible s’il
est constructible et si le faisceau des sous-gerbes maximales est constructible.
1. Proprete´ cohomologique
1.0. Soient S un sche´ma, f : X → Y un morphisme de S-sche´mas. Si S′ est un
S-sche´ma, on conside`re le diagramme suivant, dont tous les carre´s sont carte´siens :347
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(1.0.1)
X
f

X ′
hoo
f ′

Y

Y ′
g
oo

S S′.oo
Si Y1 est un sche´ma e´tale au-dessus de Y , on pose X1 = X ×Y Y1, Y
′
1 = Y
′ ×Y Y1,
et on conside`re le carre´ carte´sien
(1.0.2)
X1
f1

X ′1
h1oo
f ′1

Y1 Y
′
1 .g1
oo
Définition 1.1. — Soit F un champ sur X . On dit que (F, f) est cohomologiquement
propre relativement a` S en dimension 6 −1 (resp. en dimension 6 0, resp. en dimen-
sion 6 1) si, pour tout S-sche´ma S′, le foncteur canonique (de´fini de fac¸on e´vidente
par la proprie´te´ universelle de l’image inverse de champs) :
g∗f∗F −→ f
′
∗h
∗F (cf. 1.0.1)
est fide`le (resp. pleinement fide`le, resp. une e´quivalence de cate´gories).
S’il n’y a pas de confusion possible sur S, en particulier si S = Y , on dit coho-
mologiquement propre au lieu de cohomologiquement propre relativement a` S.
1.2. Soit F un faisceau d’ensembles sur X ; soit Φ le champ en cate´gories discre`tes
associe´ a` F , i.e. le champ dont la fibre au-dessus de tout sche´ma X1 e´tale sur X
est la cate´gorie discre`te ayant pour ensemble d’objets F (X1). On dit que (F, f) est
cohomologiquement propre relativement a` S en dimension 6 −1 (resp. en dimension
6 0) si (Φ, f) est cohomologiquement propre relativement a` S en dimension 6 0 (resp.
en dimension 6 1).
Le morphisme canonique 348
(1.2.1) g∗f∗F −→ f
′
∗h
∗F
donne par passage aux champs en cate´gories discre`tes associe´es le morphisme canon-
ique
g∗f∗Φ −→ f
′
∗h
∗Φ.
Par suite dire que (F, f) est cohomologiquement propre relativement a` S en dimen-
sion 6 −1 (resp. en dimension 6 0) e´quivaut a` dire que, pour tout S-sche´ma S′, le
morphisme (1.2.1) est injectif (resp. bijectif).
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1.3. Soit F un faisceau en groupes sur X et Φ le champ des torseurs sur X de
groupe F [1, II 2.3.2]. On dit que (F, f) est cohomologiquement propre relativement
a` S en dimension 6 −1 (resp. 6 0, resp. 6 1) si (Φ, f) est cohomologiquement propre
relativement a` S en dimension 6 −1 (resp. 6 0, resp. 6 1). La condition de proprete´
cohomologique peut s’expliciter comme suit.
Proposition 1.3.1. — Les notations sont celles de (1.0.1) et (1.0.2). Soit F un fais-
ceau en groupes sur X. On de´signe par F ′ (resp. F1, resp. F
′
1, etc.), l’image inverse
de F sur X ′ (resp. sur X1, resp. sur X
′
1, etc.). Alors les conditions suivantes sont
e´quivalentes :
(i) (F, f) est cohomologiquement propre relativement a` S en dimension 6 −1 (resp.
6 0, resp. 6 1).
(ii) Pour tout morphisme S′ → S, pour tout sche´ma Y1 e´tale au-dessus de Y , et
pour tout torseur P sur X1 de groupe F1, si
PF1 de´signe le groupe tordu de F1 par P
[1, II 4.1.2.3], le morphisme canonique
a0 : g
∗
1(f1∗(
PF1)) −→ f
′
1∗(
P ′F ′1)
est injectif (resp. a0 est bijectif et le morphisme canonique
a1 : g
∗(R1f∗F ) −→ R
1f ′∗F
′
est injectif, resp. a0 et a1 sont bijectifs).349
(ii bis) Pour tout morphisme S′ → S, pour tout sche´ma Y1 e´tale au-dessus de Y ,
pour tout torseur P sur X1 de groupe F1, et pour tout torseur R sous
PF1, le mor-
phisme canonique
α0 : g
∗
1(f1∗R) −→ f
′
1∗R
′
est injectif (resp. α0 est bijectif, resp. les morphismes α0 et
α1 : g
∗
1(R
1f1∗(
PF1)) −→ R
1f ′1∗(
P ′F ′1)
sont bijectifs).
De´monstration. — (i)⇒(ii bis). D’apre`s [1, II 4.2.5] tout torseur R de groupe PF1 est
de la forme R = Q
F1
∧ P ◦, ou` Q est un torseur de groupe F1 et P ◦ l’oppose´ de P . On a
alors R′ ≃ Q′
F ′1
∧ P ′◦. Soit Φ le champ des torseurs sous F et soient x, y (resp. x′, y′) les
objets de la cate´gorie fibre (g∗f∗Φ)Y ′1 (resp. (f
′
∗Φ
′)Y ′1 ) associe´s a` P , Q (resp. P
′, Q′).
On a la relation
Q
F1
∧ P ◦ ≃HomF1(P,Q),
et il en re´sulte que l’on a des isomorphismes canoniques
HomY ′1 (x, y) ≃ g
∗
1f1∗(Q
F1
∧ P ◦), HomY ′1 (x
′, y′) ≃ f ′1∗(Q
′
F ′1
∧ P ′
◦
).
Par suite le morphisme α0 s’identifie au morphisme
HomY ′1 (x, y) −→ HomY ′1 (x
′, y′),
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d’ou` il re´sulte que, si (F, f) est cohomologiquement propre relativement a` S en dimen-
sion 6 −1, α0 est injectif et que, si (F, f) est cohomologiquement propre en dimension
6 0, α0 est bijectif.
Supposons maintenant que (F, f) soit cohomologiquement propre relativement a` S
en dimension 6 1, i.e. que le morphisme canonique 350
ϕ : g∗f∗Φ −→ f
′
∗Φ
′
soit une e´quivalence. Soit G le faisceau des sous-gerbes maximales du champ f∗Φ
[1, III 2.1.8] ; on a alors un isomorphisme G ≃ R1f∗F . Comme g∗G est le faisceau des
sous-gerbes maximales de g∗f∗Φ [2, III 2.1.5.5], le morphisme α1 est obtenu a` partir de
ϕ|Y ′1 en prenant les faisceaux des sous-gerbes maximales, donc est un isomorphisme.
(ii bis)⇒(ii). Il suffit de montrer que, si les morphismes α0 sont bijectifs, alors les
morphismes a1 sont injectifs. Soient Y
′
1 un sche´ma e´tale au-dessus de Y
′, s et t deux
e´le´ments de g∗(R1f∗F )(Y
′
1 ) ayant meˆme image dans R
1f ′∗F
′(Y ′1) et montrons que l’on
a s = t. L’assertion est locale pour la topologie e´tale de Y ′1 et, compte tenu de la
de´finition de l’image inverse g∗(R1f∗F ), on peut supposer que Y
′
1 est l’image inverse
d’un sche´ma Y1 e´tale au-dessus de Y et que s et t proviennent de torseurs P et Q
sur X1. L’hypothe`se faite sur s et t signifie alors que les images inverses P
′ et Q′ de P
et Q sur X ′1 sont isomorphes localement pour la topologie e´tale de Y
′
1 . Si l’on pose
R =HomF1(P,Q), le fait que le morphisme
g∗1f1∗R −→ f
′
1∗R
′
soit bijectif prouve que P et Q sont isomorphes localement pour la topologie e´tale
de Y1, donc que l’on a s = t.
(ii)⇒(i). Pour prouver que ϕ est fide`le (resp. pleinement fide`le), il suffit de montrer
que, si Y1 est un sche´ma e´tale sur Y , si P , Q sont deux torseurs sur X1 de groupe F1,
si x, y (resp. x′, y′) sont les objets de (g∗f∗Φ)Y ′1 (resp. (f
′
∗Φ
′)Y ′1 ) associe´s a` P , Q (resp.
P ′, Q′), le morphisme
a : Hom(x, y) −→ Hom(x′, y′)
est injectif (resp. bijectif). Or a s’identifie au morphisme canonique
H0(Y ′1 , g
∗
1f1∗(Q
F1
∧ P ◦)) −→ H0(Y ′1 , f
′
1∗(Q
′
F ′1
∧ P ′
◦
)).
Si l’on a Hom(x, y) 6= ∅, alorsQ
F1
∧P ◦ est un torseur sous PF1 localement trivial sur Y1 ; 351
il en re´sulte que f1∗(Q
F1
∧ P ◦) est un torseur sous f1∗(
PF1), et que g
∗
1f1∗(Q
F1
∧ P ◦) est
un torseur trivial. Le morphisme a s’identifie alors au morphisme canonique
H0(Y1, g
∗
1f1∗(
PF1)) −→ H
0(Y ′1 , f
′
1∗(
P ′F ′1)).
Il en est de meˆme si l’on a Hom(x′, y′) 6= ∅ et si a1 est injectif car alors Q′
F ′1
∧ P ′◦
est trivial, et il re´sulte de l’injectivite´ de a1 que P et Q sont localement isomorphes
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sur Y1. On en conclut que, si a0 est injectif (resp. si a0 est bijectif et a1 injectif), ϕ
est fide`le (resp. pleinement fide`le).
Il reste a` montrer que, si a0 et a1 sont bijectifs, le foncteur ϕ est essentiellement
surjectif. Soient Y ′′ un sche´ma e´tale au-dessus de Y ′, X ′′ = X ′ ×Y ′ Y ′′ et soit P ′′
un torseur sur X ′′ de groupe F ′′ = F ′|X ′′. On va montrer qu’il existe un e´le´ment x
de (g∗f∗Φ)Y ′′ dont l’image dans (f
′
∗Φ
′)Y ′′ est isomorphe a` P
′′. Soit p′′ la classe de P ′′.
Du fait que a1 est surjectif re´sulte que l’on peut trouver un morphisme e´tale surjectif
Y ′′1 → Y
′′, un morphisme e´tale Y1 → Y tel que l’on ait un morphisme Y ′′1 → Y
′
1 et
un torseur P1 sur X1 de groupe F1 dont l’image inverse P
′′
1 sur X
′′
1 soit isomorphe
a` l’image inverse de P ′′. Utilisant le fait que ϕ est pleinement fide`le, on voit que
l’objet x1 de (g
∗f∗Φ)Y ′′1 qui correspond a` P
′′
1 est muni d’une donne´e de descente
relativement a` Y ′′1 → Y
′′, donc provient d’un e´le´ment x de (g∗f∗Φ)Y ′′ . Comme l’image
de x dans (f ′∗Φ
′)Y ′′ est P
′′, ceci prouve que ϕ est essentiellement surjectif et ache`ve
la de´monstration.
Exemple 1.4. — Soit f : X → Y un morphisme propre. Il re´sulte de [2, VII 2.2.2] que,
pour tout champ ind-fini F sur X , le couple (F, f) est cohomologiquement propre
(relativement a` Y ) en dimension 6 1. En particulier, pour tout faisceau d’ensembles
(resp. tout faisceau de groupes, resp. tout faisceau en groupes ind-fini) F sur X , (F, f)
est cohomologiquement propre en dimension 6 0 (resp. en dimension 6 0, resp. en352
dimension 6 1).
Remarques 1.5. — a) Soit F un faisceau en groupes sur X tel que (F, f) soit co-
homologiquement propre relativement a` S en dimension 6 −1 (resp. 6 0). Si l’on
conside`re F comme faisceau d’ensembles, (F, f) est cohomologiquement propre rela-
tivement a` S en dimension 6 −1 (resp. 6 0), mais la re´ciproque est fausse.
Soit par exemple Y le spectre d’un anneau de valuation discre`te strictement local de
point ferme´ t, de point ge´ne´rique s, f : X → Y un sche´ma non vide sur Y dont la fibre
ferme´e est vide, F un faisceau en groupes constant non trivial sur X et P un torseur
sous F tel que l’on ait H0(Xs,
PF |Xs) = 1. Alors (
PF, f) est cohomologiquement
propre relativement a` Y en dimension 6 −1 lorsque l’on conside`re PF comme faisceau
d’ensembles. Si l’on conside`re PF comme faisceau en groupes, on a un isomorphisme
P◦(PF ) ≃ F ; comme le morphisme canonique
H0(X,F ) −→ H0(Xt, F |Xt) = 1
n’est pas injectif, ceci prouve que (PF, f) n’est pas cohomologiquement propre rela-
tivement a` Y en dimension 6 −1.
b) Supposons f cohe´rent (i.e. quasi-compact et quasi-se´pare´). Soit F un champ
sur X . Pour tout point ge´ome´trique y de Y ′, on note Y (resp. Y ′) le localise´ strict
de Y (resp. Y ′) en y, et on pose X = X ×Y Y , X ′ = X ′ ×Y ′ Y ′, etc. Pour que (F, f)
soit cohomologiquement propre relativement a` S en dimension 6 −1 (resp. 6 0, resp.
6 1), il faut et il suffit que, pour tout S-sche´ma S′ et pour tout point ge´ome´trique y
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de Y ′, le foncteur canonique
F (X) −→ F ′(X ′)
soit fide`le (resp. pleinement fide`le, resp. une e´quivalence).
En effet, si S′ est un S-sche´ma, pour que le foncteur 353
g∗f∗F −→ f
′
∗F
′
soit fide`le (resp. pleinement fide`le, resp. une e´quivalence), il faut et il suffit qu’il en
soit ainsi du foncteur induit sur les fibres aux diffe´rents points ge´ome´triques y′ de Y ′
[2, III 2.1.5.9]. L’assertion re´sulte donc du calcul des fibres ge´ome´triques de l’image
directe d’un champ par un morphisme cohe´rent [2, VII 2.1.5].
c) Soit F un champ sur X . Le fait que (F, f) soit cohomologiquement propre
relativement a` S en dimension 6 −1 (resp. 6 0, resp. 6 1) est local sur Y pour la
topologie e´tale.
Soit S′ un S-sche´ma, F ′ l’image inverse de F sur X ′ (cf. (1.0.1)). Si (F, f) est
cohomologiquement propre relativement a` S en dimension 6 1, il en est de meˆme
de (F ′, f ′). Mais, si (F, f) est cohomologiquement propre relativement a` S en dimen-
sion 6 −1 (resp. 6 0), il n’en est pas ne´cessairement de meˆme de (F ′, f ′).
Soit par exemple S′ un anneau de valuation discre`te, f ′ : ES′ → S′ l’espace affine
au-dessus de S′, x un point ferme´ de ES′ au-dessus du point ge´ne´rique de S
′ et F ′ le
faisceau d’ensembles sur ES′ dont la restriction a`ES′−{x} est le faisceau constant a` un
e´le´ment et dont la fibre en un point ge´ome´trique au-dessus de x a deux e´le´ments. Alors
(F ′, f ′) n’est pas cohomologiquement propre relativement a` S′ en dimension 6 −1.
Soient S = S′[Z], f : ES → S l’espace affine sur S et T une partie ferme´e de X = ES
qui ne rencontre par le ferme´ Z = 0 et telle que f(T ) contienne le point ge´ne´rique de S.
Soient G l’image inverse de F ′ sur X et F le faisceau sur X obtenu en prolongeant
G|X − T par le vide. Alors (F, f) est cohomologiquement propre relativement a` S en
dimension 6 −1, mais il n’en est plus de meˆme apre`s le changement de base S′ → S
de´fini par Z = 0.
d) Soit F un champ sur X tel que (F, f) soit cohomologiquement propre rela- 354
tivement a` Y en dimension 6 −1 (resp. 6 0, resp. 6 1). Alors, pour tout point
ge´ome´trique y de Y , le foncteur canonique
(f∗F )y −→ F (Xy)
est fide`le (resp. pleinement fide`le, resp. une e´quivalence de cate´gories).
Proposition 1.6. — Soient f : X → Y et g : Y → Z deux S-morphismes, Φ un champ
sur X.
1) Supposons que (Φ, f) et (f∗Φ, g) soient cohomologiquement propres relativement
a` S en dimension 6 −1 (resp. 6 0, resp. 6 1). Alors il en est de meˆme de (Φ, gf).
2) Supposons que (Φ, gf) soit cohomologiquement propre relativement a` S en di-
mension 6 −1 (resp. que (Φ, gf) soit cohomologiquement propre relativement a` S
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en dimension 6 0 et (Φ, f) cohomologiquement propre relativement a` S en dimension
6 −1, resp. que (Φ, gf) soit cohomologiquement propre relativement a` S en dimension
6 1 et (Φ, f) cohomologiquement propre relativement a` S en dimension 6 0). Alors
(f∗Φ, g) est cohomologiquement propre relativement a` S en dimension 6 −1 (resp. en
dimension 6 0, resp. en dimension 6 1).
Pour tout S-sche´ma S′, on conside`re le diagramme suivant, dont tous les carre´s
sont carte´siens :
(1.6.1)
X ′
f ′
//
h

Y ′
g′
//
k

Z ′ //
m

S′

X
f
// Y
g
// Z // S.
Le morphisme canonique
m∗(g∗f∗Φ) −→ g
′
∗f
′
∗(h
∗Φ)
s’identifie au compose´ des morphismes canoniques355
m∗(g∗f∗Φ)
i
−−→ g′∗(k
∗f∗Φ)
j
−−→ g′∗f
′
∗(h
∗Φ).
1) L’hypothe`se entraˆıne que i et j sont fide`les (resp. pleinement fide`les, resp. des
e´quivalences) ; il en est donc de meˆme de ji.
2) L’hypothe`se entraˆıne que ji est fide`le (resp. que ji est pleinement fide`le et j
fide`le, resp. que ji est une e´quivalence et j pleinement fide`le) ; il en re´sulte que i est
fide`le (resp. pleinement fide`le, resp. une e´quivalence).
Corollaire 1.7. — Soient f : X → Y et g : Y → Z deux S-morphismes, et soit F
un faisceau en groupes sur X. Supposons que (F, gf) soit cohomologiquement propre
relativement a` S en dimension 6 −1 (resp. que (F, gf) soit cohomologiquement pro-
pre relativement a` S en dimension 6 0 et que (F, f) soit cohomologiquement propre
relativement a` S en dimension 6 −1). Alors (f∗F, g) est cohomologiquement propre
relativement a` S en dimension 6 −1 (resp. en dimension 6 0).
Reprenons les notations de (1.6.1) et, pour tout sche´ma Y1 e´tale au-dessus de Y ,
notons f1, F1 les images inverses respectives de f , F par le morphisme Y1 → Y . Soient
Φ le champ des torseurs sous F et Ψ le champ des torseurs sous f∗F . On a un foncteur
canonique
ϕ : Ψ −→ f∗Φ,
obtenu en associant a` tout sche´ma Y1 e´tale sur Y et a` tout torseur P sur Y1 de
groupe f1∗F1 le torseur P˜ sur X1 de´duit de f
∗
1P par l’extension du groupe structural
f∗1 f1∗F1 → F1. Le foncteur ϕ est pleinement fide`le. En effet, si P et Q sont deux
torseurs sur Y1 de groupe f1∗F1, on a un morphisme canonique
Isomf1∗F1(P,Q) −→ f1∗(IsomF1(P˜ , Q˜))
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qui est un isomorphisme car il en est ainsi localement. On en de´duit que le morphisme 356
canonique
Isomf1∗F1(P,Q) −→ IsomF1(P˜ , Q˜)
est un isomorphisme, donc que ϕ est pleinement fide`le.
On a un diagramme commutatif
g′∗k
∗Ψ
i //
g′∗k
∗(ϕ)

m∗(g∗Ψ)
m∗g∗(ϕ)

g′∗k
∗(f∗Φ)
j
// m∗(g∗f∗Φ),
ou` i et j sont les morphismes de changement de base. Il re´sulte de 1.6 2) que j est
fide`le (resp. pleinement fide`le). Comme g′∗k
∗(ϕ) et m∗g∗(ϕ) sont pleinement fide`les,
on de´duit du diagramme ci-dessus que i est fide`le (resp. pleinement fide`le).
Corollaire 1.8. — Soient f : X → Y un S-morphisme cohe´rent, g : Y → Z un S-
morphisme propre, Φ un champ ind-fini sur X [2, VII 2.2.1]. Supposons que (Φ, f)
soit cohomologiquement propre relativement a` S en dimension 6 −1 (resp. 6 0, resp.
6 1), alors il en est de meˆme de (Φ, gf).
Comme f est cohe´rent, f∗Φ est un champ ind-fini (SGA 4 IX 1.6 (ii)). Le corollaire
re´sulte donc de 1.6 1) et 1.4.
Corollaire 1.9. — Soient f : X → Y un S-morphisme entier, g : Y → Z un S-
morphisme. Si F est un faisceau d’ensembles sur X, pour que (f∗F, g) soit coho-
mologiquement propre relativement a` S en dimension 6 −1 (resp. 6 0), il faut et il
suffit qu’il en soit ainsi de (F, gf). Si F est un faisceau en groupes sur X, pour que
(f∗F, g) soit cohomologiquement propre relativement a` S en dimension 6 −1 (resp.
6 0, resp. 6 1), il faut et il suffit qu’il en soit ainsi de (F, gf).
L’assertion relative au cas d’un faisceau d’ensembles re´sulte de 1.6 et du fait que 357
(F, f) est cohomologiquement propre relativement a` S en dimension 6 0. Soient F
un faisceau en groupes sur X et Φ le champ des torseurs sous F . D’apre`s SGA 4
VIII 5.8, tout torseur sous F est localement trivial sur Y . Il en re´sulte que le champ
f∗Φ est e´quivalent au champ des torseurs sous f∗F , l’e´quivalence e´tant obtenue en
associant a` tout sche´ma Y1 e´tale sur Y et a` tout torseur P sur X1 = X ×Y Y1 de
groupe F |X1 le torseur f∗P de groupe f∗F |Y1. Comme (F, f) est cohomologiquement
propre relativement a` S en dimension 6 1, le corollaire re´sulte donc de 1.6.
Définitions 1.10
1.10.1. Soit E une cate´gorie et conside´rons un diagramme
Φ
p
// Φ1
p1
//
p2
// Φ2 ,
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ou` Φ, Φ1, Φ2 sont des cate´gories fibre´es au-dessus de E et les fle`ches des morphismes
de cate´gories fibre´es, et soit
a : p1p
∼
−→ p2p
un isomorphisme de foncteurs.
On dit que le diagramme ci-dessus est exact si la condition suivante est satisfaite
a) Pour tout couple d’objets x, y de Φ et tout morphisme f : p(x) → p(y) tel
que l’on ait p1(f) = p2(f) (p1p et p2p e´tant identifie´s graˆce a` a), il existe un unique
morphisme g : x→ y tel que l’on ait p(g) = f .
1.10.2. Conside´rons le diagramme
Φ
p
// Φ1
p1, p2
//
// Φ2
p12, p23, p31
//
//
// Φ3 ,
ou` Φ, Φi, 1 6 i 6 3, sont des cate´gories fibre´es sur E et les fle`ches des morphismes358
de cate´gories fibre´es. Supposons donne´s des isomorphismes de foncteurs
a : p1p
∼
−→ p2p
a1 : p31p2
∼
−→ p12p1, a2 : p12p2
∼
−→ p23p1, a3 : p23p2
∼
−→ p31p1
tels que le diagramme suivant soit commutatif :
p23p1p
id.a // p23p2p
a3.id // p31p1p
id.a

p12p2p
a2.id
OO
p12p1p
id.a
oo p31p2p
a1.id
oo
.
On identifie p1p et p2p, p31p2 et p12p1, etc.
On dit que le diagramme ci-dessus est exact si les conditions suivantes sont satis-
faites :
a) Analogue a` la condition a) de 1.10.1.
b) Pour tout objet x1 de Φ1 et pour tout isomorphisme u : p1(x1)
∼
−→ p2(x1) tel
que l’on ait
(1.10.2.1) p23(u)p31(u) = p12(u)
−1,
il existe un objet x de Φ tel que l’on ait un isomorphisme i : p(x)
∼
−→ x1 rendant
commutatif le diagramme
(1.10.2.2)
p1p(x)
p1(i)

p2p(x)
p2(i)

p1(x1)
∼
u
// p2(x1)
1.10.3. On de´finit de fac¸on e´vidente la notion de morphisme de diagrammes exacts
de cate´gories fibre´es au-dessus d’une cate´gorie E.
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1.10.4. Nous utiliserons en particulier la notion de diagramme exact dans le cas ou` 359
E est un site et Φ, Φi, 1 6 i 6 3, des champs sur E.
Soient f : E → E′ un morphisme de sites et
(1.10.4.1) Φ
p
// Φ1
p1, p2
//
// Φ2
p12, p23, p31
//
//
// Φ3
un diagramme exact de champs sur E. On obtient par image directe un diagramme
f∗Φ // f∗Φ1
//
// f∗Φ2
//
//
// f∗Φ3
qui est e´videmment exact.
Si h : E′′ → E est un morphisme de sites, on a de meˆme un diagramme exact
h∗Φ
p′′
// h∗Φ1
p′′1 , p
′′
2 //
// h∗Φ2
p′′12, p
′′
23, p
′′
31 //
//
// h∗Φ3
Ve´rifions d’abord la condition a) de 1.10.2. Soient F ′′ un objet de E′′, x′′ et y′′ deux
objets de (h∗Φ)F ′′ , x
′′
1 et y
′′
1 leurs images respectives dans h
∗Φ1 et x
′′
2 , y
′′
2 leurs images
dans h∗Φ2. Soit u
′′
1 : x
′′
1 → y
′′
1 un morphisme tel que l’on ait p
′′
1(u
′′
1) = p
′′
2 (u
′′
1) et prou-
vons que u′′1 provient d’un unique morphisme u
′′ : x′′ → y′′. La question e´tant locale
sur F ′′, on peut supposer qu’on a un objet F1 de E, un morphisme de F
′′ dans l’image
inverse F ′′1 de F1 par h, des objets x, y de ΦF1 dont les images inverses sur F
′′ sont x′′
et y′′. Soient x1, y1 (resp. x2, y2) les images de x, y dans Φ1 (resp. Φ2). On peut sup-
poser que u′′1 provient d’un morphisme u1 : x1 → y1, tel que l’on ait p1(u1) = p2(u1).
Vu l’exactitude de (1.10.4.1), on obtient un unique morphisme u : x→ y dont l’image
inverse par h est le morphisme u′′ cherche´.
La condition b) de 1.10.2 se ve´rifie de fac¸on analogue. Soient x′′1 un objet 360
de (h∗Φ1)F ′′ , u
′′ : p′′1(x
′′
1 )→ p
′′
2(x
′′
1 ) un morphisme satisfaisant a` la relation
p′′23(u
′′)p′′31(u
′′) = p′′12(u
′′)−1,
et prouvons qu’il existe un objet x′′ de (h∗Φ)F ′′ et un isomorphisme i
′′ : p′′(x′′) ≃ x′′1
rendant commutatif un diagramme analogue a` (1.10.2.2). Comme la question est locale
sur F ′′, on peut supposer qu’on a un objet F1, un morphisme F
′′ → F ′′1 comme ci-
dessus, et un objet x1 de (Φ1)F1 dont l’image inverse dans (h
∗Φ1)F ′′ est x
′′
1 . De meˆme
on peut supposer que u′′ provient d’un morphisme u : p1(x1) → p2(x1) satisfaisant a`
(1.10.2.2). L’existence d’un objet x de ΦF1 , dont l’image inverse par h soit un e´le´ment
x′′ re´pondant a` la question, re´sulte alors de l’exactitude de (1.10.4.1).
Exemples 1.11. — 1) Soit f : X1 → X un morphisme de descente pour la cate´gorie
des faisceaux e´tales sur des sche´mas variables (par exemple un morphisme universelle-
ment submersif (SGA 4 VIII 9.3)). Soient X2 = X1 ×X X1, g : X2 → X la projection
canonique et F un faisceau d’ensembles sur X . Il re´sulte alors de loc. cit. que l’on a
une suite exacte de faisceaux d’ensembles
(1.11.1) F // f∗f
∗F //// g∗g
∗F .
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Si Φ est le champ en cate´gories discre`tes associe´ a` F et Φ3 le champ final sur X ,
i.e. le champ dont toutes les fibres sont re´duites a` un seul e´le´ment ayant pour seul
morphisme le morphisme identique, dire que la suite (1.11.1) est exacte revient a` dire
qu’il en est ainsi du diagramme de champs
Φ // f∗f
∗Φ //// g∗g
∗Φ //
//
// Φ3 .
2) Soit f : X1 → X un morphisme de descente effective pour la cate´gorie des361
faisceaux e´tales sur des sche´mas variables (par exemple un morphisme propre surjectif,
ou un morphisme entier surjectif, ou un morphisme fide`lement plat localement de
pre´sentation finie (SGA 4 VIII 9.4)). Soient X2 = X1×XX1, g : X2 → X la projection
canonique, X3 = X1 ×X X1 ×X X1, h : X3 → X le morphisme canonique. Soient Φ
un champ sur X , Φ1 = f∗f
∗Φ, Φ2 = g∗g
∗Φ, Φ3 = h∗h
∗Φ. On a alors un diagramme
exact
Φ // Φ1
//
// Φ2 //
//
// Φ3,
ou` les fle`ches sont les morphismes canoniques associe´s aux projections.
Conside´rons en effet Φ comme un champ sur la cate´gorie SchX des sche´mas au-
dessus de X , munie de la topologie e´tale. Alors, d’apre`s [2, VII 2.2.8], Φ est aussi
un champ pour la topologie la plus fine sur SchX pour laquelle les morphismes cou-
vrants sont les morphismes de descente effective pour la cate´gorie des faisceaux e´tales.
L’exactitude du diagramme ci-dessus en re´sulte aussitoˆt.
Proposition 1.12. — Soient S un sche´ma, f : X → Y un S-morphisme.
1) Soit
Φ // Φ1
//
// Φ2
un diagramme exact de champs sur X. Supposons que (Φ1, f) soit cohomologique-
ment propre relativement a` S en dimension 6 0 et que (Φ2, f) soit cohomologi-
quement propre relativement a` S en dimension 6 −1. Alors (Φ, f) est cohomologique-
ment propre relativement a` S en dimension 6 0.
2) Soit
Φ // Φ1
//
// Φ2
//
//
// Φ3
un diagramme exact de champs sur X. Supposons que (Φ, f) soit cohomologi-
quement propre relativement a` S en dimension 6 1, que (Φ2, f) soit coho-
mologiquement propre relativement a` S en dimension 6 0 et que (Φ3, f) soit362
cohomologiquement propre relativement a` S en dimension 6 −1. Alors (Φ, f) est
cohomologiquement propre relativement a` S en dimension 6 1.
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Pour tout S-sche´ma S′, on conside`re le diagramme commutatif suivant dont tous
les carre´s sont carte´siens :
X ′
f ′
//
h

Y ′ //
g

S′

X
f
// Y // S
De´montrons 2), la de´monstration de 1) e´tant analogue. Comme les foncteurs image
directe et image inverse transforment diagramme exact de champs en diagramme
exact (1.10.4), on a le morphisme de diagrammes exacts de champs suivant :
g∗f∗Φ
π //
ϕ

g∗f∗Φ1
π1 //
π2
//
ϕ1

g∗f∗Φ2
//
//
//
ϕ2

g∗f∗Φ3
ϕ3

f ′∗h
∗Φ // f ′∗h
∗Φ1
//
// f ′∗h
∗Φ2
//
//
// f
′
∗h
∗Φ3
.
Par hypothe`se ϕ1 est une e´quivalence de cate´gories, ϕ2 est pleinement fide`le et ϕ3
fide`le. Il re´sulte donc du diagramme pre´ce´dent que ϕ est une e´quivalence.
Proposition 1.13. — Soit f : X → Y un S-morphisme.
1) Soit
F // G
//
// H
un diagramme exact de faisceaux d’ensembles sur X. Supposons que (G, f) soit co-
homologiquement propre relativement a` S en dimension 6 0 et que (H, f) soit coho-
mologiquement propre relativement a` S en dimension 6 −1. Alors (F, f) est coho-
mologiquement propre relativement a` S en dimension 6 0.
2) Soit F → G un monomorphisme de faisceaux en groupes sur X. Si Y1 est un 363
sche´ma e´tale sur Y , on pose X1 = Y1 ×Y X, et on note f1 (resp. F1, resp. G1) l’im-
age inverse de f (resp. F , resp. G) sur Y1 (cf. 1.0.2). Supposons que (G, f) soit coho-
mologiquement propre relativement a` S en dimension 6 0 (resp. en dimension 6 1) et
que, pour tout sche´ma Y1 e´tale sur Y et pour tout torseur Q sous G1, (Q/F1, f1) soit
cohomologiquement propre relativement a` S en dimension 6 −1 (resp. en dimension
6 0). Alors (F, f) est cohomologiquement propre relativement a` S en dimension 6 0
(resp. en dimension 6 1).
3) Soit F → G un monomorphisme de faisceaux en groupes sur X. Supposons
que (F, f) soit cohomologiquement propre relativement a` S en dimension 6 1 et que
(G, f) soit cohomologiquement propre relativement a` S en dimension 6 0. Alors, pour
tout torseur Q sous G, (Q/F, f) est cohomologiquement propre relativement a` S en
dimension 6 0.
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De´monstration. — 1) Soit Φ (resp. Φ1, resp. Φ2) le champ en cate´gories discre`tes
associe´ a` F (resp.G, resp.H) et soit Φ3 le champ final surX . On a alors un diagramme
exact
Φ // Φ1
//
// Φ2
//
//
// Φ3 .
Par hypothe`se (Φ1, f) est cohomologiquement propre relativement a` S en dimension
6 1 et (Φ2, f) est cohomologiquement propre relativement a` S en dimension 6 0
(1.2). Comme (Φ3, f) est e´videmment cohomologiquement propre relativement a` S en
dimension 6 −1, il re´sulte de 1.12 que (Φ, f) est cohomologiquement propre relative-
ment a` S en dimension 6 1, i.e. que (F, f) est cohomologiquement propre relativement
a` S en dimension 6 0.
2) Montrons d’abord que, si (G, f) est cohomologiquement propre relativement
a` S en dimension 6 0 et si les (Q/F1, f1) sont cohomologiquement propres relative-364
ment a` S en dimension 6 −1, alors (F, f) est cohomologiquement propre relativement
a` S en dimension 6 0. D’apre`s 1.3.1 il suffit de prouver que, pour tout sche´ma Y1
e´tale au-dessus de Y et pour tout torseur P sur X1 de groupe F1, (
PF1, f1) est co-
homologiquement propre relativement a` S en dimension 6 0 quand on conside`re PF1
comme un faisceau d’ensembles, et que le morphisme canonique
d : g∗(R1f∗F ) −→ R
1f ′∗F
′
est injectif. La premie`re assertion re´sulte aussitoˆt de 1) car, si Q de´signe le torseur
de´duit de P par l’extension F1 → G1 du groupe structural, on a un isomorphisme
QG1/
PF1
∼
−→ Q/F1.
Montrons que d est injectif. Il suffit de prouver que, si Y1 est un sche´ma e´tale au-
dessus de Y , si P et P˜ sont deux torseurs sous F1 dont les images inverses P
′ et P˜ ′
sur X ′1 sont isomorphes, alors, quitte a` faire une extension e´tale surjective de Y1,
P et P˜ deviennent isomorphes. Choisissons un isomorphisme p′ : P ′
∼
−→ P˜ ′. Soient
Q (resp. Q˜) le torseur de´duit de P (resp. P˜ ) par l’extension du groupe structural
F1 → G1. Les images inverses Q
′ (resp. Q˜′) de Q (resp. Q˜) sur X ′1 se de´duisent de P
′
(resp. P˜ ′) par l’extension du groupe structural F ′1 → G
′
1 ; soit q
′ : Q′
∼
−→ Q˜′ l’isomor-
phisme que l’on obtient de meˆme a` partir de p′. Comme (G, f) est cohomologiquement
propre relativement a` S en dimension 6 0, on peut supposer, quitte a` faire une ex-
tension e´tale surjective de Y1, que q
′ est l’image d’un isomorphisme q : Q
∼
−→ Q˜. Au
torseur P (resp. P˜ ) est associe´e une section x de Q/F1 (resp. une section x˜ de Q˜/F1),
et, pour que P et P˜ soient isomorphes, il faut et il suffit que l’on ait un isomorphisme
Q
∼
−→ Q˜ tel que l’isomorphisme
e : H0(X1, Q/F1) −→ H
0(X1, Q˜/F1)
qu’on en de´duit, transforme x en x˜. On prend l’isomorphisme q. Les sections e(x)
et x˜ de H0(X1, Q˜/F1) ont meˆme image dans H
0(X ′1, Q˜
′/F ′1). Comme (Q˜/F1, f1) est
cohomologiquement propre relativement a` S en dimension 6 −1, quitte a` faire une365
extension e´tale surjective de Y1, on a bien e(x) = x˜, ce qui de´montre l’injectivite´ de d.
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Pour achever la de´monstration, il reste a` prouver que, si (G, f) est cohomologique-
ment propre relativement a` S en dimension 6 1, et si, pour tout sche´ma Y1 e´tale
au-dessus de Y et tout torseur Q sur X1 de groupe F1, (Q/F1, f1) est cohomologique-
ment propre relativement a` S en dimension 6 0, alors le morphisme d est surjectif.
Soient P ′ un torseur sur X ′1 de groupe F
′
1, Q
′ le torseur sous G′1 obtenu a` partir de P
′
par extension du groupe structural. La donne´e de P ′ est e´quivalente a` celle de Q′ et
d’une section x′ de H0(X ′1, Q
′/F ′1). Il re´sulte alors de la surjectivite´ du morphisme
g∗(R1f∗G) −→ R
1f ′∗G
′
que, quitte a` faire une extension e´tale surjective de Y1, il existe un torseur Q sous G1,
dont l’image inverse sur X ′1 est isomorphe a` Q
′. Utilisant le fait que (Q/F1, f1) est
cohomologiquement propre relativement a` S en dimension 6 0, on peut de meˆme
supposer qu’il existe un e´le´ment x de H0(X1, Q/F1) dont l’image dans H
0(X ′1, Q
′/F ′1)
est x′. La donne´e de Q et de x de´termine un torseur P sous F1, dont l’image inverse
sur X1 est isomorphe a` P
′, ce qui de´montre la surjectivite´ de d.
3) Montrons que (Q/F, f) est cohomologiquement propre relativement a` S en
dimension 6 −1, i.e. que, pour tout S-sche´ma S′, pour tout sche´ma Y1 e´tale au-
dessus de Y , si x, x˜ sont deux e´le´ments de H0(X1, Q1/F1) dont les images x
′, x˜′
dans H0(X ′1, Q
′
1/F
′
1) sont e´gales, alors, apre`s extension surjective de Y1, on a x = x˜.
A` x (resp. x˜) est associe´ un torseur P (resp. P˜ ) sous F1, tel que Q1 se de´duise de P
(resp. P˜ ) par l’extension F1 → G1 du groupe structural. De la relation x′ = x˜′ re´-
sulte que l’on a un isomorphisme u′ : P ′
∼
−→ P˜ ′ tel que l’isomorphisme induit sur Q′1
par u′ soit l’identite´. Comme (F, f) est cohomologiquement propre relativement a` S
en dimension 6 0, on en de´duit que, apre`s extension e´tale surjective de Y1, on a un 366
isomorphisme u : P → P˜ relevant u′ ; le fait que (G, f) soit cohomologiquement propre
relativement a` S en dimension 6 −1 entraˆıne alors que l’on a x = x˜.
Montrons que (Q/F, f) est cohomologiquement propre relativement a` S en dimen-
sion 6 0. Soient Y ′′ un sche´ma e´tale sur Y ′ et x′′ un e´le´ment de H0(X ′′, Q′′/F ′′). A` x′′
est associe´ un torseur P ′′ sur X ′′ de groupe F ′′. Comme (F, f) est cohomologiquement
propre relativement a` S en dimension 6 1, on peut trouver des morphismes e´tales sur-
jectifs Y ′′1 → Y
′′ et Y1 → Y , tels que l’on ait un morphisme Y ′′1 → Y
′
1 , et un torseur
P sur X1 de groupe F1 dont l’image inverse sur X
′′
1 soit isomorphe a` l’image inverse
de P ′′. Il re´sulte alors du fait que (G, f) est cohomologiquement propre relativement
a` S en dimension 6 0 que l’on peut meˆme choisir Y ′′1 et Y1 tels que le torseur de´duit
de P par extension du groupe structural F1 → G1 soit isomorphe a` Q1 ; il correspond
a` P un e´le´ment x de H0(X1, Q1/F1), dont l’image dans H
0(X ′′1 , Q
′′
1/F
′′
1 ) est isomorphe
a` l’image inverse de x′′, ce qui ache`ve la de´monstration.
Proposition 1.14. — Soient f : X → S un S-sche´ma, F un faisceau d’ensembles ou de
groupes sur X (resp. un faisceau de ind-L-groupes, ou` L est un ensemble de nombres
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premiers). Supposons F localement constant, (F, f) cohomologiquement propre en di-
mension 6 0 (resp. en dimension 6 1) et f localement 0-acyclique (resp. localement
1-asphe´rique pour L) (SGA 4 XV 1.11). Alors, pour toute spe´cialisation s1 → s2 de
points ge´ome´triques de S, le morphisme de spe´cialisation (SGA 4 VIII 7.1)
a0 : (f∗F )s2 −→ (f∗F )s1
est un isomorphisme, et, si F est un faisceau en groupes, le morphisme
a1 : (R
1f∗F )s2 −→ (R
1f∗F )s1
est injectif (resp. les morphismes a0 et a1 sont des isomorphismes).
La de´monstration s’obtient en recopiant mot a` mot celle de SGA 4 XVI 2.3, mais en367
y remplac¸ant l’expression « propre » par l’expression « cohomologiquement propre ».
Corollaire 1.15. — Soient f : X → S un morphisme, Φ un champ sur X, L un en-
semble de nombres premiers. Supposons que, pour tout sche´ma X1 e´tale sur X et pour
tout couple d’objets x, y de ΦX1 , le faisceau HomX1(x, y) soit localement constant,
que le faisceau AutX1(x) soit un ind-L-groupe localement constant, et que le faisceau
des sous-gerbes maximales SΦ de Φ [1, III 2.1.7] soit localement constant. Supposons
que (Φ, f) soit cohomologiquement propre en dimension 6 1 et que f soit localement
1-asphe´rique pour L. Alors, pour toute spe´cialisation s1 → s2 de points ge´ome´triques
de S, le morphisme de spe´cialisation
a : (f∗Φ)s2 −→ (f∗Φ)s1
est une e´quivalence de cate´gories.
Soient S1 (resp. S2) le localise´ strict de S en s1 (resp. le localise´ strict de S en s2),
X2, Φ2 (resp. X1, Φ1) les images inverses de X2, Φ2 sur S2 (resp. de X1, Φ1 sur S1)
et conside´rons le carre´ carte´sien
X1
h //
f1

X2
f2

S1
g
// S2
.
On doit montrer que le foncteur
ϕ : Φ2(X2) −→ Φ1(X1)
est une e´quivalence. Le foncteur ϕ est pleinement fide`le ; soient en effet x, y deux368
objets de (Φ2)X2 ; le morphisme canonique
HomX2(x, y) −→ HomX1(ϕ(x), ϕ(y))
s’identifie au morphisme canonique
H0(X2,HomX2(x, y)) −→ H
0(X1, h
∗(HomX2(x, y)).
Ce morphisme est un isomorphisme d’apre`s 1.14.
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Montrons que ϕ est une e´quivalence. Soient x1 un objet de Φ1(X1) et G1 la sous-
gerbe maximale de Φ1 engendre´e par x1. Le morphisme
H0(X2, SΦ2) −→ H
0(X1, h
∗(SΦ2)) = H
0(X1, SΦ1)
est bijectif, et il existe donc une sous-gerbe maximale G2 de Φ2 telle que h
∗G2 soit
isomorphe a` G1. Il suffit alors de prouver que le foncteur
G2 −→ h∗h
∗G2
est une e´quivalence. Mais, sous cette forme, la question est locale pour la topologie
e´tale sur X2. On peut donc supposer que G2 est une gerbe de torseurs sous le groupe
des automorphismes d’un objet de G2, cas ou` l’assertion re´sulte de 1.14.
Corollaire 1.16. — Les hypothe`ses sont celles de 1.14. Si l’on suppose de plus que F
est un faisceau d’ensembles (resp. de ind-L-groupes) et que f∗F (resp. R
1f∗F ) est
constructible, alors f∗F (resp. R
1f∗F ) est localement constant.
Le corollaire re´sulte de 1.14 graˆce a` SGA 4 IX 2.11.
Remarque 1.17. — Rappelons que la condition f localement 0-acyclique est satisfaite
si f est plat a` fibres se´parables, X et Y localement noethe´riens (SGA 4 XV 4.1),
et que la condition f localement 1-asphe´rique pour L est satisfaite si f est lisse, L 369
e´tant l’ensemble des nombres premiers distincts des caracte´ristiques re´siduelles de S
(SGA 4 XV 2.1).
2. Un cas particulier de proprete´ cohomologique : diviseurs a` croisements
normaux relatifs
2.0. Soient R un anneau de valuation discre`te de corps des fractions K et L une
K-alge`bre e´tale ; L est alors produit direct d’un nombre fini de corps Li, ou` Li est
une extension e´tale de K. Si L′i de´signe l’extension galoisienne engendre´e par Li dans
une cloˆture alge´brique de Li, on dit que L est mode´re´ment ramifie´e sur R si les L
′
i
sont des extensions mode´re´ment ramifie´es au sens de X 3, i.e. si un groupe d’inertie Ii
de L′i|K est d’ordre premier a` la caracte´ristique re´siduelle p de R.
On sait que Ii est en tous cas extension d’un groupe cyclique d’ordre premier
a` p par un p-groupe. (Cela re´sulte de [5, ch. IV prop. 7 cor. 4] lorsque l’extension
re´siduelle de R est se´parable. La de´monstration donne´e dans loc. cit. s’e´tend au cas
ge´ne´ral de la fac¸on suivante. Reprenons les hypothe`ses et les notations de loc. cit.
mais sans supposer l’extension re´siduelle se´parable. Soit Hi le sous-groupe du groupe
d’inertie G0, ensemble des e´le´ments s de G0 tels que l’on ait sπ/π ∈ U i pour toute
uniformisante π de AL. On ve´rifie alors que G0/H1 est un groupe d’ordre premier
a` p et que, pour i > 1, les Hi/Hi+1 sont des p-groupes, d’ou` l’on de´duit le re´sultat
annonce´.)
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2.0.1. Dans le cas ou` R est strictement local, on a la caracte´risation simple suivante :
la K-alge`bre L est mode´re´ment ramifie´e sur R si et seulement si les [Li : K] sont
premiers a` p. De plus, si L est mode´re´ment ramifie´e sur R, les Li sont des extensions
cycliques de K. En effet, lorsque R est strictement local, Ii est e´gal au groupe de
Galois de L′i sur K. Comme on vient de le rappeler Ii est extension d’un groupe370
cyclique d’ordre premier a` p par un p-groupe. Si l’on suppose L′i mode´re´ment ramifie´e
sur R, Ii est alors un groupe cyclique d’ordre premier a` p. Il en re´sulte que [Li : K]
est premier a` p et que l’on a Li = L
′
i. Inversement, si [Li : K] est premier a` p, Ii ne
peut contenir de p-sous-groupe distingue´ non trivial ; Ii est donc un groupe cyclique
d’ordre premier a` p, ce qui prouve que Li est mode´re´ment ramifie´e sur R.
2.0.2. Soient R un anneau de valuation discre`te de corps des fractions K, L une K-
alge`bre e´tale, et soientR un localise´ strict de R,K son corps de fractions, L = L⊗KK.
Alors, pour que L soit mode´re´ment ramifie´e sur R, il faut et il suffit que L soit
mode´re´ment ramifie´e surR. On se rame`ne en effet au cas ou` L est un corps. Soient alors
L =
∏
i Li, ou` les Li sont des corps extensions de K ; si L
′ est l’extension galoisienne
engendre´e par L, et, si L′ = L′ ⊗K K, on a de meˆme une de´composition de L′ en
produit de corps, L′ =
∏
j L
′
j et chaque Li est sous-extension d’au moins l’un des L
′
j .
Comme L′ est une extension galoisienne de K, les L′j sont des extensions galoisiennes
de K. Supposons L mode´re´ment ramifie´e sur R ; comme le groupe de Galois de L′j|K
est isomorphe au groupe d’inertie de L′|K, les L′j sont aussi mode´re´ment ramifie´es
sur R, et il en est donc de meˆme des Li. Inversement, supposons L mode´re´ment
ramifie´e sur R. Pour chaque j, soit vj la valuation discre`te de L′j qui prolonge la
valuation de K et notons encore vj la valuation induite sur L
′. Quand j varie, vj
parcourt l’ensemble des valuations de L qui prolongent la valuation de K. Soient
G = Gal(L′|K), H = Gal(L′|L), Ij le groupe d’inertie de L′|K en vj , Jj le groupe
d’inertie de L′|L en vj . Le groupe Ii est extension d’un groupe cyclique d’ordre premier
a` p par un p-groupe Pj . Comme les Li sont mode´re´ment ramifie´es sur R, Ij/Jj est
d’ordre premier a` p, donc on a Pj ⊂ Jj . Par suite le groupeH contient tous les Pj donc
aussi le groupe P engendre´ par les Pj pour j variable. Mais le groupe P est invariant371
dans G car un automorphisme inte´rieur de G transforme les Ij entre eux donc aussi
les Pj entre eux. Il en re´sulte que P est un sous-groupe de H distingue´ dans G, donc,
puisque L′ est l’extension galoisienne engendre´e par L, que l’on a P = 1, ce qui prouve
que L est mode´re´ment ramifie´e sur R.
Soient plus ge´ne´ralement R → R′ un morphisme d’anneaux de valuation discre`te
tel que l’image d’une uniformisante π de R soit une uniformisante π′ de R′ et que
l’extension re´siduelle k(R′) soit une extension se´parable de k(R). SoientK le corps des
fractions de R, K ′ le corps des fractions de R′, L une K-alge`bre e´tale, L′ = L⊗KK ′.
Alors, pour que L soit mode´re´ment ramifie´e sur R, il faut et il suffit que L′ soit
mode´re´ment ramifie´e sur R′. On peut en effet supposer R et R′ strictement locaux.
D’apre`s 2.0.1 il suffit de prouver que, lorsque L est un corps, il en est de meˆme de L′.
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Soient R˜ le normalise´ de R dans L, π˜ une uniformisante de R˜, R˜′ = R˜ ⊗R R′. L’ex-
tension k(R˜)|k(R) e´tant radicielle et l’extension k(R′)|k(R) e´tale, k(R˜) ⊗k(R) k(R
′)
est un corps [EGA IV 4.3.2 et 4.3.5]. Ceci prouve que R′ est un anneau local, et,
comme π a pour image π′ dans R′, on a k(R˜′) = R′/(π˜) ; par suite R′ est un anneau
de valuation discre`te [5, ch. I §2 prop. 2] donc L′ est un corps.
2.0.3. Par re´duction au cas strictement local, on voit qu’une sous-alge`bre d’une al-
ge`bre mode´re´ment ramifie´e est mode´re´ment ramifie´e, que le produit tensoriel de deux
alge`bres mode´re´ment ramifie´es est mode´re´ment ramifie´, qu’une alge`bre mode´re´ment
ramifie´e le reste apre`s extension de l’anneau de valuation discre`te, qu’une alge`bre qui
devient mode´re´ment ramifie´e apre`s une extension mode´re´ment ramifie´e est mode´re´-
ment ramifie´e.
2.1. Soient X un S-sche´ma, D un diviseur > 0 sur X . Rappelons (SGA 5 II 4.2) 372
qu’on dit que D est strictement a` croisements normaux relativement a` S s’il existe
une famille finie (fi)i∈I d’e´le´ments de Γ(X,OX), telle que l’on ait D =
∑
i∈I div(fi)
et que la condition suivante soit re´alise´e :
2.1.0. Pour tout point x de SuppD, X est lisse sur S en x, et, si l’on note I(x)
l’ensemble des i ∈ I tels que fi(x) = 0, le sous-sche´ma V ((fi)i∈I(x)) est lisse sur S de
codimension card I(x) dans X .
Le diviseur D est dit a` croisements normaux relativement a` S si, localement sur X
pour la topologie e´tale, il est strictement a` croisements normaux.
Soit D un diviseur a` croisements normaux relativement a` S. On pose Y = SuppD,
U = X−Y , et on note i : U → X l’immersion canonique. Pour tout point ge´ome´trique
s de S et pour tout point maximal y de la fibre ge´ome´trique Ys, l’anneau R = OXs,y
est un anneau de valuation discre`te.
Dans la suite de ce nume´ro, nous utiliserons la de´finition technique suivante :
Définition 2.1.1. — Soit F un faisceau d’ensembles sur U . On dit que F est mode´re´-
ment ramifie´ sur X (le long de D) relativement a` S si, pour tout point ge´ome´trique
s de S, la condition suivante est satisfaite :
Pour tout point maximal y de Ys, la restriction de F au corps des fractions K
de OXs est repre´sentable par le spectre d’une K-alge`bre e´tale L, mode´re´ment ramifie´e
sur OXs,y .
Le plus souvent, quand il ne pourra en re´sulter de confusion, nous omettrons la
mention de D dans la terminologie.
Définition 2.1.2. — Si F est un faisceau en groupes sur U , mode´re´ment ramifie´ sur X 373
relativement a` S, on de´signe par
H1t (U,F )
le sous-ensemble de H1(U,F ) forme´ des classes de torseurs sous F qui sont mode´re´ment
ramifie´s sur X relativement a` S.
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Soit
U
i //
g

X
f~~ ~
~~
~~
~~
T
un diagramme commutatif de S-sche´mas, avec i comme dans 2.1 ; on de´signe par
R1tg∗F
le faisceau sur T associe´ au pre´faisceau T ′ 7→ H1t (U
′, F ), ou` T ′ parcourt les sche´mas
e´tales au-dessus de T et ou` U ′ = U ×T T ′ ; R1tg∗F est un sous-faisceau de R
1g∗F .
Notons que, si g est cohe´rent, si t est un point ge´ome´trique de T , T le localise´ strict
de T en t, U = U ×T T , on a un isomorphisme
(2.1.2.1) (R1tg∗F )t ≃ H
1
t (U,F )
2.1.3. Soit Ct((U,X)/S) ou simplement Ct la cate´gorie des reveˆtements e´tales de U
qui sont mode´re´ment ramifie´s sur X relativement a` S. Supposons U connexe et soit
a un point ge´ome´trique de U . Soit Γt le foncteur qui, a` un reveˆtement e´tale U
′ de U
mode´re´ment ramifie´ sur X relativement a` S fait correspondre l’ensemble des points
ge´ome´triques de U ′ au-dessus de a. De 2.0 re´sulte que le couple (Ct,Γt) satisfait
aux axiomes (G1) a` (G6) de V 4. Par suite Γt est repre´sentable par un pro-objet
qu’on appelle le reveˆtement universel mode´re´ment ramifie´ de (U,X) relativement a` S374
ponctue´ en a. Le groupe oppose´ au groupe des U -automorphismes du reveˆtement
universel mode´re´ment ramifie´ est appele´ le groupe fondamental mode´re´ment ramifie´
et note´
πt1((U,X)/S, a) ou simplement π
t
1(U, a) ou meˆme π
t
1(U).
C’est e´videmment un quotient du groupe fondamental π1(U, a) (V 6.9).
2.1.4. Soient F un faisceau en groupes sur U , P un torseur a` droite de groupe F , Q
un torseur a` gauche de groupe F , et supposons P et Q mode´re´ment ramifie´s sur X
relativement a` S. Alors il en est de meˆme de P
F
∧ Q. On se rame`ne en effet a` montrer
que, si R est un anneau de valuation discre`te de corps des fractions K et si F est un
sche´ma en groupes e´tale fini surK, et, si P et Q sont deux torseurs sous F mode´re´ment
ramifie´s sur R, alors il en est de meˆme de P
F
∧ Q. Or T = P
F
∧ Q est un quotient
de P×KQ. Si L,M , N de´signent les K-alge`bres repre´sentant respectivement T , P , Q,
alors L est une sous-alge`bre de M ⊗K N , et il re´sulte de 2.0.3 que L est mode´re´ment
ramifie´e sur R.
On de´duit de ce qui pre´ce`de que, si F est un faisceau en groupes sur U et s’il existe
un torseur de groupe F , mode´re´ment ramifie´ sur X relativement a` S, alors F est
mode´re´ment ramifie´ sur X relativement a` S. En effet le torseur P ◦ oppose´ de P est
mode´re´ment ramifie´ sur X relativement a` S, puisqu’il est isomorphe a` P en tant que
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faisceau d’ensembles. Si PF est le groupe tordu de F par P , on a un isomorphisme
F ≃ P ◦
PF
∧ P
et par suite F est mode´re´ment ramifie´ sur X relativement a` S.
On voit comme pre´ce´demment que, si F → F ′ est un morphisme de faisceaux en
groupes sur U , mode´re´ment ramifie´s sur X relativement a` S, et si P est un torseur
sous F mode´re´ment ramifie´ surX relativement a` S, alors le torseur P ′ de´duit de P par 375
l’extension du groupe structural F → F ′ est mode´re´ment ramifie´ sur X relativement
a` S.
En particulier le morphisme canonique
H1(U,F ) −→ H1(U,F ′)
donne par restriction a` H1t (U,F ) un morphisme canonique
H1t (U,F ) −→ H
1
t (U,F
′)
2.1.5. Soient S′ → S un morphisme et notons U ′ (resp. X ′, etc.) l’image inverse
de U (resp. X , etc.) sur S′. Si F est un faisceau d’ensembles sur U mode´re´ment
ramifie´ sur X relativement a` S, il re´sulte de la de´finition 2.1.1 et de 2.0.3 que F ′ est
mode´re´ment ramifie´ sur X ′ relativement a` S′.
Si maintenant F est un faisceau en groupes sur U , l’image inverse sur S′ d’un
torseur sous F mode´re´ment ramifie´ sur X relativement a` S est un torseur sous F ′
mode´re´ment ramifie´ sur X ′ relativement a` S′. En particulier on a un foncteur canon-
ique
(2.1.5.1) Ct((U,X)/S) −→ Ct((U
′, X ′)/S′).
Supposons U et U ′ connexes et soient a un point ge´ome´trique de U , a′ un point
ge´ome´trique de U ′ au-dessus de a ; on de´duit de ce qui pre´ce`de un morphisme canon-
ique
(2.1.5.2) πt1(U
′, a′) −→ πt1(U, a).
Si S′ → S est un morphisme et h : T ′ → T la projection canonique, le morphisme
h∗(R1g∗F ) −→ R
1g′∗F
′
donne par restriction un morphisme canonique
(2.1.5.3) h∗(R1t g∗F ) −→ R
1
tg
′
∗F
′
2.1.6. Soit F un faisceau en groupes sur U , mode´re´ment ramifie´ sur X relativement 376
a` S. Les notations e´tant celles de 2.1.2, on a des suites exactes canoniques :
(2.1.6.1)
1 −→ H1(X, i∗F ) −→ H
1
t (U,F ) −→ H
0(X,R1t i∗F )
1 −→ R1f∗(i∗F ) −→ R1t g∗F −→ f∗(R
1
t i∗F ).
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La premie`re s’obtient a` partir de la suite exacte (SGA 4 III 3.2) :
1 −→ H1(X, i∗F ) −→ H
1(U,F ) −→ H0(X,R1i∗F ).
Il suffit en effet de montrer que l’image de H1(X, i∗F ) dans H
1(U,F ) est en fait
contenue dans H1t (U,F ) et que l’image de H
1
t (U,F ) dans H
0(X,R1i∗F ) est en fait
contenue dans H0(X,R1t i∗F ). Or l’image inverse sur U d’un torseur sous i∗F est
un torseur sous i∗i∗F qui est e´videmment mode´re´ment ramifie´ sur X relativement
a` S, donc il en est de meˆme apre`s l’extension du groupe structural i∗i∗F → F , ce qui
prouve l’existence de la fle`che H1(X, i∗F )→ H1t (U,F ). Le fait que l’image de H
1
t (U,F )
dans H0(X,R1i∗F ) soit contenue dans H
0(X,R1t i∗F ) re´sulte aussitoˆt de la de´finition
de R1t i∗F . Ceci prouve l’existence de la premie`re suite exacte, et la deuxie`me s’en
de´duit par localisation.
2.2. On conserve les notations de 2.1. Nous allons de´finir une notion d’objet mod-
e´re´ment ramifie´ d’un champ Φ sur U lorsque celui-ci est donne´, localement sur X et
sur S pour la topologie e´tale, comme image inverse d’un champ Ψ sur S.
Soit d’abord G une gerbe sur U et supposons donne´ un morphisme e´tale surjectif
S1 → S, un morphisme e´tale surjectif X2 → X ×S S1, une gerbe triviale H sur S1 et
un isomorphisme
G|U2 −→ H |U2,
ou` U1 = U ×X X1, U2 = U ×X X2. Quand on choisit une trivialisation de H |X2,377
l’isomorphisme ci-dessus identifie G|U2 au champ des torseurs sous un faisceau en
groupes F . On dit qu’un e´le´ment x de GU est mode´re´ment ramifie´ sur X relativement
a` S si la restriction de x a` U2 est un torseur mode´re´ment ramifie´ sur X relativement
a` S. D’apre`s 2.1.4 cette notion ne de´pend pas de la fac¸on dont on a trivialise´ H |X2.
Soit maintenant Φ un champ sur U et supposons donne´s un morphisme e´tale sur-
jectif S1 → S, un morphisme e´tale surjectif X2 → X ×S S1, un champ Ψ sur S1 et un
isomorphisme
i : Φ|U2 −→ Ψ|U2.
Soit x un e´le´ment de ΦU ,Gx la sous-gerbemaximale de Φ engendre´e par x [1, III 2.1.7],
SΦ le faisceau des sous-gerbes maximales de Φ. L’isomorphisme i induit un isomor-
phisme
SΦ|U2 −→ SΨ|U2.
Il re´sulte de 5.7 que, quitte a` remplacer S1 par une extension e´tale surjective, on a
une unique sous-gerbe maximale H de Ψ, que l’on peut supposer triviale, telle que i
de´finisse un isomorphisme
Gx|U2 −→ H |U2.
On dit que l’e´le´ment x est mode´re´ment ramifie´ sur X relativement a` S s’il l’est en
tant qu’e´le´ment de Gx munie de l’isomorphisme ci-dessus.
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2.2.1. Soit Φ un champ sur U donne´, localement sur X et S, comme image inverse
d’un champ sur S, et soit
U
i //
g

X
f~~ ~
~~
~~
~~
T
un diagramme comme dans 2.1.2. Pour tout sche´ma T ′ e´tale sur T , si U ′ = U ×T T ′,
on conside`re le sous-ensemble (gt∗Φ)T ′ de (g∗Φ)T ′ = ΦU ′ forme´ des e´le´ments de ΦU ′ 378
qui sont mode´re´ment ramifie´s sur X relativement a` S. On appelle image directe mod-
e´re´ment ramifie´e de Φ par g, et on note
gt∗Φ
la sous-cate´gorie pleine de g∗Φ dont les objets au-dessus d’un sche´ma T
′ e´tale sur T
sont les e´le´ments de (gt∗Φ)T ′ . Il est clair que g
t
∗Φ est un sous-champ de g∗Φ.
2.2.2. Par re´duction au cas d’un champ de torseurs, on voit que, si Φ est un champ
sur U qui est localement pour la topologie e´tale de S et X image inverse d’un champ
sur S, le morphisme canonique
h∗(g∗Φ) −→ g
′
∗Φ
′
donne par restriction un morphisme canonique
h∗(gt∗Φ) −→ g
′t
∗ Φ
′
Remarques 2.3. — a) Si F est un faisceau d’ensembles localement constant con-
structible sur U , pour que F soit mode´re´ment ramifie´ sur X relativement a` S, il suffit
que la condition de 2.1.1 soit satisfaite pour les points ge´ome´triques de S au-dessus
des points maximaux de S. Pour le voir on peut supposer le diviseur D strictement
a` croisements normaux. Le faisceau F est repre´sentable par un reveˆtement e´tale V
de U . Si s est un point ge´ome´trique de S, y un point maximal de Ys, on note S le
localise´ strict de S en s, X le localise´ strict de X en y, U = U ×X X, V = V ×X X .
Si la condition de 2.1.1 est satisfaite aux points ge´ome´triques au-dessus des points
maximaux de S, il re´sulte de 5.5 plus bas que V est un reveˆtement de U mode´re´ment
ramifie´ sur X relativement a` S ; par suite V est un reveˆtement e´tale de U mode´re´ment
ramifie´ sur X relativement a` S.
b) Soit F un faisceau en groupes sur U mode´re´ment ramifie´ sur X relativement 379
a` S. Si s est un point ge´ome´trique de S, y un point maximal de Ys, on note K le
corps des fractions de OXs,y. Supposons que, pour tout point s et pour tout point y, la
K-alge`bre L dont le spectre repre´sente F |K soit de rang premier a` la caracte´ristique
re´siduelle p de OXs . On dira parfois, par abus de langage, que F est premier aux
caracte´ristiques re´siduelles de S. Lorsqu’il en est ainsi, tout torseur P sous F est
mode´re´ment ramifie´ sur X relativement a` S.
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Soient en effet R le localise´ strict de OXs,y en y, K son corps des fractions, F
l’image inverse de F sur K. Montrons que l’on peut supposer F constant. Comme F
est mode´re´ment ramifie´ sur X relativement a` S, F est repre´sentable par le spectre
d’une K-alge`bre L =
∏
Li, ou` les Li sont des extensions de K de degre´ premier a` p.
On peut donc trouver une extension K ′ de K de degre´ premier a` p telle que F |K ′ soit
un faisceau constant. D’apre`s 2.0.3, pour prouver que P |K est mode´re´ment ramifie´
sur R, il suffit de voir que P |K ′ est mode´re´ment ramifie´ sur la cloˆture inte´grale de R
dans K ′, d’ou` la re´duction au cas ou` F est constant. Supposons de´sormais F constant.
LaK-alge`breH qui repre´sente P |K est alors produit d’extensionsHi deK isomorphes
entre elles. Comme le rang de H est premier a` p, il en est de meˆme de [H1 : K], ce
qui prouve que H est mode´re´ment ramifie´ sur X relativement a` S.
c) Soient X un sche´ma re´gulier,D un diviseur a` croisements normaux de X (SGA 5
I 3.1.5), U = X − SuppD, F un faisceau d’ensembles sur U . Si y est un point max-
imal de SuppD, on de´signe par K le corps des fractions de OX,y. On dit que F est
mode´re´ment ramifie´ relativement a` D, si, pour tout point maximal y de SuppD, F |K
est repre´sentable par une K-alge`bre mode´re´ment ramifie´e sur OX,y .
Théorème 2.4. — Soient f : X → S un S-sche´ma, D un diviseur sur X a` croisements380
normaux relativement a` S (2.1), Y = SuppD, U = X − Y , i : U → X l’immersion
canonique. Soit F un faisceau d’ensembles (resp. de groupes) sur U , satisfaisant a`
l’une des conditions suivantes :
a) F est localement pour la topologie e´tale sur X et sur S l’image inverse d’un
faisceau d’ensembles (resp. d’un faisceau en groupes constructible) sur S.
b) F est localement constant constructible sur U et mode´re´ment ramifie´ sur X
relativement a` S.
Alors on a les conclusions suivantes :
1) (F, i) est cohomologiquement propre relativement a` S en dimension 6 0 (resp.
pour tout morphisme h : S′ → S, si i′ : U ′ → X ′ est l’image inverse de i sur S′, si
F ′ = F |U ′ et si k = h(X), le morphisme canonique
Ψ: k∗(R1t i∗F ) −→ R
1
t i
′
∗F
′
est un isomorphisme).
Si F est un faisceau en groupes premier aux caracte´ristiques re´siduelles de S
(2.3.b)) (mode´re´ment ramifie´ sur X relativement a` S), alors (F, i) est cohomologique-
ment propre relativement a` S en dimension 6 1.
2) Si F est un faisceau d’ensembles (resp. de groupes) constructible, i∗F (resp.
R1t i∗F ) est constructible.
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De´monstration. — Pour tout S-sche´ma S′, on conside`re le diagramme suivant dont
tous les carre´s sont carte´siens :
U
g

i

@@
@@
@@
@@
U ′oo
g′

i′
  
BB
BB
BB
BB
X
f
~~
~~
~~
~~
X ′
koo
f ′
~~||
||
||
||
S S′
hoo
Comme la question est locale sur X pour la topologie e´tale, on peut supposer que D 381
est un diviseur strictement a` croisements normaux relativement a` S (2.1) ; de plus,
quitte a` restreindre X a` un voisinage de Y , on peut supposer X lisse sur S.
De´monstration de 2.4 1)
2.4.1. Cas d’un faisceau d’ensembles satisfaisant a` a). On peut supposer que l’on a
F = g∗G, ou` G est un faisceau sur S. Il re´sulte alors de (SGA 4 XVI 3.2) que le
morphisme canonique
(2.4.1.1) f∗G −→ i∗F
est un isomorphisme. Pour tout S-sche´ma h : S′ → S, on a de meˆme un isomorphisme
f ′∗G′ → i′∗F
′ ; par suite le morphisme canonique
ϕ : k∗(i∗F ) −→ i
′
∗F
′
s’identifie a` l’isomorphisme naturel
k∗f∗G ≃ f ′∗G′
2.4.2. Cas d’un faisceau d’ensembles satisfaisant a` b). On doit montrer que ϕ est un
isomorphisme et il suffit pour cela de voir qu’il en est ainsi en chaque point ge´ome´trique
x′ de X ′. Soit S (resp. X, resp. S′, resp. X ′) le localise´ strict de S (resp. X , resp. S′,
resp. X ′) en x′ et posons U = U(X), U
′ = U(X′), etc. Le morphisme ϕx s’identifie au
morphisme canonique
ϕ : H0(U,F ) −→ H0(U ′, F ′)
On peut trouver un reveˆtement principal V de U , du type figurant dans 5.4, tel que
l’image inverse de F sur V soit un faisceau constant de valeur C. Si Π est le groupe
de Galois de V sur U , Π ope`re sur F |V , et l’on a
(2.4.2.1) H0(U,F )) ≃ H0(V,CV )
Π
ou` le deuxie`me membre de´signe l’ensemble des e´le´ments de H0(V,CV ) invariants
sous Π. Comme V ′ = V ×U U
′ est une reveˆtement principal de U ′ de groupe de 382
Galois Π′ ≃ Π, on voit que le morphisme ϕ s’obtient, en prenant les invariants sous
Π, a` partir du morphisme canonique
H0(V,CV ) −→ H
0(V ′, CV ′).
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Comme V et V ′ sont connexes (5.4), ce morphisme, donc aussi ϕ, est un isomorphisme.
Notons que si de plus F est un faisceau en groupes et si P est un torseur sur U
de groupe F , mode´re´ment ramifie´ relativement a` D, il re´sulte de la de´monstration
pre´ce´dente et de 2.2 que (
P
F , i) est cohomologiquement propre relativement a` S en
dimension 6 0.
2.4.3. Cas d’un faisceau en groupes. Pour montrer que Ψ est un isomorphisme, il
suffit de prouver que, pour tout point ge´ome´trique y′ de Y ′, le morphisme
Ψy′ : (k
∗(R1t i∗F ))y′ −→ (R
1
t i
′
∗F
′)y′
est un isomorphisme. Or, d’apre`s 2.1.2, Ψy′ s’identifie au morphisme canonique
Ψ: H1t (U,F ) −→ H
1
t (U
′, F ′).
Soient U˜ le reveˆtement universel mode´re´ment ramifie´ de U (2.1.3) et F˜ l’image inverse
de F sur U˜ . Il re´sulte de 5.7 dans le cas a) et de 5.5 dans le cas b), que H1t (U,F )
s’identifie au sous-ensemble H1(U,F ) forme´ des classes de F -torseurs dont l’image
inverse sur U˜ est triviale. D’autre part un raisonnement classique (cf. IX 5, p. 231)
montre que l’ensemble des e´le´ments de H1(U,F ) dont l’image inverse sur U˜ est triviale
s’identifie a` H1(πt1(U),H
0(U˜ , F˜ )). On obtient ainsi un isomorphisme canonique
(2.4.3.1) H1t (U,F )
∼
−→ H1(πt1(U),H
0(U˜ , F˜ )).
Par suite le morphisme Ψ s’identifie au morphisme canonique
H1(πt1(U),H
0(U˜ , F˜ )) −→ H1(πt1(U
′),H0(U˜ ′, F˜ ′)).
Montrons que ce morphisme est un isomorphisme. Le morphisme πt1(U
′) → πt1(U)383
est un isomorphisme d’apre`s 5.6, et il en est de meˆme du morphisme H0(U˜ , F˜ ) →
H0(U˜ ′, F˜ ′). En effet, cela est e´vident dans le cas b) car F˜ est constant et U˜ et U˜ ′ sont
connexes. Dans le cas a), soit G un faisceau en groupes constructible sur S tel que
l’on ait F = g∗G; comme les morphismes U˜ → S et U˜ ′ → S′ sont 0-acycliques (5.7),
on a
H0(U˜ , F˜ ) ≃ H0(S,G) ≃ H0(S′, G′) ≃ H0(U˜ ′, F˜ ′),
ce qui entraˆıne que Ψ est un isomorphisme. La dernie`re assertion de 2.4 1) re´sulte de
ce qui pre´ce`de, compte tenu de 2.3 b).
De´monstration de 2.4 2). — Le cas d’un faisceau d’ensembles constructible satis-
faisant a` a) re´sulte aussitoˆt de (2.4.1.1). Soit F = g∗G un faisceau en groupes sat-
isfaisant a` a), ou` G est un faisceau constructible ; on peut supposer S affine ; soient
(Sj)j∈J une famille finie de sous-sche´mas ferme´s re´duits de S dont la re´union recouvre
S, tels que l’image inverse de G sur Sj soit un faisceau localement constant. Compte
tenu de 2.4 1), il suffit, pour e´tablir que R1t i∗F est constructible, de voir qu’il en est
ainsi apre`s le changement de base Sj → S, pour chaque j ∈ J . On est donc ramene´
au cas b) ou` F est localement constant.
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On suppose de´sormais que F est un faisceau d’ensembles ou de groupes satisfaisant
a` b). Comme la question est locale pour la topologie e´tale sur X , on peut supposer
X de pre´sentation finie sur S, et, par passage a` la limite, on peut supposer X et S
noethe´riens.
Soit D =
∑
16i6r div fi, ou`, pour chaque point x de SuppD, si I(x) est l’ensemble
des i tels que fi(x) = 0, le sous-sche´ma V ((fi)i∈I(x)) est lisse sur S de codimension
card I(x) dans X . Soit P l’ensemble des parties de [1, r] et, pour chaque I ∈ P,
posons
XI =
(⋂
i∈I V (fi)
)
∩
(⋂
i6∈I Xfi
)
.
Soit z un point de XI . Quitte a` se restreindre d’abord a` un voisinage e´tale de z, on 384
peut trouver un ouvertW de X contenant z et un reveˆtement principal V de U ∩W ,
mode´re´ment ramifie´ sur W relativement a` S, du type conside´re´ dans 5.6.1, tel que
l’image re´ciproque de F sur V soit un faisceau constant de valeur C. Soit π le groupe
de Galois du reveˆtement V . Pour tout point ge´ome´trique x de XI , on a alors d’apre`s
(2.4.2.1)
H0(U,F ) ≃ H0(V,CV )
π.
Il en re´sulte que i∗F |XI ∩W est localement constant (SGA 4 IX 2.13) et par suite
i∗F est constructible.
Montrons enfin que si F est un faisceau en groupes localement constant, R1t i∗F |XI
est constructible. Si x est un point ge´ome´trique de X , on a obtenu dans (2.4.3.1)
l’expression
H1t (U,F )
∼
−→ H1(πt1(U),H
0(U˜ , F˜ )).
Si p est la caracte´ristique re´siduelle de X, on a, d’apre`s 5.6, πt1(U) =
∏
ℓ 6=p Zℓ(1)
card I .
De´signons par L l’ensemble des nombres premiers qui divisent l’ordre du groupe fini
H0(U˜ , F˜ ) et soit K =
∏
ℓ∈L−{p}∩LZℓ(1)
card I . Il re´sulte de [4, I §5 ex.2] que l’on a
H1t (U,F ) ≃ H
1(K,H0(U˜ , F˜ )).
CommeK est topologiquement de type fini et H0(U˜ , F˜ ) fini, on en de´duit tout d’abord
que les fibres du faisceau R1t i∗F |XI sont finies. D’autre part, l’ensemble L ne de´pend
pas du point x. Pour tout q ∈ L, soit XI,q le ferme´ de XI d’e´quation q = 0 et soit XI′
l’ouvert de XI comple´mentaire de la re´union des XI,q. Alors R
1
t i∗F |XI,q et R
1
t i∗F |X′I
sont localement constants ; en effet une fle`che de spe´cialisation de points ge´ome´triques
de XI,q (resp. de XI′) induit un isomorphisme sur les groupes K (5.6.1) donc aussi
sur les ensembles H1t (U,F ), et l’on peut appliquer SGA 4 IX 2.13.
Corollaire 2.5. — Soient f : X → S un morphisme, D un diviseur sur X a` croise- 385
ments normaux relativement a` S (2.1), Y = SuppD, U = X − Y , i : U → X l’im-
mersion canonique. Soit Φ un champ sur U et supposons donne´s des morphismes
e´tales surjectifs S1 → S et X2 → X ×S S1, un champ Ψ sur S1 et un isomorphisme
Φ|U2 ≃ Ψ|U2 (cf. 2.2).
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Alors, pour tout morphisme h : S′ → S, si k = h(X), le foncteur canonique
ϕ : k∗i∗Φ −→ i
′
∗Φ
′
est pleinement fide`le. Si Ψ est constructible, le foncteur canonique
ψ : k∗it∗Φ −→ i
′t
∗Φ
′
est une e´quivalence de cate´gories.
De plus, si le champ Ψ est constructible (resp. si Ψ est 1-constructible (0) et S
localement noethe´rien), i∗Φ est constructible (resp. i
t
∗Φ est 1-constructible).
Montrons que ϕ est pleinement fide`le. Il suffit de voir que, pour tout point
ge´ome´trique x′ de X ′, il en est ainsi du foncteur
ϕ : Φ(U) −→ Φ′(U ′)
(on a repris les notations de 2.4.2). Soient a, b deux e´le´ments de Φ(U), a′, b′ leurs
images par ϕ. Comme le morphisme U → S est localement 0-acyclique (5.7), on a un
isomorphisme
H0(U, SΦ)
∼
−→ H0(S, SΨ).
Par suite a et b proviennent par image inverse d’e´le´ments de Ψ, et il en est donc de
meˆme de F = HomU (a, b). Comme le faisceau F
′ = HomU ′(a
′, b′) est l’image inverse
sur U ′ de F , il re´sulte de 2.4.1 que le morphisme canonique
H0(U,F ) −→ H0(U ′, F ′)
est un isomorphisme, ce qui prouve que ϕ est pleinement fide`le.
Montrons que, pour tout point ge´ome´trique x′ de X ′, le foncteur386
ψ : it∗Φ(X
′) −→ i′t∗Φ
′(X ′)
est une e´quivalence. D’apre`s ce qui pre´ce`de, ψ est pleinement fide`le. Montrons que ψ
est essentiellement surjectif. Soit a′ un e´le´ment de Φ′(U ′) mode´re´ment ramifie´ sur X ′
relativement a` S′ (2.2) et montrons qu’il est l’image d’un e´le´ment mode´re´ment ramifie´
de Φ(U). Il re´sulte de 2.4 1) que le morphisme canonique
H0(U, SΦ) −→ H0(U ′, SΦ
′
)
est un isomorphisme. Soit G′ la sous-gerbe maximale de Φ′ engendre´e par a′ ; il existe
alors une sous-gerbe maximale G de Φ, image inverse d’une gerbe sur S, telle que l’on
ait
m∗G ≃ G′,
ou` m est le morphisme U ′ → U . Le foncteur canonique
(∗) k
∗
i
t
∗G −→ i
′t
∗G
′
est une e´quivalence, car G s’identifie a` une gerbe de torseurs sous un faisceau en
groupes constructible provenant de S, et l’on peut appliquer 2.4 1). Il re´sulte alors de
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(∗) qu’il existe un e´le´ment a de G(U), mode´re´ment ramifie´ sur X relativement a` S,
dont l’image inverse sur U ′ est a′, ce qui prouve que ψ est une e´quivalence.
Si Ψ est constructible, il en est de meˆme de i∗Φ ; en effet un objet x de i∗Φ est,
localement pour la topologie e´tale de S, image inverse d’un objet y de Ψ ; il re´sulte
donc de 2.4.1.1 que Aut(x) est l’image inverse de Aut(y), donc est constructible.
Enfin, si Ψ est 1-constructible, il en est de meˆme de it∗Φ d’apre`s 6.3 ci-dessous.
Corollaire 2.6. — Les notations sont celles de 2.4. Supposons que S soit de carac- 387
te´ristique nulle en tout point s tel que l’on ait Ys 6= ∅. Alors, si F est un faisceau en
groupes localement constant constructible sur U (resp. un champ constructible sur U
qui est localement sur X et S image inverse d’un champ constructible sur S), (F , i)
est cohomologiquement propre relativement a` S en dimension 6 1.
Comme tout faisceau d’ensembles constructible sur U est mode´re´ment ramifie´ surX
relativement a` S, le corollaire re´sulte de 2.4 (resp. 2.5).
Corollaire 2.7. — Les notations sont celles de 2.4, mais on se donne de plus un S-
sche´ma T , un morphisme propre p : X → T, et on suppose X et T de pre´sentation finie
sur S ; soit q = pi. Soit F un faisceau d’ensembles constructible sur U satisfaisant a`
l’une des conditions a) ou b) de 2.4 (resp. un faisceau en groupes satisfaisant a` l’une
des condition a), b) de 2.4, resp. un champ sur U qui est localement sur X et S image
inverse d’un champ constructible G sur S). Alors on a les conclusions suivantes :
1) (F , q) est cohomologiquement propre relativement a` S en dimension 6 0 (resp.
pour tout morphisme h : S
′
→ S, si m = h(T ), le morphisme canonique :
Θ: m∗(R1t q∗F ) −→ R
1
tq
′
∗F
′
est un isomorphisme, resp. pour tout morphisme S
′
→ S, le morphisme canonique
ξ : m∗(qt∗F ) −→ q
′t
∗F
′
est une e´quivalence).
2) le faisceau q∗F (resp. le faisceau R1tq∗F , resp. le champ q
t
∗F ) est constructible.
Dans le dernier cas, si l’on suppose S localement noethe´rien et G 1-constructible, il
en est de meˆme de qt∗F .
La premie`re partie re´sulte aussitoˆt de 2.4, 2.5 et de la de´monstration de 1.8. De´- 388
montrons 2). Si F est un faisceau d’ensembles constructible sur U satisfaisant a` 2.4 a)
ou 2.4 b), il re´sulte de 2.4 2) que i∗F est constructible ; il en est donc de meˆme de
q∗F = p∗(i∗F ) (SGA 4 XIV 1.1).
Soit F un faisceau en groupes constructible sur U satisfaisant a` 2.4 a) ou 2.4 b)
et prouvons que R1tq∗F est constructible. Par passage a` la limite (EGA IV 8.10.5 et
17.7.8) et en utilisant 1), on peut supposer S noethe´rien. Soit alors Φ le champ sur X
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dont la fibre en tout sche´ma X
′
e´tale sur X est forme´e des torseurs sur U
′
= U×XX
′
,
de groupe F |U , qui sont mode´re´ment ramifie´s sur X relativement a` S ; on a donc
S(it∗Φ) ≃ R
1
t i∗F
et ce faisceau est constructible d’apre`s 2.4 2). Il re´sulte donc de 6.3 ci-dessous que
S(p∗Φ) est constructible, i.e. que R
1
tq∗F est constructible.
Enfin, si F est un champ sur U qui est localement sur X et S image inverse
d’un champ constructible sur S, it∗F est constructible, et il en est donc de meˆme
de qt∗F = p∗(i
t
∗F ). Si de plus S est localement noethe´rien et SG constructible,
S(it∗F ) est constructible d’apre`s 6.3 ; il en est donc de meˆme de S(q∗i
t
∗F ), i.e. de
S(qt∗F ) 6.2.
Corollaire 2.8. — Soit
U
i //
g

X
f~~ ~
~~
~~
~~
S
un diagramme commutatif de sche´mas, dans lequel U est l’ouvert comple´mentaire
dans X d’un diviseur a` croisements normaux relativement a` S, f un morphisme389
propre de pre´sentation finie. Soit L un ensemble de nombres premiers. On suppose g
localement 0-acyclique (resp. localement 1-asphe´rique pour L). Alors, si F est un
faisceau d’ensembles sur U (resp. un faisceau de L-groupes) sur U, localement constant
constructible, mode´re´ment ramifie´ sur X relativement a` S, f∗F (resp. R1tf∗F ) est
localement constant constructible et (F , f) est cohomologiquement propre relativement
a` S en dimension 6 0 (resp. la formation de R1tf∗F commute a` tout changement de
base S
′
→ S). Dans le cas non respe´, si F est un faisceau en groupes, pour toute
spe´cialisation s1 → s2 de points ge´ome´triques de S, le morphisme de spe´cialisation
(R1tf∗F )s2 −→ (R
1
tf∗F )s1
est injectif.
Le corollaire re´sulte aussitoˆt de 2.6 et de 1.14 (resp. de l’analogue de 1.14 pour le
R1tf∗F , lequel se de´montre comme loc. cit. ).
Corollaire 2.9. — Soit
U
i //
g

X
f~~ ~
~~
~~
~~
S
un diagramme commutatif de sche´mas, dans lequel U est l’ouvert comple´mentaire
dans X d’un diviseur a` croisements normaux relativement a` S, f un morphisme
propre lisse de pre´sentation finie. Soit L l’ensemble des nombres premiers distincts des
caracte´ristiques re´siduelles de S. Soit F un faisceau de L-groupes localement constant
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constructible sur U , mode´re´ment ramifie´ sur X relativement a` S. Alors R1f∗F est
localement constant constructible et (F , f) est cohomologiquement propre relativement
a` S en dimension 6 1. 390
Le corollaire re´sulte de 2.8 et du fait que l’on a R1tf∗F = R
1f∗F (2.3 b)).
2.10. Si U est un sche´ma connexe, a un point ge´ome´trique de U , L un ensemble de
nombre premiers, on note
(2.10.0) πL1 (U, a)
la limite projective des quotients finis de π1(U, a) dont les ordres ont tous leurs facteurs
premiers dans L.
Nous allons de´finir des morphismes de spe´cialisation pour le groupe fondamental,
ge´ne´ralisant X.2.
Soit g : U → S un morphisme cohe´rent a` fibres ge´ome´triquement connexes (resp. un
morphisme de la forme g = fi, ou` f : X → S est un morphisme propre de pre´sentation
finie et ou` i : U → X est une immersion ouverte telle que U soit le comple´mentaire
dans X d’un diviseur a` croisements normaux relativement a` S (cf. 2.8)). Soit L un
ensemble de nombres premiers et supposons, dans le cas non respe´, que, pour tout
L-groupe constant fini C, (CU , g) soit cohomologiquement propre relativement a` S en
dimension 6 1. Soient s1 → s2 un morphisme de spe´cialisation de points ge´ome´triques
de S, S le localise´ strict de S en s2, U = U ×S S. On a un diagramme commutatif
Us1
h1 //

U
g

Us1
h2oo

s1 // S s2 .oo
Si a1 est un point ge´ome´trique de Us1 , a2 un point ge´ome´trique de Us2 les morphismes
h1 et h2 de´finissent des morphismes canoniques 391
π1 : π
L
1 (Us1 , a1) −→ π
L
1 (U, a1) π2 : π
L
1 (Us2 , a2) −→ π
L
1 (U, a2)
(resp. π1 : π
t
1(Us1 , a1) −→ π
t
1(U, a1) π2 : π
t
1(Us2 , a2) −→ π
t
1(U, a2))
(V 7 et 2.1.5.2). Les hypothe`ses de proprete´ cohomologique (resp. 2.8) prouvent que
π2 est un isomorphisme. Si l’on choisit une classe de chemins de a1 a` a2, on obtient
un isomorphisme
π12 : π
L
1 (U, a1)
∼
−→ πL1 (U, a2) (resp. π12 : π
t
1(U, a1)
∼
−→ πt1(U, a2))
d’ou` un morphisme π = π−12 π12π1
π : πL1 (Us1 , a1) −→ π
L
1 (Us2 , a2) (resp. π : π
t
1(Us1 , a1) −→ π
t
1(Us2 , a2)).
Changer la classe de chemins de a1 a` a2 revient a` modifier π par un automorphisme
inte´rieur de πL1 (Xs2 , a2) (resp. de π
t
1(Xs2 , a2)). On appellemorphisme de spe´cialisation
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pour le groupe fondamental associe´ au morphisme s1 → s2 et on note simplement
π : πL1 (Xs1) −→ π
L
1 (Xs2) (resp. π : π
t
1(Xs1) −→ π
t
1(Xs2))
l’un des morphismes de´fini ci-dessus.
Lemme 2.11. — Soient f : X → S un morphisme propre de pre´sentation finie, D un
diviseur sur X a` croisements normaux relativement a` S, Y = SuppD, U = X − Y ,
i : U → X le morphisme canonique, s1 → s2 un morphisme de spe´cialisation de points
ge´ome´triques de S, y1 un point ge´ome´trique de Ys1 , y2 un point ge´ome´trique de Ys2 ,
tel que la projection z1 de y1 sur X soit une ge´ne´risation de la projection z2 de y2. Soit
Iy1 un sous-groupe d’inertie de π
t
1(Us1) en y1. Alors l’image de Iy1 par le morphisme
de spe´cialisation
π : πt1(Us1) −→ π
t
1(Us2)
est un sous-groupe d’inertie de πt1(Us2) en y2.392
Soient en effet X (resp. X˜) le localise´ strict de X en y2 (resp. en y1), U = U ×X X
(resp. U˜ = U ×X X˜). On a un morphisme canonique U˜ → U , et il re´sulte de 1.10 que
l’on a un diagramme commutatif
πt1
(
U˜s1
)
π′ //

πt1
(
Us2
)

πt1 (Us1)
π // πt1 (Us2)
ou` π′ est compose´ du morphisme canonique πt1(U˜s1) → π
t
1(Us1) et du morphisme
de spe´cialisation. Comme πt1(U˜s1) (resp. π
t
1(Us1)) est un groupe d’inertie de π
t
1(Us1)
en y1 et (resp. de π
t
1(Us2) en y2), il suffit de prouver que π
′ est surjectif. Mais cela
re´sulte de l’expression obtenue dans 5.6.
Corollaire 2.12. — Soit X une courbe propre et lisse connexe de genre g sur un corps
se´parablement clos k de caracte´ristique p > 0. Soit U l’ouvert obtenu en enlevant
a` X n points ferme´s distincts a1, . . . , an. Alors le groupe fondamental mode´re´ment
ramifie´ πt1(U) (2.1.3) peut eˆtre engendre´ par 2g+n e´le´ments xi, yi, σj, avec 1 6 i 6 g,
1 6 j 6 n, tel que σj soit un ge´ne´rateur d’un groupe d’inertie correspondant a` aj, et
que l’on ait la relation
(∗)
∏
16i6g
(xiyix
−1
i y
−1
i ) ·
∏
16j6n
σj = 1.
Pour tout groupe fini G d’ordre premier a` p, engendre´ par des e´le´ments xi, yi, σj satis-
faisant a` la relation (∗), il existe un reveˆtement e´tale de U , de groupe G, correspondant
a` un homomorphisme πt1(U)→ G qui envoie xi, yi, σj sur xi, yi, σj respectivement. En393
d’autres termes, si p′ de´signe l’ensemble des nombres premiers distincts de p, πp
′
1 (U)
est le pro-p′-groupe engendre´ par les ge´ne´rateurs xi, yi, σj lie´s par la seule relation (∗).
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De´monstration. — On peut supposer k alge´briquement clos. Supposons d’abord k de
caracte´ristique ze´ro. Il existe alors une sous-extension alge´briquement close k′ de k, de
degre´ de transcendance fini sur Q, telle que X provienne par extension des scalaires
d’une courbe propre et lisse X ′ de´finie sur k′, et l’on peut supposer que les points
a1, . . . , an proviennent de points rationnels a
′
1, . . . , a
′
n de X
′. Comme k′ est de degre´
de transcendance fini sur Q, on peut trouver un plongement de k′ dans le corps des
nombres complexes C ; soit U˜ = U ′×k′C. Soit k′′ une extension alge´briquement close
de k′ telle que l’on ait des k′-morphismes de k et de C dans k′′. Si g′ : U ′ → k′ est
le morphisme structural, et si F est un faisceau en groupes constant fini sur U ′′, il
re´sulte de 2.9 que les morphismes de spe´cialisation
(R1g′∗F
′)C −→ (R
1g′∗F
′)k′′ ←− (R
1g′∗F
′)k
sont des isomorphismes. En termes de groupes fondamentaux, cela montre que l’on a
un isomorphisme, de´fini a` automorphisme inte´rieur pre`s
π1(U) −→ π1(U˜),
et il est clair que cet isomorphisme transforme un groupe d’inertie relatif a` un point
de X ′ − U ′ en un groupe d’inertie relatif au meˆme point. On peut donc supposer
que l’on a k = C. Dans ce dernier cas il re´sulte du the´ore`me d’existence de Riemann
(XII 5.2) que le groupe fondamental π1(U) n’est autre que le comple´te´ pour la topolo-
gie des sous-groupes d’indice fini du groupe fondamental de l’espace analytique associe´
a` U . Or ce dernier peut se calculer par voie transcendante [3, ch. 7 §47] ; il peut eˆtre 394
engendre´ par 2g + n e´le´ments xi, yi, σj tels que σj soit l’image d’un ge´ne´rateur du
groupe fondamental local π1(Dj) d’un petit disque centre´ en aj , i.e. un ge´ne´rateur
d’un groupe d’inertie correspondant au point aj , ces e´le´ments satisfaisant a` la seule
relation (∗).
Si maintenant k est de caracte´ristique p > 0, on peut trouver un anneau de valu-
ation discre`te complet A, de corps re´siduel k, de corps des fractions K de caracte´ris-
tique ze´ro, et un sche´ma connexe X1, propre et lisse sur S = SpecA, tel que l’on ait
X1 ×S Spec k ≃ X (III 7.4). Les points aj se rele`vent alors en des sections sj de X1
au-dessus de S ; soit Y1j le sous-sche´ma ferme´ re´duit d’espace sous-jacent sj(S), Y1 la
re´union des Y1j , U1 = X1 − Y1, g1 : U1 → S le morphisme structural. Soient K une
extension alge´briquement close de K, U = U1×SK. Si C est un groupe constant fini,
il re´sulte de 2.8 que le morphisme de spe´cialisation
(R1g1∗CU1)k −→ (R
1g1∗CU1)K
est injectif et meˆme bijectif si C est d’ordre premier a` p. Or cela signifie, en termes
de groupes fondamentaux, que le morphisme de spe´cialisation (1.10)
π : π1(U) −→ π
t
1(U)
est surjectif, et que le morphisme de spe´cialisation
πp
′
1 (U) −→ π
p′
1 (U)
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est bijectif. Enfin, si xi, yi, σj sont des ge´ne´rateurs de π1(U) tels que σj soit un
ge´ne´rateur d’un groupe d’inertie correspondant au point bj = Y1j(K) de X, alors,
d’apre`s 1.11, π(σj) est un ge´ne´rateur d’un groupe d’inertie correspondant a` aj , ce qui
ache`ve la de´monstration.
[Remarque (ajoutée en 2003 (MR)). — Soient k un corps alge´briquement clos de car-
acte´ristique p > 0, X une courbe alge´brique propre lisse sur k, connexe, de genre g,
U un ouvert affine de X , comple´mentaire de r > 1 points rationnels de X . On dispose
du groupe fondamental π1(U), de son quotient π
t
1(U) qui classifie les reveˆtements finis
e´tales de U , mode´re´ment ramifie´s aux points de X−U , et du quotient πp
′
1 (U) de π
t
1(U)
qui classifie les reveˆtements e´tales galoisiens de U , de groupe de Galois d’ordre premier
a` p.
Dans (Coverings of algebraic curves, Amer. J. Math. 79 (1957), p. 825–856)
S. Abhyankar formulait un certain nombre de conjectures sur la structure des groupes
finis, groupes de Galois de reveˆtements finis e´tales de U .
Les conjectures concernant les groupes finis qui sont groupes de Galois de reveˆte-
ments e´tales connexes de U d’ordre premier a` p, sont de´montre´es et pre´cise´es dans
le corollaire 2.12. Avant d’aborder les quotients finis de π1(U), commenc¸ons par don-
ner quelques indications sur la « taille » de ce groupe. Soit X = Spec(A). On sait
que Homcont(π1(U),Z/pZ) est de´crit par la the´orie d’Artin-Schreier (cor. XI 6.9). Ce
groupe est isomorphe a` A/℘(A) ou` ℘ est l’application de A dans A, qui envoie a
sur ap − a. Supposons d’abord que U soit la droite affine A1, d’anneau k[T ]. Soit E
l’ensemble des e´le´ments de k[T ] de la forme
∑
i aiT
i, avec ai = 0 lorsque p divise i.
Il est imme´diat que l’application compose´e E → k[T ] → k[T ]/℘k[T ] est bijective.
De`s lors les coefficients ai, (i, p) = 1, se comportent comme des coordonne´es d’un
espace qui parame`tre les reveˆtements de la droite affine cycliques de degre´ p. En par-
ticulier, on en de´duit que π1(A
1) n’est pas topologiquement de type fini et que, si
l’on effectue une extension k → k′ de corps alge´briquement clos, le morphisme na-
turel π1(A
1×k k′)→ π1(A1), qui est surjectif, n’est pas bijectif, contrairement au cas
propre. Dans le cas ge´ne´ral, la courbe U se re´alise comme sche´ma fini sur la droite
affine et on conclut que les meˆmes phe´nome`nes se produisent pour π1(U) (et d’ailleurs,
plus ge´ne´ralement, pour π1(V ) pour tout k-sche´ma affine connexe V , de type fini, de
dimension > 1).
Ceci e´tant, si G est un groupe fini, notons G(p
′) le plus grand groupe quotient
de G, d’ordre premier a` p. Pour qu’un groupe fini G soit un quotient topologique
de π1(U), il faut que G
(p′) soit un quotient topologique de πp
′
1 (U), condition a` laquelle
on sait en principe re´pondre graˆce au corollaire 2.12. Dans l’article pre´cite´, Abhyankar
conjecture que cette condition ne´cessaire est e´galement suffisante. Cette conjecture a
e´te´ de´montre´e par M. Raynaud dans le cas de la droite affine et par D. Harbater dans
le cas ge´ne´ral (Invent. Math. 116 (1994), p. 425–462 et 117, p. 1–25). Par exemple,
dans le cas de la droite affine πp
′
1 (A
1) = 1 et on conclut qu’un groupe fini G est
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groupe de Galois d’un reveˆtement e´tale connexe de A1 si et seulement si G(p
′) = 1,
c’est-a`-dire si et seulement si G est engendre´ par ses p-sous-groupes de Sylow. Ainsi
tout groupe fini simple d’ordre multiple de p convient.]
3. Proprete´ cohomologique et locale acyclicite´ ge´ne´rique
395
Théorème 3.1. — Soient S un sche´ma irre´ductible de point ge´ne´rique s, X et Y deux
S-sche´mas de pre´sentation finie, f : X → Y un S-morphisme. Pour tout S-sche´ma S′,
on note Y ′, X ′, etc. l’image inverse de Y , X, etc. par le morphisme S′ → S. On a
les proprie´te´s suivantes :
1) a) On peut trouver un ouvert non vide S′ de S tel que, pour tout faisceau
d’ensembles constant fini F ′ sur X ′, f ′∗F
′ soit constructible, et que (F ′, f ′) soit coho-
mologiquement propre relativement a` S′ en dimension 6 0.
b) Soit F un faisceau d’ensembles constructible sur X. Alors on peut trouver un
ouvert non vide S′ de S (de´pendant de F ) tel que f ′∗F
′ soit constructible et que (F ′, f ′)
soit cohomologiquement propre relativement a` S′ en dimension 6 0.
2) Supposons que les sche´mas de type fini de dimension 6 dimXs sur une cloˆture
alge´brique k de k(s) soient fortement de´singularisables (SGA 5 I 3.1.5). Alors on a
de plus les proprie´te´s suivantes :
a) On peut trouver un ouvert non vide S′ de S tel que, pour tout faisceau en
groupes constant fini F ′ sur X ′, d’ordre premier aux caracte´ristiques re´siduelles de S,
si Φ′ est le champ des torseurs sous F ′, f ′∗Φ
′ soit 1-constructible, et que (F ′, f ′) soit
cohomologiquement propre relativement a` S′ en dimension 6 1.
b) Soient L l’ensemble des nombres premiers distincts des caracte´ristiques re´sidu-
elles de S et Φ un ind-L-champ 1-constructible sur X (0), tel que, pour tout sche´ma X1
e´tale sur X et pour tout couple d’objets x, x1 de ΦX1 , le faisceau HomX1(x, x1) soit
constructible. On suppose de plus S localement noethe´rien. Alors on peut trouver un
ouvert non vide S′ de S tel que f ′∗Φ
′ soit 1-constructible, que, pour tout couple d’ob-
jets y, y1 d’une fibre (f
′
∗Φ
′)Y1 , HomY1(y, y1) soit constructible, et que (Φ
′, f ′) soit 396
cohomologiquement propre relativement a` S′ en dimension 6 1.
De´monstration. — On peut suppose S affine ; d’apre`s SGA 4 VIII 1.1, on peut sup-
poser S inte`gre ; enfin, par passage a` la limite, on peut supposer que S est le spectre
d’une alge`bre de type fini sur Z ; en particulier S est alors noethe´rien. Comme la
question est locale sur Y , on peut supposer Y affine. De plus il suffit, pour de´montrer
le the´ore`me, de le faire apre`s extension finie S′ → S, ou` S′ est un sche´ma inte`gre et ou`
S′ → S est compose´ de morphismes e´tales et de morphismes finis radiciels surjectifs.
1) Cas des faisceaux d’ensembles constants
1) 1. Re´duction au cas ou` X est normal sur S. Soit X1s le normalise´ de (Xs)re´d ;
quitte a` restreindre S a` un ouvert non vide et a` faire une extension radicielle de S, on
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peut supposer que X1s provient d’un sche´ma X1 normal sur S, et que le morphisme
X1s → Xs provient d’un morphisme fini surjectif p : X1 → X (EGA IV 8.8.2 et
9.6.1). Supposons le the´ore`me de´montre´ pour fp. Quitte a` restreindre S a` un ouvert,
on peut supposer que, pour tout faisceau d’ensembles constant F sur X , (p∗F, fp)
est cohomologiquement propre relativement a` S en dimension 6 0 et que f∗p∗(p
∗F )
est constructible. D’apre`s 1.9, (p∗p
∗F, f) est alors cohomologiquement propre rela-
tivement a` S en dimension 6 0. Le morphisme
F −→ p∗p
∗F = G
est un monomorphisme. Il en re´sulte de´ja`, f∗F e´tant un sous-faisceau de f∗G, que
f∗F est constructible (SGA 4 IX 2.9 (ii)) et que (F, f) est cohomologiquement propre
relativement a` S en dimension 6 −1.
Soient X2 = X1 ×X X1, q : X2 → X le morphisme canonique. D’apre`s 1.11 1), on397
a une suite exacte
F // G
//
// q∗q
∗F .
D’apre`s ce que l’on vient de de´montrer, applique´ a` fq au lieu de f , on peut sup-
poser, quitte a` restreindre S a` un ouvert non vide, que, pour tout faisceau d’ensembles
constant F sur X , (q∗F, fq) est cohomologiquement propre relativement a` S en di-
mension6 −1, donc que (q∗q∗F, f) est cohomologiquement propre relativement a` S en
dimension 6 −1. Il re´sulte alors de 1.13 1) que (F, f) est cohomologiquement propre
relativement a` S en dimension 6 0.
1) 2. Re´duction au cas ou` X est normal affine sur S.
Soit Us un ouvert affine deXs dense dansXs. Quitte a` restreindre S a` un ouvert non
vide, on peut supposer que Us → Xs se rele`ve en une immersion ouverte i : U → X ,
sche´matiquement dominante relativement a` S (EGA IV 8.9.1). Comme le morphisme
X → S est normal, on a d’apre`s SGA 2 XIV 1.18 :
prof e´tS−U (X) > 2;
par suite, pour tout faisceau constant F sur X , le morphisme canonique
F −→ i∗i
∗F
est un isomorphisme. Il en re´sulte que, si l’on suppose le the´ore`me de´montre´ pour
fi et i, alors, apre`s restriction de S a` un ouvert non vide, (i∗F, i) et (i∗F, fi) sont
cohomologiquement propres relativement a` S en dimension 6 0. Il en est donc de
meˆme de (F, f) (1.6 2)). Comme de plus f∗F = (fi)∗(i
∗F ) est constructible, ceci
ache`ve la re´duction.
1) 3. Fin de la de´monstration.
On peut supposer S normal (EGA IV 7.8.3). On peut trouver une compactification
de Xs :398
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Xs
js
//
fs

Ps
gs~~||
||
||
||
Ys
ou` js est une immersion ouverte dominante et gs un morphisme propre ; quitte a` faire
une extension radicielle de k(s) et a` remplacer Ps par son normalise´, ce qui ne change
pas Xs, on peut supposer Ps ge´ome´triquement normal. Quitte a` restreindre S a` un
ouvert non vide et a` faire une extension radicielle surjective, on peut supposer que le
diagramme ci-dessus provient d’un diagramme
X
j
//
f

P
g
~~
~~
~~
~~
Y
ou` P est un sche´ma normal sur S, j une immersion ouverte sche´matiquement dom-
inante relativement a` S et g un morphisme propre (EGA IV 6.9.1, 9.9.4 et 9.6.1).
Pour tout faisceau d’ensembles constant fini F sur X de valeur C, j∗F est le faisceau
constant de valeur C (SGA 4 2.14.1), et il en est de meˆme apre`s tout changement
de base S′ → S ; il en re´sulte que (F, j) est cohomologiquement propre relativement
a` S en dimension 6 0. Il en est donc de meˆme de (F, f), puisque g est propre (1.8).
Comme g est propre f∗F = g∗CP est constructible, ce qui ache`ve la de´monstration
de 1) a).
2) Cas d’un faisceau d’ensembles constructible
Soit F un faisceau d’ensembles constructible sur X . D’apre`s SGA 4 IX 2.14 (ii),
on peut trouver une famille finie de morphismes pi : Zi → X , et, sur chaque Zi, un
faisceau d’ensembles constant fini Ci, de sorte que l’on ait un monomorphisme 399
j : F −→
∏
i
pi∗Ci = G.
D’apre`s 1) a), on peut supposer, quitte a` restreindre S a` un ouvert non vide, que les
(Ci, fpi) sont cohomologiquement propres relativement a` S en dimension 6 0, et que
les f∗pi∗Ci sont constructibles. On en conclut de´ja` que (G, f) est cohomologiquement
propre relativement a` S en dimension 6 0 (1.9), donc que (F, f) est cohomologique-
ment propre relativement a` S en dimension 6 −1, et que f∗F est constructible. SoitK
la somme amalgame´e K = G
∐
F G ; comme F et G sont constructibles, il en est de
meˆme de K. On conclut donc de ce qui pre´ce`de que, quitte a` restreindre S a` un ouvert
non vide, on peut supposer que (K, f) est cohomologiquement propre relativement a` S
en dimension6 −1. Il re´sulte alors de 1.13 1) que (F, f) est cohomologiquement propre
relativement a` S en dimension 6 0.
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3) Cas des faisceaux en groupes constants
Si F est un faisceau en groupes constant sur X , on note Φ le champ des torseurs
sous F .
3) 1. Montrons d’abord que, quitte a` restreindre S a` un ouvert non vide, pour tout
faisceau en groupes constant F sur X , d’ordre premier aux caracte´ristiques re´siduelles
de S, (F, f) est cohomologiquement propre relativement a` S en dimension 6 0, et que
f∗Φ est constructible.
On se rame`ne pour cela au cas ou` X est lisse sur S. Quitte a` faire une extension
finie de k(s), ce qui est loisible car on peut la conside´rer comme compose´e d’une
extension e´tale et d’une extension radicielle, on peut trouver un morphisme propre
surjectif ps : X1s → Xs, ou` X1s est un sche´ma lisse sur S de meˆme dimension que Xs,
et, quitte a` restreindre S a` un ouvert non vide, on peut supposer que ps provient d’un
morphisme propre surjectif p : X1 → X , ou` X1 est un sche´ma lisse sur S (EGA IV400
9.6.1 et 12.1.6). Soient X2 = X1 ×X X1, q : X2 → X le morphisme canonique. On a
un diagramme exact de champs sur X
Φ // p∗p
∗Φ // // q∗q
∗Φ
(1.11 2)). Le the´ore`me e´tant suppose´ de´montre´ dans le cas lisse, on voit tout d’abord
que l’on peut supposer f∗p∗p
∗Φ constructible ; il en est donc de meˆme de f∗Φ (3.1.1 ci-
dessous). De plus, d’apre`s 1.6 2), on peut supposer (p∗p
∗Φ, f) cohomologiquement pro-
pre relativement a` S en dimension 6 0 ; il en re´sulte que (Φ, f) est cohomologiquement
propre relativement a` S en dimension 6 −1. On peut donc supposer que (q∗q∗Φ, f) est
cohomologiquement propre relativement a` S en dimension 6 −1, et cela entraˆıne que
(Φ, f) est cohomologiquement propre relativement a` S en dimension 6 0 (1.12 1)).
On se rame`ne ensuite comme dans 1) 2 au cas ou` X est lisse et affine sur S. Soit
alors
X
i //
f

P
q
~~
~~
~~
~~
Y
une compactification de X , ou` i est une immersion ouverte dominante et q un mor-
phisme propre. Comme on a dimPs = dimXs, on peut appliquer l’hypothe`se de
re´solution des singularite´s a` Ps. Quitte a` faire une extension e´tale et une extension
radicielle de S, on peut trouver un morphisme propre r : Z → P , ou` Z est lisse sur S,
r−1(X) ≃ X , et ou` r−1(X) est le comple´mentaire dans Z d’un diviseur a` croisements
normaux relativement a` S. Tout torseur sous F est alors mode´re´ment ramifie´ sur Z
relativement a` S (2.3 b)). Il re´sulte donc de 2.7 que (F, f) est cohomologiquement
propre relativement a` S en dimension 6 0, ce qui de´montre notre assertion.
3. PROPRETE´ COHOMOLOGIQUE ET LOCALE ACYCLICITE´ GE´NE´RIQUE 297
3) 2. Re´duction au cas ou` X est lisse sur S. 401
Quitte a` faire une extension finie de k(s), on peut trouver un morphisme propre
surjectif ps : X1s → X , ou` X1s est un sche´ma lisse sur s, et on peut supposer que ps
provient d’un morphisme propre surjectif p : X1 → X , ou`X1 est lisse sur S. Supposons
le the´ore`me de´montre´ pour fp et montrons-le pour f . Soit F un faisceau en groupes
constant fini surX , d’ordre premier aux caracte´ristiques re´siduelles de S et Φ le champ
des torseurs sous F . Soient X2 = X1 ×X X1, X3 = X1 ×X X1 ×X X1, q : X2 → X ,
r : X3 → X les morphismes canoniques. D’apre`s 1.11 2), on a un diagramme exact de
champs
Φ // p∗p
∗Φ //// q∗q
∗Φ
//
//
// r∗r
∗Φ .
Pour prouver que (Φ, f) est cohomologiquement propre relativement a` S en dimension
6 1, il suffit de montrer qu’il en est de meˆme de (p∗p
∗Φ, f), que (q∗q
∗Φ, f) est coho-
mologiquement propre relativement a` S en dimension 6 0 et que (r∗r
∗Φ, f) est coho-
mologiquement propre relativement a` S en dimension 6 −1 (1.12 2)). D’apre`s 3) 1 ci-
dessus on peut supposer que, pour tout faisceau en groupes constant fini F , (q∗Φ, fq),
(q∗Φ, q), (r∗Φ, fr), (r∗Φ, r) sont cohomologiquement propres relativement a` S en di-
mension6 0. Il re´sulte alors de 1.6 2) que (q∗q
∗Φ, f) et (r∗r
∗Φ, f) sont cohomologique-
ment propres relativement a` S en dimension 6 0. Le the´ore`me e´tant suppose´ de´mon-
tre´ dans le cas lisse, (p∗Φ, fp) et (p∗Φ, p) donc aussi (p∗p
∗Φ, f) (1.6 2)) sont coho-
mologiquement propres relativement a` S en dimension 6 1. Ceci montre bien que
(Φ, f) est cohomologiquement propre relativement a` S en dimension 6 1.
De plus f∗p∗p
∗Φ est 1-constructible par hypothe`se ; d’apre`s 3.1 on peut supposer
que f∗q∗q
∗Φ est constructible ; il re´sulte donc de 3.1.1 ci-dessous que f∗Φ est 1-
constructible.
3) 3. Re´duction au cas ou` X est lisse affine sur S. 402
D’apre`s 3) 2, on peut supposerX lisse sur S. Soit (Ui)i∈I un recouvrement fini deX
par des ouverts affines, et soit X1 la somme directe des Ui, p : X1 → X le morphisme
canonique. Comme p est un morphisme de descente effective pour la cate´gorie des
faisceaux e´tales de type fini sur des sche´mas variables, on voit comme dans 3) 2 que,
si l’on suppose le the´ore`me de´montre´ pour les Ui, i.e. pourX1, il est aussi vrai pourX .
3) 4. Cas ou` X est lisse affine sur S.
On voit comme dans 3)1 que, quitte a` restreindre S a` un ouvert non vide et a` faire
une extension e´tale et une extension radicielle surjectives de S, on peut trouver un
diagramme commutatif
X
i //
f

P
q
~~
~~
~~
~~
Y
ou` P est un sche´ma lisse sur S, X le comple´mentaire dans P d’un diviseur a` croise-
ments normaux relativement a` S et g un morphisme propre. Si F est un faisceau
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constant d’ordre premier aux caracte´ristiques re´siduelles de S, tout torseur sous F
est mode´re´ment ramifie´ sur P relativement a` S (2.3 b)). Le fait que (F, f) soit coho-
mologiquement propre relativement a` S en dimension6 1 et que f∗Φ soit constructible
re´sulte alors de 2.7.
4) De´monstration de 2) b)
4) 1. Cas ou` Φ est une gerbe.
On peut trouver un morphisme e´tale surjectif de type fini p : X1 → X , tel que p∗Φ
soit un gerbe triviale. Par descente, comme dans 3) 2, on voit qu’il suffit de prouver le
the´ore`me pour X1, X1 ×X X1 et X1 ×X X1 ×X X1. On est donc ramene´ au cas ou` Φ403
est le gerbe des torseurs sous un faisceau en groupes constructible F , dont les fibres
sont d’ordre premier aux caracte´ristiques re´siduelles de S.
D’apre`s SGA 4 IX 2.14, on peut trouver une famille finie de morphismes finis
pi : Zi → X , et, pour chaque i, un faisceau en groupes constant fini Ci, d’ordre premier
aux caracte´ristiques re´siduelles de S, de sorte que l’on ait un monomorphisme
j : F −→
∏
i
pi∗Ci = G.
Soit Φi le champ de torseurs sous Ci et Ψ le champ des torseurs sous G. Il re´sulte
de 2) a) que, quitte a` restreindre S a` un ouvert non vide, on peut supposer que les
(Ci, fpi) sont cohomologiquement propres relativement a` S en dimension 6 1, et que
les champs f∗pi∗Φi sont 1-constructibles. Il re´sulte alors de 1.9 que les (pi∗Ci, f) sont
cohomologiquement propres relativement a` S en dimension 6 1 ; il en est donc de
meˆme de (G, f). De plus, comme pi∗Φi est e´quivalent au champ des torseurs sous le
groupe pi∗Ci (SGA 4 VIII 5.8), on voit que f∗Ψ est 1-constructible.
Comme R1f∗G est constructible, on peut trouver un faisceau repre´sentable par un
Y -sche´ma e´tale de type fini T et un e´pimorphisme
a : T −→ R1f∗G
(SGA 4 IX 2.7) ; de plus on peut supposer que l’image de la section identique de T (T )
est de´finie par un torseur Q sur X×Y T = XT , de groupe G|XT . Soient fT : XT → T
le morphisme canonique, FT = F |XT , etc. D’apre`s 1) b) on peut supposer, quitte a`
restreindre S a` un ouvert non vide, que (Q/FT , fT ) est cohomologiquement propre
relativement a` S en dimension 6 0 et que fT∗(Q/FT ) est constructible. Il re´sulte alors
de 3.1.2 que f∗Ψ est constructible.
Montrons que (F, f) est cohomologiquement propre relativement a` S en dimension404
6 1. D’apre`s 1.13 2) il suffit de prouver que, pour tout sche´ma Y1 e´tale sur Y et pour
tout torseur Q1 sur X1 = X ×Y Y1, si f1 : X1 → Y1 est le morphisme canonique, alors
(Q1/F1, f1) est cohomologiquement propre relativement a` S en dimension 6 0. Or,
par de´finition de T , Q1 est, localement pour la topologie e´tale de Y1, image inverse
de Q, ce qui de´montre notre re´duction.
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4) 2. Cas ge´ne´ral.
On voit en utilisant le lemme 6.1.1, 4) 1 et 1) a) que, quitte a` restreindre S a` un
ouvert non vide, on peut supposer S(f∗Φ) constructible et (SΦ, f) cohomologique-
ment propre relativement a` S en dimension 6 0. On peut alors trouver un faisceau
repre´sentable par un Y -sche´ma e´tale de type fini T et un e´pimorphisme
a : T −→ S(f∗Φ).
On reprend les notations de 4) 1, et on pose de plus Z = T ×Y T , XZ = X ×Y Z
et on note fZ : XZ → Z le morphisme canonique. On peut supposer T choisi de
sorte que l’image q de la section identique de T (T ) par a soit de´finie par un objet p
de (f∗Φ)T = ΦXT . Soient p1 et p2 (resp. q1 et q2) les images inverses de p (resp. q)
par les deux projections de Z dans T . On peut supposer, quitte a` restreindre S a`
un ouvert non vide, que (AutXT (p), fT ) est cohomologiquement propre relativement
a` S en dimension 6 1, que (HomXZ (p1, p2), fZ) est cohomologiquement propre rel-
ativement a` S en dimension 6 0, et que fT∗(AutXT (p)), fZ∗(HomXZ (p1, p2)) sont
constructibles ( a) 1) et 4) 1)).
On en de´duit d’abord que, pour tout sche´ma Y1 e´tale sur Y et pour tout cou-
ple d’objets y, y1 de (f∗Φ)Y1 , le faisceau AutY1(y) (resp. HomY1(y, y1)) est con-
structible, un tel faisceau e´tant, localement pour la topologie e´tale de Y1, image inverse
de fT∗(AutXT (p)) (resp. de fZ∗(HomXZ (p1, p2))).
Il reste a` prouver que (Φ, f) est cohomologiquement propre relativement a` S en 405
dimension 6 1. Il suffit pour cela de montrer que, pour tout S′-sche´ma S et pour tout
point ge´ome´trique y′ de Y , si l’on note Y le localise´ strict de Y en y′, X = X ×Y Y ,
etc., alors le foncteur canonique
ϕ : Φ(X) −→ Φ′(X ′)
est une e´quivalence de cate´gories.
Montrons que ϕ est pleinement fide`le. Soient x, y ∈ Φ(X), x′, y′ leurs images dans
Φ′(X ′) et montrons que le morphisme canonique
(∗) HomX(x, y) −→ HomX′(x
′, y′)
est bijectif. Par de´finition de T il existe deux morphismes de Y dans T tels que x et y
soient les images inverses de p par ces deux morphismes. Cela revient a` dire qu’il y a
un morphisme Y → Z, d’ou` un morphisme h : X → XZ tel que l’on ait
h∗(p1) = x h
∗(p2) = y.
Par suite on a un isomorphisme canonique
HomX(x, y) = h
∗(HomXZ (p1, p2)).
mais, compte tenu du fait que (HomXZ (p1, p2), fZ) est cohomologiquement propre
relativement a` S en dimension 6 0, on voit qu’il en est de meˆme de (HomX(x, y), f),
ce qui prouve que le morphisme (∗) est bijectif.
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Montrons que ϕ est essentiellement surjectif. Soit x′ ∈ Φ′(X ′). Comme (SΦ, f)
est cohomologiquement propre relativement a` S en dimension 6 0, le morphisme
canonique
H0(X,SΦ) −→ H0(X ′, SΦ
′
)
est bijectif. Soit G′ la sous-gerbe maximale de Φ′ engendre´e par x′ ; il existe alors une
sous-gerbe maximale G de Φ dont l’image inverse sur X ′ est G′. D’apre`s 4) 1 (G, f) est
cohomologiquement propre relativement a` S en dimension 6 1 ; par suite le foncteur
canonique
G(X) −→ G′(X ′)
est une e´quivalence de cate´gories, ce qui prouve l’existence d’un e´le´ment x de Φ(X)406
dont l’image dans Φ′(X ′) soit isomorphe a` x′ et ache`ve la de´monstration du the´ore`me.
Lemme 3.1.1. — Soient S un sche´ma localement noethe´rien et
Φ
p
// Φ1
p1, p2
//
// Φ2
un diagramme exact de champs sur S (1.10.1). Si Φ1 est constructible, il en est de
meˆme de Φ. Si, pour tout sche´ma S′ e´tale sur S et pour tout couple d’objets x1, y1
de (Φ1)S′ le faisceau HomS′(x1, y1) est constructible, alors, pour tout couple d’objets
x, y de ΦS′ , il en est de meˆme de HomS′(x, y). Supposons que Φ1 soit 1-constructible
(0) et que Φ2 soit constructible, alors Φ est 1-constructible.
Pour tout sche´ma S′ e´tale sur S et pour tout objet x de ΦS′ , on a un monomor-
phisme
AutS′(x) −→ AutS′(p(x)).
Il re´sulte donc de SGA 4 IX 2.9 que, si Φ1 est constructible, il en est de meˆme de Φ,
et la deuxie`me assertion du lemme se de´montre de la meˆme fac¸on.
Supposons maintenant Φ1 1-constructible et Φ2 constructible. Le morphisme p
induit sur les faisceaux de sous-gerbes maximales un morphisme
ϕ : SΦ −→ SΦ1.
Soit G l’mage de SΦ par ϕ ; d’apre`s SGA 4 IX 2.9, G est un faisceau constructible.
On peut donc trouver un faisceau repre´sentable par un S-sche´ma e´tale de type fini T
et un e´pimorphisme
a : T −→ G
(SGA 4 IX 2.7). De plus on peut choisir T de sorte que l’image y de section identique407
de T (T ) par a soit de´finie par un objet x1 de (Φ1)T de la forme x1 = p(x), ou` x ∈ ΦT .
Il suffit de montrer que, pour tout point s de S, il existe un ouvert non vide U
de {s} tel que SΦ|U soit localement constant constructible. Soient s ∈ S, s un point
ge´ome´trique au-dessus de s et y1, . . . , yn les e´le´ments de Gs. Par de´finition de T il
existe des morphismes hi : s→ T tels que l’on ait h∗i (y) = yi. Soit S
′ le produit fibre´
sur S de n sche´mas isomorphes a` T , h : s → S′ le produit fibre´ des hi, yi (resp. xi)
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l’image inverse de y (resp. x) par la i-e`me projection de S′ sur T . Soit Fi le sous-
faisceau de SΦ|S′ image re´ciproque de yi et montrons que les Fi sont constructibles.
Le faisceau Fi est un quotient du faisceau F
′
i tel que, pour tout sche´ma S
′′ e´tale
au-dessus de S′, on ait
F ′i (S
′′) = {classes mod. isomorphisme d’objet z de ΦS′′ muni
d’un isomorphisme i : p(z) ≃ p(xi|S
′′)}.
Il suffit de montrer que les F ′i sont constructibles. Or, si l’on pose zi = p1p(xi),
z′i = p2p(xi), on a un monomorphisme
Ψi : F
′
i −→ IsomS′(zi, z
′
i),
obtenu en associant, a` tout sche´ma S′′ e´tale sur S′ et a` tout objet z de ΦS′′ tel que
l’on ait un isomorphisme i : p(z) ≃ p(xi|S′′), l’isomorphisme de zi dans z′i de´fini par
la condition que le diagramme
p1p(z)
p1(i)
//
j

zi

p2p(z)
p2(i)
// z′i
soit commutatif (j est le morphisme canonique associe´ au diagramme exact). 408
Le morphisme Ψi est injectif car dire que deux objets z, z
′, tels que l’on ait des iso-
morphismes i : p(z)
∼
−→ p(xi|S′′), i′ : p(z′)
∼
−→ p(xi|S′′), de´finissent le meˆme e´le´ment
de IsomS′′(zi, z
′
i) revient a` dire que l’on a p1(i
′−1i) = p2(i
′−1i), i.e. que i′−1i provient
d’un isomorphisme z → z′. Le faisceau F ′i e´tant un sous-faisceau de IsomS′(zi, z
′
i) est
constructible.
Comme on peut trouver un ouvert non vide U de {s} tel que y1|U, . . . , yn|U engen-
drent G, il re´sulte du lemme 6.1.2 ci-dessous que SΦ|U est constructible, donc, quitte
a` restreindre U , SΦ|U est localement constant constructible.
Lemme 3.1.2. — Soient S un sche´ma localement noethe´rien, f : X → S un mor-
phisme, F → G un monomorphisme de faisceaux en groupes sur X, Ψ (resp. Ψ1)
le champ des torseurs sous F (resp. sous G), Φ = f∗Ψ, Φ1 = f∗Ψ1. On suppose
donne´ un faisceau sur S repre´sentable par un S-sche´ma e´tale de type fini T et un
morphisme surjectif
a : T −→ SΦ1 ≃ R
1f∗G,
de sorte qu’il existe un torseur Q sur XT = X ×S T de groupe G|XT qui de´finisse
dans R1f∗G(T ) l’image par a de la section identique de T (T ). Soit fT : XT → T le
morphisme canonique et posons FT = F |XT . On suppose que Φ1 est 1-constructible
et que fT∗(Q/FT ) est constructible. Alors Φ est 1-constructible.
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Il suffit en effet de recopier la de´monstration de 3.1.1, le fait que l’on ait des
morphismes Ψi e´tant remplace´ par le fait que l’on a des isomorphismes
F ′i
∼
−→ f∗(Q/FT )|S
′.
Remarque 3.1.3. — Supposons que k = k(s) soit de caracte´ristique nulle ; alors les409
sche´mas de type fini sur k de dimension 6 dimX sont fortement de´singularisables et
la de´monstration de 3.1 permet de prouver les re´sultats suivants :
a) Il existe un ouvert non vide S1 de S tel que, pour tout sche´ma S
′ au-dessus
de S1 dont les points maximaux sont de caracte´ristique nulle et pour tout faisceau
d’ensembles localement constant constructible F sur X ′ = X ×S S′, (F, f ′) soit coho-
mologiquement propre relativement a` S′ en dimension 6 0.
b) Si toutes les caracte´ristiques re´siduelles de S sont nulles, il existe un ouvert non
vide S1 de S tel que, pour tout sche´ma S
′ au-dessus de S1 et pour tout faisceau en
groupes localement constant constructible F sur X ′, (F, f ′) soit cohomologiquement
propre relativement a` S′ en dimension 6 1.
Il suffit en effet de recopier la de´monstration de 3.1.2) a). La proposition 2.7 utilise´e
dans 3) 4 s’applique au cas d’un faisceau localement constant F , car, reprenant les
notations de 3) 4, tout torseur sous F est mode´re´ment ramifie´ sur P relativement a` S
puisque toutes les caracte´ristiques re´siduelles de S sont nulles.
Corollaire 3.2. — Soient k un corps de caracte´ristique p > 0, p′ l’ensemble des nom-
bres premiers distincts de p, f : X → k un morphisme cohe´rent.
1) Pour tout faisceau d’ensembles F , (F, f) est cohomologiquement propre en di-
mension 6 0.
2) Supposons satisfaite l’une des deux conditions suivantes :
a) f est de type fini et les sche´mas de type fini de dimension 6 dimX sur
une cloˆture alge´brique de k sont fortement de´singularisables.
b) Les sche´mas de type fini sur une cloˆture alge´brique de k sont fortement410
de´singularisables.
Alors, pour tout faisceau de ind-p′-groupe F , (F, f) est cohomologiquement propre en
dimension 6 1.
Soit F un faisceau d’ensembles (resp. de ind-p′-groupes). D’apre`s SGA 4 IX 2.7.2
on peut e´crire F comme limite inductive filtrante
F = lim
−→
Fi,
ou` les Fi sont des faisceaux d’ensembles (resp. de ind-p
′-groupes) constructibles.
Comme f est cohe´rent, f∗ (resp. R
1f∗) commute aux limites inductives (SGA 4
VII 3.3). Si l’on sait que les (Fi, f) sont cohomologiquement propres en dimension
6 0 (resp. que tout faisceau d’ensemble est cohomologiquement propre en dimension
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6 0 et que les (Fi, f) sont cohomologiquement propres en dimension 6 1), il en sera
de meˆme de (F, f). On peut donc supposer F constructible.
Si l’on suppose f de type fini (resp. satisfaisant a` a)), la proposition re´sulte de
3.1 1) b) (resp. de 3.1 2) b)). Prouvons maintenant 3.2 quand on ne suppose plus f de
type fini. Pour tout sche´ma S′ au-dessus de k et pour tout point ge´ome´trique s de S′,
on note k (resp. S′) le localise´ strict de k en s (resp. de S′ en s), X l’image inverse
de X sur k, et on conside`re le carre´ carte´sien
X
f

X ′
g
oo
f
′

k S′oo
Il suffit de prouver que, pour tout S′, pour tout s, le morphisme canonique
H0(X,F ) −→ H0(X ′, F ′) (resp. H1(X,F ) −→ H1(X ′, F ′))
est un isomorphisme. Il suffit de montrer que l’on a les relations 411
(∗) F ≃ g∗g
∗F (resp. R1g∗(g
∗F ) = 0).
Or, sous cette forme, la question est locale sur X pour la topologie e´tale. On peut
donc supposer X affine ; par passage a` la limite on peut supposer X de type fini sur k.
On sait alors que (F, f) est cohomologiquement propre en dimension 6 0 (resp. 6 1)
et qu’il en est de meˆme quand on remplace X par un sche´ma e´tale de type fini sur X ,
ce qui prouve (∗).
Théorème 3.3. — Soient S un sche´ma irre´ductible de point ge´ne´rique s, f : X → S un
morphisme de pre´sentation finie. Supposons que les sche´mas de type fini de dimension
6 dimXs sur une cloˆture alge´brique k de k soient de´singularisables (EGA IV 7.9.1).
Alors, si L de´signe l’ensemble des nombres premiers distincts des caracte´ristiques
re´siduelles de S, on peut trouver un ouvert non vide S1 de S tel que le morphisme
f |S1 soit universellement localement 1-asphe´rique pour L.
On peut supposer S inte`gre et X re´duit (SGA 4 VIII 1.1). Par passage a` la limite
on peut supposer S noethe´rien. De plus, pour de´montrer le the´ore`me, il suffit de le
faire apre`s extension finie S1 → S, ou` S1 est un sche´ma inte`gre et ou` S1 → S est
compose´ d’extensions e´tales et d’extensions radicielles surjectives.
Montrons d’abord que, quitte a` restreindre S a` un ouvert non vide, f est uni-
versellement localement 0-acyclique. Quitte a` faire une extension radicielle de k(s),
on peut supposer que le morphisme (Xs)re´d → s est se´parable ; on peut donc supposer,
quitte a` restreindre S a` un ouvert non vide et a` faire une extension radicielle surjective
de S, que le morphisme f est plat, a` fibres ge´ome´triques se´parables (EGA IV 12.1.1),
ce qui entraˆıne que f est universellement 0-acyclique (SGA 4 XV 4.1).
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Montrons que, quitte a` restreindre S a` un ouvert non vide, f est universellement
localement 1-asphe´rique pour L. Quitte a` faire une extension finie de k(s), ce qui412
est loisible car on peut la conside´rer comme compose´e d’une extension e´tale et d’une
extension radicielle, on peut trouver un morphisme propre surjectif ps : Ys → Xs, ou`
Ys est un sche´ma lisse sur S, de meˆme dimension que Xs, et on peut supposer que ps
provient d’un morphisme propre surjectif p : Y → X , ou` Y est un sche´ma lisse sur S
(EGA IV 9.6.1 et 12.1.6). Il suffit de montrer que, quitte a` restreindre S a` un ouvert
non vide, pour tout diagramme a` carre´s carte´siens
S′′
i

X ′′
j

f ′′
oo
S′

X ′

f ′
oo
S X,
f
oo
ou` i est e´tale de pre´sentation finie, et pour tout faisceau de ind-L-groupes F sur S′′,
si Φ est le champ des torseurs sous F , alors le morphisme canonique
f ′
∗
i∗Φ −→ j∗f
′′∗Φ
est une e´quivalence. Soient Z = Y ×X Y, T = Y ×X Y ×X Y . On a de fac¸on naturelle
un diagramme commutatif
S′′
i

X ′′
f ′′
oo
j

Y ′′
p′′
oo

Z ′′

oo
oo T ′′

oo
oo
oo
S′

X ′
f ′
oo

Y ′

p′
oo Z ′

oo
oo T ′

oo
oo
oo
S X
f
oo Y
p
oo Z ′
oo
oo T ′oo
oo
oo
Soient q : Z → X et r : T → X les morphismes canoniques, les notations q′, r′, q′′, r′′413
ayant un sens e´vident. D’apre`s 1.11 2), on a le diagramme essentiellement commutatif
suivant, dont les lignes sont exactes :
f ′∗i∗Φ //
a

p′∗p
′∗(f ′∗i∗Φ)
b

//
// q′∗q
′∗(f ′∗i∗Φ)
c

//
//
//
r′∗r
′∗(f ′∗i∗Φ)
d

j∗f
′′∗Φ // j∗p
′′
∗p
′′∗(f ′′∗Φ) //// j∗q
′′
∗ q
′′∗(f ′′∗Φ) // //
//
j∗r
′′
∗ r
′′∗(f ′′∗Φ)
Comme Y est lisse sur S, le morphisme fp est universellement localement 1-asphe´rique
pour L (SGA XV 2.1), et il re´sulte de [2, VII 2.1.7] que b est une e´quivalence de
cate´gories. D’autre part, quitte a` restreindre S a` un ouvert non vide, on peut supposer
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que les morphismes Z → S et T → S sont universellement localement 0-acycliques. Il
en re´sulte que les foncteurs c et d sont pleinement fide`les, et le diagramme ci-dessus
montre alors que a est une e´quivalence, ce qui ache`ve la de´monstration.
Corollaire 3.4. — Soient k un corps de caracte´ristique p > 0, p′ l’ensemble des nom-
bres premiers distincts de p, f : X → k un morphisme cohe´rent. Supposons satisfaite
l’une des deux conditions suivantes :
a) f est de type fini et les sche´mas de type fini de dimension 6 dimX sur une
cloˆture alge´brique de k sont de´singularisables.
b) Les sche´mas de type fini sur une cloˆture alge´brique de k sont de´singularisables.
Alors f est universellement localement 1-asphe´rique pour p′.
Le cas a) re´sulte de 3.3. Dans le cas b), la question e´tant locale sur X , on peut
supposer X affine ; par passage a` la limite (SGA 4 XV 1.3), on se rame`ne au cas ou`
X est de type fini sur k.
Corollaire 3.5. — Soient S un sche´ma irre´ductible de point ge´ne´rique s, f : X → S un 414
morphisme de pre´sentation finie. Supposons que les sche´mas de type fini de dimen-
sion 6 dimXs sur une cloˆture alge´brique k de k(s) soient fortement de´singularisables
(SGA 5 I 3.1.5). Si L de´signe l’ensemble des nombres premiers distincts des caracte´ris-
tiques re´siduelles de S, on peut trouver un ouvert non vide S1 de S tel que, pour toute
spe´cialisation s1 → s2 de points ge´ome´triques de S1, le morphisme de spe´cialisation
(2.10)
πL1 (Xs1) −→ π
L
1 (Xs2)
soit bijectif.
D’apre`s 3.1 et 3.3, on peut, quitte a` restreindre S a` un ouvert non vide, supposer
que f est localement 1-asphe´rique pour L, et que, pour tout faisceau de L-groupes
constant fini F sur X , (F, f) est cohomologiquement propre en dimension 6 1. Il
re´sulte alors de 1.14 que, pour toute spe´cialisation s1 → s2 de points ge´ome´triques
de S1, le morphisme de spe´cialisation(
R1f∗F
)
s2
−→
(
R1f∗F
)
s1
est bijectif. Le corollaire n’est autre que la traduction de ce qui pre´ce`de en termes de
groupes fondamentaux.
4. Suites exactes d’homotopie
4.0. Soient X et S deux sche´mas connexes, f : X → S un morphisme, a un point
ge´ome´trique de X , L un ensemble de nombres premiers. Soit K le noyau de l’homo-
morphisme canonique π1(X, a)→ π1(S, a) etN le plus petit pro-sous-groupe distingue´
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de K tel que K/N soit un pro-L-groupe KL. Alors N est distingue´ dans π1(X, a) et
on note
π′1(X, a)
le quotient de π1(X, a) par N . Si a est un point ge´ome´trique d’une fibre415
ge´ome´trique Xs, les morphismes canoniques
π1(Xs, a) −→ π1(X, a) −→ π1(S, a)
permettent de de´finir des morphismes canoniques
πL1 (Xs, a)
u
−−−→ π′1(X, a)
v
−−−→ π1(S, a)
On a vu = 0.
Proposition 4.1. — Soient S un sche´ma connexe, f : X → S un morphisme localement
0-acyclique (SGA 4 XV 1.11) ; supposons de plus f 0-acyclique (ce qui, lorsque f
est cohe´rent, revient a` dire que les fibres ge´ome´triques de f sont connexes (SGA 4
XV 1.16)). Soit L un ensemble de nombres premiers. Si S′ est un sche´ma e´tale sur S,
on note X ′, f ′ les images inverses de X, f sur S′. Supposons que, pour tout reveˆtement
e´tale S′ de S et pour tout reveˆtement e´tale E de X ′, quotient d’un reveˆtement galoisien
de groupe un L-groupe, (E, f ′) soit cohomologiquement propre relativement a` S′ en
dimension 6 0 et f ′∗E constructible. Alors, si s est un point ge´ome´trique de S et a un
point ge´ome´trique de la fibre Xs, la suite d’homomorphismes de groupes
(4.1.1) πL1 (Xs, a)
u
−−−→ π′1(X, a)
v
−−−→ π1(S, a) −→ 1
est exacte
Cet e´nonce´ ge´ne´ralise X.1.4, dont on va copier la de´monstration.
Montrons d’abord que v est surjectif. Il suffit de montrer que, pour tout reveˆtement
e´tale connexe S′ de S,X ′ est aussi connexe (V 6.9). Soit C un ensemble ayant au moins
deux e´le´ments. Il re´sulte du fait que f est 0-acyclique que le morphisme canonique
H0(S′, CS′) −→ H
0(X ′, CX′)
est bijectif, donc que X ′ est connexe, d’ou` la surjectivite´ de v.
Par de´finition de KL (4.0), on a la suite exacte416
1 −→ KL −→ π′1(X, a) −→ π1(S, a) −→ 1
Soient S˜ le reveˆtement universel de S et X˜ = S˜ ×S X ; le groupe KL classe les
reveˆtements galoisiens P de groupe un L-groupe, tels qu’il existe un reveˆtement e´tale
S′ de S et un reveˆtement galoisienQ deX ′ = X×SS′ tels que l’on ait un isomorphisme
P ≃ Q×X′ X˜. Pour que la suite (4.1.1) soit exacte, il faut et il suffit que le morphisme
canonique
πL1 (Xs, a) −→ K
L
soit surjectif. D’apre`s l’interpre´tation de KL cela revient a` dire que, pour tout reveˆte-
ment e´tale S′ de S et pour tout reveˆtement galoisien Q de X ′ de groupe un L-groupe,
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tel que P = Q ×X′ X˜ soit connexe, alors Q|Xs est connexe. Montrons que cette
dernie`re condition est satisfaite. Soient en effet S′ un reveˆtement e´tale de S, Q un
reveˆtement galoisien de X ′ de groupe un L-groupe F , tel que Q|Xs soit disconnexe et
montrons que, quitte a` remplacer S′ par un reveˆtement e´tale, Q devient disconnexe.
Il existe un sous-groupe G de F distinct de F et un torseur R sous G|Xs tel que
Q|Xs s’obtienne par extension du groupe structural G→ F a` partir de R. Le reveˆte-
ment e´tale E = Q/G de X ′ est tel que E|Xs ait une section. D’apre`s 1.16 f∗E est
localement constant constructible et, quitte a` remplacer S′ par un reveˆtement e´tale,
on peut meˆme supposer que f∗E est constant. Comme (E, f
′) est cohomologiquement
propre relativement a` S′ en dimension 6 0 et comme H0(Xs, E|Xs) est non vide, on
voit que E a une section. Mais ceci prouve que Q est disconnexe, ce qui ache`ve la
de´monstration.
On de´duit de 4.1 le lemme suivant, qui sera utilise´ dans 4.6.
Lemme 4.2. — Soient S un sche´ma connexe, f : X → S un morphisme localement
0-acyclique et 0-acyclique, L un ensemble de nombres premiers. Supposons que, pour 417
tout faisceau de L-groupes constant fini F sur X, (F, f) soit cohomologiquement propre
relativement a` S en dimension 6 1, et que, pour tout reveˆtement e´tale S′ de S et pour
tout reveˆtement e´tale E de X ′, quotient d’un reveˆtement galoisien de groupe un L-
groupe, f ′∗E soit constructible. Alors, si s est un point ge´ome´trique de S et a un point
ge´ome´trique de la fibre Xs, la suite d’homomorphismes de groupes
πL1 (Xs, a) −→ π
′
1(X, a) −→ π1(S, a) −→ 1
est exacte.
les hypothe`ses de 4.1 sont satisfaites. Il re´sulte en effet de 1.13 3) que, pour tout
sche´ma S′ e´tale sur S et pour tout reveˆtement e´tale E deX ′, quotient d’un reveˆtement
galoisien de groupe un L-groupe, (E, f ′) est cohomologiquement propre relativement
a` S′ en dimension 6 0.
Proposition 4.3. — Soient S un sche´ma connexe, L un ensemble de nombres pre-
miers, f : X → S un morphisme 0-acyclique, localement 1-asphe´rique pour L (SGA 4
XV 1.11), g : S → X une section de f . Soient s un point ge´ome´trique de S, a un
point ge´ome´trique de la fibre Xs. On suppose que, pour tout faisceau de L-groupes
constant F , (F, f) est cohomologiquement propre en dimension 6 1, que l’image di-
recte par f du champ des torseurs sous F est un champ 1-constructible (0) et que,
pour tout reveˆtement e´tale E de X ′, quotient d’un reveˆtement galoisien de groupe un
L-groupe, f ′∗E est constructible. Alors la suite d’homomorphismes de groupes
(4.3.1) 1 −→ πL1 (Xs, a)
u
−−−→ π′1(X, a)
v
−−−→ π1(S, a) −→ 1
est exacte.
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Compte tenu de 4.2, il suffit de montrer l’injectivite´ du morphisme u, i.e. de prouver
que, pour tout reveˆtement principal Z de Xs de groupe un L-groupe C, il existe un418
reveˆtement e´tale Z de X et un morphisme d’une composante connexe de Z|Xs dans Z
(V 6.8). Soient donc Z un reveˆtement principal de Xs de groupe un L-groupe C et z
sa classe dans H1(Xs, CXs). D’apre`s 1.5 d), on a un isomorphisme canonique(
R1f∗CX
)
s
∼
−→ H1(Xs, CXs),
et d’apre`s 1.16, R1f∗CX est un faisceau localement constant constructible. On peut
donc trouver un reveˆtement e´tale S′ de S tel que R1f∗CX |S′ soit constant. Si s→ S′
est un point ge´ome´trique au-dessus du point ge´ome´trique s→ S, il existe un e´le´ment z
de H0(S′,R1f∗CX) dont l’image dans H
1(Xs, CXs) est z. D’apre`s le lemme 4.3.1 ci-
dessous, on peut trouver un reveˆtement e´tale S′1 de S
′ et un torseur P sur X ′1 de
groupe C dont l’image dans H0(S′1,R
1f∗C) soit e´gale a` la restriction de z. Le torseur P
est repre´sentable par un reveˆtement e´tale Z de X ′1 = X ×S S
′
1 tel que Z ×X′1 Xs soit
isomorphe a` Z. Si l’on conside`re Z comme un reveˆtement e´tale de X , on a alors un
morphisme de Z ×X Xs dans Z, ce qui ache`ve la de´monstration.
Lemme 4.3.1. — Soient f : X → S un morphisme 0-acyclique et localement 0-
acyclique, g une section de f . Soit C un groupe constant fini tel que (CX , f) soit
cohomologiquement propre en dimension 6 0 et que l’image directe par f du champ
des torseurs sous CX soit constructible. Alors, pour toute section z de H
0(S,R1f∗CX),
on peut trouver un reveˆtement e´tale S1 de S et, si X1 = X ×S S1, un e´le´ment de
H1(X1, CX1), dont l’image par le morphisme canonique
H1(X1, CX1) −→ H
0(S1,R
1f∗CX1)
soit e´gale a` la restriction de z a` H0(S1,R
1f∗CX1 ).
Pour tout sche´ma S′ e´tale sur S, on pose X ′ = X ×S S′, et on note g′ (resp. F ′,
etc.) l’image inverse de g (resp. F , etc.) par le morphisme S′ → S. Le pre´faisceau G419
sur S de´fini par
G(S′) =
{
classes mod. isomorphisme de torseurs P surX ′ de groupe CX′ , munis
d’un isomorphisme g′∗P
∼
−→ CS′
}
est alors un faisceau. Cela re´sulte en effet par descente du fait qu’un isomorphisme
d’un torseur P sur X ′ est bien de´termine´ par sa restriction a` g′(S′). De plus, on a un
morphisme surjectif
G −→ R1f∗F.
Soient z un e´le´ment de H0(S,R1f∗CX) et H le sous-faisceau de G image re´ciproque
de z. Il suffit de montrer que H est un faisceau localement constant constructible.
Or, cette proprie´te´ e´tant locale sur S, on peut supposer que z provient d’un e´le´-
ment de H1(X,CX) repre´sente´ par un torseur P tel que g
∗P soit isomorphe a` CS .
Se donner un isomorphisme i : g∗P
∼
−→ CS revient a` se donner une section globale
de AutCS (g
∗P ) et deux isomorphismes i et i′ de´finissent le meˆme e´le´ment de G(X) si
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et seulement si ii′−1 est l’image d’un e´le´ment de AutCX (P ). Si l’on conside`re l’injection
canonique
f∗AutCX (P ) −→ AutCS (g
∗P ) ≃ C,
H s’identifie donc au quotient de AutCS (g
∗P ) par f∗AutCX (P ). D’apre`s 1.16
f∗AutCX (P ) est localement constant ; il en est donc de meˆme de H , ce qui ache`ve la
de´monstration.
Exemples 4.4. — Notons que, si S est un sche´ma connexe, les hypothe`ses de 4.1
sont satisfaites lorsque le morphisme f est propre plat de pre´sentation finie, a` fibres
ge´ome´triques se´parables connexes, L e´tant quelconque (cf. X 1.3). Les hypothe`ses
de 4.3 sont satisfaites si de plus f est lisse et a une section, si l’on de´signe par L
l’ensemble des nombres premiers distincts des caracte´ristiques re´siduelles de S (SGA 4
XV 2.1 et XVI 5.2).
Les hypothe`ses de 4.1 sont aussi satisfaites si S est connexe, si l’on a un sche´ma Z
propre de pre´sentation finie, plat sur S, a` fibres ge´ome´triques se´parables connexes, 420
tel que X soit le comple´mentaire dans Z d’un diviseur a` croisements normaux rela-
tivement a` S, L e´tant l’ensemble des nombres premiers distincts des caracte´ristiques
re´siduelles de S (2.9). Les hypothe`ses de 4.3 sont satisfaites si de plus f est lisse et a
une section.
4.5. Reprenons les notations et les hypothe`ses de 4.3. Si s est un point ge´ome´trique
de S et a = g(s), la section g permet de de´finir un morphisme
w : π1(S, a) −→ π
′
1(X, a),
de sorte que π′1(X, a) s’identifie au produit semi-direct de π1(S, a) par π1(Xs, a).
Le groupe pro-fini π1(S, a) ope`re donc sur π1(Xs, a). Comme π
L
1 (Xs, a) est limite
projective stricte de groupes invariants par l’action de π1(S, a), la donne´e de π
L
1 (Xs, a)
muni de cette action est e´quivalente a` la donne´e d’un syste`me projectif strict de
sche´mas en groupes e´tales finis sur S que l’on note
πL1 (X/S, g, s) ou simplement π
L
1 (X/S, g).
On a alors les proprie´te´s suivantes :
4.5.1. Pour tout sche´ma en groupes e´tale fini G sur S, dont les fibres sont des L-
groupes, l’ensemble E des classes de torseurs P sous l’image inverse GX de G sur X ,
munis d’un isomorphisme g∗P
∼
−→ G, est canoniquement isomorphe a` l’ensemble
HomS(π
L
1 (X/S, g, s), G) mod. automorphismes inte´rieurs de G.
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4.5.2. Pour tout sche´ma en groupes e´tale fini G sur S dont les fibres sont des L-
groupes, le faisceau R1f∗GX est canoniquement isomorphe au faisceau associe´ au
pre´faisceau
S′ 7−→ HomS′(π
L
1 (X/S, g, s), G) mod. automorphismes inte´rieurs de G.
(S′ de´signe un sche´ma e´tale sur S).
4.5.3. Soient S′ un S-sche´ma connexe, s un point ge´ome´trique de S′, X ′, g′ les421
images inverses respectives de X, g sur S′. Alors πL1 (X
′/S′, g′, s) est canoniquement
isomorphe a` l’image inverse de πL1 (X/S, g, s) sur S
′. Pour tout point ge´ome´trique ξ
de S, la fibre πL1 (X/S, g, s)ξ est isomorphe a` π
L
1 (Xξ).
La donne´e de G est en effet e´quivalente a` la donne´e d’un L-groupe abstrait G
sur lequel ope`re π1(S, a), d’ou` une action de π
′
1(X, a) sur G. L’isomorphisme de´fini
dans 4.5.1 s’obtient alors par restriction au sous-ensemble E a` partir du morphisme
canonique
H1(π′1(X, a),G) −→ H
1(πL1 (Xs, a),G) = Hom(π
L
1 (Xs, a),G)/aut. int. G,
l’ensemble E s’envoyant bijectivement sur le sous-ensemble des morphismes de
πL1 (Xs, a) dans G qui sont compatibles avec l’action de π1(S, a). L’assertion 4.5.3
re´sulte alors de la de´finition de πL1 (X/S, g, s) compte-tenu de la suite exacte d’homo-
topie (4.3.1) et 4.5.2 se de´duit de 4.5.1 et 4.5.3.
Proposition 4.6 (Formule de Künneth). — Soient k un corps se´parablement clos de
caracte´ristique p > 0, X et Y deux k-sche´mas connexes, a un point ge´ome´trique
de X, b un point ge´ome´trique de Y , c un point ge´ome´trique de X×k Y au-dessus de a
et b. On suppose satisfaite l’une des deux conditions suivantes :
a) X est de type fini sur k et les sche´mas de type fini sur une cloˆture alge´brique k
de k, de dimension 6 dimX, sont fortement de´singularisables. (SGA 5 I 3.1.5).
b) X est quasi-compact et quasi-se´pare´ et tout sche´ma de type fini sur k est forte-
ment de´singularisable.
Alors, si p′ est l’ensemble des nombres premiers distincts de p, le morphisme
(4.6.0) πp
′
1 (X ×k Y, c) −→ π
p′
1 (X, a)× π
p′
1 (Y, b),
de´duit des homomorphismes sur les groupes fondamentaux associe´s aux projections422
X ×k Y −→ X et X ×k Y −→ Y,
est un isomorphisme.
On peut supposer k alge´briquement clos et X re´duit (SGA 4 VIII 1.1). Soient
Z = X ×k Y , g : X → k et f : Z → Y les morphismes canoniques. Le morphisme g,
donc aussi f , est universellement localement 1-asphe´rique pour p′ d’apre`s 3.5. Comme
X est connexe, f est 0-acyclique (SGA 4 XV 1.16). D’autre part il re´sulte de 3.2 que,
pour tout p′-groupe fini C, (CX , g) est cohomologiquement propre relativement a` k en
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dimension 6 1. Il en re´sulte que (CZ , f) est cohomologiquement propre relativement
a` Y en dimension 6 1 (1.5 c)) et que f∗CZ et R
1f∗CZ sont des faisceaux constants.
Par suite g satisfait a` toutes les hypothe`ses de 4.2. On a donc la suite exacte
πp
′
1 (Xb, c) −→ π
p′
1 (Z, c) −→ π
p′
1 (Y, b) −→ 1.
De plus le morphisme compose´
πp
′
1 (Xb, c) −→ π
p′
1 (Z, c) −→ π
p′
1 (Y, b)
est un isomorphisme et l’on a donc la suite exacte
1 −→ πp
′
1 (X, a) −→ π
p′
1 (Z, c) −→ π
p′
1 (Y, b) −→ 1.
D’autre part le morphisme (4.6.0) permet de de´finir un morphisme de cette suite
exacte dans la suite exacte
1 −→ πp
′
1 (X, a) −→ π
p′
1 (X, a)× π
p′
1 (Y, b)× π
p′
1 (Y, b) −→ 1,
et il en re´sulte que le morphisme (4.6.0) est un isomorphisme.
4.7. Soit
X
f

XUoo
fU

Xsoo

S Uoo soo
un diagramme dont les carre´s sont carte´siens, ou` S est un sche´ma connexe par arcs 423
(SGA 4 IX 2.12), U un ouvert connexe de S, s un point ge´ome´trique de U . Soient a
un point ge´ome´trique de Xs, L un ensemble de nombres premiers. Soit g une section
de f et supposons que les conditions suivantes soient satisfaites :
a) Le morphisme f est 0-acyclique, localement 0-acyclique, et, pour tout reveˆte-
ment e´tale S′ de S et tout reveˆtement e´tale E de X ×S S′ quotient d’un reveˆtement
galoisien de groupe un L-groupe, (E, f(S′)) est cohomologiquement propre relative-
ment a` S′ en dimension 6 0.
b) Le morphisme fU est localement 1-asphe´rique pour L, et, pour tout faisceau
de L-groupe constant fini F sur XU , (F, fU ) est cohomologiquement propre en di-
mension 6 1 et les fibres de R1fU∗F sont finies.
On de´duit alors de 4.1 et 4.3 le diagramme commutatif suivant dont les lignes sont
exactes :
(4.7.0)
1 // πL1 (Xs, a)
// π′1(XU , a)
//

π1(U, a) //

1
πL1 (Xs, a)
// π′1(X, a)
// π1(S, a) // 1
Graˆce a` la section g, on a des morphismes
π1(U, a) −→ π
′
1(XU , a), π1(S, a) −→ π
′
1(X, a)
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on en de´duit un morphisme de la somme amalgame´e de π1(S, a) et π
′
1(XU , a) au-
dessus de π1(U, a) dans π
′
1(X, a) :
(4.7.1) ϕ : π = π1(S, a)
∐
π1(U,a)
π′1(XU , a) −→ π
′
1(X, a).
Supposons satisfaite la condition suivante :
c) Si T = S − U , on a prof e´tT (S) > 2 (SGA 2 XIV 1.1).
Alors le foncteur qui, a` un reveˆtement e´tale de S, fait correspondre sa restric-
tion a` U est pleinement fide`le (SGA 2 XVI 1.4). Il en re´sulte que le morphisme
π1(U, a)→ π1(S, a) est surjectif (V 6.9) et l’on de´duit du diagramme (4.7.0) qu’il en424
est de meˆme du morphisme π′1(XU , a)→ π
′
1(X, a) ; a fortiori ϕ est un e´pimorphisme.
Soit
(4.7.2) K = Ker(π1(U, a) −→ π1(S, a)).
Le groupe π de (4.7.1) s’identifie au quotient de π′1(XU , a) par le sous-groupe in-
variant ferme´ engendre´ par l’image L de K dans π′1(XU , a). Conside´rons π
′
1(XU , a)
comme produit semi-direct de π1(U, a) par π
L
1 (Xs, a). Le groupe K ope`re alors par
automorphismes inte´rieurs sur πL1 (Xs, a), et le quotient π = π
′
1(XU , a)/L s’identi-
fie au produit semi-direct de π1(U, a)/K = π1(S, a) par le groupe π
L
1 (Xs, a)K des
coinvariants de πL1 (Xs, a) sous K. On a finalement un e´pimorphisme
(4.7.3) ϕ : π = πL1 (Xs, a)K · π1(S, a) −→ π
′
1(X, a).
La proposition qui suit donne des conditions sous-lesquelles le morphisme ϕ est un
isomorphisme.
Proposition 4.7.4. — Les notations sont celles de 4.7. On suppose que, en plus des
conditions a), b), c) les conditions suivantes soient satisfaites :
d) Pour tout point t de T = S − U , le morphisme f est localement 1-asphe´rique
pour L en g(t).
e) Pour tout point t ∈ T , toute composante irre´ductible de la fibre Xt contient g(t)
et, pour tout point x de Xt − {g(t)} qui n’est pas maximal, on a
prof hopx(X) > 3 (SGA 2 XIV 1.2)
et l’anneau OX,x est noethe´rien.
Alors le morphisme (4.7.3) est un isomorphisme.
Comme on l’a dit pre´ce´demment, le groupe π s’identifie au quotient de π′1(XU , a)
par le sous-groupe invariant ferme´ L engendre´ par l’image deK (4.7.2) dans π′1(XU , a).
Cela revient a` dire que π classe les reveˆtements principaux Z de XU tels que g
−1
U (Z)425
se prolonge en un reveˆtement e´tale de S, et qui induisent sur Xs un reveˆtement qui
s’obtient par extension du groupe structural a` partir d’un reveˆtement principal de
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groupe un L-groupe. Pour prouver que ϕ est un isomorphisme, il suffit de montrer
qu’un tel reveˆtement Z se prolonge a` X tout entier.
Montrons d’abord que Z se prolonge en un reveˆtement e´tale d’un ouvert contenant
XU et g(S). Soit W un sche´ma e´tale sur X dont l’image contient XU et g(S), et
posons WU = W ×S U . Du fait que le morphisme W → S est 0-acyclique et de la
relation prof. e´tTS > 2, re´sulte que l’on a
prof. e´t(W−WU )W > 2
(SGA 2 XIV 1.13) ; par suite, si Z|WU se prolonge en un reveˆtement e´tale de W , ce
prolongement est unique a` isomorphisme unique pre`s. Il en re´sulte que le proble`me de
prolonger Z a` un voisinage de g(S)∪XU est local pour la topologie e´tale au voisinage
des points de g(T ). Si t est un point de T , on pose x = g(t), et on note X (resp. S) le
localise´ strict de X en x (resp. de S en t), U = U ×S S, XU = X ×X XU , g : S → X
le morphisme de´duit de g. Il suffit de montrer que, pour tout point t de T , l’image
inverse Z de Z sur XU se prolonge a` X ou, ce qui revient au meˆme, est triviale.
Or, par de´finition de Z, l’image inverse de Z sur U est triviale. Pour prouver que
Z est trivial, il suffit de montrer qu’il est de la forme f
∗
UE, ou` E est un reveˆtement
principal de U ; on aura en effet E ≃ g∗Uf
∗
UE ≃ g
∗
UZ, d’ou` le re´sultat puisque g
∗
UZ est
trivial. Or le morphisme fU e´tant 0-acyclique et localement 0-acyclique, il suffit, pour
prouver que Z provient de U , de montrer que, pour tout point ge´ome´trique alge´brique
sur un point de U , que l’on peut supposer eˆtre le point s, Z|Xs est trivial (SGA 4
XV 1.15). Mais Z|Xs e´tant obtenu par extension du groupe structural a` partir d’un
reveˆtement principal de groupe un L-groupe, cela re´sulte du fait que le morphisme f
est 1-asphe´rique pour L.
On a donc de´montre´ qu’il existe un voisinage ouvert V de g(S) ∪XU tel que Z se 426
prolonge en un reveˆtement e´tale ZV de V . Montrons que ZV se prolonge a` X tout
entier. Il suffit de voir que, pour tout point x de X − V , on a
prof hopxX > 3.
Or cela re´sulte de l’hypothe`se e) et du fait qu’un point x de X − V ne peut eˆtre
maximal dans sa fibre Xt car, toute composante irre´ductible de Xt contenant g(t),
tout point maximal de Xt appartient a` V .
Corollaire 4.8. — Les hypothe`ses sont celles de 4.7.4 mais on suppose de plus que l’on
a π1(S, a) = 1. Alors on a un isomorphisme
(∗) πL1 (X, a)
∼
−→ πL1 (Xs, a)K .
En particulier, si πL1 (Xs, a) est topologiquement de pre´sentation finie et si K
ope`re sur πL1 (Xs, a) par l’interme´diaire d’un groupe de type fini, alors π
L
1 (X, a) est
topologiquement de pre´sentation finie.
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L’isomorphisme (∗) a e´te´ de´montre´ dans 4.7.4. Supposons πL1 (Xs, a) quotient du
pro-L-groupe libre a` n ge´ne´rateursL(x1, . . . , xn) par le sous-groupe invariant ferme´ en-
gendre´ par les e´le´ments y1, . . . , yp de L(x1, . . . , xn), et supposons queK agisse par l’in-
terme´diaire d’un groupe engendre´ par des e´le´ments k1, . . . , kq. Si pour tout i ∈ [1, n],
j ∈ [1, q], on note zij un e´le´ment de L(x1, . . . , xn) relevant l’e´le´ment (kj ·xi)x
−1
i , alors
πL1 (Xs, a)K est quotient de L(x1, . . . , xn) par le sous-groupe invariant ferme´ engendre´
par les e´le´ments (yi)i∈[1,p], (zij)i∈[1,n],j∈[1,q].
Remarques 4.9. — a) Les conditions a) a` e) de 4.7 sont satisfaites lorsque S est un
sche´ma normal connexe, U un ouvert dense re´trocompact de S, f un morphisme
propre de pre´sentation finie, a` fibres ge´ome´triquement connexes et irre´ductibles en
tout point t de T , f e´tant de plus se´parable, lisse aux points de XU ∪ g(T ), L e´tant427
l’ensemble des nombres premiers distincts des caracte´ristiques re´siduelles de S, et X
e´tant re´gulier en tout point de Xt. La condition a) re´sulte en effet de SGA 4 XV 4.1
et 1.4 ; les conditions b) et d) re´sultent de 1.4 et SGA 4 XV 2.1 et XVI 5.2. Enfin e)
re´sulte de SGA XIV 1.11.
b) Le corollaire 4.5 s’applique pour calculer le groupe fondamental πp
′
1 (X) d’une
surface X propre et lisse sur un corps se´parablement clos k de caracte´ristique p
(p′ de´signant l’ensemble des nombres premiers distincts de p). La me´thode nous a
e´te´ communique´e par J.P.Murre ; elle consiste a` se ramener, en faisant e´clater X , au
cas ou` l’on a une fibration X → P1k et un ouvert U de P
1
k satisfaisant aux hypothe`ses
de 4.7 (voir SGA 7 pour plus de de´tails). La meˆme me´thode peut eˆtre utilise´e plus
ge´ne´ralement (loc. cit. ) pour prouver que, si X est un k-sche´ma connexe de type fini,
et, si les sche´mas de type fini de dimension 6 dimX sur une cloˆture alge´brique de k
sont fortement de´singularisables (SGA 5 I 3.1.5), alors πp
′
1 (X) est topologiquement
de pre´sentation finie.
5. Appendice I : Variations sur le lemme d’Abhyankar
Cet appendice contient diffe´rentes variantes du lemme d’Abhyankar.
Proposition 5.1. — Soient X = SpecA un sche´ma local re´gulier, D =
∑
16i6r div fi
un diviseur a` croisements normaux, ou` les fi sont des e´le´ments de l’ide´al maximal
de A faisant partie d’un syste`me re´gulier de parame`tres. Soient ni, 1 6 i 6 r, des
entiers > 0 et posons
X ′ = X [T1, . . . , Tr]/(T
n1
1 − f1, . . . , T
nr
r − fr),
U ′ = U ×X X ′. Alors X ′ est re´gulier et U ′ est le comple´mentaire dans X ′ du diviseur
a` croisements normaux
∑
16i6r div Ti. Si les entiers ni sont premiers a` la caracte´ris-428
tique re´siduelle p de X, U ′ est un reveˆtement e´tale connexe de U , mode´re´ment ramifie´
relativement a` D (2.3 c)).
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En effet X ′ est le spectre d’un anneau local A′ dont l’ide´al maximal est engendre´
par T1, . . . , Tr. (On peut supposer r = dim(A).) Comme A
′ est fini et plat sur A,
donc de dimension r, A′ est re´gulier (EGA 0IV 17.1.1) et les Ti forment un syste`me
re´gulier de parame`tres de A′. Supposons les ni premiers a` p. Comme tous les fi sont
inversibles sur U , le fait que U ′ soit e´tale sur U re´sulte de I 7.4. De plus U ′ est
mode´re´ment ramifie´ relativement a` D ; soit en effet xi le point ge´ne´rique de V (fi), R
le localise´ strict de R = OX,xi , K le corps des fractions de R. Alors la K-alge`bre qui
repre´sente U ′|K s’obtient a` partir du corps K[Ti]/(T
ni
i − fi) en faisant une extension
non ramifie´e ; elle est donc mode´re´ment ramifie´e sur R.
Proposition 5.2 (Lemme d’Abhyankar absolu). — Soit X un sche´ma local re´gulier,
D =
∑
16i6r
div fi
un diviseur a` croisements normaux comme dans 5.1, Y = SuppD, U = X − Y .
Soit V un reveˆtement e´tale de U mode´re´ment ramifie´ relativement a` D. Si xi est le
point ge´ne´rique du ferme´ V (fi), OX,xi est un anneau de valuation discre`te de corps
des fractions Ki, et on a V |Ki = Spec(
∏
j∈Ji
Lj), ou` les Lj sont des extensions finies
se´parables de Ki ; notons nj l’ordre du groupe d’inertie d’une extension galoisienne
engendre´e par Lj et ni le p.p.c.m. des nj quand j parcourt Ji. Si l’on pose
X ′ = X [T1, . . . , Tr]/(T
n1
1 − f1, . . . , T
nr
r − fr),
U ′ = U(X′), V
′ = V(X′), etc., le reveˆtement e´tale V
′ de U ′ se prolonge de manie`re
unique a` isomorphisme unique pre`s en un reveˆtement e´tale de X ′, et les ni sont
premiers a` la caracte´ristique re´siduelle p de X.
L’unicite´ re´sulte du fait que X ′ est normal (5.1) ; en effet un reveˆtement e´tale 429
de X ′ qui prolonge V ′ est isomorphe au normalise´ de X ′ dans la fibre de V ′ au point
ge´ne´rique de X ′ (10.2). Si x′ est un point ge´ome´trique de Y ′, on note X
′
le localise´
strict de X ′ en x′, V
′
= V ′
(X
′
)
, etc. Par descente, compte tenu de l’unicite´, il suffit de
montrer que, pour tout point ge´ome´trique x′ de Y ′, le reveˆtement e´tale V
′
de U
′
se
prolonge a` X
′
. E´tant donne´ qu’un reveˆtement e´tale d’un ouvert du sche´ma re´gulierX ′
qui contient tous les points x′ tels que l’on ait dimOX′,x′ 6 1 se prolonge a` X tout
entier (SGA 2 XIV 1.11), on peut meˆme se borner aux points x′ qui se projettent
sur un point maximal de Y ′. Or, en un tel point x′, le fait que V
′
se prolonge en un
reveˆtement e´tale de X
′
re´sulte de 3.6.
Montrons que les ni sont premiers a` p. En effet, s’il n’en e´tait pas ainsi, on aurait
par exemple p|n1. Quitte a` remplacer X par
X [T1, . . . , Tr]/(T
n1/p
1 − f1, T
n2
2 − f2, . . . , T
nr
r − fr),
on se rame`ne au cas ou` l’on a X ′ = X [T1]/(T
p
1 − f1). Il suffit de montrer que V
se prolonge en un reveˆtement e´tale de X , car on aura alors n1 = 1 contrairement
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a` l’hypothe`se. On peut supposer pour cela que X est strictement local. Soit Z le
sous-sche´ma ferme´ de X d’e´quation p = 0 et Z1 = Z ∩ Xf1 ; Z1 est un ouvert non
vide de Z. D’apre`s ce qui pre´ce`de le reveˆtement e´tale V ′ de U ′ se prolonge en un
reveˆtement e´tale W ′ de X ′. Soient W ′′1 et W
′′
2 les images inverses de W
′ par les deux
projections X ′′ = X ′ ×X X ′ ⇉ X ′, et montrons que l’isomorphisme de descente
u : W ′′1 |U
′′ → W ′′2 |U
′′ se prolonge en un X ′′-morphisme W ′′1 → W
′′
2 qui sera ne´ces-
sairement une donne´e de descente sur W ′ relativement a` X ′ → X . Soit Z ′′ (resp. Z ′′1 )
l’image inverse de Z (resp. Z1) dans X
′′. Comme le morphisme Z ′′ → Z est radiciel,
il existe un isomorphisme v : W ′′1 |Z
′′ → W ′′2 |Z
′′ qui prolonge l’isomorphisme u|Z ′′1 .
Mais, comme X est hense´lien, on a une bijection
HomX′′(W
′′
1 ,W
′′
2 ) ≃ HomZ′′(W
′′
1 |Z
′′,W ′′2 |Z
′′),
d’ou` un morphisme w : W ′′1 →W
′′
2 relevant v. Le sous-sche´ma a` la fois ouvert et ferme´430
de X ′′ au-dessus duquel u et w co¨ıncident contient Z ′′1 , donc e´gal a` X
′′, d’ou` le fait
que V se prolonge a` X .
5.3.0. Reprenons les hypothe`ses et les notations de 5.2 en supposant de plusX stricte-
ment local. Alors il re´sulte de loc. cit. que tout reveˆtement e´tale connexe de U mod-
e´re´ment ramifie´ relativement a` D est quotient d’un reveˆtement mode´re´ment ramifie´
de la forme
U ′ = U [T1, . . . , Tr]/(T
n1
1 − f1, . . . , T
nr
r − fr),
ou` les ni sont des entiers premiers a` p. Soit µn le groupe des racines n-ie`mes de l’unite´
de U . Le groupe des U -automorphismes de U ′ n’est autre que le groupe µn1×· · ·×µnr ,
une racine ni-ie`me de l’unite´ ξi ope´rant sur U
′ en transformant Ti en ξiTi. On a donc
l’e´nonce´ suivant :
Corollaire 5.3. — Soit X un sche´ma strictement local re´gulier de caracte´ristique
re´siduelle p > 0, D =
∑
16i6n div fi un diviseur a` croisements normaux sur X,
U = X − SuppD. Posons
U˜ = lim
←−
(ni)
U [T1, . . . , Tr]/(T
n1
1 − f1, . . . , T
nr
r − fr),
la limite projective e´tant prise suivant l’ensemble ordonne´ filtrant (pour la relation de
divisibilite´) des familles d’entiers ni > 0, premiers a` p. Alors U˜ est un reveˆtement
universel mode´re´ment ramifie´ de U . Par suite le groupe fondamental mode´re´ment
ramifie´ de U est
πt1(U) ≃
∏
ℓ 6=p
Zℓ[1]
r (isomorphisme canonique)
ou` l’on a pose´ Zℓ[1] = lim←−n>0
µℓn . Le groupe π
t
1(U) est non canoniquement isomorphe
a`
∏
ℓ 6=p Z
r
ℓ .
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Proposition 5.4. — Soient f : X → S un morphisme de sche´mas, D =
∑
16i6r div fi
un diviseur a` croisements normaux relativement a` S (2.1), ou`, pour chaque point x431
de Y = SuppD, si I(x) ⊂ [1, r] est l’ensemble des i tels que l’on ait fi(x) = 0,
le sous-sche´ma V ((fi)i∈I(x)) est lisse sur S de codimension card I(x) dans X. Soit
U = X − Y . Soient x un point de Y , X1 = SpecOX,x, U1 = U ×X X1, ni, i ∈ I(x)
des entiers et
X ′ = X [Ti]i∈I(x)/(T
ni
i − fi).
Alors, si x′ est le point de X ′ au-dessus de x, X ′ est lisse sur S en x′. Si les entiers ni
sont premiers a` la caracte´ristique p de k(x), U ′1 = U1 ×X X
′ est un reveˆtement e´tale
connexe de U1 mode´re´ment ramifie´ sur X1 relativement a` S1 (2.1.1).
Si s = f(x), la fibre ge´ome´trique X ′s est re´gulie`re au point x
′ (5.1) ; comme X ′ est
plat sur S au voisinage de Y , cela prouve que X ′ est lisse sur S en x′ (EGA IV 12.1.6).
Si les entiers ni sont premiers a` p, U
′
1 est un reveˆtement e´tale de U1 (7.4) ; il est mod-
e´re´ment ramifie´ sur X1 relativement a` S car il en est ainsi sur les fibres ge´ome´triques
en chaque point de S (5.1). Enfin le fait que U ′1 soit connexe re´sulte de (SGA 4
XVI 3.2).
Proposition 5.5 (Lemme d’Abhyankar relatif). — Soient X un S-sche´ma, D un di-
viseur a` croisements normaux relativement a` S, comme dans (5.4). Soient
Y = X − SuppD, U = X − Y , x un point de Y , X1 le localise´ strict de X en
un point ge´ome´trique au-dessus de x, U1 = U ×X X1, V1 un reveˆtement e´tale de U1.
On suppose que, pour tout point maximal s de S, V1s est mode´re´ment ramifie´ sur X1s
relativement a` s. Alors on peut trouver des entiers ni premiers a` la caracte´ristique p
de k(x), avec i ∈ I(x), tels que, si l’on pose
X ′1 = X1[Ti]i∈I(x)
/
(T nii − fi),
U ′1 = U1 ×X1 X
′
1, etc., le reveˆtement e´tale V
′
1 de U
′
1 se prolonge de manie`re unique
a` isomorphisme unique pre`s en un reveˆtement e´tale de X ′1. En particulier V1 est 432
mode´re´ment ramifie´ sur X1 relativement a` S.
On peut supposer S local noethe´rien de point ferme´ f(x). Pour chaque point max-
imal s de S et pour chaque i ∈ I(x), soit xi le point ge´ne´rique du ferme´ V (fi) de
la fibre X1s. L’anneau local (OX1,xi)re´d est un anneau de valuation discre`te de corps
de fractions Ki et l’on a V1|Ki = Spec(
∏
j∈I(xi)
Lj), ou` Lj est une extension finie
se´parable de K ; on note nj l’ordre du groupe d’inertie d’une extension galoisienne
engendre´e par Lj et ni le p.p.c.m. des nj quand s parcourt les points maximaux de S
et j ∈ I(xi).
Les ni e´tant ainsi choisis, nous allons montrer que V
′
1 se prolonge de fac¸on unique
en un reveˆtement e´tale de X ′1. L’unicite´ re´sulte du fait que, X
′ e´tant lisse sur S
aux points de Y , on a prof e´tY ′1 (X
′
1) > 2 (SGA 4 XVI 3.2 ou SGA 2 XIV 1.19).
Soient x′1 un point de Y
′
1 , x
′
1 un point ge´ome´trique au-dessus de x
′
1, et notons X
′
1 le
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localise´ strict de X ′1 en x
′
1, U
′
1 = U
′
1(X′1)
, etc. Par descente, compte tenu de l’unicite´,
il suffit de montrer que V
′
1 se prolonge a` X
′
1. De plus on peut se borner a` prendre
pour x′1 les point maximaux de Y
′
1 ; en effet on aura alors un prolongement de V
′
1 sur
un ouvert W ′1 de X
′
1 contenant les points maximaux de Y
′
1 ; or, si Z
′
1 = X
′
1 −W
′
1,
on a codim(Z ′1s, X
′
1s) > 2 si s est un point maximal de S et codim(Z
′
1s, X
′
1s) > 1,
prof e´ts(S) > 1 si s est un point de S qui n’est pas maximal ; le fait que V
′
1 se prolonge
a` X ′1 tout entier re´sulte alors de (SGA 2 XIV 1.20). Mais, en un point ge´ome´trique
x′1 au-dessus d’un point maximal de Y
′
1 , X
′
1re´d est le spectre d’un anneau de valuation
discre`te, et le fait que V ′1 se prolonge a` X
′
1 re´sulte alors de X 3.6.
Montrons que les ni sont premiers a` p. En effet, s’il n’en e´tait pas ainsi,
on aurait un indice i0 ∈ I(x) tel que p divise ni0 . Quitte a` remplacer X par
X1[Ti0 , Ti]i∈I(x)
/
(T
ni0/p
i −fi0 , T
ni
i −fi), on se rame`ne au cas ou` X
′
1 = X1[T ]/T
p−fi0 .
D’apre`s ce qui pre´ce`de le reveˆtement e´tale V ′1 de U
′
1 se prolonge en un reveˆtement e´tale433
E′1 deX
′
1. Soit η le point ferme´ de S ; comme le morphismeX
′
1η → X1η est radiciel, V1η
se prolonge en un reveˆtement e´tale E1η de X1η. On en de´duit alors, comme dans 5.2,
que E′1 est muni d’une donne´e de descente relativement au morphisme X
′
1 → X1, qui
prolonge la donne´e de descente naturelle que l’on a sur E′1|U
′
1. Il en re´sulte que V1
se prolonge a` X1 ; mais ceci entraˆıne que l’on a ni0 = 1 contrairement a` l’hypothe`se
ni0 = p.
Corollaire 5.6. — Soient X un S-sche´ma, D =
∑
16i6r div fi un diviseur a` croise-
ments normaux relativement a` S, comme dans 5.4. Soient x un point ge´ome´trique
de X, X le localise´ strict de X en x, Y = Y(X), U = X − Y et
U˜ = lim
←−
(ni)
U [Ti]i∈I(x)
/
(T nii − fi),
la limite projective e´tant prise suivant l’ensemble filtrant des familles d’entiers ni > 0,
premiers a` la caracte´ristique p de k(x). Alors U˜ est un reveˆtement universel mode´re´-
ment ramifie´ de U relativement a` S. Par suite le groupe fondamental mode´re´ment
ramifie´ de U est
πt1(U) ≃
∏
ℓ 6=p
Zℓ[1]
I(x) (isomorphisme canonique).
Le groupe πt1(U) est isomorphe non canoniquement a`
∏
ℓ 6=p Z
I(x)
ℓ .
Remarque 5.6.1. — Soient X un S-sche´ma, D =
∑
16i6r div fi un diviseur a` croise-
ments normaux relativement a` S, comme dans 5.4, U = X − SuppD. Pour toute
partie I ⊂ [1, r] soit
XI =
( ⋂
i∈I
V (fi)
)
∩
( ⋂
i∈∁I
Xfi
)
.
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Soit p un entier premier ou nul et soit Z un sous-ensemble de XI dont tous les points
sont de caracte´ristique p. Soit
U˜I = lim←−
(ni)
U [Ti]i∈I
/
(T nii − fi),
ou` la limite projective est prise suivant l’ensemble filtrant des familles d’entiers ni > 0, 434
premiers a` p. Alors, pour tout point ge´ome´trique x de Z, l’image inverse de U˜I sur U
s’identifie au reveˆtement universel mode´re´ment ramifie´ de U .
Corollaire 5.7. — Les notations sont celles de 5.6. Soient S le localise´ strict de S en x,
g : U −→ S et g˜ : U˜ −→ S˜
les morphismes canoniques. Alors les morphismes g et g˜ sont 0-acycliques (SGA 4
XV 1.3). Soient G un faisceau en groupes constructible sur S, F = g∗G, P un torseur
sous F . Alors, pour que P soit mode´re´ment ramifie´ sur X relativement a` S, il faut et
il suffit que son image inverse P˜ sur U˜ soit triviale.
En effet, pour tout sche´ma X ′ = X[Ti]i∈I(x)
/
(T nii − fi), ou` les ni sont des
entiers > 0 premiers a` p, le morphisme f
′
: X ′ → S est 0-acyclique. Les fibres
ge´ome´triques de f
′
aux diffe´rents points de S sont donc connexes et meˆme irre´-
ductibles. Il en est donc de meˆme des fibres ge´ome´triques des morphismes g′ : U ′ → S,
ce qui prouve que les g′, donc aussi g˜, sont 0-acycliques (SGA 4 XV 1.16).
Il est clair qu’un torseur P sur U de groupe F , dont l’image inverse sur U˜ est triviale,
est mode´re´ment ramifie´ sur X relativement a` S. Montrons que re´ciproquement, si P
est mode´re´ment ramifie´ sur X relativement a` S, son image inverse sur U˜ est triviale.
Il re´sulte de (SGA 4 IX 2.14 (ii)) que l’on peut trouver un morphisme fini
n : S1 → S, un faisceau en groupes constant C sur S1, un monomorphisme G→ n∗C.
Conside´rons le diagramme commutatif suivant forme´ de carre´s carte´siens :
U˜1
//
r

U1
g1
//
q

S1
n

U˜ // U
g
// S.
Soient C1 (resp. C˜1) l’image inverse de C sur U1 (resp. sur U˜1). On a un diagramme 435
commutatif, dans lequel i et j sont des isomorphismes (SGA 4 VIII 5.8) :
(∗)
H1(U, q∗C1)
i //

H1(U1, C1)

H1(U˜ , r∗C˜1)
j
// H1(U˜1, C˜1).
Soit Q le torseur sous q∗C1 de´duit de P par l’extension du groupe structural
F → q∗C1. D’apre`s 2.1.4, Q est mode´re´ment ramifie´ sur X relativement a` S. Au
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torseur Q correspond, graˆce a` i, un torseur Q1 sous C1, et il est clair que Q1 est
mode´re´ment ramifie´ sur X1 = X ×S S1 relativement a` S1. Il re´sulte donc de 5.6 que
l’image inverse Q˜1 de Q1 sur U˜1 est triviale, et le diagramme (∗) montre alors que
l’image inverse Q˜ de Q sur U˜ est triviale.
Conside´rons le diagramme commutatif suivant, dont la deuxie`me ligne est exacte
(SGA 4 XII 3.1) :
(∗∗)
H0(S, n∗C/G) //
k

H1(S,G) = 1

H0(U˜ , r∗C˜1/F˜ )
// H1(U˜ , F˜ ) // H1(U˜ , r∗C˜1).
Comme le morphisme U˜ → S est 0-acyclique, k est un isomorphisme. Le fait que P˜
soit trivial re´sulte alors de (∗∗).
6. Appendice II : the´ore`me de finitude pour les images directes des champs
Proposition 6.1. — Soient S un sche´ma localement noethe´rien, f : X → S un mor-
phisme. Si S′ est un S-sche´ma, on note X ′ (resp. f ′, etc.) l’image inverse de X
(resp. f , etc.) par le morphisme S′ → S. Supposons que, pour tout sche´ma S′ e´tale436
sur S, pour tout faisceau d’ensembles constructible F sur X ′, f ′∗F soit constructible,
et que, pour tout faisceau en groupes constructible F sur X ′, R1f ′∗F soit constructible.
Soit Φ un champ 1-constructible sur X (0). Alors f∗Φ est 1-constructible.
Pour tout sche´ma S′ e´tale sur S et pour tout objet x de (f∗Φ)S′ , on a un isomor-
phisme
AutS′(x) ≃ f
′
∗AutX′(x),
ou`, dans le deuxie`me membre de l’e´galite´, x est conside´re´ comme objet de ΦX′ . Les
hypothe`ses faites entraˆınent donc que f∗Φ est constructible. Soit SΦ le faisceau des
sous-gerbes maximales de Φ [1, III 2.1.7]. Comme f∗(SΦ) est constructible, on peut
lui appliquer (SGA 4 IX 2.7), et le fait que f∗Φ soit 1-constructible re´sulte alors du
lemme qui suit.
Lemme 6.1.1. — Soient S un sche´ma localement noethe´rien, f : X → S un mor-
phisme, Φ un champ sur X. On suppose donne´ un faisceau sur S, repre´sentable par
un S-sche´ma e´tale de type fini T , un morphisme surjectif
a : T −→ f∗(SΦ)
et un objet p de la fibre ΦXT (ou` XT = X ×S T ), de´finissant dans f∗(SΦ)(T ) =
SΦ(XT ) un e´le´ment e´gal a` l’image q par a de la section identique de T (T ). Soit
fT : XT → T le morphisme canonique et supposons que le faisceau R1fT∗(AutXT (p))
soit constructible ; alors il en est de meˆme de S(f∗Φ).
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Le morphisme canonique f∗f∗Φ→ Φ donne un morphisme
S(f∗f∗Φ) ≃ f
∗(S(f∗Φ)) −→ SΦ,
d’ou` un morphisme canonique
ϕ : S(f∗Φ) −→ f∗(SΦ).
Soient F = S(f∗Φ) et G l’image de F par ϕ ; d’apre`s (SGA 4 IX, 2.9)G est un faisceau 437
constructible.
Il suffit de montrer que, pour tout point s de S, il existe un ouvert non vide U
de s tel que F |U soit localement constant constructible. Soient s ∈ S, s un point
ge´ome´trique au-dessus de s, q1, . . . , qn les e´le´ments de Gs. Par de´finition de T , il
existe des S-morphismes hi : s → S
′ tels que l’on ait qi = h
∗
i (q). Soient S
′ le produit
fibre´ sur S de n sche´mas isomorphes a` T , s→ S′ le produit fibre´ des hi, X ′ = X×SS′,
qi (resp. pi) l’image inverse de q (resp. p) par la i-e`me projection de S
′ sur T . Si Ψi est
la sous-gerbe maximale de Φ|X ′ engendre´e par pi, le faisceau Fi = R1f ′∗(AutX′(pi))
n’est autre que le faisceau S(f ′∗Ψi) des sous-gerbes maximales de f
′
∗Ψi. En particulier
l’injection canonique Ψi → Φ|X
′ donne un morphisme
αi : Fi −→ F |S
′.
Nous allons montrer que αi est une bijection de Fi sur l’image inverse de qi dans
F |S′. Pour tout sche´ma S′′ e´tale sur S′ toute section y de Fi(S′′) a pour image
qi|S′′ dans F (S′′), car, localement pour la topologie e´tale sur S′′, y est de´fini par un
objet x de ΦX′′ qui est isomorphe a` pi|X ′′. Re´ciproquement, si y ∈ F (S′′) a pour
image qi|S′′ dans F (S′′), localement pour la topologie e´tale sur S′′, y est de´fini par
un objet x de ΦX′′ qui est isomorphe a` pi ; par suite x est un objet de ΨiX′′ et par
suite y ∈ Fi(S′′).
La de´monstration s’ache`ve en utilisant 6.1.2 ci-dessous. On peut en effet trouver
un voisinage ouvert U ′ de s tel que q1|U ′, . . . , qn|U ′ soient des sections de G(U ′) et
engendrent ce faisceau. Comme les Fi|U ′ et G|U ′ sont constructibles, il en est de
meˆme de F |U ′ d’apre`s 6.1.2 ; quitte a` remplacer U par un ouvert plus petit, F |U est
localement constant, ce qui ache`ve la de´monstration.
Lemme 6.1.2. — Soient S un sche´ma localement noethe´rien, F → G un morphisme 438
surjectif de faisceaux en groupes sur S. Soient qi une famille finie de sections de G
sur X qui engendrent G, et, pour chaque i, soit Fi le sous-faisceau de F image inverse
de qi. Alors, si G et les Fi sont constructibles, il en est de meˆme de F .
Pour prouver que F est constructible, il suffit de montrer que, pour tout point s
de S, il existe un voisinage ouvert U de s tel que F |U soit localement constant con-
structible. Soit donc s un point de S. Comme les faisceaux Fi et G sont constructibles,
on peut trouver un voisinage ouvert U de s tel que Fi|U et G|U soient localement con-
stants. Montrons alors que F |U est localement constant. D’apre`s (SGA 4 IX 2.13 (i)), il
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suffit de voir que, si s est un point ge´ome´trique au-dessus de s, s˜ un point ge´ome´trique
de U et s→ s˜ un morphisme de spe´cialisation, le morphisme canonique
Fs˜ −→ Fs
est bijectif.
On conside`re les diagrammes commutatifs
(Fi)s˜
a˜i //
≀

Fs˜
a˜ //
b

Gs˜
≀

(Fi)s
ai // Fs
a // Gs
Soit qi (resp. q˜i) l’image inverse de qi dans Gs (resp. Gs˜) ; les morphismes a et a˜
sont surjectifs, et le morphisme ai (resp. a˜i) induit une bijection de (Fi)s (resp. (Fi)s˜)
sur a−1(qi) (resp. sur a˜
−1(qi)). Il re´sulte donc du diagramme ci-dessus que b est un
isomorphisme.
Corollaire 6.2. — Soient S un sche´ma localement noethe´rien, f : X → S un mor-439
phisme propre. Soit Φ un champ 1-constructible sur X, alors f∗Φ est un champ
1-constructible.
La de´monstration de 6.1 prouve aussi le re´sultat suivant, compte tenu de 2.4 2).
Corollaire 6.3. — Soient S un sche´ma localement noethe´rien, f : X → S un mor-
phisme, D un diviseur sur X a` croisements normaux relativement a` S (2.1),
Y = SuppD, U = X − Y , i : U → X l’immersion canonique. Soit Φ un champ
sur U donne´, localement pour la topologie e´tale sur X et S, comme image inverse
d’un champ Ψ 1-constructible sur S. Alors le champ it∗Φ est 1-constructible.
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