We consider estimation problems, in which the estimand, X, and observation, Y , take values in measurable spaces. Regular conditional versions of the forward and inverse Bayes formula have variational characterisations involving the minimisation of an apparent information, and the maximisation of a compatible information. These both have natural information theoretic interpretations, according to which Bayes' formula and its inverse are optimal information processors. The variational characterisation of the forward formula has the same form as that of Gibbs measures in statistical mechanics. The special case in which X and Y are diffusion processes governed by stochastic differential equations is examined in detail. The minimisation of apparent information is shown then to involve a stochastic optimal control problem for the signal process, with cost that is quadratic in both the control and observation fit. This leads to a differential formula for the pathwise nonlinear interpolator. Local versions of the variational characterisations are developed, which quantify information flow in the estimators. In this context, the information conserving property of bayesian estimators coincides with the Davis-Varaiya martingale stochastic dynamic programming principle.
of the estimand. This is defined to be the difference between the information in an unspecified observation associated with the likelihood function, and that part of this information complementary to the (given) posterior distribution. The compatible information of likelihood functions is less than or equal to the information gain of the posterior distribution over the prior, with equality if and only if the likelihood function is equivalent to that provided by the inverse Bayes formula. Once again, the inverse Bayes formula can be thought of as an optimal processor, balancing input and output information. However, in this case, rather than appearing to have an additional source of information, sub-optimal processors lose (or fail to make use of) part of the input information.
In Section 2, the estimand, X, and the observation, Y , of the bayesian problem are supposed to take values in Borel spaces (X, X ) and (Y, Y), respectively. The starting point is a 'regular conditional' version of the Bayes formula, which provides a probability measure on X for each element y ∈ Y, and which equates to the conditional distribution of X given Y when evaluated at Y . In Section 3, the results are specialised to the problem of path estimation for diffusion processes with partial observations. In that context, the regular conditional probability distribution can be chosen to be continuous in the observations. It also has the two key properties of being Markovian and absolutely continuous with respect to the prior. This means that the family of measures over which apparent information is minimised can be restricted to the distributions of the process X when a 'finite energy' control is applied through the drift coefficient. Thus, in this case, the minimisation of apparent information can be interpreted in terms of a problem in stochastic optimal control. Similarly, for the inverse problem, likelihood functions over which compatible information is maximised can be restricted to those giving rise to distributions of this type. In the context of estimators for diffusion processes, there is a 'local' version of the variational formulation, which characterises the transition probabilities of the posterior distribution. This defines flow rates of information, and shows that bayesian processors are conservative in the sense that they balance input and output information flow rates. The flow conservation condition is precisely the Davis-Varaiya stochastic dynamic programming condition, [2] , applied to the related stochastic optimal control problem.
The nonlinear filter for the partially observed diffusion is simply the appropriate marginal of the posterior distribution for the path estimator. This connects a nonlinear filtering problem in one time direction with a stochastic optimal control problem in the other. This connection was made for non-degenerate diffusions in [3] via the Hopf transformation, and used to give existence and uniqueness results for the unnormalised conditional density equation with unbounded observations. The results of Section 3 are established under fairly weak conditions. In particular, they include the case of degenerate diffusions.
A variational representation of the Fokker-Planck equation for diffusion processes is discussed in [7] . This involves the minimisation of the 'energy' of drift coefficients over those that give rise to a particular set of marginal densities. There, as here, the modification of the drift coefficient can be interpreted as the application of a control term, which re-expresses the variational problem as one in optimal control. The two problems are somewhat different though. In particular, the controls admitted in [7] give rise to mutually singular transition probabilities, which are certainly not permitted in the present context.
A preliminary account of some of the results herein was reported in [8] .
A Variational Formulation of Bayesian Estimation.
Let (Ω, F, P ) be a probability space, (X, X ) and (Y, Y) Borel spaces, and X : Ω → X and Y : Ω → Y measurable mappings with distributions P X , P Y and P XY on X , Y and X × Y, respectively. Suppose that:
(H1) there exists a σ-finite (reference) measure,
is a regular conditional probability distribution for X given Y ; i.e.
P X|Y ( · , y) is a probability measure on X for each y, P X|Y (A, · ) is Y-measurable for each A, and
3) constitute an 'outcome-by-outcome' abstract Bayes formula, yielding a posterior probability distribution for X for each outcome of Y . Of course, for any y belonging to a set of P Y -measure zero, P X|Y ( · , y) depends on the choice of version of the Radon-Nikodym derivative Q. However, in particular examples, we can often find a version such that P X|Y (A, · ) is continuous for each A ∈ X .
Let P(X ) be the set of probability measures on (X, X ), and H(X) the set of (−∞, +∞]-valued, measurable functions on the same space. ForP X ,P X ∈ P(X ) and H ∈ H(X), we define
It is well known that the relative entropy h(P X |P X ) can be interpreted as the information gain of the probability measureP X overP X . In fact, any version of − log(dP X /dP X ) is a generalisation of the Shannon information for X. For almost all x, it is a measure of the 'relative degree of surprise' in the outcome X = x for the two distributionsP X andP X . Thus, h(P X |P X ) is the average reduction in the degree of surprise in this outcome arising from the acceptance ofP X as the distribution for X, rather thanP X . If we interpret exp(−H) as a likelihood function for X, associated with some (unspecified) observation, thenH(x) is the 'residual degree of surprise' in that observation if we already know that X = x, and i(H) is the 'total degree of surprise' in that observation, i.e. the information in the unspecified observation if all we know about X is its prior P X . In what follows we shall callH(X) the X-conditional information in the unspecified observation, and i(H) the information in that observation. (Of course, H(X, y) and, respectively, i(H ( · , y) ) are the X-conditional information and, respectively, information in the observation that Y = y.) Proposition 2. 
Proof. If y ∈Ȳ and (2.7) holds then h( ( · , y) ). This is also true if y / ∈Ȳ since, in that case, H( · , y) = 0 and P X|Y ( · , y) = P X . Thus, it is clear that the minimum in (2.8) is less than +∞, and the maximum in (2.9) is greater than −∞.
Suppose that, forP
and
It is easy to show that, for anyP X ∈ P(X ), the relative entropy functional h( · |P X ) is non-negative, evaluates to zero atP X , and is strictly convex on the subset of P(X ) for which it is finite. This establishes parts (i) and (iii).
Suppose now that, forH ∈ H(X), y) ). LetP X be defined by (2.3) withH replacing H( · , y). It readily follows that P X|Y ( · , y) P X , and so
Suppose that there is a set A ∈ X , for which P X|Y (A, y) = 0 butP X (A) > 0. LetP X be defined byP
, and so any maximiser in (2.11) must be absolutely continuous with respect to P X|Y ( · , y). It is easy to show that, for anỹ P X ∈ P(X ), the relative entropy functional h(P X | · ) is non-negative, evaluates to zero atP X , and is strictly convex on the subset of P(X ) consisting of measures that are absolutely continuous with respect toP X . This establishes parts (ii) and (iv). Remark. If the mutual information between X and Y is finite,
then there exists a version of Q for which (2.7) is satisfied for all y.
Proposition 2.1 has the following information-theoretic interpretation. Parts (i) and (ii) both concern the processing of information over and above that in the prior P X . In part (i), the source of additional information is the observation that Y = y. The abstract Bayes formula extracts the part of this information pertinent to X, h(P X|Y ( · , y) | P X ), and leaves the residual information, H( · , y), P X|Y ( · , y) . The input information is held in the likelihood function, exp(−H( · , y)), and the extracted information is held in the distribution, P X|Y ( · , y). An arbitrary estimation procedure that postulatesP X as a 'post-observation' distribution for X, appears to have access to additional information, in that it yields an information gain on X of h(P X | P X ), and a residual information of H( · , y),P X . The sum of these two terms (the term in brackets on the right-hand side of (2.8)) is strictly greater than the actual information available, i(H( · , y)), unlessP X = P X|Y ( · , y). We shall call it the apparent information of the estimatorP X . (Implicit in the interpretation of h(P X | P X ) as the information gain ofP X over P X , is the assumption thatP X represents a rational belief about X given the prior and some additional knowledge, such as an observation.)
In part (ii), the source of additional information is the posterior distribution, P X|Y ( · , y). The aim now is to postulate an observation (with likelihood function exp(−H)), which would give rise to this distribution. The input information here, h(P X|Y ( · , y) | P X ), is merged with the residual information of the postulated observation, H , P X|Y ( · , y) , and the result is greater than or equal to the total information in the postulated observation, i(H), with equality if and only if the observation is compatible with P X|Y ( · , y) in the sense of part (iv) of the proposition. The term in brackets on the right-hand side of (2.9) can be thought of as that part of the information in the postulated observation compatible with P X|Y ( · , y). We shall call it the compatible information of the likelihood function exp(−H). Another interpretation is that the input information, h(P X|Y ( · , y) | P X ), is processed to produce compatible information resulting in a net loss of information except when the processor is optimal.
Throughout the rest of the paper, the apparent information and compatible information will be denoted by F (P X , y) and G(H, y), i.e.
As equations (2.10) and (2.11) show, the minimisation of F is equivalent to the minimisation of the information excess of the estimatorP X , h(P X | P X|Y ( · , y)), and the maximisation of G is equivalent to the minimisation of the information deficit of the likelihood function exp(−H), h(P X|Y ( · , y) |P X ). In fact (as was pointed out by an anonymous referee), these interpretations still hold in the absence of (2.7). However, in not identifying the source information or the extracted information, they do not show the information processing aspects of bayesian estimation in quite the same way as the quantities F and G. Moreover, F and G make clear the compromises involved in bayesian estimation. Part (i) of the proposition shows how P X|Y ( · , y) compromises between being close to the prior P X and fitting with the observation Y = y, whereas part (ii) shows how H( · , y) (or its equivalents) compromise between holding a lot of information but not too much residual information.
Of course it is possible to give other variational characterisations of P X|Y ( · , y). For example, one could consider it as the minimiser of the total variation norm of the difference measureP X − P X|Y ( · , y). However, such characterisations lack the information theoretic interpretation discussed above: F and G are natural error measures for sub-optimal estimation procedures. The characterisation (2.8) could be used as a basis for approximations. For example, we may wish to approximate a posterior distribution by a discrete law on a finite partition of X. The size of the partition may be fixed, but we may be able to choose the law and the details of the partition by means of a finite number of parameters. The characterisation (2.8) could form the basis of an optimisation with respect to this set of parameters. Similarly, the characterisation (2.9) could be used as a basis for the study of modelling errors, in that it shows the information loss arising from the use of an incorrect likelihood function. Since the use of an incorrect prior, P e X (with P e X P X ), with a bayesian procedure is equivalent to the use of the incorrect likelihood function y) , also shows the information loss arising through the use of an incorrect prior. Furthermore, if there were any uncertainty in the likelihood function or the prior, the resulting information loss could be studied by means of game theoretic methods. Proposition 2.1 is an instance of a Legendre-type transform between the relative entropy of probability measures and the logarithm of the exponential moment of realvalued random variables. A similar transform occurs in the characterisation of Gibbs measures in statistical mechanics, [5] . In that context, (X, X ) is the configuration space of a physical system (the cartesian product of a number, N , of identical spaces), H is a Hamiltonian representing the energies of the configurations and F is the free energy of the probability measureP X with respect to the reference measure P X and H. A Gibbs measure represents a thermodynamic state of the system in thermodynamic equilibrium. If N is finite then there is only one Gibbs measure, and it takes the form (2.3). Gibbs theory comes into its full richness only when N is infinite, in which case there may be multiple Gibbs measures and formulae such as (2.3) are no longer appropriate. However, variational characterisations similar to those of Proposition 2.1 are. We note that the bayesian estimator can be seen to compromise between being close to the prior and fitting with the observation in exactly the same way that a thermodynamic system in equilibrium compromises between maximising entropy and minimising average energy.
3. Path Estimators. The variational formulation of bayesian estimation of Section 2 is specialised here for the case in which the signal and observations are, respectively, IR n -and IR d -valued diffusion processes governed by the following Itô integral equations:
Here, V and W are independent, n-and d-dimensional Brownian motions with respect to a P -complete filtration (F t , 0 ≤ t ≤ T ) on (Ω, F, P ), and X 0 is an F 0 -measurable, We suppose that µ, b, σ and g satisfy the following technical conditions: (H2) there exists an > 0 such that
(H3) σ is bounded, and b and σ are uniformly Lipschitz continuous on compact sets and differentiable with respect to the components of z, the derivatives being continuous and bounded; (H4) g has continuous first, second and third derivatives, and there exist C < ∞ and α < ∞ such that for all z ∈ IR
Note that these admit degenerate signal processes, where det(σσ ) can be zero. It follows from condition (H3) that (3.1) has a strong solution |g(X t )| 2 dt < ∞, and from this and the independence of X and W it follows by standard results (see, for example, [6] ) that (H1) is satisfied when the reference measure λ Y is Wiener measure, and the Radon-Nikodym derivative takes the form:
In order to develop the representations of Proposition 2.1 we first need a version of this that is well defined for all y. Under (H2)-(H5) it is possible to 'integrate by parts' in (3.3) and define Q as any measurable function such that, for each y,
It can also be shown (see, for example, [10] , [11] ) that the resulting regular conditional probability, P X|Y , is continuous in y in the sense of the topology associated with the convergence of means of bounded, measurable functions, that 0 < EQ(X, y) < ∞ for all y (3.5) and that
Thus the setȲ of (2.1) can be taken to be the entire space Y in this case, and (2.7) is satisfied for all y. Proposition 2.1 thus shows that, for each y, P X|Y ( · , y) is the only probability measure on (X, X ) with the property
and that
where F and G are the apparent information and compatible information as defined in (2.13) and (2.14), and H for this case is any measurable function, for which
Here, the problem of minimising apparent information can be expressed in terms of stochastic optimal control as the following developments show.
For any z ∈ IR n and 0 ≤ s ≤ T , let (X z,s t ; s ≤ t ≤ T ) be the solution of (3.1) on the interval s ≤ t ≤ T with 'initial condition' X z,s s = z, and let (3.9) Let µ Y ( · , y) be the X 0 -marginal of P X|Y ( · , y). Then it is easy to show that
, (3.12) and from Jensen's inequality it follows that
and so, from Proposition 2.1, µ Y ( · , y) is the unique probability measure on (IR n , B n ) minimising the following apparent information for estimators of X 0 :
From this it can be seen that the X 0 -conditional information in Y is the minimum apparent information for estimators of X given X 0 and Y . Also, since
the minimum apparent information for estimators of X 0 given Y is identical to that of estimators of X given Y . This argument can be extended to show that, for any 0 ≤ s ≤ T , the (X t ; 0 ≤ t ≤ s)-conditional information in Y is the sum of the (X t ; 0 ≤ t ≤ s)-conditional information in (Y t ; 0 ≤ t ≤ s) and the minimum apparent information for estimators of (X t ; s ≤ t ≤ T ) given X s and Y , v(z, s, y), and that the minimum apparent information for estimators of (X t ; 0 ≤ t ≤ s) given Y is the same as that for estimators of X given Y . This suggests that there is a dynamic programming interpretation of the minimisation of apparent information for the path estimator, with value function v.
In what follows we set up a stochastic optimal control problem for the diffusion X θ,0 in which the cost is the apparent information of the distribution of the controlled process. In keeping with the comments above on dynamic programming, it turns out that we need consider only feedback controls. Also, because the distribution of the controlled process must be absolutely continuous with respect to that of the uncontrolled process (in order to avoid infinite cost), it is appropriate to control only the drift coefficient and to let the control enter the drift through the the linear map z → σz. (In fact, it turns out to be convenient to let the control enter the drift through the map z → az, where a = σσ .) The minimum cost of this problem (as a function of the initial value θ) then becomes the X 0 -conditional information in Y , as discussed above.
Consider, then, the following controlled equatioñ
where the initial condition, θ, is non-random. Let U be the set of measurable functions u : IR n × [0, T ] → IR n with the following properties: (U1) u is continuous; (U2) EΓ u = 1, where
. If b and σ satisfy (H3), and u ∈ U then equation (3.14) has a weak solution and is unique in law.
Proof. From (H3) and (U1) it follows that
This, together with (U2) and Girsanov's theorem, shows that V u , defined by
is a standard Brownian motion under the probability measure P u , defined by
is a weak solution of (3.14). Next, suppose that (Ω,F, (F t ),P ,X,Ṽ ) is a weak solution of (3.14), and, for each natural number N , let τ N : X → [0, T ] be defined by
SinceX is continuousP τ N (X) → T = 1. Also, since u satisfies (U1),
and so, from a standard variation of Novikov's theorem (see, for example, Theorem 6.1 in [6] ), it follows that (M t ,F t , 0 ≤ t ≤ T ), where
is a local martingale with respect to the sequence of stopping times (τ N (X); N = 1, 2, . . .). LetṼ
then, by Girsanov's theorem,Ṽ N is a standard Brownian motion under the probability measureP N , defined by dP N = M τ N (X) dP . Let (X t ; 0 ≤ t ≤ T ) be the filtration on (X, X ) generated by the co-ordinate process (χ t ). Sincẽ
where Φ is the strong solution to (3.1), the law ofX restricted to X τ N is identical to that of X θ,0 under P u , restricted to the same sigma-field. Finally, for any A ∈ X ,
and so, since the events on the left-hand side each belong to one of (X τ N ; N = 1, 2, . . .), the law ofX on X is identical to that of X θ,0 under P u . Let (Ω,F, (F t ),P ,X,Ṽ ) be a weak solution of (3.14), and let (F X t ; 0 ≤ t ≤ T ) be the filtration generated byX. Then the process (
-adapted, and so therefore is (M t ) as defined by (3.18) . (This is why controls were restricted to those entering the drift coefficient through the linear map z → az rather than z → σz. With the latter it would be possible to have controls for which (M t ) were not (F X t )-adapted, and these serve no purpose in the present context.) We can now define the cost for controls in U as the apparent information of the resulting distribution ofX,P u X . This is measured relative to the prior P 
J(u, θ, y)
where L is the differential operator associated with X,
and D is the row-vector jacobian operator,
The cost functional has a more appealing form in the special case that the observation path, y, is everywhere differentiable:
This involves an 'energy' term for the control and a 'least-squares' term for the observation path fit. These correspond to the two terms in Bayes' formula, which represent the degrees of match with the prior distribution and the observation path. The optimal control problem (3.14), (3.20) can be thought of as a type of energy-constrained tracking problem. The optimal control, under which the distribution ofX is the regular conditional probability distribution P X|Y ( · , y) , is derived in the following theorem.
Theorem 3.2. Suppose that b, σ and g satisfy (H3) and (H4), and let u * :
where v is as defined in (3.10) . Then, for each y ∈ Y, u * ( · , · , y) belongs to U, and for all θ ∈ IR n , y ∈ Y and u ∈ U,
Proof. The proof is in three parts. The first uses the methods of stochastic flows to establish a stochastic representation formula for u * , (3.33). The second proves the statement of the theorem for non-degenerate systems with bounded coefficients. Finally, a truncation argument is used to extend this result to the general case. Only the time-homogeneous case (b and σ not dependent on t) is treated in order to avoid excessive notation. The arguments extend in an obvious way to the general case. 
and so for any natural number m there exists a C m < ∞, not depending on s, t, z or z, such that
where we have used Doob's submartingale inequality, (3.23), (H3) and standard bounds for the moments of stochastic integrals. It thus follows from the Gronwall lemma that
for all (z, s), (3.27) and so for any > 0 and any bounded set A ⊂ IR n there exists a C < ∞ such that
From (H3) and (H4) it follows that D(Lg) is uniformly continuous on compacts, and so for any η > 0 there exists a δ > 0 such that if z,z ∈ A and |z −z| < δ
Thus Dρ = EξΘ. Now, Jensen's inequality shows that 
Now, because of (3.23), (3.24 ) and the boundedness of g and Dg, u * ( · , · , y) is also bounded and, by Novikov's theorem, satisfies (U2). We have thus shown that in this special case u * ( · , · , y) ∈ U. Let V * and P * be abbreviations for V u * ( · , · ,y) and P u * ( · , · ,y) , respectively, where, for u ∈ U, V u and P u are as defined by (3.16) and (3.17). Then Itô's rule and (3.36) show that
As was pointed out in the proof of Lemma 3.1, (Ω, F, (F t ), P * , X θ,0 , V * ) is a weak solution of (3.14) and so, since g, u * ( · , · , y) and σ are bounded,
By definition, v(θ, 0, y) is the minimum cost, and so we have established (3.22 ) in this special case. A consequence of (3.22) , and the uniqueness of the measure minimising apparent information, is that the distribution ofX when u = u * ( · , · , y) is the regular conditional distribution of X θ,0 given that Y = y. Thus, in this special case,
Next, suppose that the additional constraints placed on y, b, g and σ are removed. For any natural number N , let 
Arguments similar to those used to prove (3.26), (3.30) and (3.31) show that, for any natural number m and any bounded set A ⊂ IR n ,
This, Hölder's inequality and (3.32) show that
Thus u * ( · , · , y) satisfies (U1). It follows from (3.37) and (3.39) that
in probability. (3.40) It also follows from (3.38) and (3.32) that If b and g are bounded and a is uniformly positive definite then, as shown by (3.36), the value function v( · , · , y) is a classical solution of (3.42). If additional differentiability constraints are placed on b, σ and g, then the approximation arguments appearing in the proof of Theorem 3.2 can be used to show that ρ and v have the required smoothness and satisfy equations (3.35) and (3.36), respectively, even when b and g are unbounded and a is degenerate. If y is not differentiable with respect to s then neither is v. However, a simple transformation based on the Doss transformation of nonlinear filtering can be used to re-express the optimal control problem in this case. Let
Then K is an equivalent cost functional to J. The Hamilton-Jacobi-Bellman equation for this cost is
and the value function is v d , where
Despite the greater generality of (3.44) we prefer the formulation (3.42) as it preserves the equivalence between cost and apparent information. In any case, the HamiltonJacobi-Bellman equation is something of a side issue here, as we already have the value function in closed form as a result of the special nature of the problem. The question as to what sort of solution v is to (3.44) in the general case (unbounded b and g, degenerate a, and no extra differentiability constraints on b, σ or g) is one that need not concern us here.
We return now to the path estimator with initial distribution µ. The minimisation of apparent information can be expressed in terms of the following controlled process with random initial condition: Of course, the nonlinear filter and interpolator for the process X can be found from the marginals of this path space measure. In fact the nonlinear filter for X T given Y is connected with the path estimator for a time-reversed version of the process X, in much the way that µ Y ( · , y) is connected with the path estimator for the forward process X θ,0 . This provides an information-theoretic explanation of the connection between nonlinear filtering and stochastic optimal control used in [3] , as well as widening its scope. A detailed account of this, and the information processing aspects of nonlinear filters and interpolators can be found in [9] .
The variational characterisation of the inverse problem (parts (ii) and (iv) of Proposition 2.1) can also be specialised to the path estimator. In the stochastic optimal control interpretation of the forward problem, we restricted the probability measures corresponding to path estimators to the distributions of weak solutions of (3.46). Here, we restrict the likelihood functions of the dual problem, exp(−H), to functions that give rise to posterior distributions of this type. Thus, for each probability measure on IR n ,μ, withμ µ, and each continuous u satisfying (U2) for all θ, we definẽ
Hμ
,u (X) = − log dPμ programming principle has a natural interpretation in terms of conservative flow of information.
We believe that the variational characterisations have a number of advantages. That of the forward Bayes formula can be used as a basis for measuring the accuracy of approximations, and that of the inverse formula as a means of assessing the effects of modelling inaccuracies. Moreover, the characterisations link the issue of approximation and modelling inaccuracies to a broader theory of stochastic dissipativeness. (See [1] .) They also provide a framework for the representation of estimators, in a broader context, as apparent information minimisers and compatible information maximisers. These issues will be explored elsewhere.
