Abstract-In this correspondence, we investigate the decision-feedback detection for multiple-input multiple-output intersymbol-interference (MIMO-ISI) channels. First, a novel constrained symbol-by-symbol decision-feedback detector (DFD) is proposed, in which a constraint on the feedback filter provides robustness against error propagation and outperforms the conventional DFD. However, we find that an error floor is observed at high signal-to-noise ratios (SNRs) if a fixed constraint is used. To resolve this problem, we then propose an iterative symbol-by-symbol DFD in which an adaptive constraint is implicitly used to update the DFD's coefficients. Simulation results show that the error-floor problem is overcome and that the performance becomes satisfactory at high SNRs through iterations.
shows that the Gaussian approximation now overestimates BER and that the error increases with increasing mobile velocity. When the power control process is not able to track the channel variation, the variance expression for the Gaussian approximation tends to overestimate the actual intracell interference variance. This is because a power control algorithm that is not able to track a channel variation tends to oscillate between the intermediate gain values without reaching the higher or lower extremes of its dynamic range. As a result, power control varies over a smaller range for faster channel fluctuations.
Even with this additional source of error, the Gaussian approximation still produces quite accurate results in Fig. 5 for pedestrian and low vehicular speeds for very small spreading factors and link loads. While a considerable error is seen at 100 km/h, most low spreading factor high data rate traffic is likely to be directed at low velocity or nomadic users. In addition, as power control algorithms are improved with adaptive step sizes and latency compensation [4] , the accuracy of the Gaussian approximation will also improve.
IV. CONCLUSION
This paper has demonstrated that the intracell interference on the forward link of a synchronous CDMA system can be accurately approximated as Gaussian even for very low spreading factors and traffic loads. The CDMA forward link model developed in Section II is the first to account for fluctuation in the transmit gains of interfering users due to power control when approximating the intracell interference as Gaussian. It has also been shown that the Gaussian intracell interference approximation can be applied to systems using convolutional codes, turbo codes, and practical power control algorithms.
Overall, the proposed Gaussian approximation allows for a very efficient symbol level implementation of a CDMA forward link simulation. The results generated using a symbol-level simulation with this approximation very closely match with the results generated using a much more complex chip-level simulation with independent transmit gain power control adjustments generated for each interfering user.
I. INTRODUCTION
The idea of using past decisions to mitigate intersymbol interference (ISI) is successfully used in a decision-feedback equalizer (DFE) and a decision-feedback detector (DFD) [1, ch. 10] . However, the decision errors from the equalizer/detector may result in erroneous cancellation of the postcursor ISI through the feedback filter (FBF) [2] and, consequently, degrade the overall performance. There have been some ad hoc techniques proposed to deal with the error-propagation problem by using erasures [3] , error-decision threshold [4] , or a softdecision device [5] . In [6] , some constraints were used in deriving the feedforward filter (FFF) to monitor decision error and ensure ISI cancellation.
In multiple-input multiple-output ISI (MIMO-ISI) channels, a severe self-interference problem occurs due to the ISI as well as coantenna interference. Thus, the error propagation becomes more serious, and its mitigation has to be considered when designing the MIMO DFD.
The main contributions of this correspondence are as follows.
1)
We propose a constrained symbol-by-symbol DFD (CS-DFD) under the minimum-mean-square-error (MMSE) criterion for the MIMO-ISI channels by directly solving a convex optimization program. This proposed CS-DFD outperforms the conventional DFD at moderate signal-to-noise ratios (SNRs). However, we find that a fixed constraint (which was also used in [6] ) cannot guarantee an optimal tradeoff between minimizing the MSE of the detected symbols and mitigating the error propagation. In particular, at high SNRs, where fewer decision errors occur, the fixed constraint becomes problematic as it limits the capability of the DFD in minimizing the MSE. As a consequence, an error floor eventually appears at high SNRs. To resolve this problem, we consider an iterative DFD as follows.
2) The proposed iterative symbol-by-symbol DFD (IS-DFD) iteratively updates its coefficients based on the severity of the decision error. By finding the variance of the decision error which can be seen as an adaptive constraint, an optimal MMSE DFD can be derived, taking into account the error propagation. As a result, satisfactory performance (without suffering the error-floor problem at high SNRs) is eventually obtained as the predicted signal-to-noise-plus-interference ratio (SINR) converges to the true value through several iterations. In addition, as opposed to the block-iterative approaches [9] , [10] , the proposed IS-DFD performs symbol-by-symbol detection, which can avoid the requirement of a large amount of memory to store previous decisions.
II. BACKGROUND

A. MIMO-ISI System Model
Assume that there are M t and M r transmit and receive antennas, respectively. Quadrature phase-shift keying (QPSK) is used for signaling with the constellation set Q = {±1/ √ 2 ± j/ √ 2}. Denote by b m t (n) ∈ Q the data symbol transmitted from the m t th transmit antenna with 1 ≤ m t ≤ M t . Assume that the data symbols {b m t (n)} are equally likely (with a mean of zero and a variance of one). Let
T ∈ C Mr×1 denote the transmitted and received signal vectors, respectively, where n represents time index. Note that Q I×J and C I×J denote the set of all I × J matrices whose entries belong to Q and C, respectively, where C is the set of complex numbers. 
where
T is assumed to be a mean-zero Gaussian noise vector with covariance
where N = L + P − 1, and L denotes the length of the FFF, the system model in (1) can then be rewritten as
Here, H represents the channel filtering matrix of size
given by
B. MMSE DFD for a MIMO-ISI System
Consider a DFD (see Fig. 1 ) consisting of an FFF and an FBF to equalize a MIMO-ISI channel. Both the FFF and the FBF have a finite number of taps. To detect the transmitted signal with a delay of (D − 1) symbols, we use the output of the DFD as follows:
where the superscript (·) H denotes the Hermitian transpose, andb n,2 denotes the tentative hard-decision vector of
. The FFF and FBF weight matrices G and F, respectively, are defined as By assuming that the feedback decisions are correct 1 and that the channel is perfectly known, the conventional solutions of FFF and FBF [8] are obtained as
where 
III. CONSTRAINED SYMBOL-BY-SYMBOL DECISION-FEEDBACK DETECTION
Practically, we can have erroneous decisions in the DFD, i.e., b n,2 = b n,2 . This can increase the chance of introducing an error in estimating the next symbol vector b(n − D + 1). This is called error propagation, and it causes a sequence of errors in detecting future symbols when the present decision is erroneous.
By assuming that the FBF is conventionally given as F = H H 2 G, we will optimize the FFF to mitigate the effect of error propagation. With erroneous decisions, the MSE cost function in (5) can be rewritten as
We can see that the FBF coefficient matrix F = H H 2 G becomes the weight on the error term such as G H H 2 e n,2 in (8). However, if perfect feedback is obtained (i.e., e n,2 = 0), this error term is annulled, and (8) becomes
Similar to [6] , where a constraint is imposed on the FFF of the DFE to avoid excessive noise enhancement, we impose a quadratic inequality constraint on the FBF to directly restrict the impact of the error term G H H 2 e n,2 . By assuming that the decision errors are uncorrelated at different time instants and uncorrelated from different transmitters and that their mean-square values toward different transmitters are equal, the constraint on the FBF can then be expressed as
where tr{.} denotes the trace of a matrix, and γ is the constraint level (γ > 0). If decision errors frequently occur, the constraint needs to be tight, and thus, γ should be close to zero. On the other hand, a larger value of γ can be taken if fewer decision errors are expected. It is difficult to choose the optimal γ which closely depends on the operating SNR. However, from our simulation observation, a reasonable choice of γ falls approximately in the range of 0.5 < γ < 1 for moderate SNRs. By letting α = γM t , the constrained MIMO MMSE-DFD problem can be written as
Tian [6] did not directly solve the optimization problem. It is observed that (10) is a convex quadratic optimization program. By using the Lagrangian multiplier method, we obtain
and λ is a Lagrange multiplier. Since G H A(λ)G is a positive semidefinite matrix, the duality can be applied to (11) [7, ch. 5] , thus leading to the solution of λ as
Once λ op is found, the FFF solution is obtained by
In order to solve for λ op , we look back at the convex quadratic optimization problem in (10) , and it can be observed that the FFF solution can only be one of the two following options. The first option is
In case this constraint is not satisfied, the solution becomes where λ op is the solution of tr{G
Since A(λ) is a Hermitian matrix and its diagonal elements are proportional to λ, f (λ) is a monotically decreasing function of λ. When λ = λ 0 = 0, the solution becomes a conventional DFD. Generally, we have f
, then we know that λ op must satisfy λ 0 ≤ λ op ≤ λ 1 . Thus, a well-known golden-section-search (GSS) algorithm is applicable to iteratively search for λ op . From our observation, the optimal λ op falls between λ = 0 (i.e., the conventional DFD) and λ = 1 (i.e., the FFF is the linear MMSE filter solution). As shown in Fig. 2 (the simulation parameters are given in Section V-B), λ op 's obtained in the CS-DFD scheme for three values of γ = 0.5, 0.6, and 0.7, are far smaller than one. The choice of λ 1 = 1 is therefore confirmed to be large enough for the GSS algorithm.
IV. ITERATIVE SYMBOL-BY-SYMBOL DECISION-FEEDBACK DETECTION
In the CS-DFD approach, the value of the constraint parameter γ is fixed. Thus, if γ is found to be good for low SNRs (more decision errors), it would be unsatisfactory for higher SNRs (less decision errors). In other words, the tradeoff between the degree of freedom (to minimize the MSE) and the degree of constraint (to mitigate the error propagation) in solving the optimization problem would not be optimally satisfied with a fixed constraint. Our design in this section is inspired by how severe the decision error is. The constraint parameter γ should adapt to the decision-error rate and, therefore, should generally be an increasing function of SNR. However, it is difficult to find out the optimal γ which depends on the operating SNR. Fortunately, instead of finding γ, we have an alternative way to cope with the error propagation by incorporating the variance of the decision error in the design of the DFD. To some extent, the variance of the decision error plays a crucial role in the CS-DFD approach via λ, and this will be explained later in the section. Note that the variance of the decision error is needed to determine the DFD coefficients, and at the same time, the estimation of the variance of the decision error is based on the DFD coefficients. We solve this "circle" problem by employing an iterative scheme in which convergence is obtained when the predicted variance of the decision error approaches the true value. In this section, we use the notation diag(X) to denote a diagonal matrix whose diagonal is the diagonal of matrix X, and we use diag(x) to denote a diagonal matrix whose diagonal is vector x.
Assume that the FBF is still conventionally obtained (i.e., F = H H 2 G). Denoting by e i (n) = b i (n) −b i (n) the decision error of symbol b i (n), i = 1, 2, . . . , M t , we make the following assumption: 
T . Thus, the solution of the FFF can be obtained by
Note that if σ
e , then Q = σ 2 e I. In this case, the solution in (14) is equivalent to the solution in (13) with λ = σ 2 e . If there are more decision errors, σ 2 e (i.e., λ) should be larger. Therefore, the variance of the decision error can be seen as an adaptive constraint used in the CS-DFD, where we assume that the error probabilities of symbols transmitted from different antennas are the same (i.e., σ
). However, this may not always be the case as channel characteristics from each transmit antenna can be different. This turns out to be crucial in designing the optimal DFD as our simulations (not included here due to the space limitation) have shown that the variances {σ 2 e i } are significantly different when the channel impulse responses are randomly generated. Thus, instead of using a single constraint as in the CS-DFD approach, we employ the solution in (14) with the estimate of the autocorrelation matrix of decision errors Q. Now, we attempt to find σ
where P s,i is the error probability of symbol b i (n), or numerically found using the input-decision correlation method described in [10] . The output of the DFD can now be rewritten as 
As in [9] , in order to find out P s,i , the noise-plus-interference term v(n) is assumed to be Gaussian. From this, we have [1, p. 269]
/2 dt. We can now apply an iterative algorithm for the estimation of a set of error variances {σ = 1 for all i = 1, 2, . . . , M t , and therefore, Q (1) = I. Thus, for the first iteration, the FFF solution G (1) is a linear MMSE equalizer. b) SINR i, (1) and P s,i, (1) are now available from (19) and (20), respectively. 2) For the lth iteration (l ≥ 2), do the following. a) Update σ decreases. The convergence is obtained when the predicted SINR i approaches the true value. Note that the iterative algorithm is used only to obtain the optimal coefficients of the DFD and that the DFD still works on online signal-processing basis (symbol-by-symbol detection). This avoids the significant amount of memory required to store the decisions from the previous iteration, as is usually the case for the block-iterative approaches (see [9] and [10] ).
V. PERFORMANCE EVALUATION
A. Complexity Performance: CS-DFD Versus IS-DFD
The complexity of the DFD includes the preprocessing complexity of the coefficients G and F and the online processing complexity in filtering/recovering the signal symbols. As the latter is the same for both the CS-DFD and IS-DFD, we focus on the preprocessing complexity only. The CS-DFD requires one update of G, F, and f (λ), whereas the IS-DFD requires the update of G, F, and SINR for each iteration. The computation of G and F requires [·] 
and LM r M t , respectively. Therefore, by assuming that N 1 and N 2 iterations are required for the GSS algorithm and the IS-DFD, respectively, a complexity comparison for the CS-DFD and IS-DFD is summarized in Table I .
If we approximate
r and let L = D = P = 6, M t = M r = 4, N 1 = 5 (according to our simulation, the GSS algorithm generally converges after five iterations), it is shown in Table I that the IS-DFD requires more computation than the CS-DFD does.
B. Numerical Simulation
In our simulation, we apply the proposed DFD designs to a MIMO-ISI system employing the QPSK modulation. The channel impulse response with lengths of P = 6 and 12 has been randomly generated. We assume that h mr,m t (p) is a complex zero-mean Gaussian random variable with a variance of one and is spatially and temporally uncorrelated. The SNR is defined as
Let L = D = 6 and M t = M r = 4 be used. For the CS-DFD, two fixed-constraint values γ = 0.6 and 0.9 are used. For the IS-DFD, the set of coefficients {G (l) , F (l) } obtained after the lth iteration is used for the DFD; thus, the resulting bit-error-rate (BER) behavior after each iteration can be observed. BERs are obtained using 200 × (3 × SNR dB + 1) simulation runs where SNR dB is the value of SNR in decibels. Note that a new channel impulse response and a new set of 4000 transmitted QPSK symbols are regenerated after each run.
Figs. 3 and 4 show the BER performances of the proposed detection schemes with channel lengths of P = 6 and 12, respectively. The DFD with ideal feedback and the DFD using the method proposed by Tian [6] are also shown for comparison. We applied Tian's method, where both equality and quadratic inequality constraints are imposed on the FFF to preserve the signal energy and to avoid excessive noise enhancement, to the same MIMO-ISI channel. Fig. 3 . BER performance comparison of the proposed DFDs with the conventional DFD, the DFD in [6] , and the ideal-feedback DFD when channel length is P = 6. Fig. 4 . BER performance comparison of the proposed DFDs with the conventional DFD, the DFD in [6] , and the ideal-feedback DFD when channel length is P = 12. Fig. 3 shows that the CS-DFD scheme outperforms the conventional DFD at a range of moderate SNRs (i.e., 8-24 dB). For example, a difference of 3 dB between the conventional DFD and the CS-DFD (with γ = 0.9) is found at the BER of 10 −3 . As we impose constraint on the FBF which directly restricts the weight of error term in the feedback, our proposed CS-DFD is slightly better compared with Tian's method. However, when the simulation is carried out at high SNRs (≥ 24 dB), the BER error floor is observed for both the CS-DFD and Tian's method as the fixed constraints are no longer efficient. In other words, an effective constraint at a moderate SNR can be an improper constraint at a high SNR. In this case, the IS-DFD scheme must be chosen as it implicitly adapts to the severity of the decision errors, as shown by the converged BER performance (at the seventh iteration).
It is worth noting that the proposed schemes perform better with larger channel length. The assumptions made to (9) in the CS-DFD scheme are more well justified with larger P . The performance of iterative DFD in the IS-DFD scheme is less dependent on the particular channel realization as the predicted SINR can better converge to the true value when the number of taps of the FFF and FBF is large (i.e., large P ). It is shown in Fig. 4 that the performance of the proposed schemes with P = 12 is closer to the ideal-feedback performance when compared with the case of P = 6 in Fig. 3 . Fig. 5 shows the BER performance of the IS-DFD scheme after each iteration. At high SNRs, the performance of the IS-DFD scheme is satisfactory (no error floor). Fig. 6 further shows the convergence behavior through the average SINR from the output of the IS-DFD scheme with different SNRs. This average SINR is obtained as
SINR i ]. The expectation here is replaced by the average value when running a number of realizations. From Fig. 6 , we also observe that convergence is obtained after the seventh iteration.
VI. CONCLUSION
We have proposed the novel symbol-by-symbol MMSE DFD designs for the MIMO-ISI channels. By solving a convex optimization program, the CS-DFD was introduced with robustness against error propagation at moderate SNRs, which was verified by the superior BER performance compared with the conventional DFD. However, to resolve the error-floor problem at high SNRs, from which the CS-DFD suffers, we proposed the IS-DFD, where its coefficients were iteratively updated by considering the severity of the decision error. Simulation showed that the IS-DFD provides a better BER performance at the expense of higher computational load required for iterations.
Unitary Differential Space-Time Modulation With Joint Modulation
Chau Yuen, Yong Liang Guan, and Tjeng Thiang Tjhung 
I. INTRODUCTION
Modulation techniques that are designed for multiple transmit antennas, called space-time modulation or transmit diversity, can be used to effectively reduce fading effects. Early transmit diversity schemes were designed for coherent detection, with channel estimates assumed available at the receiver. However, the complexity and cost of channel estimation grow with the number of transmit and receive antennas. Therefore, transmit diversity schemes that do not require channel estimation are desirable. To this end, several differential space-time modulation (DSTM) schemes have been proposed [1] - [7] . The DSTM schemes in [1] - [6] generally have a decoding search space of N for a DSTM codebook with N codewords due to the lack of orthogonality or quasi-orthogonality in the code structure. This leads to an exponential increase in decoding complexity with spectral efficiency. For instance, to provide a spectral efficiency of 1.5 b/s/Hz, the codebook of the DSTM in [1] and [2] for four transmit antennas has N = 2 6 = 64 codewords; hence, its optimal decoder needs to search over a space of 64. This is increased to 2 8 = 256 if the spectral efficiency is increased to 2 b/s/Hz. On the other hand, the scheme in [7] is single-symbol decodable as it is designed based on a square orthogonal space-time block code (O-STBC). Hence, for the same four transmit antennas and a spectral efficiency of 1.5 b/s/Hz, the decoding search space per decoder of the O-STBC DSTM could be as low as 4 or 
