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S U M M A RY
The nature of the most abundant components of the Universe, dark
energy and dark matter, is still to be uncovered. The study of the
matter distribution in the Universe and of its clustering properties
may reveal key insight on the origin of these phenomena. However,
matter is not directly observable, but can be mapped through tracers.
In this study we consider neutral hydrogen, which pervades space
from the time of recombination up to present day. It has a character-
istic line emission at around 21cm that being redshifted gives a mea-
sure of comic distance and makes it possible to reconstruct the three-
dimensional density field over a wide range of redshift and scales.
In the upcoming years a new generation of experiments will map
the distribution of neutral hydrogen from unresolved galaxies up to
the high-redshift Universe, by employing a technique called intensity
mapping.
In this thesis we assess the potential of the 21cm intensity maps
for constraining cosmological models. We analyse competitive and
realistic dark energy and dark matter models with state-of-the-art nu-
merical simulations and show how different cosmologies produce dis-
tinctive and detectable effects in the 21cm signal. We compute radio
telescope forecasts showing how these models will be distinguishable
in an unprecedented way.
The drawback of 21cm observations is the intrinsic weakness of
the signal compared to the expected large foregrounds. Motivated
by this, we study the cross-correlation signal between 21cm intensity
maps and the transmitted Lyman-α forest flux, representing a pow-
erful way to extract more information, by isolating instrumental and
astrophysical systematics.
Thesis outline
This thesis is organised as follows. In Chapter 1 we sketch the overall
picture for motivating this study and putting it into context, while
in Chapter 2 there is a simple illustration of some statistical tools we
encounter throughout the thesis.
In Chapter 3 we present and compare the modelling methods we
employ for distributing neutral hydrogen in our cosmological simu-
lations, together with discussing the current available observational
data we can rely on.
Chapter 4 and Chapter 5 address the potentiality that 21cm inten-
sity mapping surveys would have for constraining cosmology and
unveiling the nature of dark energy and dark matter. We start in
ix
Chapter 4, where we present hydrodynamic simulations of warm
dark matter (WDM) cosmologies, study the effect of WDM on matter
and eventually on the 21cm signal at redshifts z = 3− 5. We quantify
this effect and check its detectability with forthcoming radio obser-
vations. In Chapter 5 we extend this analysis to other dark matter
models and dynamical dark energy models, at redshifts z = 1 − 2.
Both in Chapter 4 and Chapter 5 the goal is to consider alternative
but realistic cosmological models and show how 21cm observations
can remarkably tell them apart.
Chapter 6 is devoted to illustrate how we model the Lyman-α for-
est in simulations and it is preparatory for next Chapter 7, where we
investigate the cross-correlation signal between 21cm and Lyα and
show what kind of advantages such study could give for inferring
the parameters and shrinking their uncertainties, for identifying sys-
tematics in the 21cm maps and for testing how much we can rely on
linear theory for the modelling of the observed fields.
Finally, we summarise the main results and future perspectives in
Chapter 8.
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I N T R O D U C T I O N
Tiger got to hunt, bird got to fly;
Man got to sit and wonder, "Why, why why?"
Tiger got to sleep, bird got to land;
Man got to tell himself he understand.
— Kurt Vonnegut [164]
In this thesis I illustrate my contribution to the study of the large
scale structure of the Universe. I focus on the information we can
gain by observing the radiation emitted by neutral hydrogen using a
technique called intensity mapping. What do we mean by large scale
structure? And why detecting neutral hydrogen is a good idea for
describing it? This introduction is meant to answer these questions
and to give a general overview before entering into the details of my
work.
1.1 the large scale structure of the universe
The Universe is remarkably structured: the arrangement of clusters,
galaxies and clouds reveals us walls, voids and filaments, all con-
tributing to what we call the large scale structure of the Universe.
This field has been one of the most dynamic of fundamental science
since i) a great wealth of observational data has been and will be
produced, and ii) a theoretical framework has emerged, the ΛCDM
cosmological model, for understanding these observations.
Indeed, ΛCDM has been shown to be very successful in explain-
ing a wide variety of observables: the anisotropies in the cosmic mi-
crowave background (CMB), the clustering of galaxies at low redshift,
the abundance of galaxy clusters, the baryonic acoustic oscillations
(BAO) observed both in the spatial distribution of galaxies and in the
Lyman-α forest. However, this success is linked to the existence of 2
dark components.
As shown in Figure 1.1, while ordinary matter1 contributes just
4.9% of the Universe mass-energy inventory, we have no understand-
ing of the precise nature of the major ingredients: dark energy (68.3%)
and dark matter (26.8%). In next sections, we motivate the need for
the existence of these dark components, and we summarise what we
know so far about them.
1 Also called baryonic matter, i.e. the fields of Standard Model: all that makes up stars,
galaxies but also the Earth and us.
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Figure 1.1: Planck high precision CMB map [120] has allowed to extract
the most refined values yet of the Universe components (assuming the
ΛCDM cosmological model).
1.1.1 Dark energy
Since the studies on supernovae IA of almost 20 years ago [119, 128],
we know that the Universe is not only expanding (that was an idea
that Hubble and more entertained already in the 1920s) but its ex-
pansion is accelerating. Whatever is the thing or the mechanism that
pushes the Universe to ever faster expansion, we call it dark energy
(DE).
The simplest DE scenario (the one adopted by the ΛCDM standard
model) consists of a positive cosmological constant Λ in Einstein’s
equation of general relativity: a constant energy density filling space
homogeneously [33]. What is the physical nature of Λ? Could the DE
phenomenon be of complete different origin? At present, answering
these questions is one of the most striking problem in physics. More-
over, by employing Λ we are left with some issue [167], mainly:
in the context of quantum field theory Λ can be naturally
interpreted as the energy contribution of quantum vacuum fluc-
tuations; however, the observed value for Λ is roughly 119 or-
ders of magnitude lower than what Standard Models fields ac-
count for2 .
a coincidence problem Λ is comparable to the present matter
density (despite having extremely different dependence on the
scale factor): its value must have been fixed very precisely at
2 A similar result can be obtained also by employing the supersymmetric theory.
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early times in order to assure a structure formation period long
enough to have distributed matter as we observe today3.
A substantial variety of DE models beyond the cosmological con-
stant have been invoked to solve either one or both of these problems
(see [43] for a review). We find models in which a dynamical field
relaxes to the value of Λ via some mechanism, as the ones we con-
sider in Chapter 5. Another viable possibility is to discard the DE hy-
pothesis and look at modifications of the gravity theory itself, as for
instance scalar-tensor theories that effectively make the gravitational
coupling G varying instead of being constant4.
1.1.2 Dark matter
Dark matter (DM) interacts with ordinary matter just gravitationally,
it does not interact via electromagnetism and thus neither emits nor
reflects light: we have not been able to observe it directly. Evidences
of its interactions via gravity come through different observational
techniques, spanning a remarkably large range of scales:
at the horizon scale The detection of the power spectrum of
the CMB shows temperature fluctuations ∆T/T ∼ 10−5 [120],
that are 2 orders of magnitude smaller than the value we would
expect tracing back present day structures5.
at large scales Spectroscopic redshift surveys measure the spa-
tial distribution of galaxies and how this distribution evolves
in time [150]. The outcomes are well fit with the hypothesis of
cold DM and with the idea that structure formation proceeds
hierarchically, by merging of smaller into larger objects.
at clusters of galaxies scale We invoke DM to sum up the
mass distribution we measure through i) the motions and mass
of individual galaxies [143, 174], ii) the distortion of the images
of the background galaxies due to dense cluster cores (gravita-
tional lensing, e.g. [44, 92]) and iii) the measurements of the hot
intra-cluster gas temperature, assuming hydrostatic equilibrium
[131].
at galaxies scale Rotation curves of stars in galaxies behaves as
a DM component surrounds the system [129].
3 This problem is solved if we assume the anthropic principle, i.e. observations of the
Universe must be compatible with the conscious and sapient life that observes it.
4 This is the class of gravity theories that I consider in my works [31, 32], whose results
I do not include in this thesis.
5 If we account for DM, that did not interact electromagnetically with the CMB pho-
tons, then structures started forming before CMB seeped out.
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In brief, DM is the most abundant gravitating matter, thus drives
the formation of all visible structures. By mapping it with the differ-
ent techniques shown above, we find a loose network of filaments,
growing over time, which intersect in massive structures at the loca-
tions of clusters of galaxies. This picture is consistent with predictions
of gravitationally induced structure formations (from the Millennium
run [146] of 2005, to which have followed a series of ever more so-
phisticated simulations), in which the initial, smooth distribution of
DM collapses into filaments then into clusters, forming a gravitational
scaffold into which gas can accumulate, and stars can be built.
The physical nature of DM is still to be uncovered. The opportunity
is seized by particle physicists, who have been proposing a zoo of
particles acting DM-like (see [60] for a review). However, no detection
of DM particle candidates in Earth laboratories has yet been made, or
ultimate annihilation or decaying signal being detected [26].
The standard model postulates DM to be cold (CDM): weakly inter-
acting particles whose velocity dispersion in the early Universe was
too small to erase structure on a galactic or sub-galactic scale. As
just said, the theory has been very successful in explaining cosmic
structure over a remarkable span of redshift [18, 52, 117], but in the
last ∼ 25 years the CDM predictions have been challenged by an es-
calation of small scale observations [166]. We can summarise these
discrepancies in 3 main issues (see [28] for a more complete list):
missing satellites Because CDM preserves primordial fluctua-
tions down to very small scales, simulated halos retain a large
amount of substructure, predicting hundreds of sub-halos in
contrast to the ∼ 10 satellites of the Milky Way [76, 101].
cusp-core problem CDM collapse leads to denser halos (in nor-
malisation) and more cuspy profiles (in inferred density pro-
file slope) than what derived from rotation curves of DM domi-
nated galaxies (e.g. [61, 100, 104]), see Figure 1.2a.
too-big-to-fail The local Universe contains too few galaxies with
central densities indicative of halos of virial massMvir ' 1010M:
halos of this mass are generally believed to be too massive to
have failed to form stars, so the fact that they are missing is
hard to understand [22, 114, 154], see Figure 1.2b.
Part of the solution of these conflicts lies in baryonic physics: for
the missing number of satellites it could be that galaxy formation
becomes increasingly inefficient as the halo mass drops, and for the
cusp-core issue it has been claimed that baryonic processes (e.g. gas
cooling, star formation, supernovae and active galactic nuclei feed-
backs) alter the structure of dark matter halos (e.g. [107, 121, 127]).
However, these findings rely on hydrodynamic simulations only and,
more importantly, for very low mass galaxies and for field dwarf
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(a) CDM expectation for a galaxy rotation
curve of a Vmax ' 40 km/s (dashed
black line): it rises quickly, reflecting
a central density profile that rises as a
cusp with ρ(r) ∝ 1/r. The data points
show the rotation curves of 2 example
galaxies of the same size [110], which
are more slowly rising and better fit
by a density profile with a constant
density core ([29], cyan line).
(b) Data points show the circular veloc-
ities of Milky Way satellite galaxies
(black) and field dwarfs galaxies (ma-
genta). The grey curves are predic-
tions for CDM halos from fully self
consistent hydrodynamic simulations
that span the same stellar mass range
as the observed galaxies. Details of
data and simulations in [28].
Figure 1.2: Plots taken from [28]. On the left for the cusp-core problem, on
the right for the too-big-to-fail.
galaxies (i.e. those mostly affected by the too-big-to-fail problem) the
impact of baryonic feedback is actually found to be negligible [28,
166].
Alternatively, these small scale issues could point towards the need
of changing the cold DM hypothesis itself. The ideal candidates are
models presenting dissipative effects that can suppress the amplitude
of small density fluctuations, fully retaining the success of CDM at
large scales and alleviating the small scale issues summarised above.
In this thesis, we explore a series of viable models, starting in Chap-
ter 4 from the vanilla possibility of making DM warm, i.e. with free-
streaming velocities in the early Universe large enough to erase the
small scale primordial fluctuations, and extending the analysis in
Chapter 5 with models characterised by non-thermal distribution func-
tions. The bottom line is that these scenarios are (and need to be)
indistinguishable from CDM at middle and large scales, hence be-
ing hard to be tested. We will show that cosmic neutral hydrogen
observations could play a fundamental role for discriminating these
models.
Concluding this section, the big picture is the following: DE is re-
sponsible for the accelerated expansion of the Universe (at late times),
while initial fluctuations in the DM density field grow via gravita-
tional instabilities to form DM halos, and galaxies are believed to
form within these density peaks once they are sufficiently massive
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for the baryons to be able to cool and condense. DE and DM are
fundamental for our understanding, yet we directly observe galaxies
only.
1.1.3 Why do we need tracers?
Effects of both DE and DM are embedded in the spatial distribution
of matter in the Universe, hence a way to constrain the cosmolog-
ical model is measuring the statistical properties of the matter dis-
tribution and compare them against predictions of the theory. The
problem resides in the fact that the DM cosmic web is not directly
observable. Our knowledge depends on the spatial distribution of
its tracers: galaxy clustering, abundance of galaxy clusters, Lyman-
α forest and so on. These observables indeed trace matter, but each
of them in a differently biased way, that it is crucial to study. Main
subject of this thesis is cosmic neutral hydrogen observations and, es-
pecially in Chapter 7, we focus on delineating its biased relation to
the underlying matter density field.
The primary statistical tool used to characterised the spatial prop-
erties of the tracers and, eventually, of the matter field is the power
spectrum6. It describes the clustering of matter as function of scale7.
In Figure 1.3 we see the comparison between the linear matter
power spectrum as predicted by ΛCDM and some data points that
refer to a variety of observables 8: the agreement is remarkable. Dif-
ferent observables contribute to the overall knowledge of matter dis-
tribution, and eventually cosmology, by sampling the matter power
spectrum at different scales. In next sections (and more broadly in
the whole thesis) we show how intensity maps of the 21cm radiation
by neutral hydrogen will contribute to this picture, potentially revo-
lutionising the field of cosmological observations.
1.2 neutral atomic hydrogen
Neutral atomic hydrogen (HI) is the protagonist of this thesis. We
later see why it will be crucial for cosmology, here we start by asking
how much HI is there in the Universe.
6 In this thesis we use it extensively, in Chapter 2 we formally define it and briefly
describe how we calculate it.
7 On large scales, gravity competes with cosmic expansion, and structures grow ac-
cording to linear theory. In this regime, the density contrast field is Gaussian, Fourier
modes evolve independently, and the power spectrum is sufficient to completely de-
scribe the density field. On small scales, gravitational collapse is non-linear, and can
be computed accurately using numerical simulations, as indeed we do in this thesis.
8 This figure is old, as it is of 2002 [149]. At present this curve could be more sampled
and points would have smaller error bars. We choose this particular plot for clearness
and simplicity sake.
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Figure 1.3: The linear matter power spectrum P(k) predicted by the con-
cordance ΛCDM model (solid curve), i.e. not a fit to the observational
measurements shown. Data catalogues and details in [149], where the
plot is taken from.
In this introduction we already came across the CMB, the cosmic
microwave photons that could seep away from the first hot and dense
phase when the Universe starts cooling down and expanding, accord-
ing to the Hot Big Bang theory. This epoch is called recombination:
protons and electrons are able to recombine and to form neutral hy-
drogen atoms. Hence, after recombination the gas is left in a cold and
neutral state. Tiny density fluctuations later start growing under the
action of gravity, collapsing into bound objects inside which stars and
galaxies eventually form [41]. These objects start emitting ultraviolet
(UV) radiation that carves out ionized regions around them. After a
sufficient number of ionizing sources have formed, the ionized frac-
tion of the gas in the Universe rapidly increases until hydrogen be-
comes fully ionized. This period, during which the cosmic gas goes
from neutral to ionized, is known as the Universe’s Epoch of Reion-
ization (EoR), that takes place in the redshift range 6 . z . 10 [13].
Understanding how EoR is at play is one of the primary goals of
present-day cosmology (a review in [172]). This thesis is not aimed at
doing so as it focuses on the post-reionization Universe, however we
do encounter EoR discussions throughout, mainly because EoR sets
the total amount of neutral hydrogen left in the Universe.
Indeed, after EoR the bulk of surviving HI is thought to reside
in in pockets of high matter density regions, where it is protected
from the ionizing background since clouds which are predominantly
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composed of HI (above column density ofNHI > 2×1020 atoms cm−2
[169]) must absorb, in an outer layer, the majority of incident photons
capable of ionizing hydrogen (hν > 13.6 eV): this mechanism is called
self-shielding. HI can be used as a tracer of the matter distribution of
the Universe and is detectable either in absorption or in emission.
1.2.1 Signal in emission: the 21cm radiation
HI in its ground state consists of an electron bound to a proton. Both
the electron and the proton have intrinsic magnetic dipole moments
(spins), that can be either parallel or anti-parallel. The parallel state,
populated by collisions, has a slightly higher energy, so that a tran-
sition to the anti–parallel state produces radiation at a wavelength
of 21cm (a frequency of 1420 MHz). However, this spin-flip transi-
tion is highly forbidden with an extremely small transition rate of
2.9× 10−15 s−1 that corresponds to around 10 million years for spon-
taneous emission, i.e. very unlikely to be detected in a laboratory on
Earth. The history of 21cm observations is indeed uniquely astrophys-
ical! Due to the vast amount of hydrogen in the Universe as well as the
efficiency of collisions, the probability of observing the 21cm emitted
photons greatly increases and it is indeed one of the most important
astrophysical probes [58], providing detailed information on the gas
distribution and its relation to star formation and gas kinematics.
Unfortunately, this knowledge is limited to the local Universe galax-
ies (z 1): the weakness of the 21cm transition implies that extremely
large telescopes would be needed to carry out such studies in high-z
galaxies9. This is why gas-rich galaxies at high redshifts are most eas-
ily detected through their absorption signatures in the optical spectra
of background quasar, as we will see below and more in detail in
Section 3.3.
But another possibility of exploiting the 21cm signal consists of giv-
ing up the detection of individual galaxies and starting to profit from
the large scale and high redshift potential of HI thanks to intensity
mapping.
1.2.1.1 The intensity mapping technique
As just discussed, the HI emission from individual galaxies is too
weak to be measured efficiently, thus a technique called intensity
mapping (IM) has been proposed: measuring the total 21cm radia-
tion over large angular scales without needing to resolve the individ-
ual sources, i.e. integrating all the radiation coming to single large
pixels [11, 14, 15, 27, 39, 84, 95] . This results in a map of the large
scale fluctuations in 21cm intensity, similar to a CMB map or better
9 For example, in [73] they calculate that detecting a single z ∼ 2.5 galaxy with an
optimistic HI mass MHI ∼ 6.5× 109M would require ∼ 360 hours with the SKA
telescope.
1.2 neutral atomic hydrogen 9
Figure 1.4: Image taken from [172] showing the various cosmological and
galactic components that contribute to the measured signal at a given
frequency. It refers to EoR signal, but same foregrounds are at play for
the signal coming from the redshifts analysed in this thesis.
to many CMB maps: the signal depends on redshift too, hence the en-
coded information is 3D. These experiments will be faster than usual
galaxy surveys, since there will be no need to resolve discrete ob-
jects. Still comparing with galaxy surveys: the collected data of 21cm
IM experiments will look like a continuous field (maps of pixels),
thus disclosing to more data analysis possibilities and allowing to ex-
ploit, for example, the well trained CMB-related analysis machinery;
thanks to the narrow channel bandwidths of modern radio receivers,
we will measure redshifts too, bypassing one of the most difficult as-
pects of performing galaxy surveys. On top of this glowing portfolio
of advantages, it sums up the present and prospected instrumental ef-
fort for performing 21cm IM experiments: among present and future
facilities we highlight the Canadian Hydrogen Intensity Mapping Ex-
periment (CHIME)10, the Baryon acoustic oscillations In Neutral Gas
Observations (BINGO)11, the Ooty Radio Telescope (ORT)12, the Five-
hundred-meter Aperture Spherical radio Telescope (FAST)13, the Hy-
drogen Intensity and Real-time Analysis eXperiment (HIRAX)14 and
ultimately the Square Kilometre Array (SKA)15 and its pathfinders
(see [27] for a more complete list and a discussion on the different
instrumental configurations). As we will show in Section 3.4.2, in this
thesis we focus on SKA phase-1, considering the MID and the LOW
10 http://chime.phas.ubc.ca/
11 http://www.jb.man.ac.uk/research/BINGO/
12 http://rac.ncra.tifr.res.in/
13 http://fast.bao.ac.cn/en/
14 http://www.acru.ukzn.ac.za/~hirax/
15 https://www.skatelescope.org/
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Figure 1.5: Plot taken from [5] showing the frequency dependence of the
different foregrounds and the cosmological signal along lines of sight
with different galactic latitudes (given in the top-right corner of each
panel)..
arrays according to the wavelength (redshift) we study in the specific
case [162].
Summarising, 21cm IM surveys will be characterised by:
i) large volumes sampled in comparatively small observing times;
ii) the advantage of the spectroscopic nature of the signal;
iii) a number of suitable instruments developing over the coming
decade.
As follows, IM constitutes a promising method to efficiently ob-
serve the distribution of matter in the Universe on cosmological scales.
Indeed, we already find in recent literature efforts to exploit this new
cosmological probe. In [27] they assess how well a number of cos-
mological observables and parameters will be measured by a vari-
ety of upcoming IM experiments; in [30] they consider the access to
ultra-large scales that these kind of surveys will have, allowing for
detection of effects of primordial non-Gaussianity and placing very
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stringent bounds on different models of inflation; tests of general rel-
ativity and modified gravity are explored in [69], while in [159] they
assess the detectability of the baryonic acoustic oscillations (BAO).
However, it is a novel technique and as such has to face several
issues, e.g. the calibration of the radio telescopes16, the understanding
the possible instrumental effects [27], and:
lack of a theoretical framework As we will discuss in Chap-
ter 3, there is no consensus on the how to model the signal, i.e.
the distribution of HI in the post-reionization Universe (1 < z <
5), as observations are still missing. The value of ΩHI itself, the
cosmological abundance of HI, is still quite uncertain, together
with its redshift evolution (discussion in Section 3.3.1), but it
is crucial for optimising the surveys, e.g. the lower ΩHI, the
harder is to detect the HI signal and the more aggressive the
foreground cleaning needs to be.
foreground contamination Contaminating signals are expected
to be between 4 and 6 orders of magnitude higher than the cos-
mological HI signal, see Figure 1.4 and 1.5. We summarise the
most severe ones:
i) Galactic synchrotron emission: the radiation caused by high-
energy cosmic ray electrons accelerated by the galactic mag-
netic field.
ii) Galactic free-free emission: free electrons accelerated by
the ions of the warm ionized medium.
iii) Extragalactic radio sources: bright radio galaxies (as active
galactic nuclei) and star forming galaxies.
iv) Earth-wise contaminants: artificial radio frequency interfer-
ence and atmospheric (ionosphere) noise.
Thus, the possibility of using 21cm IM as cosmological probe vi-
tally depends on the availability of accurate foreground removal tech-
niques (e.g. [6, 170]). Another way to tackle this issue is through cross-
correlation studies, as we propose in Chapter 7, where we study the
cross-correlation between the 21cm maps and the Lyman-α forest flux
at redshift z = 2.4.
In this thesis we focus on the post-reionization Universe, however
the redshifted 21cm emission line is a crucial observable also for
probing the EoR (e.g. [65, 88]). To date, a number of experiments
have sought to measure this high-redshift 21 cm emission, using LO-
16 Especially for single dish experiments, calibration errors constitute some of the most
challenging foregrounds [27], e.g. drifts in the gain (due to instrumental temperature
variations) and spillover (due to the poorly characterized beam).
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Figure 1.6: Diagram of the Lyman-α forest: as the light from the quasar
travels towards the observer, it encounters blobs of neutral gas that gets
ionized, leaving absorption features in the observed spectra.
FAR17, the GMRT18, the MWA19 and PAPER20. The task is incredibly
hard (see discussion in [172]) and no signal has been detected yet,
but encouraging results come from the LOFAR collaboration who
got first limits on the EoR 21cm power spectra, in the redshift range
z = 7.9− 10.6 [115]. Needless to say, their efforts will be greatly valu-
able for detecting the post-reionization signal too, because it shares
the same foregrounds as the EoR signal.
1.2.2 Signal in absorption: the Lyman-α forest
We discussed above how challenging is to detect the 21cm emission
line of gas-rich high-z galaxies. Instead, these objects are easily de-
tected through their absorption signatures in the optical spectra of
background quasars. The highest HI column density system found
(NHI > 2× 1020 atoms cm−2) are called damped Lyman-α absorber
systems (DLAs) and are the largest repository of neutral gas at high
redshifts. In Section 3.3 we better describe DLAs and we use their
statistical properties to test our models of HI distribution.
DLAs are called damped systems because they are indeed identi-
fied by a depression in the quasars’ continuous spectra. Actually, all
quasars at high redshift exhibit also huge numbers of more narrow ab-
sorption lines, starting at the wavelength of the quasar’s own Lyman-
α emission line and extending blueward. These correspond to lower
column density (NHI < 1014.5 atoms cm−2) absorption systems that
are believed to smoothly trace the cosmic web filaments and sheets
[156]. The picture is the following: when light from the quasar travels
17 http://www.lofar.org
18 http://www.gmrt.ncra.tifr.res.in
19 http://www.mwatelescope.org
20 http://eor.berkeley.edu
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Figure 1.7: Spectra taken from the Quasars and Active Galactic Nuclei
archive at http://pages.astronomy.ua.edu/keel/agn/. The high red-
shift spectra (bottom panel) displays so many absorption lines that they
are said to be a forest of lines.
through the hydrogen clouds, each cloud imprints an absorption line
of Lyman-α onto the continuum spectrum, as shown in Figure 1.6.
As the clouds are receding due to cosmic expansion, a series of red-
shifted lines called Lyman-α forest is formed. These features encode
information about the distribution and density of cold gas along the
line of sight to the quasars, thus probing an otherwise invisible com-
ponent of cosmic gas.
This component evolves strongly with cosmic time, since we see
dramatically more absorbers toward higher redshifts, as in the 2 ex-
ample spectra shown in Figure 1.7, top panel quasar at z = 0.16, bot-
tom panel z = 3.6. The availability of accurate Lyα forest spectra for
a large number of quasars from the Baryon Oscillation Spectroscopic
Survey (BOSS)21 allows 3D statistics to be done [141], e.g. the cluster-
ing properties of the Lyα forest have been recently used to detect the
BAO peak at z = 2.34 [56].
In Chapter 6 we describe the methods we use to model the Lyα for-
est in our simulations, and in Chapter 7 we study the cross-correlation
signal of 21cm IM - Lyα forest flux.
21 http://www.sdss3.org/surveys/boss.php
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T H E O R E T I C A L F R A M E W O R K A N D S TAT I S T I C A L
T O O L S
In this chapter we present the statistical tools we employ for the anal-
ysis of the results of this thesis, together with a description of the
model of gravitational instability needed to describe the distribution
of matter in the Universe. We follow mainly Peebles, 1980 [116]. We
do not aim at giving exhaustive derivations, our purpose is merely to
clarify the quantities we later use and sketch how we calculate them.
2.1 the power spectrum
The matter1 density fluctuations can be described in terms of the den-
sity contrast
δ(x) ≡ ρ(x)
ρ¯
− 1 , (2.1)
where ρ(x) is the matter density at the comoving position x and ρ¯
is the mean background density 〈ρ(x)〉. The density contrast can be
written as a sum over Fourier modes
δ(x) =
∫
d3k
(2pi)3
δ(k)e−ik·x , (2.2)
with the inverse Fourier transform
δ(k) =
∫
d3xδ(x)eik·x . (2.3)
Assuming that the field is statistically homogeneous and isotropic,
we have that the two point correlation function 〈δ(x1)δ(x2)〉 = ξ(x1, x2)
is invariant under translations and rotations, which means that is
only function of the separation distance r = |x1 − x2| between the two
points where it is evaluated. The power spectrum P(k) is the Fourier
transform of the two point correlation function, or alternatively
〈δ(k1)δ(k2)〉 = (2pi)3δD(k1 + k2)P(k1) , (2.4)
with δD the Dirac delta.
In this thesis, the field considered is interpolated on a grid using
a Cloud in Cell (CIC) algorithm [83], we then make use of the Fast
Fourier Transforms2 (FFTs) to calculate the power spectra.
1 The same mathematical framework applies to other fields too, as for the Lyman-α
flux in Chapter 6, or for the 21cm signal considered many times in this thesis.
2 https://en.wikipedia.org/wiki/Fast_Fourier_transform
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2.2 gravitational instabilities in an expanding universe :
linear theory
The growth of structure via gravitational collapse is a non-linear pro-
cess which, even in an expanding background, quickly departs signif-
icantly from the solutions of the linearised equations. However, linear
perturbation theory is an extremely useful tool when studying struc-
ture formation, since it contains vital information which can be used
to understand the late-time distribution of the matter density field.
Assuming a dark matter dominated Universe, in the Newtonian
limit3, at sub-horizon scales, the linearised Poisson, continuity and
Euler equations that describe the evolution of the overdensity field δ
are given by
∇2φ = 3
2
Ωmδ (2.5)
δ˙+
1
a
∇ · v = 0 (2.6)
v˙+Hv = −
∇φ
a
. (2.7)
where the derivatives are taken with respect to the cosmic time t and
where
φ gravitational potential
Ωm matter density parameter
a scale factor, describing the expansion of the Universe
v velocity field.
and we define H ≡ a˙/a the expansion rate. By differentiating the
continuity Equation 2.6 with respect to t and combining the result
with the Poisson and Euler equations 2.5-2.7, we find a second order
linear differential equation for the linear density contrast
δ¨+ 2Hδ˙−
3
2
Ωm
a2
δ = 0 . (2.8)
In the above equation only time derivatives appear, hence solutions
can be factorised into a spatial and a time dependent solutions, asso-
ciated with a growing D+(t) and a decaying mode D−(t):
δ(x, t) = D+(t)A(x) +D−(t)B(x) , (2.9)
where A(x) and B(x) are two arbitrary functions describing the initial
density field. In the case of matter dominated Universe, which holds
over the range 3100 & z & 0.5 in which most structures form, H =
2/(3t), hence
D+(t) = t
2/3 and D−(t) = t−1 . (2.10)
3 Assuming weak gravitation (δ 1) and velocities to be non-relativistic (v c).
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After some time the growing solution will dominate, i.e. structures
form. Thus, the decaying mode is generally neglected and the solu-
tion gets normalised by the growing mode today (a0 = 1), so we
define the growth factor as
D(a) ≡ D+(a)
D+(a0)
. (2.11)
2.2.1 The transfer function
Let us continue following the evolution of the matter fluctuations.
We consider collisionless dark matter particles, their velocities can
cause the overdensities to disperse and this process makes fluctua-
tions erase on scales . σt, with σ the velocity dispersion of the parti-
cles at time t. As time passes, σ decreases and the damping becomes
smaller. In standard ΛCDM model no suppression is predicted, i.e.
the dark matter particle must have mass & 1 keV [18]. Such particles
become non-relativistic at z & 5× 106 and their random velocities at
decoupling are . 50 km/s: dark matter particles satisfying these con-
straints are called cold dark matter (CDM), that we already illustrated
in Section 1.1.2.
Precise calculations analogous to this one can be performed also for
baryons and other dark matter models, as in Chapter 4-5. The results
are accounted by the so called transfer function:
T(k, z) ≡ δ(k, z)
δ(k, z =∞) δ(0, z =∞)δ(0, z) . (2.12)
where δ(0) is the overdensity on large scales, which obeys the Equa-
tion 2.8. Thus T(k, z) represents the factor by which the linear fluc-
tuations with wavenumber k are enhanced or suppressed relative to
large scale fluctuations4. In order to derive T(k, z), in this thesis we
make use of the code CAMB [81] together with fitting formulas later
presented.
2.2.2 The matter power spectrum
If linear theory were valid up to present times, the current matter
power spectrum P(k) would be proportional to the product of the
primordial Pini(k) and of the square of the transfer function and of
the growth factor:
P(k, z) ∝ D2(z)T2(k)Pini(k) . (2.13)
However, as discussed in Section 1.1.3, we do not observe directly
matter, but observables that trace matter in a biased way. The idea that
4 In the case of CDM, the growth is self-similar, hence T(k, z) = T(k)
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baryons condense and form galaxies in dense environment has been
generalised by Sheth and Tormen, 1999 [137] in the peak-background
split framework. The statistical relation between the DM and lumi-
nous matter distribution is described by a bias bA, with A standing
for galaxy or other observables, such that at linear order it holds
PA(k) = b
2
AP(k) . (2.14)
At small scales the linear bias relation breaks down mainly because
of non-linear structure formation and acquires non-local features as
scale dependency, as we check in Chapter 7.
2.3 the non-linear regime
In this thesis, we follow the highly non-linear dynamical regime in
which DM particles enter and get bound into stable objects (halos),
making use of numerical simulations, as analytical tools break down
at describing the matter clustering.
A semi-analytical model that has proven useful to address non-
linear clustering is the halo model (see [46] for a review). In this thesis
we do not employ it, but we refer to it. The assumption made is that
at late times all the matter distribution is contained only in virialised
DM halos. Then, the total matter power spectrum ca be split into 2
terms
P(k) = P1h(k) + P2h(k) , (2.15)
where P1h is the 1-halo term describing correlations on small scales
between mass particles within the same halo and P2h is the 2-halo
term arising from large scale correlation of matter in different halos.
3
O N T H E M O D E L L I N G O F T H E H I S PAT I A L
D I S T R I B U T I O N
The spatial distribution and the clustering properties of neutral hy-
drogen in the Universe are unknown. The closest we got so far has
been measuring:
i) the clustering of HI selected galaxies at z ∼ 0 from the ALFALFA
survey (Martin et al., 2012 [91]), where they measure a HI bias
of bHI ' 0.8,
ii) the product ΩHI × bHI = 0.62× 10−3 i.e. the HI cosmic abun-
dance times its linear bias, from intensity mapping (IM) obser-
vations at z ' 0.8 performed with the Green Bank Telescope by
Switzer et al., 2013 [147] (in Section 3.3.1 we see why 21cm IM
surveys are sensitive to this product and how much uncertain
ΩHI and bHI are on their own),
iii) the bias of the Damped Lyman-α systems (DLAs) at z ∼ 2.3 by
the BOSS collaboration [62]: bDLAs = 2.17 (in next paragraph we
say more on DLAs).
There is overall consensus that after reionization (z < 6− 5) almost
all HI belongs to galaxies (and consequently to dark matter halos)
as the gas elsewhere has been ionized by the background light. Last
argument is endorsed by Lyman-α forest data, that enable us to mea-
sure how few neutral gas is left in the intergalactic medium (IGM) [106,
171]. Briefly, we do not know which halos bear which amount of neu-
tral hydrogen at a given redshift, but we know the greatest part of HI
is in halos.
Coming back to the forest data, main tracers of HI are indeed the
above cited DLAs: objects with HI column density NHI > 1020 atoms
cm−2 displaying a 21cm line in absorption in the spectrum of distant
quasars [63]. DLAs are believed to host most (∼ %90) of the cosmic
neutral gas up to z ' 5 [62] and this is why in the literature it is
very common to interchange equivalently their bias bDLAs with the HI
bias bHI, but in [38] they claim the 2 biases are significantly different,
bDLAs being a number-of-object weighted quantity and bHI a mass
weighted one.
Indeed, putting on the same foot all the measurements listed above,
it is hard to reconcile them in a unique HI spatial distribution pre-
scription (e.g. none of [9, 10, 51, 74, 113, 163] agrees to each another),
winding up with the recent work by [112] where it is argued that there
must be a crucial change over time in HI hosting systems properties.
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In this thesis we make use of different methods to distribute HI in
the large scale structure. They are different in spirit and actual realiza-
tion and are supported by different observational evidences. Hence,
their joint use empowers our conclusions as we are fully exploring
the possible and viable ways at our disposal to distribute cold gas in
simulations.
3.1 halo based models
Since the ionizing UV light background prevents the formation of
large neutral gas clouds unless they are self-shielded, it is believed
that in the post-reionization Universe, most HI resides in the halos
and only a negligible fraction is diffuse1. This allows us to make use
of halo based models whose main ingredient is the function MHI(M, z)
that represents the average HI mass that a dark matter halo of mass
M hosts at redshift z.
In the literature we can find quite a few versions of the relation
MHI(M, z): it has been calibrated on hydrodynamic simulations [51,
74, 163], inspired from observations [9] or parametrised and fitted on
data [10, 38, 113]. Some of them are summarised in Figure 3.1a. There
is no agreement on the modelling of MHI(M, z): the prescriptions
vary in shape, amplitude and slope. Summarising, the models that
are built to fit the high DLAs bias measured at high redshift favour
more massive halos in Figure 3.1a as compared to the others that are
aimed at matching the 21cm data coming from lower redshift.
In this thesis we make use of 2 halo based HI mass assignments.
The first one, dubbed halo based model A, was originally presented in
in Bagla, Khandai, and Datta, 2010 [9]. The second, halo based model B,
is described in Villaescusa-Navarro et al., 2016 [163].
We acknowledge that this modelling of the MHI(M, z) function im-
plicitly neglects the intrinsic scatter expected in it2. However, the data
so far available is not enough to constrain the HI - halo mass re-
lation (but see the very recent work of [67] that goes in this direc-
tion). Reassuringly, such halo based models have been already exten-
sively investigated at similar redshifts against other methods such as
post-processing pseudo radiative-transfer calculations (as the one de-
scribed later in Section 3.2), and the results have been proven to be
consistent among them: e.g. [37, 161, 162].
1 This point has been checked and validated in simulations too [161].
2 Moreover, if the scatter correlates with environment, cross-correlations might be se-
riously affected by this approximation (as the study in Chapter 7).
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model a Following Bagla, Khandai, and Datta, 2010 [9], we model
the function MHI(M) as:
MHI(M) =
f M1+(M/Mmax) if Mmin 6M
0 otherwise.
(3.1)
The lower mass cut-off Mmin takes into account that a minimum
hydrogen density (clustered in a minimum halo potential well) is
needed to have self shielding and prevent the gas to be fully ionised.
The fall-off above Mmax is introduced to mimic observations: galaxies
in dense environments as galaxy clusters are HI-poor. Finally, accord-
ing to [9], Mmax and Mmin corresponds to halos with circular veloci-
ties vcirc of 200 and 30 km s−1 respectively.
model b Following the results of Villaescusa-Navarro et al., 2016
[163], where they run high-resolution and zoom-in hydrodynamic
simulations of individual clusters of galaxies, we model theMHI(M, z)
as
MHI(M) =
fMα if Mmin 6M
0 otherwise
(3.2)
where we set α = 3/4. This power law index regulates how fast is HI
mass accreted onto halos and both hydrodynamic simulation [163]
and semi-analytic models [74] have a preference for α 6 1 since pro-
cesses such as tidal interactions, ram-pressure stripping and mergers,
which tend to remove HI from the galaxies, appear to be more effi-
cient than those that stimulate the cooling of hot gas.
As for model A,Mmin accounts for the fact that there is a HI density
threshold below which the gas becomes fully ionised and unable to
effectively self-shield from UV radiation. According to [163], the mass
parameter Mmin corresponds to a dark matter halo3 with circular ve-
locity vcirc = 25 km s−1. Notice that also on the value of Mmin there is
no agreement between the different models, still due to a tension be-
tween the 21cm low redshift galaxies data and DLAs: the first leads to
host DM halos of mass 109− 1011M (in agreement with simulations
e.g. [122, 125]) whereas the latter to more massive halos of at least
1011.5M. In this thesis, we discuss case by case the choice of Mmin
we make and sometimes we are forced to use numerical resolution
arguments.
Figure 3.1b is from [163] where our model B is originally presented;
they show with points the corresponding mass in HI versus the halo
mass of the simulated clusters of galaxies (blue and red colours corre-
spond to different feedback prescriptions in their simulations). Solid
3 Let us highlight that in [163] they infer the MHI(M, z) relation (solid lines in Fig-
ure 3.1b) extrapolating their fit on scales below the mass resolution of their simula-
tions.
22 on the modelling of the hi spatial distribution
(a) Figure from [118]. DifferentMHI avail-
able in the literature at z = 1. Our
model A corresponds to the black
solid line, model B to the dotted or-
ange line.
(b) Figure from [163]. Mass of HI in simu-
lated galaxy clusters (points). The red
and blue lines are our model B. Model
A is the pink dashed line. The arrows
represent a lower limit on the HI mass
hosted by real clusters.
Figure 3.1: HI mass functions MHI as function of the host halo mass M.
lines are the relation MHI(M, z) of our model B, that is compare to
model A in dashed magenta: their discrepancy shows up for masses
of 1013h−1M and higher, here at z = 0. For most of the box sizes of
simulations analysed in this thesis, combined to the higher redshift
considered, this high mass range is scarcely probed, hence the choice
between model A or B is less influential compared for example to
the choice of minimum mass threshold Mmin and the normalisation
factor f (see Section 5.2.1 for a discussion on the Mmin and volume
effects). Anyway, at the beginning of my Ph.D. we used model A of
Equation 3.1 then stop and start employing model B of Equation 3.2
because the first one was found to poorly fit the bias of the DLAs
[161] and to be in disagreement with the bounds coming from clus-
ters of galaxies (shown with arrows in Figure 3.1b), whereas in [38]
they show how model B is capable to reproduce both the abundances
and the clustering of the DLAs. In other words, model B is generally
truer than A but our conclusions do not change much if employing
model B instead of A.
In both models, the halo mass threshold Mmin (and Mmax too for
model A) is chosen in correspondence of the dark matter halo circular
velocity, thus we make use of the relation
M(vcirc, z) = 1010M
(
vcirc
60 km s−1
)3(
1+ z
4
)−1.5
, (3.3)
derived from virialisation arguments [9].
Either using model A or B, we are left with the calibration param-
eter f to be tuned. We set it such that the total amount of HI in
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the halo catalogue considered reproduces the observed cosmic abun-
dance. The cosmic HI density is given by
ΩHI(z) =
1
ρc
∫∞
0
dn
dM
(M, z)MHI(M, z)dM, (3.4)
where ρc is the present critical density and dn/dM the halo mass
function. We can write the following relation:
f =
ΩHIL
3ρc∑Nhalo
i=0 MHI(Mi)
, (3.5)
where the functionMHI is either Equation 3.1 or Equation 3.2 depend-
ing on the model chosen, L is the box size of the simulation and the
index i runs over all the dark matter halos of the simulation consid-
ered, of which Nhalo is their total number.
The value of ΩHI is poorly constrained by observations, as we will
see in Section 3.3.1. We conservatively set ΩHI = 10−3, consistently
with observational results at 3 . z . 5 presented in [105, 124]. Assur-
ingly, the conclusions we derive on the HI clustering are not affected
by this choice as ΩHI only controls the amplitude of the 21cm power
spectrum (but it is crucial on the observational point of view, e.g. see
discussion on the ΩHI - bHI degeneracy in Section 7.3.2.1).
By setting the normalisation f as in Equation 3.5 for each snap-
shot and simulation, we guarantee to have the same reference value
of ΩHI independently of redshift and cosmology. This holds for the
halo based methods, whereas it is not the case for the particle based
method, as we see in next section.
Since these models consist in assigning HI in a deterministic man-
ner to dark matter halos of a given mass, we can compute the linear
HI bias by solving the integrals
bHI(z) =
∫∞
0 b(M, z)n(M, z)MHI(M, z)dM∫∞
0 n(M, z)MHI(M, z)dM
, (3.6)
where b(M, z) and n(M, z) are the bias and mass function of halos,
as in [137] and [136].
3.2 particle based model
In this method we assign neutral hydrogen to all gas particles in the
simulation according to their physical properties. Compared to the
halo based method, we do not rely on any definition of dark matter
halo or on any assumption on the amount of HI outside halos and
therefore we can also predict the amount of HI in different places, as
filaments and cosmic voids.
We proceed as depicted in [51]: for every single gas particle in
the simulation we compute the neutral hydrogen fraction in photo-
ionization equilibrium with the Ultra Violet (UV) background and
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correct that fraction to account for both HI self-shielding and forma-
tion of molecular hydrogen. Hydrogen of star forming particles is
split in totally neutral for the cold phase, and totally ionized for the
hot phase, i.e. we consider than the HI/H fraction of star forming par-
ticles in photo-ionization equilibrium is equal to its multi-phase cold
gas fraction. The strength of the UV background, at a particular red-
shift, is corrected by demanding that the mean flux of the Lyman-α
forest reproduces the observations [12], with the approach described
in [161]. For every gas particle we then compute the radial column
density profile NHI(r) making use of the SPH spline kernel W(R)4:
NHI(r) =
0.76m
mH
(
HI
H
) ∫rSPH
r
W(r ′)dr ′ , (3.7)
with
m/mH gas particle mass in units of hydrogen atom mass
HI/H HI fraction in photo-ionization equilibrium
rSPH SPH smoothing length.
If a radius r exists such that NHI(r) = 1017.2 cm−2, then the sphere
from R = 0 to R = r is considered to be self shielded against the
external UV radiation and its HI/H fraction is set to 0.9. For the sur-
rounding spherical shell (R > r) it still holds the neutral fraction
HI/H coming from the photo-ionization equilibrium assumption.
The last step consists in correcting the HI/H fraction computed in
the previous step to account for the formation of molecular hydro-
gen. Using the density and internal energy, we compute the pressure
of gas particles P and use it to correct the HI/H fraction computed
previously using the observed relation between the surface densities
of HI and H2 with the pressure of the disk galaxy [16]:
Rmol =
ΣH2
ΣHI
=
(
P/kB
3.5× 104 cm−3K
)0.92
(3.8)
with kB the Boltzmann constant. H2 is assigned only to star forming
particles. We are implicitly assuming that the relation of Equation 3.8,
which arises from observations at low redshift, holds also at high
redshift which may not be the case (see for instance [51, 79]).
3.3 the hi column density distribution function
Up to present days our understanding of the morphology of the
hydrogen content in the high redshift Universe comes mainly from
quasar absorption spectra, where the presence of the Lyman-α transi-
tion lines is a conclusive evidence of intervening gas between us and
the sources. From these observations we can also infer that most of
4 In the hydrodynamic SPH simulations the spatial distribution of gas is discretised
into a finite number of gas particles with a given kernel and radius.
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Figure 3.2: HI column density distribution function fHI(NHI) obtained by
assigning HI to gas particles employing: halo based model A (dashed
blues lines) and particle based (solid red). Observational data is plotted
with black crosses for [106] and with green circles for [171]. We show
results at redshifts z = 3 (left), z = 4 (middle) and z = 5 (right). The
simulation used is the ΛCDM - 30h−1Mpc described in Chapter 4.
the hydrogen in the intergalactic medium is ionized, and the neutral
hydrogen is mainly contained in the so called damped Lyman-α ab-
sorber systems (DLAs) with HI column densities NHI above 2× 1020
atoms cm−2 and secondarily in Lyman limit systems (LLS), at lower
HI column densities. In order to test the 2 ways we distribute HI in
our simulations5, we compare the abundance of HI absorbers in our
simulations with observational data from DLAs [106] and LLS [171].
We assume that the observed HI column density distribution function
does not vary in the redshift range considered.
We test our 2 HI mass assignment models (halo and particle based)
in the ΛCDM hydrodynamic simulation described in Section 4.1.1:
5123 CDM and 5123 baryon particles followed in a box of 30h−1Mpc
comoving size.
We compute the column density distribution function fHI(NHI) for
both HI assignment methods. We project the HI particles position on
a plane and pick random lines of sight perpendicular to the plane. For
each line the HI column density is computed using the SPH radius
5 We never make use of simulations with halo mass resolution lower than Mmin when-
ever applying the halo based model.
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and HI mass of all gas particles. Details of the computation can be
found in [161].
Results are shown in Figure 3.2 for both the halo based model A
and particle based method for redshift z = 3, 4 and 5 from left to
right, together with the observational measurements. The HI column
density distribution obtained by distributing the neutral hydrogen
with the two different methods is in overall good agreement with the
data.
For the halo based model A (dotted lines in Figure 3.2) the agree-
ment works better for column densities higher than 1021 cm−2 while
the abundance of absorbers with lower column densities is overes-
timated by this method. Our results are redshift dependent, as the
overestimation is weaker at higher redshifts, which is in turn due to
the lack of those low mass halos not yet formed, that are where low
column density absorbers reside.
Again, since we look at redshift z > 3, results would not change
considerably if the model B is employed. Actually, the mismatch with
data is present for low column density objects, i.e. low mass halos,
which are covered in the same way by both model A and B.
By simulating the HI distribution using the particle based method
(solid red lines in Figure 3.2), the abundance of absorbers with large
column densities is underestimated at all redshifts while the agree-
ment is better than that of the halos based method for low HI column
density absorbers: the particle based method goes beyond the strict
HI-in-halo paradigm and can more genuinely account for low dense
HI environments that are sharply excluded or included by the un-
certain Mmin parameter of Equation 3.1. Ultimately, the mismatch in
the abundance of LLS between our results and observations does not
weaken the conclusions of this work, since their contribution to the
total HI distribution is marginal compared to the DLAs, which are
instead well reproduced in the halo based method.
Overall, the 2 different HI assignment methods are somehow com-
plementary: one overestimates what the other underestimates, leav-
ing the data points wrapped by the two approaches. Exploiting both
the 2 methods makes our conclusions stronger as we are somehow
exploring the range of possibilities for spatially distribute neutral hy-
drogen.
We stress that even if the halo based and the particle based meth-
ods are greatly different both in spirit and in the actual details of
the implementation, as discussed in earlier sections, yet, looking at
the fHI(NHI) results, they reproduce to some extent observations if
combined appropriately.
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Figure 3.3: Measurements of HI at different redshifts. Details in [48], where
the plot is taken from.
3.3.1 About the cosmic abundance of HI: ΩHI
Measurements of the column density distribution function allow to
constrain the cosmic HI abundance ΩHI in the redshift range 1.5 <
z < 5, as shown in Figure 3.3, and at lower redshifts from the HI mass
function from surveys such as HIPASS [173] and ALFALFA [23]. Even
within large error bars, it is seems ΩHI is very slowly evolving with
redshift [48].
In this thesis we assume a fiducial value of ΩHI = 10−3, indepen-
dent of redshift (except when employing the particle based method
in Chapter 4). In 21cm IM the value of ΩHI is entangle with the bias,
which is instead completely unknown. In Chapter 7 we discuss more
in details the ΩHI − bHI degeneracy.
When employing the particle based method in Chapter 4, we let
our radiative transfer algorithm set the ΩHI value in our simulations,
hence in that case we do deal with redshift evolving HI cosmic abun-
dance. However, we need to stress that, as for observations, also the-
oretical predictions fail to converge to a common value or a common
z-evolution of ΩHI (e.g. see Figure 14 in [48]).
3.4 the 21cm signal
The intensity of the 21cm signal is controlled by the spin temperature
Tspin of HI, which is defined by
n1
n0
= 3e(−T?/Tspin) , (3.9)
where n1 and n0 are the number densities of electrons in the ex-
cited and ground states for the spin-flip transition, T? = 0.068K is
the temperature of the 21cm radiation. The ratio in Equation 3.9 sets
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the intensity of the emission of a HI cloud, however we need to take
into account the background radiation being transmitted through the
cloud, together with the absorption and emission balance within the
cloud, i.e. we need to solve a radiative transfer problem (for a detailed
description see [130]).
Briefly, the HI cloud shines in 21cm with an intensity effectively
described by a so called brightness temperature Tb and radio telescopes
detect this temperature against the CMB background, i.e. a differen-
tial brightness temperature δTb ≡ Tb − TCMB.
Hence, when quantifying the 21cm observations in this thesis, we
refer to the 21cm power spectrum, defined as
P21cm(k) = 〈δTb(k)(δTb)∗(k)〉, (3.10)
where δTb is given by
δTb(ν) = δTb(z)
[
ρHI(s)
ρ¯HI
]
, (3.11)
with ρHI(s) being the neutral hydrogen density in the redshift-space
position s and (following [65])
δTb(z) = 23.88 x¯HI
(
Ωbh
2
0.02
)√
0.15
Ωmh2
(1+ z)
10
mK, (3.12)
where x¯HI = ρ¯HI/ρ¯H is the average neutral hydrogen fraction.
The 21cm power spectrum P21cm is proportional to the HI power
spectrum in redshift space, hence to calculate it we practically start
from the spatial distribution of neutral hydrogen in real-space previ-
ously described, we then displace the HI particle positions to obtain
their coordinates in redshift-space by doing
s = x+
1+ z
H(z)
vlos(x) , (3.13)
with z being the redshift of observation, vlos the line of sight compo-
nent of the peculiar velocity and H(z) the Hubble parameter.
Notice that the amplitude of P21cm depends on Ω2HI, hence the HI
cosmic abundance that does not influence the HI power spectrum
is actually important in the determining the power spectrum of the
observed signal. We have seen in the previous section how the value
of ΩHI is rather uncertain, however throughout this thesis we are
mostly interested in ratios of the power spectra of signals, comparing
non-standard cosmologies with ΛCDM (Chapter 4-5), therefore most
of our conclusions are not affected by this issue (assumingΩHI would
not change among cosmologies).
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Figure 3.4: Upper panel: The HI power spectrum in real space PHI(k) (in
red) and the 21cm P21cm(k) (in blue), distributing the HI at the centre of
each halo (dotted lines) or spreading it among all its gas particles(dashed
lines). Lower panel: Ratio between the two P(k) computed with the HI at
the centre of halos over the one with HI evenly distributed.
3.4.1 Dependence on the HI halo density profile
Concerning the halo based models described in Section 3.1, while
the clustering of HI on large scales is fully determined by the func-
tion MHI(M, z), on smaller scales it depends on the way the HI is
distributed within halos: the HI density profile ρHI(r|M, z). For exam-
ple, in the hydrodynamic simulations of Chapter 4, we split MHI of
the halo among the gas particles that belong to it, effectively build-
ing an unique ρHI(r|M, z) per halo, dictated by the hydrodynamics of
the simulation. But in principle the halo based method can be used in
dark matter only simulations, that can be bigger and more resolved at
lower computational expenses than hydrodynamic ones, hence must
be exploited.
The simplest way is to place all MHI of an halo in its centre of
mass. How much does this affect the small scale clustering of HI? At
which scale does this impact the HI power spectrum and eventually
the 21cm signal?
We practically address these questions by using an hydrodynamic
simulation that we name 60-512, run using the TreePM+SPH code
gadget-iii [144], with cosmological parameters in agreement with
recent Planck data [120]:
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Ωm = 0.3175 Ωb = 0.049 ΩΛ = 0.6825
h = 0.6711 ns = 0.9624 σ8 = 0.834 .
The 60-512 simulation follows the evolution of 5123 cold dark matter
particles and 5123 baryon particles within a periodic box of comoving
size of 60h−1 Mpc from z = 99 down to z = 3. Star formation is mod-
elled using the effective multi-phase model of Springel & Hernquist
[145]. The code also simulates radiative cooling by hydrogen and he-
lium and heating by an uniform UV background. 60-512 has mass res-
olutions of mCDM = 1.2× 108 h−1M and mbaryon = 2.2× 107 h−1M
and softening length with value lsoft = 2.9h−1kpc.
After having determined the amount of HI per halo MHI following
the halo based model B of Equation 3.2, we model the HI density
profile in 2 ways.
1 . among halo particles We distribute the HI evenly among
all gas particles belonging to the host halo, i.e. we set ρHI(r|M, z) =
ρg(r|M, z), where ρg(r|M, z) represents the density profile of gas within
a dark matter halo of mass M at redshift z.
2 . at the centre of halo We place all MHI in the centre of
mass of each halo, i.e.
ρHI(r|M, z) =MHI(M, z)δ(r) ,
where δ(x) is the Dirac delta. Thus, we are collapsing the HI density
distribution into a single point located in the halo centre.
In Figure 3.4 we show the HI (in red) and 21cm power spectra
(in blue) that we obtain using the two different HI density profiles,
with the ratio of the profile 2 over profile 1 in the bottom panel. As
expected, the HI density profile only affects the 1-halo term and there-
fore the difference among the two ρHI(r|M, z) only shows up on rela-
tively small scales (k & 2.5 hMpc−1). On the other hand, dispersion
velocities within halos propagate into large scales through redshift-
space distortions and thus worsen the power spectrum convergence
in the 21cm case. Indeed, we find that the 21cm power spectra start
deviating from each other on scales k . 0.03 hMpc−1, and differ by a
∼ 50% already at k ∼ 1.5 hMpc−1.
Concluding, the approximation of placing HI in the halo centres
is suitable just when interested at quite large scales. As we do in
Chapter 5-7, where we are interested on the amplitude and shape of
the power spectra on large scales, where the different models for the
HI density profile produce identical results.
3.4.2 SKA and the modelling of its instrumental noise
The Square Kilometre Array (SKA) is a large radio telescope project
aimed to be built in Australia, New Zealand, and South Africa. It
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would have a total collecting area of approximately one square kilo-
metre. It will have 3 different instruments working at different red-
shifts bands and it will be built in 2 phases. In this thesis we consider
the phase 1 (2018-2023) representing about 10% of the capability of
the whole telescope. We make use of the specifications described in
the SKA website6 In particular, the instruments we take into consid-
erations are:
ska1-mid To be built in South Africa. It will cover a frequency
range from 350 MHz to 14 GHz and will have a total of 250 antennae
of 15 m diameter each (this is also includes 60 antennae from the
MeerKAT telescope7).
ska1-low To be built in Australia. It will cover a frequency range
50− 300 MHz and will have a total of 911 dishes of 35 m diameter
each. The SKA1-low has a total collecting area of 0.88 km2, much
bigger than that of SKA1-MID (of 0.044 km2).
In this thesis, we forecast errors for the above instruments in in-
terferometer mode8, i.e. the 21cm emission is measured by a set of
stations (antennae or dishes) and the observations of pairs of stations
separated by a given baseline are cross-correlated: the intensity map
is then reconstructed by combining pairs with different baselines.
For forecasting errors, we model the system noise only9, assum-
ing that astrophysical foregrounds, radio frequency interference and
others nuisances have been already removed from the observed data.
Follow [161], we can write
σ2[P21cm(k, θ)] = [P21cm(k, θ) + PN(k, θ)]
2 (3.14)
=
[
P21cm(k, θ) +
T2sys
2Bt0
D2∆D
n(k⊥)
(
λ2
Ae
)2]2
,(3.15)
where
6 https://www.skatelescope.org/
7 http://www.ska.ac.za/science-engineering/meerkat/
8 Another option is to use single-dish measurements, which possess less angular res-
olution but can sample much lager areas of the sky [27]. However, in this thesis we
never study large enough scales to need the single-dish configuration.
9 We notice that we are neglecting the contribution to the error from shot-noise. In [38]
it was shown that this term is subdominant for the scales considered in this thesis.
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Tsys system temperature of the telescope
D comoving distance to the redshift of observation
∆D radial width of observation
λ wavelength of observation
(i.e. corresponding 21cm line at the redshift of detection)
B bandwidth of the measurement
(chosen accordingly to redshift of observation)
t0 total observation time
n(k⊥) number density of the interferometer baselines
sensitive to the transverse mode k⊥
Ae effective collective area of a station.
Tsys is the sum of the temperature of the sky at this redshift Tsky and
of the temperature of the receiver Trcvr, which in turn are defined as
Tsky ' 60(300MHz/νHI(z))2.55
with νHI(z) = 1420/(1+ z) MHz, and
Trcvr = 0.1Tsky + Tinst
with Tinst the instrument temperature, which is Tinst = 40K for SKA1-
LOW and Tinst = 28K for SKA1-MID.
The array geometry of the telescope enters through the factor n(k⊥),
that depends on the spatial distribution of the stations that we calcu-
late using the baseline density distributions in appendix A of [162].
The effective collective area of SKA1-MID is Ae = 140 m2. For SKA1-
MID can it be expressed as
Ae(ν) = Ae,crit ×
(νcrit/ν)2 ν > νcrit
1 ν > νcrit .
(3.16)
with the critical νcrit = 110 MHz and Ae,crit = 925 m2.
In this work, we mainly work with the error on the monopole of
the 21cm signal power spectrum. To calculate the noise error for the
spherically averaged power spectrum, we need to average over θ for
a fixed k, but the error varies consistently with θ. The optimal choice
is to adopt an inverse-variance weighting scheme [161]:
PN(k) =
[∑
θ
1
P2N(k, θ)
]−1/2
. (3.17)
Finally, what is left to be tuned is the total observation time t0.
4
D A R K M AT T E R : H O W M U C H WA R M ?
We already introduced in Section 1.1.2 how warm dark matter (WDM)
has been proposed to explain the discrepancies on small scales be-
tween observations and standard CDM predictions. Indeed, while
CDM has power all the way to very small scales, the higher streaming
velocities of WDM at high redshift prevent it from initially collapsing
into small halos with shallow gravitational wells [19, 26].
The WDM mass has already been constrained by a number of dif-
ferent observations. The tightest limits come from the Lyman-α for-
est1 (mWDM > 1.4− 5.3 keV, [72, 158]), but we also have constraints
coming from: phase-space considerations [21, 70], Milky Way satellite
abundance [87], gravitational lensing [98], the earliest epoch of star
formation [111] and the luminosity function of high-z galaxies [47,
80, 97]. In these works the advocated values of mWDM are different
and sometimes in disagreement, e.g. for solving the missing-satellite
problem in [87] they assert mWDM & 2 keV is needed, while in [134]
a mass of mWDM < 2 keV is claimed for solving the too-big-to-fail
problem.
In brief, the picture is complex, also because we need to keep in
mind that baryonic processes are at play and there is lack of consen-
sus on how to model those. The interest is on WDM with mass of
the order of few keV, and in such warm cosmologies structure for-
mation is nearly indistinguishable from standard CDM. Here lies the
importance and novelty of our study.
We investigate the impact of WDM in terms of 21cm intensity map-
ping (IM) and find how the suppression of power present in the linear
and non-linear matter power spectra of WDM, results in an increase
of power in terms of neutral hydrogen (HI) and 21cm power spectra:
the differences of these scenarios in 21cm IM maps are significant and
makes them eventually distinguishable.
We perform the study at z = 3 − 5, i.e. after reionization (EoR)
has taken place. These redshifts are relatively new for probing WDM
models in the sense that they partially overlap only with Lyman-α
forest data, while are lower compared to early structure formation
regimes investigated by [54, 89, 139]. Moreover, this redshift range is
at the same time far from the complex astrophysics of reionization
and also possibly poorly affected by galactic feedbacks, making our
modelling more reliable.
1 Although they depend on the assumed intergalactic medium temperature-density
relation and on the data set used.
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Our analysis is limited to WDM, however the transfer function in-
duced (i.e. the way the matter power spectrum is modified) can be
traced back to other viable non-standard DM models2, most notably
the thermally produced sterile neutrino [1]. Hence, the effects stud-
ied here can be extended to other models, for example as we do in
Chapter 5.
This is how we proceed: we perform hydrodynamic simulations
and distribute HI a-posteriori with the methods described in Chap-
ter 3, we quantify the WDM effect and address significance for the
telescope SKA1-LOW by including a realistic noise modelling.
4.1 simulations and matter distribution
4.1.1 Hydrodynamic simulations
Our simulation suite comprises a set of 5 high-resolution hydrody-
namic N-body simulations, one for each of the 5 cosmological model
under analysis: 1 reference model with standard cold DM and 4 mod-
els with warm DM, each of them with a different thermal relic mass
of the DM particles:
mWDM = 1 keV, 2 keV, 3 keV and 4 keV.
All simulations are run using the TreePM+SPH code gadget-iii
[144] with which we follow the evolution of 5123 CDM/WDM and
5123 baryon (gas+stars) particles within simulation boxes of comov-
ing sizes equal to 30h−1Mpc. The mass resolution of our simulations
is
mDM = 1.50× 107 h−1M mass of the dark matter particle
mb = 2.74× 106 h−1M mass of baryon particle (gas+stars).
The gravitational softening is set to 1/40 of the mean inter-particle
linear spacing, i.e. 1.5 h−1kpc. The values of the cosmological param-
eters are the same in all the models and in agreement with the latest
results of the Planck satellite [120]:
Ωm = 0.3175 Ωb = 0.049 ΩΛ = 0.6825
h = 0.6711 ns = 0.9624 σ8 = 0.834 .
We model star formation using the effective multi-phase model of
Springel & Hernquist [145]. The code also simulates radiative cool-
ing by hydrogen and helium, and heating by a uniform Ultra Violet
(UV) background. We modify both the cooling routine and the UV
background to obtain a desired thermal history, corresponding to the
reference model of [158].
We generate initial conditions at z = 99 using the Zel’dovich ap-
proximation, using same seed for all cosmologies. For the model with
2 Recently in [103] they propose a new general way of fitting the transfer function for
including more DM models.
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Figure 4.1: The initial condition Pm(k) of all 5 simulations. The CDM (solid
black line) one is calculated with CAMB, that has been multiplied by the
transfer function Equation 4.2 for getting the WDM.
CDM the matter power spectrum and the transfer functions are com-
puted using the publicly available Einstein-Boltzmann solver code
CAMB [81], whereas for the models with WDM the power spectra,
P˜a(k), are calculated as [157]
P˜ΛWDMa (k) = T
2
lin(k)P
ΛCDM
a (k) (4.1)
where a stands for either baryonic and the non-baryonic matter com-
ponents and with
Tlin(k) =
(
1+ (αk)2ν
)−5/ν
(4.2)
where ν = 1.12 and
α(mWDM) = 0.049
(
1 keV
mWDM
)1.11(
ΩWDM
0.25
)0.11(
h
0.7
)1.22
h−1Mpc .
(4.3)
In Figure 4.1 we show the initial conditions for all 5 simulations. In-
deed, the WDM models are completely equivalent to CDM at large
scales. The 1 keV WDM Pm(k) starts diverging at k ' 3hMpc−1, at
bigger k’s for higher mass mWDM. The Pm(k) cut-off shown in Fig-
ure 4.1 is that discussed in Section 1.1.2, responsible for making these
WDM models alleviate the small scale issues CDM is challenged by.
Furthermore, for the cosmological models with WDM we add ther-
mal velocities, on top of the peculiar velocities, to the non-baryonic
particles. For a given WDM particle, the modulus of the thermal ve-
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locity vector is drawn randomly from a Fermi-Dirac distribution with
a mean equal to [19]
V¯WDM(z) = 0.012(1+ z)
(
ΩWDM
0.3
)1/3(
h
0.65
)2/3( keV
mWDM
)4/3
km/s
(4.4)
and the direction of the velocity vector is taken randomly3.
We analyse snapshots at z = 3, 4 and 5 and identify the dark matter
halos using the Friends-of-Friends (FoF) [52] algorithm with linking
parameter length set to b = 0.2.
4.1.2 Impact of WDM on the matter distribution
We now examine the impact of WDM on the spatial distribution of
matter. In particular, we focus our attention on the matter power spec-
trum and the halo mass function.
In the top panels of Figure 4.2a we show the total matter (baryons
and DM) dimensionless power spectrum ∆2m(k) = k3Pm(k)/(2pi2) for
each of our 5 different cosmologies at the redshifts analysed: z = 3, 4
and 5. The bottom panels represent instead the differences between
warm models and the cold one. Since WDM can not substantially
cluster on scales smaller than its free-streaming length, the matter
power spectrum in WDM cosmologies presents a relatively sharp cut-
off on small scales; as expected, this suppression is larger at higher
redshift and for smaller masses mWDM, i.e. warmer models. The clus-
tering on scales larger than the free-streaming length is not affected
by the thermal velocities of the WDM particles, thus the amplitude of
the matter power spectrum is the same for all the models, i.e. at large
scales cold and warm DM models are indistinguishable, as discussed
in Section 1.1.2 and at the beginning of this chapter.
These cut-off at the matter power spectra level directly translate in
different abundances of halos of different mass. Indeed, let us have
a look at the halo mass function: we plot them in Figure 4.2b for
all 5 scenarios. In the top panels we plot the halo mass function at
z = 3 (left), z = 4 (middle) and z = 5 (right). In the bottom panel,
we plot the difference between each warm model and the reference
CDM. As it can be seen in the figure, WDM induces a suppression
on the abundance of low mass dark matter halos, with respect to the
abundance of halos in the CDM model, which increases with redshift
3 But see also [7], where they point out how, since simulation particles are a coarse-
grained representation of the phase-space distribution, this additional kick is equiva-
lent to inducing a local coherent motion of a large ensemble of microscopic particles.
However, the V¯WDM of Equation 4.4 is several order of magnitudes smaller than that
arising during the non-linear gravitational collapse, so it has a negligible effect on
the halo mass function, that we are most interested in. At the same time in [132] they
claim that adding the extra velocity kick is crucial for preventing spurious fragmenta-
tion, a numerical issue linked to WDM simulation that we discuss in next paragraph.
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(b) Halo mass function. The dash-dotted vertical line highlights the mass of a FoF
group with 32 DM particles. Error bars represent the uncertainty in the halo mass
function assuming that the number of halos follows a Poissonian distribution.
Figure 4.2: Matter power spectrum (a) and halo mass function (b) at red-
shifts z = 3 (left), z = 4 (middle) and z = 5 (right). Results for the CDM
model is shown with a solid black line whereas the colored lines repre-
sent the results for the WDM models: 1 keV mass (dash-dotted blue), 2
keV (dashed red), 3 keV (dotted green) and 4 keV (dash-dotted magenta).
The bottom panels show the ratios between the WDM models and the
reference CDM model.
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Figure 4.3: Halo mass function of the 2 keV WDM cosmology simulation
at redshifts z = 3 (blue), z = 4 (red) and z = 5 (green) for the FoF
catalogues derived from the 30h−1Mpc box size simulation mainly used
in this work (dotted) and a 60h−1Mpc (dashed).
and decreases with the mass of the WDM particles. As we shall see
later, this effect will drive the changes we observe in the 21cm power
spectrum between the models with cold and warm DM.
Error bars plotted in Figure 4.2b are calculated assuming the num-
ber density of halos follow a Poissonian distribution. Thus, this is
why the relatively large errors in the halo mass functions are asso-
ciated with the most massive halos, i.e. with halos of masses M &
1011h−1M: we find few of them in our simulation boxes. However,
despite their limited number, they heavily influence the results of this
analysis, since they are expected to host a considerable amount of the
HI we are willing to model.
To reduce the uncertainty on this leg of the halo mass function, we
check its convergence with what obtained in a double size simulation
(60 h−1Mpc) for all cosmologies. For example, in Figure 4.3 we show
the 2 keV WDM cosmology case, for all redshifts. The 30 h−1Mpc
halo mass function for massive halos overlaps with the 60 h−1Mpc
counterpart, assuring us that we are dealing with a correct amount of
massive halos in our analysis.
4.1.2.1 A closer look to the halo mass function
In deriving the mass function of warm DM simulations, a numerical
artefact known as spurious fragmentation could produce an increase of
halos at a low mass scale, see for example [66, 133, 165]. We believe
that our simulations, except the model with 1 keV as we will later
discuss, are not affected by such effect, both because we artificially
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mWDM [keV] z α M0 [109 h−1M]
1
3 -1.72 0.887
4 -1.92 0.960
5 -2.06 0.737
2
3 0.571 3.98
4 0.389 3.80
5 0.286 4.81
3
3 0.830 1.86
4 0.726 1.28
5 0.427 1.74
4
3 0.958 1.44
4 1.04 0.890
5 0.522 1.05
∞ 3 1.26 1.044 2.77 0.491
5 1.69 0.455
Table 4.1: Parameter values for the mass function fit of equation Equa-
tion 4.5.
boost late time thermal velocities at the beginning of our simulations
(and this is shown to alleviate this issue in [132]) and because we
do not reach enough mass resolution for our WDM models, which
have higher thermal masses compared to those in the literature. This
can be directly seen from the behaviour of the mass function curves
in Figure 4.2b, that do not show any characteristics steep power law
upturn for low halo masses. However, we see an upturn in the ratio
nWDM/nCDM in the bottom panels of Figure 4.2b for the 1 keV case
(and slightly for the 2 keV), as it raises weakly until 109 h−1M and
this behaviour could be explained by spurious fragmentation. It is
also true that the state of the art for numerical fragmentation is fo-
cused on redshift z = 0 halos, therefore a direct comparison of our
results with other works can not be easily done.
Briefly, these simulations are not warm and resolute enough to be
seriously affected by this numerical problem. Later in Chapter 5 we
employ simulations where we do have to deal with numerical frag-
mentation and we will enter in more details.
Still looking at the ratio nWDM/nCDM in the bottom panels of Fig-
ure 4.2b, a turnaround or a change in slope can be noticed towards
the very lower mass halos. We think this behaviour is due to the prox-
imity to the resolution limit of our simulations (vertical dotted line in
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Figure 4.2b is a 32 DM particle halo mass limit), and therefore the
abundance of those low mass halos is slightly affected by resolution4.
We fit the WDM mass functions obtained from the simulations by
parametrizing their deviation from the mass function predicted by
the Sheth & Tormen [138] formula5
dnsimWDM
d logM
(M) =
dnSTWDM
d logM
(M)
[
1−αe−M/M0
]
, (4.5)
where α and M0 are free parameters. The best fit values for the differ-
ent WDM models and redshifts are shown in the Table 4.1. We find
that the mass function of the 1 keV WDM cosmology is the only one
that is under predicted by the Sheth & Tormen model. We exclude
the possibility of fragmentation, because nsimWDM lacks the associated
steeper raise for low halo masses (as already discussed above), al-
though this effect could point to a transitional and physical regime
before fragmentation takes place (see figure B1 in [132]).
We also find that the mass function of the CDM model is over
predicted by the Sheth & Tormen formula at these redshifts, although
only in the low mass end; indeed, in Table 4.1 we show also the best
fit values for mDM =∞, i. e. cold DM.
Overall, for WDM masses between 3 and 4 keV we observe a sup-
pression in power up to ∼ 10% on very small scales and a reduction
in the number of 109 h−1M halos of the order of 20-40% compared
to the CDM case.
4.2 impact of wdm on the hi distribution
We distribute HI in the simulations following 2 methods: the halo
based model A of Section 3.1 and the particle based of Section 3.2.
As already discussed in Chapter 3, in the halo based model A, we
set lower and upper cut-off in halo mass that host HI and this could
seem too coercive: variations in these parameters could lead to an
important difference in the HI bias. We overcome this by adopting
also a second HI distribution method that overlooks any DM halo
issue: the particle based method.
The magnitude of Mmin is of the order of 109 h−1M, so to dis-
tribute HI consistently, our simulations need to resolve dark matter
halos up to this mass halos or lower. We achieve this by setting the
box size of our simulations to 30 h−1Mpc, among the highest val-
ues possible considering the number of particles we are dealing with:
2× 5123.
4 With the exception of the 1 keV model, that displays this change in slope a decade
before the resolution mass range. Again, our warmest model might experience spu-
rious fragmentation.
5 This is achieved by computing the Sheth & Tormen mass function using the linear
power spectrum of the WDM model as in Equation 4.1.
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Figure 4.4: The function MHI(M) relating the HI mass and total mass of a
dark matter halo of mass M, employed in the halo based model A as
described by the equation Equation 3.1, for the CDM (dashed lines) and
1 keV WDM (dotted lines) cases, for redshifts z = 3, 4, 5 (blue, red and
green). The values of the parameter f are 0.0183, 0.0239, 0.0337 for the
CDM and 0.0325, 0.0491, 0.0835 for the 1 keV, redshift 3 to 5.
We show the function MHI(M) of Equation 3.1 that the halo based
method prescribes for the models with CDM and 1 keV WDM in Fig-
ure 4.4. The MHI(M) function steeply increases up to Mmax, then dis-
plays a plateau. The values of Mmin and Mmax do not change among
different cosmologies, but the normalisation does, through the param-
eter f of Equation 3.1 where we set ΩHI = 10−3: MHI gets higher at
fixed Mhalo for warmer DM scenarios.
We do not have any guarantee that the halo based model works
also for the warm cosmologies, i.e. we cannot distinguish the effect
of WDM from the physics behind the HI abundance in different envi-
ronments. However, the additional use of the particle based method
partially takes care of this issue.
An overall picture of the spatial distribution of matter and of neu-
tral hydrogen is given in the snapshots of Figure 4.5, where we con-
front the CDM scenario (left column) with the 1 keV WDM (right)
at redshift z = 3. In the top panels we colour code the total mat-
ter density contrast: CDM displays much more clustered field than
WDM. The spatial distribution of HI also differs in the two cosmolo-
gies (middle and bottom panels). By using the halo based method, HI
is present just in halos (middle panels), while by employing the parti-
cle based (bottom panels), the HI distribution is smoother since HI is
assigned to single gas particle in the simulation, i.e. the yellow dots
in the middle panels are replaced by a more web-like structure in the
bottom. Still the cold - warm clustering differences are noticeable by
eye for both HI mass assignments.
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Figure 4.5: Spatial distribution at redshift z = 3 of the density contrast of
total matter (DM + baryons) and of the HI placed according to the halo
and particle based models, upper, middle and low row respectively, for
the CDM (left column) and 1 keV WDM (right column) scenarios. We
zoom in a (15h−1Mpc)2 region, taking a slice of 2h−1Mpc width.
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We perform a more quantitative analysis of the HI distribution. In
next Section 4.2.1 we start by comparing the HI column density dis-
tribution function that we obtain for each cosmological model with
observations, then we investigate the differences in terms of HI power
spectrum and of the HI bias b2HI(k) = PHI(k)/Pm(k).
4.2.1 The HI clustering and power spectrum
We now investigate the impact of WDM on the spatial distribution
of neutral hydrogen. First of all we compare our scenarios with the
available data. We compute the HI column density function in all 5
simulations and compare them with available observations, as done
in Section 3.3. Results are shown in Figure 4.6 for both the halo based
and particle based method, together with the observational measure-
ments. For clarity, we only show the results for 2 cosmological models:
the models with CDM and 1 keV WDM, since these are the extreme
scenarios that together span the range of halo mass functions probed
by all other models.
As already discussed in Section 3.3, the HI column density dis-
tribution obtained by distributing the neutral hydrogen with the 2
different methods considered is in overall good agreement with the
data. Moreover, they are somehow complementary: the halo based
overestimates what the particle based model underestimates, leaving
the data points wrapped by the two approaches.
In Figure 4.6 we show in blue the CDM prediction and in red the
WDM one. Since both scenarios are equivalent in terms of the abun-
dances of the massive halos, they also agree on the higher HI column
density leg of the distribution function, interestingly also for the par-
ticle based model that does not rely directly on the halos information
of the cosmology. Instead, the low HI column density objects exhibit
differences in number for the different cosmologies, for both methods.
In general and not surprisingly, the warm DM scenario gives less of
these objects (since they lack of small mass halos), but it would be
pretentious to discriminate the DM models by looking at this statistic
since the HI assignment methods themselves do not converge (see
discussions in Chapter 3).
We continue analysing the HI field. The HI power spectra PHI(k)
of all 5 scenarios (cold and warm DM) is plotted in Figure 4.7a for
HI distributed following the halo based method A and in Figure 4.7b
for the particle based one. The 5 PHI(k) get closer to each other, at
all redshifts, on large scales, although they never exactly converge
as happen for the total matter power spectra Pm(k) showed in figure
4.2a.
In the bottom panels of Figure 4.7a and Figure 4.7b, we plot the
ratio between the HI power spectra of the models with WDM to the
one of the model with CDM. As expected, the lighter the WDM mass,
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Figure 4.6: HI column density distribution function fHI(NHI) obtained by
assigning HI to gas particles employing 2 different methods: halo based
A (dotted lines) and particle based (solid lines). Observational data are
plotted in black for [106] (crosses) and for [171] (circles). We show results
at redshifts z = 3 (left), z = 4 (middle) and z = 5 (right). In each panel
we plot the results for the CDM simulation in blue whereas results for
the 1 keV WDM cosmology are plotted in red.
the bigger is the discrepancy with the CDM case, with an increase
of power in the HI clustering. We find that whereas the HI power
spectrum for the 1 keV model has an amplitude roughly a factor 2
higher than the one from the CDM model, almost independently on
the model used to distribute the HI, differences between the 4 keV
and CDM models are smaller than ∼ 10%.
With the halo based prescription, the difference in HI power spec-
trum is at least of order ∼ 5% for the 4 keV WDM cosmology at
redshift z = 3 and goes up to over order ∼ 100% for the 1 keV WDM
at z = 5. By employing the particle based, the differences are even
higher, reaching more than 300% in the most extreme case of 1 keV at
z = 5.
The reason why the amplitude of the HI power spectrum is higher
in the WDM models with respect to the CDM is manifest when HI is
distributed according to the halo based method: we need to accom-
modate the same amount of HI in all simulations and, since there is
a deficit of low mass halos in the warm cosmologies (in comparison
to the cold one), we need to put more HI into the remaining halos, i.e.
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(a) HI distributed according to the halo based method A.
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(b) HI distributed according to the particle based method.
Figure 4.7: Dimensionless HI power spectrum, ∆2HI(k) = k
3PHI(k)/(2pi
2),
at redshifts z = 3 (left), z = 4 (middle) and z = 5 (right) obtained by
assigning HI to gas particles according either to the halo based method
(a) or to the particle based method (b). In each panel we plot the results of
the CDM simulation with a continuous black line and for the WDM ones:
1 keV mass (dash dotted blue), 2 keV (dashed red), 3 keV (dotted green)
and 4 keV (dash dotted magenta). The relative difference, in percentage,
of the WDM models with respect to the CDM scenario is shown in the
bottom panels. We set the k range up to the Nyquist frequency (k '
107hMpc−1).
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Figure 4.8: Ratios of the total HI mass over the matter MHI/Mtot (upper
panel), over the stellar mass MHI/Mstars (middle panel) and the total
stellar mass over the total mattel Mstars/Mtot (lower panel) calculated as
function of the halo mass bins within which the ratio is performed, for
the CDM (blue lines) and 2 keV WDM (red lines) cosmologies with the
halo based (dotted lines) and particle based (dashed lines) HI assignment
methods at redshift z = 4.
the more massive ones. Thus, the HI gets more clustered in the more
massive halos (that are also those to have a larger bias).
When the HI is modelled using the particle based method, the rea-
son of larger clustering power of the neutral hydrogen in the WDM
cosmologies is not that obvious, so it is assuring that the results with
both methods point toward the same effect.
To further investigate this issue we perform the following test. We
select all DM halos in a given mass interval and compute the sum of
the HI mass, stellar mass and total mass within those halos for the
models with CDM and 2 keV WDM. In Figure 4.8 we plot the ratio
between the total HI mass and the total mass contained in the halos
in the selected mass range (top panel), the ratio between the total HI
and stellar mass (middle panel) and the ratio between the total stellar
and total mass (bottom panel).
Looking at the ratio MbinHI /M
bin
tot in the top panel of Figure 4.8, we
see the cut-off of the HI in the high mass halos predicted by the
halo based model A, whereas the particle based results do not show
such decline. From that panel it is also clear that halos of the same
mass have more HI in the models with WDM with respect to the
CDM model, when the HI is modelled using the halo based method.
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Figure 4.9: HI bias bHI(k) at z = 3, 4 and 5 from left to right when the HI
distribution is modelled using the halo based (top row) and the particle
based (middle row) methods. In each panel we plot the results for the
CDM model with black lines whereas: 1 keV WDM model (blue), 2 keV
(red), 3 keV (green) and 4 keV (magenta). The ratio between the bias of
models with WDM over that of CDM is displayed in the bottom panels.
MbinHI /M
bin
tot is more similar in the two different cosmologies when the
HI is modelled using the particle based method. These results point
out that the amount of HI per total mass in a given dark matter halo
is almost the same between halos in CDM and WDM cosmologies.
Thus, the larger amplitude of the HI power spectrum in the models
with WDM arises because the bias of the dark matter halos is higher
in the WDM models.
The ratioMbinHI /M
bin
stars in the middle panel of Figure 4.8 is higher for
WDM and comparable among the halo and particle based methods
for the central mass range bins. The ratio of the stellar mass over total
mass Mbinstars/Mbintot in the lower panel of course does not change with
the different HI assignment methods, and for less massive halos it is
slightly lower for WDM: it could be sign of less active star formation
in the WDM halos (but see for example [54, 89]). The latter result
also points towards the necessity of studying the Epoch of Reioniza-
tion (EoR) in WDM scenarios, as we discuss in the thesis outlook in
Section 8.2.
To check how the total matter clustering properties are reflected
by those of neutral hydrogen, we analyse in more detail the different
bias that HI exhibit in cold and warm DM cosmologies.
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After having computed the total matter and the neutral hydrogen
power spectra, Pm(k) and PHI(k), we can make an estimate the HI
bias, bHI(k), defined as:
b2HI(k) =
PHI(k)
Pm(k)
. (4.6)
The box size of our simulations ( 30h−1Mpc) is not big enough
to study the true scale-independent linear bias predicted by linear
theory (as we do in Chapter 7). Still we compute the quantity bHI
defined in Equation 4.6 to compare the HI clustering with the matter
field of each of the cosmology considered.
In Figure 4.9 we plot the HI bias at redshifts z = 3 (left), z = 4
(middle) and z = 5 (right) when the HI distribution is modelled us-
ing the halo based A (top row) and the particle based (middle row)
methods. The spatial distribution of neutral hydrogen is more biased
in the WDM models: the bias increases with decreasing WDM mass,
at all redshift and for both methods. The particle based produces a
slightly higher HI bias in comparison to the results obtained by em-
ploying the halo based model. This can be more easily seen in the
bottom panels of Figure 4.9, where we plot the relative difference in
the bias between the models with WDM and CDM, for both methods.
Briefly, neutral hydrogen is more strongly clustered in warm than
in cold DM cosmologies, and indeed its bias is higher in the first case.
The detectability of a WDM signature through the 21cm signal is
mainly possible thanks to the boost of the HI bias shown above. We
show in next section that this boost can easily be higher than the
instrumental noise of, for example, SKA1-LOW, making possible to
tell apart these warm models from CDM.
4.2.2 The 21cm power spectrum and SKA1-LOW forecasts
We compute the 21cm power spectrum as in Equation 3.10 for the
5 cosmological models analysed. For the halo based method ΩrefHI =
10−3 is fixed in all scenarios by construction, whereas for the parti-
cle based, we have different values of ΩsimHI for each simulation, as
previously pointed out.
Since we want to investigate differences between models, we can
assume that the value of ΩHI is fixed by independent observations
(such as the abundance of DLAs and LLS), than a further normaliza-
tion is needed when computing the 21cm power spectrum, to force
all models to have the same value of ΩHI6:
(∆221cm(k))
norm = ∆221cm(k)
(
ΩrefHI
ΩsimHI
)2
, (4.7)
6 Notice that by doing this we are assuming that the clustering properties of the neu-
tral hydrogen do not change, i.e. PHI(k) does not change.
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Figure 4.10: Relative difference between the 21cm power spectrum of the
models with WDM and CDM when the HI distribution is modeled using
the halo based method A (dotted lines) and the particle based method
(solid lines). Results are shown at z = 3, 4 and 5 from left to right. The
error on the 21cm power spectrum of the model with CDM, normalized
to the amplitude of the 21cm power spectrum, σ
[
∆
2 (CDM)
21cm
]
/∆
2 (CDM)
21cm , is
shown with a shaded region for three different observation times: t0 =
1000 (grey), t0 = 3000 (blue) and t0 = 5000 hours (fuchsia). For clarity,
we show the error on ∆2 (CDM)21cm from one HI assignment method only
because both are very similar and practically overlap for this plot size.
where ΩsimHI is the value of ΩHI directly obtained by employing the
particle based method, shown in Figure 4.11.
In Figure 4.10 we show the relative difference in the 21cm power
spectrum between the WDM models compared to the cold DM one.
Dotted lines represents the results when the halo based model is em-
ployed whereas solid lines for the particle based model.
Not surprisingly, following the HI power spectrum, the amplitude
of the 21cm power spectrum is higher in the models with warm rather
than cold DM, as consequence of having HI stronger clustered in
those cosmologies. Thus, the amplitude of the signal is higher in the
WDM scenarios, making it more easily detectable.
To quantify the detectability of the 21cm line in intensity mapping
for the warm DM cosmology, we compute the errors with which the
SKA1-LOW radio telescope will measure the signal power spectrum,
σ2[P21cm(k, θ)], as described in Section 3.4.2. We model the system
noise only, assuming that astrophysical foregrounds, radio frequency
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interference and others nuisances have been already removed from
the observed data.
The shaded areas in Figure 4.10 show the quantity σ
[
∆
2 (CDM)
21cm
]
/∆
2 (CDM)
21cm ,
where σ
[
∆
2 (CDM)
21cm
]
represents the 1σ error on the 21cm dimension-
less power spectrum of the model with CDM, computed using Equa-
tion 3.15. Results are shown for observations times equal to t0 = 1000
hours (grey), t0 = 3000 hours (blue) and t0 = 5000 hours (fuchsia).
With a reasonable observational time of t0 = 1000 hours [123] the
WDM models with 1, 2, and 3 keV can be fully distinguished from
CDM. On the other hand, the model with 4 keV WDM is consistent
with CDM at the ∼ 1σ confidence level at z = 5. With longer ob-
serving times, e.g. 3000 hours, even the model with 4 keV can be
distinguished from the model with CDM at more than 2σ at z = 5.
We note that on large scales, the error budget is dominated by cosmic
variance, thus, the error magnitude barely changes by increasing the
observation time. Extending the observation time to t0 = 5000 hours,
also the 4 keV case is above the error at ∼ 2.5σ confidence level for
21cm emission coming from redshift z = 3. These results are valid for
both the HI assignment methods considered.
4.3 the ΩHI - wdm mass degeneracy
We need to acknowledge that other effects could mimic the same
increase in 21cm signal, as for example a higher value of the HI den-
sity parameter ΩHI, whose uncertainty is double transferred to the
detectable power spectrum. Measurements of this parameter still dis-
play much uncertainties and do not seem to precisely converge to a
common value (see discussion in Section 3.3.1). We summarise the
different values of ΩHI that we obtained by modelling the neutral hy-
drogen distribution using the 2 different methods, as a function of
redshift in Figure 4.11, together with values obtained from observa-
tions reported in [105, 124].
Interestingly, Figure 4.11 points out a globally lower values of ΩHI
for warmer cosmologies, that for example agrees with [54], where
they show how the suppression of small scale structure leads to a
notably delayed and subsequently more rapid stellar assembly, i.e. a
faster exhaustion of the hydrogen reservoir in galaxies. Again, this
is effect is crucial to be investigated in EoR, as we will point out in
Section 8.2.
Let us discuss more quantitatively the role played by the uncer-
tainty of the ΩHI value in measuring the 21cm power spectrum and
how we can disentangle it from the uncertainty of the warmness of
DM.
As displayed in Figure 4.10, the warmness of DM increases the
amplitude of the 21cm power spectrum, but also affects its shape. A
higher or lower value of ΩHI causes an overall increase or decrease
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Figure 4.11: Value of the parameter ΩHI(z), as a function of redshift, ob-
tained by distributing HI according to the halo based method A (dot-
ted line, all cosmologies) and to the particle based method (coloured
lines). Observational measurements are displayed with error bars in blue,
crosses for [105] and triangles for [124].
of the amplitude of the 21cm power spectrum, independently of the
scale. This scale dependence difference could help breaking the ΩHI
- WDM mass degeneracy. We explicitly check this by performing a
Fisher matrix calculation on the computed 21cm power spectra.
The Fisher matrix analysis7 quantifies the amount of information
that the 21cm power spectrum as observable carries about the two
parameters ΩHI and mWDM. Practically, starting from our prior (the
CDM case withΩHI = 10−3), we calculate how much the 21cm power
spectrum varies by varyingΩHI andmWDM. Indeed, the inverse of the
Fisher matrix is the covariance matrix, i.e. the Gaussian uncertainties
linked to the parameters (ΩHI,γ):
F−1 = C =
[
σ2Ω σΩγ
σγΩ σ
2
γ
]
, (4.8)
7 A quick and clear reference for this kind of analysis is in [45].
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Figure 4.12: 1σ and 2σ contours (dark and light areas) of the values of ΩHI
and mWDM determined using the 21cm power spectrum measured by
SKA1-LOW with three different observation times: 1000, 3000 and 5000
hours (red, green and violet). The Fisher matrix analysis is performed
using information coming from redshifts z = 3, 4 and 5.
where we have redefined the variable γ = 1/mWDM, so to have γ = 0
for the CDM case. We follow the framework in [160] and write the
elements (A,B) of F for a single redshift bin as
FAB =
1
2
∫
d3k
(2pi)3
Vphys
σ2[P21cm(k)]
∂P21cm(k)
∂θA
∂P21cm(k)
∂θB
=
∑
i
N(ki)
1
σ2[P21cm(ki)]
∂P21cm(ki)
∂θA
∂P21cm(ki)
∂θB
, (4.9)
with θ either ΩHI or the γ parameter, σ2[P21cm(k)] the instrumental
noise of SKA calculated in the previous section and N(k) the number
of independent modes k. We use the information coming from all red-
shifts at our disposal, z = 3, 4 and 5, i.e. we sum the 3 Fisher matrices
altogether before inverting it 8. The difference within a change in ΩHI
can be derived analytically, since it acts as a multiplying factor on
the amplitude of the 21cm power spectrum. Instead, the 21cm power
spectrum variation with a different mWDM is calculated numerically
using the results shown in Figure 4.10.
The analysis results are summarised in Figure 4.12 (the larger the
area spanned in the parameter space, the larger the uncertainty),
8 This can be done with the assumption that the 3 measurements at z = 3, 4 and 5 are
independent.
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where we plot the 1σ and 2σ contours referring to the measurements
of the 21cm power spectrum of 3 different observational scenarios
(different observing time) of the SKA1-LOW. Already with a 1000
hours of observations, a lower limit on the mass of the WDM can be
set to mWDM > 2 keV.
By the time radio telescopes as SKA will start collecting data re-
ferring to these high redshifts, our knowledge of ΩHI will be much
tighter constrained, for example by the abundance of HI absorbers
coming from ongoing Lyman-α forest observations.

5
H O W T O D I S T I N G U I S H I N D I S T I N G U I S H A B L E
C O S M O L O G I E S
In the spirit of the work started in Chapter 4, in this chapter we
describe the imprint on the 21cm signal in intensity mapping (IM)
power spectrum left by non-standard cosmological models, otherwise
statistically indistinguishable from ΛCDM and likewise successful
at explaining currently available cosmological observations. We con-
sider 2 models of dynamical dark energy (DE) and 2 models of non-
cold dark matter (DM), and we compare them with standard ΛCDM.
For the DM models, the same mechanism studied in Chapter 4 is at
play producing an increase in the 21cm signal with respect to the cold
DM case. Interestingly, and of totally different origin, also in the non-
Λ DE scenarios we find an increase in signal amplitude, due to the
differences in the halo mass function as these models experience a
slightly different matter clustering. The 2 classes of cosmologies (non-
standard DE and DM) leave a distinct signature on the 21cm spectra
across a wide range of scales, thus allowing to disentangle their indi-
vidual effects.
We proceed by considering halo catalogues from N-body simula-
tions of dynamical DE models and DM scenarios. We limit our analy-
sis to redshifts z = 1 and z = 2, which are common to all simulations.
After having modelled HI using the prescription described in Chap-
ter 3, we calculate the 21cm power spectra, study the imprints of the
different cosmologies and we quantify these effects considering the
radio telescope SKA.
5.1 cosmological models and n-body simulations
5.1.1 Dynamical dark energy
We already discussed in Section 1.1.1 how observational probes sug-
gest that the Universe is now experiencing an accelerated expansion
and in the standard ΛCDM model such phenomenon is linked to a
positive cosmological constant Λ, whose physical nature is unclear.
Generally, whatever is the mechanism that can explain the acceler-
ated expansion we call it dark energy (DE) and DE models beyond Λ
have been proposed.
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(a) Ratra-Peebles potential model. (b) Supergravity potential model.
Figure 5.1: Figures from Alimi et al., 2010 [4]. 1 and 2 σ confidence regions
in the Ωmh2−αQ plane (αQ is the quintessence self-interaction potential
parameter), from the combined analysis of the UNION SN Ia Hubble
diagram and WMAP-5 CMB data. On the left panel the RP model case,
on the right SUGRA. A white cross mark (X) indicates the choice of
realistic model parameters done in [4], while the other marks refer to
model parameter values assumed in the literature (see [4] for details).
The ΛCDM model corresponds to the limiting value αQ → 0, which is
indeed within the 1σ confidence region.
Here we focus on dynamical DE scenarios1 for which there exists a
light minimally coupled scalar field, often referred to as quintessence,
whose late time dynamics is responsible for driving the cosmologi-
cal expansion: as the scalar field rolls down in its self-interaction po-
tential, the kinetic energy becomes small compared to the potential
energy and the field pressure becomes negative enough to drive the
acceleration (see [155] for a review).
We use a set of large volume N-body simulations from the Dark
Energy Universe Simulations (DEUS) database2 of three flat DE mod-
els:
i) ΛCDM-W5: a standard cosmological model with cosmological
constant Λ,
ii) RPCDM-W5: a quintessence model with dynamical equation of
state as given by the scalar field evolution in a Ratra-Peebles
[126] self-interacting potential,
iii) SUCDM-W5: a quintessence model with supergravity [25] self-
interacting potential.
1 They are said dynamical because effectively DE is characterised by an equation of
state w(a) = w0 + (1− a)wa which varies with the scale factor a (see Table 5.1), as
opposed to Λ for which is constant w = −1.
2 http://www.deus-consortium.org/deus-data/
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Model Ωm σ8 w0 wa
ΛCDM-W5 0.26 0.80 −1 0
RPCDM-W5 0.23 0.66 −0.87 0.08
SUCDM-W5 0.25 0.73 -0.94 0.19
Table 5.1: Cosmological model parameters of realistic DE models calibrated
against WMAP-5 and SN Ia observations. The other cosmological pa-
rameters are set to Ωb = 0.04, h = 0.72, ns = 0.96. Notice that w0
and wa the DE equation of state parameters of the Linder-Chevalier-
Polarski parametrization [40, 82] best-fitting the time evolution of the
quintessence-field equation of state.
The cosmological parameters of all above models have been calibrated
in [4] in order to reproduce the cosmic microwave background power
spectra from WMAP-5 observations [77] and the luminosity distances
from SN-Ia measurements [78], as shown in Figure 5.1. Quintessence
models tend to fit the data by requiring lower values ofΩm, as marked
by the orientation of the degeneracy line in Figure 5.1: this is because
these models are characterised by a less accelerated cosmic expansion,
therefore, under the flatness requirement, they require a large amount
of DE (and lower matter density) to fit the data. This less pronounced
acceleration will effect the halo mass function we are interested in, as
we see later.
In Table 5.1 we show the tuned parameters, the other cosmolog-
ical parameters are set to Ωb = 0.04, h = 0.72, ns = 0.96 for all
models considered. As we are interested in modelling the HI cloud
distributions using N-body halo catalogues, we use data from the
DEUS simulations with the largest available mass resolution. These
have box size of comoving 162 Mpc h−1 and contain 10243 particles
(corresponding to mass particle resolution of mp = 2.5 · 108 M h−1).
We analyse snapshots at z = 1 and 2.3.
After having calibrated these models and having obtained realis-
tic cosmologies, i.e. statistically indistinguishable from ΛCDM, in [4]
they analyse their linear and non-linear power spectra, showing how
the scalar field dynamics impact the cosmic expansion and the evo-
lution of matter perturbations. These dynamical DE models are char-
acterised by more clustering power on large linear scales due to DE
perturbations while on small scales the growth factor is suppressed
(see discussion on the Ωm value above): the net results is a different
distribution of power between small and large scales with respect to
the ΛCDM scenario.
Summarising, since matter density fluctuations grow less efficiently
for these dynamical DE models than in ΛCDM, these alternative sce-
narios are characterised by an overall lower level of clustering. In
particular, they exhibit matter power spectra in the range 0.1 . k .
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Figure 5.2: Halo mass functions of the 3 cosmological models and relative
difference with respect to the ΛCDM prediction (bottom panels) at z = 1
and z = 2.3 (left and right respectively).
1Mpch−1 and z . 2 that are lower than the ΛCDM prediction with
deviations as large as 20− 40% [4]. We thus expect differences in the
halo abundances that should cause different 21cm signals.
The halos in each simulation box are identified using the FoF halo
finder [52] with linking length parameter b = 0.2. To limit numerical
systematic errors we only retain halos with more than 100 particles
corresponding to a minimum halo mass of the catalogues of M162min =
2.5 · 1010 M h−1.
We compute the halo mass functions, that we show in Figure 5.2.
Realistic quintessence cosmologies yield a DM density that is less
structure than that of the standard ΛCDM, leading to a suppressed
abundance of the most massive halos. This is in antithesis to the warm
DM cosmologies seen in Chapter 4, for which there are the low mass
halos to be missing.
5.1.2 Non-standard dark matter
The ΛCDM model is constituted by a perfectly collisionless cold dark
matter component (CDM), i.e. with negligible thermal velocities on all
scales at high redshift. However, tensions exist at small scales between
CDM predictions and various observational probes and, as discussed
in Section 1.1.2, there are diverse theoretical DM models that can
alleviate these tensions while preserving the success of CDM on large
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scales. They do so by suppressing gravitational clustering at small
scales, i.e. DM can not significantly cluster below a specific length,
this way they feature a matter power spectrum that at middle/large
scales overlaps with that of CDM and at a specific small scale exhibits
a cut-off.
In Chapter 4, we deal with thermal warm DM, whose free-streaming
length is responsible for the suppression of the amplitude of matter
density fluctuations. We extend the work of Chapter 4 and consider
other 2 families of DM models composed by:
i) ULADM: ultra-light axion DM, in the literature sometime called
fuzzy DM. They affect structure formation due to their large
de Broglie wavelength, i.e. their natural oscillating axion field
introduces a damping scale in the matter power spectrum ([90]
for a review);
ii) LFDM: DM particles emerged from a scalar field undergoing
a phase transition near matter-radiation equality (late-forming
DM). This delayed structure formation alters the small scale
clustering [3, 50].
In brief, these models are characterised by a suppression of the
amplitude of matter density fluctuations at small scales below a char-
acteristic length that for ULADM depends on the axion particle mass
ma, for LFDM models depends on the phase transition redshift zt,
as for warm DM studied in Chapter 4 depends on the thermal relic
mass mWDM. The matter power spectrum produced by the ULADM
and LFDM models exhibits a distinctive damped oscillatory tail at
the small scales, instead of a smooth cut-off as for the vanilla WDM
models (see Figure 5.3).
We consider N-body simulations presented in Corasaniti et al., 2017
[47]. They are run with ramses [152] with box size of comoving
27.5 Mpc h−1, that follow 10243 particles. They consist of 3 ULADM
models3 with axion mass of:
ULADM-1 ULADM-2 ULADM-3
ma[eV] = 1.56× 10−22 4.16× 10−22 1.54× 10−21
and of 3 late-forming DM models with transition redshift:
LFDM-1 LFDM-2 LFDM-3
zt = 5× 105 8× 105 15× 1015.
3 Note that the ULADM models investigated are in disagreement with the recent con-
straints obtained at z > 3 from the Lyman-α forest which result in a lower limit at
the 2σ level of ∼ 2× 10−21 eV [71] for a conservative analysis. However, given the
intrinsic complementarity of the two observables (21cm IM power spectrum probes
the HI in mass while the forest probes the HI in volume, as we see in Chapter 7) it
is important to explore these models to confirm or disproof the limits obtained with
the forest (that are obtained at redshifts higher than those we consider here).
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Figure 5.3: Figure from Corasaniti et al., 2017 [47]. Linear matter power
spectra (top panel) and transfer functions (bottom) at z = 0 for CDM
(black solid line), ULADM models (green lines) and LFDM (red lines),
corresponding to the models studied in this chapter. (The blue lines refer
to cosmologies we do not take into account.)
The cosmological model parameters have been set to those of a ref-
erence ΛCDM simulation (ΛCDM-S) of the same box size and with
equal number of particles, setting cosmological parameters to:
Ωm = 0.3 Ωb = 0.046 h = 0.7
ns = 0.99 σ8 = 0.8 .
Thus all 7 simulations are characterised by a particle mass resolution
of mp = 1.61 · 106 M h−1.
In Figure 5.3, taken from [47], the black line is the linear matter
power spectrum of the reference ΛCDM-S model compared to the
ULADM models (green) and LFDM models (red), in blue are WDM
models that do not correspond to those studied in Chapter 44.
These non-cold DM models are not indistinguishable from stan-
dard ΛCDM in the same sense as the dynamical DE models studied
in the previous section: as for the WDM models of Chapter 4, they are
4 The WDM models displayed in Figure 5.3 have thermal masses between 0.7 and
2.4 keV, hence lower (warmer models) than those studied in Chapter 4 and already
excluded by Lyman-α studies [72, 158].
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identical to ΛCDM at middle-large scales, and differ in sub-structures
number and small scale clustering.
We analyse snapshots at z = 1 and 2 and identify halos using the
FoF halo finder [52], although we need to remove the spurious artifi-
cial halos from our catalogues.
5.1.2.1 Removing the fake halos from the catalogues
Indeed, since we are dealing with cosmological models with sup-
pressed spectra at small scales, the sampling of the Poisson noise
between the cut-off scale of the power spectrum and the Nyquist fre-
quency of the simulations leads to the formation of spurious numeri-
cal halos, which cause an unphysical upturn of the halo mass function
at low masses [66, 133, 165]. In the literature this phenomenon is often
called spurious fragmentation. We already discuss it in Section 4.1.2.1,
although in the warm DM simulations employed in Chapter 4, we
find spurious fragmentation negligible since in that case:
i) the matter power spectrum cut-off is at smaller k than those of
the ULADM and LFDM considered here5,
ii) the redshifts considered (z = 3− 5) are higher and the number
of spurious halos increases as the simulation evolve from earlier
to later times [2].
Hence, for the simulations considered here we need to take care of
spurious fragmentation, since it could bias the way we populate the
halos with HI. In the literature there are a few methods for removing
these unphysical halos: crudely applying a mass cut in the halo cat-
alogue [165], extrapolating the contribute of the artificial halos from
the characteristic power law of the upturn of the mass function [132],
going back to initial condition and identify false halos as groups of
particle associated to Lagrangian patches [85] (relying on the idea that
genuine proto-halos are spheroidal). We decide to use the most re-
cent method described in Agarwal and Corasaniti, 2015 [2], which is
shown to work independently of simulation resolution and of cosmo-
logical model. In [2] they find that spurious halos have systematically
larger spin values, are highly elliptical or prolate and significantly
deviate from virial equilibrium. Practically, their method consists in
retaining halos with at least 300 particles and with deviation from the
virial state in the range:
0 <
2K
|E|
< 1.5 , (5.1)
where K is the total kinetic energy of the halo and |E| its gravita-
tional potential energy. To illustrate the effect of spurious halos in
5 As rule of thumb, ULADM-1, ULADM-2, ULADM-3 and LFDM-1, LFDM-2, LFDM-
3 exhibit their power spectrum cut-off at roughly the same k of warm DM scenarios
with thermal masses of 1, 1.5 and 2.4 keV respectively (see Figure 2 of [47]).
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Figure 5.4: Halo mass functions for the ΛCDM-S simulation in dashed blue
line. On the left at z = 1 and also for the LFDM-1 simulation using its
bare FoF catalogue (solid red) and having filtered out the spurious halos
(dotted green); on the right at z = 2 for the UALDM-1 simulation with
same colour coding. Error bars correspond to the Poisson errors in each
mass bin.
our simulations and the method used to remove them, we plot in Fig-
ure 5.4 the halo mass functions at z = 1 for LFDM-1 and at z = 2
for ULADM-1 (left and right panels respectively). In each panel, the
blue dashed line represent the ΛCDM-S mass function, while the non-
standard DM model is in red before the spurious halo filtering and
in green dotted after. For both non-standard models it is evident how
the mass function converges to that of CDM at the high mass end:
on large scales our models are identical to ΛCDM (as already dis-
cussed in Chapter 4). At low masses we see the characteristic upturn
which indicates the presence of spurious halos. After halo selection,
the upturn disappears and we recover the expected low mass halo
abundance suppression 6.
Finally, in Figure 5.5, we plot the ratio of the halo mass function
of non-standard DM models relative to the reference ΛCDM simula-
tion at z = 1 (top panel) and 2 (bottom panel), after having removed
spurious halos. As expected these models exhibit suppressed halo
abundances at low masses compared to the ΛCDM case, with the
mass scale cut-off depending on the specificities of the underlying
6 For consistency, we apply the spurious halos selection method to all cosmologies.
Practically it has no effect on the halo mass function of ΛCDM-S: it removes just few
halos, the least relaxed (see discussion in [2] and its Figure 7).
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Figure 5.5: Ratios of the halo mass function of the non-standard DM models
relative to the reference ΛCDM-S scenario at z = 1 (top panel) and 2
(bottom panel). Error bars are the Poissonian errors.
DM model. The larger the ULADM particles mass or equivalently
the higher the phase transition redshift of LFDM models the lower,
the mass scale cut-off and the smaller the deviation from ΛCDM in
the simulated mass range.
By comparing the trends in Figure 5.5 and in the bottom panel
of Figure 5.2, we can notice that non-standard DE and DM models
exhibit different mass dependent deviations from ΛCDM. As we will
see, this results in having different differences for the HI clustering
signal compared to ΛCDM.
5.2 impact of non-standard models on the hi distribu-
tion
Both for the dynamical DE models described in Section 5.1.1 and for
the non-standard DM models of Section 5.1.2, we distribute HI follow-
ing the halo base method B described in Section 3.1, placing all HI at
the centre of each hosting halo (in Section 3.4.1 we illustrate why this
approximation does not bias our results) and setting ΩHI = 10−3 (i.e.
setting f in Equation 3.2), a value in agreement with observational
data as discussed in Section 3.3.1. Subsequently, we proceed at calcu-
lating the 21cm signal power spectrum for each scenario, following
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Section 3.4, checking how the different matter clustering properties
of these cosmologies are reflected into the 21cm signal.
The halo base method B parameters Mmin and α are also respon-
sible for the clustering amplitude of the signal. We believe that their
values should be fixed for all cosmologies, ΛCDM and alternative
ones. Mmin indicates the minimum halo mass (gravitational poten-
tial well) for hydrogen to self-shield and stay neutral against cosmic
UV background, while α is the trade-off between the cooling pro-
cesses and the mechanical stripping of cold gas from halos, responsi-
ble for the amount of HI inside halos. I.e. these two parameters are of
astrophysical origin and do not depend on the background cosmol-
ogy. However, if cosmology changes e.g. the halo density profiles, we
could speculate that the HI physics could change and the parameters
Mmin and α vary. The issue is that there is not much data available
at our disposal (as discussed in Chapter 3) to match observations for
all cosmologies individually. Hence, the conservative choice we make
is to fix astrophysics (through the values of Mmin and α) and check
what changes between cosmologies, focusing on the ratios between
their different 21cm P(k).
Our goal is to study the imprints of DE and DM models on the HI
(and eventually 21cm) power spectrum. Since the HI distribution is
modelled upon the results of N-body simulations, we first evaluate
the impact of numerical effects due to the finite volume and the mass
resolution of the halo catalogues.
5.2.1 Minimum halo mass and volume effects
The HI distribution model we follow depends on the specification
of a minimum halo mass containing the neutral gas cloud (Mmin).
Although largely uncertain (as discussed in Section 3.1), a conserva-
tive guess is to set Mmin ∼ 109 M (simply making use of Equa-
tion 3.3), however such a mass scale is resolved only in the case of
non-standard DM halo catalogues from simulations with box size of
27.5 Mpc h−1 and 10243 DM particles. On the other hand, in the dy-
namical DE model simulations, the minimum halo mass is about 10
times larger7. Thus, we now evaluate the impact of Mmin on the HI
power spectrum of our scenarios.
In Figure 5.6 we plot the HI power spectrum at z = 1 for theΛCDM-
W5 model simulation (green dotted line) and from the ΛCDM-S cat-
alogue having set Mmin =M27.5min (red dashed line) and Mmin =M
162
min
(blue solid line) in Equation 3.2, withM27.5min andM
162
min being the small-
est halo mass resolved in the simulations of 27.5 Mpc h−1 and 162
Mpc h−1 respectively. The power spectrum from the larger simula-
7 Notice that this Mmin value is anyway compatible with what found in [38], where it
is tuned by requiringMHI(M) to reproduce the observed bias of the Damped Lyman
α systems at z = 2.3.
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Figure 5.6: Power spectrum of HI (left panels) and of the 21cm signal (right
panels) at z = 1 for the different ΛCDM simulations: ΛCDM-W5 in green
dotted line and the ΛCDM-S catalogue having set Mmin = M27.5min (red
dashed) and Mmin = M162min (blue solid). In the bottom panels the ratios
of the ΛCDM-S power spectra over the ΛCDM-W5 one.
tion box covers a wider range of low-k modes than the smaller box,
the latter however extends to larger k modes as the corresponding
simulation has higher spatial and mass resolution. It is important to
notice that in both cases the spectra exhibit an unphysical flattening of
power at k & 1 Mpc−1 h, which is due to the lack of modelling the HI
distribution within the halos (see discussion in Section 3.4.1). We can
see that the HI power spectrum from the 27.5 Mpc h−1 box size halo
catalogue increases in amplitude when increasing the value of Mmin.
This is because the total amount of HI is fixed and by increasingMmin
we assign more HI mass to more massive halos which are more clus-
tered then low mass ones, thus leading to a larger amplitude of the
HI power spectrum. Notice also that as we set Mmin = M162min , the
HI power spectrum of the 27.5 Mpc h−1 box size halo catalogue lies
closer to that of the ΛCDM-W5 model with difference of ∼ 20− 30%,
however this cannot be attributed uniquely to a volume effect since
the two ΛCDM simulations have slightly different values of the cos-
mological parameters.
Since we do not have a larger volume simulation of the ΛCDM-S
model, we address the effect due to the discrepancy of cosmological
parameters using halo catalogues of the LFDM-3 model for which
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Figure 5.7: Power spectrum of HI (left panels) and of the 21cm signal (right
panels) at z = 1 of the LFDM-3 scenario for different simulation box size
and value of Mmin as in Equation 3.2. In the bottom panels their ratios.
we have an additional simulation with box size of 110 Mpc h−1 and
20483 particles, i.e. 64 times bigger in volume than the simulation we
are analysing (and 8 times smaller DM mass resolution). The corre-
sponding HI power spectra are shown in Figure 5.7. As in the pre-
vious case (Figure 5.6), we notice a flattening of the power spectrum
for k & 1h Mpc−1 due to the lack of HI modelling inside each halo.
Moreover, we can see that increasing Mmin from M27.5min to M
162
min leads
to a larger amplitude of the HI spectrum by an amount similar to that
found in ΛCDM-S case and that the HI spectrum from the 27.5 Mpc
h−1 catalogue with Mmin =M162min (blue solid line) differs by less than
. 10% from that of the 110 Mpc h−1 box size simulation with Mmin
set to the same value (green dotted line). The latter results are inde-
pendent of cosmology this time (we make use of the LFDM-3 model
only).
Briefly, Figure 5.6 and Figure 5.7 show how numerical effects mod-
ify the HI power spectrum in the same way across different models.
This allows us to compare the relative difference of the HI spectra
among models as they are largely insensitive to volume and mass
resolution effects.
As we do not model the HI gas distribution within halos, hereafter
we only consider the HI spectra for k . 1h Mpc−1.
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5.2.2 Cosmological parameters dependence of HI spectra
We now focus on the signatures of the non-standard cosmological
models on the HI spectra relative to the standard ΛCDM scenario.
In Figure 5.8 we plot the HI spectra for the DE (top figure) and
DM (bottom figure) models at z = 1 and 2.3. In the bottom panels
we show the relative differences with respect to the reference ΛCDM
model.
In the case of non-standard DE models (Figure 5.8a) the differences
among the HI spectra at large scales can be understood in terms of
the evolution of the halo mass function, since the growth rate is altered
in these scenarios: the growth of the power spectrum tends to slow
down once structures become more and more virialised [4].
At z = 2 the RPCDM and SUCDM models have spectra with am-
plitude larger than in the ΛCDM case. This is consistent with the
fact that at this redshift the abundance of halos in the non-standard
DE models is suppressed compared to the reference ΛCDM (see Fig-
ure 5.2) consequently, since we distribute in the halo catalogues the
same HI total mass to all models, the HI clouds are more clustered
in RPCDM and SUCDM than in the ΛCDM, because of the smaller
number of halos at our disposal. At z = 1, the halo abundance in the
non-standard DE model is still suppressed compared to the ΛCDM,
but higher than at z = 2.3, hence the amplitude of the HI spectra
decreases.
We notice that at small scales the SUCDM has less suppressed spec-
trum than the RPCDM, again in agreement with the growth of struc-
tures differences studied in [4], where they claim the effect in SUCDM
is larger than RPCDM compared to ΛCDM.
For the non-standard DM models shown in Figure 5.8b, the linear
growth rate is identical to that of the reference ΛCDM model, thus
the relative differences in the HI spectra at z = 1 and 2 are entirely
due to the suppressed abundances at low halo masses (see Figure 5.5),
i.e. the effect illustrated in Chapter 4 for WDM applies here too.
5.3 21cm intensity mapping power spectra and ska1-mid
forecasts
We now focus on the 21cm IM power spectrum. Differently from the
HI spectra, the 21cm encodes additional cosmological information
since it traces in redshift-space the location of HI clouds whose pecu-
liar velocities alter the clustering signal (as illustrated in Section 3.4).
In Figure 5.9a we plot the relative difference of the 21cm power
spectrum between the non-standard DE models and the reference
ΛCDM-W5 at z = 1 (left panel) and z = 2.3 (right panel), likewise
in Figure 5.9b we plot the spectra in the case of the non-standard
DM models relative to the reference ΛCDM-S. It is worth noticing
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Figure 5.8: HI power spectra and relative difference with respect to the
ΛCDM prediction (bottom panels) at z = 1 and z = 2.3 (2) (left and
right respectively).
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Figure 5.9: 21cm intensity map power spectrum of the non-standard cos-
mological models relative to ΛCDM predictions at z = 1 (left panels)
and 2.3 (2) (right panels). The shaded area represents the expected er-
rors from SKA1-MID measurements for the reference ΛCDM model,
σ[PΛCDM21cm (k)]/P
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21cm (k), assuming t0 = 100 (light shaded area) and
t0 = 500 (dark shaded area) observing hours.
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that the 21cm spectra of the DE models differ from the ΛCDM case
not only by an amplitude factor but also on the scale dependence of
the signal, in particular we may notice a change of the slope of the
spectra at small scales. In the case of the non-standard DM models the
differences with respect to the standard cosmological scenario show a
very different trend, with differences increasing at small scales. This
suggests that in principle the imprints of DE and DM models can
be distinguished from one another through 21cm intensity mapping
measurements.
To be more quantitative, we estimate the instrumental error on
21cm power spectrum interferometric measurements expected from
the SKA1-MID radio telescope for the reference ΛCDM models. Ne-
glecting systematic effects such as foreground subtraction, we can
cast the error on the 21cm detection as shown in Section 3.4.2. More
specifically, we employ Equation 3.15 and tune the total observation
time: t0 = 100 and 500 hours for the following analysis.
We show the above calculated 1σ errors on 21cm power spectrum
measurements in Figure 5.9a and Figure 5.9b as shaded regions for
t0 = 100 (light shaded area) and t0 = 500 (dark shaded area) observ-
ing hours respectively. We stress again that we assume astrophysical
and atmospheric foreground contaminations and radio interferences
have already been removed from data.
We can see that the RPCDM model can be distinguished from the
ΛCDM at high-statistical significance. Even the SUCDM model, char-
acterised by a cosmic expansion and a linear growth rate similar to
that of the ΛCDM, can be potentially distinguished at more that 1σ at
z = 2.3 in the range of scales corresponding to 0.02 . k [Mpc−1 h] .
1.
Similarly, the non-standard DM models considered here should be
detectable or ruled out with future SKA observations. We notice that,
compared to the WDM models in Chapter 4, the differences with re-
spect to CDM here are much higher, due to the fact that here we have
considered models with a cut-off in the power spectrum of different
shape and, especially, present at smaller k 8.
8 In [47] they find that, having equal half modes (i.e. wavenumber k at which the
transfer function of a given DM model is half that of the correspoinding CDM one)
the ULADM is the scenario with the greatest number of small halos, followed by
WDM and then by LFDM.
6
O N T H E M O D E L L I N G O F T H E LY M A N -α F O R E S T
As already discussed in Section 1.2.2, neutral hydrogen (HI) in the
intergalactic medium (IGM) can be detected thanks to observations
of the Lyα forest, a characteristic pattern in the absorption spectra
of quasars. It represents a powerful way to trace highly ionized low
density gas clouds [96], being able to trace density fluctuations in the
high redshift range z ∼ 2 − 4 .
The Lyα forest is set by the interplay of gravitational collapse, ex-
pansion of the Universe, and reionization processes due to the build-
up of a background of UV photons emitted by active galactic nuclei
(AGN) and star forming galaxies. There is no analytic solution for
the small scale evolution of the matter and baryon density fluctua-
tions over time. In order to precisely describe the behaviour of the
IGM, it is therefore necessary to treat the problem numerically.
In this chapter we illustrate how we model the Lyα forest on high-
resolution hydrodynamic simulations to later perform in Chapter 7
the cross-correlation study with the 21cm intensity mapping1 . We
focus on 2 observationally most relevant statistics of the transmitted
flux: the line-of-sight power spectrum, and the 3D power spectrum.
6.1 exploiting the sherwood simulations
We rely on high-resolution hydrodynamic simulations that belong to
the Sherwood suite of Bolton et al., 2017 [20]: they are tailored to
be in very good agreement with the observational data relative to the
low density intergalactic medium. We consider 2 of these simulations,
named:
80-2048: follows 2× 20483 (CDM + baryons) particles
within a box of comoving size of 80h−1Mpc ,
160-1024: follows 2× 10243 (CDM + baryons) particles
within a box of comoving size of 160 h−1 Mpc.
We make use of 2 simulations for performing convergence tests; next
in Chapter 7 we use 160-1024 only, which has the bigger volume,
for the cross-correlation study at large scales. The simulations are
run with periodic boundary conditions using the TreePM+SPH code
gadget-iii, an updated and extended version of gadget-ii [144].
1 We remark that we have also modelled the Lyα on N-body only simulations ex-
ploiting the fluctuating Gunn-Peterson approximation (FGPA) we later introduced
in Section 6.2.1.
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The values of the cosmological parameters are in agreement with re-
cent Planck data [120]:
Ωm = 0.308 Ωb = 0.0482 ΩΛ = 0.692
h = 0.678 ns = 0.961 σ8 = 0.829 .
Both 80-2048 and 160-1024 simulations evolve from z = 99 to z = 2.4,
the latter being the snapshot considered in this analysis. In Table 6.1
we show the mass resolution and softening length for the 2 different
runs.
Name Box size mCDM mbaryon lsoft
[h−1Mpc] [h−1M] [h−1M] [h−1kpc]
80-2048 80 4.3× 106 7.8× 105 1.56
160-1024 160 2.8× 108 5.1× 107 6.25
Table 6.1: Summary of the resolution parameters of the 2 different simula-
tions.
main physical ingredients of the hydrodynamics
The hydrodynamics is presented in detail in [20]. Here we report the
fundamentals. Star formation processes are not properly followed in
the simulations: gas particles with temperature T < 105 K and an
overdensity δρ > 1000 are converted to collisionless particles, result-
ing in a significant increase in computation speed at the expense of
removing cold, dense gas from the model. The simulations do not
include metal line cooling. The photoionisation and photo-heating of
the hydrogen and helium gas is calculated using the spatially uni-
form ionising background model presented in Haardt and Madau,
2012 [68], where HI reionization happens at z ∼ 12. Moreover, the
gas is assumed to be optically thin and in ionisation equilibrium. We
stress that 80-2048 and 160-1024 share the same thermal history, since
for both of them the cooling routine and the UV background have
been modified following the reference model of [158].
We extract mock Lyα absorption spectra skewers from the simula-
tions. Each skewer represents a line of sight (l.o.s.) to a quasar. We
have 3 different catalogues, containing 2500, 1600 and 900 spectra.
They are built from regular grids of 502, 402 and 302 points along the
x, y and z directions, respectively (next in Section 6.2.2 we show how
regularising the spectra position on a grid does not bias our results).
Each spectrum contains 2048 pixels, evenly distributed along the sim-
ulation box length. In Table 6.2 a summary of the absorption spectra
catalogues.
The gas density, weighted temperature, the neutral fraction and
gas peculiar velocities are extracted following the SPH interpolation
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Figure 6.1: Upper panel: The dimensionless 1D Lyα flux power spectrum
for the 80-2048 (blue solid) and the 160-1024 (red dashed) simulation.
Lower panel: Ratio of the 2 power spectra; we highlight the 20% difference
region.
scheme described in [153]; for the Lyα optical depth τ along each l.o.s.
we make use of the Voigt profile approximation, as in [151]. Once τ is
determined in every pixel, we define the absorption flux as
F = e−τ . (6.1)
The flux F is the field we analyse. For computing its power spectrum
PLyα(k) we compute the flux contrast as
δF(x) =
F(x) − 〈F〉
〈F〉 (6.2)
where 〈F〉 is the flux mean; later in Section 6.2.1 we discuss some
caveats related to 〈F〉.
6.1.1 The Lyα forest auto-power spectrum
We first consider the one-dimensional Lyα power spectrum P1DLyα(k).
For each spectrum we compute the flux contrast δF in every pixel
along the l.o.s., hence the flux power spectrum. In Figure 6.1 we show
in the upper panel the 2 dimensionless power spectra
kP1DLyα(k)/pi
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Catalogue Number Direction Pixels
of spectra of spectra per spectrum
1 502 x 2048
2 402 y 2048
3 302 z 2048
Table 6.2: Summary of the Lyα absorption spectra catalogues, for each sim-
ulation.
with solid blue line for the 80-2048 simulation and in dashed red for
160-1024. The shown power spectra have been computed by averaging
the measured power spectrum from each individual skewer from all
catalogues (5000 spectra in total: 2500 along x plus 1600 along y plus
900 along z). We find that our results converge against resolution at a
20% level.
Next we compute the 3D Lyα power spectrum PLyα(k), shown in
Figure 6.2. This is achieved by considering the 3D δF, interpolated
on a grid that covers the whole simulation box. There is good over-
lap among the six power spectra (giving that these catalogues have
not been normalised, see later in Section 6.2.1), especially on large
scales, with the 80-2048 spectra slightly flattening for k . 0.2hMpc−1.
At smaller scales, the 160-1024 spectra display an increase of power
compared to the 80-2048 spectra because of the lack of small scale
information. The same effect is visible also among the catalogues be-
longing to the same simulations: as the number of spectra per cata-
logue decreases (i.e. employing a smaller number of skewers in the
box) we see an increase of power due to a sub-sampling of the field.
6.2 on some standard practices in generating mock lyα
forest spectra
In this section we discuss some of the issues we have encountered
when computing the 3D power spectrum of the Lyα forest. We make
use of the 60-512 hydrodynamic simulation presented in Section 3.4.1,
which is smaller and numerically easier to handle than the Sher-
wood’s. We work at redshift z = 3. We extract mock Lyα absorption
spectra skewers as described in Section 6.1. All absorption spectra
used in this section contain 256 pixels each and are taken along the x
direction of the 60-512 simulation box.
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6.2.1 Normalising the spectra with τeff
The amplitude of the 3D Lyα power spectrum PLyα(k) depends on the
actual observed cosmological mean transmitted flux 〈F〉obs, measured
in e.g. [12, 59, 75]. When the absorption spectra are recovered artifi-
cially by piercing the simulation box with skewers, the mean value
〈F〉cat of the catalogue of spectra varies, due primarily to the number
of skewers that are drawn, as already seen earlier in Figure 6.2, i.e. the
more we sample the box, the more flux we get overall. Of course in a
survey we have a finite amount of lines of sight (nlos). The question
is: how should the mean flux be computed to get sensible results for
the 3D Lyα power spectrum?
A possibility is to take a real survey l.o.s. density, for example we
know that BOSS roughly detects 15 quasars spectra per deg2 [141],
but this would make a very low number of skewers in a typical hydro-
dynamical simulation box and let arise other computational problems
(see next Section 6.2.2).
It is also possible to take the nlos necessary to have 〈F〉cat = 〈F〉obs,
i.e. to match the simulation flux mean with the measured one, so
it would be naively expected that the simulation PLyα(k) converges
with the measured one. But this is not completely true as we now
discuss.
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Figure 6.3: Mean flux 〈F〉 of the Lyα absorption spectra catalogues, plotted
versus the nlos in each catalogue. 8 catalogues have the l.o.s. placed on
a regular grid (blue diamonds). Each red point represents the average
of the mean flux from 50 different catalogues with same number of ran-
dom l.o.s.. The error bars display the 1σ variation from the 50 catalogues,
while the shaded orange areas show the 1σ, 2σ and 3σ deviations.
In Figure 6.3 we show 〈F〉cat coming from catalogues with the fol-
lowing nlos: 102, 162, 272, 442, 722, 1182, 1942 and 3162. The skewers
have been placed either on a
√
nlos×√nlos regular grid (blue dia-
monds, each point corresponds to one catalogue) or randomly (red
dot, each point correspond to the average among 50 different cata-
logues). In case of random l.o.s., we also plot the 1σ error bar on the
average 〈F〉cat and show with shaded area the 2σ and 3σ intervals too.
The scatter is big for the catalogues with smaller nlos, nevertheless
their average 〈F〉cat agrees with what we obtain with a huge amount
of l.o.s.. We thus conclude that the catalogue mean flux is not very
sensitive to the value of the surface density with which the Lyα field
is sampled through skewers, i.e. the quantity 〈F〉cat is a property of
the specific realization itself, marginally dependent on the choice of
nlos.
Throughout the literature (e.g. [12, 20, 86, 153, 168]), the general
practice consists in artificially change the amplitude of the UV back-
ground strength to obtain the desired mean transmitted flux:
〈e−Bτi〉 = 〈e−τeff〉 = 〈F〉obs , (6.3)
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Figure 6.4: Density of points (red colour for high density values, blue for
low) for the scatter of (δm + 1) - (− log(1 + δF)) calculated for the 60-
512 simulation pierced by 100 random l.o.s. with 256 pixels each. The
magenta dotted line is the FGPA relation of Equation 6.4 with the pa-
rameters in [42]. Left panel: The spectra have been normalised by using
an effective optical depth τeff. Right panel: The spectra have not been nor-
malised.
where τi is the optical depth of a single pixel, B is an ad-hoc cho-
sen parameter representing the variation in the amplitude of the UV
background and τeff is called effective optical depth (e.g. [12]).
By construction, employing τeff makes 〈F〉cat = 〈F〉obs, but the shape
and amplitude of the Lyα power spectrum is affected by this change,
particularly on small scales and not only: by linearly shifting the pixel
optical depth, we are non-linearly changing its flux.
To clarify this point, we make use of the fluctuating Gunn-Peterson
approximation (FGPA, [49]) that relates the matter and transmitted
flux fields through:
F = e−A(1+δm)
α
, (6.4)
where δm is the matter density contrast and for the other parame-
ters we adopt the values analytically computed in [42]: A = 0.3((1+
z)/(1+ 2.4))4.5 and α = 1.6 . Although neglecting some small scales
physics, the FGPA has been first derived analytically and has had
great success in explaining statistical observed properties of the Lyα
forest. We check whether FGPA holds for our mock spectra. We gen-
erate 2 catalogues composed by the same 100 random l.o.s. (i.e. BOSS
resolution in the 602 (h−1Mpc)2 simulation area) with 256 pixels each,
but one of them is normalised to 〈F〉obs using τeff of Equation 6.3. We
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interpolate the flux F of each pixel and the matter particles onto a
2563 grid covering the whole simulation volume, obtaining 3D den-
sity maps: of flux and of matter. We compare these 2 density maps
in Figure 6.4: we colour code the density of points in the F − mat-
ter scatter plot and we plot with magenta dots the FGPA relation2
of Equation 6.4. The left panel refers to the normalised catalogue, the
right panel to the non-normalised. We find that the flux normalisation
shifts the whole flux field (see the different y scale on the 2 panels),
but also spoils the flux − matter relation predicted by the FGPA: the
right panel (non-normalised spectra) has a much better agreement
with FGPA that gets lost after the τeff -normalisation (left panel).
To have convergence between a mock Lyα catalogue PLyα(k) and
observations or to compare different simulations Lyα power spectra,
instead of employing the effective τeff, a wiser choice would be to
shift whole spectra a posteriori, rather than degrade the small scale
information of the flux.
None of the Lyα spectra catalogues of this thesis has been nor-
malised using τeff, at the expenses of having a small (yet understood)
large scale discrepancies in PLyα(k) (as in Figure 6.2); still, the statis-
tical properties of the Lyα forest flux are remarkably recovered (see
later in Section 7.3.2 the bias and redshift space distortion parameter
estimation).
6.2.2 Placing lines of sight on a regular grid
The question on the proper number of l.o.s. to use and on the way to
place them in the simulation box is related to another central issue.
To compute PLyα(k) we need a good coverage of skewers in the box
because we discretise the box into cells, make 3D flux density maps
and perform discrete Fourier transforms: having cells not crossed by
a line of sight would be a concern because no flux information is
available, hence it will be not possible to assign a field value in a
rigorous way.
Among possible solutions we can think of, there are:
i) computing the 3D Lyα power spectrum masking out the regions
not sampled by the mock spectra,
ii) working in configuration-space (i.e. compute correlation func-
tions), as in [56, 140].
Unfortunately, these solutions are computationally expensive and, in
the case of i), technically hard to implement3.
2 We stress again that we take the parameters of Equation 6.4 from the theoretical work
by [42]: nothing has been calibrated a posteriori, we blindly compare our results with
[42].
3 The needed mask would be the whole simulation box without the straws where we
place the lines of sight, and we would need to Fourier transform it too.
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Figure 6.5: 3D Lyα flux power spectra PLyα(k) at z = 3 obtained by placing
the skewers into a regular grid (dotted blue) or distributing them ran-
domly (dashed red). For the regular grid we employ 2562 spectra while
for the randomly distributed skewers we create 50 different catalogues,
each of them containing 2562 spectra, and we show their average and 3σ
variation.
The standard practice is to place the skewers into a regular grid,
this way the whole box is sampled uniformly, although real quasars
are not on a grid. We check what is the effect of regularising the
spectra position. In Figure 6.5 we plot with a red dashed line the
average of 50 Lyα power spectra, each corresponding to a catalogue
with 2562 = 65536 l.o.s. randomly placed, and with a dotted blue line
the PLyα(k) of a catalogue of the same number of l.o.s. but placed
on a 256× 256 regular grid in the y− z plane. The 2 power spectra
converge at large scales, the sub-sampling effect discussed above be-
comes relevant at scales as small as k & 1 hMpc−1. Thus, we are
allowed to employ this approximation for the cross-correlation study
next in Chapter 7, where we look at scales as large as k . 0.2 hMpc−1.
We conclude that our method to compute the 3D Lyα power spec-
trum is robust, on large scales, against the different ways of sampling
the Lyα field. Given the good agreement on both the 1D and 3D Lyα
power spectra among the 2 simulations (on large scales for the 3D
power spectrum and on all scales in the 1D case) we conclude that
the spatial distribution of gas in the Lyα forest is converged against
resolution in the simulation 160-1048, that we employ next in Chap-
ter 7 for large scale cross-correlation studies.

7
H E L P I N G O U T T H E 2 1C M I N T E N S I T Y M A P P I N G :
C R O S S - C O R R E L AT I O N W I T H T H E LY M A N -α
F O R E S T F L U X
In Section 1.2.1.1 we illustrated how major drawbacks of the 21cm
intensity mapping (IM) technique are systematics and especially fore-
grounds, expected to be order of magnitudes higher than the cos-
mological signal. This motivates the study presented in this chapter,
where we cross-correlate the signals of 21cm IM and Lyα forest. Both
probes originate from cosmic neutral hydrogen (HI): 21cm IM prob-
ing HI in emission, the Lyα forest in absorption. Hence, their cross-
correlation can provide a coherent and comprehensive picture of the
HI content of our Universe in the post-reionization era, probing both
its mass content and volume distribution.
In this chapter we perform the analysis in the fully non-linear
regime using state-of-the-art hydrodynamic simulations. We compute
the auto-power spectra of both fields together with their cross-power
spectrum at z = 2 . 4 , finding them completely anti-correlated. We
derive the bias parameters and test how well and up to which scale
linear theory is able to describe the 21cm field1. We proceed at de-
termining the detectability of the cross-correlation signal with SKA1-
MID and a BOSS-like survey, and check how much cross-correlation
is able to shrink the uncertainties on values and degeneracies of the
bias parameters of the 21cm field.
7.1 why cross-correlating
Cross-correlation analysis between independent probes are a useful
tool to infer further information about the Universe while providing
extra safety checks on known (and unknown) systematics affecting
the data sets. Indeed, if we have 2 independent observables {A , B }
their estimate can be split into a signal and a noise term as Aˆ =
SA + NA (same applies for B). Then, the 2-point correlator is given
by
〈 Aˆ Bˆ 〉 = 〈 (SA + NA ) (SB + NB ) 〉
= 〈SA SB 〉 +
: 0〈NA SB 〉 +
: 0〈SANB 〉 +
: 0〈NANB 〉(7.1)
where we used the fact that for uncorrelated noise the signal-noise
and noise-noise cross terms vanish: is this true for the probes we
want to study?
1 As discussed in Section 1.2.1.1, a correct theoretical template for 21cm IM is still
missing, but it is crucial for best benefiting from future observations.
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We have already discussed in Section 1.2.1.1 systematics and fore-
grounds affecting the 21cm IM, those influencing Lyα observations
are conveniently of totally different kind [75, 93], as for example i)
proper modelling and subtraction of the quasar continuum flux, ii)
incorporating the fluctuations of the ionizing source, iii) uncertain-
ties in the intergalactic medium temperature-density relation and iv)
contamination of the spectra by metal lines. Moreover for 21cm ob-
servations we use radio telescopes, for the Lyα forest spectrographes:
instrumental issues are of different kind too.
Hence, mixing these 2 different probes allows to extract signals hid-
den in noisy data, providing us a clean and unbiased measurement
of the cross-correlation signal.
The redshift choice of z = 2.4 is convenient for our purposes since
it belongs to the z -range for which the highest number of quasars is
observed (hence most Lyα forest data available, for example see [141])
and for which 21cm observations are planned to be carried out (see
the instrument list in Section 1.2.1.1).
7.2 halo catalogues and 21cm modelling
We rely on 2 high-resolution hydrodynamic simulations that belong
to the Sherwood simulation suite [20], already presented in Chap-
ter 6: 80-2048 and 160-1024. They are labelled this way since 80-2048
follows the evolution of 2× 20483 cold dark matter plus baryon par-
ticles within a periodic box of linear comoving size of 80h−1Mpc,
160-1024 follows the evolution of 2 × 10243 cold dark matter plus
baryon particles within a periodic box of linear comoving size of 160
h−1 Mpc. They evolve from z = 99 to z = 2.4, the latter being the
snapshot considered in this analysis.
The main physical ingredients of the hydrodynamics are presented
in Chapter 6. Here we stress that these simulations are tailored to give
converged properties for low density intergalactic medium statistics
as probed by the Lyα forest: on this side they are the state-of-the-
art simulations. On the other hand, the implemented schematic star
formation makes the amount of cold gas contained in halos unreli-
able2. Thus, we conservatively avoid using the particle based scheme
2 In the hydrodynamic SPH simulations the spatial distribution of gas is discretised
into a finite number of gas particles with a given kernel and radius. The phase
in which the gas is (ionized, neutral, forming molecules) can be found through
radiative-transfer calculations. While this is the most robust way to model the spa-
tial distribution of HI, it is also the most computationally expensive. Unfortunately,
a radiative-transfer calculation will not output the correct HI distribution in our sim-
ulations. The reason for this is because the hydrodynamic simulations have been run
using the so-called "quick-Lyα" flag: the code follows the full hydrodynamic evolu-
tion of the gas until this reaches a given density and temperature threshold; at that
stage the code will transform the gas particle into a collisionless star. This technique
allows to speed up calculations by avoiding modelling the gas in the inter-stellar
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Figure 7.1: Halo mass functions of the 80-2048 and 160-1024 simulations
(red dashed and green solid lines), compared with the Sheth & Tormen
prediction [138] (blue dotted line). Uncertainties are computed assuming
that the number of halos follows a Poissonian distribution.
for distributing HI, and we adopt to the halo based one (for the HI
distributing methods see Chapter 3).
We identify halos using the Friend-of-Friends (FoF) [52] algorithm
with a linking parameter length of b = 0.2. As already discussed
in Section 3.1, the halo information is crucial for this analysis since
our 21cm maps are derived from it, this is also why we adopt 2 sim-
ulations: the 160-1024 simulation (whose volume is 8 times bigger
than that of 80-2048) is the one we use for studying the shape and
amplitude of the cross-signal on linear and mildly non-linear scales
(k < 0.2 hMpc−1) in next Section 7.3, but we make use of the 80-2048
simulation (with higher mass and spatial resolution) to check the con-
vergence of the halo mass function and, eventually, of the 21cm sig-
nal3.
In Figure 7.1 we plot the halo mass function for the 80-2048 and 160-
1024 simulations in red and green respectively, while the dotted blue
line shows the Sheth & Tormen prediction [138] for the corresponding
redshift z = 2.4. We find that the halo abundances from the simula-
tions agree well with each other in the common mass range and also
medium (ISM), where most of the HI is located. This kind of simulations produce
too many stars that make the gas reservoir unreliable.
3 Analogously, convergence tests with the 2 simulations are performed for the Lyα
field in Chapter 6.
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with the ST prediction. The higher mass resolution of 80-2048 allows
us to sample the low mass end of the halo mass function while the
larger box size of 160-1024 is better suited to explore the high mass
end. Thus, the combination of both simulations enables us to sam-
ple the halo mass function on a wide range of masses as shown in
Figure 7.1, which is important for our modelling of the 21cm signal.
For distributing HI in both simulations, we make use of the halo
based model B of Equation 3.2 described in Section 3.1. Mmin corre-
sponds to halos with circular velocity of vcirc = 25 km s−1 [163] and
we set ΩHI = 10−3. We have model the HI density profile as:
ρHI(r|M, z) =MHI(M, z)δ(r) (7.2)
where δ(x) is the Dirac delta. Thus, we are collapsing the HI density
distribution into a single point located in the halo centre. This is of
course a very crude approximation, but given the fact that in our
simulations the spatial distribution of gas is unreliable, this is the
most simple choice that does not involve ad-hoc assumptions. We
show in Section 3.4.1 that the approximation of Equation 7.2 for the
HI density profile does not bias our conclusions, since our analysis
focuses at studying the cross-correlation signal at large scale4.
Since we employ a halo based method, a N-body simulation would
have been enough for our purposes, with the advantage to be less
computational expensive to run and to reach larger scales more eas-
ily. On the other hand, we remind that a precise modelling of the Lyα
forest requires high-resolution hydrodynamic simulations as we de-
scribe in detail in Chapter 6. We decide to use state-of-the-art hydro-
dynamic simulations that accurately model the properties of the Lyα
forest at the expenses of neglecting the contribution of HI outside
halos to the global 21cm signal (which was found negligible in [37,
161]) and avoiding modelling the intrinsic scatter in the MHI(M, z)
function, that represents the average HI mass that a dark matter halo
of mass M hosts at redshift z. However, we notice that we also tested
a method to model the Lyα signal in pure dark matter simulations
(see the fluctuating Gunn-Peterson approximation introduced in Sec-
tion 6.2.1).
Following Section 3.4, we compute the 21cm signal. We do a di-
rect comparison between the 2 simulation 21cm power spectra in Fig-
ure 7.2, upper panel, with the residuals P160−102421cm (k) over P80−204821cm (k)
in green in the lower panel. We find that the shape of both power
spectra agree on all scales, with a ∼ 20% offset in amplitude among
the two: HI is more clustered in 160-1024. The larger simulation box
of 160-1024 is able to capture the large-scale modes (which are not
present in 80-2048) thus enhancing the HI clustering on lower scales
and producing a higher signal amplitude.
4 The clustering of HI on large-scales is fully determined by the function MHI(M, z),
while on smaller scales it depends on the way the HI is distributed within halos.
7.3 the 21cm - lyα cross correlation 85
1 0
- 1
1 0
0
1 0
1
100
101
102
103
P
2
1c
m
(k
)
80−2048
160−1024
10-1 100 101
k [h Mpc−1 ]
0.8
0.9
1.0
1.1
1.2
1.3
1.4
P
1
60
−1
0
24
/P
8
0−
2
04
8
20 %
0 %
Figure 7.2: The upper panel displays the 21cm power spectrum from the 80-
2048 (solid blue) and 160-1048 (dashed red) simulations at z = 2 .4 while
the lower panel shows their ratio.
These volume effects in the 21cm power spectrum are discussed
also in Section 5.2.1, where we find same order of discrepancies. It
affects the overall amplitude of the signal, for which we need anyway
to take into account the effect of the poorly constrained ΩHI (see
discussion in Section 3.3.1).
7.3 the 21cm - lyα cross correlation
As anticipated above, in the analysis of this section we employ the
160-1024 simulation since we are interested in investigating the shape
and amplitude of the cross-power spectrum on as large as possible
scales.
Having modelled both fields (in Chapter 6 we illustrate and test
how we model the Lyα flux field on 160-1024), in Figure 7.3a we
depict the HI density contrast in redshift-space (upper snapshot) and
the Lyα flux contrast (bottom snapshot), at z = 2 .4. It is evident how
HI tracks the halo positions in the simulation box, thus revealing
the web-like structure of the matter in the Universe. We notice that
since we are not modelling the distribution of HI inside each halo,
the presence of fingers-of-God in Figure 7.3a is suppressed.
Our HI modelling is fully deterministic. By using our HI mass func-
tion prescription of Equation 3.2 with the halo mass function and halo
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bias from the Sheth & Tormen prediction [136, 138], we can compute
Equation 3.6 for the value of the HI bias bHI(z = 2 .4) = 1 .45. The
latter bHI might seem low compared for example to the bias of DLAs
(see discussions in Chapter 3). Anyway, the purpose of this study is to
be able to retrieve the input HI model values when fitting the results
of the simulations within the linear theory framework. We also em-
phasize that a higher value of the HI bias will turn out to make the
HI bias more scale-dependent [161], and therefore shifting to large
scales the onset of non-linearities, a situation we want to avoid given
the relatively small volume of our simulations.
We compute the cross-correlation of the 21cm and Lyα forest sig-
nals. In Figure 7.4 we show with a dotted green line the 21cm power
spectrum P21cm(k), in dashed blue the 3D Lyα flux power spectrum
PLyα(k) and in solid magenta the absolute value of the 21cm-Lyα
cross-power spectrum PX(k).
PX(k) is plotted in absolute value because it is negative, i.e. the
fields are anti-correlated. Qualitatively, this results agrees with the
picture of having the HI responsible for the 21cm radiation in dense
environments as galaxies, whereas the Lyα forest arises mainly from
low density, highly ionized, gas clouds in the intergalactic medium
mostly residing in the filaments of the cosmic web. We thus expect un-
derdensities in the Lyα flux in places where 21cm overdensities are lo-
cated (e.g. halos): this is exactly what being anti-correlated means. By
visually inspecting the two fields in Figure 7.3, we indeed notice how
HI-poor regions (Figure 7.3a, dark blue) correspond to high Lyα for-
est transmitted flux regions (Figure 7.3b, yellow and red). We notice
that this result agrees with recent observations by Mukae et al., 2017
[102], where they analyse HI-rich galaxies at z ∼ 2− 3 together with
Lyα forest spectra finding anti-correlation between the two fields.
In the bottom panel of Figure 7.4 we plot the cross-correlation coef-
ficient, defined as
r(k) =
PX(k)√
P21cm(k)PLyα(k)
. (7.3)
As expected from the arguments given above, we find the sign of the
cross-correlation to be negative on all the scales, indicating that the
fields are anti-correlated. On the largest scales probed by our simula-
tion the value of the cross-correlation is close to −1, while for scales
k > 0.2 hMpc−1 the value of the cross-correlation increases. We can
naively associate this scale to non-linearities, as linear theory predicts
a scale-independent cross-correlation coefficient. Thus, since we are
interested in extracting cosmological information from linear scales,
we limit our analysis to modes with wavenumbers k < 0.2 hMpc−1.
In a nutshell: we are looking at signals coming from different re-
gions in the sky. By considering together 21cm radiation and Lyα
flux, we are looking at HI both in emission and in absorption, thus
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(a) Density contrast of HI in redshift-space.
(b) Density contrast of the Lyα forest flux.
Figure 7.3: Spatial distribution of the 2 fields at z = 2.4. We show the whole
80-2048 simulation box, taking a slice of 10h−1Mpc width.
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Figure 7.4: The upper panel displays the power spectrum of the 21cm signal
(dotted green), of the Lyα forest flux (dashed blue) and of their cross-
correlation in absolute value (solid magenta). The bottom panel shows
the cross-correlation coefficient, r(k), among the two fields.
probing its cosmological amount and its spatial distribution at the
same time. This is a clear hint of why the cross-correlation signal
21cm - Lyα constitutes an optimal large scale structure probe.
To quantify the improvement gained by looking for HI information
in cross-correlation, next in Section 7.3.1 we make predictions on the
accuracy of this measurement.
7.3.1 Error estimation and forecasts for SKA
In this section we estimate the signal to noise ratio of a measurement
of the auto- and cross-power spectrum of the Lyα forest and the 21cm
fields from SKA1-MID [24] and a BOSS-like survey [53] for the Lyα
flux field5. As already pointed out, in this work we just focus on
the cosmological signal, i.e. we neglect contributions from residual
foreground contamination.
5 As for example DESI, the Dark Energy Spectroscopic Instrument (http://desi.lbl.
gov), that has a planned time-line similar to the one of SKA.
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Figure 7.5: Upper panel: The dimensionless power spectra ∆2 (k) =
k3P(k)/2pi2 in solid lines for the 21cm radiation (green), the Lyα for-
est flux (blue) and for their cross-correlation in absolute value (magenta).
The non-solid lines are their estimated errors for a SKA1-MID (21cm in-
tensity mapping) and BOSS like (Lyα flux) surveys, the latter with an
effective density of lines of sight neff = 0 .003(h−1 Mpc)−2 in dashed
lines or neff = 0 .006(h−1 Mpc)−2 in dotted lines. Lower panel: Signal-
to-noise ratio. The horizontal dotted line marks S/N = 3.
The accuracy with which one can measure the power spectrum
Pa(k), where a stands for 21cm, Lyα or 21cm-Lyα, is generally quan-
tified by the signal to noise ratio S/N:(
S
N
)2
a
(k) = Nk
P2a(k)
σ2[Pa(k)]
, (7.4)
where
Nk number of modes in each given bin centred at (k, cos(θ))
θ angle between k and the line of sight.
For simplicity and clearness, we focus on errors on the monopoles:
we average the amplitude of the power spectrum of modes with k ∈
[k,k+ dk], thus, the S/N ratio becomes:(
S
N
)2
a
=
2pik2dkVsurvey
(2pi)3
∫ pi
2
0
P2a(k, θ)sin(θ)dθ
σ2[Pa(k, θ)]
, (7.5)
We can cast the error on the 21cm detection σ2[P21cm(k, θ)] via in-
terferometric observations as already shown in Section 3.4.2 through
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Equation 3.15. All the parameters in Equation 3.15 are set by the spec-
ifications of SKA1-MID and the redshift of observation (in our case
z = 2.4). What we can tune is the total observation time t0 that we
conservatively set to t0 = 100 hours (we later show how results do
not depend on this choice).
We express the error on the 3D Lyα flux power spectrum as a com-
bination of the noise term with an aliasing term, due to the sparse
sampling of the Lyα field made by the discrete lines of sight [63]:
σ2[PLyα(k, θ)] =
[
PLyα(k, θ) + P1DLyα(k cosθ)n
−1
eff
]2
. (7.6)
The aliasing term contributes in the line of sight direction with the
1D flux power spectrum P1DLyα(k cosθ) multiplied by a noise-weighted
density of lines of sight per unit area neff. From [141] we know that
for a redshift bin to which z = 2.4 belongs the lines of sight density
for BOSS is neff ' 15deg−2. We choose to use both this value and
its double (30deg−2) to estimate errors for a BOSS-like and a next
generation BOSS-like survey like DESI 6. Using the conversion table
in [94], we obtained the values neff = 0.003 and 0.006 (h−1Mpc)−2.
Finally, the error on the measurement of the cross-correlation power
spectrum can be written as:
σ2[PX(k, θ)] =
1
2
(
P2X(k, θ) + σ[P21cm(k, θ)]σ[PLyα(k, θ)]
)
. (7.7)
On small scales, the error budget of the 21cm power spectrum is
dominated by the system noise and, by looking at Equation 3.15, we
know it scales with the observing time as 1/t0, whereas for the cross-
correlation power spectrum (see Equation 7.7) goes as 1/
√
t0, so if
we choose a more optimistic survey observing time of t0 = 1000
hours instead of 100 hours, σ[P21cm(k)] would improve by a factor
10 and σ[PX(k)] would be ∼ 3 times smaller. Anyway, at the scales
we are looking at (k < 0.2hMpc−1) this is no longer valid: observing
for longer does not beat cosmic variance. Hence, we keep t0 = 100
hours for our analysis and we do not investigate for other possible
observing times.
We summarise the errors estimation in Figure 7.5, where we plot
their magnitudes together with the different auto- and cross-power
spectra. In the upper panel of Figure 7.5 we plot the dimensionless
power spectrum ∆2a(k) = k3Pa(k)/(2pi2) with solid lines: green for
the 21cm radiation, blue for the Lyα flux and magenta for the absolute
value of their cross-signal, together with the errors σ[Pa(k)] in dashed
lines using neff = 0.003 (h−1Mpc)−2 and dotted lines for neff =
0.006 (h−1Mpc)−2. Clearly, the error on the 21cm power spectrum
does not depend on the value of neff, and the improvement on the
P21cm−Lyα(k) is evident but smaller than that on PLyα(k). Nonetheless,
6 http://desi.lbl.gov/
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we can notice that the aliasing term in σ2[PLyα(k)] (and consequently
in σ2[PX(k)]) dominates the variance budget, therefore the way to do
better would be to conduct more sensitive Lyα spectra surveys, e.g.
by increasing the surveyed volume and/or by increasing the quasars
number density (up to its true cosmic value).
In the bottom panel of Figure 7.5 we plot the signal to noise ra-
tio S/N for P21cm(k) and P21cm−Lyα(k). We find that S/N ratio for
both power spectra peak around k ' 0.25 hMpc−1. On larger scales
cosmic variance dominates the error budget, while on smaller scales
instrumental noise kicks in.
We thus conclude that the cross-power spectrum of the Lyα forest
from a BOSS like survey with 21cm intensity mapping interferom-
etry observations in the post-reionization era from the SKA1-MID
instrument can be detected with a large S/N ratio on scales k ∈ [6×
10−3 − 1] hMpc−1 with a very conservative total observing time of
100 hours. We notice that these numbers should be regarded as lower
limits, since our simplistic model for ρHI(r|M, z) underestimates the
clustering at the halo-size scale (since we lack the HI spatial distribu-
tion in halos, see Section 3.4.1).
The amplitude and shape of the cross-power spectrum on large-
scales depends on the value of the bias and redshift-space distortion
parameters of both fields. In the following section we check whether
by analysing our simulated data we are able to retrieve the bias pa-
rameters and how well linear theory is able to describe the simulated
fields.
7.3.2 Linear theory comparison and bias parameters estimation
In this section we introduce the theoretical framework for the auto-
and cross-power spectra and use it to blindly estimate the value of
the bias parameters of both the Lyα forest and the 21cm fields, by
performing fits to the simulated power spectra. We also investigate
how much information we gain by using the cross-power spectrum
together with the auto-power spectrum measurements.
At linear order, the amplitude and shape of the 21cm, Lyα flux and
21cm-Lyα power spectra in redshift-space can be expressed as:
P21cm(k,µ) = A2Ω2HIb
2
HI
(
1+βHIµ
2
)2
Pm(k), (7.8)
PLyα(k,µ) = b2F
(
1+βFµ
2
)2
Pm(k), (7.9)
PX(k,µ) = AΩHIbHI
(
1+βHIµ
2
)
bF
(
1+βFµ
2
)
Pm(k),(7.10)
where the normalisation factor A is computed from Equation 3.10-
3.11, defining δTb = AΩHI, with ΩHI = 10−3 in our modelling, and
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bHI linear bias of the 21cm field
βHI redshift-space distortion parameter of the 21cm field
bF linear bias of the Lyα forest
βF redshift-space distortion parameter of the Lyα forest
Pm(k) linear matter power spectrum
µ cosine of the angle between the Fourier mode vector k
and the line of sight
From the numerically computed P21cm(k), PLyα(k) and PX(k), we
determine the values of the 4 bias parameters (bF, βF, bHI, βHI) using
2 different methods.
method 1 : auto-power spectrum multipoles . This method
consists in determining the value of the 2 bias parameters of each ob-
servable through fitting the monopole and quadrupole of each respec-
tive field in redshift-space, i. e.we do not employ any cross-correlation
info. The power spectrum multipoles can be computed from the 2D
power spectrum as:
Pl(k) =
2l+ 1
2
∫1
−1
P(k,µ)Ll(µ)dµ , (7.11)
where Ll(µ) are Legendre polynomials. Thus, we can express the
monopole and quadrupole as:
Pa,0(k) = b
2
a
(
1+
2
3
βa +
1
5
β2a
)
Pm(k), (7.12)
Pa,2(k) = b
2
aβa
(
4
3
+
4
7
βa
)
Pm(k), (7.13)
where a stands either for 21cm or for Lyα (and here we omitted the
normalisation factors for the 21cm case, see above in Equation 7.8). If
we were interested in the value of βa only, we could extract it from
the ratio between quadrupole and monopole, which depends only
on this parameter; to constrain also ba, we need to assume a cos-
mological model through Pm(k)7. The 21cm redshift-space distortion
parameters contain information on the growth rate f, since
f = βHIbHI (7.14)
in linear theory. Hence, by knowing bHI and f (which is specified by
the cosmology), it turns out that also βHI is determined. Equation 7.14
does not hold for the Lyα case8, due to its intrinsically non-linear
correspondence to the underlying matter density field [141] and this
7 This is true when dealing with observations. For simulations the cosmology is any-
way implicitly set.
8 See also the FGPA paragraph in Section 6.2.1 for an illustration of the Lyα flux being
a non-linear tracer of matter.
7.3 the 21cm - lyα cross correlation 93
is the reason why adding information from the cross-power spectrum
cannot directly improve the measurement of the linear growth rate,
but it tightens the constraints on the (bHI, βHI) parameters as we later
show.
We do the best fit of the power spectra derived from the simulation
to Equation 7.12-7.13 via a Monte Carlo Markov Chain (MCMC) on
the 2 free parameters (ba and βa) making use of the emcee package
[64]. Errors on the monopoles and quadrupoles of the auto-power
spectra are computed assuming the modes follow a Gaussian distri-
bution (see Appendix A), which is a good description on large and
linear enough scales, and just taking into account the contribution
from cosmic variance9. We consider a cosmological volume equal
to the one probed by our simulations and using only modes with
k < 0.2 hMpc−1. We account for the correlation between monopoles
and quadrupoles of each single field in the covariance matrix, but for
simplicity we neglect the correlation between multipoles of the two
fields. The best-fit values together with their 1σ errors are shown in
the upper row of Table 7.1.
The recovered values for the 21cm field
bHI = 1.520+0.058−0.060 and βHI = 0.720
+0.14
−0.13
are in agreement with the input ones (bHI = 1.45, βHI = 0.67) at ∼ 1σ.
On the Lyα side, we find
bF = −0.144+0.007−0.007 and βF = 1.480
+0.21
−0.20
while from observations it has been measured bF(1+βF) = −0.374±
0.007 and βF = 1.39± 0.1 [17], thus in perfect agreement. We obtain a
good normalized χ2 of 13.6/12, showing the model is a good descrip-
tion of the data.
method 2 : cross P(k) multipoles . In this second method we
exploit also the information contained in the cross-correlation power
spectrum PX(k). Following Equation 7.11 and Equation 7.10, we can
write the cross-power spectrum multipoles as:
P0(k) = bHIbF
(
1+
1
3
(βF +βHI) +
1
5
βFβHI
)
Pm(k) (7.15)
P2(k) = bHIbF
(
2
3
(βF +βHI) +
4
7
βFβHI
)
Pm(k) . (7.16)
multiplied by a normalisation factor AΩHI = δTb from Equation 3.10-
3.11. We fit simultaneously the monopoles and quadrupoles of the
auto- and cross-power spectra, again employing the emcee package
[64] to perform Monte Carlo Markov Chain (MCMC) on the 4 free
parameters (bF, βF, bHI, βHI) employing only power spectra measure-
ments for k < 0.2 hMpc−1. As in the case of the auto-power spectra,
9 Foreground contamination is neglected everywhere in this analysis and system noise
is sub-dominant at these large scales as shown in Section 7.3.1.
94 cross-correlation between 21cm im and the lyα forest flux
bF βF bHI βHI χ
2/dof
−0.144+0.007−0.007 1.480
+0.21
−0.20 1.520
+0.058
−0.060 0.720
+0.14
−0.13 13.6/12
−0.139+0.005−0.005 1.579
+0.16
−0.15 1.472
+0.043
−0.044 0.761
+0.10
−0.10 30.2/20
Table 7.1: Value of the bias and β parameters derived by fitting the results of
the simulations using the auto-power spectrum multipoles alone (upper
row) and making a joint fit to all auto- and cross-power spectra of the 2
fields (bottom row).
we estimate the errors on the multipoles of the cross-power spectra
assuming the modes follow a Gaussian distribution and accounting
for the correlation between monopoles and quadrupoles among the
different auto- and cross-power spectra (see Appendix A). The results
are shown in the bottom row of Table 7.1 and the degeneracies among
parameters are displayed in Figure 7.6.
With this method we obtain a normalized χ2 of 30.2/20, showing
that we may be underestimating some errors10. We obtain values of
the parameters equal to
bHI = 1.472+0.043−0.044, βHI = 0.720
+0.14
−0.13,
bF = −0.139+0.005−0.005 and βF = 1.580
+0.16
−0.15.
The derived values for the HI are in perfect agreement with the input
ones, and the combination bF(1 + βF) also reproduces the observa-
tional constraints [17]. We also notice that the values derived with
this method are in agreement with the ones obtained by fitting only
the auto-power spectra.
The best-fit values for the monopoles (left panel) and quadrupoles
(right panel) of the auto- and cross-power spectra from the joint fit-
ting are summarised in Figure 7.7: we plot the 3 simulation derived
spectra P21cm(k) (green dotted), PLyα(k) (blue dashed) and PX(k) (ma-
genta dash-dotted), whereas all the fits are plotted with red lines.
The amplitude of errors shrinks at small scales merely because we
are neglecting the instrumental noise. Even if included, results would
not change as here we are looking at (almost) linear scales (see Sec-
tion 7.3.1: system noise is sub-dominant at those scales) and indeed
the fit is performed with the simulated data up to k = 0.2 hMpc−1,
limit highlighted by the black dotted vertical line in Figure 7.7.
An extra feature to be noticed in Figure 7.7 is that, although using
only power spectra measurements with k < 0.2 hMpc−1 for the in-
ference of the bias parameters, the fits with such inferred parameters
(red lines) are capable of reproducing the amplitude and shape of the
cross-power spectrum multipoles to a remarkable accuracy down to
the smallest scales we probe. This could be just a coincidence, or it
10 Probably the correlation between different multipoles of the two fields. We leave this
check for future work.
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Figure 7.6: Constraints and degeneracies on the bias parameters of the 21cm
and Lyα forest obtained by performing a joint fit to the auto- and cross-
power spectra of the two fields. The straight lines indicate the expected
value for the 21cm, that we know by construction.
may arises because we are not properly modelling HI inside halos, or
it may hint to something physically more interesting. We leave this
issue to future investigation.
We show in Figure 7.8 a more detailed comparison between the de-
rived bias values of the 21cm from the 2 methods and the input ones.
The dotted line in that plot represents the function βHI = (f/bHI),
where f(z) ' [Ωm(z)]0.545 from linear theory; for the cosmological
set-up employed in this simulation at redshift z = 2.4, f = 0.97. There
is agreement among the 2 (bHI,βHI) points, and both are compatible
with the Kaiser approximation (dotted line) within 1σ.
It is important to notice that by adding the information embed-
ded in the cross-power spectra, together with assuming perfect anti-
correlation on linear scales, the errors on the 21cm and Lyα forest
parameters decrease by ∼ 30%. Therefore cross-power spectra have to
be seen as a powerful way to look for systematics in the 21cm field
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Figure 7.7: The red solid lines are the result of fitting the P(k) monopoles
(left panel) and the quadrupoles (right), the green dotted lines refer to the
21cm, the blue dashed to Lyα forest flux and the magenta dashed-dotted
to their cross-correlation in absolute value. The black dotted vertical line
marks k = 0.2hMpc−1, the mode up to which we perform the fit.
but also as a way to add extra information that can shrink the error
on the model parameters.
We want to stress again that our task is
i) to retrieve the input bHI value through our simulated data as a
consistency check,
ii) to check the validity of linear theory at describing the modelled
field,
iii) to show the error improvement by using the information com-
ing from the cross-power spectrum.
We do not attempt to constraint the absolute bHI since it is tuned in
our model by construction.
Since the amplitude of the 21cm power is proportional to ΩHIbHI,
21cm intensity mapping surveys are sensitive to that product: for ex-
ample it has been found ΩHIbHI = 0.62× 10−3 at z ∼ 0.8 [147]; for
comparison, we remind that in our modelling we set ΩHI = 10−3 as
an input parameter and using a model with a different value of ΩHI
would only shift the amplitude of the 21cm power spectrum, but not
its shape, i.e. the values of (bHI,βHI) would not be affected.
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Figure 7.8: Values of the bias parameters bHI and βHI derived with the two
procedures described in Section 7.3.2 and summarised in Table 7.1. The
green square indicates the expected values, that we know by construction.
The red dotted line is the Kaiser approximation: βHI × bHI = f(Ωm) '
Ω0.55m (z).
The degeneracy ΩHI − bHI can be broken by adding information
from other surveys, such as the HI column density distribution func-
tion from the Lyα forest (see Section 3.3), that is directly sensitive to
ΩHI.
The effect of shifting the 21cm power spectrum amplitude can be
produced also by allowing the dark matter particle to have mass of
the order of keV (thermal relic) instead of the perfectly cold DM ap-
proximation or to belong to another non-cold scenario that displays
a similar cut-off in the matter power spectrum (as we show in Chap-
ter 4 and Chapter 5). Hence, to extract information about ΩHI by
looking at the observed P21cm(k), one should also consider the nature
of the dark matter particle and disentangle the two responses on the
P21cm(k), e.g. as we illustrate in Section 4.3.
7.3.2.1 Degeneracies between the bias bHI, ΩHI and the growth factor f: a
Fisher matrix analysis
Given the results shown in Section 7.3.2, we can infer that the Kaiser
approximation f = βHIbHI agrees with our 21cm-Lyα modelling (Fig-
ure 7.8) over a compelling range of k (Figure 7.7) and thus we can
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bF βF bHI f χ
2/dof
−0.144+0.007−0.007 1.478
+0.21
−0.20 1.515
+0.046
−0.047 1.1
+0.09
−0.09 24.4/12
−0.141+0.005−0.005 1.508
+0.18
−0.17 1.485
+0.043
−0.044 1.1
+0.08
−0.08 44.3/20
Table 7.2: Value of the bias and β parameters and of the cosmological growth
factor f derived by fitting within the linear theory framework the results
of the simulations using the auto-power spectrum multipoles alone (up-
per row) and making a joint fit to all auto- and cross-power spectra of
the 2 fields (bottom row).
rewrite the linear order 21cm power spectrum of Equation 7.8 replac-
ing βHI = f/bHI; its monopole and quadrupole become:
P21cm,0(k) = A
2Ω2HI
(
b2HI +
2
3
fbHI +
1
5
f2
)
Pm(k), (7.17)
P21cm,2(k) = A
2Ω2HIf
(
4
3
bHI +
4
7
f
)
Pm(k). (7.18)
Analogously, the cross-power spectrum multipoles of Equation 7.15-
Equation 7.16 become:
P0(k) = AΩHIbF
(
bHI +
1
3
(f+ bHIβF) +
1
5
fβF
)
Pm(k), (7.19)
P2(k) = AΩHIbF
(
2
3
(βFbHI + f) +
4
7
βFf
)
Pm(k) . (7.20)
We thus perform a new MCMC analysis as described in Section 7.3.2,
for determining the parameters (bF, βF, bHI, f) employing only power
spectra measurements for k < 0.2 hMpc−1, first fitting together the
monopoles and quadrupoles of the auto-power spectra, and then
adding also the cross-power spectrum. Cosmic variance errors (no
system noise) are estimated again as in Appendix A. The results are
shown in Table 7.2. These last χ2 are larger than those of the previous
analysis: having imposed the Kaiser approximation has worsened our
fits.
There is agreement between the (bF, βF, bHI, f) values determined
with the two fits and adding information coming from the cross-
power spectrum again shrinks the associated errors. Both fits prefer
an unreasonable growth factor value greater than unity, f ' 1.1 ±
0.1, although being in agreement with linear theory f = f(Ωm) '
Ω0.55m (z) = 0.97 within 1σ. This can be seen already in Figure 7.8,
where both points were above the dotted line corresponding to the
relation βHI × bHI = f(Ωm). We remind that we do not add any prior
on the physical value of f.
To better understand the degree of degeneracy of parameters in-
volved in the 21cm characterization (ΩHI, bHI and f), we perform a
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Fisher matrix analysis using monopoles and quadrupoles of the 21cm
auto-power spectrum and the of cross-power spectrum with the Lyα
flux. This is a good exercise especially to check the effect of the uncer-
tainty on ΩHI, that is tuned by construction in the previous analysis
and in the simulated 21cm field.
As already quoted in Section 4.3, the Fisher matrix analysis quanti-
fies the amount of information that the 21 cm power spectrum as ob-
servable carries about the three parameters ΩHI - bHI - f. Practically,
we use as prior the values found with the MCMC fit as in Table 7.2
(i.e. ΩHI = 10−3, bHI = 1.5 and f = 1.1), and we calculate analytically
how much the 21cm power spectrum varies by varying the values of
those parameters. We make use of Equation 7.12-7.13-7.15-7.16 as tem-
plates and of the expressions shown in the Appendix A for building
the covariance matrix, i.e. the Gaussian uncertainties linked to these
parameters.
In Figure 7.9 we show the results. In the top left panel we show
the uncertainty contours for ΩHI - bHI (fixing f), top right the uncer-
tainty contours for f - bHI (fixing ΩHI), bottom left the uncertainty
contours for ΩHI - f (fixing bHI) and in last panel on bottom left the
uncertainty contours for the product ΩHI bHI - f. The orange ellipses
refer to the uncertainty using the auto-power spectrum information
only, the blue ellipses using information coming from both auto- and
cross- power spectra: in the second case the uncertainties are always
reduced, i.e. the cross-power spectrum shrinks our constraints in any
case. Especially for the ΩHI - bHI correlation: fixing the growth fac-
tor helps reducing the degeneracy and adding the cross- information
shrinks the errors by ∼ 50%.
Concerning the ability of a 21cm - Lyα joint analysis to constrain
the cosmological growth factor f: we will need an independent mea-
surement of ΩHI in order to reach sufficient precision. Anyway, in the
redshift range probed by 21cm intensity mapping surveys and Lyα
flux experiments (z ∼ 2− 3) we have no other precise f measurement,
thus whatever hint would be valuable.
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Figure 7.9: 1σ contours of the values of the bias bHI, the density parame-
ter ΩHI and the growth factor f determined using either only the 21cm
power spectrum (orange areas) or adding the cross 21cm-Lyα power spec-
trum (blue areas). The Fisher matrix analysis is performed using the the-
oretical templates of the power spectra multipoles and errors described
in Section 7.3.2.1, using k < 0.2hMpc−1 information.
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C O N C L U S I O N S A N D F U T U R E P R O S P E C T S
The spatial distribution of matter in the Universe embeds a huge
amount of information, for example on the fraction that each com-
ponent contributes to the total energy content of the Universe and on
the nature of gravity. Unfortunately, matter is not directly observable,
but can be mapped through tracers, as for example cosmic neutral
hydrogen (HI).
In this thesis we have focused on HI and its 21cm emission, in
particularly considering a relatively new technique called intensity
mapping (IM). IM consists of carrying out low angular resolution
radio-observations with the goal of measuring 21cm flux perturba-
tions from large patches of the sky, without resolving the galaxies
that host HI. This technique will play a major role in cosmology,
given the spectroscopic nature of the observed signal and the large
volumes possibly sampled. In this work we have assessed the 21cm
IM potential for constraining cosmological models.
In this last chapter we summarise the main results of the work il-
lustrated in this thesis and propose how to address questions that
remained open. Lastly and more generally, I give an outlook on pos-
sible science cases I would like to pursue in the future.
8.1 main results
HI distribution modelling
HI clouds are hosted in dark matter halos which are biased tracers
of the matter density field, hence the use of numerical simulations
is needed to provide an accurate description of the HI clustering. In
Chapter 3 we address how to model the spatial distribution of HI a-
posteriori on cosmological simulations, employing different methods:
halo based (HI is assigned to dark matter halos) and particle based
(HI is assigned to gas particles according to their physical properties).
We test these models by computing the HI column density distribu-
tion function at redshifts z = 3, 4 and 5 and find fair agreement with
observational data.
Dark matter
We study non-cold dark matter (DM) models that, suppressing grav-
itational clustering at small scales, can alleviate the small scale ten-
101
102 conclusions and future prospects
sions of cold DM. We consider simulations (hydrodynamic and N-
body only) run with 3 families of models:
i) WDM: thermal warm DM, with intrinsic momenta derived from
a Fermi-Dirac distribution, in Chapter 4;
ii) ULADM: ultra-light axion DM models, also known as fuzzy DM,
in Chapter 5;
iii) LFDM: late-forming DM models, in Chapter 5.
All these models are characterised by a suppression of the amplitude
of matter density fluctuations at small scales below a characteristic
length that for WDM models depends on the thermal relic mass, for
ULADM on the axion particle mass, while in the case of LFDM mod-
els depends on the phase transition redshift.
We investigate the spatial distribution of HI in these non-standard
DM cosmologies and we study their signatures on the shape and am-
plitude of the 21cm power spectrum. We also forecast with which
sensitivity the SKA radio telescope would be able to distinguish be-
tween the different DM models.
The most interesting conclusion is that, contrary to naive expecta-
tions, the suppression of power present in the linear and non-linear
matter power spectra of non-cold DM models, results in an increase
of power in terms of HI and 21cm power spectra. The reason lies in
having a lack of small mass halos in non-cold DM scenarios with re-
spect to CDM: in order to distribute a total amount of HI within the
models, a larger quantity has to be placed in the most massive halos,
that are more biased compared to the CDM cosmology.
Taking care of system noise only (i.e. assuming that astrophysical
foregrounds, radio frequency interference and others nuisances have
been already removed from the observed data) we find that
i) SKA1-LOW array would be able to distinguish the WDM mod-
els with 1, 2, and 3 keV from CDM with t0 = 1000 hours of time
observation;
ii) 4 keV WDM is consistent with CDM at 1σ confidence level at
z = 5;
iii) SKA1-MID array would be able to distinguish all of the ULADM
and LFDM models considered at redshifts z = 1 and 2 at high
statistical significance.
There are other effects that could enhance the 21cm signal, as an
increase in the HI cosmic abundance, ΩHI. Anyway, a higher value
of ΩHI translates into a higher value of the amplitude of the 21cm
power spectrum, while the presence of non-cold DM also modifies
its shape. We exploit this fact in Chapter 4 where we study the ΩHI -
WDM degeneracy with a Fisher matrix analysis.
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Dark energy
In Chapter 5 we study the imprint that different dark energy (DE)
cosmologies leave on the 21cm power spectrum. We consider a set of
large volume N-body simulations of 2 flat DE models:
i) RPCDM: a quintessence model with dynamical equation of state
as given by the scalar field evolution in a Ratra-Peebles self-
interacting potential,
ii) SUCDM: a quintessence model with supergravity self-interacting
potential,
together with the standard cosmological model with a cosmological
constant Λ. The cosmological parameters of both models have been
calibrated in order to reproduce available cosmological observations,
i.e. they are statistically indistinguishable from ΛCDM, yet we find
that they leave distinct signatures on the 21cm spectra across a wide
range of scales at z = 1 and 2.3, which correlates with differences
in the halo mass function and the on-set of the non-linear regime of
clustering, as these dynamical DE models experience a less acceler-
ated expansion at late times. In particular, the RPCDM model can be
distinguished from ΛCDM at high-statistical significance. Even the
SUCDM model, characterised by a cosmic expansion and a linear
growth rate similar to that of the ΛCDM, can be potentially distin-
guished by SKA1-MID at more that 1σ at z = 2.3 in the range of
scales corresponding to 0.02 . k [Mpc−1 h] . 2.
Cross-correlation with the Lyman-α forest
A big drawback of 21cm intensity mapping is that the cosmologi-
cal signal is expected to be buried by galactic and extragalactic fore-
grounds, whose amplitude is several order of magnitude larger.
Motivated by this, in Chapter 7 we study the cross-correlation be-
tween 21cm maps and the Lyα forest at redshift z = 2.4. We per-
form this study by means of state-of-the-art hydrodynamic simula-
tions. We find that on large, linear scales, the Lyα forest is completely
anti-correlated with the 21cm field. Indeed, the Lyα forest traces low
density, highly ionized gas, while the 21cm signal arises from high
density regions where hydrogen is neutral because of possible self-
shielding.
We use the anisotropy of the power spectra in redshift-space to
determine the values of the bias and of the redshift-space distortion
parameters of both fields. We find that
i) the errors on the value of the cosmological and astrophysical
parameters could decrease by 30% when adding data from the
cross-power spectrum;
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ii) linear theory is capable of reproducing the shape and amplitude
of the cross-power up to rather non-linear scales;
iii) the 21cm-Lyα cross-power spectrum can be detected by combin-
ing data from a BOSS-like survey together with 21cm intensity
mapping observations by SKA1-MID with a S/N ratio higher
than 3 in k ∈ [0.06, 1] hMpc−1.
8.2 future prospects
21cm intensity mapping
In this thesis we spatially model HI by running and analysing high
resolution hydrodynamical simulations: these computationally expen-
sive runs are needed in order to accurately distribute HI, because
very little is known on its clustering properties on mildly non-linear
scales. If we want to simulate HI in larger volumes, we need to rely
on approximate methods as assigning the HI to the halos of a N-body
simulation or of a mock halo catalogues generator.
In the local Universe the HI content of galaxies is well known,
thanks to surveys as HIPASS1 and ALFALFA2. Moreover, also on
the theoretical side great effort has been made at developing semi-
analytic models and HI-mass prescription for describing growth and
evolution of galaxies (e.g. [55, 57, 108]). It would be timely to sharpen
our HI modelling by including the knowledge we have on galactic
scales (assuming galaxies have same properties along different red-
shifts), and thus develop an HI-HOD model (within the Halo Occu-
pation Distribution framework), to assign HI among each dark matter
halo3.
Furthermore, having the HI-HOD basics, it could be possible to
develop a HI halo model, providing the community with analytic
tools to compute the 21cm power spectrum for a given cosmology
that can then be used to perform intensity mapping forecasts.
In Chapter 7 we compute the cross-correlation signal between 21cm
IM and the Lyman-α forest by means of hydrodynamical simulations,
since, as extensively discussed, the drawback of 21cm IM is its in-
trinsic signal weakness compared to the large foregrounds. Similar
studies could be performed with other observational probes. I think
for example of weak lensing, that estimates as well the matter power
spectrum through its shear across a large range of scales and, more-
over, it has promising observational effort foreseen (e.g. the Euclid
survey).
1 http://www.atnf.csiro.au/research/multibeam/release/
2 http://egg.astro.cornell.edu/index.php/
3 Data analysis as the recent work in [67] would be optimal for constructing such a
model.
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Nature of dark matter and the epoch of reionization
In Chapter 4-5 we illustrate how, when considering alternative non-
cold DM models, the signal in 21cm coming from intermediate red-
shifts (z = 1− 5) is boosted such to be detectably different. We get
such boost in signal because these alternative DM models naturally
suppress the abundance of low mass halos and, in order to distribute
the same total amount of HI (ΩHI) within all cosmologies, HI is
forced to cluster in the most massive (and more biased) halos, in-
creasing the 21cm signal power.
As the cold gas gets more clustered in the fewer halos available, a
different star formation histories should be at play. Hence, what kind
of impact different DM models have on cosmic reionization? Much
of the reionization power comes from the faint galaxies that should
reside in these missing small halos. It would be interesting to develop
theoretical model predictions of the high redshift evolution of the op-
tical depth in different DM scenarios using results from simulations.
These predictions could be tested against measurements from Planck,
being able to constrain a variety of DM models.
8.3 general outlook
Here I introduce some projects not directly related to the topic of this
thesis, yet emerged from my Ph.D. work.
Impact of non-linearities on the cosmological parameter inference from the
matter power spectrum measurements of Euclid
In the upcoming years a new generation of experiments will provide
accurate measurements of the matter distribution in the Universe. E.g.
surveys such as SKA, that we extensively talked about, and also the
Euclid4 satellite mission. Euclid will survey the distribution of galax-
ies in the universe over an unprecedented range of scales and red-
shifts.
These measurements are expected to probe the clustering of matter
to few percent uncertainty level, thanks to the precise determination
of the growth rate of structures using matter power spectrum mea-
surements at different redshifts, as well as weak lensing estimates of
the shear power spectrum. Euclid will also provide accurate cosmic
distance measurements from the signal of baryon acoustic oscillations
(BAO) in the galaxy clustering.
Key to successful unbiased analyses of these measurements is the
capacity to account for the effects of non-linear dynamics of the growth
of structures at small scales. Such effects are difficult to model due to
4 http://sci.esa.int/euclid
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mode couplings that cause deviations from linear perturbation the-
ory predictions. Even on the scale of the BAO (∼ 120 Mpc h−1) the
clustering of the matter density field when probed at the 1% level
is sensitive to non-linear effects, thus requiring expensive numerical
simulations to perform sub-percent accurate theoretical predictions
[135]. This strongly limits the ability to perform unbiased cosmo-
logical parameter likelihood data analysis through standard Markov
Chain Monte Carlo methods using linear theory predictions.
To this purpose a variety of approximate models have been intro-
duced in the literature to estimate the non-linear clustering of matter
at small scales. Such models are usually calibrated against simula-
tions and include analytical model prescriptions such as the popu-
lar HaloFit approach [142], or simulations emulators such as pinoc-
chio [99] and cola [148].
To which extent Euclid measurements are sensitive to the different
predictions of these approximate models? What kind of bias the use
of these different methods induce in the Euclid cosmological param-
eter analyses of matter power spectrum data? Is there a scale where
the predictions of such different methods converge to within Euclid
expected statistical uncertainties? If so cutting data below such a scale
will allow to reach the Euclid goal on the cosmological parameter es-
timation? These are questions I would like to address.
Mergers as building blocks of structure formation
Another significant outcome of ΛCDM is the universality of the den-
sity profile of halos, as we discussed Section 1.1.2 when illustrating
their cuspy radial profile. In brief, halos look the same, regardless
of how we configure the dark matter when we start any simulation
[104].
Recent works claim that the first formed proto-halos are lead to
display a universal density profile thanks to merger events, that are
substantially more frequent at the beginning of structure formation
[8, 109]. However, these studies are performed by using numerical
simulations only and little effort has been done in trying to theoreti-
cally describe this phenomenon. In [36] (a work not included in this
thesis), I demonstrated how the ejection of particles due to a minor
merger (as result of the subsequent relaxation process) it is not due
to two-body interactions, but it is a mean-field effect and as such can
be illustrated without the need of running N-body simulation and,
more important, can be interpreted by physical first principles (see
Figure 8.1). This phenomenon should be further investigated, as I be-
lieve it could provide an analytical tool to understand the universality
of dark matter halos.
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Figure 8.1: With a solid blue line is the fraction of ejected particles in N-body
simulations as function of the dynamical properties of the two merging
halos; the blue line is well enclosed in the grey area spanned by analyt-
ical predictions (the area between the two extreme approximation cases
which are meant to bracket all realistic possibilities). Details in [36].

A
G A U S S I A N E R R O R S D E R I VAT I O N
In this appendix we derive the equations governing the Gaussian er-
rors of the multipoles of auto- and cross- power spectra.
fitting simultaneously monopoles and quadrupoles of
the auto-power spectra
If we have measurements of the monopoles and quadrupoles of the
auto-power spectra of the two fields that occupy the same volume and
we want to fit them simultaneously we need a theoretical model and
an estimation of the errors. The theoretical model is given by the Leg-
endre expansion of Equation 7.11, that translates to Equation 7.12-7.13
for the 2 fields we are considering (dubbed with α and β subscripts
in what follows). We derive the associated covariance:
σ2 (P`1,α (ki),P`2,β(kj)) =
=
〈(
Pˆ`1,α(ki) − P`1,α(ki)
) (
Pˆ`2,β(kj) − P`2,β(kj)
)〉
= 〈Pˆ`1,α(ki)Pˆ`2,β(kj)〉− P`1,α(ki)P`2,β(kj)
=
(2`1 + 2)(2`2 + 1)
N2k
×
×
Nk∑
l=1
Nk∑
m=1
〈δα(ki,l)δ∗α(ki,l)δβ(kj,m)δ∗β(kj,m)〉L`1(µl)L`2(µm) −
−P`1,α(ki)P`2,β(kj)
=
(2`1 + 2)(2`2 + 1)
N2k
×
×
Nk∑
l=1
Nk∑
m=1
〈δα(ki,l)δ∗β(kj,m)〉〈δ∗α(ki,l)δβ(kj,m)〉L`1(µl)L`2(µm)
=
(2`1 + 2)(2`2 + 1)
N2k
Nk∑
l=1
Nk∑
m=1
P2αβ(ki,l)L`1(µl)L`2(µm)δl,mδki,kj
=
(2`1 + 2)(2`2 + 1)
N2k
Nk∑
l=1
P2αβ(ki,j)L`1(µl)L`2(µl)δki,kj (A.1)
where Nk is the number of independent modes in the k-interval
[k,k+ dk], i.e. Nk = 12
4pik2dk
k3F
where kF = 2pi/L is the value of the
fundamental frequency, with L being the size of the cubic volume
and dk is the k-bin size, usually chosen as dk = kF. We notice that
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in the previous expression we have taken into account that the imag-
inary part of the cross-power spectrum is 01, i.e.
=(P12(k)) =
1
2
(〈δ1δ∗2〉− 〈δ∗1δ2〉) = 0 (A.2)
thus, 〈δ1(k1)δ∗2(k2)〉 = P12(k). In the continuous limit, the above
equation can be expressed as
σ2 (P`1,α(k1),P`2,β(k2)) =
= δk1,k2
(2`1 + 2)(2`2 + 1)
2Nk
∫1
−1
P2αβ(k,µ)L`1(µ)L`2(µ)dµ
(A.3)
and taking into account that in redshift-space Pαβ(k,µ) = bαbβ(1+
βαµ
2)(1+ββµ
2)Pm(k) we obtain
σ2(P0,α(k1),P0,β(k2)) = γ(k)
[
1
9
β2αβ
2
β +
2
7
(β2αββ +βαβ
2
β) +
+
1
5
(β2α + 4βαββ +β
2
β) +
2
3
(βα +ββ) + 1
]
δk1,k2
σ2(P2,α(k1),P2,β(k2)) = 5γ(k)
[
415
1287
β2αβ
2
β +
170
231
(β2αββ +βαβ
2
β) +
+
3
7
(β2α + 4βαββ +β
2
β) +
22
21
(βα +βα) + 1
]
δk1,k2
σ2(P0,α(k1),P2,β(k2)) = 4693γ(k)
[
70β2αβ
2
β + 165(β
2
αββ +βαβ
2
β) +
+99(β2α + 4βαββ +β
2
β) +
231(βα +ββ)
]
δk1,k2 (A.4)
where
γ(k) =
b2αb
2
βP
2
m(k)
Nk
(A.5)
fitting simultaneously auto- and cross-power spectra
If we have measurements of monopoles and quadrupoles of the two
auto-power spectra and measurements of monopole and quadrupole
of their cross-power spectrum and we want to fit all six functions to-
gether, we need again a theoretical model and an estimation of the
errors. The theoretical model is given again by the expansion in Leg-
1 This arises by assuming that ξ(r) is even, i.e. ξ(−r) = ξ(r).
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endre polinomial as in Equation 7.12-7.13 and Equation 7.15-7.16. It
follows that the covariance will be given by
σ2 (P`1,α (k1),P`2,12(k2)) =
= δk1,k2
(2`1 + 2)(2`2 + 1)
2Nk
∫1
−1
Pα(k,µ)P12(k,µ)L`1(µ)L`2(µ)dµ
(A.6)
and taken into account that Pα(k,µ) = b2α(1 + βαµ2)2Pm(k) and
P12(k,µ) = b1b2(1+β1µ2)(1+β2µ2)Pm(k) we get
σ2 (P0,1 (k1),P0,12(k2)) = γ(k)×
×
[
1
9
β31β2 +
1
7
(β31 + 3β
2
1β2) +
1
5
(3β21 + 3β1β2) +
1
3
(3β1 +β2) + 1
]
δk1,k2
σ2 (P2,1 (k1),P2,12(k2)) = 5γ(k)×
×
[
415
1287
β31β2 +
85
231
(β31 + 3β
2
1β2) +
9
7
(β21 +β1β2) +
11
21
(3β1 +β2) + 1
]
δk1,k2
σ2 (P0,1 (k1),P2,12(k2)) =
2
693
γ(k)×
× [140β31β2 + 165(β31 + 3β21β2) + 594(β21 +β1β2) + 231(3β1 +β2)] δk1,k2
(A.7)
where
γ(k) =
b31b2P
2
m(k)
Nk
. (A.8)
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