Abstract-This document describes the architecture of the LHCb storage system, and discusses the key criteria which formed the basis of the evaluation of the system. The configuration of the current solution and its capabilities are also described, accompanied by performance figures.
I. INTRODUCTION
The Large Hadron Collider beauty (LHCb) detector at CERN is a single-arm forward spectrometer that is designed to measure the parameters of CP violation in the interactions of b-hadrons. These interactions occur when beams of accelerated protons in the Large Hadron Collider (LHC) collide at very high energies. When the LHCb experiment is in operation, specialized Data Acquisition boards obtain fragments of events from subdetector-specific electronics and send these fragments to a High-Level Trigger (HLT) Farm. These full events have sizes of approximately 30 kB each and a total packet rate of 1 MHz when they are sent to the HLT Farm. In the final configuration, up to 1000 servers in the HLT farm will process these event fragments and form complete events. Each such event is then processed by trigger algorithms, and is eventually either discarded, or accepted to be written to stable storage at the experiment site. The trigger algorithms are expected to produce accepted events at a nominal packet rate that ranges between 2 kHz and 5 kHz, with peak loads going up to nearly twice as much. As a result, the nominal data rate at which accepted events must be written to stable storage ranges from 60 MB/sec to 150 MB/sec. Simultaneously, data must be read from this stable storage and sent to a remote tape center, where they are recorded on tape for long-term storage. In this paper, we discuss the architecture and implementation of a storage solution that meets these requirements of the LHCb experiment.
II. REQUIREMENTS
The following requirements need to be fulfilled by the storage solution.
1) The storage system must be able to sustain writing of event data simultaneously from several Writer Nodes in the HLT Farm, at the required throughput. 2) In parallel with the writing of event data, the system must support reading at a matching rate, so that data may be staged out continuously to the remote tape center.
3) The storage system must be fault tolerant, and must be able to withstand component-level failures without any data loss or interruptions in operation. Failover should not result in write operations on the Writer Nodes blocking for very long periods, as this may cause the Writer Nodes to drop subsequently received event data. 4) The storage system must be scalable to support higher storage capacities and higher throughput levels.
III. HARDWARE
The architecture is designed to support a system that can be easily and efficiently scaled up to several terabytes of storage and a combined throughput of up to several hundreds of megabytes per second. Hardware choices were made accordingly.
A. Components
The LHCb storage solution is deployed on a cluster of servers (henceforth referred to as "Storage Cluster") attached to shared-disk storage over a Storage Area Network (SAN). This design choice enables the compute and storage components of the system to be scaled up independently. Using a shared-disk file system enables the entire cluster to access a unified namespace, which offers greater flexibility in the deployment of applications on the cluster and greatly simplifies the implementation of a failover mechanism. Finally, using appropriate storage controllers and a SAN based on highbandwidth networking technology such as InfiniBand [7] or Fibre Channel [8] Fibre Channel interfaces, in cache-coherent redundant mode, with 5 disk chassis populated with 500 GB Hitachi SATA disks at 7200 rpm.
B. RAID The choice of RAID Controller and RAID level was driven by how many SATA disks per SCSI Logical Unit (LUN) the controller could support, and by the ability of the controller to deliver consistent and reliable throughput for sequential loads.
For streaming data, byte-level striping on interlocked disks with a dedicated parity disk (also called RAID3) is known [3] to offer high sequential write throughput and incur a low performance hit in the event of a disk failure1. However, given the poor performance of RAID3 when used with several concurrent sequential streams, this RAID level is not used commonly. Among hardware implementations of RAID, RAID5 is the most commonly available. During the evaluation phase, we have profiled storage controllers from several vendors, and have observed that several RAID5 implementations suffer from a large performance hit for a streaming workload in RAID5 when there are a number of write and read streams in parallel, especially when a RAID set is in the process of recovering from a failed disk.
The S2A 8500 storage controller supports a hybrid RAID layout called DirectRAID, which incorporates the lowgranularity striping and dedicated parity disk of RAID3, and the non-interlocked disk-level request re-ordering of RAID5. We observe that DirectRAID handles streaming writes very effectively, and incurs no significant performance overhead while recovering from failed disks. Multipath driver is used for discovering redundant paths to the storage through the two controllers. A RedHat Global File System (GFS) [6] is formatted over logical volumes created using the Linux Logical Volume Manager.
A. A Shared-Disk File System -GFS
GFS is an open-source shared-disk file system that permits multiple servers to simultaneously mount and manipulate the same file system. Like all shared-disk file systems, GFS uses journals and a lock manager to ensure simultaneous access while maintaining file system integrity. While GFS supports both, fully distributed as well as dedicated-node lock managers, all tests mentioned below have been performed with a the fully distributed lock manager (called DLM or the Distributed Lock Manager). For a shared-disk file system, a centralized lock manager may be more efficient in case of several concurrent manipulations on the same files [5] . However, this is very rarely the case for the LHCb data acquisition process. Therefore, we opted for a fully distributed lock manager, which allows non-conflicting locking operations to be handled in parallel on different nodes of the cluster. We tested the scalability of the GFS file system under different loads individually with the IOZone benchmark. This test was conducted on a set of S2A 8500 LUNs spanning over 100 disks, using IOZone in throughput mode to write files of 2 GB each. With the cumulative throughput increasing linearly with the number of servers, we conclude that the locking overhead is sufficiently low for streaming loads on large files.
B. Providing Storage to the Writer Nodes
Given that GFS throughput is within 5% of the maximum possible throughput achievable over 2 Gbps Fibre Channel, an efficient means of exporting this GFS file system to the Writer Nodes in the HLT Farm is needed.
One possible solution could have been to run NFS on all the servers in the storage cluster. However, there are some shortcomings to this approach. 1) Before a HLT Farm server frees the memory allocated for an event, it must ensure that the data received has been written out to disk. If the NFS client is mounted with the async option turned on, then NFS commands are acknowledged before they are sent to the exporting file system on the server In addition, exporting file system on the server may cache file data in its memory, which may be lost in the event of a system failure. Both these problems are solved if the exporting file system on the server and the NFS client are mounted with the sync option turned on. However, this degrades performance severely. We performed a test with JOZone to verify this with an XFS file system over an S2A 8500 LUN striped over 10 disks. [2] is used in the HLT Farm to enable chains of processes to operate on event data. Most of these processes are concerned with the High Level Trigger algorithms. The persistence of these event data on stable storage is handled by the last of these processes in the chain.
3There exist a number of products from BlueArc and NetApp which have this feature in hardware. We henceforth refer to this process as the Writer Process. The Writer Process sends event data over IP to one of several instances of a process that runs on the storage cluster servers. We refer to this server-side process as the Writer Service. There may be several instances of the Writer Service running on a cluster. All the instances write data to the same GFS file system. 1) Writer Service Discovery: Each Writer Service instance has a structure called a Service Table where it keeps track of all other similar instances on the storage cluster. This is necessary for failback and failover, and is discussed in later sections. The Service Tables are updated through multicast messages, and each Writer Service instance sends these updates to the Gaudi Writers connected to it. If an instance fails to send this multicast message for an extended period of time, then it is considered to have failed, and the Service Tables on the remaining instances are updated accordingly.
2) Failover: To ensure that a HLT Farm node does not free memory containing data for a selected event before the event is guaranteed to be on disk, all events are acknowledged by the Writer Service once they are written to disk. Since writes to disk are done in O-DIRECT mode, they are guaranteed to be flushed as soon as the write operation returns.
When an event is acknowledged, it is freed from the Writer Process queue. However, if a number of HLT Farm nodes detect that the Writer Service that they are connected to has failed, then the Writer Processes on each of these HLT Farm nodes fail over to another (healthy) server in the storage cluster automatically. At this point, it is not known whether all the unacknowledged events have been written to disk or not. However, the writing of an event out to a file is implemented as an idempotent operation, and hence has has no undesired effects if carried out a number of times. Hence, the unacknowledged events may be re-sent to the the healthy server, where they may be safely replayed.
3) Load Balancing: Given that the HLT Farm may grow to up to 1000 servers, it is impractical to serve the entire farm with a single one storage server. To ensure that connections are evenly distributed across all the storage cluster servers, we use two methods of load balancing. The initial assignment of connections to a storage cluster server is spread out using a 
