Abstract: This paper presents an approximate input-output linearization approach for nonminimum phase nonlinear systems with linear unforced dynamics. A special Byrnes Isidori normal form is introduced, where the internal dynamics are not affected by the inputs up to second order such that the corresponding transformation can be obtained by solving linear equations. After a factorization of the internal dynamics into a stable and into an antistable part a quadratic linear and internally stable input-output behaviour is achieved by state feedback in explicit form. Copyright © 2002 IFAC 
INTRODUCTION AND PROBLEM FORMULATION
In what follows the system under consideration will be a nonminimum phase nonlinear SISO system of nth order with state equations
having linear unforced dynamics (i.e. the dynamics of the system (1) for 0 ≡ u are linear) and equilibrium (x 0 , u 0 ) = (0,0). Since bilinear systems are a special case of (1), one can use any approach for bilinearization of general systems in order to obtain a nonlinear system with linear unforced dynamics (see e.g. Svoronos et al., 1980) . In the sequel it is supposed that the continuously differentiable nonlinear vector function b(x) is defined for all x in a neighborhood of x 0 = 0. Now consider for b(x) the expansion ) ( )
where b = b(0) ≠ 0 and b 1 (0) = 0. Using (2) the system equations (1) In the following it is assumed that the nonlinear system (1) has relative degree r, 1 ≤ r ≤ n, at x 0 = 0 (Isidori, 1995) , that is the relations 1 ) 1 ( 1 0 )) ( ( (2), where in the case r = 1 only (5) has to be evaluated. Since b 1 (0) = 0 always holds (see (2)) (4) and (5) imply b = b(0) ≠ 0 if r ≤ n. It is shown in (Isidori, 1995) , that there always exists a local transformation 0 ) ( , ) ( ) ( The (r,r) matrix J is a matrix with zero elements except for ones on the first upper secondary diagonal and the (r,1) vector e r denotes the rth unit vector. The normal form (7) is referred to as input normalized Byrnes Isidori normal form, since q(ξ,η) does not depend on the input u. Now consider the state feedback (which exists and is well defined for all z in a neighborhood of z 0 = t(x 0 ) = 0; see (5))
in which u is a new input for the system (7) yielding the closed loop
with a linear ξ-subsystem of dimension r (a chain of r integrators), which is responsible for the inputoutput behaviour, and a possibly nonlinear η-subsystem of dimension n-r not affecting the output y. The unforced dynamics of the nonlinear η-subsystem, i.e.
are called (undriven) zero dynamics of the nonlinear system (3). A linear stable reference transfer behaviour can be achieved by stabilizing the linear ξ-subsystem by means of state feedback for ξ that decouples the nonlinear η-subsystem from the inputoutput behaviour. Hence stability of the closed loop only depends on the behaviour of the zero dynamics (11). The nonlinear system is called (locally) minimum phase at (ξ,η) = (0,0) if the zero dynamics are locally asymptotically stable at η = 0 and (locally) nonminimum phase at (ξ,η) = (0,0) if the zero dynamics are locally unstable at η = 0. Thus exact inputoutput linearization with internal stability is always possible in the case of minimum phase systems. For nonminimum phase nonlinear systems an exact input-output linearization with internal stability is not feasible in most cases. A standard approach to the problem of approximate input-output linearization is to introduce new inputs, with respect to which the system has minimum phase characteristics (for an overview see Allgöwer and Doyle, 1998) . The problem of this method is that the desired level of linearity achieved with respect to the true outputs cannot be readily taken into acount in the design procedure. In this contribution the approximate input-output linearization approach of Allgöwer (1997) is adopted that computes the approximately linearizing state feedback after a factorization of the zero dynamics into a stable and into an antistable part, where the latter is approximately linearized and decoupled from the stable part. The corresponding controller stabilizes the unstable zero dynamics and increases the level of linearity with respect to the input-output behaviour of the resulting closed loop. For the latter requirement a quadratic linearizing static state feedback is considered in this paper, that is the Taylor series expansion of the state equations related to the input-output behaviour of the compensated system does not contain nonlinear terms up to order two. In the approach of Allgöwer (1997) it is assumed that the system is represented in input normalized Byrnes Isidori normal form (7) that amounts to solve a set of partial differential equations in order to obtain the functions η i (x), i = 1(1)n-r, in (6) (for details see Isidori, 1995) , which in general is not an easy task to perform. In this contribution the solution of partial differential equations is circumvented by introducing the normal form
where O [k+] (ξ, η, u) denotes an expression containing arbitrary terms in ξ, η and u of order strictly larger than k. It is shown in the sequel, that the functions η i (x) in (12), needed in the stabilizing state feedback, can be simply computed by solving linear algebraic equations. The normal form (12) will be referred to as quadratic input normalized Byrnes Isidori normal form, since u does not affect the differential equation for η up to quadratic terms. The next section introduces the quadratic input normalized Byrnes Isidori normal form and shows how the approach of Allgöwer (1997) can be applied to a system represented in this form. Section 3 demonstrates the proposed design procedure by means of a simple example.
APPROXIMATE INPUT-OUTPUT LINEARIZATION APPROACH
If the following it is assumed that the linear approximation (A,b,c T ) of the nonlinear system (3) has n a ≥ 1 zeros in the open right half plane and no zeros on the imaginary axis giving a locally nonminimum phase nonlinear system, i.e. its zero dynamics are locally unstable. Then exact input-output linearization with internal stability is no longer feasible, when using the input-output linearizing state feedback (9). In order to achieve at least an approximately linear inputoutput behaviour of the controlled system, one can use the approximate input-output linearizing state feedback assuring internal stability developed in this section. The approach proposed consists of the following steps:
(1) Transformation of the system into quadratic input normalized Byrnes Isidori normal form (12) and compensation of the nonlinearities in the direct input-output channel giving a linear ξ-subsystem. (2) Linear transformation of the system resulting from step (1) such that the η-subsystem is factorized into an antistable η a -subsystem and into a stable η s -subsystem in the first approximation. (3) Using state feedback that decouples the locally stable η s -subsystem from the input-output behaviour, quadratic linearizes the η a -subsystem and stabilizes the input-output behaviour comprised of the linear ξ-subsystem and the η a -subsystem.
Transformation into quadratic input normalized Byrnes Isidori normal form
The next lemma introduces the nonlinear change of coordinates which transforms the system (3) into quadratic input normalized Byrnes Isidori normal form (12). In the sequel some results from Kronecker calculus are used, which are collected in the appendix.
Lemma 1 Consider the nth order nonlinear system (3) with relative degree r at x 0 = 0 and the nonlinear transformation
where T ξ is given by (6) and the (n-r,n) 
and the (n,n) matrix H is given (13) with the (n,n) Jacobian matrix N 0 ) (
The nonlinear transformation (13) 
Proof. In order to show that the Jacobian matrix T 1 of the nonlinear transformation (13) is nonsingular, it is proved that the rows of T 1 are linearly independent. To this end it is verified that the expression 
Since the system (3) has relative degree r at x 0 = 0 one has
implied by (4) such that k r = 0 in view of (5) and hence k r-1 = 0 in light of (5), (14) and (22). Proceeding with this approach (i.e. successively postmultiplying with A 2 b up to A r-1 b) it is straightforward to verify, that k 1 = ... = k r = 0 holds. Then k r+1 = ... = k n = 0 follows from the assumption that T η has full row rank (see Lemma 1). The inverse transformation of (13) can be represented as ) (
in a neighborhood of z 0 = x 0 = 0. By introducing (25) in (13) and using (A4) and (A5) one obtains By applying the quadratic transformation (13) to system (3) and using a state feedback law, that cancels all nonlinearities in the direct input-output channel one arrives at a system represented in quadratic input normalized Byrnes Isidori normal form with linear ξ-subsystem as given in the following theorem. 
Proof. Consider the system (3) and the transformation (13) of Lemma 1
The time derivatives of (31) and (32) become with the first line of (7)
In order to evaluate (34) the ith row of where successively the relations (A3), (A10), A(7), A(12) and
for i = 1(1)n-r were used. Along with 
follows from (A12). Using successively (36), (A7), (A3) and A(10) the ith row of Q x in (40) can be written as
in light of (16). Since
is implied by (14) and for i = (1)n-r, where successively (36), (15) and (17) were used, (39) takes the form
As the system (3) has relative degree r at x 0 = 0 the state feedback law (27) is well defined (see (5)) and can be applied to (33) and (45) 
Linear transformation of the η-subsystem
Suppose the Jacobi linearization of the zero dynamics of the system (3) has no eigenvalues with zero real part. Then the η-subsystem of system (28) denoting the spectrum of a matrix. Since the transformation (47) leaves the system states ξ unchanged, the transformation of the matrix P (see (29)) reads
and by using (A4) it is straightforward to show that the coefficient matrix of the quadratic term takes the form
The resulting system has the special quadratic input normalized Byrnes Isidori normal form with state (51) directly shows that the η a -subsystem of order n a is locally antistable (i.e. its first approximation has all its eigenvalues in the open right half plane) and the η s -subsystem of order n-r-n a is locally asymptotically stable.
Quadratic input-output linearizing state feedback
Finally the quadratic input-output linearizing state feedback law assuring internal stability can be obtained from the following theorem. 
where for the coordinates η a of system (51) giving
The quadratic linearizing state feedback law for the system (3) is given by
) ) ( ) ( ( 1 ) ( 1 1 1 1 lw x k x k x A c b A c x b n u a T T r T r T T a + η′ − ξ − − + = η′ ξ − (53) with )) ( ), ( ( ) ( ) ( ] 2 [ x x x x a a η′ ξ Φ + η = η′ (54) ) 2 ( ) ( ) ( ) ( ) ( x H H G T x T T x x x l l s a ⊗ + =       η η = η′ η x T x ξ = ξ ) (
The (r+n a )th order input-output behaviour of the system (3) with feedback (53) is represented by
of (52) Applying the feedback lw
to the system (59) where the stable η s -subsystem is decoupled from the input-output behaviour (55) up to second order. In view of the Jacobian matrix of (61) 
such that the state space representation
(66) has a quadratic linear η'-subsystem (see (59)). Thus the state feedback achieving an approximately linear input-output behaviour follows from (53) as 
CONCLUSIONS
A method for approximate input-output linearization of nonminimum phase systems with linear unforced dynamics was considered in this paper. The proposed approach is based on the transformation of the system to be controlled into quadratic input normalized Byrnes Isidori normal form first, where the corresponding transformation is obtained by solving a set of linear algebraic equations. The η-subsystem of the normal form is factorized into a stable and into an antistable part in the first approximation, where the latter part is quadratic linearized and the stable part is decoupled from the input-output behaviour giving a quadratic linear reference transfer behaviour. 
A compact representation of quadratic forms in terms of the vector monomial x (2) is given by 
where (A2), (A9) and (A10) were used.
