For a graph G, κ(G) denotes its connectivity. A graph G is super connected, or simply super-κ, if every minimum separating set is the neighborhood of a vertex of G, that is, every minimum separating set isolates a vertex. The direct product G 1 ×G 2 of two graphs G 1 and
Introduction
Throughout this paper only undirected simple connected graphs without loops and multiple edges are considered. Unless stated otherwise, we follow Bondy and Murty [4] for terminology and definitions.
Let G = (V (G), E(G)) be a graph. For two vertices u, v ∈ V (G), u ∼ v means that u is adjacent to v and uv is the edge incident to u and v in G. The set of vertices adjacent to the vertex v is called the neighborhood of v and denoted by N G (v), i.e., N G (v) = {u | uv ∈ E(G)}. The degree of v is equal to |N G (v)|, denoted by d G (v). The number δ(G) = min{d G (v) | v ∈ V (G)} is the minimum degree of G. For a subset S ⊆ V (G), the subgraph induced by S is denoted by G[S]. As usual, K m,m , (m is a positive integer) denotes the complete bipartite graph; K m,m − mK 2 denotes the graph obtained by removing a 1-factor from K m,m ; K n denotes the complete graph on n vertices; and Z n denotes the ring of integers modulo n. Corollary 1.3. [10, 19] For a maximally connected graph G, G × K n (n ≥ 3) is not super-κ if and only if n = 3 and G ∼ = K , ( > 0).
Proof of Theorem 1.1
We start by introducing some notations.
Notations.
• Γ := G × K n , where n ≥ 3 and G is a non-trivial graph.
• V (G) := {u i | i ∈ Z m }.
• V (K n ) := Z n .
• S: a minimum separating set of Γ.
In the following Lemmas 2.1-2.5, we assume that Γ is not super connected, and S is a minimum separating set of Γ with each component Γ i of Γ − S having at least two vertices.
By the definition, we can obtain the following easy facts.
(2) For any i ∈ Z m , V i is an independent subset of V (Γ).
(4) Let T be a separating set of G. Then T × V (K n ) is also a separating set of Γ. In particular, |S| = κ(Γ) ≤ min{nκ(G), (n − 1)δ(G)}.
(5) s ≥ 2 and |W i | ≥ 2 for each i ∈ Z s .
Proof. Suppose to the contrary that (u i , j) has no neighbors in
Then W i must be a component of Γ − S . This implies that S is also a separating set of Γ, contrary to the minimality of S.
As Γ − S is disconnected, there are no edges between W k and W . Consequently, i = j and
Lemma 2.4. Assume that for each V i there exists at most one W j such that V i ∩ W j = ∅. Then S = T × V (K n ), where T is a minimum separating set of G. In particular, κ(Γ) = nκ(G).
Proof. We shall first show the following two claims.
By the assumption, there is a unique j ∈ Z s such that V i ∩ W j = ∅. By Lemma 2.2, for each vertex, say (u i , i ), in V i ∩ S, there is at least one neighbor, say (u , ), in each W t with t = j. By Lemma 2.3, |V i ∩ W j | = |V ∩ W t | = 1. From our assumption we know that |V i ∩ S| = |V ∩ S| = n − 1.
Suppose on the contrary that there exists an i ∈ Z m such that V i ∩ S = ∅ and V i ⊆ S. For each j ∈ Z s , let Ω j = { ∈ Z m | |V ∩ W j | = 1}, and set n j = |Ω j |. By Claim 1, n j > 0. Without loss of generality, assume that n 0 ≤ n 1 ≤ . . . ≤ n s−1 .
Assume
Since S is a minimum separating set, Γ − T is connected. So there is an edge between
Now we are ready to finish the proof. From Claim 2 it follows that S = T × V (K n ) for some subset T of V (G). Since n ≥ 3, T is a separating set of G (see [20] ). So, |S| ≥ κ(G)n. However, by Lemma 2.1 (4), |S| ≤ nκ(G). Hence, |S| = nκ(G). Lemma 2.5. Assume that there exist a V i and two different W j0 , W j1 such that V i ∩W k = ∅ with k = j 0 , j 1 . Then n = 3 and G ∼ = K , ( > 0).
Proof. Recall that W k = V (Γ k ) with k = j 0 or j 1 . We shall finish the proof by the following claims.
By Lemma 2.1 (2), V i is an independent subset, and by Lemma 2.1 (5) Figure 1 ). In particular, we have
, contrary to the fact that Γ j0 and Γ j are two distinct components. Thus,
At last, we shall show that s = 2. Suppose to the contrary that s > 2. Since |V i ∩ S| = n − 2 > 0, we can take (u i , j) ∈ V i ∩ S. By Lemma 2.2, (u i , j) has a neighbor, say (u k , j ) in each W j with j = j 0 , j 1 . Since t 0 = t 1 , either (u k , j ) ∼ (u i , t 0 ) or (u k , j ) ∼ (u i , t 1 ). This is again contrary to the fact that Γ j0 , Γ j1 and Γ j are three distinct components. Thus, s = 2 and hence V (Γ) = W j0 ∪ W j1 ∪ S.
By Claim 1, we may assume that
Now we know that Claim 2 holds. Figure 2 ). By the arbitrariness of V i , Claims 1,2 also hold if we replace For the convenience of statement, we shall use the following notations in the remainder of the proof.
Notations
It is easy to see that
Claim 4 Both N i and N i0 are independent subsets of V (Γ).
Take any two vertices, say (u i1 , t), (u i2 , t ) in N i . Since V i ∩ W j1 = {(u i , t 1 )}, from Lemma 2.3 it follows that t = t = t 1 . So, (u i1 , t) is not adjacent to (u i2 , t ). Therefore, N i is an independent subset of V (Γ). Similarly, N i0 is also an independent subset.
. This is contrary to the fact that there are no edges between W j0 and W j1 . Thus,
is not adjacent to (u i , t 0 ), and hence t = t 0 . Consequently, (u k , t) ∼ (u i , t 1 ), a contradiction. Thus, V k ∩ W j0 = ∅. By Lemma 2.3, |V k ∩ W j1 | ≤ 1, and hence |V k ∩S| ≥ n−1. With a similar argument, we can show that if k ∈ ∆ i0 , then V k ∩W j0 = ∅ and |V k ∩ S| ≥ n − 1.
By the arbitrariness of V i and V i0 , we may assume that |N i | ≤ |N i0 |. By Claim 5,
By Claim 3, we have
Since |N i0 | ≥ |N i | and n ≥ 3, we obtain that
However, by Lemma 2.1 (4), we have |S| ≤ (n−1)δ(G). So, in the above four inequalities, "=" must hold. By Eq. (2.4) we obtain that n = 3, |N i | = |N i0 |, and δ(G) = d G (u i ). Furthermore, for each k ∈ Ω i ∪Ω i0 , |V k ∩S| = n−1, and for each k ∈ ∆ i , |V k ∩S| = n−1.
It follows that |S| = 2|N i | + 2|∆ i | = 2δ(G).
(2.5)
To show that |∆ i | = |∆ i0 | = 0, we shall first show that
Suppose on the contrary that for some k ∈ ∆ i , V k ∩( k∈Ωi 0 ∪∆i 0 V k ) = ∅. Since |V k ∩S| = n − 1, from Claim 6 it follows that |V k ∩ W j1 | = 1. Take (u k , t) ∈ V k ∩ W j1 . Then u i , u i0 are neighbors of u k in G. Since t 0 = t 1 , either (u k , t) ∼ (u i , t 1 ) or (u k , t) ∼ (u i0 , t 0 ). This is contrary to the fact that there are no edges between W 0 and W 1 . Thus,
Combining this with Eq. (2.5) we obtain that |∆ i0 | = 0. Since d G (u i ) = δ(G), we have
At last, from Eq. (2.1) it can be deduced that Claim 9 m = |G| = 2δ(G).
is a proper subset of W j1 . By the connectedness of Γ 1 , take an edge e in Γ 1 such that one end, say (u k1 , t), of e is in k∈Ωi 0 ∪Ωi (V k ∩W j1 ) and the other end, say (u k2 , t ), is in W j1 \ k∈Ωi 0 ∪Ωi (V k ∩W j1 ). By Claim 7, |V k1 ∩ W j0 | = 1, and by Lemma 2.3, we have |V k2 ∩ W j1 | = 1. By Claim 1, |V k2 ∩ S| ≥ 1. It follows from Eq. (2.6) that k 2 ∈ Ω i0 ∪ Ω i . This forces that (u k2 , t ) ∈ k∈Ωi 0 ∪Ωi (V k ∩ W j1 ), a contradiction.
Take any two vertices, say u k1 and u k2 , in B 0 . Suppose u k1 ∼ u k2 . By Claim 7, we may assume that V ki ∩ W j0 = {(u ki , d i )} with i = 1 or 2. From Claim 4 we obtain that (u k1 , d 1 ) is not adjacent to (u k2 , d 2 ), and hence d 1 = d 2 . Since u k1 ∼ u k2 , (u k1 , d 1 ) is adjacent to all the remaining vertices in V k2 . Again, by Claim 7, we get that |V k2 ∩ W j1 | = 1. This implies that there is an edge between W j0 and W j1 , a contradiction. Therefore, u k1 and u k2 are nonadjacent. By the arbitrariness of u k1 and u k2 , we get that B 0 is an independent subset of V (G). Similarly, B 1 is also an independent subset of V (G). It follows that G must be a bipartite graph with two partition sets B 0 and B 1 . By Claims 3,7, we know that |B 0 | = |B 1 | = δ(G). This means that G ∼ = K , , where = δ(G). Proof of Theorem 1.1. By Lemmas 2.4 and 2.5, we can get the necessity. For the sufficiency, by Lemma 2.6, K , × K 3 is not super-κ. Now assume that κ(Γ) = nκ(G). Suppose to the contrary that Γ is super-κ. Then κ(Γ) = δ(Γ) = (n − 1)δ(G), and hence (n − 1)δ(G) = nκ(G). So, κ(G) < δ(G). Let T be a minimum separating set of G. Then G−T has no isolated vertices. By Lemma 2.1 (4), T × V (K n ) is a separating set of Γ. Clearly, |T × V (K n )| = nκ(G). So, T × V (K n ) is also a minimum separating set of G. Since Γ is super-κ, T × V (K n ) must be the neighborhood of some vertex, say (u i , j). Let u k ∈ T . Then (u k , j) ∈ T × V (K n ), and hence (u i , j) ∼ (u k , j). This is clearly impossible by the definition of the direct product of graphs. Thus, Γ is not super-κ.
