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Three methods for the computation of the probability of collision between two space objects are presented. These methods are based
on the high order Taylor expansion of the time of closest approach (TCA) and distance of closest approach (DCA) of the two orbiting
objects with respect to their initial conditions. The identiﬁcation of close approaches is ﬁrst addressed using the nominal objects states.
When a close approach is identiﬁed, the dependence of the TCA and DCA on the uncertainties in the initial states is eﬃciently computed
with diﬀerential algebra (DA) techniques. In the ﬁrst method the collision probability is estimated via fast DA-based Monte Carlo
simulation, in which, for each pair of virtual objects, the DCA is obtained via the fast evaluation of its Taylor expansion. The second
and the third methods are the DA version of Line Sampling and Subset Simulation algorithms, respectively. These are introduced to
further improve the eﬃciency and accuracy of Monte Carlo collision probability computation, in particular for cases of very low collision
probabilities. The performances of the methods are assessed on orbital conjunctions occurring in diﬀerent orbital regimes and dynamical
models. The probabilities obtained and the associated computational times are compared against standard (i.e. not DA-based) version
of the algorithms and analytical methods. The dependence of the collision probability on the initial orbital state covariance is
investigated as well.
 2014 COSPAR. Published by Elsevier Ltd. All rights reserved.
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The risk of in-orbit collisions between operative satel-
lites and space debris is a crucial issue in satellite operation.
When a close approach is identiﬁed, it is necessary to deﬁne
an indicator that can tell how risky the predicted conjunc-
tion is. It is common practice for space agencies and
satellite operators to consider, together with conjunctionhttp://dx.doi.org/10.1016/j.asr.2014.09.003
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this purpose (Klinkrad et al., 2005; Righetti et al., 2011).
The collision probability is computed by means of a
multi-variate integral. The uncertainties in position and
velocity coming from orbit determination can be translated
into a probability density function (p.d.f.). The probability
density function is then integrated over the volume swept
out by the combined hard-body area of the satellite and
colliding object, normal to the velocity vector, to retrieve
the collision probability.
Diﬀerent methods exist for the computation of this
multi-dimensional integral. Most of these approaches
(Akella and Alfriend, 2000; Be`rend, 1999; Patera, 2001;d for orbital conjunctions analysis: Monte Carlo collision probability
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common:
 Position uncertainties of the two objects are not
correlated;
 Objects move along straight lines at constant velocity
during the conjunction;
 The uncertainty in the velocities is neglected;
 Position uncertainty during the whole encounter is con-
stant and equal to the value during the conjunction;
 The uncertainties in the positions of the two objects are
represented by three-dimensional Gaussian
distributions.
These assumptions produce accurate results when the
relative motion between the satellite and the object is recti-
linear and the conjunction occurs close to the initial epoch
so that the p.d.f. of the relative position of the two objects
remains Gaussian. The probability density function in the
proximity of the close approach, under the assumption that
position error is Gaussian, is expressed as
p Drð Þ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2pÞ3 detC
q e12DrTC1Dr; ð1Þ
where Dr is the objects relative position vector. Integrating
over the volume V swept out by the hard-body sphere with
volume V c, that is the combined volume of the colliding
objects, yields the collision probability
Pc ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2pÞ3 detC
q Z Z Z
V
e
1
2Dr
TC1Dr dV : ð2Þ
Because of the assumption of rectilinear motion of both
conjuncting objects, the volume V is a cylinder extending
along the relative velocity direction. By integrating the
p.d.f. along the cylinder axis from 1 to +1, the
marginal two-dimensional p.d.f is obtained and the volume
integral is reduced to a two-dimensional integral on the
collision cross sectional area (Chan, 2008). Supposing that
the combined covariance C is centered on the primary
object and that the combined hard-body is positioned on
the secondary object, the two-dimensional integral of the
marginal p.d.f. on the collision cross-sectional area in the
(x, y) encounter plane can be written as (Akella and
Alfriend, 2000; Klinkrad, 2006; Be`rend, 1999):
Pc ¼ 1
2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
det C
p
Z Rc
Rc
Z ﬃﬃﬃﬃﬃﬃﬃﬃﬃR2cx2p

ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R2cx2
p eAdy dx; ð3Þ
where
A ¼ 1
2
DrT C1Dr; ð4Þ
where Rc is the combined radius of the two spherical
objects and C now denotes the covariance in the marginal
two-dimensional pdf. The analytical methods available in
the literature diﬀer in the way the two-dimensional integralPlease cite this article in press as: Morselli, A., et al. A high order metho
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p.d.f. into a one-dimensional Rician p.d.f. and uses
equivalent areas to develop an analytical approximation
of the double integral (Chan, 1997). A series expression
to approximate Eq. (3) is derived by Alfano, using a
combination of error functions and exponential terms
(Alfano, 2006a). In addition, Patera performs an exact
reduction of the two-dimensional integral of Eq. (3) to a
one-dimensional contour integral over a general-shaped
body (Patera, 2001). The method was then extended to
use numerical quadrature for a simple one-dimensional
integral (Patera, 2005).
Methods that account for non-linearities, which are
typical of GEO conjunctions, were also developed (Chan,
2004; Patera, 2003; Patera, 2006). An approach that uses
a set of small consecutive linear segments to compute
collision probability for non-linear conjunctions is
presented in (Alfano (2006b); McKinley, 2006).
The conﬂict probability, used for air-traﬃc control by
the aviation community (Paielli and Erzberger, 1997), was
proposed as an alternative to collision probability as a met-
ric to quantify the collision risk even for space objects
(Patera, 2007). The conﬂict probability is computed simi-
larly to collision probability, using a conﬂict volume instead
of the combined hard-body region. It corresponds to the
probability that a single conﬂict volume, centered on one
space object, will be penetrated by the other space object.
The conﬂict volume is large compared to space vehicle size
and, as a result, conﬂict probability is higher than collision
probability. In addition, no information on hard-body size,
which is usually not available for space debris, is required.
The conﬂict probability was extended to the case of ellipsoi-
dal conﬂict volumes and tested against other metrics for the
identiﬁcation of risky conjunctions, showing good
performances for the analyzed test cases (Patera, 2007).
Besides the analytical methods, the collision probability
integral can be computed by means of Monte Carlo (MC)
simulations (de Vries and Phillion, 2010; Sabol et al., 2011).
Despite being a general and ﬂexible way to compute
collision probability, the MC approach has the main
drawback of requiring intensive computation, as each
virtual satellite/debris trajectory has to be propagated.
For this reason Monte Carlo methods are not suitable
for daily collision probability computation, since results
can be obtained in a timely manner only with simple
dynamics, such as two-body propagators or SGP4/SDP4.
In recent times, techniques such as importance sampling
(Dolado et al., 2011) or adaptive splitting (Pastel, 2011)
have been introduced to cope with the high computational
eﬀort. Moreover, a method that couples Monte Carlo with
orbital dynamics approximation, obtained by means of
polynomial chaos expansion, was introduced to compute
satellite collision probability with reduced computational
eﬀort (Jones and Doostan, 2013). Monte Carlo methods
were also used to study the impact of non-Gaussian
probability density functions on collision probability
computation (Ghrist and Plakalovic, 2012).d for orbital conjunctions analysis: Monte Carlo collision probability
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Fig. 1. Collision threshold deﬁnition.
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to collision probability computation are presented in this
work. These methods are based on the Taylor expansion
of the TCA and the Distance of Close Approach (DCA)
of the two orbiting objects. The occurrence of close
approaches is ﬁrst identiﬁed using the nominal initial orbi-
tal states. Then, diﬀerential algebra (DA) techniques are
used to propagate sets of initial conditions by computing
the Taylor approximation of the ﬁnal states at the nominal
TCA. The polynomial expansion of the TCA with respect
to uncertainties in the initial states is obtained by means
of polynomial inversion tools and plugged into the DCA
and ﬁnal state maps to retrieve their dependence on initial
uncertainties (Morselli et al., 2014). The methods for colli-
sion probability computation can now take advantage of
the availability of the resulting polynomial maps. More
in detail, the initial positions and velocities are sampled
according to their estimated uncertainties. For each pair
of virtual objects, the associated DCA is computed through
the fast evaluation of its Taylor expansion rather than
running computationally intensive numerical integrations.
The DCA is then compared with the collision threshold,
i.e. the diameter of the sphere that envelopes the two
objects. Three methods for the computation of collision
probability are presented in this paper: a DA-based Monte
Carlo simulation and the DA version of two advanced
techniques, namely Line Sampling (LS) and Subset Simula-
tion (SS) (Au and Beck, 2001; Koutsourelakis et al., 2004).
The manuscript is organized as follows. First the
description of MC, LS, and SS methods in their standard
version (i.e. not DA-based) is given in Sections 2.1, 2.2,
2.3. Then, their formulation taking advantage of DA tech-
niques is introduced in Section 3. Numerical examples and
discussion of results are provided in Section 4, which is
followed by conclusions.
2. Methods for collision probability computation
The two objects initial conditions are deﬁned by the
state vectors x10 and x
2
0. Both vectors are uncertain due to
the orbit determination process, and their statistics can
be represented by a pdf. Typically, the initial statistics is
assumed to be Gaussian, then the initial state is fully
described by its mean and covariance matrix.
The methods for collision probability computation
described in this section rely on the Performance Function
(PF)
gðx10; x20Þ ¼ D dðx10; x20Þ; ð5Þ
in which D is the collision threshold, and d is the function
that maps each pair of initial conditions x10; x
2
0 to the
associated DCA. Note that, as D is a constant and d is
the distance between the objects centers of mass it follows
that exact collision probabilities are computed for spherical
space objects only. According to the deﬁnition of the PF,
the following conditions occurPlease cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20gðx0Þ
< 0 ) no collision
¼ 0 ) at limit state
> 0 ) collision;
8><
>: ð6Þ
where, for the sake of brevity, x0 ¼ ðx10; x20Þ.
The collision threshold D can be related to the dimen-
sions of the two objects. Let Li, for i ¼ 1; 2, be the diame-
ters of the spherical objects. Then, according to Fig. 1, D is
given by the sum of the radius of the two objects. In case of
non-spherical objects without large appendages the same
performance function could be used, by selecting the sphere
that envelopes each object i. This is a conservative
approach, which guarantees that the resulting collision
probability is larger than its correct value since the collision
condition will hold for a larger number of virtual objects.
2.1. Monte Carlo method
To compute the collision probability by means of MC
simulation, the initial position and velocity of the two
objects are sampled from their error covariance matrices
(thus generating what are called virtual objects or debris).
The initial orbital states, x10 and x
2
0, are then propagated till
the time derivative _d of the relative distance d is zero, which
happens in the surrounding of the nominal TCA. In this
way, the TCA and DCA are identiﬁed for each pair of vir-
tual objects. If the relative distance is below the threshold
D a hit is counted. The number of samples Nc for which
the collision condition is veriﬁed, i.e. gðx0Þ > 0, is divided
by the total number of samples NT to compute the collision
probability
P ðd < DÞ ¼ Nc
NT
: ð7Þ
The standard deviation of the computed probability is
given by
r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
P 1 Pð Þ
NT
s
ð8Þ
and is proportional to 1=
ﬃﬃﬃﬃﬃﬃ
NT
p
. For standard Monte Carlo
methods the coeﬃcient of variation (c.o.v.), i.e. the ratio
between the standard deviation and the mean value, is thus
deﬁned asd for orbital conjunctions analysis: Monte Carlo collision probability
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P
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 P
NT P
s
: ð9Þ
The collision probability between two spacecraft is
usually very low since it exceeds 104 only for really close
conjunctions. As a consequence, a large number of samples
is required to obtain a suﬃciently accurate estimate of its
value. According to Dagum et al., 2000, the number of
samples NT to be used in a Monte Carlo simulation when
r2 > ePc should be at least
NT >
4 e 2ð Þ 1 Pcð Þ
Pce2
log
2
b
 
; ð10Þ
where Pc is the collision probability, ð1 bÞ is the desired
conﬁdence level, and e is the relative error of the collision
probability. The number of samples required to compute
a given collision probability with a 95% conﬁdence level
is illustrated in Fig. 2, where the dashed and a solid lines
are computed with a relative error of 1% and 5%,
respectively.
To compute a collision probability of 104 with a rela-
tive error of 5% at least 4:24 107 samples are required,
whereas for Pc ¼ 106 the minimum number of samples
increases to 4:24 109.
These considerations point out the main drawback of
MC simulations, that is the high computational eﬀort
which is magniﬁed when dealing with very low probabili-
ties or when a computationally intensive simulation is
required for each sample, such as a numerical integration
of the equation of motion. Line Sampling and Subset Sim-
ulation algorithms, described in the next two subsections,
were developed to reduce the number of samples required
to compute low collision probabilities.2.2. Line Sampling
The main idea behind LS is transforming a high dimen-
sional problem into a number of conditional one-dimen-
sional problems solved along an “important direction” a
(Koutsourelakis et al., 2004). The key issue of the method
is identifying this direction, that should point toward theFig. 2. Number of Monte Carlo samples required to compute a
probability Pc with a 95% conﬁdence level and relative error e.
Please cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20region of failure, i.e. the hyper-volume of position and
velocity deviations for which the collision criterion holds.
The important direction tells which combination of states
variations is more eﬃcient to reach the failure condition.
In the LS approach, the vector of uncertain parameters
x0 2 Rn, where n is the number of uncertain parameters,
has ﬁrst to be transformed into the adjoint vector h 2 Rn.
This vector belongs to the so-called “standard normal
space”, where each variable is represented by an indepen-
dent central unit Gaussian distribution. This is done using
Rosenblatt’s transformation (Rosenblatt, 1952)
h ¼ T x;hðx0Þ
x0 ¼ T h;xðhÞ;
ð11Þ
where the operator T :;: indicates the transformation, and
applying it to the performance function
g x0ð Þ ¼ gx T h;xðhÞð Þ ¼ gh hð Þ: ð12Þ
A natural choice for the important direction is the nor-
malized gradient of the PF at the nominal point in the stan-
dard normal space
a ¼ $hgh hð Þ
$hgh hð Þk k2
: ð13Þ
If not available analytically, this gradient can be numer-
ically estimated. The more the estimate of the important
direction is close to its true value, the lower will be the var-
iance of the failure probability (Pradlwarter et al., 2005).
For high-dimensional problems where the numerical com-
putation of gradients can be time-demanding, it is possible
to obtain an estimate by computing the normalized “center
of mass” of the failure domain. This is achieved by Monte
Carlo Markov Chain (MCMC), using as seed a point
belonging to the failure region or close to it and computing
the mean of the N a samples generated in the failure region
(Zio and Pedroni, 2009).
Once the important direction is identiﬁed, the LS
method proceeds as follows
LS 1. Sample NT vectors h
i from the normal multidimen-
sional joint probability distribution.
LS 2. Estimate for each sample its conditional one-
dimensional failure probability P^ 1D;i performing
the following operations
(a) Project the vector hi onto the straight line passing
through the origin and perpendicular to a to
obtain vector hi;?, as portrayed in Fig. 3(a).
(b) Write the parametric equation of samples along
the important direction, ~hi ¼ hi;? þ ca, as sketched
in Fig. 3(b).
(c) Compute the values of cij; j ¼ 1; 2, for which the
PF is equal to zero. (Here and in the remainder
of the paper a maximum number of two zeros is
considered). This step requires evaluations of the
PF, which involve numerical propagations or
complex system simulations when gh is not knownd for orbital conjunctions analysis: Monte Carlo collision probability
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Fig. 3. Illustration of the Line Sampling procedure in a bi-dimensional space ðh1; h2Þ. The origin of the reference frame is in the nominal initial states and a
points in the direction of the gradient (i.e. greatest rate of decrease) of the relative distance. Failure region is surrounded by the grey line.
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inﬁnite only one real solution is found whereas
the other is þ1.
(d) If the two values coincide or no solution is found
then the ith one-dimensional probability P^ 1D;i is
equal to zero; else, given the two solutions ci1 and
ci2, with c
i
1 > c
i
2, the probability is Please cit
computatP^ 1D;i Fð Þ ¼ P ci2 6 Nð0; 1Þ 6 ci1
¼ U ci1
  U ci2  ð14Þ
where UðcijÞ is the standard normal cumulative dis-
tribution function, Nð0; 1Þ is the standard normal
distribution, with zero mean and unit standard
deviation, and F indicates the collision condition
d 6 D.
LS 3. Compute the unbiased estimator P^ NT ðF Þ, which is
the sample average of the independent conditional
one-dimensional probability estimateP^ NT Fð Þ ¼ 1
NT
XNT
i¼1
P^ 1D;i Fð Þ ð15ÞThe variance of the collision probability in Eq. (15)
is given by
Nr2 P^ NT Fð Þ  ¼ 1
NT NT  1ð Þ
XT
i¼1
P^ 1D;i Fð Þ  P^ NT Fð Þ 2
ð16ÞThe total number of system simulations is related to the
number of PF evaluations required to compute, for each
sample hi, the values cij at step LS 2(c). When the PF is
smooth and does not present oscillations along the impor-
tant direction, the number of sample evaluations can be
limited to the one necessary to obtain an approximation
of the function in the region of interest (Zio and Pedroni,
2009). For a short-term encounter between two space
objects, the PF along the direction a resembles a parabola.
With three evaluations of the PF, it is indeed possible to
obtain a second-order approximation and compute an
approximate value of the intersections ci1 and c
i
2 with thee this article in press as: Morselli, A., et al. A high order metho
ion. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20line ghðcÞ ¼ 0, if they exists. Although reducing the compu-
tational eﬀort when dealing with computationally demand-
ing simulations, such an approach strongly depends on the
choice of the c grid required to compute the approximation
of the PF. A wrong spacing of the grid could result in
erroneous estimations of the intersections with the failure
region boundary. Thus, when this approach is selected, it
is important to verify that the computed intersections are
close to the true values for diﬀerent close encounter
geometries and relative velocities.2.3. Subset Simulation
Subset Simulation (SS) is an adaptive stochastic simula-
tion method to compute eﬃciently small failure probabili-
ties (Au and Beck, 2001). The idea at the basis of the
method is to compute the probability as a product of larger
conditional probabilities. Thus, given a sequence of inter-
mediate failure regions F 1  F 2  . . .  F m ¼ F , the failure
probability becomes
P ðF Þ ¼ PðF mÞ ¼ P ðF 1Þ
Ym1
l¼1
P F lþ1jF lð Þ; ð17Þ
where PðF lþ1jF lÞ indicates the probability of F lþ1 condi-
tional to F l. The method is initialized using a standard
Monte Carlo simulation to generate samples at conditional
level 0. Once the failure region F 1 is determined and the
probability P ðF 1Þ computed, a Monte Carlo Markov
Chain (MCMC) algorithm (Metropolis et al., 1953) is used
to generate samples conditional to the failure region F 1.
Another intermediate failure region F 2 is then located
and other samples are generated with MCMC. The process
can be repeated till the failure region corresponding to
objects collision is identiﬁed. The approach was originally
developed to address structural failure, but it was also used
in diﬀerent research areas in reliability, e.g. to address the
failure probability of thermal-hydraulic passive system
(Zio and Pedroni, 2009).
The main issue of the algorithm is to identify the inter-
mediate failure regions. This can be achieved by choosing ad for orbital conjunctions analysis: Monte Carlo collision probability
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value of the relative distance at every conditional level
for which P ðF ljF l1Þ ¼ p0. The PF changes accordingly:
being Dl the collision threshold at conditional level l, it
can be deﬁned as
glx x0ð Þ ¼ Dl  d x0ð Þ: ð18Þ
Similarly to Eq. (5), the following conditions occur
glxðx0Þ
< 0 ) x0 is out of lth conditional level
¼ 0 ) x0 is at limit state
> 0 ) x0 is in lth conditional level:
8><
>:
ð19Þ
Since the conditional probability is equal to p0 at each
iteration, the collision probability in Eq. (17) can be com-
puted as
P ðF Þ ¼ P ðF mÞ ¼ P F mjF m1ð Þpm10 ð20Þ
The resulting SS algorithm goes through the following
steps (refer to Fig. 4 for its schematic representation):
SS 1. Set l ¼ 0 and generate N sample vectors
x0;k0 ; k ¼ 1; . . . ;N , by standard MC simulation.
The superscript 0 denotes that the samples are at
“conditional level 0”.
SS 2. Compute the values of the PF glx x0ð Þ for the N sam-
ples xl;k0 .Fig. 4. Illustration of the Subset Simulation algorithm for a bi-dimensional sp
conditional levels. The grey dots are the samples belonging to the lth conditio
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computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20SS 3. Sort the N samples in ascending order, according
to their associated value of the performance func-
tion glx. The samples closer to the failure region will
be at the bottom of the list.
SS 4. Choose the intermediate threshold value Dlþ1 from
the ð1 p0ÞN th value of the sorted list. The
ðlþ 1Þth conditional level is then deﬁned as
F lþ1 ¼ fd < Dlþ1g. By deﬁnition the associated
conditional probability is P ðF lþ1jF lÞ ¼ Pðd <
Dlþ1jd < DlÞ ¼ p0.
SS 5. If Dlþ1 6 D go to last step otherwise identify the
p0N samples x
l;u
0 ; u ¼ 1; 2; . . . ; p0N , whose relative
distance lies in F lþ1. All these samples belong to
“conditional level lþ 1”.
SS 6. Using MCMC, generate ð1 p0ÞN additional con-
ditional samples distributed as pðjF lþ1Þ, so that a
total of N conditional samples xlþ1;k0 2 F lþ1, where
k ¼ 1; . . . ;N . Eq. (19) can be used to establish
whether each sample belongs to conditional level
lþ 1 or not.
SS 7. Set l ¼ lþ 1 and return to step 2 above.
SS 8. Stop the algorithm.
The total number of samples generated is
NT ¼ N þ ðm 1Þð1 p0ÞN ; ð21Þ
where m is the number of conditional levels required to
reach the failure region. According to Eq. (20) the collision
probability becomesace ðx1; x2Þ. The dots are the generated samples and the lines identify the
nal levels and the arrows represent the MCMC path.
d for orbital conjunctions analysis: Monte Carlo collision probability
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NF
N
; ð22Þ
where N is the total number of samples at each conditional
level and NF is the number of samples at conditional level
m, whose relative distance is less than the collision thresh-
old D.
The eﬃciency of the SS algorithm relies on the proper
selection of its parameters: the conditional failure probabil-
ity p0, the number of samples of each step N, and the shape
of the proposal probability density function for the
generation of the Markov chain. A detailed analysis on
the selection of these parameters is given in Zuev et al.
(2012), where it is shown that the optimal choice for p0 is
0.2 (although similar eﬃciency is obtained for
p0 2 ½0:1; 0:3). For what concerns the proposal p.d.f. of
MCMC, a univariate Gaussian distribution is used in this
work. The variance rl of the proposal p.d.f. is changed
dynamically at each conditional level l so that the accep-
tance rate of Markov Chain samples is kept between 30%
and 50%. This solution is nearly optimal, i.e. the chain con-
verges to stationarity nearly as fast as possible.
Zuev et al. (2012) also suggest a Bayesian post-processor
for Subset Simulation, SS+, to reﬁne the computed failure
probability and determine higher moments, allowing the
computation of the failure probability variance. Deﬁning
nl ¼
p0N if l < m
NF if l ¼ m
	
ð23Þ
the ﬁrst moment of the distribution of the failure probability
becomes
ESSþ½PðF Þ ¼
Ym
l¼1
nl þ 1
N þ 2 ; ð24Þ
whereas the second moment is given by
ESSþ½PðF Þ2 ¼
Ym
l¼1
ðnl þ 1Þðnl þ 2Þ
ðN þ 2ÞðN þ 3Þ : ð25Þ
The variance of the collision probability P ðF Þ can then
be obtained using the deﬁnition
VarðP Þ ¼ E½P 2  ðE½P Þ2: ð26Þ
The number of samples N to be used depends on the
problem dimension and the expected failure probability.
Furthermore, if the failure region is disconnected, the
samples must be dense enough to lie in the proximity of
each subregion at conditional level zero and then reach
them at the subsequent conditional levels. The tests showed
that a good choice is N ¼ 2 103 for collision probability
computation.
To stress the advantages of the SS method over standard
MC for low failure probability computation, two experi-
mental cumulative distribution functions (c.d.f.) obtained
with SS and MC for a close conjunction are compared in
Fig. 5. The solid black line is the distribution obtained with
SS using 14,000 samples (p0 ¼ 0:2; N ¼ 2000 samples and
7 conditional levels), the dashed line is the c.d.f. obtainedPlease cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20with MC using the same number of samples, and the solid
gray line is the c.d.f. for a MC with 106 samples.
The three curves seem to agree over the entire set of rel-
ative distances. However, the detail reported in Fig. 5(b)
shows the lack of accuracy of the MC simulation with
fewer samples in the proximity of the failure region. As
the maximum cumulative probability in Fig. 5(b) is about
0.001, only 14 samples out of 14,000 lie, on average, in
the associated range of relative distances in the MC
simulation. In particular, only two samples have a relative
distance below 10 m and no samples are located under 5 m.
In contrast, SS generates nearly 5000 samples in the same
region, which is ﬁve times more than the ones generated
by MC with 106 samples. The samples generated by SS pro-
vide enough information to describe the c.d.f. accurately
even at lower conditional probability level, i.e. closer to
the failure region.
3. DA-based methods for collision probability
The methods described in the previous section are here
modiﬁed to take advantage of the Taylor expansion of
the DCA. The computation of the polynomial approxima-
tion is achieved by means of the DA techniques imple-
mented in COSY INFINITY. Diﬀerential algebra
supplies the tools to compute the derivatives of functions
within a computer environment. More speciﬁcally, by
substituting the classical implementation of real algebra
with the implementation of a new algebra of Taylor
polynomials, any multivariate function is expanded into
its Taylor series up to an arbitrarily order with limited
computational eﬀort. As a main consequence, the Taylor
expansion of the solution of any ordinary diﬀerential equa-
tion can be obtained by carrying out all the operations of
any explicit integration scheme in the DA framework.
Thus, the dependence of the solution of the ordinary diﬀer-
ential equation on initial conditions and time is available in
terms of high order polynomial maps. For details on the
DA mathematical foundation and on its practical use the
reader can refer to Berz (1999) and Berz and Makino
(2011). In the following, the key points for the computation
of the high order Taylor series expansion of the DCA and
TCA are ﬁrst given. Then, Section 3.2 illustrates the DA
implementation of the methods for collision probability.
3.1. High order expansion of DCA and TCA
A DA algorithm has been developed by the authors to
compute the arbitrary order Taylor expansions of TCA
and DCA with respect to uncertain initial conditions in a
general dynamical model (Armellin et al., 2012). As
presented in detail in Morselli et al. (2014), the Taylor
expansions of the state vectors x1f and x
2
f of the two objects
at the nominal TCA are ﬁrst obtained by propagating their
initial conditions with a DA-based numerical integrator.
The resulting polynomials are functions of both the ﬁnal
time and the initial uncertain state vectors x10 and x
2
0. Thed for orbital conjunctions analysis: Monte Carlo collision probability
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Fig. 5. Cumulative probability comparison between SS and MC.
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objects is then computed through simple algebraic manip-
ulations. By using partial polynomial inversion techniques
and imposing the stationarity condition of the relative
distance with respect to time, the Taylor expansion of
TCA and DCA with respect to x10 and x
2
0,
½t ¼ t þMt ðdx10; dx20Þ ð27Þ
½d ¼ d þMd ðdx10; dx20Þ; ð28Þ
are computed. For any perturbed initial condition of the
two objects (i.e., for any pair of virtual debris), the evalua-
tion of the Taylor polynomials in (27) and (28) delivers the
associated values of TCA and DCA. Consequently, the
main idea is to reduce the computational cost of standard
methods for the computation of collision probability by
replacing multiple – computationally intensive – numerical
integrations with multiple – fast – evaluations of the
polynomial maps (27) and (28).
As a last remark note that two main factors aﬀect the
accuracy of the results: the dynamical model used for the
propagation of the states and the accuracy of the Taylor
expansion. For the ﬁrst issue the DA-based numerical
propagator AIDA developed in Morselli et al. (2014) is
used in this work. The implemented dynamical model
includes
 the gravitational model EGM2008 up to order 10,
 the atmosphere model NRLMSISE-00 to compute air
density,
 third body perturbations,
 and solar radiation pressure with a dual-cone model
for Earth shadow.
The accuracy of the polynomial maps (27) and (28)
depends on the expansion order, the initial uncertainties,
and the propagation window. In Morselli et al. (2014) the
accuracy of the maps was assessed by considering the 100
samples with the largest displacement from the nominalPlease cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20initial conditions among a larger set of 109 samples gener-
ated considering the full initial covariance matrix. It was
shown that, for typical values of initial uncertainties and
for a maximum propagation window of one week, the error
of the Taylor expansion of the DCA is less than 1 m for a
third order expansion for both LEO and GEO orbital
regimes.3.2. DA-based methods
Once the 12-variables kth order Taylor expansions of
the TCA and DCA are available, the methods for collision
probability computation can be easily modiﬁed to work on
the resulting polynomials. It is worth observing that the
presented methods are applicable only for cases with a
single DCA and TCA. Nonlinear relative motion with mul-
tiple DCAs are not analyzed in this paper and will be
addressed in future works. In the following, the main mod-
iﬁcations to the three proposed methods are summarized.3.2.1. DAMC
For what concerns the Monte Carlo method, its DA-
based counterpart is simply obtained by substituting each
pair of numerical or analytical propagations necessary to
compute the DCA with a single evaluation of the map in
Eq. (28). In the following, the acronym DAMC-k is used
to label the resulting DA-based Monte Carlo method,
where k is the order used for the Taylor expansion of the
TCA and DCA.3.2.2. DALS
The availability of the DCA expansion is exploited for
the computation of the important direction a in the LS
method. Once the polynomial map in Eq. (28) is available,
the Taylor expansion of ghðhÞ in Eq. (12) is obtained by
evaluating Eq. (5) together with Eq. (11) in the DA frame-
work. Then, the gradient of gh is readily obtained by
extracting the twelve ﬁrst order coeﬃcients of its Taylord for orbital conjunctions analysis: Monte Carlo collision probability
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tion, similarly to DAMC, each numerical propagation of
the standard algorithm is substituted by a polynomial eval-
uation of Eq. (28). Moreover, accurate methods for the
computation of the parameters ci1 and c
i
2 can be developed
since the evaluation of the polynomial approximation of gh
is fast. More in detail, to further speed up the execution of
a DA-based LS simulation, the algorithm described in Sec-
tion 2.2 is slightly modiﬁed. The step LS 2(c) is divided in
two parts. First, the maximum of the PF and the associated
value cimax for the ith sample are identiﬁed. The two values
ci1 and c
i
2 are then computed only if the maximum of the PF
is positive. This is done by applying a secant method using
two initial guesses that are close to cimax, one slightly larger
and the other slightly smaller. If the maximum of the PF is
negative there is no need to compute intersections and
P 1D;i ¼ 0. Although this approach increases the complexity
of the method, it avoids unnecessary polynomials
evaluations increasing the robustness and eﬃciency of the
DA-based LS. The acronym DALS-k is used in the
following to indicate the DA-based Line Sampling with
expansion order k.
3.2.3. DASS
Similarly to DAMC, in the DA-based Subset Simula-
tion, the numerical propagations at step SS 2 are replaced
by the fast evaluation of the polynomial map in Eq. (28).
All other steps involve sorting and generation of samples
through MCMC and do not require any modiﬁcation.
Hereafter this algorithm will be labeled as DASS-k, where
k is again the order of the expansion.
4. Numerical examples
In this section, the performances of the proposed
approaches are assessed on the computation of collision
probabilities for close encounters in LEO and GEO. All
computations are performed on a Intel Core i5 2500
@3.30 GHz, 8 Gb RAM processor running Sabayon Linux
10 (kernel version 3.5.0).
At ﬁrst, the DA algorithms are compared against ana-
lytical methods and standard Monte Carlo simulations,
using test cases in which the relative motion can be consid-
ered linear, non-linear and almost-linear, respectively. The
test cases are taken from Alfano (2009), where simple
Keplerian dynamics is used to compare a set of diﬀerent
methods for collision probability computation. The aim
of this analysis is to validate the proposed methods and
assess their performances in terms of accuracy and
eﬃciency.
Then, the methods are tested using the high ﬁdelity
numerical propagator AIDA. The covariance matrices for
each object are obtained after a pseudo orbit determination
process, where observed states are obtained with TLEs
propagation through SGP4/SDP4. The orbit determina-
tion is performed as a batch least-square optimization,
yielding a full 6  6 covariance matrix. The goal of thisPlease cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20analysis is to test the methods in real scenarios and assess
their reliability.
Since the considered methods employs diﬀerent number
of samples, two ﬁgures of merit are used for comparisons
(Zio and Pedroni, 2009). The ﬁrst ﬁgure of merit is the uni-
tary coeﬃcient of variation, D, and is deﬁned as
D ¼ r
P^ c
ﬃﬃﬃﬃﬃﬃ
NT
p
; ð29Þ
where r is the standard deviation of the collision probabil-
ity from its estimated value P^ c, and NT is the total number
of samples used. The unitary c.o.v. does not depend on the
number of samples, since for Monte Carlo methods
r / 1= ﬃﬃﬃﬃﬃﬃNTp . It is designed to enable the comparison of
the diﬀerent methods in terms of accuracy and number of
samples required to reach that accuracy level. The lower
is the value of D, the lower is the variability of the
corresponding failure probability and, as a consequence,
the higher is the eﬃciency of the method.
The second ﬁgure of merit, X, involves both variance
and computational time tc and does not depend on the
number of samples NT as well. It is deﬁned as
X ¼ 1
r2tc
: ð30Þ
It is a measure of the computational eﬃciency and fail-
ure probability variability. The higher the value the higher
is the eﬃciency of the method.
4.1. Validation of DA-based methods
In this section the methods for collision probability
computation DAMC, DALS, and DASS are validated
against an analytical method and standard Monte Carlo
simulation. Three test cases are considered, one with linear
relative motion between the two objects, one at the bound-
ary of linear relative motion, and one with nonlinear rela-
tive motion. These are respectively test case 5, 6, and 7 of
Alfano (2009). The same labeling is used in this paper to
ease comparison. The orbital state and covariance matrix
are propagated using Keplerian dynamics (Shepperd,
1985) for the standard Monte Carlo method and Alfano’s
method. In this example, the Taylor expansion of the
DCA given in Eq. (28) is then based on the propagation
of Kepler’s dynamics in DA environment.
The three conjunctions analyzed are detailed in Table 1,
where the time, distance, and relative velocity at the closest
approach, DvTCA, are listed. The reference value for colli-
sion probability, computed using a standard Monte Carlo
simulation is given. For each trial, two sets of initial condi-
tions are sampled from each initial covariance matrix and
the associated DCA is searched in the proximity of the
nominal TCA. The number of samples NT for the compu-
tation of the reference Pc is selected to achieve a conﬁdence
level of 95% and 1% relative error according to Eq. (10).
The collision probability obtained using Alfano’s formula
and its associated percentage relative error with respectd for orbital conjunctions analysis: Monte Carlo collision probability
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two columns.
The collision probability is then computed using the
three DA-based methods and a standard Monte Carlo
method. For DAMC and the standard Monte Carlo com-
putations the number of samples is now selected to guaran-
tee a relative error of 5% and a conﬁdence level of 95%.
The results are listed in Table 2, where for DAMC, DALS,
and DASS the expansion order was set to k ¼ 3. The rela-
tive error with respect to the reference Pc, number of sam-
ples used, computational time, coeﬃcient of variation d,
and ﬁgures of merit D and X are also given.
The collision probability values are always in good
accordance with the reference value. In particular, the rel-
ative error for test case 7 is lower than the one obtained
with Alfano’s method, since nonlinear eﬀects are captured
by using a third-order polynomial approximation. The
computational time of the DA-based methods is always
lower than standard Monte Carlo. Among all methods
DALS is the one that has the lowest D and the highest X,
thus resulting to be the most eﬃcient method. A compari-
son of the diﬀerent methods is given in Fig. 6. The collision
probabilities are plotted as bars together with their 1 r
error. The reference probability value is represented by a
solid black line and the 5% relative error lines are reported
as two solid grey lines. For cases 5 and 6, DALS and DASS
show the lowest and highest standard deviations of the col-
lision probability, respectively. Standard Monte Carlo andTable 1
Time, distance, and velocity of closest approach for the Keplerian test cases an
method using NT samples. The collision probability computed with Alfano’s ap
Pc.
Test case TCA [days] DCA [m] DvTCA [m/s] D [m]
5 2.0 2.449 0.520 10
6 2.0 2.449 0.173 10
7 2.0 3.183 0.196 10
Table 2
Computed collision probability for the Keplerian test cases. For each simulatio
used, the computational time tc, coeﬃcient of variation d, and ﬁgures of meri
Test case Method Pc [] % err [] NT
5 MC 4.452E  2 0.05% 1.0E
DAMC-3 4.459E  2 +0.11% 1.0E
DALS-3 4.451E  2 0.07% 5.0E
DASS-3 4.450E  2 0.09% 2.0E
6 MC 4.339E  3 0.01% 1.0E
DAMC-3 4.350E  3 +0.24% 1.0E
DALS-3 4.341E  3 +0.03% 5.0E
DASS-3 4.328E  3 0.27% 4.0E
7 MC 1.615E  4 +0.04% 2.7E
DAMC-3 1.612E  4 0.15% 2.7E
DALS-3 1.621E  4 +0.41% 5.0E
DASS-3 1.626E  4 +0.72% 6.0E
Please cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20DAMC provides similar results in terms of Pc and variance
for all three test cases. In Fig. 6(c) it can be observed that
Alfano’s method underestimates the collision probability
for test case 7, when nonlinearities are relevant. The other
methods instead are much more closer to the reference
probability.
The computational time for the three DA-based meth-
ods is plotted in Fig. 7, normalized by the tc obtained with
the standard Monte Carlo method to highlight the compu-
tational gain. For each of the three DA-based methods a
diﬀerent marker is used: squares for DAMC, circles for
DALS, and triangles for DASS. The computational time
is plotted for expansion orders ranging from k ¼ 1 to
k ¼ 4 and the markers are colored accordingly using a gray
scale, where black is used for k ¼ 1 and light gray for k ¼ 4.
The computational time is usually lower than the one of the
standard Monte Carlo method and increases with the
expansion order for all methods. Using DAMC, the com-
putational time can be reduced by a factor of 10 with an
expansion order up to k ¼ 3. Note that the computational
gain is limited in this case as a simple dynamical model is
used, thus there is only a little advantage when pointwise
propagations are substituted by polynomial evaluations
of Eq. (28).
For the higher probability value (test case 5) the compu-
tational time of the three DA-based methods are compara-
ble and the one of DALS is even a bit higher than the one
of DAMC and DASS, due to its higher complexity. Ind reference value for collision probability, computed with a standard MC
proach is given together with the relative error with respect to the reference
Pc (Monte Carlo) NT (Dagum) Pc (Alfano) % err []
4.454E  02 2.30E + 06 4.440E  02 0.32%
4.340E  03 2.50E + 07 4.324E  03 0.36%
1.614E  04 6.71E + 08 1.580E  04 2.13%
n the relative error with respect to the reference Pc, the number of samples
t D and X are listed.
tc [s] d [] D [] X []
+ 5 4.75 1.465E  2 4.63 4.949E + 05
+ 5 0.67 1.464E  2 4.63 3.503E + 06
+ 3 2.53 7.662E  4 0.05 3.399E + 08
+ 4 0.13 2.738E  2 3.87 5.183E + 06
+ 6 43.21 1.515E  2 15.14 5.357E + 06
+ 6 6.67 1.513E  2 15.13 3.462E + 07
+ 3 2.58 1.484E  3 0.11 9.340E + 09
+ 4 0.27 3.586E  2 7.17 1.539E + 08
+ 7 1155.36 1.514E  2 78.68 1.447E + 08
+ 7 179.34 1.516E  2 78.76 9.341E + 08
+ 3 1.43 1.936E  2 1.37 7.103E + 10
+ 4 0.43 4.580E  2 11.22 4.193E + 10
d for orbital conjunctions analysis: Monte Carlo collision probability
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Fig. 6. Comparison of the collision probability obtained with the tested methods for the Keplerian test cases. The DA expansion order is k ¼ 3 for
DAMC, DALS, and DASS. The solid black line is the reference value for collision probability and the gray lines are the 5% relative error bounds.
Fig. 7. Normalized computational time of DAMC, DALS, and DASS for
the Keplerian test cases vs. collision probability for diﬀerent expansion
orders. Markers are colored using a grayscale, where black is used for the
expansion order k ¼ 1 and lighter gray for k ¼ 4.
A. Morselli et al. / Advances in Space Research xxx (2014) xxx–xxx 11particular, it is worth noting that for order k ¼ 4 it also
exceeds the computational time of pointwise MC, that
for test case 5 requires a lower number of samples. Never-
theless, the computational eﬀort of DALS and DASSPlease cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20decreases for lower collision probability, becoming nearly
103 times lower than the one of a standard Monte Carlo
method for test case 7.
The ﬁgure of merit D, normalized for each test case with
the value of the standard Monte Carlo method, is plotted
against the collision probability Pc in Fig. 8(a). The same
criteria used in Fig. 7 for markers coloring and shape is
used, i.e. diﬀerent markers are used for each method and
they are colored according to the expansion order using a
gray scale. The normalized unitary c.o.v. is equal to 1 for
the DAMC since the same number of samples of the stan-
dard Monte Carlo method is used. The lower value is
achieved with DALS, which is two order of magnitude
lower than DAMC. The eﬃciency of DASS increases for
lower probabilities. The use of diﬀerent expansion orders
does not aﬀect the ﬁnal value of the normalized D, since
points are overlapping and indistinguishable. The only
exception is found for DALS in cases 5 and 6, where the
normalized D is slightly higher when k ¼ 1. This is proba-
bly due to a slightly lower accuracy of the ﬁrst-order
DCA expansion in those cases.
The ﬁgure of merit X is plotted versus the collision prob-
ability in Fig. 8(b), again normalized with respect to the
value obtained with the standard Monte Carlo method.
Since the computational time increases with the expansion
order as shown in Fig. 7, the value of X decreases ford for orbital conjunctions analysis: Monte Carlo collision probability
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Fig. 8. Normalized ﬁgures of merit D and X of DAMC, DALS, and DASS for the Keplerian test cases vs. collision probability for diﬀerent expansion
orders. Markers are colored using a gray scale, where black is used for the expansion order k ¼ 1 and lighter gray for k ¼ 4.
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methods for the considered test cases is DALS, since the
normalized ﬁgure of merit is at least 10 times larger than
the one of DASS and 102 times larger than DAMC. For
test case 7, where collision probability is lower, the eﬃ-
ciency of DASS in terms of X is higher than the other cases.
Note that the value of X for an expansion order k ¼ 1 is
lower than the one obtained with k ¼ 2 for DALS for test
case 5 and 6. As stated before, the reason is the slightly
lower accuracy of the map in this case, that is not mitigated
by the lower computational time.
To conclude this analysis, the collision probability com-
puted with Alfano’s formula and the DA-based methods
with an expansion order k ¼ 1 are compared in Table 3.
It can be observed that using a ﬁrst-order DA expansion
the percentage relative error is similar to that obtained
using Alfano’s method for test case 7, where the relative
motion is no more linear. The DA-methods at ﬁrst
order are therefore equivalent to Alfano’s analytical
approximation.
4.2. Comparison of the methods on real conjunctions
In this section four test cases are considered to test the
algorithms for collision probability computation. TheTable 3
Comparison of the collision probability computed with Alfano’s method and th
order k ¼ 1.
Test case Pc (Alfano) % err [] Pc (DAMC) % err [
5 4.440E  02 0.32% 4.444E  02 0.23%
6 4.324E  03 0.36% 4.337E  03 0.06%
7 1.580E  04 2.13% 1.580E  04 2.13%
Please cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20selected test cases include LEO and GEO close encounters
with diﬀerent relative velocity at TCA. The selected test
cases are listed in Table 4: the satellites involved in each
conjunction case and the associated orbital regimes are
listed in the second and third column; the other columns
report the TCA, DCA, the relative velocity at TCA, and
the collision threshold D used for the computation of Pc.
On the last column the collision probability computed
using Alfano’s formula is listed. The initial orbital states
used for orbit propagation with AIDA are listed in Appen-
dix A.
The collision probability is computed with DAMC,
DALS, and DASS for each test case, and the results are
listed in Table 5. Uncertainties on both position and veloc-
ity are considered in these simulations. The variance of the
initial positions and velocities are estimated from pseudo
observations generated using TLE and SGP4/SDP4 and
are given in Appendix A. In Morselli et al. (2014) it was
shown that, for similar range of uncertainties, the error
of a third order Taylor expansion of the DCA is lower than
the collision threshold for a maximum propagation time of
one week.
The number of samples of the DAMC are estimated
using Eq. (10) considering a relative error e ¼ 5%, whereas
the number of samples for DALS is ﬁxed to 5 103 and thee DA-based methods for the Keplerian test cases with a DCA expansion of
] Pc (DALS) % err [] Pc (DASS) % err []
4.448E  02 0.14% 4.432E  02 0.50%
4.332E  03 0.18% 4.361E  03 +0.49%
1.568E  04 2.87% 1.584E  04 1.88%
d for orbital conjunctions analysis: Monte Carlo collision probability
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Table 4
TCA and DCA computed for the real conjunctions used as test cases.
Test case Sat. no. Orbit TCA [days] TCA DCA [m] DvTCA [km/s] D [m] Pc (Alfano)
A 39152 LEO 2.831 2014 Feb 13 15:08:42 51.0 12.757 10 2.850E  3
27580 LEO 2.950
B 27453 LEO 1.820 2013 Nov 22 09:07:47 136.6 11.103 16 3.664E  5
33692 LEO 1.837
C 37838 LEO 2.707 2013 Nov 24 06:02:00 75.7 0.327 12 5.218E  3
37840 LEO 3.909
D 16199 GEO 1.535 2013 Nov 21 13:55:18 937.1 0.784 15 5.804E  4
29648 GEO 2.007
Table 5
Computed collision probability Pc, computational time tc, and ﬁgures of merit D and X. Percentage relative error is obtained taking DAMC-3 collision
probability as reference.
Test case Method Pc [] % err [] NT tc [s] d [] D [] X []
A DAMC-3 2.869E  3 0.0% 1.5E + 6 11.19 1.522E  2 18.64 4.686E + 07
DALS-3 2.891E  3 0.8% 5.0E + 3 0.71 2.260E  2 1.60 3.300E + 08
DASS-3 2.875E  3 0.1% 4.0E + 4 0.28 3.712E  2 7.42 3.141E + 08
B DAMC-3 3.597E  5 0.0% 1.2E + 8 875.88 1.548E  2 166.73 3.682E + 09
DALS-3 3.511E  5 2.3% 5.0E + 3 0.42 3.858E  1 27.28 1.298E + 10
DASS-3 3.674E  5 2.1% 7.0E + 4 0.54 4.975E  2 13.16 5.543E + 11
C DAMC-3 5.214E  3 0.0% 8.1E + 5 6.06 1.535E  2 13.81 2.577E + 07
DALS-3 5.205E  3 0.2% 5.0E + 3 1.06 1.499E  2 1.06 1.549E + 08
DASS-3 5.190E  3 0.5% 4.0E + 4 0.28 3.541E  2 7.08 1.057E + 08
D DAMC-3 5.751E  4 0.0% 7.3E + 6 55.16 1.543E  2 41.67 2.303E + 08
DALS-3 5.783E  4 0.6% 5.0E + 3 0.63 3.452E  2 2.44 3.982E + 09
DASS-3 5.799E  4 0.8% 5.0E + 4 0.36 4.215E  2 9.43 4.650E + 09
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Although the number of samples is much lower than in
DAMC, both DALS and DASS can provide good esti-
mates of the collision probability. Taking the value
obtained with DAMC as reference Pc, it is possible to com-
pare the three methods in terms of percentage relative dif-
ference. In all cases, the computed collision probabilities
diﬀer at most 3% from the DAMC value. The largest diﬀer-
ence is obtained for test case B, where the collision proba-
bility is lower.
The computational time tc required by DALS and
DASS is lower than the one of DAMC. The latter is in turn
signiﬁcantly lower than the one of a standard Monte Carlo
method, in which the trajectory of each virtual object is
numerically propagated up to the close encounter.
Let us consider the test case A for illustrative purposes.
With our implementation of the dynamics, a standard MC
simulation with 1:5 106 samples would require 1:05 108
seconds, as approximately 35 s are required to propagate
each of the two objects to the TCA. The computational
time of the DA methods is given by the time required to
(1) perform the DA integrations (2) compute map (28)
and (3) run the algorithms based on polynomial evalua-
tions (labeled as tc in Table 5). Each of the two third orderPlease cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20propagations requires approximately 10 times a pointwise
integration, and the DA manipulations to compute the
DCA expansion requires only fraction of second
(Morselli et al., 2014). Thus, the additional cost associated
to DA computations is equivalent to only 20 pointwise
numerical propagations and this is irrelevant with respect
to the gain obtained by substituting numerical integrations
with polynomial evaluations. For test case A, the total
computational cost (i.e. including DA orbit propagation,
map inversion, and probability computation) of a
DAMC-3 run is 492.38 s, which is 5 orders of magnitude
less than the time that would be required by a standard
MC (note that this value can be further reduced by a more
eﬃcient implementation of AIDA propagator). This gain
in computational time can be higher for cases with lower
computational probability (e.g., test case B) and when
DALS and DASS algorithms are used.
Fig. 9 summarizes the tc of the three DA methods. Keep-
ing in mind that the computational time of all the DA
methods is orders of magnitude lower than that of stan-
dard MC, it can be noted that the computational eﬀort
of DAMC increases exponentially for decreasing collision
probability, whereas the other two methods have drasti-
cally lower variations. The tc of DASS slightly decreasesd for orbital conjunctions analysis: Monte Carlo collision probability
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Fig. 9. Computational time of DAMC, DALS, and DASS vs. collision
probability.
14 A. Morselli et al. / Advances in Space Research xxx (2014) xxx–xxxfor increasing collision probability, due to the lower num-
ber of conditional levels required to converge. On the con-
trary, the computational time of DALS increases with
collision probability. This is a consequence of the control
on the maximum value of the PF on the important direc-
tion: for test case B, that has the lowest probability, the rel-
ative distance between the two objects is higher and the
intersection of the two ellipsoids is very small. As a result,
most samples produce a one-dimensional collision proba-
bility that is zero since the maximum of the PF is negative
and no computation of the intersections cij is required, with
a reduction of the computational time.
To conclude, it is worth observing that the computa-
tional time of the methods can be further reduced as all
methods can be classiﬁed as “embarrassingly parallel”.
The methods are compared in terms of accuracy and
eﬃciency in Fig. 10, where the ﬁgures of merit D and XFig. 10. Performance comparison w
Please cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20are plotted against collision probability. For each test case
the values of D and X listed in Table 5 are normalized with
respect to the value obtained for the DAMC simulation.
According to Fig. 10(a), both advanced methods lead to
signiﬁcant improvements in terms of unitary c.o.v. with
respect to DAMC. DALS outperforms DASS for higher
probability and its D is one order of magnitude lower than
DAMC. The performance of DASS increases for lower
probability, where it performs better than DALS. The
variance of DASS is indeed lower than that of DALS. Nev-
ertheless, DALS shows the lowest computational time.
The ﬁgure of merit X is plotted against the collision
probability in Fig. 10(b). For probability higher than
103, DALS performs better than DASS and DAMC.
The value of X exponentially increases for decreasing prob-
ability and DASS reaches the same performances of DALS
for test case D and outperforms DALS for test case B. The
reason is mainly related to the lack of accuracy of DALS
for case B, due to the low number of samples for which
the one-dimensional probability is non-zero. An higher
number of samples should be used with DALS to achieve
a more reliable estimate of the collision probability in this
case.4.3. Covariance scaling analysis
The collision probability depends on the shape, size, and
orientation of the covariance matrix of the position and
velocity at TCA. In this subsection a validation of DALS
and DASS for varying initial covariance size is performed,
using as a reference the values obtained with DAMC. This
approach requires that the accuracy of the Taylor
expansion of the DCA and TCA is high, with error below
1 meter for all initial covariance sizes. For each test case
and covariance size, the accuracy of the Taylor expansion
was veriﬁed by selecting, from 109 samples generated fromith normalized ﬁgures of merit.
d for orbital conjunctions analysis: Monte Carlo collision probability
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A. Morselli et al. / Advances in Space Research xxx (2014) xxx–xxx 15the full covariance matrix, the 100 with largest displace-
ment from the reference initial state. As the error on the
DCA was below the selected threshold in all cases, the
value obtained from the DAMC computation corresponds
to the one of a pointwise Monte Carlo (for single DCA and
TCA conjunctions). Thus, DAMC can be used to validate
DASS and DALS.
The principal components of the initial covariance
matrices of the two objects, accounting for both position
and velocity, are scaled by a factor l and the collision prob-
ability is computed. Note that by using principal compo-
nents it is guaranteed that all components are scaled by
the same factor and the correlations coming from the orbit
determination process are not altered. The collision proba-
bility computation is repeated for diﬀerent values of the
scaling factor l and the results are plotted in Fig. 11. A
good accordance between the values obtained with DALSFig. 11. Covariance scaling analysis: collision probability versus scaling factor
the reference values computed with DAMC-3.
Please cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20and DASS (overlapping solid lines) and the reference
DAMC (indicated with squares) is found for all test cases
and scale factor l.
Note that all curves show the same behavior: for smaller
initial uncertainties the collision probability is zero or very
small, then it increases when the p.d.f. of the two objects at
TCA start to overlap. After reaching its maximum value
the collision probability decreases because the volume cov-
ered by the p.d.f. continues to grow while the hard-body
region (over which the DALS and DASS ideally integrate
the combined p.d.f.) remains constant.
4.4. Non-Gaussian distribution
Besides reducing computational time and managing
nonlinearities by setting the expansion order k > 1, the
DA-based methods can be modiﬁed to deal withl. Solid curves are obtained with DALS-3 and DASS-3, squares represent
d for orbital conjunctions analysis: Monte Carlo collision probability
14.09.003
Fig. 12. Probability distribution function for non-Gaussian initial state uncertainties. The p.d.f. are normalized by the current value of r and a Gaussian
distribution with the same standard deviation is plotted for comparison.
Table 6
Collision probability using DAMC-3 and uniform distribution for initial orbital states.
Test case DCA [m] D [m] Pc (Gaussian) Pc (Uniform) NT tc [s]
A 51.0 10 2.869E  3 2.591E  3 1.7E + 6 12.86
B 136.6 16 3.597E  5 4.375E  6 1.2E + 8 877.96
C 75.7 12 5.214E  4 4.783E  3 8.9E + 5 6.74
D 937.1 15 5.751E  4 7.484E  4 7.5E + 6 56.87
16 A. Morselli et al. / Advances in Space Research xxx (2014) xxx–xxxnon-Gaussian distributions. The DA-based propagation
with AIDA does not depend on the initial distribution
and so are the Taylor expansions of the DCA and TCA.
Thus, the only requirement for DA-based methods to work
with arbitrary initial distributions is to suitably change the
sampling procedure.
The case of a uniform distribution for the initial states is
here analyzed and DAMC is used to compute the collision
probability. Sampling is performed in principal compo-Please cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20nents, since they are independent. After assembling the
12  12 global covariance matrix, where no correlations
between the two colliding objects are considered, the eigen-
values and eigenvectors are computed. The range of each
uniformdistribution is selected so that its standard deviation
ri equals the one of the original Gaussian distribution, i.e.ﬃﬃ
3
p
6 ri
for x 2 ri
ﬃﬃﬃ
3
p
;þri
ﬃﬃﬃ
3
p 
0 elsewhere:
(
ð31Þd for orbital conjunctions analysis: Monte Carlo collision probability
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formed from principal components to J2000 reference
frame by
z ¼ Vu ð32Þ
where z ¼ fx10; x20g and V is a 12  12 matrix, whose col-
umns are the eigenvectors of the two covariance matrices.
The obtained vector z is then used in DAMC algorithm
to evaluate the Taylor expansion of the DCA, whose value
is then compared with the collision threshold D.
A detail of the resulting p.d.f. throughout the above pro-
cess is portrayed in Fig. 12. It can be observed how the
principal component is uniformly distributed and the
p.d.f. of the ﬁrst component of r10 in J2000 has a trapezoidal
shape. After the propagation, the p.d.f. resembles a trian-
gular distribution.
The computed collision probabilities are listed in
Table 6, where the order k ¼ 3 is used for the DCA expan-
sion. The collision probability decreases signiﬁcantly for
test case B, whereas it increases by a factor of about 10
for test case C. Smaller variations can be observed for
the remaining test cases.
This example shows the importance of considering the
proper uncertainty distribution for the initial positions
and velocity of the two objects. DAMC, DALS, and
DASS have the maximum ﬂexibility in these terms, as
they can manage any combination of initial distributions,
which can also diﬀer between target and chaser. In addi-
tion, the high-order polynomial approximation accounts
for nonlinear eﬀects on the p.d.f. resulting from orbital
propagation.
5. Conclusion
Three algorithms, based on the high order Taylor
expansion of the DCA with respect to initial uncertainties,
have been proposed for the computation of collision
probability. This approach enables signiﬁcant savings in
terms of computational eﬀort, since the numerical propa-
gation of the orbital dynamics is replaced by polynomial
evaluations. The propagations account for the main
sources of perturbation, using up-to-date models for
spherical harmonics and air density. The procedure
described for the expansion of the TCA and DCA, appli-
cable to cases with a single TCA/DCA, can be adapted to
any set of initial states and using any arbitrary reference
frame, which widens the applicability of the method to
data coming from any special perturbation catalog. In
addition, the probability distribution of the uncertain ini-
tial position and velocity is not required to be Gaussian.
The algorithm for the identiﬁcation of the TCA and
DCA is insensitive to the initial conditions probability
density function. Thus, the only modiﬁcation to the
method described here to work with non-Gaussian distri-
butions is the sampling procedure (as shown by the uni-
form distribution example).Please cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20Besides a DA version of a standard Monte Carlo algo-
rithm, here labeled DAMC, two advanced Monte Carlo
methods for the computation of collision probability have
been presented and adapted to DA techniques: Line Sam-
pling and Subset Simulation. The resulting methods are
named DALS and DASS respectively and both have better
performances in terms of computational time and accuracy
with respect to DAMC. For collision probability down to
104, the DALS outperforms the other two methods,
whereas for lower probabilities DASS turns out to be more
accurate than the other methods. According to these results
DASS is preferable when collision probability is below
104, whereas DALS should be used for higher probabili-
ties. The selection of the method to use could be translated
in terms of DCA, selecting DALS when the relative dis-
tance is below a few hundreds meters and DASS on the
other case.
Tests performed on both long-term and short-term
encounters have shown that the collision probabilities
computed with the three methods are in good accor-
dance. Being based on the Taylor expansion of the
TCA and DCA, and since no assumptions are made
on the dynamics of the encounter, the presented methods
are also suitable for close encounters with low relative
velocity, provided that a single TCA/DCA occurs in
the considered time window. It has been shown that,
using an expansion order k > 1, the methods can capture
the eﬀects of nonlinear relative motion on collision
probability.
Future studies will focus on further improving the com-
putational performances of the methods. In particular, all
three methods can be parallelized with small eﬀort. The
codes can be classiﬁed as embarrassingly parallel, since
the evaluation performed for each sample are independent
one from the other. The cases of multiple TCAs and DCAs
in long-term encounters will be investigated in future works
to allow for the computation of the accumulated nonlinear
collision probability. In addition, the applicability of the
DA-based methods to the case of non-spherical objects will
be studied.
The applicability of the proposed method to the compu-
tation of conﬂict probability will be also investigated. The
method could be directly applied to the case of spherical
conﬂict volumes, whereas the performance function should
be properly designed to manage elliptical conﬂict volumes.Acknowledgments
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Appendix A. Initial states
Test case A
# Satellite ID
39152
# Reference UT
10/02/2014 19 : 12 : 35:0844445825
# ECI J2000 Position (km) ECI J2000 Velocity (km/s)
3:6439539563E þ 03 þ9:1878920823E  01
þ5:9878758060E þ 03 þ5:3316032714E  01
þ4:9808066441E þ 00 þ7:4730343033E þ 00
# Covariance matrix (km2, km2/s, km2/s2)
þ9:8237058494E  04 þ3:8915942674E  04 þ1:9571722596E  04 þ1:6609615808E  07 2:2559491098E  07 þ1:9015667113E  07
þ3:8915942674E  04 þ5:7555444198E  04 þ1:0303424759E  04 þ4:0954623941E  08 1:5338795992E  07 3:0843253026E  07
þ1:9571722596E  04 þ1:0303424759E  04 þ2:7558675605E  03 þ1:1746412424E  06 1:9215069558E  06 þ1:1861317840E  08
þ1:6609615808E  07 þ4:0954623941E  08 þ1:1746412424E  06 þ1:5490440293E  09 3:1617343607E  10 1:0891636943E  10
2:2559491098E  07 1:5338795992E  07 1:9215069558E  06 3:1617343607E  10 þ1:8659786917E  09 8:3430324021E  11
þ1:9015667113E  07 3:0843253026E  07 þ1:1861317840E  08 1:0891636943E  10 8:3430324021E  11 þ4:1396922057E  10
# Drag Area to mass ratio (m2/kg), Cd = 2.2
þ1:2218479923E  02
# SRP Area to mass ratio (m2/kg), eps = 0.31
þ2:0694123476E  02
# TLE used for nonlinear least square ﬁt
1 39152U 13018C 14041.80040607 .00002412 00000-0 34810-3 0 8423
2 39152 98.0284 121.5048 0018766 38.9612 321.2977 14.77065112 42877
# Satellite ID
27580
# Reference UT
10/02/2014 16 : 21 : 14:1030737758
# ECI J2000 Position (km) ECI J2000 Velocity (km/s)
3:8922004631E þ 03 6:2512439849E þ 00
1:0438435353E þ 03 þ1:8465268478E  01
þ5:7962513479E þ 03 4:1358463997E þ 00
# Covariance matrix (km2, km2/s, km2/s2)
þ1:9547374453E  03 9:8049890402E  05 þ1:0580067225E  03 1:1794923458E  06 2:6119495220E  07 þ1:3789927232E  06
9:8049890402E  05 þ1:1188760540E  03 þ7:8137564847E  05 1:1565590860E  08 þ1:3391748522E  08 7:1596458005E  08
þ1:0580067225E  03 þ7:8137564847E  05 þ1:0336519655E  03 4:2647489665E  07 1:7889070361E  07 þ1:1193578612E  06
1:1794923458E  06 1:1565590860E  08 4:2647489665E  07 þ9:1252134319E  10 þ8:0369513444E  11 7:6890339138E  10
2:6119495220E  07 þ1:3391748522E  08 1:7889070361E  07 þ8:0369513444E  11 þ1:2941888854E  09 6:9242035260E  11
þ1:3789927232E  06 7:1596458005E  08 þ1:1193578612E  06 7:6890339138E  10 6:9242035260E  11 þ1:4620365188E  09
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# Drag Area to mass ratio (m2/kg), Cd = 2.2
þ1:7201681066E  05
# SRP Area to mass ratio (m2/kg), eps = 0.31
þ9:8460198665E  02
# TLE used for nonlinear least square ﬁt
1 27580U 01049MY 14041.68141323 .00001359 00000-0 22429-3 0 5945
2 27580 97.8555 3.7377 0047446 330.9850 152.8019 14.71277121622316
Test case B
# Satellite ID
27453
# Reference UT
20/11/2013 13 : 26 : 25:8947440982
# ECI J2000 Position (km) ECI J2000 Velocity (km/s)
2:4979059959E þ 03 5:9504749387E þ 00
þ3:0653803366E þ 02 þ3:8129647668E þ 00
þ6:7181721934E þ 03 2:3755680897E þ 00
# Covariance matrix (km2, km2/s, km2/s2)
þ1:8615176132E  03 5:9371488217E  04 þ5:7527411082E  04 6:4855641668E  07 þ1:4422052340E  07 þ1:4063005261E  06
5:9371488217E  04 þ1:3880156120E  03 2:8152360401E  04 þ3:4638522095E  07 3:9996702959E  08 9:2455468978E  07
þ5:7527411082E  04 2:8152360401E  04 þ5:8855927117E  04 þ7:6250286311E  08 1:6871676008E  07 þ6:6170167678E  07
6:4855641668E  07 þ3:4638522095E  07 þ7:6250286311E  08 þ7:2731034077E  10 þ2:4744622174E  10 3:8539559873E  10
þ1:4422052340E  07 3:9996702959E  08 1:6871676008E  07 þ2:4744622174E  10 þ9:1680701357E  10 þ1:5038111950E  10
þ1:4063005261E  06 9:2455468978E  07 þ6:6170167678E  07 3:8539559873E  10 þ1:5038111950E  10 þ1:4968859391E  09
# Drag Area to mass ratio (m2/kg), Cd = 2.2
þ1:0075588399E  03
# SRP Area to mass ratio (m2/kg), eps = 0.31
þ2:7067261334E  02
# TLE used for nonlinear least square ﬁt
1 27453U 02032A 13324.56002193 .00000354 00000-0 16975-3 0 3501
2 27453 98.3115 330.3370 0012692 70.4075 38.4024 14.24645909592980
# Satellite ID
33692
# Reference UT
20/11/2013 13 : 02 : 7:8791964054
# ECI J2000 Position (km) ECI J2000 Velocity (km/s)
þ2:7072504230E þ 03 þ1:1053867194E þ 00
þ6:6185027866E þ 03 4:5872732420E  01
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Appendix A. (continued)
þ6:5408784620E þ 00 þ7:3812411350E þ 00
# Covariance matrix (km2, km2/s, km2/s2)
þ7:4456143946E  04 2:1033418661E  04 þ1:5630845774E  04 9:5245718864E  08 1:9436808166E  07 9:0622152364E  08
2:1033418661E  04 þ3:1772267900E  04 6:7843369616E  05 þ1:9817261436E  09 þ9:8865423604E  08 2:2049290292E  07
þ1:5630845774E  04 6:7843369616E  05 þ1:8524950529E  03 5:4832073914E  07 1:3392393107E  06 2:2891164616E  09
9:5245718864E  08 þ1:9817261436E  09 5:4832073914E  07 þ9:1837031296E  10 þ1:4156627714E  10 9:0630235032E  11
1:9436808166E  07 þ9:8865423604E  08 1:3392393107E  06 þ1:4156627714E  10 þ1:2051410084E  09 þ3:8737522574E  11
9:0622152364E  08 2:2049290292E  07 2:2891164616E  09 9:0630235032E  11 þ3:8737522574E  11 þ2:6817511423E  10
# Drag Area to mass ratio (m2/kg), Cd = 2.2
þ6:1554384920E  01
# SRP Area to mass ratio (m2/kg), eps = 0.31
þ2:8921957815E  05
# TLE used for nonlinear least square ﬁt
1 33692U 99025DGD 13324.54314675 .00015012 00000-0 56966-2 0 3993
2 33692 99.1407 67.9439 0028402 336.9020 23.1694 14.30917181292566
Test case C
# Satellite ID
37838
# Reference UT
21/11/2013 13 : 04 : 12:9898434877
# ECI J2000 Position (km) ECI J2000 Velocity (km/s)
2:7064133232E þ 02 6:9641618091E þ 00
þ7:2375327257E þ 03 2:6533008678E  01
þ8:8144484510E  01 þ2:5459684582E þ 00
# Covariance matrix (km2, km2/s, km2/s2)
þ1:4620065692E  03 þ1:5096126850E  04 3:4342152452E  04 þ3:2500902338E  08 þ1:1756166169E  06 1:8919723104E  08
þ1:5096126850E  04 þ2:1171590357E  04 5:6611199550E  05 þ1:8808430093E  07 þ1:5635248049E  07 6:8748866154E  08
3:4342152452E  04 5:6611199550E  05 þ7:3178022570E  04 1:8310062662E  08 4:5741482493E  07 þ8:8305361044E  09
þ3:2500902338E  08 þ1:8808430093E  07 1:8310062662E  08 þ2:4930955928E  10 þ5:3419271859E  11 þ1:3816886668E  10
þ1:1756166169E  06 þ1:5635248049E  07 4:5741482493E  07 þ5:3419271859E  11 þ1:0872884658E  09 1:6378238816E  11
1:8919723104E  08 6:8748866154E  08 þ8:8305361044E  09 þ1:3816886668E  10 1:6378238816E  11 þ5:7539188515E  10
# Drag Area to mass ratio (m2/kg), Cd = 2.2
þ1:3696048019E  03
# SRP Area to mass ratio (m2/kg), eps = 0.31
þ1:1868850460E  03
# TLE used for nonlinear least square ﬁt
1 37838U 11058A 13325.54459479 .00000586 00000-0 18131-3 0 5302
2 37838 19.9787 92.3179 0009179 164.4307 195.6381 14.09686725108936
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# Satellite ID
37840
# Reference UT
20/11/2013 08 : 13 : 18:4635964036
# ECI J2000 Position (km) ECI J2000 Velocity (km/s)
2:5924255453E þ 02 6:9640911370E þ 00
þ7:2375143678E þ 03 2:5310140058E  01
þ8:2501627159E  01 þ2:5436846038E þ 00
# Covariance matrix (km2, km2/s, km2/s2)
þ8:9908619704E  04 þ3:5482498530E  05 1:5690448148E  04 2:2950305574E  08 þ6:7406759066E  07 2:1839226852E  09
þ3:5482498530E  05 þ1:3622581555E  04 8:5489681255E  06 þ1:2828235413E  07 þ3:7833918148E  08 4:7743784534E  08
1:5690448148E  04 8:5489681255E  06 þ5:2397255801E  04 þ6:6104495832E  09 2:4509570267E  07 þ1:1577334597E  09
2:2950305574E  08 þ1:2828235413E  07 þ6:6104495832E  09 þ1:8248705329E  10 8:7155540637E  12 þ1:1263652901E  10
þ6:7406759066E  07 þ3:7833918148E  08 2:4509570267E  07 8:7155540637E  12 þ6:0575620993E  10 3:1320777230E  13
2:1839226852E  09 4:7743784534E  08 þ1:1577334597E  09 þ1:1263652901E  10 3:1320777230E  13 þ4:4991999269E  10
# Drag Area to mass ratio (m2/kg), Cd = 2.2
þ1:6733308516E  02
# SRP Area to mass ratio (m2/kg), eps = 0.31
þ2:6790857074E  02
# TLE used for nonlinear least square ﬁt
1 37840U 11058C 13324.34257481 .00000265 00000-0 00000+0 0 5857
2 37840 19.9633 92.2212 0012886 173.2946 186.7632 14.10655180108878
Test case D
# Satellite ID
16199
# Reference UT
20/11/2013 01 : 04 : 17:9371109605
# ECI J2000 Position (km) ECI J2000 Velocity (km/s)
4:0984596292E þ 04 7:1565317033E  01
þ9:3894851315E þ 03 2:8957835671E þ 00
þ2:7224571229E þ 03 7:5321799039E  01
# Covariance matrix (km2, km2/s, km2/s2)
þ2:0594892337E  03 þ1:8379005001E  03 þ4:7338792975E  04 1:1332545815E  07 9:2599726031E  08 2:3507445814E  08
þ1:8379005001E  03 þ8:7961151778E  03 þ8:4366722845E  04 3:5906104057E  07 þ9:8838124092E  08 þ2:8114925162E  08
þ4:7338792975E  04 þ8:4366722845E  04 þ5:4860265792E  03 9:5190527137E  08 þ2:7889672850E  08 þ8:1851469305E  09
1:1332545815E  07 3:5906104057E  07 9:5190527137E  08 þ2:2266514440E  11 3:2210326166E  12 8:0528400269E  13
9:2599726031E  08 þ9:8838124092E  08 þ2:7889672850E  08 3:2210326166E  12 þ1:1764972771E  11 4:2665830474E  12
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Appendix A. (continued)
2:3507445814E  08 þ2:8114925162E  08 þ8:1851469305E  09 8:0528400269E  13 4:2665830474E  12 þ2:7035786499E  11
# SRP Area to mass ratio (m2/kg), eps = 0.31
þ1:1223807797E  06
# TLE used for nonlinear least square ﬁt
1 16199U 85102A 13324.04465205 -.00000265 00000-0 10000-3 0 2554
2 16199 14.6620 1.3261 0008520 116.5622 48.8663 1.00297344105627
# Satellite ID
29648
# Reference UT
19/11/2013 13 : 45 : 33:4224164486
# ECI J2000 Position (km) ECI J2000 Velocity (km/s)
þ4:2091373228E þ 04 þ1:8931804031E  01
2:5929194691E þ 03 þ3:0683059623E þ 00
9:2251747965E þ 01 þ6:6909152476E  04
# Covariance matrix (km2, km2/s, km2/s2)
þ1:4139689390E  03 þ5:7834535594E  04 5:2183084638E  05 2:1498800482E  08 1:0394009353E  07 þ1:3075451281E  11
þ5:7834535594E  04 þ7:9198371095E  03 1:5459818308E  04 3:3496996136E  07 þ1:2443268919E  08 þ7:3094127670E  10
5:2183084638E  05 1:5459818308E  04 þ4:5115226302E  03 4:8657365415E  09 þ4:6785900696E  09 þ4:9130205025E  11
2:1498800482E  08 3:3496996136E  07 4:8657365415E  09 þ1:9350129603E  11 1:1375786363E  12 þ9:1002280124E  15
1:0394009353E  07 þ1:2443268919E  08 þ4:6785900696E  09 1:1375786363E  12 þ8:6020208781E  12 3:4871343335E  15
þ1:3075451281E  11 þ7:3094127670E  10 þ4:9130205025E  11 þ9:1002280124E  15 3:4871343335E  15 þ2:3739652425E  11
# SRP Area to mass ratio (m2/kg), eps = 0.31
þ4:0010579635E  06
# TLE used for nonlinear least square ﬁt
1 29648U 06056A 13323.57330350 -.00000244 00000-0 10000-3 0 1373
2 29648 0.0702 90.3404 0001774 125.3902 140.9346 1.00270688 25513
22
A
.
M
o
rselli
et
a
l./A
d
va
n
ces
in
S
p
a
ce
R
esea
rch
x
x
x
(
2
0
1
4
)
x
x
x
–
x
x
x
P
lea
se
cite
th
is
a
rticle
in
p
ress
a
s:
M
o
rselli,
A
.,
et
a
l.
A
h
ig
h
o
rd
er
m
eth
o
d
fo
r
o
rb
ita
l
co
n
ju
n
ctio
n
s
a
n
a
ly
sis:
M
o
n
te
C
a
rlo
co
llisio
n
p
ro
b
a
b
ility
co
m
p
u
ta
tio
n
.
J.
A
d
v
.
S
p
a
ce
R
es.
(2
0
1
4
),
h
ttp
://d
x
.d
o
i.o
rg
/1
0
.1
0
1
6
/j.a
sr.2
0
1
4
.0
9
.0
0
3
A. Morselli et al. / Advances in Space Research xxx (2014) xxx–xxx 23References
Akella, M.R., Alfriend, K.T., 2000. Probability of collision between space
objects. J. Guidance Control Dyn. 23 (5), 769–772.
Alfano, S., 2006a. Satellite collision probability enhancements. J. Guid-
ance Control Dyn. 29 (3), 588–592.
Alfano, S. 2006a. Addressing nonlinear relative motion for spacecraft
collision probability. In: AAS/AIAA Astrodynamics Specialist Con-
ference, Keystone, CO.
Alfano, S., 2009. Satellite conjunction Monte Carlo analysis. Adv.
Astronaut. Sci. 134, 2007–2024.
Armellin, R., Morselli, A., Di Lizia, P., Lavagna, M., 2012. Rigorous
computation of orbital conjunctions. Adv. Space Res. 50 (5), 527–538.
Au, S.-K., Beck, J.L., 2001. Estimation of small failure probabilities in
high dimensions by subset simulation. Probab. Eng. Mech. 16 (4), 263–
277.
Be`rend, N., 1999. Estimation of the probability of collision between two
catalogued orbiting objects. Adv. Space Res. 23 (1), 243–247.
Berz, M., 1999. Modern Map Methods in Particle Beam Physics.
Academic Press, New York.
Berz, M., Makino, K. 2011. COSY INFINITY Version 9.1 Programmer’s
Manual. Michigan State University, East Lansing, MI 48824, MSU
Report MSUHEP-101214. <http://www.bt.pa.msu.edu/pub/>.
Chan, K., 1997. Collision probability analyses for earth orbiting satellites.
Adv. Astronaut. Sci. 96, 1033–1048.
Chan, K. 2004. Short-term vs. long-term spacecraft encounters. In: AIAA/
AAS Astrodynamics Specialist Conference and Exhibit, Providence,
RI, Paper AIAA-2004-5460.
Chan, F.K., 2008. Spacecraft Collision Probability. Aerospace Press.
Dagum, P., Karp, R., Luby, M., Ross, S., 2000. An optimal algorithm for
Monte Carlo estimation. SIAM J. Comput. 29 (5), 1484–1496.
de Vries, W.H., Phillion, D.W., 2010. Monte Carlo method for collision
probability using 3D satellite models. Adv. Maui Opt. Space Surv.
Tech. Conf. 1, 1–11.
Dolado, J.C., Legendre, P., Garmier, R., Reveling, B., Pena, X., 2011.
Satellite collision probability computation for long term encounters.
Adv. Astronaut. Sci., 142.
Ghrist, R.W., Plakalovic, D. 2012. Impact of non-Gaussian error volumes
on conjunction assessment risk analysis. In: Proceedings of AIAA/
AAS Astrodynamics Specialist Conference, Paper AIAA 2012-4965.
Jones, B.A., Doostan, A., 2013. Satellite collision probability estimation
using polynomial chaos expansions. Adv. Space Res. 52 (11), 1860–
1875.
Klinkrad, H., 2006. Space Debris – Models and Risk Analysis. Springer,
Berlin Heidelberg.
Klinkrad, H., Alarcon, J.R., Sanchez, N., 2005. Collision avoidance for
operational ESA satellites. ESA SP 587, 509–514.
Koutsourelakis, P.S., Pradlwarter, H.J., Schue¨ller, G.I., 2004. Reliability
of structures in high dimensions, part I: algorithms and applications.
Probab. Eng. Mech. 19 (4), 409–417.
McKinley, D. 2006. Development of a nonlinear probability of collision
tool for the earth observing system. AIAA Journal, Paper AIAA-2006-
6295.Please cite this article in press as: Morselli, A., et al. A high order metho
computation. J. Adv. Space Res. (2014), http://dx.doi.org/10.1016/j.asr.20Metropolis, N., Rosenbluth, A.W., Rosenbluth, M.N., Teller, A.H.,
Teller, E., 1953. Equation state calculation by fast computing
machines. J. Chem. Phys. 21 (6), 1087–1093.
Morselli, A., Armellin, R., Di Lizia, P., Bernelli Zazzera, F., 2014. A high
order method for orbital conjunctions analysis: sensitivity to initial
uncertainties. Adv. Space Res. 53 (3), 490–508.
Paielli, R.A., Erzberger, H., 1997. Conﬂict probability estimation for free
ﬂight. J. Guidance Control Dyn. 20 (3), 588–596.
Pastel, R. 2011. Estimating satellite versus debris collision probability via
the adaptive splitting technique. In: Proceedings of the 3rd Interna-
tional Conference on Computer Modeling and Simulation, Mumbai,
India.
Patera, R.P., 2001. General method for calculating satellite collision
probability. J. Guidance Control Dyn. 24 (4), 716–722.
Patera, R.P., 2003. Satellite collision probability for nonlinear relative
motion. J. Guidance Control Dyn. 26 (5), 728–733.
Patera, R.P., 2005. Calculating collision probability for arbitrary space-
vehicle shapes via numerical quadrature. J. Guidance Control Dyn. 28
(6), 1326–1328.
Patera, R.P., 2006. Collision probability for larger bodies having
nonlinear relative motion. J. Guidance Control Dyn. 26 (6), 1468–
1471.
Patera, R.P., 2007. Space vehicle conﬂict-avoidance analysis. J. Guidance
Control Dyn. 30 (2), 492–498.
Patera, R.P., 2007. Space vehicle conﬂict probability for ellipsoidal
conﬂict volumes. J. Guidance Control Dyn. 30 (6), 1818–1821.
Pradlwarter, H.J., Pellissetti, M.F., Schenk, C.A., Schue¨ller, G.I., Kreis,
A., Fransen, S., Calvi, A., 2005. Realistic and eﬃcient reliability
estimation for aerospace structures. Comput. Method Appl. M. 194
(12–16), 1597–1617.
Righetti, P., Sancho, F., Lazaro, D., Damiano, A., 2011. Handling of
conjunction warnings in EUMETSAT ﬂight dynamics. J. Aerosp. Eng.
Sci. Appl. 3 (2), 39–53.
Rosenblatt, M., 1952. Remarks on a multivariate transformation. Ann.
Math. Stat. 23 (3), 470–472.
Sabol, C., Binz, C., Segerman, A., Roe, K., Schumacher Jr, P.W., 2011.
Probability of collision with special perturbation dynamics using the
Monte Carlo method. Adv. Astronaut. Sci. 142, 1081–1094.
Shepperd, S., 1985. Universal Keplerian state transition matrix. Celestial
Mech. 35 (2), 129–144.
Zio, E., Pedroni, N., 2009. Estimation of the functional failure probability
of a thermal-hydraulic passive system by subset simulation. Nucl. Eng.
Des. 229 (3), 580–599.
Zio, E., Pedroni, N., 2009. Functional failure analysis of a thermal-
hydraulic passive system by means of line sampling. Reliab. Eng. Syst.
Saf. 94 (11), 1764–1781.
Zuev, K.M., Beck, J.L., Au, S.-K., Katafygiotis, L.S., 2012. Bayesian
post-processor and other enhancements of subset simulation for
estimating failure probabilities in high dimensions. Comput. Struct.
92, 283–296.d for orbital conjunctions analysis: Monte Carlo collision probability
14.09.003
