Breast masses due to benign disease and malignant tumors related to breast cancer differ in terms of shape, edge-sharpness, and texture characteristics. In this study, we evaluate a set of 22 features including 5 shape factors, 3 edge-sharpness measures, and 14 texture features computed from 111 regions in mammograms, with 46 regions related to malignant tumors and 65 to benign masses. Feature selection is performed by a genetic algorithm based on several criteria, such as alignment of the kernel with the target function, class separability, and normalized distance. Fisher's linear discriminant analysis, the support vector machine (SVM), and our strict two-surface proximal (S2SP) classifier, as well as their corresponding kernel-based nonlinear versions, are used in the classification task with the selected features. The nonlinear classification performance of kernel Fisher's discriminant analysis, SVM, and S2SP, with the Gaussian kernel, reached 0.95 in terms of the area under the receiver operating characteristics curve. The results indicate that improvement in classification accuracy may be gained by using selected combinations of shape, edge-sharpness, and texture features.
INTRODUCTION
W orldwide, breast cancer is the most common form of cancer and the second most common cause of cancer deaths in females; the disease affects approximately 10% of all women at some stage of their life in the Western world. 1 Breast cancer may be detected via a careful study of clinical history, physical examination, and imaging with either mammography or ultrasound. However, definitive diagnosis of a breast mass may require, in some cases, fine-needle aspiration biopsy, core needle biopsy, or excisional biopsy.
2 Mammography has been shown to be effective in screening asymptomatic women by detecting occult breast cancers and by reducing mortality by as much as 35% in women aged between 50 and 69 years. 3, 4 To improve the accuracy and efficiency of mammographic screening programs for the detection of early signs of breast cancer, a number of research projects are focusing on developing methods for computer-aided diagnosis to assist radiologists in diagnosing breast cancer, including works on image analysis [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] and computational intelligence 21-27 for efficient detection of breast cancer.
Breast tumors and masses usually appear in the form of dense regions in mammograms. Benign masses generally possess smooth, round, and wellcircumscribed boundaries, as opposed to malignant tumors, which usually have spiculated, rough, and blurry boundaries. 28 Several shape features have been proposed for the classification of benign masses and malignant tumors. 5, 6, [13] [14] [15] The need for measures to characterize the sharpness of a region of interest (ROI) in an image has also been recognized, leading to different algorithms for the computation of measures of edge sharpness. 6, 7, 14 In addition, subtle textural differences have been observed between benign masses and malignant tumors, with the former being mostly homogeneous and the latter showing heterogeneous texture. 6, 28 Methods of computing texture features have been proposed using the mass margin 7, 8, 14 or ribbons of pixels around masses obtained using the "rubber band straightening transform." 29 To study the incorporation of features representing multiple radiological characteristics in the analysis of breast masses, many combinations of shape, edge-sharpness, and texture features, formed on the basis of diagnostic significance and classification performance, have been evaluated using several pattern classification methods, 6, 14, [23] [24] [25] 27 including several linear classifiers, artificial neural networks (ANNs), and kernel-based classification methods. The classification accuracy of the relatively weak texture features reached a level comparable to that of shape features using ANNs with a selected topological structure 23 but was much lower than that of shape features using a linear classifier. 24 Nandi et al. 25 applied genetic programming (GP), associated with sequential forward (and backward) selection and statistical tests, to select combinations of shape, edgesharpness, and texture features that are important for the purpose of classification using the GP classifier. Previous research works demonstrate that feature combinations with high classification performance using a specific classifier may not always be extended to other classifiers. Thus, in this paper, we propose to select combinations of shape, edge-sharpness, and texture features independent of any classifier, so that the selected combinations are suitable for use with several different classifiers. A genetic algorithm (GA) 30 is employed, instead of an exhaustive search of all possible subsets of features of the chosen cardinality, based on measures of data separability in the original feature space, such as alignment of the kernel with the target function, 31 class separability, 32 and normalized distance. 33 We also propose advanced kernel-based pattern classification algorithms that can yield higher classification accuracy when the features used are not well-separated.
Aizerman et al. 34 introduced the idea of using kernel functions in machine learning as inner products in a corresponding feature space. Kernel methods in pattern analysis embed the data in a suitable feature space and then use algorithms based on linear algebra, geometry, and statistics to discover patterns in the embedded data. Several different kernel-based classifiers have been proposed: Boser et al. 35 combined kernel functions with large-margin hyperplanes, leading to kernel-based support vector machines (SVMs) that are highly successful in solving various nonlinear and nonseparable problems in machine learning. Fisher 36 proposed a method, which is well known as Fisher's linear discriminant analysis (FLDA), to seek separating hyperplanes that best separate two or more classes of samples based on the ratio of the between-class scatter to the within-class scatter. Mika et al. 37 combined kernel functions with FLDA, leading to kernel Fisher's discriminant analysis (KFDA). We recently proposed the strict two-surface proximal (S2SP) classifier 38, 39 : a classifier that seeks two cross proximal planes to fit the distribution of the samples in the empirical feature space by maximizing two strict optimization objectives with a "square of sum" optimization factor; kernel functions are employed to incorporate nonlinearity. In the present paper, we address the problem of identifying malignant breast tumors using FLDA and the linear versions of the SVM and the S2SP classifier, as well as KFDA and the nonlinear versions of the SVM and the S2SP classifier with the Gaussian kernel, using selected combinations of shape, edgesharpness, and texture features.
IMAGE DATABASE AND FEATURE EXTRACTION
The digitized mammographic image set used in this study contains 111 ROIs extracted from mammograms, with 65 related to benign masses and 46 to malignant tumors, obtained by combining two image databases. One set of images was obtained from "Screen Test: Alberta Program for the Early Detection of Breast Cancer," 24,40 with 37 ROIs related to benign masses and 20 ROIs related to malignant tumors. The images were digitized using the Lumiscan 85 scanner at a resolution of 50 μm and 12 bits per pixel. The other set was obtained by using images containing masses from the Mammographic Image Analysis Society (MIAS, UK) database 41 and the teaching library of the Foothills Hospital in Calgary, 14 with a total of 54 ROIs including 28 benign and 26 malignant types. The MIAS images were digitized at a resolution of 50 μm, whereas the Foothills Hospital images were digitized at a resolution of 62 μm. The diagnosis of each case was proven by biopsy. Mass or tumor ROIs were manually identified, and contours were drawn by a radiologist experienced in screening mammography. Twenty-two features were extracted from each ROI, including 5 shape features (C, F cc , FF, SI, and FD), 3 edge-sharpness features (A, Co, and CV), and 14 texture features, which are explained in the following paragraphs.
Y Shape features: Five shape features are considered in this study, including compactness (C), fractional concavity (F cc ), Fourier factor (FF), spiculation index (SI), and fractal dimension (FD). C is a simple measure of the efficiency of a contour to contain a given area and is defined in a normalized form as 1 À
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D 2 , where D and S are the contour perimeter and area, respectively.
15 F cc is the ratio of the cumulative length of the concave parts to the total length of the contour.
15 Benign masses, due to their round or oval contours, result in low values of C and F cc . On the other hand, contours of microlobulated or spiculated malignant tumors may be expected to have several significant concave portions, and hence, large values of F cc , as well as C. FF is a measure related to the presence of roughness or high-frequency components in the contours. 13, 14 . SI represents the degree of spicularity of a contour. Rangayyan et al. 15 proposed an algorithm to compute SI based upon a polygonal model of the given contour and a combination of the segment lengths, base widths, and angles of possible spicules. Due to their effect on the surrounding tissues, most malignant tumors form narrow, stellate distortions around their boundaries and, hence, have higher values of SI than benign masses with smooth contours. FD can be used to characterize self-similarity, nested complexity, or spacefilling properties, and was derived by using the two-dimensional ruler method.
13
Y Edge-sharpness features: Three edge-sharpness features are used in this study, including acutance (A), contrast (Co), and coefficient of variation (CV). A is a measure of the sharpness or change in density across a mass margin.
14 Co is a measure of contrast. 7 CV is a feature based on the coefficient of variation of the edge strength computed at all points on the boundary of the ROI. 42 using a ribbon of pixels around the margin of each mass, 7, 8, 24 including angular second moment of energy (f 1 ), contrast (f 2 ), correlation (f 3 ), sum of squares (f 4 ), inverse difference moment (f 5 ), sum average (f 6 ), sum variance (f 7 ), sum entropy (f 8 ), entropy (f 9 ), difference variance (f 10 ), difference entropy (f 11 ), information measure of correlation (f 12 and f 13 ), and maximal correlation coefficient (f 14 ). The texture features were computed using ribbons of a width of 8 mm obtained by dilating the mass boundaries after filtering and downsampling the mammograms to an effective resolution of 200 μm per pixel.
Some of the shape features used are invariant to scaling (size) and rotation by design; others are normalized to remove the effect of spatial resolution and size. The texture and edge-sharpness features include normalization and should not be affected by the small differences in the pixel size used (50 and 62 μm).
FEATURE SELECTION
Given a set of l labeled training samples
Þ , where R n is the ndimensional real feature space with a binary label space Y=1,-1 and y i ∈ Y is the label assigned to the sample x i ∈ R n , the purpose of feature selection is to select a subset of relevant features to build robust classifiers based on measures of separability constructed from the training samples.
Measures for Feature Analysis

Alignment
The alignment measure was introduced by Cristianini et al. 31 to measure the similarity between two kernel functions or between a kernel and a target function. To perform feature selection, we employ the alignment between the inner product matrix (E) of features in the original feature space and the target label matrix, given as
where y denotes the column vector of the labels of the training samples. The Frobenius product Á; Á h i F between two Gram matrices M and N is defined as
where "tr" denotes the trace of a matrix. 31, 32 This quantity captures the degree of agreement between the input features and the given learning task. A larger value of A E indicates a higher degree of agreement than a smaller value.
Class Separability
A quantity to measure the class separability of the training samples in the original feature space 32 that we employ for feature selection is given by
where S B and S W are the between-class and withinclass scatter matrices, respectively, given by 
Normalized Distance
We use a measure of normalized distance 33 between the centers (mean vectors) of the two classes to evaluate their separability, given by
A larger value of D indicates better class separability of the training set than a smaller value.
Genetic Algorithm
GA operates on a number of potential solutions (a population), applying the principle of survival of the fittest to produce better and better approximations (individuals) to a solution (see "Tutorial" of Chipperfield et al. 43 ). Each individual is encoded as a string or chromosome composed over some alphabet, of which one commonly used representation is the binary alphabet {0,1}. The performance of each individual is assessed through an objective function and the fitness function. Highly fit individuals have a high probability of being selected for mating, whereas less fit individuals have a correspondingly low probability of being selected. The selected individuals are then recombined, using crossover, to produce the next generation with a probability P c , which is to exchange genetic information between pairs or larger groups of individuals. A further genetic operator, called mutation, is then applied to the new individuals again with a low probability P m , which is to ensure that the probability of searching a particular subspace of the problem space is never zero. The fractional difference between the size of the old population and the new population produced by selection, crossover, and mutation is termed as a generation gap. To maintain the size of the original population, those new individuals that have larger fitness values than those of the old individuals are brought into the new population. Therefore, the new population includes the old individuals, which are fitter than the new individuals, and the remaining places are taken by the comparatively fitter of the new individuals. GA is terminated after a prespecified number of generations; a subsequent test may be applied to check the quality of the highly fit members of the population. If no acceptable solutions are found, GA may be restarted or a fresh search may be initiated.
One of the main issues in applying GA to the problem of feature selection is to map the search space into a representation suitable for genetic search. In this study, we consider each feature in the candidate feature set as a binary gene. Each possible feature combination is encoded into an nbit binary string, where n is the total number of features available. An n-bit individual corresponds to an n-dimensional binary feature vector X, where X i =0 represents elimination and X i =1 indicates inclusion of the ith feature. The objective function of GA is set as one of the measures of alignment, class separability, and normalized distance, as described in "Measures for Feature Analysis."
PATTERN CLASSIFICATION
The purpose of classification is to seek the best prediction of the label for an input sample x from the given set of labeled training samples
A linear classifier achieves this by making a classification decision based on the value of a linear combination of the features. A kernel-based classifier performs the same task by applying the linear classification method in a kernel-transformed feature space κ, with a nonlinear mapping ϕ: R n →κ, by using kernel functions as inner products in the feature space κ.
Linear Classifiers
Fisher's Linear Discriminant Analysis FLDA seeks the separating function
by maximizing the following objective:
where ω and b are the weight vector and the bias of the separating hyperplane, respectively, and S B and S W are the between-class and within-class scatter matrices, respectively (see Eqs. 4 and 5).
The optimal values of ω and b can be calculated by solving a generalized eigenvalue problem. 44 Letting f * (x) denote the derived optimal separating function, the label for an input sample is predicted by
where sgn(x) is 1 when x≥0 and −1 otherwise, and Y z is an estimate of the label for the input sample x.
Support Vector Machines
SVMs seek the separating function based on the maximal margin rule 45 by solving the following constrained quadratic programming (QP) problem:
subject to
where β=[β 1 , β 2 ,...,β l ] T are Lagrange multipliers and ξ is the regularization parameter set by the
denote the optimal solution of the QP problem in Eq. 12, the optimal values of ω and b in the separating function given in Eq. 9 can be calculated as
where S + and S − are two sets of support vectors with the same size S but different labels of 1 and −1.
The label for an input sample x is then predicted by Eq. 11.
The Strict Two-Surface Proximal Classifier
Different from the discriminant classification methods, such as FLDA and SVMs, which predict the label based on one separating function, the S2SP classifier has been proposed to predict the label based on two proximal planes 38, 39 :
where ω and b are the weight vector (direction) and the bias of the proximal planes, respectively; the subscripts 1 and 2 denote the first and second planes, respectively; and the first plane is as close to the points of the positive class while being as far as possible from the points of the negative class, whereas the second plane is as close to the points of the negative class while being as far as possible from the points of the positive class. Compared with the proximal classification method of multisurface proximal SVMs, 46 the S2SP classifier eliminates the regularization term by employing a "square of sum" numerator, with consideration of the sign effect under the situation of misclassification with large projections onto the separating plane.
To obtain the first proximal hyperplane, the objective function to be maximized is
the second proximal hyperplane is obtained by maximizing
where the l − ×n matrix X − represents samples from the negative class, the l + ×n matrix X + represents samples from the positive class, e is a column vector with all elements equal to 1, vector d e is used to denote the sum of the elements of the vector, and matrix d eis used to denote a column vector with the sum of each row. The optimal values of ω 1 , b 1 , ω 2 and b 2 can be calculated by solving two generalized eigenvalue problems. 38, 39 For linear classification in the original feature space, the two proximal planes serve as two ridge-like distribution models to fit the samples in the two classes. Letting d 1 (x) and d 2 (x) denote the Euclidean distance between a given sample x and the two proximal planes, respectively, one way to predict the label of x is to consider the values of d 1 (x), d 2 (x), and
ð Þ together using linear discriminant analysis. 44 
Kernel-Based Classifiers
Kernel Fisher's Discriminant Analysis
In the kernel-transformed feature space κ, by expanding the weight vector ω of f (x) in Eq. 9 into a linear summation of all training samples, the kernel-based separating function f (x) becomes
where f g l i¼1 denote the summation weights and K(·,·) is a kernel function used to compute the inner product matrix, the so-called kernel matrix, on pairs of samples in the kernel-transformed feature space κ. KFDA determines f * (x) by maximizing the Fisher criterion, 47 as
where μ + and μ − denote the mean projections of the positive and negative samples, respectively, and σ + and σ − are the corresponding standard deviations. By incorporating Eq. 19 into Eq. 20, the optimal values of i f g l i¼1 and b can be calculated by solving a generalized eigenvalue problem. 47 The label for an input sample x is then predicted by Eq. 11.
Kernel-Based Support Vector Machines
An SVM with embedded kernel functions determines the optimal separating function in the kernel-transformed feature space by solving the following constrained QP problem instead of Eq. 12:
. . . ; l:
denote the optimal solution of Eq. 21, the optimal value of the bias b can be calculated by
The optimal separating function f*(x) is given by
Kernel-Based Strict Two-Surface Proximal Classifier
In the kernel-transformed feature space κ, by expanding the direction vector of the hyperplane into a linear summation of all of the training samples, the two proximal hyperplanes are given as
T are the summation weight vectors of the two proximal hyperplanes. To obtain the first proximal hyperplane, the objective function to be maximized is
where the l + ×l matrix K + represents the kernel matrix between the samples from the positive class and all the training samples and the l − ×l matrix K -represents the kernel matrix between the samples from the negative class and all the training samples. The optimal values of α 1 , b 1 , α 2 , and b 2 can be calculated by solving two generalized eigenvalue problems. 38, 39 
EXPERIMENTS, RESULTS, AND COMPARATIVE ANALYSIS Evaluation of Single Features
Distributions of the normalized values of the 22 features are shown in Figure 1 , which illustrates the separability and (or) overlap between the benign and malignant categories of the various features used. Five different measures were evaluated for each single feature, including the area A z under the receiver operating characteristics (ROC) curve calculated by applying a sliding threshold with the LS-SVMlab1.5 toolbox, 48 the p value of the t test derived by employing the function "ttest2" in MATLAB, as well as alignment, class separability, and normalized distance as described in "Image Database and Feature Extraction." The "ttest2" program performs a t test of the hypothesis that two independent samples come from distributions with equal means and returns the result of the test in H, as well as the p value. H=0 indicates that the null hypothesis ("means are equal") cannot be rejected at the 5% significance level. H=1 indicates that the null hypothesis can be rejected at the 5% level. p value is the probability of observing the given result, or one more Table 1 ; the features are ranked in Table 2 with each measure. A score was calculated by averaging the ranking numbers as given by the five measures for each feature; the resulting ranking of the features is recorded in the last column of Table 2 . To ensure that only two edge-sharpness features would be included, features with scores less than 14 were selected to form the feature combination FS best1 with all the five shape features, two edge-sharpness features A and CV, and six texture features f 1, 2, 5, 9, 10, 11 . To ensure that only one edge-sharpness feature would be included, features with scores less than 11 were selected to form the feature combination FS best2 with all the five shape features, one edgesharpness feature A, and five texture features f 2,5,9,10,11 .
Independent Feature Selection
Feature selection was performed using GA based on the three measures, as described in "Measures for Feature Analysis," calculated using all the 111 breast masses. Such a feature selection procedure is independent of any classifier. "Genetic Algorithm Toolbox for use with MATLAB (version 1.2)" 43 was employed to implement GA. For each GA individual, we set that at least one feature should be selected from each feature category of shape, edgesharpness, and texture. The objective function of GA was set as alignment, class separability, and normalized distance. The fitness function was calculated by using linear ranking. The population size was set as 50. The generation gap was set as 0.6. Two-point crossover was employed, with the corresponding crossover rate set as 0.8. Bit flip was used for mutation, with the corresponding mutation rate set as 0.05. The maximum number of generations was set as 500. In the last generation, 50 feature combinations were derived, corresponding to 50 final individuals, each represented by a 22-bit binary string. The more frequently a feature appears in the GA individuals in the final population, the more important the feature is to provide better separability for classification. Thus, for each feature and each measure, a score of importance was calculated by counting the number of times the feature was included in the 50 individuals and divided by 50; the result is recorded in Table 3 . Features with higher scores are more important for the purpose of classification. It can be seen from Table 3 that there is a clear gap between the important and unimportant features, with scores above 0.85 and lower than 0.15, respectively. The five shape features and the texture feature f 9 possess high scores for all of the three measures (see Table 3 ). By running GA multiple times, the same three combinations of shape, edge-sharpness, and texture features, containing features with scores higher than 0.85, were derived based on the three objective functions: FS alignment with all the five shape features, one edge-sharpness feature CV, and one texture feature f 9 ; FS separability with all the five shape features, one edge-sharpness feature A, and one texture feature f 9 ; and FS distance with five shape features, one edge-sharpness feature A, and two texture features f 6,9 .
Pattern Classification with Selected Features
The following experiments were conducted with FS best1 , FS best2 , FS alignment , FS separability , and FS distance ; the individual shape, edge-sharpness, and texture feature sets, as well as all of the 22 features combined without performing feature selection, for comparison. The input features were normalized to have zero mean and unit variance before being used by a classifier. Classification performance is shown in terms of the area A z under the ROC curve and the corresponding standard error. Each ROC curve was generated by applying a sliding threshold to the output of the classifier with the LS-SVMlab1.5 toolbox.
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Both the leave-one-out (LOO) and half-halfrandom (HHR) split procedures were used to evaluate the generalized performance of the classifiers with the features of the 111 breast masses. For the LOO procedure, each mass was used as the test sample once and the remaining 110 masses were used as the training samples; thus, 111 training-test trials were conducted. For the HHR split procedure, 100 training-test trials were conducted. In each trial, 25 benign masses and 25 malignant tumors were selected at random as the training samples (a total of 50 training samples), and the remaining 61 masses were used as the test samples.
Linear Classification
Nine different feature sets, including the shape, edge-sharpness, and texture feature sets; the whole set of 22 features; and the five selected combinations of shape, edge-sharpness, and texture features, were evaluated using FLDA, linear SVM Tables 4 and 5) .
From Tables 4 and 5 , the following observations can be made: Shape features are the most significant features, with higher classification accuracy than the other two sets of edge-sharpness and texture features. The addition of edge-sharpness and texture features does not improve the classification performance of the shape features without feature selection. Feature selection using GA based on data-dependent measures improves the classification performance over using the whole set of 22 features without feature selection. The feature combinations selected by GA (FS alignment , FS separability , and FS distance ) perform better than the combinations selected by ranking the features (FS best1 and FS best2 ). However, shape features on their own provide classification performance similar to the performance provided by the feature combinations selected by GA.
Kernel-Based Classification
The same nine feature sets as listed in Section Linear Classification were evaluated using KFDA and the nonlinear versions of the SVM and the S2SP classifier, denoted by KSVM and KS2SP, respectively. The Gaussian kernel was employed to incorporate nonlinearity, with the form
between two vectors x a and x b , where σ is the kernel width set by the user. The value of σ for each classifier was determined by cross-validation in this experiment. Both the LOO and HHR split procedures were used to evaluate the three kernelbased classifiers; the classification accuracies in A z values are recorded in Tables 6 and 7 . The classification accuracies of KFDA, KSVM, and the KS2SP classifier are comparable (see Tables 6   Table 4 . Observations similar to those described in Section Linear Classification can also be made from Tables 6 and 7 . The best nonlinear classification performance achieved is 0.95 in A z value.
Comparative Analysis
We compared the classification performance of the three pairs of linear classifiers and their corresponding nonlinear versions with the Gaussian kernel (LS2SP/KS2SP, FLDA/KFDA, and LSVM/KSVM) and the performance of the selected combinations of shape, edge-sharpness, and texture features with that of the shape features on their own. Comparison of the ROC curves for pairs of the linear vs. kernel-based classifiers is shown in Figure 2 using the feature set FS best2 , as well as the ROC curves of the feature set FS alignment and the five shape features on their own, all evaluated with the LOO procedure. Comparison of the ROC curves obtained by the three kernel-based classifiers is shown in Figure 3 using the feature set FS best2 , evaluated with the LOO procedure. The average A z values over the nine feature sets with the LOO and HHR procedures, the training time for the feature set FS separability with the HHR split procedure, and the number of parameters required to be specified for each classifier are recorded in Table 8 .
By using the ROCKIT software, 49 we also performed the area test 50 with the features set FS best2 to test the statistical significance of the differences between two ROC curves, for various kernel-based classifiers (KS2SP, KFDA, and KSVM), for the linear vs. kernel-based classifiers, and for the selected vs. the solely shape-based feature sets, based on the LOO procedure. The area test is a univariate z-score test of the difference between the areas under the two ROC curves (i.e., the difference in the overall diagnostic perfor- 
The symbol "→" indicates the advantage to be gained or the additional cost as the linear version of a classifier is replaced by its kernelbased version mance of the two tests), of which a null hypothesis indicates the data sets arose from binormal ROC curves with equal areas beneath them. 51, 52 The computed value of the correlated test statistic (observed z score), the corresponding two-tailed p value, and the approximate 95% confidence interval for the difference are recorded in Tables 9,  10 , and 11 for different pairs of classifiers and feature sets. The following observations can be made from the tables and figures mentioned above:
Y The Gaussian kernel improves the performance of the linear classifiers, such as the LS2SP and LSVM, which indicates that advantages in classification accuracy may be gained by embedding kernel functions in the classifier (see Tables 8 and 10 and Fig. 2 ).
Y The selected combinations of shape, edge-sharpness, and texture features improve the classification performance as compared to that of the shape features on their own (see Tables 6, 7 , and 11 and Fig. 2 ).
Y There is no statistically significant difference between the performance of the three kernelbased classifiers (see Tables 8 and 9 and Fig. 3 ).
Y Kernel-based classifiers take longer training time than the corresponding linear classifiers (see Table 8 ).
Y The SVM possesses lower training speed than the S2SP classifier and FLDA/KFDA (see Table 8 ).
Y The S2SP classifier and FLDA/KFDA are more convenient for users than classifiers with a regularization parameter, such as SVMs, as there are fewer parameters required to be specified or predetermined (see Table 8 ).
Overall, the KS2SP classifier, based upon the S2SP classifier that we have recently proposed, provides the best performance with low computational cost and complexity of training.
DISCUSSION AND CONCLUSION
We have investigated and presented the results of classification of breast masses with a set of 111 regions in mammograms, with 46 related to malignant tumors and 65 to benign masses, each represented with 22 features including 5 shape factors, 3 edge-sharpness measures, and 14 texture features. Before the classification stage, feature selection independent of any classifier was performed by GA based on three measures of data separability, including alignment of the kernel with the target function, class separability, and normalized distance. Three linear classifiers, including the classical pattern classification method of FLDA, the popular SVM based on the maximal margin rule, and the S2SP classifier that we have recently developed, as well as their corresponding nonlinear versions with the Gaussian kernel, were employed to perform the classification task. Sahiner et al. 6 obtained A z =0.87±0.02 with a set of 249 films from 102 patients using a combination of morphological and texture features with stepwise feature selection and linear discriminant analysis; the result was improved to A z =0.91±0.02 when the leave-one-case-out discriminant scores from different views of a mass were combined to obtain a summary score. One of our own previous studies 27 with a subset of 57 masses (from the set of 111 masses used in the present study), using a combination of shape, edge-sharpness, and texture features with the kernel partial least squares transformation, achieved classification accuracy in the range of A z =[0.99, 1.0] using FLDA, but with low robustness with respect to variations in the associated parameters. In the present study, with a more diverse data set of 111 masses, with the GA-selected feature combination FS alignment , the linear classification performance reached 0.93 in A z value using SVM, and the nonlinear classification performance reached 0.95 in A z value using the S2SP classifier with good robustness around the associated parameters.
Principal component analysis (PCA) is a wellknown feature dimensionality reduction tool, which concentrates on significant projections of features; however, PCA does not always improve the classification performance of most classifiers. Furthermore, PCA does not identify specific features as the best-performing features. Compared with PCA, the feature selection methods used in the present study not only reduce the dimensionality of the features provided, but they also improve the classification performance of several classifiers and identify the strong features. Feature selection based on the performance of a specific classifier can determine a set of feature combinations with high classification performance; however, the results cannot always be extended to other classifiers, especially to nonlinear classifiers with different logic and structure. The methods used for feature selection in the present study are independent of the classifier; the selected combinations are suitable for use with several different classifiers. A limitation of the proposed approaches to feature selection is that the correlation existing between the given features is not accounted for, and consequently, the selected combinations of features may contain more than the minimal set of features that could provide similar classification performance.The increased classification accuracy values obtained indicate that the incorporation of features representing multiple radiological characteristics, such as edge sharpness, texture, and shape, instead of shape alone, could lead to improved representation and analysis of breast masses in mammograms by using advanced kernel-based classifiers associated with feature selection using GA based on measures of data separability. The proposed methods should find application in computer-aided detection and diagnosis of breast cancer. 
