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ABSTRACT
Quantum Algebras and Cyclic Quiver Varieties
Andrei Negut,
The purpose of this thesis is to present certain viewpoints on the geometric represen-
tation theory of Nakajima cyclic quiver varieties, in relation to the Maulik-Okounkov
stable basis. Our main technical tool is the shuffle algebra, which arises as the
K−theoretic Hall algebra of the double cyclic quiver. We prove the isomorphism
between the shuffle algebra and the quantum toroidal algebra Uq,t(s¨ln), and identify
the quotients of Verma modules for the shuffle algebra with the K−theory groups
of Nakajima cyclic quiver varieties, which were studied by Nakajima and Varagnolo-
Vasserot.
The shuffle algebra viewpoint allows us to construct the universal R−matrix of the
quantum toroidal algebra Uq,t(s¨ln), and to factor it in terms of pieces that arise
from subalgebras isomorphic to quantum affine groups Uq(g˙lm), for various m. This
factorization generalizes constructions of Khoroshkin-Tolstoy to the toroidal case, and
matches the factorization that Maulik-Okounkov produce via the stable basis in the
K−theory of Nakajima quiver varieties. We connect the two pictures by computing
formulas for the root generators of Uq,t(s¨ln) acting on the stable basis, which provide
a wide extension of Murnaghan-Nakayama and Pieri type rules from combinatorics.
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CHAPTER I
Introduction
1.1 Overview
The present thesis attempts to outline a program pertaining to the geometric repre-
sentation theory of symplectic resolutions. By definition, these are holomorphic
symplectic varieties (X,ω) endowed with a proper resolution of singularities:
pi : X −→ X0
to an affine varietyX0. All our symplectic resolutions will be conical, in the sense that
there is a C∗−action with respect to which pi is equivariant. This action is assumed
to contract X0 to a point, and to scale the symplectic form ω by the character t→ t2.
Important examples of conical symplectic resolutions include cotangent bundles to
flag varieties, hypertoric varieties, and transverse slices to Schubert varieties inside
affine Grassmannians. However, the most important example of symplectic resolu-
tions for us will be a class of moduli spaces known as Nakajima quiver varieties.
These were introduced by (Nakajima, 1998) as certain “cotangent bundles” to moduli
spaces of framed representations of quivers. Consider the cyclic quiver:
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Figure 1.1
and the corresponding Nakajima quiver varieties N θv,w will be defined in Chapter II.
The construction depends on the data v,w ∈ Nn, as well as the choice of a so-called
stability condition θ ∈ Rn, which for most of this paper will be taken to be:
θ = (1, ..., 1)
Nakajima cyclic quiver varieties generalize three other important symplectic resolu-
tions: cotangent bundles to type A partial flag varieties, moduli spaces of framed
sheaves on P2, and Hilbert schemes of resolutions of type A singularities.
The numerical invariants of moduli spaces play an important role in mathematical
physics, as they can be identified with correlation functions in various quantum field
theories. In particular, the K−theory of Nakajima quiver varieties is an area of
significant current interest. Following Nakajima, let us define:
K(w) =
⊕
v∈Nn
KT (N θv,w) (1.1)
with respect to a torus action T y N θv,w which will be properly introduced in Chapter
II. Starting with the work of (Nakajima, 2001) and (Varagnolo and Vasserot , 1999), it
became clear that K(w) should be thought of as a representation of a certain algebra
A. Among other things, this allows one to interpret various integrals of K−theory
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classes (which arise in physics as correlation functions) as characters of operators in
the algebra A, which can be studied via representation theory.
The algebra A has been interpreted as the quantum toroidal algebra Uq,t(s¨ln) in
(Varagnolo and Vasserot , 1999), who proved that:
Uq,t(s¨ln) y K(w) (1.2)
for any w ∈ Nn. In (Nakajima, 2001), the construction was done for all quivers
without loops, although this generality falls outside the scope of the present thesis.
Quantum toroidal algebras admit a presentation as shuffle algebras S, a view which
we will explain in Chapter IV. This connection was observed by (Enriquez , 2000),
based on a construction of (Feigin and Odesskii , 2001) for finite dimensional Lie al-
gebras. When A is interpreted as a shuffle algebra, its action (1.2) on K(w) was
constructed independently by (Feigin and Tsymbaliuk , 2011) and (Schiffmann and
Vasserot , 2013) when n = 1 and w = (1), which is the case of the Hilbert scheme.
One of the technical results we will prove in the present thesis is:
Theorem I.1. The map U+q,t(s¨ln) ↪→ S+ defined by Enriquez is surjective. Since it is
preserves the bialgebra structures on these algebras, it gives rise to an isomorphism:
Uq,t(s¨ln) ∼= S (1.3)
of their Drinfeld doubles.
We shall henceforth write A for either Uq,t(s¨ln) or S. The definition of Drinfeld
doubles will be reviewed in Section 1.4, and the proof of Theorem I.1 will occupy
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most of Chapter V. The main idea is to assign to each m ∈ Qn a subalgebra:
A ⊃ Bm ∼=
g⊗
h=1
Uq(g˙llh) (1.4)
where the natural numbers g, l1, ..., lg depending on m will be constructed in Section
5.3. In order to avoid double hats on quantum toroidal algebras, we will always use
dots instead: hence Uq(g˙llh) is the quantum affine group more commonly denoted by
Uq(ĝllh). The embeddings (1.4) induce a factorization:
A± =
→⊗
r∈Q
B±m+rθ (1.5)
of the positive/negative halves of the algebra A, for any fixed m ∈ Qn. In other
words, the subalgebras Bm+rθ are the building blocks of the quantum toroidal algebra
A, as the slope r varies over the rational numbers. The product (1.5) may be
infinite, but only finitely many of the factors have non-trivial matrix coefficients in
all representations studied in this thesis. The factorization (1.5) has a very important
consequence for the universal R−matrix of A:
R ∈ A ⊗̂ A (1.6)
which is characterized by the property:
R ·∆(a) = ∆op(a) · R ∀ a ∈ A (1.7)
Specifically, we will show in Section 5.5 that the universal R−matrix of the quantum
toroidal algebra A factors in terms of R−matrices of the quantum groups Bm+rθ:
R =
( →∏
r∈Q
RBm+rθ
)
· RB∞·θ (1.8)
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for any fixed m ∈ Qn. This factorization is a toroidal analogue of the constructions
of (Khoroshkin and Tolstoy , 1992) for finite-dimensional and affine quantum groups.
As in the philosophy of loc. cit., the idea is to break up the complicated quantum
toroidal algebra A into simpler pieces. In the toroidal case, these pieces are precisely
Bm, as m ranges over Qn. By analogy with loc. cit., we will refer to Bm as root
subalgebras and their R−matrices RBm will be called root R-matrices.
The object (1.6) may seem purely formal, but its action is well-defined on tensor
products of Verma modules:
A y M(w) (1.9)
R : M(w)⊗M(w′) −→M(w)⊗op M(w′) (1.10)
intertwining the A−module structures induced by ∆ and ∆op. Verma modules for the
shuffle algebra will be reviewed in Section 4.2, where we will construct their Shapo-
valov forms. The maximal quotient of M(w) on which the form is non-degenerate:
L(w) =
M(w)
kernel of Shapovalov form
(1.11)
is the toroidal analogue of irreducible modules in categoryO. The above constructions
will be defined purely algebraically in Chapters IV and V, but they are strongly
motivated by geometry. As discovered by (Schiffmann and Vasserot , 2013) for the
Jordan quiver, shuffle algebras such as S can be interpreted as (parts) of theK−theory
of T ∗(a certain stack), as we will recall in Section 4.3. Then both the algebra structure
of S, as well as the action S y L(w), can be interpreted as:
T ∗(stack) acts on itself and on Nakajima quiver varieties (1.12)
The above construction is called the K−theoretic Hall algebra by loc. cit. It is
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based on the evolution from the usual Hall algebra of polynomials, to be recalled in
Section 4.3, to the study of similar algebra structures in cohomology and K−theory.
This builds on the work of numerous mathematicians, such as (Kazhdan and Lusztig ,
1987), (Ginzburg and Vasserot , 1993) and (Grojnowski , 1994).
While we will not take this path in the present thesis, let us mention the cohomo-
logical Hall algebra of (Kontsevich and Soibelman, 2011), which has philosophical
similarities with the above construction. For this connection and an application of
the above ideas to more general formal cohomological theories, see (Yang and Zhao,
2014). We will review the principle (1.12) in Section 4.3, and although we do not
have a complete framework of the geometry of the stacks involved, we will prove the
identification between the actions of the shuffle algebra and the quantum toroidal
algebra on the K−theory groups of Nakajima cyclic quiver varieties:
Theorem I.2. For any w ∈ Nn, the following actions are compatible:
Uq,t(s¨ln)
∼=

y K(w)
_

S y L(w)
(1.13)
where the isomorphism on the left is the content of Theorem I.1, the top action is
(1.2) and the bottom action is (1.12).
The map on the right is an isomorphism after localization. We construct it by iden-
tifying the Shapovalov form on L(w) with the Euler characteristic pairing on K(w).
As Theorem I.2 establishes a connection between the geometry of K(w) and the
representation theory of Verma modules M(w)  L(w), one may ask about the
6
representation theoretic interpretation of the R−matrices (1.10). This construction
is closely related to the Bethe ansatz for quantum toroidal algebras, as studied recently
by Feigin, Jimbo, Miwa and Mukhin in (Feigin et al., 2013) and (Feigin et al., 2015).
The geometric incarnation of trigonometric R−matrices was developed in great gen-
erality by (Maulik and Okounkov , 2013), and their work serves as the motivation for
much of this thesis. In a sense, they carry the above framework in reverse order: first
they define the R−matrices (1.10) for every pair of degree vectors w,w′ ∈ Nn, then
they use a general procedure to define a quasi-triangular Hopf algebra AMO which
acts on the K−theory of Nakajima quiver varieties. While proving this goes beyond
our scope, one expects:
A ∼= AMO and their actions on K(w) coincide (1.14)
The main idea of loc. cit. is to construct the R−matrix (1.10) as a composition:
R+,−m : K(w)⊗K(w′)
Stab−m−→ K(w + w′) (Stab
+
m)
−1
−→ K(w)⊗K(w′) (1.15)
where the maps Stab±m are called the stable basis, and are defined with respect to
a one dimensional flow on Nakajima quiver varieties, in the positive (+) or negative
(−) direction. The above transformations are quite difficult to compute in general,
but loc. cit. breaks them down into more elementary transformations denoted by:
R±m,m′ : K(w)⊗K(w′)
Stab±m−→ K(w + w′) (Stab
±
m′)
−1
−→ K(w)⊗K(w′) (1.16)
and called root R−matrices. Note that, as opposed from (1.15), both stable maps in
(1.16) are taken with respect to the same flow: either positive or negative. On general
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grounds, the R−matrices (1.16) correspond to sub-quasitriangular Hopf algebras:
BMOm ⊂ AMO
which will be called root subalgebras. The reason for the choice of terminology is the
following factorization, which we will review in Lemma III.4 in greater generality:
R+,−m =
→∏
r∈Q+
R+m+rθ,m+(r+ε)θ · diagonal matrix ·
←∏
r∈Q−
R−m+(r+ε)θ,m+rθ (1.17)
In other words, inverting the direction of the flow from − to + can be achieved by
infinitely many small increases of the index m ∈ Nn. Looking back at the expectation
(1.14), we see that the left hand side of (1.8) coincides with the limit case m→ −∞·θ
of (1.17), when evaluated in the representation K(w) ⊗ K(w′). Then one expects
that the root R−matrices in the right hand sides of (1.8) and (1.17) also coincide,
and in fact, this arises from an isomorphism of the corresponding root subalgebras:
Bm ∼= BMOm (1.18)
Stable bases for the K−theory of cotangent bundles to partial flag varieties were also
constructed in (Rima´nyi et al., 2015), where the authors use them to study Bethe
subalgebras. Though the geometric setup of the present thesis is philosophically very
close to that of loc. cit., we prefer to recall the construction of (Maulik and Okounkov ,
2013) in full generality in Chapter III, for the reference of the interested reader.
As we said, proving (1.14) and (1.18) falls outside the scope of this thesis. However,
we will now describe certain explicit formulas which partially confirm (1.18). The
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stable basis construction produces not only maps as in (1.16), but also elements:
s±,mλ ∈ K(w) (1.19)
These elements form a basis of the group of K−theory classes supported on certain
stable Lagrangians, as we will recall in Chapter III, hence the name “stable basis”.
The indexing set is over all w−tuples of partitions λ, the combinatorics of which will
be recalled in Section 1.3. Moreover, the subalgebras Bm of (1.4) are generated by
the root generators of quantum groups Uq(g˙ln), as defined in Section 5.1:
Pm±[i;j) and Q
m
±[i;j) ∈ Bm (1.20)
In the above, i < j ∈ N go over m−integral arcs in the cyclic quiver (1.1), i.e. arcs
such that mi + ... + mj−1 ∈ Z. The relations between these generators are very
meaningful, e.g. for any pair of minimal m−integral arcs [i; j) and [i′; j′) we have:
[
Pm[i;j), Q
m
−[i′;j′)
]
= δ
[i;j)
[i′;j′)(q
2 − 1)
(
ϕ[i;j) − ϕ−1[i;j)
)
(1.21)
where ϕ[i;j) = ϕi...ϕj−1 are Cartan generators. The above is the key relation within
Uq(s˙ln), and the complete set of relations that hold in the quantum groups Uq(g˙ln)
will be recalled in Section 5.1. Note that Pm−[i;j) and Q
m
[i;j) are the antipodes of Q
m
−[i;j)
and Pm[i;j), and so they also satisfy relation (1.21). We will realize the generators (1.20)
in terms of the shuffle algebra in Section 5.4, and use them to prove Theorem I.1.
According to Theorem I.2, the elements Pm±[i;j) and Q
m
±[i;j) of A act on the group K(w)
for any w ∈ Nn. We identify this action with the so-called eccentric correspon-
dences on Nakajima varieties, that we define in Section 4.4. The main purpose of
Chapter VI is to obtain formulas for Pm±[i;j), Q
m
±[i;j) y K(w) in the stable basis (1.19):
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Theorem I.3. For any m ∈ Qn and any m−integral arc [i; j), we have:
Pm[i;j) ·
s+,mµ
omµ
=
λ\µ = C is a type [i;j)∑
cavalcade of m−ribbons
s+,mλ
omλ
· (1− q2)#C (−q)N+C qht C+indmC (1.22)
Qm−[i;j) ·
s+,mλ
omλ
=
λ\µ = S is a type [i;j)∑
stampede of m−ribbons
s+,mµ
omµ
· (1− q2)#S(−q)N−S qwd S−indmS −j+i (1.23)
By Exercise III.3, the above also give formulas for Pm−[i;j) and Q
m
[i;j) acting on s
−,m
λ .
The combinatorial notions that appear in the right hand sides of (1.22) and (1.23)
will be defined properly in Section 1.3. In short, a “cavalcade” C is a disjoint union
of #C non-adjacent ribbons, strung together according to the m−integral arc [i; j).
A “stampede” S is what happens when a cavalcade goes wrong, in that ribbons are
now going backwards and they are allowed to touch. However, when the m−integral
arc [i; j) is minimal, both a cavalcade and a stampede consist of a single ribbon, and
formulas (1.22) and (1.23) look quite similar. In the particular case m = (0, 0, ..., 0)
and w = (1, 0, ..., 0), such ribbons consist of a single box and we obtain the action:
Uq(s˙ln) y Λ where Λ = ring of symmetric functions
constructed by (Hayashi , 1990) and (Misra and Miwa, 1990) (for q 7→ −1
q
). We
will show the connection between this particular case and the general formulation of
Theorem I.3 in Section 6.4, by using Maya diagrams. If we consider all arcs [i; j), not
just the minimal ones, then Theorem I.3 gives rise to an action Uq(g˙ln) y Λ. This
action is a different presentation of the one constructed by (Lascoux et al., 1997).
For general m ∈ Qn and w ∈ Nn, we define the integer indmC in (1.36) below, and
Theorem I.3 provides an action of quantum affine groups on tensor products of Fock
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spaces. When n = 1 and w = (1), the above procedure yields an operator:
Pm±k : Λ −→ Λ
for any k ∈ N and m ∈ Q. In (Negut,, 2014), we proved formulas for a certain
plethystic modification of the above operators in the stable basis s+,mλ . Since in the
particular case of m = 0, the stable basis s+,0λ consists of Schur functions and the
given operators are multiplication by elementary symmetric functions, we called the
main Theorem of loc. cit. the “m−Pieri rule”, for any m ∈ Q.
The structure of this thesis is the following. In the remainder of this Chapter, we recall
generalities and notations pertaining to K−theory, partitions, quantum algebras,
symplectic varieties and geometric invariant theory. In Chapter II, we recall the
construction of Nakajima quiver varieties and their relations with moduli spaces of
sheaves, and introduce well-known geometric constructions. In Chapter III, we recall
the definition of the K−theoretic stable basis of (Maulik and Okounkov , 2013) and
their construction of geometric R−matrices, and recall the proof of the factorization
result (1.17). In Chapter IV, we recall the double shuffle algebra and its interpretation
as a Hall algebra. We then construct Verma modules for the shuffle algebra, and
naturally identify them with the K−theory groups of Nakajima quiver varieties. In
Chapter V, we define the subalgebras Bm that will allow us to prove the isomorphism
of Theorem I.1 and to construct the factorization of R−matrices (1.8). In Chapter
VI, we prove Theorem I.3 concerning the root generators Pm[i;j) and Q
m
−[i;j) acting on
the stable basis s+,mλ . Since the main goal of this thesis is to present a mathematical
landscape to a wide audience, we leave certain technical and straightforward results
as Exercises to the interested reader. These are strewn across all Chapters, and those
which are not well-known results will be proved in the final Chapter VII.
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1.2 Basic notions on K−theory
This section contains a basic treatment of torus equivariant algebraic K−theory,
which can be skipped by the more experienced reader. We suggest having a look at
formula (1.30), where we write down the renormalized Euler characteristics that will
be studied throughout this thesis. The main reference for this Section is (Chriss and
Ginzburg , 2009). Given an algebraic variety with a torus action T y X, one defines
its T−equivariant K−theory ring:
KT (X)
as the Grothendieck group of the category of T−equivariant coherent sheaves on X.
When X is smooth, this group is generated by isomorphism classes of T−equivariant
vector bundles V on X. One imposes the relation:
V =W1 +W2
for any T−equivariant short exact sequence 0→W1 → V →W2 → 0. The multipli-
cation on KT (X) is given by tensor product. Note that KT (X) is a module over:
KT (pt) = Rep(T ) = Z[χ]χ:T→C∗
since one can always “twist” any vector bundle by tensoring it with Oχ = the triv-
ial line bundle endowed with a T−equivariant structure via the character χ : T → C∗.
Example I.4. One of the basic non-trivial examples of equivariant K−theory is:
T = C∗ × C∗ y C2 (t1, t2) · (x, y) = (t1x, t2y) (1.24)
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which induces an action T y P1. There are two fixed points with respect to this
action, namely 0 = [0 : 1] and ∞ = [1 : 0]. The ring KT (P1) is generated by the line
bundle O(1), with fibers given by:
O(1)|[x:y] =
{
dual of the line {xb = ya} ⊂ C2
}
The fibers of O(1) at the fixed points are one-dimensional vector space endowed with
a T−action, so they are identified with characters:
O(1)|∞ = q1, O(1)|0 = q2 (1.25)
where q1, q2 denote those characters of T which are dual to the basis t1, t2 of (1.24).
The well-known Euler sequence is defined as:
0 −→ q1q2O α−→ q1O(1)⊕ q2O(1) β−→ O(2) −→ 0 (1.26)
α(v) = (yv, xv), β(v1, v2) = xv1 − yv2
The factors of q1, q2 need to be inserted in the above short exact sequence in order
to make the maps T−equivariant. One can check that the factors are correct by
restricting the above sequence to the fixed points, as in (1.25). Relation (1.26) implies:
(q1 + q2)l = q1q2 + l
2
where we write l = O(1). In fact, this is the only relation in the K−theory group:
KT (P1) =
Z
[
q±11 , q
±1
2 , l
±1]
(l − q1)(l − q2) (1.27)
Besides the class l of the ample line bundle, one may also consider the skyscraper
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sheaves at the torus fixed points:
0 −→ q−11 O(−1) −→ O −→ I0 −→ 0 =⇒ I0 = 1−
1
lq1
0 −→ q−12 O(−1) −→ O −→ I∞ −→ 0 =⇒ I∞ = 1−
1
lq2
The reason why one needs to twist O(−1) differently in the above short exact se-
quences is that the sheaf of functions which vanish at 0 (respectively∞) is generated
by the function x
y
(respectively y
x
) and these have different equivariant weights.
The above example allows us to observe a very important phenomenon. The local-
ization of (1.27) over the field of equivariant constants:
KT (P1)loc := KT (P1)
⊗
Z[q±11 ,q
±1
2 ]
Q(q1, q2)
has dimension two, as it is generated by the classes 1 and l. On the other hand,
it is equally well generated by the classes I0 and I∞ of skyscraper sheaves at the
fixed points. This principle is called equivariant localization, and roughly states
that equivariant K−theory is concentrated at the fixed points. More precisely and
generally, suppose we are given a variety with a torus action T y X. Assume that
the fixed point set breaks up into proper connected components as:
XT = F1 unionsq ... unionsq Ft
and let ιs : Fs ↪→ X denote the various inclusion maps. The Thomason equivariant
localization theorem, inspired by Atiyah-Bott localization in cohomology, says that:
α =
t∑
s=1
ιs∗
(
α|Fs
Λ∗(N∨Fs⊂X)
)
∈ KT (X)loc := KT (X)
⊗
KT (pt)
Frac(KT (pt)) (1.28)
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Note that the above equality only makes sense in localized equivariant K−theory,
because of the presence of denominators. We will use the above formula to compute
equivariant Euler characteristics of various sheaves on X, which are defined as:
χT (X,α) =
∞∑
i=0
(−1)i
(
T − character of H i(X,α)
)
∈ Rep(T ) = KT (pt)
The above sum makes sense even if there are infinitely many terms, as long as we
obtain a convergent geometric series. Since the equivariant Euler characteristic is the
same as the push-forward map to a point, we can use (1.28) to obtain:
χT (X,α) =
t∑
s=1
χT
(
Fs,
α|Fs
Λ∗(N∨Fs⊂X)
)
In other words, the equivariant Euler characteristic of a class can be computed simply
by studying the restriction of that class to the torus fixed locus. In the particular
case when XT consists of discretely many points, the above becomes:
χT (X,α) =
∑
p∈XT
α|p
Λ∗(T∨p X)
=
∑
p∈XT
α|p
(1− w−11 )...(1− w−1d )
where in the second term, w1 + ...+wd is the T−character in the tangent space TpX.
We will encounter many such localization formulas, and we will prefer to slightly
change the denominators in order to make them more symmetric:
χT
(
X,α ·K−1/2X
)
=
∑
p∈XT
α|p · (w1...wd)−1/2
(1− w−11 )...(1− w−1d )
=
∑
p∈XT
α|p
[TpX]
where we write KX = Λ
dTX and:
[v] := v
1
2 − v− 12 and generalize it to [V ] := [v1]...[vd]
[v′1]...[v
′
d′ ]
(1.29)
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for a virtual T−representation V = v1 + ...+ vd− v′1− ...− v′d′ . Here and throughout
the paper, the square root of the canonical bundle is simply a formal device meant
to make our formulas look better. It is not an essential part of our argument, and
in fact it could be eliminated by resorting to polarizations, as defined in (Maulik and
Okounkov , 2012). For the sake of keeping the presentation clear and concise, we will
gloss over this imprecision and only work with the renormalized Euler characteristic:
χ˜T (X,α) := χT
(
X,α ·K−1/2X
)
(1.30)
whose effect on our formulas will simply be to “center” the denominators, i.e. re-
placing the “quantum numbers” 1 − w−1 by their more symmetric form w 12 − w− 12 .
Formula (1.30) establishes an important feature behind our notation throughout this
paper: we always introduce formal square roots of all T−characters, and even more
so, we introduce formal square roots of line bundles. We will abuse notation and not
always mention this explicitly, especially since all our formulas will be of the form:
l
1
2 · (actual K − theory class)
Taking the artifice one step further, one can define modified push-forward maps as:
pi∗ : KT (X) −→ KT (Y ) (1.31)
pi∗(α) = pi∗
(
α · det
[
Cone(TX
dpi→ pi∗TY )
]− 1
2
)
for l.c.i. morphisms pi : X → Y . We stress the fact that the above does not pretend
to be a theory of square roots of line bundles on algebraic varieties, but instead is
merely a way for us to make our formulas more symmetric. We could have done
away without the modification pi 7→ pi, but only at the expense of simplicity and
conciseness, which are important attributes of an expository text.
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The equivariant Euler characteristic is simply the case Y = pt of (1.31). Then the
equivariant localization theorem (1.28) can be written as:
α =
t∑
s=1
ι˜s∗
(
α|Fs
[NFs⊂X ]
)
(1.32)
for any class α ∈ KT (X), where ιs : Fs ↪→ X denote the inclusions of the fixed loci
and NFs⊂X denotes the normal bundles. Here we may define the denominator by:
[V ] := [L1] · ... · [Ld]
[L′1] · ... · [L′d′ ]
=
(
L
1
2
1 − L−
1
2
1
)
· ... ·
(
L
1
2
d − L
− 1
2
d
)
(
L′
1
2
1 − L
′− 1
2
1
)
· ... ·
(
L′
1
2
d′ − L
′− 1
2
d′
) (1.33)
for any alternating sum of line bundle classes V = ∑di=1 Li−∑d′i′=1 L′i′ ∈ KT (X). The
fact that any vector bundle can be written as a linear combination of line bundles in
the K−group is a consequence of the splitting principle, though in the present thesis,
most vector bundles we will be concerned with will be naturally expressed in this form.
1.3 Basic notions on partitions
A partition of v is an unordered sequence of natural numbers which sum up to v:
λ ` v if λ = (λ1 ≥ λ2 ≥ ...) such that λ1 + λ2 + ... = v
For example, (4, 3, 1) is a partition of the natural number 8. There is a one-to-one
correspondence between partitions and Young diagrams, the latter being simply
stacks of 1× 1 boxes placed in the corner of the first quadrant of the plane:
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1q2
q22
q1
q1q2
q21
q21q2
q31
d
d
d
t
t
t
t
Figure 1.2
The above Young diagram represents the partition (4, 3, 1), because it has 4 boxes
on the first row, 3 boxes on the second row, and 1 box on the third row. The circled
points in Figure 1.2 denote the corners of the partition: the full circles will be called
inner corners, while the hollow circles will be called outer corners. The monomials
displayed in Figure 1.2 are called the weights of the boxes they are located in:
χ = q
x
1q
y
2 = q
x+ytx−y (1.34)
where q1 = qt, q2 =
q
t
, and (x, y) are the coordinates of the southwest corner of the
box . The coefficient of t in the above expression, namely x− y, will be called the
content of the box, and note that it is constant across diagonals. In this paper, the
word “diagonal” will only refer to the ones in southwest-northeast direction. Recall
the dominance partial order on partitions λ and µ of the same size |λ| = |µ|:
λ D µ ⇔ λ1 + ...+ λj ≥ µ1 + ...+ µj ∀ j
At the level of the corresponding Young diagrams, the above condition is equivalent
to the fact that we can obtain λ from µ by rolling boxes from northwest to southeast.
We will now define another partial order between partitions. If the Young diagram
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of µ is a subset of the Young diagram of λ, we will indicate this as:
λ ≥ µ ⇔ λj ≥ µj ∀ j
The difference λ\µ is called a skew partition, and the corresponding set of boxes
is called a skew diagram. If a skew diagram is connected and contains no 2 × 2
boxes, then we call it a ribbon. The boxes of a ribbon are labeled from northwest
to southeast by their contents:
i
j
R :
Figure 1.3
The box labeled i is the head, and the box labeled j is the tail of the ribbon. Since
the contents of the boxes of a ribbon must be consecutive integers, we refer to [i; j)
modulo Z(n, n) as the type of the ribbon. In other words, a [i; j)−ribbon and a
[i+n; j+n)−ribbon are the same thing. The height (respectively width) of a ribbon
is defined as the difference in vertical (respectively horizontal) coordinate between its
first and last box, so the ribbon R in Figure 1.3 has height 3 and width 8:
ht R = 3 wd R = 8 (1.35)
Note that the height and width of an [i; j)−ribbon always add up to j− i− 1. Given
a vector of rational numbers m = (m1, ...,mn) ∈ Qn, we call R an m−integral
ribbon if mi + ... + mj−1 ∈ Z. The indices of m will always be taken modulo n, so
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ma := ma mod n for all a ∈ Z. For a m−integral ribbon R of type [i; j), we define:
indmR =
j−2∑
a=i
±
(
mi + ...+ma − bmi + ...+mac
)
(1.36)
where the sign is + or − depending on whether the (a+ 1)-st box in the ribbon is to
the right or below the a-th box, respectively. A cavalcade of m−integral ribbons is
a skew diagram that consists of disjoint and non-adjacent ribbons:
Ra of type [ia−1; ia) mia−1 + ...+mia−1 ∈ Z (1.37)
for a ∈ {1, ..., k}, strung together in order from the northwest to the southeast, as in
Figure 1.4 below. The arc [i0; ik) = [i0; i1) + ...+ [ik−1; ik) mod Z(n, n) will be called
the type of the cavalcade.
ia−1
ia
ia
ia+1
Figure 1.4
Recall that the type [ia; ia+1) of a ribbon is taken modulo Z(n, n), and that is why
there is no contradiction in having two boxes labeled ia in the above picture.
Note that a skew diagram can be presented as a cavalcade in at most one way. On
the other hand, a stampede of m−integral ribbons is a collection of disjoint ribbons
R1, ..., Rk, positioned as in Figure 1.5. The defining condition on these ribbons is:
λ = ν0 ≥ ν1 ≥ ... ≥ νk = µ are partitions such that Ra = νa−1/νa (1.38)
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and the head of the ribbon Ra has content < than the tail of the ribbon Ra−1:
ia+1
ia+2
ia−1
ia
ia
ia+1
Figure 1.5
Note that there can be several stampedes of ribbons on any skew diagram λ\µ, but
there is a unique stampede if we fix the types of the ribbons involved:
Ra of type [ia−1; ia) mia−1 + ...+mia−1 ∈ Z
The arc [i0; ik) = [i0; i1) + ... + [ik−1; ik) mod Z(n, n) will be called the type of the
stampede. If C is either a cavalcade or stampede, the number of constituent ribbons
will be denoted by #C , and we set:
ht C =
ribbon∑
R ∈ C
ht R wd C =
ribbon∑
R ∈ C
wd R indmC =
ribbon∑
R ∈ C
indmR
Let us now fix any natural number w. A collection of partitions:
λ = (λ1, ...λw) (1.39)
will be called a w−partition. The weight of a box  ∈ λi ⊂ λ is defined as the
following generalization of (1.34):
χ = (qui) · qx1qy2 = uiqx+y+1tx−y (1.40)
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where (x, y) are the coordinates of , and u1, ..., uw are formal variables that keep
track of which constituent partition of λ the box  lies in. The content of a box
 ∈ λi ⊂ λ is defined as:
c = ai + x− y (1.41)
where a1, ..., aw are also formal variables. We will represent w−partitions on a single
picture, very far away from each other, with λi northwest of λj for any i < j. The
situation of w = 2 is represented in the following picture:
λ1
λ2
Figure 1.6
The dominance ordering can be defined for w−partitions, i.e. we set λDµ if we can
obtain λ from µ by rolling boxes from the northwest to the southeast in Figure 1.6.
We can also define the ordering λ ≥ µ for w−partitions, which simply means that:
λj ≥ µj ∀ j ∈ {1, ..., w}
Going one step further, we can talk about w−skew diagrams, which are simply collec-
tions of w skew diagrams. Since a ribbon is connected, it can occupy boxes only in a
single constituent partition of a w−skew diagram. However, a cavalcade or stampede
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of ribbons is allowed to occupy boxes in more than one constituent partitions of a
w−skew diagram.
The final step is to consider the above notions modulo some fixed n > 1. The color
of a box is defined as its content modulo n, and the intuition behind this is that we
paint all the southwest-northeast diagonals periodically in n colors. Given a vector:
w = (w1, ..., wn) ∈ Nn (1.42)
of total size |w| = w1 + ...+ wn, define a w−partition as:
λ = (λ1, ..., λw) (1.43)
where each constituent partition λi is assigned a color σi ∈ Z/nZ in such a way
that #{σi = k} = wk. These colors should be interpreted as shifts modulo n, where
the shift σi of λ
i is remembered by demanding that it be congruent to ai modulo
n, where ai is the formal variable of (1.41). We will not hesitate to write λ
1, ..., λw
instead of the more appropriate λ1, ..., λ|w| in (1.43), since this will remind us that a
w−partition also keeps track of the color shift of each of its constituent partitions.
Finally, we define:
oλ\µ =
∏
∈λ\µ
χ and o
m
λ\µ =
∏
∈λ\µ
χmcolor of  (1.44)
for any m ∈ Qn. When µ = ∅, these are the constants which appear in Theorem I.3.
Finally, to any box  and w−partition λ, we define the numbers:
N+|λ =
 corner of λ∑
with c>c
δinner − δouter (1.45)
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N−|λ =
 corner of λ∑
with c<c
δouter − δinner (1.46)
Given a cavalcade of ribbons C, we set N+C =
∑
∈C N
+
|λ. For a stampede of ribbons
S, the corresponding notion is a bit more subtle. We recall that a stampede of ribbons
comes with a specified flag of Young diagrams as in (1.38), and we set:
N−S =
k∑
i=1
∑
∈Ri
N−|νi (1.47)
1.4 Basic notions on quantum algebras
In this paper, we will consider bialgebras that are associative, coassociative, unital,
counital, and the product and coproduct will always be:
A⊗ A ∗−→ A, A ∆−→ A⊗ A such that ∆(a ∗ b) = ∆(a) ∗∆(b)
We will often use Sweedler notation ∆(a) = a1 ⊗ a2 for the coproduct, where a sum
over tensors is implied, but not explicitly mentioned. A bialgebra is called a Hopf
algebra if it comes endowed with an antipode map:
S : A −→ A such that S(a1)a2 = a1S(a2) = ε(a) · 1 (1.48)
where ε ∈ A∨ is the counit. The antipode is an anti-homomorphism of algebras and
of coalgebras, and in all examples of the present thesis, it is completely determined
by condition (1.48). While not necessary for most of our definitions, one reason why
it is good to have the antipode around is the fact that it allows to write down the
action of A on Verma modules. Given two bialgebras A− and A+, a bilinear form:
A− ⊗ A+ −→ base field
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will be called a bialgebra pairing if it satisfies:
〈aa′, b〉 = 〈a⊗ a′,∆(b)〉 〈a, bb′〉 = 〈∆op(a), b⊗ b′〉 (1.49)
for all a, a′ ∈ A− and b, b′ ∈ A+. All our pairings will be Hopf, meaning that they are
compatible with the antipode via 〈Sa, b〉 = 〈a, S−1b〉. Given such a bialgebra pairing,
we may construct the Drinfeld double of the two bialgebras in question:
A = A− ⊗ A+ (1.50)
as a vector space, and then require that the two tensor factors be sub-bialgebras
which satisfy the extra relation:
〈a1, b1〉a2 · b2 = b1 · a1〈a2, b2〉 ∀ a ∈ A−, b ∈ A+ (1.51)
If we consider the antipode, then the above relation is equivalent to:
a · b = 〈Sa1, b1〉 b2 · a2 〈a3, b3〉 ∀ a ∈ A−, b ∈ A+ (1.52)
Formula (1.52) prescribes how to normally order A+ and A−.
Our basic example of a Drinfeld double is the quantum toroidal algebra Uq,t(s¨ln),
which we now define. Let us note that our definition has one of the central elements
of the quantum toroidal algebra set equal to 1. 1 Moreover, our q is equal to the
usual −q in the theory, so as to match our conventions from geometry. Let us fix a
natural number n > 1 and define the following symmetric bilinear forms on elements
1See for example (Feigin and Tsymbaliuk , 2015) for the definition of the quantum toroidal algebra
with this extra central element, as well as a check of the fact that Uq,t(s¨ln) is a Drinfeld double
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k = (k1, ..., kn) of either Nn, Zn or Qn. These are the scalar product:
k · l =
n∑
i=1
kili (1.53)
and the Killing form:
(k, l) =
n∑
i=1
2kili − kili+1 − kili−1 (1.54)
The terminology is supported by the fact that (1.54) is the Killing form of the root
system for the cyclic quiver of Figure 1.1. Explicitly, the positive roots in our setup
are defined for all integers i < j as:
[i; j) = ς i + ...+ ςj−1 ∈ Nn (1.55)
where ς i ∈ Nn is the simple root (0, ..., 0, 1, 0, ..., 0) with a single 1 at the i−th
position. Note that the kernel of (1.54) is spanned by the imaginary root:
θ = (1, ..., 1) ∈ Nn (1.56)
Many variables that will appear in this thesis will be assigned a certain color ∈ Z/nZ.
Then we will often encounter the following color-dependent rational function:
ζ
(
xi
xj
)
=
[
xj
qtxi
]δij−1 [ txj
qxi
]δij+1
[
xj
xi
]δij [ xj
q2xi
]δij (1.57)
where xi and xj are variables of color i and j, respectively, and the quantum numbers
are [x] = x
1
2 −x− 12 . Since the colors i, j in the above formula are only defined modulo
n, so are the Kronecker delta functions δij. With this in mind, we can define the
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quantum toroidal algebra Uq,t(s¨ln) (following, for example, (Feigin et al., 2013)
2) as:
Uq,t(s¨ln) =
〈
{e±i,d}d∈Z1≤i≤n, {ϕ±i,d}d∈N01≤i≤n
〉
The relations between the above generators are best expressed if we package the
generators into currents:
e±i (z) =
∑
d∈Z
e±i,dz
−d ϕ±i (z) =
∞∑
d=0
ϕ±i,dz
∓d
and require that the ϕ±i,d commute among themselves, as well as:
e±i (z)ϕ
±′
j (w) · ζ
(
w±1
z±1
)
= ϕ±
′
j (w)e
±
i (z) · ζ
(
z±1
w±1
)
e±i (z)e
±
j (w) · ζ
(
w±1
z±1
)
= e±j (w)e
±
i (z) · ζ
(
z±1
w±1
)
and:
[e+i (z), e
−
j (w)] = δ
j
i δ
( z
w
)
· ϕ
+
i (z)− ϕ−i (w)
q − q−1 (1.58)
for all signs ±,±′ and all i, j ∈ {1, ..., n}. In the above, z and w are variables of color
i and j, respectively. We also impose the Serre relation:
e±i (z1)e
±
i (z2)e
±
i±′1(w)+
(
q + q−1
)
e±i (z1)e
±
i±′1(w)e
±
i (z2)+e
±
i±′1(w)e
±
i (z1)e
±
i (z2)+ (1.59)
+e±i (z2)e
±
i (z1)e
±
i±′1(w) +
(
q + q−1
)
e±i (z2)e
±
i±′1(w)e
±
i (z1) + e
±
i±′1(w)e
±
i (z2)e
±
i (z1) = 0
for all signs ±,±′ and all i ∈ {1, ..., n}. The above slightly differs from the usual Serre
2The parameters of loc. cit. are connected with ours via:
qtheir1 = −
1
qt
, qtheir2 = q
2, qtheir3 = −
t
q
, dtheir = t−1
Moreover, our algebra has one less central element than that of loc. cit.
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relation because our parameter q equals the usual −q. We impose the extra relation:
ϕ+i,0 = (ϕi,0)
−1
and denote the above Cartan element by ϕi. As we mentioned, the usual quantum
toroidal algebra is defined as a central extension of Uq,t(s¨ln), where the central exten-
sion governs the failure of ϕ+i,d and ϕ
−
i,d to commute. Introducing this extra extension
would complicate our computations significantly, and would not shed any further light
on our geometric constructions. We therefore choose to ignore it in this thesis.
Note that the quantum group Uq(s˙ln) is the subalgebra of Uq,t(s¨ln) generated by the
constant terms of the currents: e±i := e
±
i,0 and the Cartan generators ϕi. These satisfy
the following relations for all signs ±,±′ and all indices i, j ∈ {1, ..., n}:
ϕiϕj = ϕjϕi and ϕje
±
i = (−q)∓(ςi,ςj)e±i ϕj
[e±i , e
±
j ] = 0 unless j ≡ i± 1
[e+i , e
−
j ] = δ
j
i ·
ϕi − ϕ−1i
q − q−1
e±i e
±
i e
±
i±′1 +
(
q + q−1
)
e±i e
±
i±′1e
±
i + e
±
i±′1e
±
i e
±
i = 0
We will consider the following subalgebras of Uq,t(s¨ln):
U+q,t(s¨ln) =
〈
e+i,d
〉d∈Z
1≤i≤n U
−
q,t(s¨ln) =
〈
e−i,d
〉d∈Z
1≤i≤n
U≥q,t(s¨ln) =
〈
e+i,d, ϕ
+
i,d′
〉d∈Z,d′∈N0
1≤i≤n U
≤
q,t(s¨ln) =
〈
e−i,d, ϕ
−
i,d′
〉d∈Z,d′∈N0
1≤i≤n
The latter two subalgebras are actually bialgebras with respect to the coproduct:
∆ : Uq,t(s¨ln) −→ Uq,t(s¨ln) ⊗̂ Uq,t(s¨ln) (1.60)
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∆
(
e+i (z)
)
= ϕ+i (z)⊗ e+i (z) + e+i (z)⊗ 1 ∆
(
ϕ+i (z)
)
= ϕ+i (z)⊗ ϕ+i (z)
∆
(
e−i (z)
)
= 1⊗ e−i (z) + e−i (z)⊗ ϕ−i (z) ∆
(
ϕ−i (z)
)
= ϕ−i (z)⊗ ϕ−i (z)
for all i ∈ {1, ..., n}. Moreover, there exists a bialgebra pairing:
U≤q,t(s¨ln) ⊗ U≥q,t(s¨ln) −→ Q(q, t) (1.61)
completely determined by:
〈ϕ−i (z), ϕ+j (w)〉 =
ζ(w/z)
ζ(z/w)
〈e−i,d, e+j,d′〉 =
δji δ
0
d+d′
q−1 − q
and the properties (1.49). In the first formula above, we think of the variables z and
w as having colors i and j respectively. We leave it as an exercise to the interested
reader to show that Uq,t(s¨ln) is the Drinfeld double of its positive and negative halves,
as in (1.50). Finally, let us note that we have isomorphisms of algebras:
Uq,t(s¨ln) ∼= Uq,t(s¨ln)op Uq,t(s¨ln) ∼= Uq,t(s¨ln)|t→ 1
t
(1.62)
under the maps e±i,d → e∓i,d, ϕ±i,d → ϕ±i,d and e±i,d → e∓i,−d, ϕ±i,d → ϕ∓i,d, respectively. The
second map of (1.62) is also an anti-isomorphism of bialgebras.
1.5 Basic notions on symplectic varieties and GIT
A smooth algebraic variety X is called symplectic if it comes endowed with a closed
non-denegerate 2−form:
ω ∈ Γ(X,T ∗X ∧ T ∗X) ⇔ ω : TX ∧ TX −→ OX
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called the symplectic form. A smooth subvariety L ⊂ X is called Lagrangian if it
is middle-dimensional and ω|TL = 0.
The non-degeneracy of the symplectic form is the statement that the induced map
ω : T ∗X −→ TX is an isomorphism, so we could alternatively interpret ω as a bilinear
form ω˜ on T ∗X. This gives rise to a Poisson structure on X, namely a Lie bracket:
{·, ·} : OX ∧ OX −→ OX , {f, g} = ω˜(df, dg) (1.63)
which satisfies the Leibniz rule {fg, h} = f{g, h}+ g{f, h}.
We will consider group actions Gy X which preserve the symplectic form, i.e.:
g∗ω = ω, ∀g ∈ G
The above is equivalent to the fact that the Lie derivative of ω is 0 in the direction
of any ξ ∈ Im (g 7→ Vect(X)). Another equivalent condition is that the 1-form:
ω(ξ, ·) ∈ Γ(X,T ∗X), ∀ ξ ∈ Im (g 7→ Vect(X))
is closed. We will assume a stronger condition, namely that the above 1-form is exact
for all ξ. More specifically, we assume that the group action is Hamiltonian, which
means that for any ξ ∈ g there exists a function:
Hξ ∈ Γ(X,OX) (1.64)
such that ω(ξ, ·) = dHξ, and the assignment ξ 7→ Hξ is a Lie algebra homomorphism
with respect to the Poisson bracket (1.63). If we are in this situation, we can define
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a moment map by setting:
µ : X −→ g∨ µ(x)(ξ) = Hξ(x), ∀ ξ ∈ g (1.65)
Example I.5. The basic example of symplectic varieties are cotangent bundles to
smooth varieties, namely X = T ∗M , since we can present their tangent bundle as:
TX ∼= TM ⊕ T ∗M
and define the natural symplectic form:
ω(ξ ∧ ξ′) = ω(λ ∧ λ′) = 0 ω(ξ ∧ λ) = λ(ξ)
for any ξ, ξ′ ∈ TM and λ, λ′ ∈ T ∗M . Any action G y M extends to the cotangent
bundle, and it is easy to see that the resulting action G y T ∗M is symplectic. In
fact, it is naturally Hamiltonian, with:
µ : T ∗M −→ g∨ defined as the dual of µ∨ : g −→ TM
where the latter is the infinitesimal action of g on M that is induced by the G−action.
Let us return to the general setup of (1.65) and note that the moment map µ is
G−equivariant, with respect to the coadjoint action of G on g∨. Then we see that:
G y µ−1(0)
Moreover, it is a simple exercise to show that the symplectic form ω descends to:
Y = µ−1(0)/G (1.66)
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if the quotient is smooth and G is reductive. The reason why (1.66) is symplectic
is that the normal directions to µ−1(0) (in other words, tangent directions that lie
in the kernel of dµ) are precisely dual to the tangent directions to G−orbits. The
symplectic variety Y is called the Hamiltonian reduction of X with respect to G.
However, in algebraic geometry we will be faced with many ways of taking the quotient
(1.66), and not all of them will be algebraic varieties, much less smooth. We will now
recall geometric invariant theory (GIT, see (Mumford et al., 1994)), which will
allow us to define quotients with good properties. Let us assume we have a reductive
group action on a variety G y X, and we wish to make sense of the quotient space
X/G. The categorically-minded reader might first think about the quotient stack:
X −→ [X/G]
which parametrizes G−bundles with a G−equivariant map to X. The category of co-
herent sheaves on [X/G] is defined as the category of G−equivariant coherent sheaves
on X, and the same can be said about their K−theory groups:
K ([X/G]) := KG(X) (1.67)
However, the quotient stack is rarely a variety, so we will need to look for other
quotients. An easy solution is the affine quotient:
X −→ X/G := Spec (Γ(X,OX)G) (1.68)
In other words, functions on the affine quotient correspond to G−invariant functions
on the prequotient. This seems reasonable at first glance, but one runs into problems
when trying to glue these affine varieties. Another issue is that points of the affine
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quotient do not parametrize G−orbits in X, as one can see from one of the simplest
possible examples of reductive group actions:
C∗ y C2, t · (x1, x2) = (tx1, tx2)
It is easy to see that:
C2/C∗ = Spec
(
C[x, y]C∗
)
= Spec (C) = pt
so the affine quotient does not convey any information on the various C∗−orbits on
the plane. Indeed, the problem quickly appears to be the point 0 ∈ C2, which lies in
the closure of any orbit. Therefore, the solution appears to be to remove the point 0,
and work instead with:
(C2\0) pi−→ (C2\0) / C∗ =: P1 (1.69)
where the above quotient is now geometric: fibers of pi consist of entire C∗ orbits.
Geometric invariant theory seeks to generalize the setup (1.69) to arbitrary actions
Gy X of a reductive group on a projective over affine variety X. The construction
depends on a linearization of this action, i.e. a lift of the G−action to an ample
line bundle L on X. Then we define:
X = Xun unionsqXss
where Xun is the closed subset of unstable points x, whose defining property is that:
G · x∗ ∩ (zero section of L) 6= ∅
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for some non-zero lift x∗ of x in the total space of L. Points of the open complement
Xss are called semistable, and GIT claims the existence of a quotient:
Xss
pi−→ X / L G
which is good, in the sense that locally on X / L G, the ring of functions coincides
with the ring of G−invariant functions on Xss. Furthermore, let:
Xs ⊂ Xss
denote the subset of stable points, i.e. points with finite stabilizer whose G−orbits
are closed in Xss. Then the restriction of the map pi to the open set Xs is a geometric
quotient, meaning that points on the variety Xs / L G parametrize G−orbits on X.
The construction of unstable, semistable and stable points is geometric, but it can be
presented algebraically in quite simple terms. Our choice of linearization means that
we may construct the graded ring:
RL =
∞⊕
k=0
Γ
(
X,L⊗k
)G
Then we have:
X / L G = Proj(RL)
which implicitly uses the following well-known description of semistable points:
Lemma I.6. A point x ∈ X is semistable for G y L if and only if there exists a
G−invariant section of some power of L which does not vanish at x.
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See (Proudfoot , 2005) for a proof of the above Lemma, as well as an overview of GIT
in line with our approach in this thesis. Since Γ(X,OX)G is the degree zero piece of
RL, we always have a proper map:
X / L G −→ X/G (1.70)
which is an isomorphism for the trivial linearization G y L. Examples of quotients
obtained by the above procedure include not only projective spaces such as (1.69),
but also toric varieties and moduli spaces of curves. In the next Chapter, we will
apply this machinery to give rise to moduli spaces of quiver representations.
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CHAPTER II
Nakajima Quiver Varieties
2.1 The moduli space of framed sheaves
Let us start by defining Nakajima quiver varieties in one of the most basic cases,
namely the framed Jordan quiver:
y&%
'$
z
6
W
V
A
X
Figure 2.1
The black circle denotes a “quiver vertex”, while the white square denotes a “framing
vertex”, and the two will play different roles in the following construction. We fix
vector spaces V,W of dimensions v, w ∈ N, and we consider pairs of linear maps
corresponding to the arrows in the above quiver:
(X,A) ∈ Hom(V, V )⊕ Hom(W,V ) (2.1)
We consider the action of Gv := GL(V ) on (2.1), via g · (X,A) = (gXg−1, gA). This
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represents the main difference between quiver and framing vertices, in that we only
consider the general linear group action that corresponds to the former, not the latter.
The cotangent bundle to the affine space (2.1) is itself an affine space:
Nv,w = Hom(V, V )⊕ Hom(V, V )⊕ Hom(W,V )⊕ Hom(V,W )
We will denote elements of this vector space as quadruples (X, Y,A,B). The Gv
action extends to the cotangent bundle as:
g · (X, Y,A,B) = (gXg−1, gY g−1, gA,Bg−1)
and the moment map (1.65) can be written explicitly as:
µ : Nv,w −→ g∨v = Hom(V, V )
µ (X, Y,A,B) = [X, Y ] + AB
Definition II.1. The Nakajima quiver variety is the Hamiltonian reduction:
N θv,w = µ−1(0) / det−θ Gv (2.2)
for any θ ∈ Z.
Indeed, since µ−1(0) is an affine variety, the linearization of the Gv action will be
topologically trivial. The notation / det−θ means that we take the trivial line bundle
with Gv−action given by the power (−θ) of the determinant character. The following
Exercise is a well-known characterization of the set of semistable points, which must
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be taken into account when defining the quotient N θv,w via Section 1.5.
Exercise II.2. A quadruple (X, Y,A,B) is semistable:
when θ > 0, iff 6 ∃ V ′ ( V such that X, Y : V ′ → V ′ and A : W → V ′
when θ < 0, iff 6 ∃ V 6= V ′ such that X, Y : V ′ → V ′ and B : V ′ → W
Moreover, the action of Gv on the semistable locus is free.
Since Gv acts freely on the semistable locus, we conclude that all semistable points
are stable. Thus (2.2) is a geometric quotient, and according to (1.70) we have a
proper resolution of singularities:
ρ : N 1v,w −→ N 0v,w
An important and well-known result in mathematical physics, the ADHM construc-
tion ((Atiyah et al., 1978) and (Nakajima, 1994)), states that:
N 0v,w ∼= Uhlenbeck compactification of the moduli space of framed instantons
With this in mind, it should come as no surprise that N 1v,w is isomorphic to the moduli
space of framed, degree v and rank w torsion-free sheaves on P2:
N 1v,w ∼= {F torsion-free sheaf on P2 s. t. c2(F) = v, F|∞ ∼= O⊕w∞ } (2.3)
where ∞ ⊂ P2 denotes a fixed line. For a detailed construction of the above iso-
morphisms, see for example (Nakajima, 1999). When w = 1, the framing determines
an embedding of the sheaf F into O, so it simply becomes an ideal sheaf of finite
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colength: the moduli space for w = 1 is thus simply the Hilbert scheme of points of C2.
Remark II.3. In general, a quiver is an oriented graph with vertex set denoted by I.
Then the Nakajima quiver variety was defined in (Nakajima, 1998) as the Hamiltonian
reduction of the cotangent bundle to the vector space:
⊕
e=
−→
ij
Hom(Vi, Vj)
⊕
i∈I
Hom(Wi, Vi) (2.4)
where {Vi}i∈I , {Wi}i∈I are vector spaces of dimensions v = {vi}i∈I , w = {wi}i∈I ∈ NI .
We write Gv =
∏
i∈I GL(Vi) and let it act on the vector space (2.4) by conjugation.
The Nakajima quiver variety with stability condition θ = (θi)i∈I ∈ ZI is denoted by:
N θv,w = µ−1(0) / det−θ Gv
where det−θ : Gv → C∗ is the character (gi)i∈I 7→
∏
i∈I det(gi)
−θi . For the Jordan
quiver in Figure 2.1, it is clear that we obtain precisely the varieties (2.2).
Let us return to the Jordan quiver. Since we will henceforth only work with θ = 1, we
will denote Nakajima quiver varieties by Nv,w. The torus T = Tw = C∗×C∗× (C∗)w
acts on the variety Nv,w: the first two factors act by scaling the plane P2 in such a
way that keeps the line ∞ invariant, and the last w factors act on the trivialization
at ∞. In terms of quadruples of linear maps, the action is explicitly given by:
(q, t, u1, ..., uw) · (X, Y,A,B) = (qtX, qt−1Y, qAU, qU−1B) (2.5)
where U = diag(u1, ..., uw). We will consider the T−equivariant K−theory groups of
moduli spaces of framed sheaves. As in early work in cohomology by Nakajima and
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Grojnowski for Hilbert schemes, it makes sense to package these groups as:
K(w) =
⊕
v∈N
KT (Nv,w)
which is a module over the ring:
Fw := KT (pt) = Z[q±1, t±1, u±11 , ..., u±1w ]
When w = 1 and u1 = 1, a well-known construction of Bridgeland-King-Reid implies:
K(1) ∼= Fock space = Z[q±1, t±1][x1, x2, ...]Sym (2.6)
The work of (Haiman, 1999) establishes that the above correspondence sends:
KT (Nv,1) 3 Iλ ↔ P q,tλ (x1, x2, ...) (2.7)
for any partition λ ` v. By a slight abuse, the notation Iλ refers to the skyscraper
sheaf at the torus fixed point denoted by the same letter:
Iλ = (x
λ1 , xλ2y, xλ3y2, ...) ⊂ C[x, y]
while in the right hand side of (2.7) we have the well-known Macdonald polynomial Pλ
depending on the parameters 1 q and t. For general w, the constructions in Chapter
III imply that:
K(w) ∼= K(1)⊗w = Fock space⊗w (2.8)
These constructions are due to (Maulik and Okounkov , 2013), who produce as many
1To be precise, the parameters that usually appear in the definition of Macdonald polynomials
would be equal to qt and qt−1 in our notation. Statement (2.7) requires Macdonald polynomials to
be modified as in (Garsia and Haiman, 1995)
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geometric isomorphisms (2.8) as there are coproduct structures, and one has such a
structure for every rational number m ∈ Pic(Nv,w) ⊗ Q = Q. But as mere vector
spaces, the isomorphism (2.8) is easy to see. For one thing, one could construct it by
observing that fixed points of Nv,w are indexed by w−partitions as in (1.39):
λ = (λ1, ..., λw)
and are given by the direct sum of the w monomial ideals:
Iλ = Iλ1 ⊕ ...⊕ Iλw ∈ CohT (Nv,w) (2.9)
As we have seen in Section 1.2, fixed points are important because they allow us
to express K−theory classes by equivariant localization (1.32). A very important
feature of localization formulas is the presence of the torus characters in the tangent
spaces at the fixed points, so we will now compute these.
Exercise II.4. As T−characters, the tangent spaces to the fixed points of Nv,w are:
TλNv,w =
w∑
i=1
∑
∈λ
(
χ
qui
+
ui
qχ
)
+
(
1
qt
+
t
q
− 1− 1
q2
) ∑
,′∈λ
χ′
χ
(2.10)
where χ denotes the weight of a box in a w−partition, as in (1.40).
In fact, formula (2.10) can also be deduced from the fact that Nv,w is a moduli space
of sheaves, since the Kodaira-Spencer isomorphism implies that:
TFNv,w ∼= Ext1(F ,F(−∞)) ∼= −χ(F ,F(−∞)) (2.11)
The second equality holds because the corresponding Hom and Ext2 groups vanish.
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The former group vanishes because of the twist by O(−∞), while the latter vanishes
because of Serre duality, which claims that Ext2(F ,F(−∞)) = Hom(F ,F(−2∞))∨.
2.2 Nakajima varieties for the cyclic quiver
Let us now fix a natural number n > 1 and consider the finite group H = Z/nZ.
Consider the action H y P2 by:
ξ · [x : y : z] = [ξ−1x : ξy : z], ∀ ξn = 1 (2.12)
where the coordinates are chosen such that ∞ = {[x : y : 0]}. Fix a homomorphism:
σ : H −→ (C∗)w, σ(ξ) = (ξ−σ1 , ..., ξ−σw) (2.13)
which induces a decomposition:
W = W1 ⊕ ...⊕Wn (2.14)
where Wi is spanned by those basis vectors ωj ∈ W such that σj ≡ i modulo n. We
will write wi = dimWi and record these numbers in the vector w = (w1, ..., wn) ∈ Nn.
Relations (2.12) and (2.13) give rise to an action of H on the moduli of sheaves Nv,w,
which preserves the symplectic structure. Therefore, the fixed point locus NHv,w is also
symplectic, and we will now describe it. In terms of quadruples, the H−action sends:
ξ · (X, Y,A,B) = (ξX, ξ−1Y,Aσ(ξ)−1, σ(ξ)B)
Such a quadruple is H−fixed if and only if there exists g ∈ Gv such that:
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(ξX, ξ−1Y,Aσ−1(ξ), σ(ξ)B) = (gXg−1, gY g−1, gA,Bg−1) (2.15)
where ξ = e
2pii
n . Let us consider the decomposition of the space V =
⊕
c V (c) into
the generalized eigenspaces of g. Property (2.15) implies that:
V (c)
X

Y
V (ξc) Wi
A

B
V (ξi)
for all eigenvalues c and all residues imodulo n. The semistability property of Exercise
II.2 forces V to be generated by the image of A acted on by X and Y , so this means
that the only non-zero eigenspaces are Vi := V (ξ
i) for i ∈ {1, ..., n}. This gives us a
decomposition of the vector space as:
V = V1 ⊕ ...⊕ Vn
and we will write vi = dimVi and v = (v1, ..., vn) ∈ Nn. To summarize the above, an
H−fixed point is given by a cycle of maps that matches the quiver of Figure 1.1:
W1
A1
		
V1
B1
II
X1
Ynvv
Wn
An
**
Vn
Bn
kk
Xn
66
Yn−1

V2
B2 ++
X2

Y1
YY
W2
A2
jj
Wn−1
An−1 ,,
Vn−1
Bn−1
ll
Xn−1
KK

V3
B3 ++
Y2
KK
ww
W3
A3
jj
V...
77\\
		
W...
II
(2.16)
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Rigorously, a collection of maps as above is an element of the vector space:
Nv,w =
n⊕
i=1
Hom(Vi, Vi+1)
n⊕
i=1
Hom(Vi+1, Vi)
n⊕
i=1
Hom(Wi, Vi)
n⊕
i=1
Hom(Vi,Wi)
(2.17)
Such quadruples are required to lie in the kernel of the moment map:
µ : Nv,w −→ g∨v =
n⊕
i=1
Hom(Vi, Vi) (2.18)
µ
(
(Xi, Yi, Ai, Bi)1≤i≤n
)
=
n⊕
i=1
(
Xi−1Yi−1 − YiXi + AiBi)
with the indices taken modulo n. According to Remark II.3, any such semistable
quadruple is a point on the Nakajima variety for the cyclic quiver, hence:
NHv,w =
⊔
|v|=v
N θv,w where N θv,w = µ−1(0) / det−θ Gv (2.19)
and the vector w ∈ Nn of size |w| = w keeps track of the decomposition (2.14). The
stability condition that we will work with throughout this thesis is:
Gv =
n∏
i=1
GL(Vi) −→ C∗ (g1, ..., gn) −→ (det g1)−1...(det gn)−1 (2.20)
which is associated to the vector θ = (1, ..., 1) ∈ Nn. We will henceforth drop θ from
the notation for Nakajima quiver varieties. By analogy with Exercise II.2, it is easy
to see that a collection of maps (Xi, Yi, Ai, Bi)1≤i≤n is θ−semistable if and only if the
vector spaces Vi are generated by the image of the Ai acted on by the Xi and the Yi.
In this thesis, we are interested in the K−theory group:
K(w) =
⊕
v∈Nn
Kv,w where Kv,w := KT (Nv,w)
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is a module over the ring of constants KT (pt) = Fw := Z[q±1, t±1, u±11 , ..., u±1w ]. Here
we slightly abuse notation, since w is not just a number, but a vector of natural num-
bers which keeps track of the dimensions of the framing vector spaces {Wi}i∈{1,...,n}.
If the j−th coordinate vector ωj lies in Wi ⊂ W , then we think of the equivariant
parameter uj as having color i modulo n, as in Section 1.3.
Remark II.5. For a different choice of stability condition, we would have obtained
moduli of sheaves on the minimal resolution of the An−1 singularity. See (Nagao,
2009) for a review, and for the explicit isomorphism between the K−theories involved.
Since Nakajima varieties for the cyclic quiver are fixed loci of the moduli of framed
sheaves Nv,w, the two spaces have the same collection of torus fixed points. Comparing
this with (2.9), we see that fixed points of Nv,w are indexed by w−partitions:
λ = (λ1, ..., λw)
in the terminology introduced at the end of Section 1.3. The above notation means
that we now we think of each constituent partition λj as having a color ∈ {1, ..., n}
associated to it, precisely the same color which was associated to the equivariant
parameter uj. The content c of any box  ∈ λ is defined as in (1.41), and
the color of the box is simply c modulo n. The explicit torus fixed collection
(Xi, Yi, Ai, Bi)1≤i≤n ∈ Nv,w which is associated to the w−partition λ is given by:
Wi =
uj≡i⊕
j∈{1,...,w}
C · ωj Vi =
c≡i⊕
∈λ
C · υ (2.21)
where we set:
Xi(υ) = υ→ Yi−1(υ) = υ↑
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Ai(ωj) = δj≡i · υroot of partition λj Bi = 0
for all i ∈ {1, ..., n}, where → and ↑ denote the boxes immediately to the right and
above , respectively. If these boxes do not appear in the constituent partition of λ
that contains , then the corresponding matrix coefficients of Xi, Yi−1 are defined to
be 0. The root of a partition refers to the box in the bottom left corner of Figure 1.2.
The T−character in the tangent space to a fixed point λ can be computed as the
Z/nZ fixed part of (2.10). In other words, since color q = 0 and color t = 1, then we
only keep the monomials in (2.10) which have overall color 0. This has the effect of
only keeping monomials which involve tnk for some k ∈ Z:
TλNv,w =
w∑
i=1
c≡i∑
∈λ
(
χ
qui
+
ui
qχ
)
+ (2.22)
+
∑
,′∈λ
(
δ
c′
c+1 ·
χ′
qtχ
+ δ
c′
c−1 ·
tχ′
qχ
− δc′c ·
χ′
χ
− δc′c ·
χ′
q2χ
)
where we write δo
′
o for the Kronecker delta function of o−o′ modulo n. Formula (2.22)
is also the Z/nZ invariant part of (2.11):
TFNv,w ∼= Ext1(F ,F(−∞))Z/nZ ∼= −χ(F ,F(−∞))Z/nZ (2.23)
where in the LHS we represent points of the Nakajima cyclic quiver variety as Z/nZ
fixed sheaves, according to (2.3) and the action defined in (2.12).
2.3 Tautological bundles
We have already seen how the classes of skyscraper sheaves at the torus fixed points
form an important basis of K−theory, but the problem with them is that they usually
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involve working with localization. If we want to work with integral (non-localized)
K−theory classes, we will need to look to the tautological vector bundles:
Vi of rank vi on Nv,w
whose fibers are precisely the vector spaces Vi from (2.16). Since Nakajima quiver
varieties arise as quotients of the group Gv =
∏n
i=1GL(Vi), the tautological bundles
will be topologically non-trivial. The top exterior powers:
Oi(1) = ΛviVi (2.24)
are called tautological line bundles, and their restrictions to fixed points (2.21) are:
Vi|λ =
c≡i∑
∈λ
χ ⇒ Oi(1)|λ = oςiλ =
c≡i∏
∈λ
χ
The line bundles (2.24) generate the Picard group of Nv,w. More generally, any
polynomial in the classes:
[Vi], [Λ2Vi], ..., [ΛviVi] ∈ KT (Nv,w)
will be called a tautological class. A more structured way to think about tautolog-
ical classes is to consider the map:
Λv,w
constants // KT×Gv(Nv,w)
restriction

KT×Gv
(
µ−1(0)θ−ss
)
Kv,w
(2.25)
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where the top left corner is the ring of symmetric polynomials in variables of n colors:
Λv,w = KT×Gv(pt) = Fw[..., x±1i1 , ..., x
±1
ivi
, ...]Sym1≤i≤n
namely the representation ring of Gv, with coefficients in the ring of equivariant
parameters Fw = Z[q±1, t±1, u±11 , ..., u±1w ]. We will write the map (2.25) as:
Λv,w 3 f −→ f ∈ Kv,w (2.26)
Explicitly, the class f is given by taking Chern roots {xia}1≤i≤n1≤a≤vi of the tautological
bundles {Vi}1≤i≤n and plugging them into the symmetric polynomial f . Tautological
classes have restriction given by:
f |λ = f(χλ) =⇒ f =
∑
λ
|λ〉 · f(χλ) (2.27)
where we denote χλ = {χ}∈λ and renormalize the classes of fixed points as:
|λ〉 = Iλ
[TλNv,w] ∈ KT (Nv,w)loc = Kv,w
⊗
Fw
F˜w (2.28)
where F˜w = Q(q, t, u1, ..., uw). In (2.27), the notation f(χλ) presupposes that for all
boxes  ∈ λ, we plug the weight χ into an input of f of the same color as . The
following result is a particular case of Kirwan surjectivity in symplectic geometry:
Conjecture II.6. The map (2.25) is surjective, i.e. the classes f span Kv,w.
In cohomology, (Hausel and Proudfoot , 2005) proved that the above conjecture is
true after localizing with respect to the equivariant parameter q, i.e. working with
the ring Kv,w⊗Z[q±1]Q(q) instead of Kv,w. One expects that the K−theoretic version
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of their statement also holds. Note that the stable basis constructions in this thesis
are unaffected by localization with respect to q, so for our purposes, we could do
without Conjecture II.6. However, we chose to present it here for completeness.
Philosophically, Conjecture II.6 implies that one can describe Kv,w by describing the
kernel of the composition (2.25). In other words, we need to find those symmetric
Laurent polynomials f for which f = 0. Equivariant localization (2.27) implies:
f = 0 ⇔ f(χλ) = 0 ∀ w− partition λ
This is a finite collection of linear conditions on the coefficients of the Laurent poly-
nomial f . We can present this in a more qualitative way by appealing to the pairing
in K−theory produced by the modified Euler characteristic (1.30):
(·, ·) : Kv,w ⊗Kv,w −→ Fw (γ, γ′) = χ˜ (Nv,w, γ · γ′) (2.29)
SinceNv,w is smooth with proper fixed point sets, the above pairing is non-degenerate.
Therefore, we conclude that:
Kv,w =
Λv,w
kernel of (·, ·) (2.30)
so we need to obtain an understanding of the kernel of the pairing. Assume that
the equivariant parameters are given by complex numbers with |q| < 1, |t| = 1 and
|u1| = ... = |uw| = 1. Let us write v! = v1!...vn! and formally set:
X = X1 + ...+Xn Xi =
vi∑
a=1
xia (2.31)
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for the alphabet of variables of a symmetric Laurent polynomial f . This means that
the summands of X represent the inputs of f , and so we use the shorthand notation
f(X) = f(..., xia, ...)
1≤i≤n
1≤a≤vi (2.32)
As the colors i, the indices of Xi will always be taken modulo n, hence Xi = Xi+n.
Proposition II.7. For any symmetric Laurent polynomial f ∈ Λv,w, we have:
χ˜
(Nv,w, f) = 1
v!
 ∫
|X|=1
−
∫
|X|1
 f(X) ·DX∏n
i,j=1 ζ
(
Xi
Xj
)∏w
i=1
[
Xi
qui
][
ui
qXi
] (2.33)
where we use multiplicative notation:
ζ
(
Xi
Xj
)
=
vi∏
a=1
vj∏
b=1
ζ
(
xia
xjb
) [
X±1i
qu±1i
]
=
vi∏
a=1
[
x±1ia
qu±1i
]
(2.34)
The integral in (2.33) goes over all variables in the alphabet X =
∑
xia, each running
independently of the others over a contour composed of the unit circle minus a small
circle around 0.2 We write DX =
∏1≤i≤n
1≤a≤vi Dxia, where Dz =
dz
2piiz
.
Note that ζ(xia/xia) in (2.34) contains a factor of 1−1 = 0 in the denominator, which
we implicitly eliminate from the above products. This will be the case in all similar
formulas in this thesis.
2One should think of the choice of contours as throwing out the poles at 0. Following Nekrasov,
this could alternatively be formalized as: ∫
|x|=1
−
∫
|x|1
F (x)Dx := lim
κ→0
Re κ0∫
|x|=1
F (x)xκDx
for any rational function F (x). In other words, we evaluate the integral for Re κ  0, and then
analytically continue it to κ = 0. For a general stability condition, the proper regularization is xκθ
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Remark II.8. It is natural to conjecture that (2.33) holds for an arbitrary Nakajima
quiver variety, though the argument below only works for the case of isolated fixed
points. As we will see in the proof of the above Proposition, the denominator of the
fraction in (2.33) is simply the [·] class of the tangent bundle to Nv,w in terms of
tautological classes. For arbitrary quiver varieties, (2.33) is a consequence of a result
known as Martin’s theorem (see for example (Hausel and Proudfoot , 2005)) by the
following argument: it is straightforward to prove (2.33) for abelian Nakajima quiver
varieties, i.e. those whose gauge group Gv is a torus. Martin’s theorem relates Euler
characteristics on arbitrary Hamiltonian reductions to those of their abelianizations,
and it would imply formula (2.33). Martin’s theorem in K−theory follows from the
situation in loc. cit. by taking the Chern character and applying Riemann-Roch.
Proof. Since χ˜(Iλ) = 1, we obtain χ˜(|λ〉) = [TλNv,w]−1 and hence (2.27) implies:
χ˜
(Nv,w, f) = ∑
λ
f(χλ)
[TλNv,w]
By (2.22), the denominator [TλNv,w] is given by:
w∏
i=1
c≡i∏
∈λ
[
χ
qui
] [
ui
qχ
] ∏
,′∈λ
[
χ′
qtχ
]δc′c+1 [ tχ′
qχ
]δc′c−1
[
χ′
χ
]δc′c [ χ′
q2χ
]δc′c = ζ
(
χλ
χλ
) w∏
i=1
[
χλ
qui
] [
ui
qχλ
]
where χλ denotes the set of contents of the boxes in the w−partition λ, and ζ
(
χλ
χλ
)
is
multiplicative notation as in (2.34). It implies that we apply ζ to all pairs of weights
of two boxes in the Young diagram λ. Therefore, in order to finish the proof, we need
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to establish the following equality:
1
v!
 ∫
|X|=1
−
∫
|X|1
 f(X) ·DX∏n
i,j=1 ζ
(
Xi
Xj
)∏w
i=1
[
Xi
qui
][
ui
qXi
] =
=
∑
λ
f(χλ)
ζ
(
χλ
χλ
)∏w
i=1
[
χλ
qui
] [
ui
qχλ
] (2.35)
In order for the denominator of the right hand side to be precise, we define [x] =
x
1
2 − x− 12 only if the color of x is 0, otherwise we set [x] = 1 throughout this thesis.
Since the denominator of the left hand side of (2.35) consists of linear factors xia−qtxjb
or xia−qt−1xjb, the residues one picks out are when xia = χia for certain monomials χia
in q, t, u1, ..., uw. Formula (2.35) will be proved once we show that the only monomials
which appear are the ones that correspond to the set of boxes in a w−diagram
{χia}1≤i≤n1≤a≤vi = χλ, and that such a residue comes from a simple pole in (2.35) (so
evaluating it will be well-defined regardless of the order we integrate out the variables).
For a given residue, let us place as many bullets • at the box  ∈ λ as there are
variables such that xia = χ. The assumption |q| < 1 and the choice of contours
means that when we integrate over xia, we can only pick up poles of the form:
xia − qtxjb = 0 or xia − qt−1xjb = 0
There are as many such linear factors in the denominator of (2.35) as there are bullets
in the boxes directly south and west of the box  of weight χia, plus one factor if χia
is the weight of the root of a partition. Meanwhile, there are as many factors:
xia − xib or xia − q2xib
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in the numerator of (2.35) as twice the number of bullets sharing a box with χia, plus
the number of bullets in the box directly southwest of it. Therefore, in order to have
a pole in the variable xia at χ, we must have:
δroot + # bullets directly south of + # bullets directly west of  ≥
≥ 2# bullets at the box − 2 + # bullets directly southwest of  (2.36)
In particular, there can be no bullets outside the first quadrant, and there can be no
multiple bullets in a single box. Indeed, if this were the case, one would contradict
inequality (2.36) by taking  to be the southwestern most box which has multiple bul-
lets. Finally, if we have bullets in three boxes of weight χ, χqt and χq2, the inequality
forces us to all have a bullet in the box of weight χqt−1. This precisely establishes the
fact that the bullets trace out a partition, and hence this contributes the residue at
the pole {xia} = {set of bullets} to (2.35). The pole is simple because the difference
between the sides of the inequality (2.36) is 1 for all boxes in a w−partition. Finally,
the factor of v! in (2.35) arises since we can permute the indices (i, a) arbitrarily.
2.4 Simple correspondences
Among all geometric operators that act on K(w), the most fundamental ones come
from Nakajima’s simple correspondences. To define these, consider any i ∈ {1, ..., n}
and any pair of degrees such that v+ = v− + ς i, where ς i ∈ Nn is the degree vector
with 1 on position i and zero everywhere else. Then the simple correspondence:
Zv+,v−,w ↪→ Nv+,w ×Nv−,w (2.37)
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parametrizes pairs of quadruples (X±, Y ±, A±, B±) that respect a fixed collection of
quotients (V +  V −) = {V +j  V −j }j∈{1,...,n} of codimension δij:
Wi−2
Ai−2

Wi−1
Ai−1

Wi
Ai

Wi+1
Ai+1

Wi+2
Ai+2

V +i
Y +i−1tt

X+i
##
... V ±i−2
Bi−2

X±i−2
,,
V ±i−1
Y ±i−2
mm
Bi−1

X+i−1
44
X−i−1 **
V ±i+1
Bi+1

X±i+1
--Y +i
bb
Y −i
||
V ±i+2 ...
Bi+2

Y ±i+1
ll
V −i
Y −i−1
jj
Bi

X−i
;;
Wi−2 Wi−1 Wi Wi+1 Wi+2
(2.38)
We only consider quadruples which are semistable and zeroes for the map µ of (2.18),
and take them modulo the subgroup of Gv+ ×Gv− that preserves the fixed collection
of quotients V +  V −. The variety Zv+,v−,w comes with the tautological line bundle:
L|V +V − = Ker(V +i  V −i )
as well as projection maps:
Zv+,v−,w
pi+
yy
pi−
%%
Nv+,w Nv−,w
(2.39)
With this data in mind, we may consider the following operators on K−theory:
e±i,d : Kv∓,w −→ Kv±,w (2.40)
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e±i,d(α) = pi±∗
(Ld · pi∗∓(α))
When the degrees v,w will not be relevant, we will abbreviate the simple correspon-
dence by Zi, and interpret (2.40) as operators e
±
i,d : K(w)→ K(w) which have degree
±ς i in the grading v. We also define the following operators of degree 0:
ϕ±i,d : K(w) −→ K(w) ϕ±i (z) =
∞∑
d=0
ϕ±i,dz
∓d (2.41)
ϕ±i (z) = multiplication by the tautological class
ζ
(
z
X
)
ζ
(
X
z
) uj≡i∏
1≤j≤w
[
uj
qz
]
[
z
quj
]
where the RHS must be expanded in negative or positive powers of the variable z
of color i, depending on whether the sign is + or −. Recall that ζ
(
z±1
X±1
)
refers to
multiplicative notation in the alphabet of variables X =
∑
xia, as in (2.34). Then
the main result of (Varagnolo and Vasserot , 1999), as well as (Nakajima, 2001) for
general quivers without loops, is:
Theorem II.9. For all w ∈ Nn, the operators e±i,d and ϕ±i,d give rise to an action:
Uq,t(s¨ln) y K(w)
The correspondence Zi is well-known to be smooth, as well as proper with respect
to either projection map pi±. Hence the operators e±i,d are well-defined in integral
K−theory. For the remainder of this section, we will forgo this integrality and seek
to compute them via equivariant localization, i.e. in the basis of torus fixed points.
At the end of the Section, we will recover integrality from our formulas. Since torus
fixed points of Nakajima cyclic quiver varieties are parametrized combinatorially by:
N fixedv±,w = {Iλ± , where λ± is a w− partition of size v±}
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we conclude that fixed points of the correspondence Zi are parametrized by:
Zfixedv+,v−,w = {(Iλ+ ⊂ Iλ−), where λ+ ≥i λ−}
In the above, recall that we write λ+ ≥ λ− if the Young diagram of the former
partition completely contains that of the latter. In the case of Zi, their difference
automatically consists of a single box of color i, and we will denote this by λ+ ≥i λ−.
Exercise II.10. The T−character in the tangent spaces to Zv+,v−,w is given by:
Tλ+≥iλ−Zv+,v−,w =
w∑
j=1
 c≡j∑
∈λ+
χ
quj
+
c′≡j∑
′∈λ−
uj
qχ′
+ (2.42)
+
∈λ+∑
′∈λ−
(
δc−1c′ ·
χ
qtχ′
+ δc+1c′ ·
tχ
qχ′
− δcc′ ·
χ
χ′
− δcc′ ·
χ
q2χ′
)
− 1
for any λ+ ≥i λ−.
Let us now explain how to use formulas such as (2.42) to compute the matrix coef-
ficients of operators such as (2.40) in the basis of fixed points |λ〉, renormalized as
in (2.28). This principle will be used again in Section 4.4 for the more complicated
eccentric correspondences. Given a correspondence:
Z ⊂ X+ ×X−
endowed with projection maps pi± : Z→ X±, we wish to compute the operators:
K(X+)
e+

e−
K(X−) e±(α) = pi±∗
(
pi∗∓(α)
)
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in the basis of fixed points:
|p±〉 := Ip±
[Tp±X±]
∈ K(X±)loc where {p±} = Xfixed±
Let us write Zfixed ⊂ {(p+, p−), p± ∈ Xfixed± } for the fixed locus of Z. Then we have:
pi∗∓
(|p∓〉) = ∑
(p+,p−)∈Zfixed
|(p+, p−)〉
Using the formula for the push-forward:
pi±∗
(|(p+, p−)〉) = |p±〉 · [Cone dpi±]
we obtain:
e±
(|p∓〉) = ∑
(p+,p−)∈Zfixed
|p±〉 · [Tp±X±]
[T(p+,p−)Z]
(2.43)
This formula establishes the fact that matrix coefficients 〈p±|e±|p∓〉 of correspon-
dences in the basis of fixed points are given by the [·] class of the tangent bundle to Z
and to X±. More precisely, we need to compute the [·] class of the difference between
the tangent bundle of the base space and the tangent bundle of the correspondence.
For the simple Nakajima correspondences of (2.40), this information is provided by
(2.22) and (2.42). Specifically, let us consider a fixed point (λ+ ≥i λ−) of Zi, and
let  denote the only box in λ+\λ−, which by definition has color i. Then we may
combine (2.22) and (2.42) to obtain:
[Tλ+Nv+,w]− [Tλ+≥iλ−Zv+,v−,w] = 1 +
uj≡i∑
1≤j≤w
uj
qχ
+
+
c≡i+1∑
∈λ+
χ
qtχ
+
c≡i−1∑
∈λ+
tχ
qχ
−
c≡i∑
∈λ+
χ
χ
−
c≡i∑
∈λ+
χ
q2χ
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or:
[Tλ−Nv−,w]− [Tλ+≥iλ−Zv+,v−,w] = 1−
uj≡i∑
1≤j≤w
χ
quj
−
−
c≡i−1∑
∈λ−
χ
qtχ
−
c≡i+1∑
∈λ−
tχ
qχ
+
c≡i∑
∈λ−
χ
χ
+
c≡i∑
∈λ−
χ
q2χ
Then (2.43) gives us the following formulas for the matrix coefficients of the operator
(2.40), which are non-zero only if λ+ ≥i λ−:
〈λ±|e±i,d|λ∓〉 = χd · (1− 1) ·

∏c≡i±1
∈λ±
[
χ±1
qtχ±1
]∏c≡i∓1
∈λ±
[
tχ±1
qχ±1
]
∏c≡i
∈λ±
[
χ±1
χ±1
]∏c≡i
∈λ±
[
χ±1
q2χ±1
]

±1
uj≡i∏
1≤j≤w
[
u±1j
qχ±1
]±1
The factor 1 − 1 is meant to cancel a single factor of 1 − 1 which appears in the
denominator of the above expression. Let us rewrite the above formula without
this rather strange implicit cancellation, by changing the products over  ∈ λ± to
products over  ∈ λ∓:
〈λ±|e±i,d|λ∓〉 =
χd
[q−2]
·

∏c≡i±1
∈λ∓
[
χ±1
qtχ±1
]∏c≡i∓1
∈λ∓
[
tχ±1
qχ±1
]
∏c≡i
∈λ∓
[
χ±1
χ±1
]∏c≡i
∈λ∓
[
χ±1
q2χ±1
]

±1
uj≡i∏
1≤j≤w
[
u±1j
qχ±1
]±1
Comparing the above with the definition of ζ in (1.57), we obtain:
〈λ+|e+i,d|λ−〉 =
χd
[q−2]
· ζ
(
χ
χλ−
) uj≡i∏
1≤j≤w
[
uj
qχ
]
(2.44)
〈λ−|e−i,d|λ+〉 =
χd
[q−2]
· ζ
(
χλ+
χ
)−1 uj≡i∏
1≤j≤w
[
χ
quj
]−1
(2.45)
For an arbitrary symmetric Laurent polynomial f ∈ Λv,w, localization (2.27) yields:
e+i,d(f) =
∑
λ−
e+i,d
(|λ−〉) · f(χλ−) = (2.46)
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==λ+/λ−∑
λ+≥iλ−
|λ+〉 · χ
d

[q−2]
· f(χλ−) · ζ
(
χ
χλ−
) uj≡i∏
1≤j≤w
[ uj
qχ
]
and:
e−i,d(f) =
∑
λ+
e+i,d
(|λ+〉) · f(χλ+) = (2.47)
=
=λ+/λ−∑
λ+≥iλ−
|λ−〉 · χ
d

[q−2]
· f(χλ+) · ζ
(
χλ+
χ
)−1 uj≡i∏
1≤j≤w
[ χ
quj
]−1
Since e±i,d is defined on integral K−theory, we know that the right hand sides of the
above expressions are integral K−theory classes. However, this is not immediately
apparent from the above formulas, which involve many denominators and the localized
fixed point classes |λ±〉. We will soon see that the right hand sides of (2.46) and
(2.47) arise as residue computations of a certain rational function, as in the following
elementary formula pertaining to polynomials p(x) in a single variable:
Z[a1, ..., ak] 3 Resx=∞ p(x)
(x− a1)...(x− ak) =
k∑
i=1
p(ai)
(ai − a1)...(ai − ak) ∈ Q(a1, ..., ak)
Indeed, while the right hand side looks like a rational function in the variables
a1, ..., ak, only when we interpret it as a residue around ∞ does it become appar-
ent that it is actually a polynomial. Let X be a placeholder for the infinite alphabet
of variables {xi1, xi2, ...}1≤i≤n, in other words X =
∑1≤i≤n
1≤a<∞ xia.
Exercise II.11. For any f = f(X) ∈ Λv,w, in the notation of (2.32), we have:
e+i,d
(
f
)
=
∫
zd · f(X − z)ζ
( z
X
)
·
uj≡i∏
1≤j≤w
[ui
qz
]
Dz (2.48)
e−i,d
(
f
)
=
∫
zd · f(X + z)ζ
(X
z
)−1
·
uj≡i∏
1≤j≤w
[ z
qui
]−1
Dz (2.49)
59
where the integrals are taken over small contours around 0 and ∞. Here, X + z
(respectively X−z) denotes the alphabet X to which we adjoin (respectively remove)
the variable z, according to plethystic notation for symmetric functions.
One could prove Exercise II.11 just like the case k = 1 of Theorems 3.9 and 4.10 of
(Negut,, 2015). The main idea therein is to exhibit Zv+,v−,w as a projective bundle
over Nv±,w. The setup in loc. cit. is for the Jordan quiver, so one needs to restrict
attention to Z/nZ fixed points to obtain Exercise II.11. Because formulas (2.48) and
(2.49) only sum the residues at 0 and ∞, they take values in integral K−theory,
a fact which was not apparent from (2.46) and (2.47). Indeed, all denominators of
(2.48) and (2.49) which involve factors such as (X − z · const) will change to either
X or (−z · const), as z approaches either 0 or ∞.
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CHAPTER III
Stable Bases in K−theory
3.1 Torus actions and Newton polytopes
Let us assume that we are given a torus A that acts on a symplectic variety:
A y X
and preserves the symplectic form. Then we may consider the torus fixed point
locus XA ⊂ X, which inherits a symplectic structure from ω. For generic directions
σ : C∗ → A, we have Xσ = XA, and we may consider the one dimensional flow on X
induced by σ. Define the attracting correspondence with respect to σ as:
Zσ := {(x, y) s.t. lim
t→0
σ(t) · x = y} ↪→ X ×XA (3.1)
which keeps track of which points of X flow into which points of XA in the direction
prescribed by σ. We think of Zσ as a correspondence via the projection maps:
Zσ
pi1
~~
pi2
!!
X XA
pi1(x, y) = x pi2(x, y) = y
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When the fixed locus is disconnected, for any connected component F ⊂ XA we may
consider the restriction ZσF = Z
σ ∩ (X × F ). We define the leaf of F as:
LeafσF = pi1(Z
σ
F )
to consist of all points of X which flow into F under σ. Since X and XA are symplectic
varieties, our choice of cocharacter σ : C∗ → A gives rise to a splitting of the normal
bundle to any fixed component F ⊂ XA:
NF⊂X = N+F⊂X ⊕N−F⊂X
into attracting and repelling directions. The symplectic form ω is a perfect pairing
between N+F⊂X with N
−
F⊂X . Moreover, as shown in Lemma 3.2.4. of (Maulik and
Okounkov , 2012), the subvariety LeafσF is nothing but the total space of the affine
bundle N+F⊂X on F . Similar considerations apply to the correspondence (3.1):
ZσF ⊂ X × F
whose tangent space is TF ⊕ N+F⊂X . As such, we observe that ZσF is a Lagrangian
correspondence, i.e. for any Γ ∈ KA(ZσF ), the operator:
KA(F ) −→ KA(X) α −→ pi1∗
(
Γ · pi∗2(α)
)
takes Lagrangian classes to Lagrangian classes. Here, the phrase “Lagrangian class”
refers to a K−theory class supported on a Lagrangian subvariety.
Let us now assume that we have a torus T y X, and only a certain subtorus A ⊂
T preserves the symplectic form on X. We will now discuss Newton polytopes of
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K−theory classes, and we will begin with the situation of equivariant constants:
α ∈ KT (pt) = Z[t±11 , ..., t±1n ], α =
∑
ci∈Z\0
ci · tx
(i)
1
1 ...t
x
(i)
n
n
Then the Newton polytope of α is defined as:
PT (α) = {convex hull of (x(i)1 , ..., x(i)n )} ⊂ t∨R
We will often write P ◦T (α) for the Newton polytope with the “outermost” vertex
removed, where the notion of outermost will be defined with respect to a direction
in tR that will be spelled out explicitly in the next Section. Let us now mimic the
above notation for a class α ∈ KT (F ), where the variety F is fixed pointwise by the
subtorus A ⊂ T . We have:
KT (F ) ∼= KT/A(F )
⊗
Z[T/A]
Z[T ] ∼= KT/A(F )
⊗
Z
Z[A]
Note that the second isomorphism is not canonical, as it involves choosing a splitting
Z[T ] ∼= Z[T/A]⊗ Z[A]. However, the Newton polytope of α ∈ KT (F ) is well-defined
after projecting t∨R  a∨R:
PA(α), P
◦
A(α) ⊂ a∨R
because the projection is not altered by changing the splitting. Throughout this
section, we will be faced with the question of when the Newton polytope of a class α
lies inside (a translate of) the Newton polytope of a class β:
PA(α) ⊂ P ◦A(β) + lA (3.2)
for some lA ∈ a∨Q. We could ask the opposite question, namely when does the above
inclusion fail? The answer is: when there exists a lattice point p ∈ PA(α) which fails
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to land inside the polytope P ◦A(β) + lA. This is equivalent to the existence of a one
dimensional projection pi : a∨Z → Z∨ such that pi(p) does not lie inside pi (P ◦A(β) + lA).
We conclude that (3.2) holds if and only if:
Pσ(α) ⊂ P ◦σ (β) + lσ (3.3)
for all rank one subtori σ : C∗ ⊂ A, where lσ = pi(lA) ∈ Q∨ is a rational number.
Moreover, it is enough to only consider those σ which have constant sign on P ◦A(β),
which corresponds to considering all σ in a certain chamber inside a∨R. The advantage
of reducing to the rank one viewpoint is that with respect to the cocharacter σ,
K−theory classes specialize to Laurent polynomials in a single variable t:
α|σ = c′ · tmin deg α + ...+ c′′ · tmax deg α
for various coefficients c′, ..., c′′ ∈ Z, and their Newton polytopes are simply intervals:
Pσ(α) =
[
min deg α,max deg α
]
(3.4)
The notions min deg and max deg are defined with respect to the one dimensional
torus σ, i.e. restricting equivariant weights according to the morphism A∨ σ
∨−→ Z.
The inclusion of intervals (3.3) reduces to the following properties:
min deg α > min deg β + lσ or min deg α ≥ min deg β + lσ (3.5)
max deg α ≤ max deg β + lσ or max deg α < max deg β + lσ (3.6)
where “or” depends on whether the vertex we choose to exclude when defining P ◦σ (β)
is the leftmost or the rightmost endpoint of the interval (3.4). Throughout this paper,
we will make the former choice. Formulas such as (3.5) and (3.6) will be easier to
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prove than the inclusion of polytopes (3.2), essentially since the notions min deg and
max deg satisfy the following additivity properties:
min deg α + α′ ≥ min
(
min deg α,min deg α′
)
max deg α + α′ ≤ max
(
max deg α,max deg α′
)
and multiplicativity properties:
min deg α · (α′)±1 = min deg α±min deg α′
max deg α · (α′)±1 = max deg α±max deg α′
The quantity α/α′ is the kind of ratio which appears in localized K−theory, and we
will work with such formulas in Chapter VI.
3.2 Definition of the stable basis
Stable bases may be defined for all symplectic varieties X which are acted on by a
torus T . In this context, we consider a subtorus of T :
A ⊂ T y X
which preserves the symplectic form ω. Let us consider a generic cocharacter:
σ : C∗ −→ A
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and recall the leaves of X under the flow induced by σ, as in Section 3.1. We obtain
an ordering on the connected components of the fixed locus XA by setting:
F ′ E F if F ′ ∩ LeafσF 6= ∅ (3.7)
In other words, F ′ E F if there is a projective flow line going from a point in F ′ to a
point in F . We take the transitive closure of this ordering:
F ′′ E F ′ and F ′ E F =⇒ F ′′ E F
and note that Section 3.2.3. of (Maulik and Okounkov , 2012) shows that F E F ′ and
F ′ E F implies F = F ′. Then (3.7) extends to a well-defined partial ordering on the
connected components of the fixed locus. The ordering allows us to extend the at-
tracting correspondence Zσ of (3.1) by adding to it contributions from “downstream”
fixed components:
Z˜σ := {(x, y) s.t. ∃ chain x→ z1 → ...→ zk = y} ↪→ X ×XA (3.8)
Here, x → z1 means that limt→0 σ(t) · x = z1. Furthermore, since z1, ..., zk are torus
fixed points, the notion zi → zi+1 means that there exists a projective line joining zi
and zi+1, flowing from the former to the latter under σ. Consider any rational line
bundle L ∈ PicT (X)⊗Q.
Definition III.1. To such σ and L, (Maulik and Okounkov , 2013) associate a map:
StabσL : KT (X
A) −→ KT (X), (3.9)
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given by a K−theory class on the correspondence Z˜σ, subject to the condition: 1
StabσL
∣∣∣
F×F
= OZσ
∣∣∣
F×F
(3.10)
and the following condition for all F ′ C F :
PA
(
StabσL
∣∣∣
F ′×F
)
⊂ P ◦A
(
OZσ
∣∣∣
F ′×F ′
)
+ wt L|F ′ − wt L|F ⊂ a∨R (3.11)
where the Newton polytope P ◦A ⊂ a∨R in the right hand side is formed by excluding the
vertex on which the cocharacter σ is minimal. This means that one dimensional pro-
jections of P ◦A will be intervals open on the left and closed on the right, or equivalently,
that we make the choices > and ≤ in (3.5) and (3.6), respectively.
In most examples, there will be a preferred ample line bundle θ ∈ Pic(X), which
has the property that the flow ordering induced by σ on fixed components coincides
with the following “ample partial ordering” defined by pairing θ|F ∈ T∨ with the
cocharacter σ ∈ T :
F ′ E F ⇔ 〈σ,θ|F ′〉 ≤ 〈σ,θ|F 〉 (3.12)
See (Maulik and Okounkov , 2012) for the general framework. In the case of Nakajima
quiver varieties, this ample line bundle coincides with the stability condition (2.20).
Then our choice to exclude the “left endpoint” of P ◦A in (3.11) implies that the stable
basis is unchanged by slightly moving L in the negative direction of θ:
StabσL = Stab
σ
L−εθ for small enough ε = ε(L) > 0 (3.13)
1Note that our convention on the class of a subvariety, such as Zσ ↪→ X ×XA, is defined with
respect to the modified direct image (1.31), and so differs from the actual direct image by the square
root of the determinant of the normal bundle
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While uniqueness is rather straightforward, it is not clear that a collection of maps
satisfying properties (3.10) and (3.11) exists, and in fact, the construction is not yet
known to hold in full generality. The situation of quiver varieties we are concerned
with in this thesis is a particular case of Hamiltonian reductions of vector spaces by
reductive groups, in which case the existence of stable bases was proved by (Maulik
and Okounkov , 2013) by abelianization, using techniques of (Shenfeld , 2013).
One of the hallmarks of the stable basis is its integrality, i.e. the fact that it is
defined on the actual K−theory ring, as opposed from a localization. If we had
relaxed this requirement, it would be very easy to construct a multitude of maps
Stab satisfying (3.10) and (3.11) in localized K−theory. One of these is:
Stabσ∞(α) := ι˜
F
∗
(
α
[N+F⊂X ]
)
= (ιF∗)−1(α · [N−F⊂X ]) (3.14)
for all α ∈ KT (F ), for all fixed components ιF : F ↪→ Xσ. The map (3.14) has
the property that its restriction to F ′ × F is zero for all F ′ 6= F , which morally cor-
responds to condition (3.11) for L =∞·θ, where θ is the ample line bundle of (3.12).
Remark III.2. The construction (3.14) shows that working in localized K−theory
destroys the uniqueness of the stable basis construction, but there is a way to partially
salvage this. If we only localize with respect to the one-dimensional torus that scales
the symplectic form, i.e.:
replace KT (X) by KT (X)
⊗
Z[q±1]
Q(q)
then the stable basis is still well-defined and unique. The reason is that condition
(3.11) is an inclusion of Newton polytopes in the torus which preserves the symplectic
form, and so it is unaffected by tensoring with arbitrary rational functions of q.
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Definition (3.9) was given with respect to a generic σ, by which we mean those
cocharacters such that Xσ = XA. Those cocharacters for which this property fails
determine a family of hyperplanes in aR, and the complement of these hyperplanes
partitions a into chambers. As we vary σ within a given chamber, the map (3.9)
does not change. However, as we move from one chamber to the next, we see that
many things change: some attracting directions become repelling and vice-versa, and
so the ordering F ′ E F of certain components changes. Therefore, we observe that
the stable basis fundamentally depends on the chamber containing σ:
aR ⊃ C 3 σ
Similarly, the set of line bundles such that wt LF ′ − wt LF ∈ a∨Z for any two fixed
components F 6= F ′ determines a discrete collection of affine hyperplanes in Pic(X)⊗
R. The complement of these affine hyperplanes partitions Pic(X)⊗ R into alcoves,
and it is easy to see that condition (3.11) only depends on the alcove containing L:
Pic(X) ⊃ A 3 L
We conclude that the stable basis map actually depends on the discrete data of a
chamber C ⊂ aR and an alcove A ⊂ Pic(X)⊗R. The following Exercise explains the
relation between the stable basis for two opposite chambers:
Exercise III.3. The maps StabσL and Stab
σ−1
L−1 are inverse transposes of each other:
(
StabσL(α), Stab
σ−1
L−1(β)
)
X
= (α, β)XA (3.15)
for all α, β ∈ KT (XA). In particular, if XA consists of finitely many points, the
images of these points under StabσL and Stab
σ−1
L−1 determine dual bases of KT (X).
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3.3 From stable bases to R−matrices
Let us now recall the Nakajima quiver varieties Nv,w that were introduced in the
previous Chapter. While the construction in the present Section applies to more
general symplectic resolutions, our notation will be specific to cyclic quiver varieties.
Recall that the torus which acts on Nv,w is:
Tw = C∗q × C∗t ×
w∏
i=1
C∗ui
where the indices denote the equivariant character corresponding to each factor. The
factor C∗q scales the symplectic form, while all the other factors preserve it. Let us
pick any collection of framing vectors w1, ...,wk ∈ Nn and set w = w1 + ... + wk.
Consider the one dimensional subtorus:
A ∼= C∗ σ−→ Tw, a → (1, 1, aN1 , ..., aN1︸ ︷︷ ︸
w1 factors
, ..., aNk , ..., aNk︸ ︷︷ ︸
wk factors
) (3.16)
where N1  N2  ... Nk are integers. The fixed locus of σ has been described in
(Maulik and Okounkov , 2012):
Nv,w ι←↩ NAv,w ∼=
⊔
v=v1+...+vk
Nv1,w1 × ...×Nvk,wk (3.17)
and therefore the stable basis construction for σ and −σ gives rise to maps (3.9):
KT
(Nv1,w1 × ...×Nvk,wk) Stabσ−1L−→ KT (Nv,w) StabσL←− KT (Nv1,w1 × ...×Nvk,wk)
for any rational line bundle L. Since the Picard group of Nakajima quiver varieties
is freely generated by the tautological line bundles O1(1), ...,On(1), the rational line
bundle will be of the form L = O(m) := ∏ni=1Oi(mi), and can be identified with
a vector m = (m1, ...,mn) ∈ Qn. Since A is one dimensional, there are only two
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chambers for cocharacters, positive and negative, and therefore we will use the signs
+ and − instead of σ and σ−1. By taking the direct sum of the above maps over all
vectors v = v1 + ...+ vk, we obtain:
K(w1)⊗ ...⊗K(wk) Stab
−
m−→ K(w) Stab
+
m←− K(w1)⊗ ...⊗K(wk) (3.18)
When k = 2, the composition of the above maps is called a geometric R−matrix:
R+,−m : K(w
1)⊗K(w2) −→ K(w1)⊗K(w2)
R+,−m =
(
Stab+m
)−1 ◦ Stab−m (3.19)
by (Maulik and Okounkov , 2013), who first introduced it. Because of the presence
of the inverse map in (3.19), the map R+,−m will have poles corresponding to half the
normal weights of the inclusion (3.17). The usual quantum parameters of R−matrices
are the equivariant parameters {ui} that arise in the matrix coefficients of the operator
(3.19), or more precisely, ratios ui
uj
. The term “R−matrix” is justified by the fact that
the above endomorphisms (3.19) satisfy the quantum Yang-Baxter equation, which
is nothing but saying that two specific triple products of R+,−m ’s are both equal to the
composition (3.18) for k = 3. The proof of this statement is quite straightforward
from the uniqueness of the stable basis construction, as explained in Example 4.1.9.
of (Maulik and Okounkov , 2012) in the cohomological case. As explained in loc. cit.
(see also (McBreen, 2013) for a survey), taking arbitrary matrix coefficients of (3.18)
in the last tensor factor gives rise to a family of endomorphisms:
AMO ↪→ End
(
K(w1)⊗ ...⊗K(wk)
)
for all k and all framing vectors w1, ...,wk ∈ Nn. This family of endomorphisms can
be thought of as a quasi-triangular Hopf algebra, with coproduct denoted by ∆m,
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whose category of representations has objects {K(w)}w∈Nn , and whose R−matrices
are precisely (3.19). We will not dwell upon this algebra any further, since its prop-
erties were described in great detail in (Maulik and Okounkov , 2012), and we will
mostly be concerned with an alternative construction in the next Chapter.
We will, however, focus on a factorization property of the geometric R−matrices
(3.19) which is particular to the K−theoretic case. Let us work in the more general
case of a symplectic flow:
σ y X with fixed point set Xσ ι↪→ X
and let us study the corresponding stable basis maps in T−equivariant K−theory.
For any line bundle m ∈ Pic(X)⊗Q, we construct the change of stable basis map:
R+,−m : KT (X
σ) −→ KT (X), R+,−m =
(
Stab+m
)−1 ◦ Stab−m (3.20)
We could call the above a “geometric R−matrix” by analogy with (3.19), but this
would be rather misleading, since R−matrices usually act between various tensor
products representations of the same algebra, while (3.20) is a general map. This
map represents the change in stable basis as we replace the negative direction σ−1
with the positive direction σ. However, we can achieve the same result by changing
the line bundle m in a prescribed direction θ ∈ Pic(X), which is required to be
compatible with the flow σ in the sense of (3.12). To be precise, we consider the
composition from left to right:
R+m,m+εθ : KT (X
σ)
Stab+m+εθ−→ KT (X) Stab
+
m←− KT (Xσ) (3.21)
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where ε is a very small positive rational number. We interpret m + εθ as the next
alcove in Pic(X)⊗Q after the one containing m, as we move in the direction of the
vector θ. The map (3.21) will be called an infinitesimal change of stable basis.
We can consider the following infinite product of maps (3.21):
(
Stab+m
)−1 ◦ Stab+∞ = →∏
r∈Q+
R+m+rθ,m+(r+ε)θ : KT (X
σ) −→ KT (Xσ)
Intuitively, the infinite product goes over the positive half-line of slope θ starting at
m, and picks up a factor every time we encounter a wall between two alcoves A and
A′ inside Pic(X)⊗ R. The corresponding factor is simply the change of stable basis
between the two alcoves A and A′. In particular, we encounter finitely many walls
and so there will be finitely many non-trivial factors in the above product. Then we
may use formula (3.14) to obtain:
(
Stab+m
)−1
=
→∏
r∈Q+
R+m+rθ,m+(r+ε)θ ◦
(
ι∗
[N−Xσ⊂X ]
)
(3.22)
We can do the same constructions for the negative stable basis, i.e. define:
R−m+εθ,m : KT (X
σ)
Stab−m−→ KT (X)
Stab−m+rθ←− KT (Xσ) (3.23)
which implies:
(
Stab−∞
)−1 ◦ Stab−m = →∏
r∈Q−
R−m+(r+ε)θ,m+rθ : KT (X
σ) −→ KT (Xσ)
Using formula (3.14) for the negative σ−1 direction, we obtain:
Stab−m = (ι
∗)−1
[N+Xσ⊂X ] · →∏
r∈Q−
R−m+(r+ε)θ,m+rθ
 (3.24)
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Multiplying (3.22) and (3.24) together we obtain the factorization of R−matrices
constructed by (Maulik and Okounkov , 2013):
Lemma III.4. The change of stable basis (3.20) factors in terms of the infinitesimal
change maps (3.21) and (3.23):
R+,−m =
→∏
r∈Q+
R+m+rθ,m+(r+ε)θ ◦
[N+Xσ⊂X ]
[N−Xσ⊂X ]
◦
→∏
r∈Q−
R−m+(r+ε)θ,m+rθ (3.25)
where the middle term in the composition is the operator of multiplication by
[N+Xσ⊂X ]
[N−Xσ⊂X ]
.
3.4 Fixed loci and the isomorphism
We will now apply some of the considerations of the previous Section to the case
when X = Nv,w is a cyclic quiver variety and the fixed locus was seen in (3.17) to be
Xσ =
⊔Nv1,w1 × ...×Nvk,wk . The middle term of formula (3.25) has to do with the
normal bundles to the fixed locus, and we will now compute these explicitly. Let us
start from the Kodaira-Spencer presentation (2.23) of the tangent space to X, which
was described in Section 2.1:
TFNv,w = −χ (F ,F(−∞))
If we restrict the above to the fixed locus Xσ, it means that we are considering sheaves
of the form F = F1 ⊕ ... ⊕ Fk, where each Fi has rank prescribed by the framing
vector wi. Since the Euler characteristic is additive, we see that:
TF1⊕...⊕FkNv,w = −
k⊕
a,b=1
χ (Fa,Fb(−∞))
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The tangent space to the fixed locus consists of those summands with a = b, while:
N+Xσ⊂X |F1⊕...⊕Fk = −
⊕
1≤a<b≤k
χ (Fa,Fb(−∞)) (3.26)
N−Xσ⊂X |F1⊕...⊕Fk = −
⊕
1≤b<a≤k
χ (Fa,Fb(−∞)) (3.27)
The reason for this is that all characters χ(Fa,Fb(−∞)) contain a factor of ubua , which
is attracting or repelling with respect to the torus (3.16) depending on whether a < b
or b < a. Therefore, we are led to consider the sheaf:
E

Nv1,w1 ×Nv2,w2
with fibers E|F1,F2 = Ext1(F1,F2(−∞))Z/nZ (3.28)
which is a vector bundle because the corresponding Hom and Ext2 spaces vanish.
Note that the Kodaira-Spencer isomorphism (2.23) implies that E|∆ ∼= TNv,w. Then
formulas (3.26) and (3.27) can be interpreted as:
N+ =
∑
1≤a<b≤k
pi∗a,b(E) N− =
∑
1≤a<b≤k
pi∗b,a(E) (3.29)
where pia,b : Nv1,w1 × ...×Nvk,wk → Nva,wa ×Nvb,wb is the standard projection, and
we use the abbreviated notation N+ and N− for the attracting and repelling parts
of the normal bundle to the fixed locus Xσ ↪→ X. Instead of using the definition
(3.28), we will prefer to use the following formula for the K−theory class of E , which
is proved by analogy with (2.22):
E =
w1∑
j=1
V2j
quj
+
w2∑
j=1
uj
qV1j
+
n∑
i=1
(V2i+1
qtV1i
+
tV2i−1
qV1i
− V
2
i
V1i
− V
2
i
q2V1i
)
(3.30)
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where {V1i }1≤i≤n and {V2i }1≤i≤n denote the tautological vector bundles pulled back
from the two factors of Nv1,w1 × Nv2,w2 . We will now use the above formulas to
analyze the slope ∞ stable basis map (3.14) with respect to the cocharacters σ or
σ−1 defined in (3.16), for k = 2:
K(w1)⊗K(w2) Stab
±∞−→ K(w) Stab±∞(α) = (ι∗)−1
(
α · [N∓]) (3.31)
where ι : Nv1,w1 × Nv2,w2 ↪→ Nv,w is the inclusion of the torus fixed locus. The
two maps (3.31) each represent half of the geometric R−matrix (3.19) at slope ∞.
They iteratively allow us to break the K−theory of Nakajima quiver varieties into
tensor products of K−theories of quiver varieties with smaller framing vectors, until
we reach those with framing given by the simple roots ς i = (0, ..., 0, 1, 0, ..., 0). When
n = 1, this is precisely the decomposition hinted at in (2.8). However, we will now
show that (3.31) can be promoted from a map of vector spaces to a map of represen-
tations. This result is implicitly contained in (Tsymbaliuk , 2014), when n = 1.
Proposition III.5. For any choice of framing vertices w = w1 +w2, the map Stab±∞
of (3.31) is a Uq,t(s¨ln)−intertwiner, with respect to the action:
K(w1)⊗K(w2) x Uq,t(s¨ln) y K(w)
of Theorem I.2. The tensor product is made into a Uq,t(s¨ln) module with respect to
the coproduct ∆op or ∆ of (1.60), depending on whether the sign is + or −.
Proof. We will prove the case of Stab+∞, and leave the analogous case of Stab
−
∞ to the
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interested reader. We need to prove that the following diagrams are commutative:
K(w1)⊗K(w2) Stab
+∞ //
∆op(ϕ±i (z))

K(w)
ϕ±i (z)

K(w1)⊗K(w2) Stab
+∞ // K(w)
K(w1)⊗K(w2) Stab
+∞ //
∆op(e±i (z))

K(w)
e±i (z)

K(w1)⊗K(w2) Stab
+∞ // K(w)
(3.32)
The first diagram is almost immediate, and it follows from the fact that ϕ±i (z) are
operators of multiplication by the tautological class:
γiw(z) :=
ζ
(
z
X
)
ζ
(
X
z
) uj≡i∏
1≤j≤w
[
uj
qz
]
[
z
quj
] ∈ K(w)[[z∓1]]
Since the restriction to the fixed locus ι : Nv1,w1×Nv2,w2 ↪→ Nv,w respects tautological
classes, we see that ι∗(γiw(z)) = γ
i
w1(z)γiw2(z). Therefore, the first diagram of (3.32)
follows from the identities:
ϕ±i (z)
(
Stab+∞(α)
)
= ϕ±i (z)
(
(ι∗)−1
(
α · [N−]) ) = γiw(z) · (ι∗)−1 (α · [N−]) =
= (ι∗)−1
(
ι∗
(
γiw(z)
) · α · [N−]) = (ι∗)−1(γiw1(z) · γiw2(z) · α · [N−]) =
= (ι∗)−1
(
ϕ±i (z)⊗ ϕ±i (z) (α) · [N−]
)
= Stab+∞
(
∆(ϕ±i (z))(α)
)
for any α ∈ K(w1) ⊗ K(w2). Let us now turn to proving the second diagram of
(3.32), and we will use the following explicit formula for the coproduct:
∆op
(
e+i (z)
)
= e+i (z)⊗ϕ+i (z)+1⊗e+i (z) ∆op
(
e−i (z)
)
= e−i (z)⊗1+ϕ−i (z)⊗e−i (z)
We will use formulas (2.48) and (2.49) for the action of the series e±i (z) on K(w):
e+i (z)
(
f(X)
)
= f(X − z)ζ
( z
X
)
·
uj≡i∏
1≤j≤w
[uj
qz
]
(3.33)
77
e−i (z)
(
f(X)
)
= f(X + z)ζ
(
X
z
)−1
·
uj≡i∏
1≤j≤w
[ z
quj
]−1
(3.34)
where the integral is replaced by a series in z because we replace the single opera-
tors e±i,d by their generating series e
±
i (z) =
∑
d∈Z e
±
i,dz
−d. We will henceforth denote
tautological classes on K(w), K(w1), K(w2) by f(X), f(X1), f(X2). Here X, X1,
X2 are three alphabets of variables such that X = X1 + X2. The repelling normal
bundle can be written in terms of tautological classes by using (3.29) and (3.30):
N− =
w2∏
j=1
V1j
quj
+
w1∏
j=1
uj
qV2j
+
n∑
k=1
(V1k+1
qtV2k
+
tV1k−1
qV2k
− V
1
k
V2k
− V
1
k
q2V2k
)
=⇒
=⇒ [N−] = ζ
(
X2
X1
) ∏
1≤j≤w2
[X1
quj
] ∏
1≤j≤w1
[ uj
qX2
]
(3.35)
Moreover, in terms of such tautological classes, the map (3.14) takes the form:
Stab+∞
(
f(X1)g(X2)
)
= Sym
(
f(X1)g(X2)ζ
(
X2
X1
) w2∏
i=1
[X1
qui
] w1∏
i=1
[ ui
qX2
])
(3.36)
where the notation Sym involves symmetrizing the variables X1 and X2 in all possible
ways. Therefore, the right hand side of (3.36) is a symmetric function in X = X1+X2.
To prove the equality (3.36), one can observe that ι∗(RHS) · [N−]−1 gives precisely
f(X1)g(X2). Combining (3.36) with (3.33), we obtain e+i (z)
(
Stab+∞
(
f(X1)g(X2)
))
=
Sym f(X1 − z)g(X2)ζ
(
X2
X1 − z
) w2∏
i=1
[X1 − z
qui
] w1∏
i=1
[ ui
qX2
]
ζ
( z
X1
)
ζ
( z
X2
) w∏
i=1
[ui
qz
]
+
Sym f(X1)g(X2 − z)ζ
(
X2 − z
X1
) w2∏
i=1
[X1
qui
] w1∏
i=1
[ ui
q(X2 − z)
]
ζ
( z
X1
)
ζ
( z
X2
) w∏
i=1
[ui
qz
]
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Meanwhile, Stab+∞
(
∆op(e+i (z))
(
f(X1) · g(X2)
))
equals:
Stab+∞
(
e+i (z)f(X
1) · ϕ+i (z)g(X2) + f(X1) · e+i (z)g(X2)
)
= Stab+∞(τ)
where τ =
f(X1 − z)ζ
( z
X1
)
g(X2)
ζ
(
z
X2
)
ζ
(
X2
z
) w1∏
i=1
[ui
qz
] w2∏
i=1
[
ui
qz
]
[
z
qui
] +f(X1)g(X2 − z)ζ ( z
X2
) w2∏
i=1
[ui
qz
]
Once again using (3.36), we obtain precisely e+i (z)
(
Stab+∞
(
f(X1)g(X2)
))
, as re-
quired. The corresponding formulas for ϕ−i (z) and e
−
i (z) are proved analogously, so
we will not review them here in the interest of space.
3.5 Lagrangian bases and correspondences
One of the strengths of the stable basis construction is that it can be considered with
respect to any symplectic flow σ y X, and various σ will give rise to various stable
basis maps. In the case of the cyclic quiver, we have already seen that the choice
of (3.16) gives rise to products of quiver varieties as fixed points of a bigger quiver
variety Nv,w. Let us consider instead the following one-dimensional subtorus:
C∗ σ−→ Tw a→ (1, a, aN1 , ..., aNw) (3.37)
where we assume N1  ... Nw are integers. We will encounter this flow in Chapter
VI. The fixed point set of Nv,w with respect to this torus is minimal, in the sense
that it only consists of the fixed points Iλ, as λ ranges over w−partitions. Then the
stable basis construction gives rise to elements sσ
±1,L
λ ∈ Kv,w. Since L = O(m) for
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some m = (m1, ...,mn) ∈ Qn, we will write the above as:
s±,mλ ∈ Kv,w (3.38)
and call these the positive and negative stable bases, respectively. They are inter-
esting inasmuch as m is not integral, since:
s±,m+kλ = s
±,m
λ · O(k) ∀ k ∈ Zn (3.39)
The name “stable basis” reflects the fact that as λ ranges over all w−partitions, each
of the two collections (3.38) determines a basis of K(w)loc. Even more so, they give
an integral basis of the Fw−module of K−theory classes supported on the attracting
subvariety of X. The basis elements (3.38) are precisely the classes which appear in
Theorem I.3. In the very particular case:
n = 1 and w = (1), when K(1) ∼= Fock space
the basis elements s±,0λ correspond to modified Schur functions sλ and their duals with
respect to the Macdonald inner product. By (3.39), we have s+,kλ = ∇k(sλ), where the
operator ∇ of tensoring by O(1) was first discovered in combinatorics by Bergeron
and Garsia. Finally, the analogue of (3.14) says that s+,∞λ should be interpreted as the
class of the fixed point Iλ, renormalized appropriately. Following Haiman, this class
corresponds to modified Macdonald polynomials in combinatorics, so we conclude
that in the case n = 1 and w = (1), the basis s+,mλ interpolates between modified
Schur functions and modified Macdonald polynomials.
Beside the stable basis, Theorem I.3 also deals with certain operators denoted therein
by Pm±[i;j) and Q
m
±[i;j). We will construct these operators in the next Chapter as arising
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from certain correspondences between Nakajima cyclic quiver varieties. Let us say a
few words about such operators in the more general setup of two symplectic varieties
X and Y , both with actions of a torus T , in which we fix a one-dimensional symplectic
flow σ. We will consider Lagrangian correspondences:
Γ ∈ KT (W ) where W
pi1
~~
pi2
  
Y X
(3.40)
We always assume that pi1 is proper with respect to the T fixed locus, and that pi2 is
a lci morphism, so the above correspondence induces an operator:
f : KT (X) −→ KT (Y ) f(α) = pi1∗ (Γ · pi∗2(α))
We would like to ask how this operator interacts with the stable basis, i.e. whether we
can complete the following diagram by a horizontal map that makes it commutative:
W
|| ""
Y X
foo
Z˜σ
==
!!
Z˜σ
aa
}}
Y σ
StabσL
OO
Xσ
StabσL
OO
fσ
oo
W σ
bb <<
(3.41)
In diagram (3.41), the dotted arrows represent maps between K−theory that are
induced by the correspondences in the corners, and W σ is a correspondence induced
by W on the fixed locus. Computing W σ, or equivalently the map fσ, is one of the
main tasks in working with stable bases (in fact, our main Theorem I.3 is precisely
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one such computation). In localized K−theory, the above diagram requires:
fσ = (StabσL)
−1 ◦ f ◦ StabσL
which determines fσ uniquely. Recall that the attracting set is the locus of points
which have a well-defined limit in the direction of σ. In order for fσ to be well-
defined in integral K−theory, one needs to decide whether the correspondence f
takes classes supported on the attracting set to classes supported on the attracting
set. A reasonable geometric condition for this to happen is to have:
pi1
(
pi−12 (Attracting set)
) ⊂ Attracting set (3.42)
Therefore, we need to understand whether the correspondences we write down respect
property (3.42) with respect to a certain one dimensional flow on our varieties. Let
us describe these loci for Nakajima quiver varieties. When X = Nv,1 is the Hilbert
scheme of v points in the plane and σ is the one dimensional symplectic flow in the
direction of the equivariant parameter t, it is well-known that:
Attracting set of σ =
{
ideals I ⊂ C[x, y] supported on the line x = 0
}
Repelling set of σ =
{
ideals I ⊂ C[x, y] supported on the line y = 0
}
where the coordinates of the plane are acted on by (q, t) y (x, y) = (qtx, qt−1y). In
terms of quadruples of matrices (X, Y,A,B), the condition that an ideal be supported
on the line x = 0 (respectively y = 0) corresponds to the matrix X (respectively Y )
being nilpotent. In the higher rank case of moduli spaces of framed sheaves Nv,w, we
work with respect to the torus (3.37), and so we have:
Attracting set of σ =
{
rank w sheaves Fw endowed with a filtration (3.43)
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F1 ⊂ ... ⊂ Fw s.t. Ik = Fk/Fk−1 has Ik|∞ ∼= ωkO∞ and supp Ik = {x = 0}
}
Repelling set of σ =
{
rank w sheaves Fw endowed with a filtration (3.44)
F1 ⊂ ... ⊂ Fw s.t. Ik = Fk/Fk−1 has Ik|∞ ∼= ωw−k+1O∞ and supp Ik = {y = 0}
}
where we write W = C · ω1 ⊕ ...⊕C · ωw for the basis of the framing space. In terms
of quadruples of matrices (X, Y,A,B), the above conditions can be rephrased as:
Attracting set of Nv,w w.r.t. σ =
{
(X, Y,A,B)
}
(3.45)
such that there exists a filtration V 1 ⊂ ... ⊂ V w preserved by (X, Y,A,B), with X
nilpotent and A · ωk generating V k/V k−1, and:
Repelling set of Nv,w w.r.t. σ =
{
(X, Y,A,B)
}
(3.46)
such that there exists a filtration V 1 ⊂ ... ⊂ V w preserved by (X, Y,A,B), with Y
nilpotent and A · ωw−k+1 generating V k/V k−1. Finally, Nakajima cyclic quiver vari-
eties Nv,w are Z/nZ fixed loci of Gieseker moduli spaces. Therefore, the attracting
and repelling sets are simply obtained by taking the Z/nZ fixed points of (3.45) and
(3.46), respectively, and replacing (X, Y,A,B) by (Xi, Yi, Ai, Bi)1≤i≤n. In the case of
the cyclic quiver, the condition that X is nilpotent must be replaced by the condition
that any vector v ∈ Vi be annihilated by the composition XN ◦ XN−1 ◦ ... ◦ Xi for
large enough N .
Exercise III.6. The correspondence Zi of Section 2.4 satisfies property (3.42) with
respect to either (3.45) or (3.46). Hence the operators e±i,d of (2.40) are Lagrangian:
they take positive/negative stable bases to integral combinations of stable bases.
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CHAPTER IV
The Shuffle Algebra
4.1 Definition of the shuffle algebra
The purpose of this Section is to review the basic construction of shuffle algebras.
Consider a vector space V and define the space of symmetric tensors as:
T⊗V ⊃ Sym V ∼=−→ T
⊗V
(v1 ⊗ v2 − v2 ⊗ v1) (4.1)
where T⊗V denotes the tensor algebra of V , graded according to the number of tensor
factors, and Sym V denotes the subalgebra of symmetric tensors. The isomorphism
in (4.1) is normalized so that its inverse is:
v1 ⊗ ...⊗ vk −→ Sym [v1 ⊗ ...⊗ vk] :=
∑
σ∈S(k)
vσ(1) ... vσ(k)
When dealing with symmetric tensors, we will forgo the ⊗ sign between them. The
isomorphism (4.1) is only one of vector spaces, since the usual tensor product of two
symmetric tensors need not be symmetric. Instead, we define the following shuffle
product as the algebra structure on Sym V which corresponds to the usual multi-
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plication of tensors under the isomorphism (4.1):
Sym V ⊗ Sym V ∗−→ Sym V
where:
(v1 ... vk) ∗ (vk+1 ... vk+l) = Sym
(v1 ... vkvk+1 ... vk+l
k! · l!
)
(4.2)
Note that we can take the sum in the RHS over all permutations σ ∈ S(k+ l) because
the tensors v1...vk and vk+1...vk+l are assumed symmetric to begin with. Because of
the factorials in the denominator, there are
(
k+l
k
)
summands vσ(1)...vσ(k+l) in (4.2).
Note that certain definitions of shuffle algebras do not require the original tensors
to be symmetric, as opposed from ours. We will henceforth refer to Sym V as the
shuffle algebra associated to V . It is a bialgebra with coproduct given by:
∆(v1 ... vk) =
k∑
i=0
(v1 ... vi)⊗ (vi+1 ... vk) (4.3)
as well as unit and counit corresponding to the empty tensor. The map S(v1...vk) =
(−1)kvk...v1 is an antipode, although it is rather trivial in our case since our tensors
are all symmetric. The tautological pairing between V and V ∗ gives rise to the
following pairing between the corresponding shuffle algebras:
Sym V ⊗ Sym V ∗ −→ C (4.4)
(v1 ... vk, λ1 ... λk) = λ1(v1)...λk(vk)
It is straightforward to check that (4.4) satisfies (1.49), and is therefore a bialgebra
pairing. We may then construct the double shuffle algebra as its Drinfeld double:
Sym V ⊗ Sym V ∗ (4.5)
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according to the relations imposed in (1.50). The shuffle algebra that features in this
paper is based on the above construction for V = {zdi }d∈Z1≤i≤n and hence:
Sym V “ = ”
⊕
k=(k1,...,kn)∈Nn
F[..., z±1i1 , ..., z
±1
iki
, ...]Sym1≤i≤n
where F = Z[q±1, t±1]. The variable zia will be thought to have color i modulo n,
and we will only require our Laurent polynomials to be symmetric with respect to
variables of a given color. We enlarge the vector space of symmetric polynomials to
include rational functions:
S˜ym V :=
⊕
k=(k1,...,kn)∈Nn
F˜(..., zi1, ..., ziki , ...)
Sym
1≤i≤n
where F˜ = Q(q, t), and endow it with the following shuffle product:
F ∗ F ′ = Sym
F (..., zia, ...)F ′(..., zjb, ...)
k! · l!
1≤i≤n∏
1≤a≤ki
1≤j≤n∏
kj+1≤b≤kj+lj
ζ
(
zia
zjb
) (4.6)
where k! =
∏n
i=1 ki!. Note that the direct analogue of (4.2) would have involved
setting 1 instead of twisting by the rational function ζ in (4.6). This twist will be
explained in Section 4.3, where we recall how (4.6) is related to the K−theoretic Hall
product as constructed by (Schiffmann and Vasserot , 2013).
The reason why we must work with rational functions F is that the function ζ will
produce poles in (4.6). However, the poles of the form zia−zib will be removed by the
symmetrization, and effectively the only poles we will have to contend with are of the
form qzia − q−1zib. Therefore, we will work with the following subspaces of S˜ym V :
S+k :=
{
F (..., zia, ...) =
r(..., zia, ...)∏1≤i≤n
1≤a6=b≤ki(qzia − q−1zib)
}
(4.7)
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where r(..., zi1, ..., ziki , ...)
1≤i≤n
1≤a≤ki is any symmetric Laurent polynomial that satisfies:
r(..., q−1, t±1, q, ...) ≡ 0 (4.8)
The above are called the wheel conditions, where we are allowed to set any three
variables of colors i, i ± 1, i equal to q−1, t±1, q. They are a natural generalization of
the construction of (Feigin and Odesskii , 2001) in the elliptic finite-dimensional case.
Imposing the wheel conditions only for variables of a specific color is natural, due to
the parameters q and t having color 0 and 1, respectively. Then the positive shuffle
algebra is defined as:
S+ :=
⊕
k∈Nn
S+k (4.9)
and its elements, namely symmetric rational functions F of the form (4.7), will be
called positive shuffle elements. Just like in Proposition 2.7. of (Negut,, 2013a),
one sees that S+ ⊂ S˜ym V is a subalgebra with respect to the shuffle product. The
algebra we wish to study is actually the double of (4.9), in the sense that we should
also consider the negative shuffle algebra:
S− :=
⊕
k∈Nn
S−−k (4.10)
defined as the same vector space (4.9), but endowed with the opposite shuffle product
S− = (S+)op. The elements of S− will be referred to as negative shuffle elements.
We would like to realize S+ and S− as bialgebras with a pairing between them,
just like we did with the symmetric power Sym V in (4.5). However, the direct
generalization of (4.3) will not give a correct coproduct on either S+ or S−, because
we have twisted the shuffle product by the rational function ζ in (4.6). The correct
thing to do is to slightly enlarge our shuffle algebras:
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S≥ = 〈S+, {ϕ+i,d}d∈N01≤i≤n〉 S≤ = 〈S−, {ϕ−i,d}d∈N01≤i≤n〉
where the symbols ϕ±i,d commute among themselves, and interact with S± via:
ϕ+i (w) · F = F · ϕ+i (w)
1≤j≤n∏
1≤a≤kj
ζ(w/zja)
ζ(zja/w)
where ϕ+i (w) =
∞∑
d=0
ϕ+i,dw
−d (4.11)
ϕ−i (w) ·G = G · ϕ−i (w)
1≤j≤n∏
1≤a≤kj
ζ(zja/w)
ζ(w/zja)
where ϕ−i (w) =
∞∑
d=0
ϕ−i,dw
d (4.12)
for any i ∈ {1, ..., n}, F (..., zja, ...) ∈ S+ and G(..., zja, ...) ∈ S−. To make sense of the
above formula, we think of w as a variable of color i. Then there exist coproducts:
∆ : S≥ −→ S≥ ⊗̂ S≥ ∆ : S≤ −→ S≤ ⊗̂ S≤
given by ∆(ϕ±i (w)) = ϕ
±
i (w)⊗ ϕ±i (w) for all i ∈ {1, ..., n}, and:
∆(F ) =
∑
0≤l≤k
[∏b>lj
1≤j≤n ϕ
+
j (zjb)
]
F (..., zi1, ..., zili ⊗ zi,li+1, ..., ziki , ...)∏a≤li
1≤i≤n
∏b>lj
1≤j≤n ζ (zjb/zia)
(4.13)
∆(G) =
∑
0≤l≤k
G(..., zi1, ..., zili ⊗ zi,li+1, ..., ziki , ...)
[∏a≤li
1≤i≤n ϕ
−
i (zia)
]
∏a≤li
1≤i≤n
∏b>lj
1≤j≤n ζ (zia/zjb)
(4.14)
for all F ∈ S+ and G ∈ S−. To make sense of (4.13) and (4.14), we expand the
right hand sides in the limit |zia|  |zjb| for all a ≤ li and b > lj, and then place all
monomials in {zia}a≤li to the left of the ⊗ symbol and all monomials in {zjb}b>lj to
the right of the ⊗ symbol. Because of the expansion, the right hand sides of (4.13)
and (4.14) will have infinitely many terms, though finitely many in each homogeneous
degree. Therefore, the coproduct ∆ naturally takes values in a certain completion.
With respect to the bialgebra structure defined above, the following maps S : S≥ →
88
S≥ and S : S≤ → S≤ are anti-homomorphisms of both algebras and coalgebras:
S(ϕ+i (z)) =
(
ϕ+i (z)
)−1
S(F ) =
[
1≤i≤n∏
1≤a≤ki
(−ϕ+i (zia))−1
]
∗ F (4.15)
S(ϕ−i (z)) =
(
ϕ−i (z)
)−1
S(G) = G ∗
[
1≤i≤n∏
1≤a≤ki
(−ϕ−i (zia))−1
]
(4.16)
for any F (..., zia, ...)
1≤i≤n
1≤a≤ki ∈ S+ and G(..., zia, ...)1≤i≤n1≤a≤ki ∈ S−. Because the currents
ϕ±i (z) have infinitely many terms, the above maps also take values in a completion
of S±. The following Exercise is straightforward, but it is a good toy example for the
computations in the next Section:
Exercise IV.1. The maps S defined above are antipode maps, i.e.
S(F1) ∗ F2 = F1 ∗ S(F2) = S(G1) ∗G2 = G1 ∗ S(G2) = 0
for all F ∈ S+ and G ∈ S−.
Finally, the following Exercise is very important, as it will allow us to construct the
double shuffle algebra as a Drinfeld double.
Exercise IV.2. There exists a bialgebra pairing:
〈·, ·〉 : S≤ ⊗ S≥ −→ F˜ given by 〈ϕ−i (z), ϕ+j (w)〉 =
ζ(w/z)
ζ(z/w)
(4.17)
for variables z, w of color i, j, as well as the following formula:
〈G,F 〉 = 1
k!
|q|<1<|p|∫
|zia|=1
G(..., zia, ...)F (..., zia, ...)∏1≤i,j≤n
a≤ki,b≤kj ζp(zia/zjb)
1≤i≤n∏
1≤a≤ki
Dzia
∣∣∣
p 7→q
(4.18)
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for all F ∈ S+ and G ∈ S−, where ζp is defined as the following cousin of (1.57):
ζp
(
xi
xj
)
= ζ
(
xi
xj
) [ xj
p2xi
]δij
[
xj
q2xi
]δij (4.19)
The reason we use ζp instead of ζ, and evaluate the integral (4.18) assuming |q| <
1 < |p| only to set p 7→ q afterwards, is to avoid having double poles at qzia − q−1zib.
4.2 Verma modules for shuffle algebras
The pairing defined in Exercise IV.2 allows us to define the Drinfeld double:
S = S
≤ ⊗ S≥
ϕ+i,0ϕ
−
i,0 − 1
(4.20)
and call it the double shuffle algebra. The algebra S is graded, with:
deg F (..., zi1, ..., ziki , ...) = ±k where k = (k1, ..., kn) ∈ Nn
for a positive/negative shuffle element F ∈ S±. We also assign degϕ±i,d = 0. However,
there is a second grading we will call the homogenous degree, given by:
d = hom deg F = homogenous degree of the function F (..., zi1, ..., ziki , ...)
for all F ∈ S±, and hom deg ϕ±i,d = ±d. The bidegree of shuffle elements will be
denoted by (k, d) ∈ Zn × Z. We will denote the graded and bigraded pieces by:
S =
⊕
k∈Zn
Sk Sk =
⊕
d∈Z
Sk,d
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respectively. We are now in position to properly state Theorem I.1:
Theorem IV.3. There exists a bigraded isomorphism of bialgebras:
Υ : Uq,t(s¨ln) −→ S (4.21)
generated by:
Υ(ϕ±i,d) = ϕ
±
i,d and Υ(e
±
i,d) =
zdi1
[q−2]
∈ S±
for all i ∈ {1, ..., d} and all d ∈ Z.
It is easy to see that the map Υ respects the coproduct and pairing of the generators.
It is also not hard to show that the map Υ is a monomorphism, on account of the
non-degeneracy of the bialgebra pairing on Uq,t(s¨ln) (see (Negut,, 2013b) for a review
of this argument). The main difficulty in proving Theorem IV.3 is the surjectivity of
Υ, which boils down to the fact that the restriction to the positive halves:
Υ+ : U+q,t(s¨ln) −→ S+ (4.22)
is surjective. The analogous claim for the negative halves is proved likewise. The
surjectivity of Υ+ is equivalent to the fact that the shuffle algebra is generated by
degree one elements {zdi }d∈Z1≤i≤n, which will be established in the next Chapter.
In this Section, we will show how to construct Verma modules for the shuffle algebra.
The construction is meant to match that of (Hernandez , 2009) for the quantum
toroidal algebra, under the isomorphism Υ. To define these, let us consider any
w ∈ Nn and fix a collection of colored parameters u1, ..., uw, such that there are wi
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parameters of color i modulo n. As a vector space, the Verma module coincides
with either half of the shuffle algebra itself:
M(w) = S± ⊗ Z[u±11 , ..., u±1w ] (4.23)
M(w) =
⊕
v∈Nn
Mv,w =
⊕
v∈Nn
{
shuffle element f(..., zi1, ..., zivi , ...)
}
where the shuffle elements f are allowed to have coefficients among the u±1i ’s, but
otherwise all the formulas in the previous Section apply to them. The positive half
S+ acts on (4.23) by the usual shuffle product, twisted by a symmetric polynomial
that is constructed from the ui:
F y f :=
(
F (zi1, ..., ziki)
w∏
i=1
ki∏
a=1
[
ui
qzia
])
∗ f ∀ F ∈ S+k ∀ f ∈M(w) (4.24)
The Cartan elements are required to act by the following formula for all i ∈ {1, ..., n}:
ϕ±i (w) y f :=
uj≡i∏
1≤j≤w
[
uj
qw
]
[
w
quj
]
︸ ︷︷ ︸
lowest weight
·
1≤j≤n∏
1≤a≤vj
ζ
(
w
zja
)
ζ
(
zja
w
) · f ∀ f ∈Mv,w (4.25)
which establishes that the “lowest weight” of M(w), interpreted as in the sense of
(Hernandez , 2009), is the rational function marked by the underbrace. Formulas
(4.24) and (4.25), together with relation (1.52) that holds in any Drinfeld double,
force the following action of negative shuffle elements on M(w):
G y f :=
〈
S(G1),
f1∏w
i=1
[
Z1i
qui
]〉 f2〈G2, f3∏w
i=1
[
ui
qZ3i
]〉 (4.26)
for all G ∈ S−−k and f ∈ M(w), where ∆2(f) = f1(Z1) ⊗ f2(Z2) ⊗ f3(Z3) denotes
the coproduct (4.13). We write Zk = Zk1 + ... + Z
k
n, where Z
k
i = {zki1, zki2, ...} is the
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set of variables of the rational functions fk in each tensor, for all k ∈ {1, 2, 3} and
i ∈ {1, ..., n}. Because of our conventions for the coproduct of shuffle elements (4.13),
the denominator of (4.26) must be expanded in the range:
|Z1|  1 |Z2| = 1 |Z3|  1 (4.27)
If we use formula (4.18) for the pairing, we can write the action of negative shuffle
elements as a bona fide rational function for all G ∈ S−:
G y f :=
∑
v=v1+v2+v3
(−1)|v1|
v1! · v3! · (4.28)
|q|<1<|p|∫
|Z1|1
|q|>1>|p|∫
|Z3|1
G(Z1, Z3)f(Z1, Z2, Z3)DZ1DZ3
ζp
(
Z1+Z3
Z1+Z3
)
ζ
(
Z2
Z1+Z3
)∏w
i=1
[
Z1i +Z
3
i
qui
] ∣∣∣
p 7→q
where Z1i = {zia}1≤a≤v1i , Z2i = {zia}v1i<a≤v1i+v2i , Z3i = {zia}v1i+v2i<a≤vi . The statement
that q is assumed to be either greater than or smaller than 1 depending on which
integral we take should be interpreted as follows: factors which involve both Z1 and
Z3 are not concerned with the size of q, because of the expansion in |Z1|  |Z3|. But
in those factors which involve either Z1 or Z3, we must replace q by a parameter q±
which is taken either < 1 or > 1 depending on the integral, compute the integral via
residues, and then set q± 7→ q. To show that formula (4.28) respects the shuffle prod-
uct, i.e. that
(
Gy
(
G′ y f
))
=
(
G ∗ G′
)
y f , one observes that the integrands
that arise in (4.28) are the same, and the contours can be made to coincide by the
same argument as in the proof of Exercise IV.2. Therefore, we obtain the following:
Proposition IV.4. Formulas (4.24), (4.25), (4.28) give rise to a well-defined action:
S y M(w)
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In order to merit being called a Verma module, we should prove the existence of a
Shapovalov form on M(w). By definition, this is a symmetric bilinear form:
(·, ·) : M(w)⊗M(w) −→ F˜w
where Fw = Z[q±1, t±1, u±11 , ..., u±1w ] and F˜w = Q(q, t, u1, ..., uw), such that:
(Gy f, f ′) = (f,GT y f ′) ∀ G ∈ S and ∀ f, f ′ ∈M(w) (4.29)
Here, G 7→ GT denotes the transposition involution, namely the antiautomorphism
induced by the identity map of vector spaces:
S+ 3 G T↔ G ∈ S−
The defining property (4.29) of the Shapovalov form implies that the quotient space:
L(w) :=
M(w)
kernel of (·, ·) (4.30)
is a representation of S. In the theory of lowest weight representations of affine alge-
bras or quantum groups, the representations L(lowest weight) obtained in this way
are the irreducible building blocks of category O. Let Z = ∑ni=1 Zi = ∑ni=1∑via=1 zia
be a placeholder for our set of variables, similar to (2.31).
Exercise IV.5. The following assignment gives rise to a Shapovalov form on M(w):
(f, f ′) =
1
v!
 ∫
|Z|=1
−
∫
|Z|1
 f(Z)f ′(Z) ·DZ∏1≤i≤n
1≤j≤n ζ
(
Zi
Zj
)∏w
i=1
[
Zi
qui
][
ui
qZi
] (4.31)
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Using (4.18), we will show in Chapter VII that formula (4.31) equals the following
formula, which is written purely in terms of the Hopf algebra structure of the shuffle
algebra:
(f, f ′) =
〈
(f1 ∗ S(f2))T∏w
i=1
[
Z1i
qui
] [
Z2i
qui
] , f ′∏w
i=1
[
ui
qZi
]〉 (4.32)
where the variables of f1, f2 and f
′ are denoted generically by {Z1}, {Z2} and {Z}
respectively. Each summand of ∆(f) = f1 ⊗ f2 is expanded in the range |Z1|  1,
|Z| = 1, |Z2|  1. Formula (4.32) is forced upon us by property (4.29) and the
fact that the Verma module is generated by the positive shuffle algebra. Let us note
that for w = (0, ..., 0), the integral (4.31) equals 0 by the same inclusion-exclusion
argument from the proof of Exercise IV.1, so we conclude that:
(Mv,0,Mv,0) = 0 ∀ v 6= 0
and hence L(0) is one dimensional. In Section 4.4, we will identify the representations
L(w) with the localized K−theory groups of Nakajima quiver varieties K(w), and
the Shapovalov form (4.31) with the integral pairing of (2.29) - (2.33).
4.3 The K−theoretic Hall algebra
We will now recall how S+ and the shuffle product (4.6) can be interpreted as the
K−theoretic Hall algebra of cyclic quiver varieties, as constructed by (Schiffmann
and Vasserot , 2013) in the case n = 1. To set up the problem, let us recall the usual
Hall algebra for the groups Gk = GL(Ck). Consider the representation rings:
Rep(Gk) ∼= Z[z±11 , ..., z±1k ]Sym
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for all k ∈ N. The above isomorphism is given by sending a representation to its
character. Then we may consider the direct sum of these representation rings:
∞⊕
k=0
Rep(Gk) =
∞⊕
k=0
Z[z±11 , ..., z±1k ]
Sym (4.33)
and ask how to construct a natural algebra structure on (4.33), which preserves the
grading by k. To accomplish this, consider the embedding Gk × Gl −→ Gk+l as
block-diagonal matrices for all natural numbers k and l, and the parabolic subgroup:
Pk,l
M m
|| $$ $$
Gk+l Gk ×Gl
(4.34)
consisting of matrices that preserve the subspace Ck ↪→ Ck+l. Then the assignment:
Rep(Gk)⊗ Rep(Gl) ∗−→ Rep(Gk+l)
f ∗ f ′ = IndGk+lPk,l (f ⊗ f ′) (4.35)
gives rise to an associative algebra structure on (4.33). The above product can be
computed explicitly, according to the well-known formula:
(f ∗ f ′)(z1, ..., zk+l) = Sym
[
f(z1, ..., zk)f
′(zk+1, ..., zk+l)
k! · l!
1≤i≤k∏
k+1≤j≤k+l
(
1− zj
zi
)−1]
(4.36)
for any symmetric Laurent polynomials f(z1, ..., zk) and f
′(zk+1, ..., zk+l). Let us
remark that, historically, the appropriate setup for the above Hall algebra are finite
groups. However, we chose to present it as above in order to motivated the following
construction, although there is quite a rich history of mathematics in between them.
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The connection to geometry starts by observing that Rep(Gk) = K ([·/Gk]). More-
over, the diagram (4.34) gives rise to the following morphisms of stacks:
[·/Pk+l]
pi1
yy
pi2
''
[·/Gk+l] [·/Gk]× [·/Gl]
(4.37)
Therefore, the Hall product (4.35) can be thought of as the correspondence:
K ([·/Gk])⊗K ([·/Gl]) ∗−→ K ([·/Gk+l])
f ∗ f ′ = pi1∗ (pi∗2(f ⊗ f ′)) (4.38)
which induces an algebra structure on
⊕∞
k=0K ([·/Gk]). We can generalize this setup
by replacing the quotient stack [·/Gk] with the so-called commuting stack:
Ck :=
[
{X, Y ∈ End(Ck) such that [X, Y ] = 0}/Gk
]
(4.39)
which is simply the stack quotient that corresponds to the “moduli of sheaves” without
any framing Nk,0. We consider the action of the torus C∗ × C∗ on Ck given by
(q, t) · (X, Y ) = (qtX, qt−1Y ). The equivariant K−theory of the stack Ck, and its
relation to the shuffle algebra, were pursued in (Schiffmann and Vasserot , 2013). In
this paper, we will only consider those K−theory classes on the above stack which
come from equivariant constants, so let us define:
KC∗×C∗(Ck) := KC∗×C∗×Gk(pt) = F[z
±1
1 , ..., z
±1
k ]
Sym
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where F = Z[q±1, t±1]. We will soon see that we will need to enlarge the above ring
by allowing constants in F˜ = Q(q, t), as well as rational functions:
K˜C∗×C∗(Ck) := KC∗×C∗(Ck)loc = F˜(z1, ..., zk)Sym (4.40)
by analogy with Section 4.1, where we replaced Sym V by S˜ym V . We consider
Ck × Cl → Ck+l as the stack of commuting block diagonal matrices corresponding to
a fixed subspace Ck ⊂ Ck+l. Then the analogue of (4.37) is the diagram:
Pk,l
pi1
||
pi2
$$
Ck+l Ck × Cl
where the stack correspondence is given by:
Pk,l :=
[
{X, Y ∈ End(Ck+l) that preserve Ck and [X, Y ] = 0}/Pk,l
]
In other words, Pk+l parametrizes commuting block triangular matrices, which pre-
serve a fixed embedding Ck ⊂ Ck+l, modulo the action of the parabolic group Pk,l.
Then the appropriate shuffle product is also given by a push-pull diagram:
K˜C∗×C∗(Ck) ⊗ K˜C∗×C∗(Cl) ∗−→ K˜C∗×C∗(Ck+l) (4.41)
F ∗ F ′ = pi1∗
(
pi∗2(F ⊗ F ′)
)
where the modified push-forward is defined by (1.31). The following explicit formula
will be proved in Exercise IV.6 below, in the more general setting of the cyclic quiver:
(F ∗ F ′)(z1, ..., zk+l) = Sym
F (z1, ..., zk)F ′(zk+1, ..., zk+l)
k! · l!
1≤i≤k∏
k+1≤j≤k+l
[
zj
qtzi
] [
tzj
qzi
]
[
zj
zi
] [
zj
q2zi
]

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This is precisely the shuffle product considered in (Feigin and Tsymbaliuk , 2011) and
(Schiffmann and Vasserot , 2013). Let us now recall how to generalize this picture to
obtain K-theoretic Hall algebras for the cyclic quiver, although we note that the
construction works for general quiver varieties. Consider the quotient stack version
of the Nakajima quiver variety Nk,0 of any degree k = (k1, ..., kn) ∈ Nn:
Ck :=
{ Cki Xi ,, Cki+1
Yi
kk such that Xi−1Yi−1 = YiXi
}1≤i≤n
/ Gk

where Gk =
∏n
i=1 GL(Cki). We define the K−theory of this stack following (4.40):
KC∗×C∗(Ck) := KC∗×C∗×Gk(pt) = F[..., z
±1
i1 , ..., z
±1
iki
, ...]Sym
K˜C∗×C∗(Ck) := KC∗×C∗(Ck)loc = F˜(..., zi1, ..., ziki , ...)Sym (4.42)
where the rational functions above are only required to be symmetric in the variables
zia of given color i modulo n. We will now define the algebra structure on the sum
of the above K−theories. For any k, l ∈ Nn, we fix a subspace Ck ⊂ Ck+l, by which
we mean a collection of subspaces Cki ⊂ Cki+li for all 1 ≤ i ≤ n, and define:
Pk+l
pi1
{{
pi2
$$
Ck+l Ck × Cl
(4.43)
as Pk+l :={ Cki+li Xi .. Cki+1+li+1
Yi
ll s.t. X, Y preserve Ck and Xi−1Yi−1 = YiXi
}1≤i≤n
/Pk,l

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where Pk,l =
∏n
i=1 Pki,li . The shuffle product is defined by analogy with (4.41):
K˜C∗×C∗(Ck) ⊗ K˜C∗×C∗(Cl) ∗−→ K˜C∗×C∗(Ck+l)
F ∗ F ′ = pi1∗
(
pi∗2(F ⊗ F ′)
)
The following Exercise proves that the Hall product defined above matches the shuffle
product defined in (4.6), under the identification (4.42).
Exercise IV.6. The Hall product for the cyclic quiver is given by:
F ∗ F ′ = Sym
F (..., zia, ...)F ′(..., zjb, ...)
k! · l!
1≤i≤n∏
1≤a≤ki
1≤j≤n∏
kj+1≤b≤kj+lj
ζ
(
zia
zjb
) (4.44)
for any F ∈ K˜C∗×C∗(Ck) and F ′ ∈ K˜C∗×C∗(Cl).
4.4 The K−theory action
Let us now recall the K−theory groups K(w) of Nakajima quiver varieties, that were
defined in Section 2.2 for any w ∈ Nn. If we set:
Λ(w) =
⊕
v∈Nn
Λv,w where Λv,w = Fw[..., x±i1, ..., x
±
ivi
, ...]Sym1≤i≤n
then we have seen in (2.30) that:
K(w) =
Λ(w)
kernel of the pairing (·, ·)
which was defined in (2.29). Comparing formula (2.33) with (4.31), we see that the
above pairing coincides with the Shapovalov form. Therefore, we may be justified
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to conclude that K(w) ∼= L(w) as vector spaces. However, there are two subtleties
here: one is that K(w) was defined starting from Laurent polynomials, while L(w)
was defined starting from the a priori larger vector space of shuffle elements (4.8).
This will be solved by the fact that we quotient out by the kernels of the pairing (·, ·).
The second subtlety is that elements of L(w) are defined over rational functions in
Q(q, t), while K(w) are defined over Laurent polynomials Z[q±1, t±1]. Though we will
not pursue this here, we believe that one can define an “integral” form of the shuf-
fle algebra, such that the resulting module L(w) become isomorphic to the integral
K−theory group K(w). Instead, we will contend ourselves with an embedding which
becomes an isomorphism after localization:
Theorem IV.7. For any w ∈ Nn, we have an embedding of modules:
Uq,t(s¨ln) y K(w) ↪→ L(w) x S
which becomes an isomorphism after localization K(w) ↪→ K(w)loc. The two actions
above match via the isomorphism Υ : Uq,t(s¨ln) ∼= S of Theorem IV.3.
Proof. The embedding is induced by the natural inclusion Λ(w) ↪→ M(w). To show
that it induces a well-defined map on the quotients K(w)→ L(w), we need to prove:
(f, g) = 0 ∀ g ∈ Λ(w) ⇔ (f,G) = 0 ∀ G ∈M(w)
for any Laurent polynomial f ∈ Λ(w). We do not yet have a general understanding of
this phenomenon (which would probably require one to be more subtle about defining
Verma modules for shuffle algebra) so we will instead prove it by localization. Formula
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(2.35) shows that, with respect to the pairing (2.29):
(f, g) = 0 ∀ g ∈ Λ(w) ⇔ f (χλ) = 0 ∀ w− partitions λ
The analogous formula can be proved for the Shapovalov form, where the analogue
of Proposition II.7 allows us to express the residue count for the integral (4.31) as a
sum over w−partitions. The poles are made worse by the fact that shuffle elements
have denominators of the form qzia− q−1zib, but the argument (and the day) is saved
by the wheel conditions that we imposed on shuffle elements:
M(w) 3 F (..., zia, ...) = r(..., zia, ...)∏1≤i≤n
1≤a6=b≤ki(qzia − q−1zib)
(4.45)
where the Laurent polynomial r satisfies r(..., q−1, t±1, q, ...) ≡ 0 for any three variables
of colors i, i± 1, i. Therefore, we conclude that a shuffle element F ∈M(w) vanishes
in L(w) if and only if F (χλ) = 0 for all w−partitions λ, where:
F (χλ) = F (..., χ, ...)∈λ ∈ F˜ (4.46)
One must take care when specializing the variables of F at the set of weights of a
w−partition, because of the denominators that appear in (4.45). However, the wheel
conditions eliminate all the poles, and this can be seen by the following procedure:
• for each box (x, y) ∈ λj ⊂ λ, insert the input zia = s(y)j qx1 into the function F
• the wheel conditions imply that r of (4.45) is divisible by certain linear factors
of the form s
(y)
j q
x
1 − s(y±1)j qx±11 , as we will see in the proof of Lemma V.6
• these linear factors precisely cancel the problematic denominators of (4.45)
• specialize s(y)j = quj · qy2 and obtain the constant in (4.46).
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Therefore, both Laurent polynomials f ∈ Λ(w) and shuffle elements F ∈ M(w)
vanish in the quotients K(w) and L(w) when their specializations to the set of weights
of any w−partition vanish. This implies that we have an embedding K(w) ↪→ L(w).
We will now show that this embedding intertwines the actions of Uq,t(s¨ln) and S.
According to Theorem I.1, the map Υ is an isomorphism, which implies that the
shuffle algebra is generated by degree one elements zdi . Therefore, it is enough to
match the action of e±i,d on K(w) from (2.40) with the action of the shuffle elements
F =
zdi
q−1−q ∈ S+ in (4.24) and G =
zdi
q−1−q ∈ S− in (4.28) on L(w). Let us start from
formula (2.46), which can be written as:
e+i,d(f) = f
′ where f ′(χλ) =
λ=µ+∑
 of color i
χd
[q−2]
f(χµ)ζ
(
χ
χµ
) uj≡i∏
j≤w
[ uj
qχ
]
(4.47)
To match this with (4.24), we need to show that f ′ can be taken to be:
(
zd
[q−2]
uj≡i∏
j≤w
[uj
qz
])
∗ f = Sym
[
zd
[q−2]
f(..., zia, ...)
∏
i,a
ζ
(
z
zia
) uj≡i∏
j≤w
[uj
qz
]]
(4.48)
This is easy to see from the definition of the shuffle product, and will be explained in
detail in more generality in Proposition IV.8 below. The idea is that when we evaluate
the symmetrization (4.48) at the set of weights {χ}∈λ, the variable z must be set
equal to the weight of a removable box  ∈ λ (in other words, z must be set equal
to χ
q2
for an outer corner  of λ). Otherwise, the product of ζ
(
z
zia
) ∣∣∣
{z,...,zia,...}7→χλ
specializes to 0. Writing µ = λ− gives us precisely (4.47).
Let us now recall formula (2.47) for the negative half of Uq,t(s¨ln), and rewrite it as:
e−i,d
(
f
)
=
 ∫
|zi|1
−
∫
|zi|1
 zdi · f(X + zi)
ζ
(
X
zi
)∏uj≡i
1≤j≤w
[
zi
quj
]Dzi (4.49)
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Meanwhile, when G =
zdi
q−1−q , the only summands which can appear in formula (4.28)
are Z1 = ∅, Z2 = X,Z3 = {zdi } and {Z1} = zdi , Z2 = X,Z3 = ∅, so we obtain:
zdi
[q−2]
y f =
 ∫
|zi|1
−
∫
|zi|1
 zdi f(X + zi)Dzi
[q−2]ζ
(
zi
zi
)
ζ
(
X
zi
)∏uj≡i
1≤j≤w
∏uj≡i
1≤j≤w
[
zi
qui
] (4.50)
There is no need to consider the various assumptions |q| < 1 < |p|, or the rational
function ζp instead of ζ for that matter, because these only affect the residue compu-
tation when there is more than one z variable. Since ζ
(
zi
zi
)
gives rise to a factor of
1
[q−2] , formulas (4.49) and (4.50) match.
According to the above Theorem, shuffle elements act on the K−theory groups of
Nakajima cyclic quiver varieties, something that was expected after Section 4.3. The
following Proposition shows that shuffle elements precisely encode the matrix coeffi-
cients of the corresponding operators in the basis of fixed points |λ〉 of K−theory.
Proposition IV.8. For any F ∈ S+k and G ∈ S−−k, we have:
〈λ|F |µ〉 = F (χλ\µ)
∏
∈λ\µ
[∏
∈µ
ζ
(
χ
χ
) w∏
i=1
[ ui
qχ
]]
(4.51)
〈µ|G|λ〉 = G(χλ\µ)
∏
∈λ\µ
[∏
∈λ
ζ
(
χ
χ
) w∏
i=1
[χ
qui
]]−1
(4.52)
where the sum is over all skew diagrams λ\µ of size k, and:
F (χλ\µ) := F
({χ}∈λ\µ)
is defined for any shuffle elements as in (4.46).
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Proof. Note that the case when F or G have a single variable (in other words, degree
1) was proved in (2.44) and (2.45). Since such shuffle elements generate the whole of
S, according to Theorem IV.3, it is enough to show that formulas (4.51) and (4.52)
respect the shuffle product. Let us take care of the former, since the latter is treated
analogously. For any positive shuffle elements F ∗F ′ and skew diagram λ\µ, we have:
(F ∗ F ′)(λ\µ)
∏
∈λ\µ
[∏
∈µ
ζ
(
χ
χ
) w∏
i=1
[ ui
qχ
]]
=
=
∑
λ\µ=DunionsqD′
F (D)F ′(D′)
∈D∏
′∈D′
ζ
(
χ
χ′
) ∏
∈λ\µ
[∏
∈µ
ζ
(
χ
χ
) w∏
i=1
[ ui
qχ
]]
(4.53)
where the sum is over all partitions of the set of boxes of λ\µ. Because ζ(q−11 ) =
ζ(q−12 ) = 0, the only summands which are non-zero are those where no box of D is
below or to the right of any box from D′. In other words, there must be a partition
ν nestled between µ and λ such that D = λ\ν and D′ = ν\µ. Hence (4.53) equals:
∑
λ≥ν≥µ
F (λ\ν)F ′(ν\µ)·
∈λ\ν∏
′∈ν\µ
ζ
(
χ
χ′
) ∈λ\ν∏
∈µ
ζ
(
χ
χ
) ′∈ν\µ∏
∈µ
ζ
(
χ′
χ
) 1≤i≤w∏
∈λ\ν
[ ui
qχ
] 1≤i≤w∏
′∈ν\µ
[ ui
qχ′
]
The above formula is precisely what one obtains by iterating (4.51) twice.
Theorem IV.7 claims that the operators on K(w) induced by the line bundle L⊗d on
the simple geometric correspondences Zi (see Section 2.4) are realized by the shuffle
element
zdi
q−1−q . This begs the question as to how to construct shuffle realizations of
other line bundles on geometric correspondences. The first idea one has to construct
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more complicated correspondences is to iterate several simple correspondences:
Zd1i1 ◦ ... ◦ Zdmim corresponds to
zd1i1 ∗ ... ∗ zdmim
[q−2]m
= Sym
[
zd1i1 ...z
dm
im
[q−2]m
∏
1≤a<b≤m
ζ
(
zia
zib
)]
To be precise, we ought to write the shuffle element in the right hand side by replacing
the variables {zia , ia ≡ c} by {zc1, zc2, ...} for every residue c modulo n, but we
will gloss over this imprecision in order to maintain the elegance of shuffle formulas.
Another set of geometric operators is given by the correspondences:
Vq1v+,v−,w ⊂ Nv+,w ×Nv−,w (4.54)
defined for all v+ ≥ v− to consist of the space of linear maps:
Wi
Ai

Wi+1
Ai+1

... V +i
Yi−1oo

V +i+1
Yioo

...
Yi+1oo
...
Xi−1
??
V −iYi−1
oo
Bi

Xi
==
V −i+1Yi
oo
Bi+1

Xi+1
>>
...
Yi+1
oo
Wi Wi+1
(4.55)
for a fixed collection of quotients {V +  V −} = {V +i
pi V −i }1≤i≤n. In other words,
both the X and Y maps are required to preserve the quotients, but the X maps are
required to act by 0 on Ker pi (and thus factor through V
−
i → V +i+1). One defines
Vq2v+,v−,w similarly, by switching the roles of X and Y .
Since we lose degrees of freedom by the requirement that X|Ker pi = 0, the naive
guess is that the dimension of Vq1v+,v−,w is smaller than middle dimension in (4.54).
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However, we also lose a number of degrees of freedom in the moment map, since:
µ(X, Y,A,B) = Xi−1Yi−1 − YiXi + AiBi annihilates Ker pi
and thus factors through a map V −i → V +i . The correspondence Vq1v+,v−,w is well-
known to be smooth and middle dimensional, and in fact Lagrangian. Therefore,
the T−character in its tangent spaces at the torus fixed points can be computed by
analogy with (2.42). Note that fixed points are parametrized by skew w−diagrams
λ+\λ−, such that no two boxes are on the same row (the latter condition is required
by the vanishing on the X maps):
Tλ+≥λ−V
q1 =
w∑
j=1
 c≡j∑
∈λ+
χ
quj
+
c′≡j∑
′∈λ−
uj
qχ′
+ ∑
,′∈λ+\λ−
(
δc+1c′ ·
tχ
qχ′
− δcc′ ·
χ
χ′
)
+
+
∈λ+∑
′∈λ−
(
δc−1c′ ·
χ
qtχ′
+ δc+1c′ ·
tχ
qχ′
− δcc′ ·
χ
χ′
− δcc′ ·
χ
q2χ′
)
With this in mind, we can use (2.43) and (4.51) to obtain the following direct gener-
alization of Proposition 6.7. of (Negut,, 2015). Let k = v+ − v−.
Proposition IV.9. The operators induced by Vq1v+,v−,w and V
q2
v+,v−,w on K(w) cor-
respond to the operators induced by the following shuffle elements, respectively:
Bq1k :=
n∏
i=1
∏ki
a=1
∏ki+1
b=1
[
zi+1,b
qtzia
]
∏ki
a=1
∏ki
b=1
[
zib
q2zia
] and Bq2k := n∏
i=1
∏ki
a=1
∏ki−1
b=1
[
tzi−1,b
qzia
]
∏ki
a=1
∏ki
b=1
[
zib
q2zia
]
One can also consider the operator on K(w) induced by the vector bundle E →
Nv+,w ×Nv−,w that was defined in (3.28):
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E|F+,F− = Ext1(F+,F−(−∞))Z/nZ
This vector bundle has a section:
s|F+,F− = ψ(tautological homomorphism)
where the map ψ is the following composition:
Hom(F+,F+|∞)Z/nZ ∼= Hom(F+,F−|∞)Z/nZ −→ Ext1(F+,F−(−∞))Z/nZ
The left isomorphism is due to the fact that our sheaves are framed, i.e. trivialized
at ∞, while the middle map is part of the long exact sequence for RHom. From the
long exact sequence, we see that the section s vanishes precisely when F+ ⊂ F−.
Therefore, the operator induced by the top exterior power of E :
Kv−,w
A−→ Kv+,w α −→ pi+∗
(
[E ] · pi∗−(α)
)
(4.56)
vanishes unless v+ ≥ v−. The following Exercise is a straightforward generalization
of Proposition 6.7. of (Negut,, 2015):
Exercise IV.10. The operator A : Kv−,w → Kv+,w corresponds to that induced by
the shuffle element 1 ∈ S+k , where k = v+ − v−.
In the special case k = kθ for a natural number k, the shuffle element 1 ∈ S+k was
studied in (Feigin and Tsymbaliuk , 2015), where it was denoted by Fk. It was shown
in loc. cit. that the shuffle elements {Fk}k∈N correspond to the central Heisenberg
subalgebra of Uq(g˙ln) ⊂ Uq,t(s¨ln) at “slope 0”, as we will recall in Chapter V.
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4.5 Eccentric correspondences
For us, the richest class of geometric operators will be given by the so-called eccentric
correspondences, which we define below. Particular instances of these correspon-
dences will be shown to generate the shuffle algebra, in a sense which will be made
clear in the next Chapter, and they are the operators that feature in Theorem I.3.
Geometrically, these correspondences are defined for all i < j and all degree vectors
v+,v− ∈ Nn such that v+ = v− + [i; j):
Zq1[i;j) ↪→ Nv+,w ×Nv−,w (4.57)
To define the locus (4.57), consider a surjective map between two n−tuples of vector
spaces {V +  V −} = {V +k  V −k }1≤k≤n and assume we are given a full flag of the
kernel of these surjections:
0 = U [j;j) ⊂ U [j−1;j) ⊂ ... ⊂ U [i+1;j) ⊂ U [i;j) = Ker (V +  V −) (4.58)
The meaning of this notation is that U [a;j) = U
[a;j)
1 ⊕ ...⊕U [a;j)n is an n−tuple of vector
spaces, such that U
[a;j)
k has dimension equal to the number of integers ≡ k mod n in
the interval [a; j). The inclusion U
[a;j)
k ⊂ U [a+1;j)k is required to have codimension δak
modulo n. Recall the vector space Nv+,w of (2.17) and define the subspace:
Zq1[i;j) ⊂ Nv+,w
of quadruples (X, Y,A,B) of linear maps on the vector spaces V + = {V +k }1≤k≤n,
which preserve the quotient V +  V − and:
• the X maps are “nilpotent” on the flag (4.58): X(U [a;j)) ⊂ U [a+1;j) (∗)
• the Y maps are “anti-nilpotent” on the flag (4.58): Y (U [a+1;j)) ⊂ U [a;j) (∗∗)
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Note that the vector space Zq1[i;j) is invariant under the conjugation action of the
parabolic subgroup P[i;j) ⊂ Gv+ which preserves both the quotients V +  V − and
the flag (4.58). Moreover, the moment map makes the following diagram commute:
Zq1[i;j) _

ν // p[i;j) _

N[i;j)
µ // gv+
(4.59)
where p[i;j) is the vector space of traceless endomorphisms of V
+ which preserve the
quotients V +  V − and the flag (4.58).
Definition IV.11. Define the eccentric correspondence as the quotient:
Zq1[i;j) = ν
−1(0) / θ P[i;j) (4.60)
We will now give a naive dimension count for Zq1[i;j), by first computing the dimension
of the affine space Zq1[i;j) and then subtracting the dimensions of P[i;j) and p[i;j). It is
easy to see that:
dim
(
X maps
)
=
n∑
k=1
v−k v
+
k+1 + dim
(
nilpotent maps (∗) on the flags (4.58)
)
dim
(
Y maps
)
=
n∑
k=1
v−k+1v
+
k + dim
(
anti-nilpotent maps (∗∗) on the flags (4.58)
)
It is straightforward to compute the dimension of the spaces of nilpotent and anti-
nilpotent linear maps between two flags of vector spaces, so we give the answer here:
dim
(
nilpotent maps (∗)
)
=
∑
i≤a≤b−1<j−1
δab−1
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dim
(
anti-nilpotent maps (∗∗)
)
=
∑
i≤a≤b+1<j+1
δab+1
where the congruences are taken modulo n. We conclude that:
dimZq1[i;j) =
n∑
k=1
(
v−k v
+
k+1 +v
−
k+1v
+
k +wkv
+
k +wkv
−
k
)
+
∑
i≤a≤b−1<j−1
δab−1 +
∑
i≤a≤b+1<j+1
δab+1
Moreover, we have:
dimP[i;j) = dim p[i;j) + 1 =
n∑
k=1
v−k v
+
k +
∑
i≤a≤b<j
δab
where we note that the dimension of p[i;j) is one smaller than that of P[i;j) because we
have imposed the traceless condition. We have the identity:
∑
i≤a≤b−1<j−1
δab−1+
∑
i≤a≤b+1<j+1
δab+1−2
∑
i≤a≤b<j
δab+1 =
n∑
k=1
(v+k −v−k )(v+k+1−v−k+1)−(v+k −v−k )2
which can be proved by first for j ∈ {i, ..., i+ n− 1} and then showing that the two
sides are invariant under [i; j) 7→ [i; j + n). We conclude that dimZq1[i;j) ≥
n∑
k=1
(
−(v
+
k − v+k+1)2
2
+ wkv
+
k −
(v−k − v−k+1)2
2
+ wkv
−
k
)
=
dimNv+,w + dimNv−,w
2
Equality is attained if and only if the derivative of the moment map ν of (4.59) is
surjective on the semistable locus, i.e. the equations ν = 0 cut out a subvariety of
minimal possible dimension. We conjecture that this is the case, which implies that
Zq1[i;j) is a local complete intersection, and hence we can make sense of its tangent space
by subtracting the dimP[i;j) +dim p[i;j) relations from the dimZ
q1
[i;j) affine coordinates.
Fixed points of Zq1[i;j) consist of two pieces of data, the first of which is a skew
w−diagram λ+\λ− of size [i; j). However, the condition that the parabolic sub-
111
group P[i;j) preserve the flag (4.58) determines that our second piece of data is a
labeling:
ψ : { ∈ λ+\λ−} bijection−→ {i, ..., j − 1} s.t. ψ() ≡ color , ∀  ∈ λ+\λ−
and the labels of the boxes  increase as we go up and to the right in the skew
w−diagram λ+\λ−, with the possible exception that the box with label a − 1 is
allowed to be directly above the box labeled a. Without this latter relaxation, the
labeling would have given rise to what is known as a standard Young tableau. We
therefore call (λ+\λ−, ψ) a positive almost standard Young tableau, and shorten
this terminology by ASYT+. The following is proved similarly with Exercise II.10:
Exercise IV.12. The T−character in the tangent spaces to Zq1[i;j) are given by:
T(λ+≥λ−,ψ)Z
q1
[i;j) =
w∑
k=1
 c≡k∑
∈λ+
χ
quk
+
c′≡k∑
′∈λ−
uk
qχ′
+ 1
q2
+ (4.61)
+
a≡b−1∑
i≤a≤b−1<j−1
χb
qtχa
+
a≡b+1∑
i≤a≤b+1<j+1
tχb
qχa
−
a≡b∑
i≤a≤b<j
χb
χa
−
a≡b∑
i≤a≤b<j
χb
q2χa
+
+
∈λ+∑
′∈λ−
(
δc−1c′ ·
χ
qtχ′
+ δc+1c′ ·
tχ
qχ′
− δcc′ ·
χ
χ′
− δcc′ ·
χ
q2χ′
)
where χa denotes the weight of the box labeled a in the ASYT
+ defined by ψ.
Besides the natural projection maps pi± : Z
q1
[i;j) → Nv±,w, the fact that eccentric
correspondences are P[i;j) quotients implies that they are endowed with line bundles:
Li, ...,Lj−1 ∈ Pic
(
Zq1[i;j)
)
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where the fibers of La consist of the one-dimensional vector spaces U [a;j)/U [a+1;j)
corresponding to the flag (4.58). Then we may consider the operator
P
(d)
±[i;j) : K•(w) −→ K•±[i;j)(w) α 7→ pi±∗
(
Ldii · ... · Ldj−1j−1 · pi∗∓(α)
)
for any vector of integers (d) = (di, ..., dj−1). Then formula (4.61) allows us to com-
pute the matrix coefficients of the above operators in the fixed point basis, via (2.43).
Exercise IV.13. The operators P
(d)
±[i;j) act on K(w) according to the shuffle elements:
P
(d)
±[i;j) = Sym
 zdii ... zdj−1j−1
[q−2]
∏j−1
a=i+1
[
tza−1
qza
] ∏
i≤a<b<j
ζ
(
zb
za
) ∈ S± (4.62)
We abuse notation and denote the geometric operator on K−theory and the algebraic
shuffle element ∈ S± by the same symbol.
If we switch the roles of X and Y in the definition of the eccentric correspondences,
we obtain the analogous:
Zq2[i;j) ↪→ Nv+,w ×Nv−,w
which parametrize quadruples (X, Y,A,B) such that the X maps are now anti-
nilpotent and the Y maps are nilpotent. Fixed points of this correspondence consist
of a w−diagram λ+\λ−, together with a labeling:
ψ : { ∈ λ+\λ−} bijection−→ {i, ..., j − 1} s.t. ψ() ≡ color , ∀  ∈ λ+\λ−
and the labels decrease as we go up and to the right in the skew w−diagram λ+\λ−,
with the possible exception that the box with label a is allowed to be directly to
the right of the box labeled a − 1. Such a labeling will be called a negative al-
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most standard Young tableau, and we shorten this terminology to ASYT−. The
corresponding operators on K−theory are induced by the following shuffle elements:
Q
(d)
±[i;j) = Sym
 zdii ...zdj−1j−1
[q−2]
∏j−1
a=i+1
[
za
qtza−1
] ∏
i≤a<b<j
ζ
(
za
zb
) ∈ S± (4.63)
which is proved by analogy with Exercise IV.13. The following is a generalization of
Exercise III.6, and proved in a similar fashion.
Exercise IV.14. For any vector d = (di, ..., dj−1) of integers, the operators P
(d)
[i;j) and
Q
(d)
−[i;j) are Lagrangian in the positive stable basis for any m ∈ Qn:
P
(d)
[i;j) · s+,mµ =
∑
λ
s+,mλ · coeffs in Fw Q(d)−[i;j) · s+,mλ =
∑
µ
s+,mµ · coeffs in Fw
while their transposes P
(d)
−[i;j) and Q
(d)
[i;j) are Lagrangian in the negative stable basis.
While we claimed that P
(d)
±[i;j) and Q
(d)
±[i;j) given by formulas (4.62) and (4.63) are shuf-
fle elements, we have not yet proved that they indeed satisfy the wheel conditions.
This will be proved in the following Exercise, together with the fact that these special
shuffle elements lie in the image of Υ : Uq,t(s¨ln) → S. We will show in Chapter V
that the various P
(d)
±[i;j) and Q
(d)
±[i;j) generate S, which will prove Theorem IV.3.
Exercise IV.15. For any vector of integers (d) = (di, ..., dj−1), the rational functions:
P
(d)
±[i;j) and Q
(d)
±[i;j) lie in S±
i.e. they satisfy the wheel conditions of (4.8). Moreover, these shuffle elements lie in
the subalgebra of S± generated by {zdi }d∈Z1≤i≤n, i.e. in the image of Υ of Theorem IV.3.
114
CHAPTER V
Subalgebras and Root R−matrices
5.1 The quantum group
The famous RTT presentation of the quantum group Uq(gln) was introduced by
(Faddeev et al., 1989a). We will be concerned with a certain presentation of the affine
quantum group Uq(g˙ln), which was developed by (Faddeev et al., 1989b), (Reshetikhin
and Semenov-Tian-Shansky , 1990) and (Ding and Frenkel , 1993). Note that while
our construction is very close to that of loc. cit., there will be differences in notation.
Let Eij denote the elementary n×n matrix with a single entry 1 at row i and column
j, and zero everywhere else. Consider the following tensor product of matrices:
R
( z
w
)
=
∑
1≤i,j≤n
Eii ⊗ Ejj
(
zq − wq−1
w − z
)δij
+ (q − q−1)
∑
1≤i 6=j≤n
Eij ⊗ Ejiw
δi>jzδi<j
w − z
which differs by the one in loc. cit. by a scalar multiple, the transformation q 7→ −q−1,
and taking the transpose. By appealing to loc. cit. we conclude that R satisfies the
quantum Yang-Baxter equation:
R12
( z
w
)
R13
(
z
y
)
R23
(
w
y
)
= R23
(
w
y
)
R13
(
z
y
)
R12
( z
w
)
(5.1)
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where R12 = R⊗ Id ∈ Mat⊗Mat⊗Mat etc. The quantum group Uq(g˙ln) is defined
as the Hopf algebra generated by symbols:
Uq(g˙ln) =
〈
e±[i;j), ψk, c
〉k∈Z
i<j
(5.2)
where the Cartan elements ψk are commutative, c is central, and we have ψk+n = cψk
for all k ∈ Z. In order to define the relations between the remaining generators, we
identify e±[i;j) = e±[i+n;j+n) and place them in two matrix valued power series:
T+(z) =
i≤j∑
1≤i≤n
e[i;j)ψi · Ej mod n,izd
j
ne−1 (5.3)
T−(z) =
i≤j∑
1≤i≤n
e−[i;j)ψ−1i · Ei,j mod nz−d
j
ne+1 (5.4)
where the residue of j modulo n is taken to lie in {1, ..., n}, in order to match our
conventions on indexing elementary matrices. We write e±[i;i) = 1 and e±[i;j) = 0 if
i > j. We impose the following RTT relations:
R
( z
w
)
T+1 (z)T
+
2 (w) = T
+
2 (w)T
+
1 (z)R
( z
w
)
(5.5)
R
( z
w
)
T−1 (z)T
−
2 (w) = T
−
2 (w)T
−
1 (z)R
( z
w
)
(5.6)
and:
R
( z
wc
)
T−2 (w)T
+
1 (z) = T
+
1 (z)T
−
2 (w)R
(zc
w
)
(5.7)
between the generators of Uq(g˙ln), where we set X1 = X ⊗ Id and X2 = Id ⊗X for
any matrix X. In particular, we have the relations:
ψk · e±[i;j) = (−q)±(δik−δ
j
k)e±[i;j) · ψk ∀ arcs [i; j) and k ∈ Z (5.8)
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For arbitrary a ≤ c and b ≤ d, unwinding relations (5.5) and (5.6) gives us:
e±[a;c)e±[b,d)
(−q)δba−δdb+δda−
e±[b,d)e±[a;c)
(−q)δbc−δdb+δdc = (q−q
−1)
[
x≡d∑
a≤x<c
e±[b,c+d−x)e±[a;x) −
x≡b∑
a<x≤c
e±[x;c)e±[a+b−x,d)
]
while unwinding relation (5.7) implies:
[
e[a;c), e−[b,d)
]
= (q − q−1)
[
x≡b∑
a≤x<c
e−[c+b−x,d)e[a;x)
(−q)δbc+δac−δab ·
ψx
ψc
−
x≡d∑
a<x≤c
e[x;c)e−[b,a+d−x)
(−q)−δba+δdb−δda ·
ψx
ψa
]
We can introduce a bialgebra structure on Uq(g˙ln) by setting ∆(ψk) = ψk ⊗ ψk and:
∆(T+(z)) = T+(z)⊗ T+(zc1) ∆(T−(z)) = T−(zc2)⊗ T−(z)
where we write c1 = c⊗ 1 and c2 = 1⊗ c. These formulas imply the relations:
∆(e[i;j)) =
j∑
a=i
e[a;j)
ψa
ψi
⊗ e[i;a) ∆(e−[i;j)) =
j∑
a=i
e−[i;a) ⊗ e−[a;j) ψi
ψa
(5.9)
for all arcs [i; j). Finally, we can define the antipode map:
S±(z) := S(T±(z)) =
(
T±(z)
)−1
which satisfies the opposite coproduct relations from T±(z) above. We will consider
the following elements f±[i;j) ∈ Uq(g˙ln) obtained from the antipode by:
S+(z) =
i≤j∑
1≤i≤n
(−1)j−if[i;j)ψj · Ej mod n,izd
j
ne−1 (5.10)
S−(z) =
i≤j∑
1≤i≤n
(−1)j−if−[i;j)ψ−1j · Ei,j mod nz−d
j
ne+1 (5.11)
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which will satisfy the following coproduct relations:
∆(f[i;j)) =
j∑
a=i
f[i;a)
ψj
ψa
⊗ f[a;j) ∆(f−[i;j)) =
j∑
a=i
f−[a;j) ⊗ f−[i;a)ψa
ψj
(5.12)
Consider the subalgebras U±q (g˙ln) ⊂ Uq(g˙ln) generated by {e±[i;j)}i<j, or alternatively
by the antipodes {f±[i;j)}i<j. If we enlarge these subalgebras to:
U≥q (g˙ln) =
〈
U+q (g˙ln), {ψk}k∈Z
〉
U≤q (g˙ln) =
〈
U−q (g˙ln), {ψk}k∈Z
〉
(5.13)
then (5.9) and (5.12) establish the fact that (5.13) are sub-Hopf algebras of Uq(g˙ln).
The following Exercise proves that Uq(g˙ln) is the double of the subalgebras (5.13).
Exercise V.1. There is a Hopf pairing U≥q (g˙ln)⊗ U≤q (g˙ln)→ Q(q) generated by:
〈T+1 (z), T−2 (w)〉 = R
( z
w
)
(5.14)
and (1.49), which makes Uq(g˙ln) into a Drinfeld double.
On general grounds, one can use (1.49) to obtain 〈S+1 (z), S−2 (w)〉 = R (z/w) from
(5.14). Going back to (5.3), (5.4), (5.10), (5.11), we infer the following relations in
terms of the generators of the algebra Uq(g˙ln):
〈ψ−1i , ψj〉 = (−q)−δ
i
j 〈e−[i;j), e[i;j)〉 = 〈f−[i;j), f[i;j)〉 = 1− q2 (5.15)
Comparing the structure above with the definition of the quantum group Uq(s˙ln)
defined in Section 1.4, we observe that we have a homomorphism:
Uq(s˙ln)
τ
↪→ Uq(g˙ln) e+i 7→
e[i;i+1)
1− q2 e
−
i 7→
e−[i;i+1)
q−1 − q ϕi 7→
ψi+1
ψi
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which preserves the Hopf algebra structure. In fact, we will often work with the
slightly smaller subalgebra of Uq(g˙ln) generated by the e±[i;j) and the ratios ϕi :=
ψi+1
ψi
.
Since the Hopf structure structure preserves the smaller subalgebra, we will often
neglect the extra information on the individual ψi, and use the notation Uq(g˙ln) to
refer to the slightly smaller subalgebra that is generated by e±[i;j)’s and all ϕi’s. Note
that the embedding τ preserves the Zn−grading on the two algebras involved, where:
e±[i;j) and f±[i;j) ∈ Uq(g˙ln)±[i;j) and ψk ∈ Uq(g˙ln)0
It is possible to complete the embedding τ to an isomorphism of Hopf algebras:
Uq(s˙ln)⊗ Uq(g˙l1)
τ˜∼= Uq(g˙ln) (5.16)
The isomorphism τ˜ preserves the grading on the two sides, where the Heisenberg
generators pk of Uq(g˙ln) are given degree kθ = (k, ..., k). Therefore, we may use
(5.16) to obtain the following estimate on the dimension of the graded pieces of the
positive half of the quantum group U+q (g˙ln) := 〈e[i;j)〉i<j ⊂ Uq(g˙ln):
dim U+q (g˙ln)k = #{ρ ` k} (5.17)
where a partition of a degree vector k is any unordered sum of arcs inside Nn:
ρ : k = [i1; j1) + ...+ [it; jt) (5.18)
If we did not wish to appeal to the existence of the isomorphism τ˜ , one could obtain
the estimate (5.17) by obtaining a PBW basis of the positive subalgebra U+q (g˙ln)
(refer to Theorem 2.11 of (Gow and Molev , 2010) for a construction).
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5.2 Subalgebras of the shuffle algebra
For any vector of rational numbers m = (m1, ...,mn) ∈ Qn, we consider the following
subspaces of the positive and negative shuffle algebras, respectively:
S+≤m =
{
F
∣∣∣ lim
ξ→∞
F (zi1, ..., ziai , ξzi,ai+1, ..., ξzi,ai+bi)
ξm·b−
(a,b)
2
exists ∀ a,b
}
⊂ S+ (5.19)
S−≤m =
{
G
∣∣∣ lim
ξ→0
G(ξzi1, ..., ξziai , zi,ai+1, ..., zi,ai+bi)
ξ−m·a+
(a,b)
2
exists ∀ a,b
}
⊂ S− (5.20)
Shuffle elements in (5.19) and (5.20) will be said to have slope ≤m.
Proposition V.2. For all m ∈ Qn, the subspaces S±≤m ⊂ S± are subalgebras.
Proof. The proposition is an immediate consequence of the definition of the shuffle
multiplication in (4.6), as well as the simple fact that:
lim
ξ→∞
ζ
(
ξzi
zj
)
· ξ (ς
i,ςj)
2 exists and equals
(
−
√
qzi
zj
)−(ςi,ςj)
t
δij−1−δij+1
2 (5.21)
lim
ξ→0
ζ
(
ξzi
zj
)
· ξ− (ς
i,ςj)
2 exists and equals
(√
qzi
zj
)(ςi,ςj)
t
δij+1−δij−1
2 (5.22)
for any variables zi and zj of colors i and j, respectively.
By the definition of the coproduct (4.13) and (4.14), we have:
∆(F ) = (anything)⊗ (slope ≤m) ∀ F ∈ S+≤m (5.23)
∆(G) = (slope ≤m)⊗ (anything) ∀ G ∈ S−≤m (5.24)
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In other words, having slope ≤m is a property that is preserved in one of the tensor
factors of the coproduct. We will say that a shuffle element has slope < m if it has
slope ≤m− ε for some small ε ∈ Qn+. Then formulas (5.23) and (5.24) can be made
more precise by writing:
∆(F ) = ∆m(F ) + (anything)⊗ (slope < m) ∀ F ∈ S+≤m (5.25)
∆(G) = ∆m(G) + (slope < m)⊗ (anything) ∀ G ∈ S−≤m (5.26)
where the leading term is defined to be:
∆m(F ) :=
∑
a+b=k
lim
ξ→∞
∆(F )a⊗b
ξm·b
=
∑
a+b=k
lim
ξ→∞
ϕbF (zi1, ..., ziai ⊗ ξzi,ai+1, ..., ξzi,ai+bi)
ξm·b−
(a,b)
2 ·monomials
(5.27)
∆m(G) :=
∑
a+b=k
lim
ξ→0
∆(G)a⊗b
ξ−m·a
=
∑
a+b=k
lim
ξ→0
G(..., ξzi1, ..., ξziai , zi,ai+1, ..., zi,ai+bi , ...)ϕ−a
ξ−m·a+
(a,b)
2 ·monomials
(5.28)
where we employ the notation ϕk =
∏n
i=1 ϕ
ki
i for all k = (k1, ..., kn) ∈ Nn. In the
above formulas, the word “monomials” refers to certain products of q, t and powers
of the zis which arise from the right hand sides of the various limits (5.21) and (5.22)
which appear when computing the limits (5.27) and (5.28). As we will not need them
explicitly, we will not bother writing them out. We will use the notation:
S+≤m|k = S+≤m ∩ S+k S+≤m|k,d = S+≤m ∩ S+k,d
S−≤m|−k = S−≤m ∩ S−−k S−≤m|−k,d = S−≤m ∩ S−−k,d
for the various graded pieces. By considering property (5.19) when a = 0, we observe
that the bigraded piece S+≤m|k,d is empty unless d ≤ m · k. Similarly, the bigraded
piece S−≤m|−k,d is empty unless d ≤ −m · k. We will clump together all of these
bigraded pieces where the second degree d is as large or small as possible into the
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subalgebras:
B+m =
m·k∈Z⊕
k∈Nn
B+m|k :=
m·k=d⊕
k∈Nn,d∈Z
S+≤m|k,d ⊂ S+ (5.29)
B−m =
m·k∈Z⊕
k∈Nn
B−m|−k :=
m·k=−d⊕
k∈Nn,d∈Z
S−≤m|−k,d ⊂ S− (5.30)
Shuffle elements in (5.29) and (5.30) will be said to have slope = m. It is easy to see
that the coproduct ∆m descends to a coproduct on the slightly larger subalgebras:
B≥m :=
〈B+m, {ϕi}1≤i≤n〉 ⊂ S≥ (5.31)
B≤m :=
〈B−m, {ϕ−1i }1≤i≤n〉 ⊂ S≤ (5.32)
The following Proposition establishes much of our interest in these subalgebras:
Proposition V.3. The pairing (4.18) still satisfies the bialgebra property between the
subalgebras:
B≤m ⊗ B≥m −→ Q(q)
with respect to the coproduct ∆m. This allows us to construct the Drinfeld double:
Bm = B≤m ⊗ B≥m
The embeddings (5.31) and (5.32) extend to an embedding of the doubles:
Bm ⊂ S (5.33)
Proof. By Exercise IV.2, we have:
〈∆op(G), F ⊗ F ′〉 = 〈G,F ∗ F ′〉 〈G⊗G′,∆(F )〉 = 〈G ∗G′, F 〉
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for any F, F ′ ∈ S+ and G,G′ ∈ S−. If we further assume F, F ′ ∈ B+m and G,G′ ∈ B−m,
we need to show that the above properties still hold if we replace ∆ by ∆m. However,
this is clear from (5.25) and (5.26) since:
〈
(anything)⊗ (slope < m), F ⊗ F ′
〉
=
〈
G⊗G′, (anything)⊗ (slope < m)
〉
= 0
for any F, F ′, G,G′ of slope = m. This follows from the definition of the slope, and
because 〈·, ·〉 only pairs non-trivially shuffle elements of opposite bidegrees. A similar
argument proves that (5.33) is an algebra homomorphism: one needs to show that
whenever (1.51) holds in Bm with respect to the coproduct ∆m, it holds in S with
respect to the coproduct ∆.
5.3 Arcs and subalgebras
One of the main results of this Chapter is to identify the subalgebras of (5.33):
Theorem V.4. For any rational slope m ∈ Qn, we have an isomorphism:
Bm ∼=
g⊗
h=1
Uq(g˙llh) (5.34)
where the natural numbers g, l1, ..., lg depend on m.
Let us now show how to construct the natural numbers g, l1, ..., lg which appear in
the above Theorem. We say that an arc [i; j) in the cyclic quiver is m−integral if:
m · [i; j) = mi + ...+mj−1 ∈ Z
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We leave it as a simple exercise for the reader to show that there exists a m−integral
arc as above, starting at each vertex i. Therefore, there exists a well-defined minimal
m−integral arc interval starting at each vertex i, and we will denote it by:
[i; υm(i)) (5.35)
We consider n points corresponding to the residues modulo n, and draw an ori-
ented edge between the point i and the point υm(i). The uniqueness of the minimal
m−integral arc implies that the resulting graph will be a union of oriented cycles:
C1 unionsq ... unionsq Cg (5.36)
where Ch = {i1, i2, ..., ilh} is such that:
ie+1 = υm(ie) ∀ e ∈ {1, ..., lh} ⇔ [i1; i2), [i2; i3), ..., [ilh ; i1)
are all minimal m−integral arcs. This determines the numbers g, l1, ..., lh from The-
orem V.4. Given any arc [i; j) in the cycle Ch, the labels on its vertices will be i1,
i2,..., ik mod n, such that ie+1 = υm(ie), i = i1 and j = ik+1. To [i; j) we associate
the following m−integral arc in the cyclic quiver:
[i; j)h := [i1; i2) ∪ ... ∪ [ik; ik+1) (5.37)
Example V.5. When m =
(
a
b
, a
b
, ..., a
b
)
for coprime natural numbers a, b, then we
have υm(i) = i+ b for all i modulo n. Therefore, we have:
g = gcd(b, n) and lh =
n
g
∀ h ∈ {1, ..., g}
and the graph (5.36) is a disjoint union of g cycles of length n
g
.
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The isomorphism (5.34) will be given by sending the root generators e
(h)
±[i;j) of the
quantum groups in the right hand side to a shuffle element of degree [i; j)h in the left
hand side. Therefore, the restriction of this isomorphism to the positive halves of the
algebras in question should also be an isomorphism:
B+m ∼=
g⊗
h=1
U+q (g˙llh) (5.38)
Our main technical challenge is to make sure that the two sides of (5.38) have the
same dimension in every degree k. By (5.17), the dimension of the graded pieces of
quantum groups equals the number of partitions of the degree vector into arcs, i.e.
dim
(
g⊗
h=1
U+q (g˙llh)
)
in degree k = # of m− integral partitions of k (5.39)
where a partition into arcs [i; j) is called m−integral if all constituent arcs are
m−integral. The main technical step in establishing the isomorphism (5.38) is to
obtain the estimate:
dimB+m|k ≤ # of m− integral partitions of k (5.40)
In fact, we will prove a stronger estimate than (5.40), by placing an upper bound on
the dimension of the bigraded pieces of the subalgebra:
S+≤m|k,d ⊂ S+≤m
for any m ∈ Qn and bidegree (k, d) ∈ Nn×Z. In order to say what the upper bound is,
let us define a Z−indexed partition (ρ, δ) ` (k, d) as an unordered decomposition:
(
k, d
)
=
(
[i1; j1), d1
)
+ ...+
(
[it; jt), dt
)
where δ = (d1, ..., dt) ∈ Zt
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is a vector of integers which sum up to d. We say that (ρ, δ) has slope ≤m if:
ds ≤m · [is; js), ∀ s ∈ {1, ..., t} (5.41)
Lemma V.6. For any m,k, d, we have:
dimS+≤m|k,d ≤ #
{
(ρ, δ) ` (k, d) of slope ≤m
}
(5.42)
Proof. We will use the argument of (Negut,, 2013b), itself a generalization of the
argument in (Feigin et al., 2009). Consider an arbitrary shuffle element:
F (..., zi1, ..., ziki , ...) ∈ S+≤m|k,d
and any partition ρ ` k into arcs:
ρ : [i1; j1) + ...+ [it; jt) = k
We will assume that the parts of ρ are ordered in terms of their lengths l1 ≥ ... ≥ lt,
where ls = js − is. To this data, we may assign the specialization:
Fρ(y1, ..., yt) = F (..., ysq
is
1 , ..., ysq
js−1
1 , ...) (5.43)
where recall that q1 = qt. Let us now consider the map:
ϕρ : S+≤m|k,d −→ F˜(y1, ..., yt)Sym ϕρ(F ) = Fρ
defined above, where F˜ = Q(q, t). The superscript Sym refers to the fact that Fρ
must be symmetric in the variables ys and ys′ if [is; js) = [is′ ; js′) modulo Z(n, n). We
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will consider the filtration:
Sρ :=
⋂
ρ′>ρ
Ker ϕρ′ (5.44)
where partitions are ordered lexicographically in the lengths of their parts:
ρ ≥ ρ′ ⇔ (the lengths l1, ..., lt of ρ) ≥ (the lengths l′1, ..., l′t′ of ρ′)
When ρ is the finest partition (whose parts are just simple roots ς i), we have Sρ = 0.
When ρ is a maximal partition, we have Sρ = S+≤m|k,d. Therefore, we conclude that:
dimS+≤m|k,d ≤
∑
ρ`k
dimϕρ(Sρ)
so it is enough to show that:
dimϕρ(Sρ) ≤ #
{
(d1, ..., dt) ∈ Zt such that ds ≤m · [is; js) ∀ s
}Sym
(5.45)
The superscript Sym refers to the fact that the collections (d1, ..., dt) are unordered
in those entries ds, ds′ such that [is; js) = [is′ ; js′). To prove (5.45), let us choose any:
Fρ = ϕρ(F ) ∈ ϕρ(Sρ)
By the very definition of shuffle elements in (4.7), we can write:
Fρ =
r(..., ysq
is
1 , ..., ysq
js−1
1 , ...)∏a≡a′
s 6=s′
∏is≤a<js
is′≤a′<js′
[
ys′qa
′
1
ysqa1 q
2
] (5.46)
for some symmetric Laurent polynomial r which satisfies the wheel conditions (4.8).
These conditions imply that r is divisible the following linear factors:
ysq
a
1 = ys′q
a′
1 q
−2 for a ≡ a′ and is ≤ a < js − 1, is′ ≤ a′ ≤ js′ − 1
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ysq
a
1 = ys′q
a′
1 q
2 for a ≡ a′ and is < a ≤ js − 1, is′ ≤ a′ ≤ js′ − 1
for any s < s′. The above zeroes are counted with the correct multiplicities, so we
may cancel them out with the factors in the denominator. We conclude that:
Fρ(y1, ..., yt) =
p(y1, ..., yt)∏s<s′,a≡js−1
is′≤a<js′
[
ys′qa1
ysq
js−1
1 q
2
]∏s<s′,a≡is
is′≤a<js′
[
ys′qa1
ysq
is
1 q
−2
] (5.47)
for a Laurent polynomial p, which is symmetric in the variables ys and ys′ whenever
[is; js) = [is′ ; js′). Moreover, under any one of the specializations:
ysq
js
1 = ys′q
a
1 for some a ≡ js is′ ≤ a′ < js′ (5.48)
ysq
is−1
1 = ys′q
a
1 for some a ≡ is − 1 is′ ≤ a′ < js′ (5.49)
we have Fρ = F
′
ρ for a partition ρ
′ > ρ in lexicographic ordering. By the assump-
tion that F ∈ Sρ, we conclude that Fρ, and hence also p, vanishes at each of the
specializations (5.48) and (5.49). Therefore, we can rewrite (5.47) as:
Fρ(y1, ..., yt) = e(y1, ..., yt) ·
∏s<s′,a≡js
is′≤a<js′
[
ys′qa1
ysq
js
1
]∏s<s′,a≡is−1
is′≤a<js′
[
ys′qa1
ysq
is−1
1
]
∏s<s′,a≡js−1
is′≤a<js′
[
ys′qa1
ysq
js−1
1 q
2
]∏s<s′,a≡is
is′≤a<js′
[
ys′qa1
ysq
is
1 q
−2
] (5.50)
for a Laurent polynomial e, which is symmetric in the variables ys and ys′ if [is; js) =
[is′ ; js′) modulo Z(n, n). Let us now recall (5.19), which gives us estimates on the
degree of Fρ in every variable:
degys Fρ ≤m · [is; js)−
(
[is; js),k− [is; js)
)
2
(5.51)
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for all s ∈ {1, ..., t}, and hence:
degys e ≤m · [is; js)−
(
[is; js),k− [is; js)
)
2
−
s<s′,a≡js∑
is′≤a<js′
1
2
−
s<s′,a≡is−1∑
is′≤a<js′
1
2
+
+
s<s′,a≡js−1∑
is′≤a<js′
1
2
+
s<s′,a≡is∑
is′≤a<js′
1
2
−
s>s′,a≡js′∑
is≤a<js
1
2
−
s>s′,a≡is′−1∑
is≤a<js
1
2
+
s>s′,a≡js′−1∑
is≤a<js
1
2
+
s>s′,a≡is′∑
is≤a<js
1
2
Adding together the above sums yields 1
2
∑
s 6=s′([is; js), [is′ , js′)), so we conclude that
degys e ≤m · [is; js). Since the homogenous degree of F equals d, we conclude that:
e(y1, ..., yt) =
ds≤m·[is;js)∑
d1+...+dt=d
cd1,...,dt · yd11 ...ydtt for some constants cd1,...,dt ∈ F˜
Moreover, e must be symmetric in the variables ys and ys′ whenever [is; js) = [is′ ; js′).
Since e determines Fρ completely by (5.50), this precisely proves the bound (5.45).
Remark V.7. When d = m · k, any Z−indexed partition of slope ≤ m is forced to
satisfy ds = m · [is; js) ∈ Z for all s ∈ {1, ..., t}. Therefore, (5.42) implies (5.40).
Running the argument of Lemma V.6 gives us a useful criterion for when a shuffle
element is 0. Assume that bounds (5.51) are strict for any partition ρ with more than
one part, and that Fρ = 0 for all partitions ρ with exactly one part; then F = 0. In
terms of the coproduct, this can be translated into:
if F ∈ B+m|k is primitive, i.e. ∆m(F ) = ϕdegF ⊗ F + F ⊗ 1 (5.52)
and F (qi1, ..., q
j−1
1 ) = 0 for all [i; j) = k ⇒ F = 0
A similar principle holds when we replace q1 by q2.
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5.4 Explicit shuffle elements
We will now construct elements of B+m and B−m, which will allow us to prove that the
bounds in (5.40), and later (5.42), are effective. As predicted by Lemma V.6, there
should be one generator of these algebras in every bidegree:
(±[i; j), d) such that d = ± m · [i; j) ∈ Z
To construct such shuffle elements, we will consider special cases of (4.62) and (4.63):
P±m±[i;j) = Sym
∏j−1a=i zbmi+...+mac−bmi+...+ma−1ca
tind
m
[i;j)qi−j
∏j−1
a=i+1
(
1− q2za
za−1
) ∏
i≤a<b<j
ζ
(
zb
za
) ∈ S± (5.53)
Q±m∓[i;j) = Sym
∏j−1a=i zbmi+...+ma−1c−bmi+...+maca
t−ind
m
[i;j)
∏j−1
a=i+1
(
1− q1za−1
za
) ∏
i≤a<b<j
ζ
(
za
zb
) ∈ S± (5.54)
where we recall that q1 = qt and q2 =
q
t
, and define the constant:
indm[i;j) =
j−1∑
a=i
(
mi + ...+ma − bmi + ...+ma−1c
)
(5.55)
The notation is reminiscent of (1.36), which was a generalization of (5.55) above that
depended on the shape of a ribbon. Finally, set:
Pm±[i;j) = Q
m
±[i;j) = 0 if m · [i; j) /∈ Z
As we showed in Exercise IV.15, the rational functions Pm±[i;j) and Q
m
±[i;j) are shuffle
elements, and in fact, they lie in the image of the map Υ. However, at this stage we
are more interested in the fact that these elements have slope = m:
130
Exercise V.8. We have Pm±[i;j), Q
m
±[i;j) ∈ B±m, and their coproduct is given by:
∆m(P
m
[i;j)) =
j∑
a=i
Pm[a;j)ϕ[i;a)⊗Pm[i;a) ∆m(Qm[i;j)) =
j∑
a=i
Qm[i;a)ϕ[a;j)⊗Qm[a;j) (5.56)
∆m(P
m
−[i;j)) =
j∑
a=i
Pm−[a;j) ⊗ Pm−[i;a)ϕ−[a;j) ∆m(Qm−[i;j)) =
j∑
a=i
Qm−[i;a) ⊗Qm−[a;j)ϕ−[i;a)
The above coproduct relations match (5.9) and (5.12) for the quantum affine algebra.
In order to draw a complete parallel between the two pictures, we need to compute
the various pairings of the shuffle elements Pm±[i;j) and Q
m
±[i;j) in the subalgebras B±m.
To this end, we introduce the norm maps:
ηq1±[i;j) : S±[i;j) −→ F˜, ηq1±[i;j)(F ) =
F (qi1, ..., q
j−1
1 )∏
i≤a<b<j ζ(q
b−a
1 )
(5.57)
ηq2±[i;j) : S±[i;j) −→ F˜, ηq2±[i;j)(G) =
G(q−i2 , ..., q
−j+1
2 )∏
i≤a<b<j ζ(q
b−a
2 )
(5.58)
The above specializations are very important, because ζ(q−11 ) = ζ(q
−1
2 ) = 0, which
will force most summands in the shuffle product will vanish. This is made precise by
the following Exercise:
Exercise V.9. The norm maps are pseudo-multiplicative, in the sense that any
product F ∗ F ′ ∈ S[i;j) or G ∗G′ ∈ S−[i;j), we have:
ηq1[i;j)(F ∗ F ′) =

ηq1[a;j)(F )η
q1
[i;a)(F
′) if ∃ a s.t. degF = [a; j) and degF ′ = [i; a)
0 otherwise
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ηq2−[i;j)(G∗G′) =

ηq2[a;j)(G)η
q2
[i;a)(G
′) if ∃ a s.t. degG = −[a; j) and degG′ = −[i; a)
0 otherwise
Similar results hold for ηq1−[i;j) and η
q2
[i;j), although one has to switch the order of the
shuffle product F ∗F ′ ↔ F ′ ∗F and G∗G′ ↔ G′ ∗G in the above formulas. Moreover:
ηq1[i;j)
(
Pm[i′;j′)
)
= δ
[i;j)
[i′;j′) ·
q
∑j−1
a=i ama
1 q
indm[i;j)
qi−j(1− q2)j−i−1 (5.59)
ηq2−[i;j)
(
Qm−[i′;j′)
)
= δ
[i;j)
[i′;j′) ·
q
∑j−1
a=i ama
2 q
indm[i;j)
(1− q2)j−i−1 (5.60)
whenever [i; j) is m−integral arc.
The following Exercise proves that the norm maps (5.59) and (5.60) coincide with the
linear form obtained by contracting the Hopf pairing (4.18) with Qm−[i;j) and P
m
[i;j):
Exercise V.10. For any f ∈ B+m and g ∈ B−m, we have:
〈Qm−[i;j), F 〉 = (1− q2)j−i · q−
∑j−1
a=i ama
1 q
i−j−indm[i;j) · ηq1[i;j)(F ) (5.61)
〈G,Pm[i;j)〉 = (1− q2)j−i · q−
∑j−1
a=i ama
2 q
−indm[i;j) · ηq2−[i;j)(G) (5.62)
for any m−integral arc [i; j). The pairings 〈F,Q−m[i;j)〉 and 〈P−m−[i;j), G〉 are given by the
same formulas (5.61) and (5.62), respectively.
As a consequence of the above Exercise and either (5.59) or (5.60), we obtain:
〈Qm−[i′;j′), Pm[i;j)〉 = δ[i;j)[i′;j′) · (1− q2) = 〈Pm−[i′;j′), Qm[i;j)〉 (5.63)
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for all m−integral arcs [i; j) and [i′; j′). Even more so, formula (5.61) and the fact
that 〈·, ·〉 is a bialgebra pairing imply that:
〈Qm−[i1;j1)...Qm−[it;jt), F 〉 = const · ηq1[i1;j1) ◦ ... ◦ η
q1
[it;jt)
(
∆t−1(F )
)
This formula allows us to prove that the pairing is non-degenerate on Bm:
〈·, ·〉 : B−m ⊗ B+m −→ C(q) is non-degenerate
Indeed, if there existed an element F ∈ B+m|k such that 〈G,F 〉 = 0 for all G ∈ B−m|−k,
the above formula would imply that:
ηq1[i1;j1) ◦ ... ◦ η
q1
[it;jt)
(
∆t−1(F )
)
= 0
for all partitions ρ = [i1; j1) + ... + [it; jt) ` k. This would allow us to prove that F
is 0, inductively in k, based on the principle (5.52). Indeed, the induction hypothesis
implies that any intermediate factor in the coproduct of F must be 0, hence F must
be primitive. Then the fact that any linear map ηq1[i;j) annihilates F implies that F = 0.
Proof. of Theorem V.4: The Theorem is a consequence of a general principle which
was proved as part of Lemma 4.4. in (Negut,, 2013b). The principle says in order to
define a bialgebra homomorphism:
g⊗
h=1
Uq(g˙llh)
∼=−→ A (5.64)
to a Drinfeld double A = A≤ ⊗ A≥ defined with respect to a non-degenerate bial-
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gebra pairing, it is enough to produce elements:
e˜±[i;j), ϕ˜k ∈ A
for any arc [i; j) and any vertex k in the cycles C1, ..., Cg of (5.36), which satisfy the
same coproduct and pairing relations as the generators of the quantum affine group
(5.9) and (5.15). When A = Bm, we set:
e˜[i;j) = P
m
[i;j)h
e˜−[i;j) = Qm−[i;j)h ϕ˜k = ϕ[k;υm(k)) (5.65)
for any arc [i; j) and any vertex k in each cycle Ch, where the arc [i; j)h in the cyclic
quiver is defined in (5.37) and the minimal arc [k; υm(k)) in the cyclic quiver is defined
in (5.35). The fact that the above choices (5.65) satisfy the required coproduct and
pairing relations follows from (5.56) and (5.63), which completes the proof of the
Theorem. Although we will not need it, we claim that the isomorphism (5.64) sends:
f[i;j) −→ Qm[i;j)h and f−[i;j) −→ Pm−[i;j)h
The main technical requirement in proving this statement is computing ηq1−[i;j)(Q
m
[i′;j′))
or ηq2[i;j)(P
m
−[i′;j′)) by analogy with (5.59) and (5.60). This computation is messy and
akin to the proof of Proposition 4.18 of (Negut,, 2013b), and so we will not pursue it.
5.5 Algebra factorizations and R−matrices
Theorem V.4 allows us to identify the subalgebras Bm for various m ∈ Qn. According
to the following Proposition, these are the building blocks of the whole shuffle algebra:
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Proposition V.11. For any fixed slope vector m = (m1, ...,mn) ∈ Qn, we have:
S+ =
→⊗
r∈Q
B+m+rθ (5.66)
where θ = (1, ..., 1).
Proof. Relation (5.66) requires us to show that any shuffle element F ∈ S+ can be
uniquely written as:
F =
r1<...<rt∈Q
k1,...,kt∑
(m+riθ)·ki∈Z
F1 ∗ ... ∗ Ft, where Fi ∈ B+m+riθ|ki (5.67)
In other words, for any bidegree (k, d) ∈ Nn × Z, the product map:
k=k1+...+kt
d=d1+...+dt⊕
di:=(m+riθ)·ki∈Z
r1<...<rt∈Q
B+m+r1θ ⊗ ...⊗ B+m+rtθ −→ S+k,d
is an isomorphism. We would like to do this by a dimension estimate, but a quick
glance shows us that both the left and right hand sides are infinite dimensional vector
spaces. However, as we observed in Section 5.2, the graded piece S+k,d is filtered by
the finite-dimensional vector spaces S+≤m+rθ|k,d, as r goes over all of Q. Then we will
prove that the product map induces an isomorphism on all pieces of this filtration:
k=k1+...+kt
d=d1+...+dt⊕
di:=(m+riθ)·ki∈Z
r1<...<rt≤r∈Q
B+m+r1θ ⊗ ...⊗ B+m+rtθ
Ψ−→ S+≤m+rθ|k,d (5.68)
for any k ∈ Nn, d ∈ Z and r ∈ Q. Note that there are now finitely many summands
in the left hand side: if r1 were arbitrarily small, this would force d1 to be arbitrarily
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small, which would force one of the other di’s to be arbitrarily large, which would force
some ri to be arbitrarily large, which would contradict the fact that r1 < ... < rt ≤ r
in the above sum. Theorem V.4 implies that the dimension of the domain of Ψ equals
the number of Z−indexed partitions (see Section 5.3 for the terminology):
(ρ, δ) ` (k, d) where ρ = [i1; j1) + ...+ [it; jt), d = d1 + ...+ dt
where each constituent arc [is; js) of ρ and its index ds satisfy:
(m + rsθ) · [is; js) = ds (5.69)
for some rational numbers r1 < ... < rt ≤ r. Note that each rs is uniquely determined
by the condition (5.69), since θ · [i; j) = j−i is non-zero for all arcs [i; j). The number
of partitions computed above is precisely equal to the upper bound for S+≤m+rθ|k,d we
found in (5.42), so we have just showed that the domain of the map Ψ in (5.68)
has dimension ≥ the dimension of the codomain. In order to prove that Ψ is an
isomorphism, it is therefore enough to prove that Ψ is injective. This is equivalent to
showing that no shuffle element of the form (5.67) can be 0 unless the sum is trivial.
To do this, assume that:
( ∑
various summands
F1 ∗ ... ∗ Fl
)
∗G =
∑
various summands
F ′1 ∗ ... ∗ F ′l′ (5.70)
where G ∈ B+m+rθ|k is maximal in the following sense. It lies in B+m+rθ, all other
factors in (5.70) lie in B+m+r′θ for some r′ ≤ r, and G mas maximal possible degree
k among all factors from (5.70) which lie in B+m+rθ. Finally, we assume that G is
linearly independent from any other factors in the right hand side which have the
same maximality properties as G, which we can do after further simplifying the sum
in the right hand side of (5.70). Then we take the coproduct ∆m+rθ of both sides of
136
(5.70): in the left hand side, there will be a single summand in degree:
(anything)⊗ S+k,(m+rθ)·k, namely
( ∑
various summands
F1 ∗ ... ∗ Fl
)
⊗G (5.71)
Meanwhile, the coproduct of the right hand side of (5.70) has no summands in bide-
gree (5.71), and so we have proved that non-trivial relations such as (5.70) cannot
exist. Therefore, the map Ψ is injective, and our estimates on the dimension of its
domain and codomain imply that it is an isomorphism.
Proof. of Theorem IV.3: Proposition V.11 implies that S+, the positive half of the
shuffle algebra, is generated by the root generators Pm[i;j) of (5.53). Since such elements
lie in Im Υ+ : U+q,t(s¨ln)→ S+ by Exercise IV.15, we conclude that Υ+ is surjective.
Analogously, we have a similar factorization result for the negative shuffle algebra:
S− =
→⊗
r∈Q
B−m+rθ (5.72)
We can combine (5.66) and (5.72) to obtain the following factorization of the double
shuffle algebra:
S =
→⊗
r∈Q
B+m+rθ ⊗ B∞·θ ⊗
→⊗
r∈Q
B−m+rθ (5.73)
where B∞·θ = 〈ϕ±i,d〉d∈N01≤i≤n. Recall that the above factorization should be interpreted
by saying that any element of S can be written uniquely as a sum of products:
F1 ∗ ... ∗ Fs ∗ ϕ ∗G1 ∗ ... ∗Gt
where Fi ∈ B+m+riθ, ϕ ∈ B∞·θ and Gi ∈ B−m+r′iθ for certain rational numbers r1 <
... < rs and r
′
1 < ... < r
′
t. Finally, let us observe that the argument that established
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non-trivial relations (5.70) cannot exist also implies that the isomorphisms (5.66) and
(5.72) respect the pairing. This means that in order to compute the pairing between:
G =
r1<...<rt∈Q
k1,...,kt∑
(m+riθ)·ki∈Z
G1 ∗ ... ∗Gt and F =
r1<...<rt∈Q
k1,...,kt∑
(m+riθ)·ki∈Z
F1 ∗ ... ∗ Ft
where Fi ∈ B+m+riθ|ki and Gi ∈ B−m+riθ|ki , we need only multiply the pairings of their
constituent factors:
〈G,F 〉 =
r1<...<rt∈Q
k1,...,kt∑
(m+riθ)·ki∈Z
〈G1, F1〉...〈Gt, Ft〉 (5.74)
This observation, together with the factorization (5.73), will allow us to construct
the factorization (1.8) of the R−matrix of S. Given a bialgebra A, recall that the
universal R−matrix is an element R ∈ A⊗̂A such that:
R ·∆(a) = ∆op(a) · R, ∀a ∈ A (5.75)
(∆⊗ 1)R = R13R23, (1⊗∆)R = R13R12 (5.76)
We will write R = RA in order to emphasize to which algebra the R−matrix belongs.
Property (5.75) implies that for any V,W ∈ Rep(A), the operator RVW given by:
A ⊗̂ A −→ End(V ⊗W ), R −→ RVW
intertwines the tensor product representations V ⊗W and W ⊗ V , which explains
the terminology “universal” and “matrix”. When A = A− ⊗ A+ is presented as a
Drinfeld double, then a universal R−matrix always exists:
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Exercise V.12. Let {Fi} and {Gi} be dual bases of A+ and A− with respect to the
bialgebra pairing. Then the canonical tensor is a universal R−matrix:
R =
∑
i
Fi ⊗Gi ∈ A+ ⊗̂ A− ⊂ A ⊗̂ A
We will use the above Proposition to factor the universal R−matrix of the algebra
S. As was proved (5.74), the factorizations (5.66) and (5.72) respect the bialgebra
pairing. This implies that dual bases {Fi} and {Gi} of S+ and S− can be defined as:
Fi =
→∏
r∈Q
F
(r)
i Gi =
→∏
r∈Q
G
(r)
i
where {F (r)i } and {G(r)i } are dual bases of B+m+rθ and B−m+rθ, respectively. Together
with Exercise V.12, this implies the following factorization formula for the universal
R−matrix of the double shuffle algebra:
RS =
( →∏
r∈Q
RBm+rθ
)
· RB∞·θ ∈ S ⊗̂ S (5.77)
The above result mirrors such factorization formulas for universal R−matrices of
quantum groups, as featured for example in (Khoroshkin and Tolstoy , 1992). In all
cases, the philosophy is to break up the universal R−matrix of the quantum toroidal
algebra S into universal R−matrices of the simpler subalgebras:
Bm+rθ ∼=
g(r)⊗
h=1
Uq(g˙ll(r)h
)
according to the decomposition of Theorem V.4, where the numbers g(r) and l
(r)
1 , ..., l
(r)
g(r)
are associated to the slope m + rθ in Section 5.3. Since S ∼= Uq,t(s¨ln) by Theorem
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I.1, we conclude that:
RUq,t(s¨ln) =
 →∏
r∈Q
g(r)∏
h=1
R
Uq
(
g˙l
(r)
lh
)
 · R⊗nHeisenberg (5.78)
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CHAPTER VI
Pieri Rules for Stable Bases
6.1 Stable bases for the cyclic quiver
In the previous Chapters, we studied the elements Pm[i;j), Q
m
−[i;j) ∈ S for all m ∈ Qn
and all m−integral arcs [i; j). Now we will consider the operators they induce on the
K−theory of Nakajima cyclic quiver varieties by Theorem IV.7:
Pm[i;j), Q
m
−[i;j) y K(w)
Recall that a basis of K(w) is given by the classes of the torus fixed points |λ〉, as λ
ranges over all w−partitions. In terms of this basis, Proposition IV.8 gives us:
〈λ|Pm[i;j)|µ〉 = Pm[i;j)(λ\µ)
∏
∈λ\µ
[∏
∈µ
ζ
(
χ
χ
) w∏
k=1
[ uk
qχ
]]
(6.1)
〈µ|Qm−[i;j)|λ〉 = Qm−[i;j)(λ\µ)
∏
∈λ\µ
[∏
∈λ
ζ
(
χ
χ
) w∏
k=1
[ χ
quk
]]−1
(6.2)
where the sums go over all skew diagrams λ\µ of size [i; j). Up to the product of
factors ζ and [·], the above formulas rely on formulas (5.53) and (5.54) that present
the shuffle elements Pm[i;j) and Q
m
−[i;j) as a symmetrization. When evaluating these
shuffle elements at the set of weights of a skew diagram λ\µ, the only summands
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which survive correspond to almost standard tableaux of shape λ\µ, as described in
Section 4.5. However, there are many such tableaux for a given skew diagram, so it
seems that formulas (6.1) and (6.2) turn out to be quite complicated computationally.
The purpose of this Chapter is to find a basis in which the operators Pm[i;j) and Q
m
−[i;j)
are “nice”, and specifically to prove Theorem I.3. In Section 4.5, we conjectured
that these operators are given by the so-called eccentric Lagrangian correspondences
(the conjecture hinges on the yet unproved lci-ness of the eccentric correspondences).
Therefore, it is natural to look for Lagrangian classes in which the operators Pm[i;j)
and Qm−[i;j) act, and these will be given by the stable basis of (3.38). Specifically, let:
A ⊂ Tw where A = C∗t ×
w∏
k=1
C∗uk
denote the codimension one Hamiltonian torus that acts on Nv,w, and let us consider
a generic one-dimensional subtorus:
C∗ σ−→ A a→ (a, aN1 , ..., aNw) (6.3)
where N1  ... Nw are integers. Specifically, the inequalities are chosen so that at
any fixed point of Nv,w, the decomposition into attracting and repelling directions of
the tangent space matches (3.26) and (3.27), and those σ with this property determine
a chamber in the Lie algebra a. Fixed points for σ are the same as fixed points for
the whole of Tw, and thus:
N σv,w = {Iλ ∀ λ a w− partition of size v}
Because N1  ... Nw, the flow ordering (3.7) on fixed points induced by σ coincides
with the dominance ordering on w−partitions, which is also the reason why we have
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used the same symbol E to denote them both. Then the Maulik-Okounkov stable
basis is defined as in (3.38):
smλ = Stab
σ
m(|λ〉) ∈ Kv,w
We suppress the superscript +, because we will only work with the positive stable
basis in this Chapter. Letting T− denote the repelling part of the tangent bundle
with respect to the flow σ, then {smλ } is the unique integral basis which is triangular
in the dominance ordering on w−partitions:
smλ = |λ〉 ·
[
T−λ Nv,w
]
+
∑
µCλ
|µ〉 · smλ|µ (6.4)
where the coefficients smλ|µ satisfy the smallness property on the Newton polytopes:
PA(s
m
λ|µ) ⊂ P ◦A(smµ|µ) + m · (cµ − cλ) ∀ µC λ (6.5)
where for any partition λ, we write cλ = (c
1
λ, ..., c
n
λ) with:
ciλ =
c≡i∑
∈λ
c
Recall that the content of a box was defined in (1.41). Note that oς
i
λ = exp(c
i
λ) ∈ A is
nothing but the torus weight of the one-dimensional space Oi(1)|λ, and this matches
(1.44). As we explained in Section 3.1, proving inclusions of Newton polytopes is
equivalent to proving them upon projection to any one dimensional subtorus σ as in
(6.3). The advantage of this is that we specialize ui 7→ tNi , and so the restrictions of
the stable basis become Laurent polynomials in two variables:
smλ|µ|ui 7→tNi ∈ Z[q±1, t±1]
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The smallest and largest t−degree of the above Laurent polynomials will be denoted:
min deg smλ|µ and max deg s
m
λ|µ ∈ Z
When λ = µ, the leading term of (6.4) does not depend on m, so we denote it by:
Kλ := s
m
λ|λ (6.6)
According to (2.22), we have:
Kλ =
∏
∈λ
[∏
∈λ
ζ
(
χ
χ
) w∏
k=1
[ uk
qχ
][ χ
quk
]](−)
(6.7)
To explain the notation (−), recall that ζ is a product of quantum numbers [x] =
x
1
2 − x− 12 . Therefore, the right hand side of (6.7) is a product of such [x], and the
superscripts (−) or (0) or (+) will refer to the subproduct consisting of those factors
[x] such that deg x < 0 or deg x = 0 or deg x > 0. In the specialization ui 7→ tNi , the
minimal t−degree of Kλ is the opposite of its maximal t−degree, so let us write:
max deg Kλ =: kλ := −min deg Kλ (6.8)
Moreover, let us define the term of lowest t−degree in Kλ, namely those terms where
min deg is attained:
κλ := l.d. Kλ (6.9)
By the principle explained in Section 3.1, it is sufficient to check condition (6.5) on the
inclusion of two Newton polytopes after projecting ui 7→ tNi onto the line determined
by (6.3), for any choice of N1  ...  Nw. Then the inclusion of two intervals
becomes equivalent to the two inequalities:
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max deg smλ|µ ≤ kµ + m · (cµ − cλ) (6.10)
min deg smλ|µ > −kµ + m · (cµ − cλ) (6.11)
for all µ C λ. Throughout the remainder of this paper, we will always work under
the specializations ui 7→ tNi , or equivalently ai 7→ Ni, and so cλ belongs to Zn.
6.2 Operators in the stable basis
Suppose we are given an operator F : Kv′,w → Kv,w whose matrix coefficients in
terms of fixed points are known:
F |µ〉 =
∑
|λ|=v
Fλµ · |λ〉 in other words Fλµ = 〈λ|F |µ〉
Fix m ∈ Qn and suppose that the operator F is Lagrangian, meaning that it takes
any stable basis vector to an integral combination of stable basis vectors:
F · smµ =
∑
|λ|=v
γλµ · smλ ∀ |µ| = v′ (6.12)
for certain Laurent polynomials γλµ(q, t, u1, ..., uw). The following Lemma tells us what
these coefficients have to be, provided that we know certain bounds on the min deg
and max deg of the matrix coefficients Fλµ . Note that the degree will always be
measured with respect to the specialization provided by the torus (6.3).
Lemma VI.1. If we assume that:
max deg Fλµ ≤ kλ − kµ + m · (cλ − cµ) (6.13)
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min deg Fλµ ≥ kµ − kλ + m · (cλ − cµ) (6.14)
then:
γλµ =
(
l.d. Fλµ
) · κµ
κλ
(6.15)
where the term of lowest degree of Fλµ is defined as consisting of those monomials of
degree equal to the right hand side of (6.14). If the right hand side of (6.14) is not
integral, then the lowest degree term of Fλµ is taken to be 0, and hence γ
λ
µ = 0.
Proof. We will prove the Lemma for any fixed µ, by descending induction on λ. The
induction step will also explain how to take care of the base case, so assume that
(6.15) is known for any λ′ B λ and let us prove it for λ. Consider the expression:
F · smµ −
λ′Bλ∑
|λ′|=v
γλ
′
µ · smλ′ = θµ =
λ′ 6Bλ∑
|λ′|=v
γλ
′
µ · smλ′ ∈ Kv,w
Because of the the above equality, we can evaluate the restriction of θµ to the fixed
point λ in two different ways:
〈λ|F · smµ −
λ′Bλ∑
|λ′|=v
γλ
′
µ · smλ′|λ = 〈λ|θµ = γλµ · Kλ (6.16)
In itself, the above formula is not particularly useful in computing γλµ, because it
would involve knowing the restrictions smλ′|λ for any λ
′ B λ. But in the situation at
hand, we may use the given assumptions (6.13) and (6.14), as well as the first equality
of (6.16) to obtain the following estimates:
max deg 〈λ|θµ ≤ maxλ′Bλ
(
max deg 〈λ|F · smµ , max deg γλ
′
µ + max deg s
m
λ′|λ
)
and the analogous relation for min deg. If we write smµ =
∑
µ′Eµ s
m
µ|µ′ · |µ′〉, the above
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implies that max deg 〈λ|θµ ≤
maxµ
′Eµ
λ′Bλ
(
max deg Fλµ′ + max deg s
m
µ|µ′ , max deg γ
λ′
µ + max deg s
m
λ′|λ
)
and the analogous relation for min deg. Using (6.5), (6.13) and (6.15), we obtain:
max deg 〈λ|θµ ≤ kλ + m · (cλ − cµ)
and the analogous result for min deg:
min deg 〈λ|θµ ≥ −kλ + m · (cλ − cµ)
Using the second equality of (6.16), we obtain:
max deg γλµ ≤ m · (cλ − cµ) ≤ min deg γλµ (6.17)
The only way (6.17) can happen is if all constituent monomials of the Laurent poly-
nomial γλµ are concentrated in t−degree m = m · (cλ − cµ). If m 6∈ Z, this forces
γλµ = 0. If m ∈ Z, we conclude that:
γλµ = l.d. γ
λ
µ =
l.d. γλµ
κλ
=
l.d. 〈λ|θµ
κλ
=
l.d.
(
〈λ|F · smµ −
∑λ′Bλ
|λ′|=v γ
λ′
µ · smλ′|λ
)
κλ
However, because the inequality (6.11) is strict, the sum over λ′ B λ does not con-
tribute anything to the term of lowest degree. We conclude that:
γλµ =
l.d. 〈λ|F · smµ
κλ
=
l.d. (〈λ|F |µ〉 · Kµ) +
∑µ′Cµ
|µ|=v′ l.d.
(
〈λ|F |µ′〉 · smµ|µ′
)
κλ
Similarly, because the inequality (6.11) is strict, the sum over µ′ C µ does not con-
tribute anything to the term of lowest degree, hence (6.15) follows.
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We wish to apply the above Lemma in order to prove Theorem I.3, and therefore we
need to estimate the matrix coefficients in the fixed point basis |λ〉 of the operators
F = Pm[i;j) or Q
m
−[i;j). As these matrix coefficients are given by (6.1) and (6.2), we need
to evaluate the min deg and max deg of the quantities:
Pm[i;j)(λ\µ) and Qm−[i;j)(λ\µ) (6.18)
as well as:
G+λ\µ :=
∏
∈λ\µ
[∏
∈µ
ζ
(
χ
χ
) w∏
k=1
[ uk
qχ
]]
(6.19)
G−λ\µ :=
∏
∈λ\µ
[∏
∈λ
ζ
(
χ
χ
) w∏
k=1
[ χ
quk
]]−1
(6.20)
The formulas for (6.18) will be discussed in the next Section. In the remainder of the
present Section, we will take care of the rather tedious computation of the quantities
G±λ\µ. As in formulas (6.15), it makes more sense to study the ratios:
R+λ\µ := G
+
λ\µ ·
Kµ
Kλ
R−λ\µ := G
−
λ\µ ·
Kλ
Kµ
(6.21)
We consider the minimal and maximal degrees:
max deg R±λ\µ =: rλ\µ = min deg R
±
λ\µ (6.22)
which will be shown in Exercise VI.2 to not depend on ±. The equality between
the max deg and the opposite min deg is a consequence of the fact that R±λ\µ is a
product of quantum numbers [x] = x
1
2 − x− 12 . Consider the terms of lowest degree:
ρ±λ\µ = l.d. R
±
λ\µ (6.23)
Exercise VI.2 below will compute the quantities rλ\µ and ρ±λ\µ in a way which will
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be used in the next Section. With the convention that Kronecker delta symbols are
taken mod n, define the integer valued function:
z(x) =
|x|
2
(
δ1x + δ
−1
x − 2δ0x
)
and note that:
max deg ζ
(
χ
χ
)
= z(c − c) = −min deg ζ
(
χ
χ
)
(6.24)
for all boxes  and . It is clear that z(x) = z(−x), and therefore:
max deg
ζ
(
χ
χ
)
ζ
(
χ
χ
) = min deg ζ
(
χ
χ
)
ζ
(
χ
χ
) = 0 (6.25)
Exercise VI.2. For skew diagrams λ\µ, we have:
rλ\µ = −1
2
∑
,∈λ\µ
z(−) (6.26)
Moreover, when λ\µ = C is a cavalcade of ribbons as in Section 1.3, we have:
ρ+λ\µ =
[q−2]#C · (−q)N+C∏a↔b
i≤a<b<j l.d. ζ
(
χb
χa
) (6.27)
whereas if λ\µ = S is a stampede of ribbons as in Section 1.3, we have:
ρ−λ\µ =
[q−2]#S · (−q)N−S∏a↔b
i≤a<b<j l.d. ζ
(
χa
χb
) (6.28)
In the above Exercise, we index the boxes of a cavalcade i, ...,j−1 in order from the
northwest to the southeast (see Figure 1.4). The ribbons of a stampede are ordered
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from the southwest to the northeast, though the boxes of each individual ribbon in a
stampede will still be ordered from the northwest to the southeast (see Figure 1.5).
We write a ↔ b to indicate that a and b should not be next to each other in the
same ribbon, and note that such factors should be removed from (6.27) and (6.28)
because they could produce factors of 1− 1 = 0 in the denominator. Recall that the
number N±|λ denotes the signed number of corners (± inner ∓ outer) of λ of the
same color as  and with content larger or smaller than that of , depending on
whether the sign is + or −. We set N+C =
∑
∈C N
+
|λ for a cavalcade C, while for a
stampede S we define N−S by the slightly more complicated formula (1.47).
Let us abbreviate cλ\µ = cλ− cµ. Lemma VI.1 reduces Theorem I.3 to proving that:
max deg Pm[i;j)(λ\µ) ≤ m · cλ\µ − rλ\µ (6.29)
min deg Pm[i;j)(λ\µ) ≥ m · cλ\µ + rλ\µ (6.30)
max deg Qm−[i;j)(λ\µ) ≤ m · cλ\µ − rλ\µ (6.31)
min deg Qm−[i;j)(λ\µ) ≥ m · cλ\µ + rλ\µ (6.32)
and that equality holds in (6.30) and in (6.32) whenever λ\µ is a cavalcade C of
m−integral ribbons or a stampede S of m−integral ribbons, respectively. In these
cases, the lowest degree terms corresponding to equality in (6.30) and (6.32) are:
l.d. Pm[i;j)(C) = o
m
C · q#C+ht C+ind
m
C
a↔b∏
i≤a<b<j
l.d. ζ
(
χb
χa
)
(6.33)
l.d. Qm−[i;j)(S) = o
−m
S · q#S+wd S−ind
m
S −j+i
a↔b∏
i≤a<b<j
l.d. ζ
(
χa
χb
)
(6.34)
Recall the notation indmC from (1.36). Note that, while there exists at most one cav-
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alcade C on any given skew diagram λ\µ, there may be more than one stampede
S. Therefore, the value for the lowest degree term of l.d. Qm−[i;j)(λ\µ) is actually the
sum of the right hand sides of (6.34) over all underlying stampedes S of λ\µ.
6.3 The shuffle elements Pm[i;j) and Q
m
−[i;j)
The purpose of this Section is to compute the maximal and minimal degrees of the
quantities Pm[i;j)(λ\µ) and Qm−[i;j)(λ\µ), as well as their lowest degree terms, and use
them to prove formulas (6.29) - (6.34). Recall that q1 = qt and q2 = qt
−1. By the
definition (5.53) and (5.54), as well as the renormalization (2.28), we have:
Pm[i;j)(λ\µ) =
∑
ASYT+
j−1∏
a=i
χmaa ·
∏j−1
a=i(χat
−a)sa
q−1
∏j−1
a=i+1
(
1
q
− χa
tχa−1
) ∏
i≤a<b<j
ζ
(
χb
χa
)
(6.35)
Qm−[i;j)(λ\µ) =
∑
ASYT−
j−1∏
a=i
χ−maa ·
∏j−1
a=i(χat
−a)−sa
qj−i−1
∏j−1
a=i+1
(
1
q
− tχa−1
χa
) ∏
i≤a<b<j
ζ
(
χa
χb
)
(6.36)
where we abbreviate:
sa = bmi + ...+mac − bmi + ...+ma−1c −ma (6.37)
and we recall that almost standard Young tableaux, denoted by ASYT, were de-
fined in Section 4.5. Recall that a ASYT+ (respectively ASYT−) refers to a way to
label the boxes of λ\µ with the numbers i, ..., j − 1, such that the labels increase
(respectively decrease) as we go up and to the right, with the possible exception
that the box labeled by a− 1 is allowed to be directly above (respectively to the left
of) the box labeled by a. The monomial χa denotes the weight of the box labeled by a.
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Exercise VI.3. For any real numbers xi, ..., xj−1, we have:
j−1∑
a=i+1
min(0, xa − xa−1) ≤
j−1∑
a=i
xasa ≤
j−1∑
a=i+1
max(0, xa − xa−1) (6.38)
where the first inequality becomes an equality if and only if:
xi = ... = xa1−1 < xa1 = ... = xa2−1 < ... < xat = ... = xj−1
while the second inequality becomes an equality if and only if:
xi = ... = xa1−1 > xa1 = ... = xa2−1 > ... > xat = ... = xj−1
for any chain of m−integral arcs [i; a1) ∪ [a1; a2) ∪ ... ∪ [at; j).
Let us write ca for the content of the a−th box in an ASYT±, and let us write
xa = ca− a. With the above exercise in mind, relations (6.35) and (6.36) imply that:
max deg Pm[i;j)(λ\µ) or Qm−[i;j)(λ\µ) ≤
j−1∑
a=i
maca+
∑
i≤a<b<j
z(ca−cb) = m ·cλ\µ−rλ\µ
min deg Pm[i;j)(λ\µ) or Qm−[i;j)(λ\µ) ≥
j−1∑
a=i
maca−
∑
i≤a<b<j
z(ca−cb) = m ·cλ\µ+rλ\µ
We have used (6.24) to estimate the min deg and the max deg of the product of
ζ’s. The above formulas imply (6.29) - (6.32). Exercise VI.3 also tells us when the
inequality for min deg becomes an equality. In the case of Pm[i;j)(λ\µ) (respectively
Qm−[i;j)(λ\µ)), the ≥ sign is an equality if and only if the contents are given by:
cb = cak + (b− ak) ∀ b ∈ the m− integral arc [ak; ak+1)
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and such that cak−1 < cak − 1 (respectively cak−1 > cak − 1). This implies that the
skew w−diagram λ\µ is a cavalcade (respectively stampede) of m−integral ribbons
of types [i; a1), [a1; a2), ..., [at; j). Moreover, each ASYT
± in (6.35) and (6.36) for
which equality is attained is the standard labeling of a cavalcade or stampede, as
described in Section 1.3. Then for the cavalcade C = λ\µ, we have:
l.d. Pm[i;j)(C) =
j−1∏
a=i
χmaa ·
∏j−1
a=i(χat
−a)sa
q−1
∏j−1
a=i+1 l.d.
(
1
q
− χa
tχa−1
) ∏
i≤a<b<j
l.d. ζ
(
χb
χa
)
Concerning the denominators
(
1
q
− χa
tχa−1
)
, there are three possibilities:
• if a−1 and a lie in different ribbons, then the contribution of the denominator
to the l.d. is 1
q
• if a−1 is one box above a, then we obtain a factor of 1q − 1q = 0, which is
canceled by a factor of [1] in the numerator of
∏
ζ
(
χb
χa
)
• if a−1 is one box to the left of a, then we obtain a factor of 1q − q, which is
canceled by a factor of [q−2] in the numerator of
∏
ζ
(
χb
χa
)
Recalling the notation (1.36) and (1.44) for the cavalcade of ribbons C = λ\µ, we
conclude that:
l.d. Pm[i;j)(C) = o
m
C · q#C+ht C+ind
m
C
a↔b∏
i≤a<b<j
l.d. ζ
(
χb
χa
)
The reason why we do not encounter the factors ζ when a↔ b are successive boxes in
the same ribbon is that they have already been used to cancel various factors from the
denominator, in the second and third bullets above. The above relation establishes
(6.33). As for Qm−[i;j), for any stampede S = λ\µ, we have:
l.d. Qm−[i;j)(S) = o
−m
S ·
∏j−1
a=i(χat
−a)−sa
qj−i−1
∏j−1
a=i+1 l.d.
(
1
q
− tχa−1
χa
) ∏
i≤a<b<j
l.d. ζ
(
χa
χb
)
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Concerning the denominators
(
1
q
− tχa−1
χa
)
, there are three possibilities:
• if a−1 and a lie in different ribbons, then the contribution of the denominator
to the l.d. is 1
q
• if a−1 is one box to the left of a, then we obtain a factor of 1q − 1q = 0, which
is canceled by a factor of [1] in the numerator of
∏
ζ
(
χa
χb
)
• if a−1 is one box above a, then we obtain a factor of 1q − q, which is canceled
by a factor of [q−2] in the numerator of
∏
ζ
(
χa
χb
)
Recalling the notation (1.36) and (1.44) for the stampede of ribbons S = λ\µ, we
conclude that:
l.d. Qm[i;j)(S) = o
−m
S · q#S+wd S−ind
m
S −j+i
a↔b∏
i≤a<b<j
l.d. ζ
(
χa
χb
)
The reason why we do not encounter the factors ζ when a ↔ b are successive boxes
in the same ribbon is that they have already been used to cancel various factors from
the denominator, in the second and third bullets above. The above establishes (6.34).
6.4 Interpreting ribbons via Maya diagrams
Having finished the proof of Theorem I.3, let us interpret it combinatorially. The
first thing to observe is that while the action Uq,t(s¨ln) y K(w) depends on all the
equivariant parameters q, t, u1, ..., uw, the coefficients of both (1.22) and (1.23) depend
only on q. In other words, for fixed m ∈ Qn we may renormalize the basis by setting
vλ := s
+,m
λ /o
m
λ , and Theorem I.3 implies that the formula:
e[i;j) · vµ =
λ\µ = C is a [i;j)∑
cavalcade of m−ribbons
vλ · (1− q2)#C (−q)N+C qht C+indmC (6.39)
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gives rise to an action of
⊗g
h=1 U
+
q (g˙llh) y K(w). The numbers g, l1, ..., lg were
associated to m ∈ Qn in Section 5.3. For the remainder of this Section, for simplicity
we will only work with the case of creation operators e[i;j) and with w = ς
n, hence:
U+q (g˙ln) y K(ςn) = Λ = Fock space
In this case, λ = (λ) is a single partition. When m = (0, ..., 0), formula (6.39) reads:
e[i;j) · vµ =
λ\µ = C is a [i;j)∑
cavalcade of ribbons
vλ · (1− q2)#C (−q)N+C qht C (6.40)
and it gives rise to the action U+q (g˙ln) y Λ constructed in (Lascoux et al., 1997)
based on the action U+q (s˙ln) y Λ of Hayashi and Misra-Miwa. However, let us note
that while loc. cit. presents the action in terms of the simple and loop generators of
U+q (g˙ln), we present it in terms of the root generators of Section 5.1.
In the case of arbitrary m ∈ Qn, the simple generators are of the form e[i;j), where [i; j)
is a minimal m−integral arc. These generators act on vλ by adding a whole ribbon
of type [i; j). At first, it would seem like this is very different from the situation in
the previous paragraph, where we added a single box. However, we will now show
that the two situations are equivalent, by an assignment:
{
partition λ
}
−→
{
m− core, m− quotient
}
which we will now define. When m =
(
a
n
, ..., a
n
)
for gcd(a, n) = 1, it will precisely
reduce to the well-known n−core and n−quotient construction in combinatorics. The
idea is to find a language in which one can think of entire ribbons as single boxes,
and a convenient way to do so is by using Maya diagrams. Specifically, one can take
the Young diagram of a partition λ and rotate it by 45◦:
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Figure 6.1
We rescale the Young diagram so that the vertical lines passing through the corners of
the boxes have integer x coordinate. If a vertical line passes through an outer corner
or a northeast pointing edge (respectively inner corner or northwest pointing edge)
of λ, we paint the corresponding x intercept black (respectively white). We will refer
to •i (respectively ◦i) as the black (respectively white) point situated at coordinate
i ∈ Z. The resulting collection of black and white points on the horizontal axis is
called the Maya diagram corresponding to λ, and note that it satisfies:
0 =
(
# white points > 0
)
−
(
# black points ≤ 0
)
(6.41)
Conversely, there is a unique Young diagram corresponding to any partition of Z into
black and white points which satisfies (6.41) and is all black far enough to the right
and all white far enough to the left. The size of the Young diagram can be read off
the Maya diagram by the formula:
|λ| =
∞∑
i=1
i−
(
coordinate of the i− th black integer
)
Let us now reinterpret the combinatorial objects of (6.39) in terms of Maya diagrams.
Adding a ribbon to a partition µ is equivalent to switching the white point ◦ situated
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at position i with the black point • situated at position j in the Maya diagram of
µ, for some i < j. This will be denoted by ◦i ↔ •j, and it corresponds to adding a
ribbon of type [i; j). Adding a cavalcade of ribbons to a Maya diagram µ corresponds
to performing a collection of such switches:
C = {◦i1 ↔ •j1 , ..., ◦ik ↔ •jk} (6.42)
for some i1 < j1 < i2 < j2 < ... < ik < jk. Adding a stampede of ribbons is a similar
succession of switches:
S = {◦i1 ↔ •j1 , ..., ◦ik ↔ •jk} (6.43)
such that ia+1 < ja for all a. In the case of a stampede, the order of the switches
matters, and so we perform the switches (6.43) in order from k to 1.
Let us fix m ∈ Qn, and consider the corresponding union of cycles C1 unionsq ... unionsq Cg that
we assigned to m in Section 5.3. Specifically, Ch = {i1, ..., ilh} ⊂ {1, ..., n} such that:
[i1; i2), [i2; i3), ..., [ilh , i1) form a chain of minimal m− integral arcs
We will write ωhn for the total length
∑lh
s=1(is+1− is) of the above chain of arcs, and
ωh ∈ N will be called the winding number. Take the Maya diagram of a partition λ,
and for all h ∈ {1, ..., g} and k ∈ {1, ..., ωh} consider the bi-infinite sequence Sh,k ⊂ Z
consisting of points situated at coordinates ∈ Ch + kn modulo ωhn. Let:
ch,k := #{◦a, a > 0, a ∈ Ch+kn mod ωhn} − #{•a, a ≤ 0, a ∈ Ch+kn mod ωhn}
and identify the sequence Sh,k ∼= Z with the Maya diagram of a partition λh,k. Indeed,
there is a single way to do this, since property (6.41) must be satisfied for λh,k to be
a partition. Doing the above construction for all h ∈ {1, ..., g} and all k ∈ {1, ..., ωh}
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gives us a collection of partitions:
{λh,k}1≤h≤g1≤k≤ωh which will be called the m− quotient of λ (6.44)
Let N = Nm :=
∑g
h=1 ωh be the total number of constituent partitions of the
m−quotient. The numbers ch,k must add up to 0 in virtue of (6.41), and:
the collection {ch,k}1≤h≤g1≤k≤ωh ∈ ZN−1 will be called the m− core of λ (6.45)
From the construction, it is clear that the assignment:
{
partitions
}
Ψm−→ ZN−1 ×
{
partitions
}N
, Ψm(λ) = (c
h,k, λh,k)1≤h≤g1≤k≤ωh (6.46)
is a bijection. For us, this bijection is useful because it allows us to describe m−integral
ribbons. Specifically, adding a box to some partition λh,k corresponds to switching a
white point ◦i with the black point •i+1 in the Maya diagram of λh,k. In the Maya
diagram of the original partition λ, this corresponds to switching the white point ◦i
with the black point •υm(i). This precisely corresponds to adding a m−integral ribbon
of minimal type [i; υm(i)) to the Young diagram λ.
Adding a general ribbon to λh,k corresponds to adding a general m−integral ribbon
to λ. Therefore, we see that the bijection Ψm intertwines the operator (6.39) on the
left hand side of (6.46) with the operator (6.40) on the right hand side of (6.46). This
statement is more philosophical than precise: indeed, to obtain an actual intertwiner,
one would have to match the various powers of ±q in the right hand sides of (6.39)
and (6.40), and this requires choosing an appropriate renormalization of the basis vµ.
When n = 1, this is achieved by Proposition 5.5. of (Negut,, 2014).
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CHAPTER VII
Proofs of the Exercises
Proof. of Exercise II.2: We will prove the case when θ > 0, as the remaining case
is proved by dualizing all the maps. We need to show that a quadruple (X, Y,A,B)
is semistable if and only if it is cyclic, by which we mean that V is generated by
successive applications of X and Y on the image of A. Let us first show that a
cyclic quadruple is semistable. By Lemma I.6, it is enough to exhibit a certain det−1
covariant function which does not vanish on the quadruple (X, Y,A,B). Being cyclic
implies that there exist v = dimV vectors z1, ..., zv ∈ W , and certain polynomials
P1(X, Y ), ..., Pv(X, Y ) such that:
V = span
〈
P1(X, Y )Az1, ..., Pv(X, Y )Azv
〉
Then a det−1 covariant function which does not vanish on (X, Y,A,B) is precisely:
det (P1(X, Y )Az1, ..., Pv(X, Y )Azv)
Note that the above is det−1 and not det covariant, because the action of the deter-
minant character on functions of quadruples is inverse to the action on the vector
space of quadruples. Conversely, let us show that a semistable quadruple is cyclic,
by proving the contrapositive: a non-cyclic quadruple is unstable. In other words,
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let us assume that there exists a proper subspace V ′ ⊂ V which contains the image
of A and is preserved by X, Y . We will assume V ′ = Cv′ ⊂ Cv = V as the standard
inclusion of the first v′ basis vectors. Then both X and Y are block triangular with
the topmost block of size v′, while A only has non-zero entries in the first v′ rows. If
we consider the following one parameter subgroup in the Gv−orbit of (X, Y,A,B):
diag(1, ..., 1︸ ︷︷ ︸
v′
, t, ..., t︸ ︷︷ ︸
v−v′
) · (X, Y,A,B)
then we observe that it has a well-defined limit as t→∞. In this limit, det−1 of the
above one parameter subgroup goes to 0, so we conclude that the closure of the orbit
of (X, Y,A,B) intersects the zero section. Therefore, the quadruple is unstable.
Proof. of Exercise II.4: Since Nv,w is defined as the Hamiltonian reduction (2.2), we
conclude that we have short exact sequences:
gv
  // T (µ−1(0)) _

// // TNv,w
Nv,w
dµ

g∨v
(7.1)
where Nv,w = Hom(V, V ) ⊕ Hom(V, V ) ⊕ Hom(W,V ) ⊕ Hom(V,W ) and we identify
the tangent bundle to a vector space with the vector space itself:
TNv,w =
1
qt
· V ⊗ V∨ + t
q
· V ⊗ V∨ +
w∑
j=1
1
quj
· V +
w∑
j=1
uj
q
· V∨ (7.2)
where V denotes the tautological vector bundle with fibers V . We have introduced
equivariant parameters in front of each summand of (7.2) so the above becomes an
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equality of T−equivariant vector bundles. The left horizontal map of (7.1) is the
infinitesimal action of Gv on µ
−1(0), which is injective because the Gv action is free
on the semistable locus. Meanwhile, the surjectivity of the bottom vertical map
is equivalent to the fact that Nakajima quiver varieties have precisely the expected
dimension. Then we conclude that the K−theory class of the tangent bundle to
Nakajima quiver varieties is given by subtracting the tangent directions to Gv and
the normal directions to g∨v from (7.2):
TNv,w =
w∑
j=1
( 1
quj
· V + uj
q
· V∨
)
+
(
1
qt
+
t
q
− 1− 1
q2
)
V ⊗ V∨
where V is the tautological vector bundle on Nv,w with fibers given by the vector
space V . Then the proof of the Exercise reduces to the statement that:
V|λ =
∑
∈λ
χ (7.3)
This follows from semistability, which implies that the fiber V|λ is spanned by v =
(X iY jA) · ωk over all boxes  = (i, j) in the k−th constituent partition of λ, where
ω1, ..., ωw denote the standard basis of W . The character of T on the vector v
therefore equals qi1q
j
2quk, which is precisely the weight χ defined in (1.40).
Proof. of Exercise II.10: This Exercise is proved much like the previous one. Points
of Zv+,v−,w are collections of linear maps as in the commutative diagram (2.38):
V +i
Y +i−1xx

X+i

... V ±i−2
X±i−2
++
V ±i−1
Y ±i−2
mm
X+i−1
77
X−i−1 ''
V ±i+1
X±i+1--Y +i
ZZ
Y −i

V ±i+2 ...
Y ±i+1
kk
V −i
Y −i−1
ff
X−i
DD
(7.4)
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We suppress the A and B maps in order to make the above diagram more readable.
The above linear maps must satisfy the moment map conditions:
X+j−1Y
−
j−1 − Y +j X−j + A+j B−j = 0 ∈ Hom(V −j , V +j ) ∀ j ∈ {1, ..., n}
and must be taken modulo the subgroup P ⊂ Gv+×Gv− which preserves the collection
of quotients V +  V −. This subgroup has Lie algebra:
p = C⊕
n⊕
k=1
Hom(V −k , V
+
k )
where the first copy of C simply rescales the one-dimensional kernel of V +i  V −i .
As in the proof of the previous Exercise, the fact that Zv+,v−,w has the expected
dimension implies that its tangent space is given by the affine space of quadruples
minus the moment map conditions, and minus the gauge transormations in p. We
obtain the following equality of K−theory classes:
TZv+,v−,w =
w∑
j=1
( 1
quj
· V+j +
uj
q
· V−∨j
)
+ (7.5)
+
n∑
k=1
( 1
qt
· V+k+1 ⊗ V−∨k +
t
q
· V+k ⊗ V−∨k−1 − V+k ⊗ V−∨k −
1
q2
· V+k ⊗ V−∨k
)
− 1
where V±j denotes the pull-back of the j−th tautological vector bundle from the quiver
variety Nv±,w, for all j modulo n. When j 6= i modulo n, we have V+j = V−j , while
when j = i modulo n, the tautological line bundle L coincides with Ker(V+i  V−i ).
Together with (7.3), (7.5) implies (2.42).
Proof. of Exercise II.11: We will prove that the right hand side of (2.48) equals (2.46),
and leave the analogous case of e−i,d to the interested reader. We may expand the right
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hand side in terms of fixed points:
∫
zd · f(X − z)ζ
( z
X
) uj≡i∏
1≤j≤w
[ui
qz
]
Dz =
=
∑
λ+
|λ+〉
∫
zdf (χλ+ − z) ζ
(
z
χλ+
) uj≡i∏
1≤j≤w
[ui
qz
]
Dz
If we recall the definition of ζ in (1.57), we see that:
ζ
(
z
χλ
) uj≡i∏
1≤j≤w
[ui
qz
]
=
∏inner corners
 of λ of color i
[
χ
q2z
]
∏outer corners
 of λ of color i
[
χ
q2z
] (7.6)
for any w−partition λ. Therefore, we have:
∑
λ+
|λ+〉
∫
zdf(χλ+ − z)ζ
(
z
χλ+
) uj≡i∏
1≤j≤w
[ui
qz
]
Dz =
=
∑
λ+
|λ+〉
∫
zdf(χλ+ − z)
∏inner corners
 of λ+ of color i
[
χ
q2z
]
∏outer corners
 of λ+ of color i
[
χ
q2z
]Dz
Instead of integrating around 0 and∞, we could integrate over small contours around
all the other poles. These poles are z = χq
−2 for an outer corner  ∈ λ+ of color i.
Such z is precisely the weight of a box  which can be removed from λ+ in order to
produce a smaller partition λ− ≤i λ+. We conclude that:
∑
λ+
|λ+〉
∫
zd · f(χλ+ − z)
∏inner corners
 of λ+ of color i
[
χ
q2z
]
∏outer corners
 of λ+ of color i
[
χ
q2z
]Dz =
=
=λ+/λ−∑
λ+≥iλ−
|λ+〉 · χd · f(χλ−) · (1− 1) ·
∏inner corners
 of λ+ of color i
[
χ
q2χ
]
∏outer corners
 of λ+ of color i
[
χ
q2χ
] =
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==λ+/λ−∑
λ+≥iλ−
|λ+〉 · χ
d

[q−2]
· f(χλ−) ·
∏inner corners
 of λ− of color i
[
χ
q2χ
]
∏outer corners
 of λ− of color i
[
χ
q2χ
] =
=
=λ+/λ−∑
λ+≥iλ−
|λ+〉 · χ
d

[q−2]
· f(χλ−) · ζ
(
χ
χλ−
) uj≡i∏
1≤j≤w
[ uj
qχ
]
where in the last equality we have applied (7.6) again. Comparing this with (2.46)
gives us the required result.
Proof. of Exercise III.3: Let us assume that α ∈ KT (F ) and β ∈ KT (F ′) for two
connected components of the fixed locus F, F ′ ⊂ XA, and let us first consider the
case when F = F ′. Note that the order of any two fixed components with respect to
σ and −σ are exact opposites of each other:
F1 Eσ F2 ⇔ F1 D−σ F2
Therefore, the correspondences ZσF and Z
−σ
F only intersect on the diagonal ∆F ⊂
F × F , and they do so properly. Indeed, property (3.10) gives us:
StabσL(α)|F = α ·
[
N−F⊂X
]
Stabσ
−1
L−1(β)|F = β ·
[
N+F⊂X
]
If we let ιF : F ↪→ X be the standard embedding, equivariant localization gives us:
StabσL(α) = ι˜
F
∗
(
α[
N+F⊂X
])+ terms supported on F0 E F
Stabσ
−1
L−1(β) = ι˜
F
∗
(
β[
N−F⊂X
])+ terms supported on F0 D F
which implies (3.15). When F 6= F ′, the RHS of (3.15) is trivially zero, and so we
must show the same for the LHS. Because StabσL (respectively Stab
σ−1
L−1) is supported
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on the attracting set of F (respectively the repelling set of F ′), we conclude that
the left hand side of (3.15) can be non-zero only if F ′ C F . If this is the case, then
equivariant localization gives us:
KT (pt) 3
(
StabσL(α), Stab
σ−1
L−1(β)
)
X
=
∑
F ′EF0EF
StabσL|F×F0 · Stabσ
−1
L−1 |F ′×F0 · α · β
[NF0⊂X ]
(7.7)
Let us consider the minimal and maximal degree of the above expression in the
direction of σ ∈ A ⊂ T . Without loss of generality, we may assume that α and β
have equivariant parameters concentrated in a single degree, which is possible since
they are K−theory classes on a variety with trivial action. Set:
a = min deg α = max deg α b = min deg β = max deg β
Then condition (3.11) tells us that:
max deg StabσL|F×F0 ≤ max deg [N−F0⊂X ] + L|F0 − L|F
max deg Stabσ
−1
L−1|F ′×F0 ≤ max deg [N+F0⊂X ]− L|F0 + L|F ′
min deg StabσL|F×F0 ≥∗ min deg [N−F0⊂X ] + L|F0 − L|F
min deg Stabσ
−1
L−1 |F ′×F0 ≥◦ min deg [N+F0⊂X ]− L|F0 + L|F ′
where equality holds in ≥∗ only if F0 = F , and equality holds in ≥◦ only if F0 = F ′.
Since F 6= F ′ these inequalities cannot both be equalities, hence adding the four
inequalities above gives us:
max deg of (7.7) ≤ [N+] + [N−] + L|F ′ − L|F + a+ b− [N ] = L|F ′ − L|F + a+ b
min deg of (7.7) > [N+] + [N−] + L|F ′ − L|F + a+ b− [N ] = L|F ′ − L|F + a+ b
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where we use the shorthand notation N = NF0⊂X for any fixed component F0. The
only way the minimal degree of (7.7) can be strictly bigger than the maximal degree
is if the Laurent polynomial (7.7) equals zero.
Proof. of Exercise III.6: Points of Zi are quadruples of linear maps that preserve
an collection of quotients {V +j  V −j } of codimension δij. To prove (3.42), we must
show that if the maps satisfy properties (3.45) or (3.46) on the collection of vector
spaces {V −j }1≤j≤n, they also satisfy the same properties on the collection of vector
spaces {V +j }1≤j≤n. 1 Without loss of generality, let us study the attracting case, i.e.
property (3.45). The assumption tells us that there exists a filtration of {V −j }1≤j≤n
whose associated graded vector spaces are generated by A · (the basis vectors of W )
and on which the X maps are nilpotent. To extend this filtration to the vector spaces
{V +j }1≤j≤n, we must decide in which filtration degree to put l ∈ Ker(V +i  V −i ). By
semistability, we may write:
l =
w∑
j=1
Pj(X, Y ) · Aωj (7.8)
for various polynomials Pj, and we simply define the filtration on {V +j }1≤j≤n by
placing l in filtration degree equal to the highest j which can appear non-trivially
in sums of the form (7.8). Finally, the X maps are nilpotent on {V +j }1≤j≤n as on
{V −j }1≤j≤n, because Xi
(
V +i
) ⊂ V −i+1. The repelling case is treated by replacing the
words “highest j” with “lowest j” and “X nilpotent” with “Y nilpotent”.
Proof. of Exercise IV.1: Let us prove only the first of the required identities, as the
1This would establish the fact that the operators e+i,d are Lagrangian. The case of the operators
e−i,d is proved by switching + with −, and the argument is analogous
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rest are completely analogous. For any F ∈ S+k , let us expand (4.13):
∆(F ) =
0≤l≤k∑
expansion in ziazjb
[∏b>lj
1≤j≤n ϕ
+
j (zjb)
]
F ′(zi1, ..., zili)⊗ F ′′(zi,li+1, ..., ziki)∏a≤li
1≤i≤n
∏b>lj
1≤j≤n ζ (zjb/zia)
where we use the notation F ′, F ′′ to separate the variables of F into two groups, with
regard to the expansion in zia  zjb for all a ≤ li and b > lj. Applying the antipode
to the above coproduct gives us (S ⊗ Id) ◦∆(F ) =
=
0≤l≤k∑
expand in ziazjb
S
[
F ′(zi1, ..., zili)
]
S
[∏b>lj
1≤j≤n ϕ
+
j (zjb)
]
⊗ F ′′(zi,li+1, ..., ziki)∏a≤li
1≤i≤n
∏b>lj
1≤j≤n ζ (zjb/zia)
since S is an anti-homomorphism. Multiplying the tensor factors together gives us:
S(F1)F2 = shuffle product applied to (S ⊗ Id) ◦∆(F ) =
0≤l≤k∑
expand in ziazjb
[∏a≤li
1≤i≤n
(−ϕ+i (zia))−1] ∗ F ′(zi1, ..., zili) ∗ [∏b>lj1≤j≤n ϕ+j (zjb)−1] ∗ F ′′(zi,li+1, ..., ziki)∏a≤li
1≤i≤n
∏b>lj
1≤j≤n ζ (zjb/zia)
We can use (4.11) to commute all the ϕ’s to the front, hence S(F1)F2 =
=
[
1≤a≤ki∏
1≤i≤n
ϕ+i (zia)
−1
]
∗
0≤l≤k∑
expand in ziazjb
(−1)|l|F
′(zi1, ..., zili) ∗ F ′′(zi,li+1, ..., ziki)∏a≤li
1≤i≤n
∏b>lj
1≤j≤n ζ (zia/zjb)
=
=
[
1≤a≤ki∏
1≤i≤n
ϕ+i (zia)
−1
]
∗
0≤l≤k∑
expand in ziazjb
(−1)|l| · Sym F (..., zi1, ..., ziki , ...)
where the last equality follows by the very definition of F ′ and F ′′, and Sym refers
to symmetrization with respect to the groups of variables {zia}a≤li and {zjb}b>lj . We
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can package this symmetrization by rewriting the sum as:
S(F1)F2 =
[
1≤a≤ki∏
1≤i≤n
ϕ+i (zia)
−1
]
∗
V⊂{...,zia,...}1≤i≤n1≤a≤ki∑
expand in ziazjb for zia∈V,zjb /∈V
(−1)|V |F (..., zi1, ..., ziki , ...)
(7.9)
where the sum goes over all subsets of the set of variables. We claim that the sum over
all subsets V vanishes, on account of the power (−1)|V | and the inclusion-exclusion
principle. While expressions such as S(F1)F2 make sense in a formal completion, to
ensure convergence one needs to evaluate them in certain representations where ϕ±i (z)
act via rational functions, such as K(w).
Proof. of Exercise IV.2: We need to prove the following formulas:
〈
ϕ−i (w)⊗G,∆(F )
〉
=
〈
G
1≤j≤n∏
1≤a≤kj
ζ(zja/w)
ζ(w/zja)
⊗ ϕ−i (w),∆(F )
〉
(7.10)
〈
∆op(G), ϕ+i (w)⊗ F
〉
=
〈
∆op(G), F
1≤j≤n∏
1≤a≤kj
ζ(w/zja)
ζ(zja/w)
⊗ ϕ+i (w)
〉
(7.11)
for any F ∈ S+k and G ∈ S−−k, as well as:
〈G ∗G′, F 〉 = 〈G⊗G′,∆(F )〉 ∀ F ∈ S+k+l, G ∈ S−−k, G′ ∈ S−−l (7.12)
〈G,F ∗ F ′〉 = 〈∆op(G), F ⊗ F ′〉 ∀ F ∈ S+k , F ′ ∈ S+l , G ∈ S−−k−l (7.13)
We will only prove (7.11) and (7.13), since the other two are analogous. As the
pairing 〈·, ·〉 only pairs non-trivially shuffle elements of opposite bidegrees, and since
∆op(G) = G⊗1+∏1≤j≤n1≤a≤kj ϕ−j (zja)⊗G+intermediate terms, relation (7.11) becomes:
〈
1≤j≤n∏
1≤a≤kj
ϕ−j (zia), ϕ
+
i (w)
〉
· 〈G,F 〉 =
〈
G,F · ζ(w/zja)
ζ(zja/w)
〉
· 〈1, ϕ+i (w)〉
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Since 〈1, ·〉 is just the counit of the algebra, it is enough to prove:
〈
1≤j≤n∏
1≤a≤kj
ϕ−j (zia), ϕ
+
i (w)
〉
=
1≤j≤n∏
1≤a≤kj
ζ(w/zja)
ζ(zja/w)
This follows from the fact that the coproduct of currents ϕ±j (w) is group-like and
from (4.17). In order to prove (7.13), note that its left hand side equals:
1
(k + l)!
|q|<1<|p|∫
|zia|=|wjb|=1
G(zia, wjb) · Sym
[
F (zia)F
′(wjb)
∏
ζ
(
zia
wjb
)]
∏
ζp
(
zia
zjb
)∏
ζp
(
wia
wjb
)∏
ζp
(
wjb
zia
)∏
ζp
(
zia
wjb
)∏DziaDwjb ∣∣∣
p7→q
where we denote the set of variables of F by {zia} and that of F ′ by {wjb}. To keep
our formulas legible, we assume that all products go over all i, j ∈ {1, ..., n} and over
all possible indices a, b. Since the contours are symmetric in all the variables, we may
eliminate the symmetrization, so the above equals:
1
k! · l!
|q|<1<|p|∫
|zia|=|wjb|=1
G(zia, wjb)F (zia)F
′(wjb)
∏
ζ
(
zia
wjb
)
∏
ζp
(
zia
zjb
)∏
ζp
(
wia
wjb
)∏
ζp
(
wjb
zia
)∏
ζp
(
zia
wjb
)∏DziaDwjb ∣∣∣
p 7→q
The above integrand has the following poles that involve both z’s and w’s:
zia = qtwi−1,b zia = qt−1wi+1,b zia = p−2wia zia = p2wia
and a factor of zia = q
2wia in the numerator. Because of this factor, any residues
obtained at the simple pole zia = p
2wia will vanish upon setting p 7→ q. As for the
other poles, we encounter none of them as we move the contours to ensure |zia|  |wjb|
for all possible indices, because we assumed that |q| < 1 < |p|. We conclude that:
LHS of (7.13) =
1
k! · l!
|q|<1<|p|∫
|zia||wjb|
G(zia, wjb)F (zia)F
′(wjb)
∏
DziaDwjb∏
ζp
(
zia
zjb
)∏
ζp
(
wia
wjb
)∏
ζ
(
wia
zjb
) ∣∣∣
p 7→q
(7.14)
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The reason why we were able to replace ζp by ζ in the denominator is that they
coincide in the limit |zia|  |wjb|, after one sets p 7→ q. Meanwhile, to compute the
right hand side of (7.13), we use the definition of the coproduct in (4.14):
= 〈∆(G), F ′ ⊗ F 〉 = 1
k! · l!
|q|<1<|p|∫
|wjb||zia|
G(wjb, zia)F
′(wjb)F (zia)
∏
DziaDwjb∏
ζp
(
zia
zjb
)∏
ζp
(
wia
wjb
)∏
ζ
(
wia
zjb
) ∣∣∣
p 7→q
Since G is symmetric, this matches with (7.14) and so the proof is complete.
Proof. of Exercise IV.5: We will first prove that formula (4.31) is equivalent to (4.32).
The proof will follow closely that of Exercise IV.1. Specifically, we have:
f1 ⊗ f2 = ∆(f) =
∑
v=v1+v2
ϕ(Z2)f(Z1 ⊗ Z2)
ζ
(
Z2
Z1
)
where the sum goes over all ways to partition the degree vector v of f into two parts,
v1 = deg f1 and v
2 = deg f2, and Z, Z
1, Z2 are place-holders for the variables of f ,
f1, f2, respectively. The above sum is expanded in the range |Z1|  |Z2|. Recalling
the definition of the antipode S from (4.15), we have:
f1 ∗ S(f2) =
∑
v=v1+v2
(−1)|Z2|f(Z
1 ∗ Z2)
ζ
(
Z1
Z2
) = ∑
Z=Z1+Z2
(−1)|Z2|f(Z) (7.15)
The last equality is due to the definition of the shuffle product, and it involves sym-
metrizing over all variables involved. Therefore, in the right hand side we must sum
over all partitions of the set of variables Z into two sets Z1 and Z2. Just like in the
proof of Exercise IV.1, relation (7.15) pairs trivially with any shuffle element f ′. How-
ever, this is no longer true if we divide it by the polynomial with coefficient among
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the ui’s that appears in (4.32):
〈
(f1 ∗ S(f2))T∏w
i=1
[
Z1i
qui
] [
Z2i
qui
] , f ′∏w
i=1
[
ui
qZi
]〉 = ∑
Z=Z1+Z2
(−1)|Z2|
∫
|Z1|1=|Z2|
f(Z)f ′(Z) DZ
ζ
(
Z
Z
)∏w
i=1
[
Zi
qui
] [
ui
qZi
]
where in the above equality we used formula (4.18) for the Hopf pairing. Note that
it was no longer necessary to invoke ζp instead of ζ, because f and f
′ are assumed to
be Laurent polynomials and thus do not have any denominators at qzia− q−1zib. The
integrand does not depend on the partition Z = Z1 + Z2, but the alternating sum
over all partitions has the effect of removing the poles at∞. Hence we obtain (4.31).
Proof. of Exercise IV.6: Given rational functions F and F ′, we think of:
F ⊗ F ′ = F (..., zia, ...)F ′(..., zjb, ...) (7.16)
as a representation of Gk × Gl, namely an element in the K−theory of the stack
Ck×Cl which is pulled back from a point. The pull-back pi∗2(F ⊗F ′) to the K−theory
of the stack Pk,l is also given by the class (7.16). However, before pushing this class
forward to Ck+l, we need to understand the map pi1. Explicitly, we have the diagram:
ν−1(0) 
 //
 _
α

(Xi, Yi)
preserve
1≤i≤n
ν //
 _
β

End(Ck+l)preserve _
γ

µ−1(0) 
 // (Xi, Yi)1≤i≤n
µ // End(Ck+l)
(7.17)
The bottom right entry is the affine space of all endomorphisms of the collection
of vector spaces {Cki+li}1≤i≤n, while the bottom middle entry is the affine space
consisting of all collections of linear maps (Xi, Yi)
1≤i≤n between vector spaces:
Cki+li
Xi ..
Cki+1+li+1
Yi
ll
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The two entries directly above them refer to those collections which preserve the
collection of subspaces Ck ⊂ Ck+l. Therefore, we conclude that:
β˜∗(1) =
n∏
i=1
[
1
qt
· Hom(Cki ,Cli+1)
] [
t
q
· Hom(Cki+1 ,Cli)
]
where the equivariant parameters qt and qt−1 are necessary as they scale the linear
maps X and Y , respectively. As representations of Gk ×Gl, the above equals:
β˜∗(1) =
n∏
i=1
 1≤a≤ki∏
ki+1<b≤ki+1+li+1
[
zi+1,b
qtzia
] 1≤a≤ki∏
ki−1<b≤ki−1+li−1
[
tzi−1,b
qzia
]
The same computation establishes the push-forward under α, with the caveat that
we imposed too many relations. More specifically, we do not need to impose those
relations that lie in the cokernel of γ, so we obtain:
α˜∗(1) =
n∏
i=1
∏1≤a≤ki
ki+1<b≤ki+1+li+1
[
zi+1,b
qtzia
]∏1≤a≤ki
ki−1<b≤ki−1+li−1
[
tzi−1,b
qzia
]
∏1≤a≤ki
ki<b≤ki+li
[
zib
q2zia
]
Since the elements (7.16) are equivariant constants, we obtain a similar formula:
α˜∗(F ⊗ F ′) = F (..., zia, ...)F ′(..., zjb, ...)·
n∏
i=1
∏1≤a≤ki
ki+1<b≤ki+1+li+1
[
zi+1,b
qtzia
]∏1≤a≤ki
ki−1<b≤ki−1+li−1
[
tzi−1,b
qzia
]
∏1≤a≤ki
ki<b≤ki+li
[
zib
q2zia
]
The same formula holds if we interpret α as the map:
Pk,l = ν
−1(0)/Pk,l
α−→ Γ = µ−1(0)/Pk,l
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In order to obtain the required result, we need to compose α above with the map:
Γ = µ−1(0)/Pk,l
τ−→ Ck+l = µ−1(0)/Gk+l
Since push-forward under τ is induction from Pk,l to Gk+l, we may use (4.36) to
conclude that τ˜ ◦ α∗(f  g) equals:
Sym
F (..., zia, ...)F ′(..., zjb, ...)
k! · l!
n∏
i=1
∏1≤a≤ki
ki+1<b≤ki+1+li+1
[
zi+1,b
qtzia
]∏1≤a≤ki
ki−1<b≤ki−1+li−1
[
tzi−1,b
qzia
]
∏1≤a≤ki
ki<b≤ki+li
[
zib
q2zia
]∏1≤a≤ki
ki<b≤ki+li
[
zib
zia
]

Since τ˜ ◦ α∗(F ⊗ F ′) = F ∗ F ′ by definition, we conclude (4.44).
Proof. of Exercise IV.10: For any w−partition λ− of size v−, we have:
A
(|λ−〉) = pi1∗( ∑
λ+∈Nfixed
v+,w
[E|λ+,λ− ] · |(λ+,λ−)〉
)
=
∑
λ+
|λ+〉 · [E|λ+,λ− ]
[Tλ−Nv−,w]
We may use (3.30) to express the [·] class of the vector bundle E , and (2.22) to express
the [·] class of the tangent bundle to Nakajima quiver varieties. We obtain:
〈λ+|A|λ−〉 =
∏n
i=1
[
V−
i+1
qtV+
i
][
tV−
i−1
qV+
i
]
[
V−
i
V+
i
][
V−
i
q2V+
i
] ∏w
j=1
[V−j
quj
][
uj
qV+j
]
∏n
i=1
[
V−
i+1
qtV−
i
][
tV−
i−1
qV−
i
]
[
V−
i
V−
i
][
V−
i
q2V−
i
] ∏w
j=1
[V−j
quj
][
uj
qV−j
]
∣∣∣
{V±i }1≤i≤n 7→χλ±
=
=
∏
∈λ+\λ−
 ∏
∈λ−
[
χ
qtχ
]δcc+1[ tχ
qχ
]δcc−1[
χ
χ
]δcc [ χ
q2χ
]δcc
uj≡c∏
1≤j≤w
[ uj
qχ
] =
=
∏
∈λ+\λ−
 ∏
∈λ−
ζ
(
χ
χ
) uj≡c∏
1≤j≤w
[ uj
qχ
]
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Comparing the above with (4.51) for F = 1, we obtain the desired conclusion.
Proof. of Exercise IV.13: Let us treat the case of positive shuffle elements, i.e. when
the sign is +, since the opposite case is analogous. We start from the fact that fixed
points of Zq1[i;j) are given by positive almost standard Young tableaux (λ
+ ≥ λ−, ψ).
Let us recall that the datum ψ is a labeling i, ...,j−1 of the boxes of λ+\λ−, where
the labels increase as we go up and to the right, with the exception that a−1 is
allowed to be located directly above a. Therefore, (2.43) implies:
P
(d)
[i;j)
(|λ−〉) = ∑
(λ+≥λ−,ψ)
|λ+〉 · χdii ...χdj−1j−1 ·
[Tλ+Nv+,w]
[T(λ+≥λ−,ψ)Z
q1
[i;j)]
where χa denotes the weight of the box labeled a in an ASYT ψ. We may use (2.22)
and (4.61) to evaluate the tangent spaces in question:
P
(d)
[i;j)
(|λ−〉) = ∑
λ+≥λ−
|λ+〉
[q−2]
ψ∑
ASYT+
χdii ...χ
dj−1
j−1 ·
∏a≡b+1
i≤a<b+1<j+1
[
χa
qtχb
]∏a≡b−1
i≤a<b−1<j−1
[
tχa
qχb
]
∏a≡b
i≤a<b<j
[
χa
χb
]∏a≡b
i≤a<b<j
[
χa
q2χb
] ·
·
j−1∏
a=i
 ∏
∈λ−
[
χ
qtχa
]δcca+1[ tχ
qχa
]δcca−1
[
χ
χa
]δcca [ χ
q2χa
]δcca
uk≡a∏
1≤k≤w
[ uk
qχa
]
where in each summand, we write χa for the weight of the box labeled by a in the
ASYT+ given by ψ. Recalling the definition of ζ in (1.57), we obtain:
〈λ+|P (d)[i;j)|λ−〉 =
1
[q−2]
ψ∑
ASYT+
χdii ...χ
dj−1
j−1 ·
∏
i≤a<b≤j ζ
(
χb
χa
)
∏j−1
a=i+1
[
tχa−1
qχa
] j−1∏
a=i
 ∏
∈λ−
ζ
(
χa
χ
) uk≡a∏
1≤k≤w
[ uk
qχa
]
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In the right hand side above, we claim that:
ψ∑
ASYT+
χdii ...χ
dj−1
j−1
∏
i≤a<b≤j ζ
(
χb
χa
)
∏j−1
a=i+1
[
tχa−1
qχa
] = Sym
zdii ...zdj−1j−1
∏
i≤a<b≤j ζ
(
zb
za
)
∏j−1
a=i+1
[
tza−1
qza
]
 ∣∣∣
zi,...,zj−1 7→χλ+\λ−
Indeed, the symmetrization is a sum over all ways to labeling the boxes of the skew
tableau λ+\λ−, but as we saw in the proof of Proposition IV.8, the corresponding
summand is zero unless the labeling is an ASYT+. Then (4.51) implies the Exercise.
Proof. of Exercise IV.15: We will prove the required result for the rational function
P
(d)
[i;j), since the other cases are analogous. We have:
P
(d)
[i;j) =
r(zi, ..., zj−1)∏
i≤a≡b<j
[
zb
q2za
]
where:
r = Sym
zdii ...zdj−1j−1 j−1∏
a=i+1
[q−2][
tza−1
qza
] ∏
i≤a<b<j
[
za
qtzb
]δab+1[ tza
qzb
]δab−1[ zb
q2za
]δba
[
za
zb
]δab
 (7.18)
It is clear that r is a symmetric Laurent polynomial, since the denominator of the first
product divides the numerator of the second product. Meanwhile, the denominator of
the second product has poles of order ≤ 1 at za− zb when a ≡ b, and these poles will
be eliminated by the symmetrization. To show that r satisfies the wheel conditions,
we must specialize three of the variables to:
za = q
−1, zb = t±1, zc = q for some a ≡ c ≡ b∓ 1 (7.19)
and show that r vanishes. Let us take care of the case when the above sign is +,
since the other case is analogous. Then we will show not only that r vanishes, but
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that each summand of the symmetrization (7.18) vanishes. Indeed,
[ za
qtzb
]
= 0 unless a < b
[
tzc
qzb
]
[
tzi
qzi+1
]
...
[
tzj−2
qzj−1
] = 0 unless b < c or b = c+ 1
[ zc
q2za
]
= 0 unless c < a
Since the three inequalities on a, b, c cannot hold simultaneously, we conclude that
each summand of (7.18) vanishes at the specialization (7.19), and thus P
(d)
[i;j) ∈ S+. Let
us now show that P
(d)
[i;j) lies in the image of Υ for any vector of integers d = (di, ..., dj−1).
We will proceed by induction of j − i, and consider the vector space I of Laurent
polynomials r(zi, ..., zj−1) such that:
Sym
 r(zi, ..., zj−1)∏j−1
a=i+1
[
tza−1
qza
] ∏
i≤a<b<j
[
za
qtzb
]δab+1[ tza
qzb
]δab−1[
za
zb
]δab [ za
q2zb
]δab
 ∈ Im Υ
The induction hypothesis implies that if tza−1−qza divides r, then r ∈ I. To establish
the fact that I consists of all Laurent polynomials, we therefore need only find a single
Laurent polynomial r ∈ I such that r(q−i2 , ..., q−j+12 ) 6= 0. Such an example is provided
by a linear combination of the shuffle elements:
Im Υ 3 zeii ∗ ... ∗ zej−1j−1 = Sym
zeii ...zej−1j−1 ∏
i≤a<b<j
[
zb
qtza
]δba+1[ tzb
qza
]δba−1
[
zb
za
]δba[ zb
q2za
]δba

Indeed, an appropriate linear combination of the monomials zeii ...z
ej−1
j−1 ensures that:
Im Υ 3 Sym
 1∏j−1
a=i+1
[
tza−1
qza
] ∏
i≤a<b<j
[
za
qtzb
]δab+1[ tza
qzb
]δab−1[ za
q2zb
]δab [ zb
qtza
]δba+1[ tzb
qza
]δba−1
[
zb
za
]δba[ za
q2zb
]δab

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Indeed, the first denominator is not an issue, since it is canceled by the second factor
in the numerator. The above factors can be reshuffled around so that:
Im Υ 3 Sym

∏
i≤a<b<j
[
zb
qtza
]δba+1[ tzb
qza
]δba−1[ za
q2zb
]δab
∏j−1
a=i+1
[
tza−1
qza
] ∏
i≤a<b<j
[
za
qtzb
]δab+1[ tza
qzb
]δab−1
[
za
zb
]δba[ za
q2zb
]δab

Since the numerator of the first fraction does not vanish when we set zi = q
−i
2 ,...,
zj−1 = q
−j+1
2 , the proof is complete.
Proof. of Exercise V.1: To prove that 〈·, ·〉 extends to a well-defined Hopf pairing,
we need to show that it preserves the relations (5.5) and (5.6). Specifically, we need
to prove that:
〈
T−1 (z), T
+
3 (y)T
+
2 (w)R23
(
w
y
)〉
=
〈
T−1 (z), R23
(
w
y
)
T+2 (w)T
+
3 (y)
〉
and: 〈
R12
( z
w
)
T−1 (z)T
−
2 (w), T
+
3 (y)
〉
=
〈
T−2 (w)T
−
1 (z)R12
( z
w
)
, T+3 (y)
〉
where we write X1 = X ⊗ Id ⊗ Id, X2 = Id ⊗ X ⊗ Id and X3 = Id ⊗ Id ⊗ X for
any matrix X. In the interest of space, let us only prove the first formula. Since the
central charge c pairs trivially with anything, the bialgebra property (1.49) gives us:
〈
T−1 (z), T
+
3 (y)T
+
2 (w)R23
(
w
y
)〉
=
〈
T−1 (zc2)⊗ T−1 (z), T+2 (w)⊗ T+3 (y)R23
(
w
y
)〉
=
= R12
( z
w
)
R13
(
z
y
)
R23
(
w
y
)
= R23
(
w
y
)
R13
(
z
y
)
R12
( z
w
)
=
=
〈
T−1 (zc2)⊗ T−1 (z), R23
(
w
y
)
T+3 (y)⊗ T+2 (w)
〉
=
〈
T−1 (z), R23
(
w
y
)
T+2 (w)T
+
3 (y)
〉
where the middle equality is the quantum Yang-Baxter equation (5.1). In any Drinfeld
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double, the positive and negative halves interact by relation (1.51), which for a =
T−2 (w) and b = T
+
1 (z) implies:
〈
T+1 (z), T
−
2 (wc2)
〉
T−2 (w)T
+
1 (zc1) = T
+
1 (z)T
−
2 (wc2)
〈
T+1 (zc1), T
−
2 (w)
〉
Replacing the pairing by R12, we obtain precisely relation (5.7), as expected.
Proof. of Exercise V.8: Let us prove the required result for Pm[i;j), since the cases of
Pm−[i;j), Q
m
[i;j) and Q
m
−[i;j) are analogous. To prove the slope condition, we need to send
the subset {za}a∈A of variables to infinity, for any A ⊂ {i, ..., j}, and compute the
degree of the resulting expression:
degree in {za}a∈A =
∑
a∈A
(
bmi + ...+mac − bmi + ...+ma−1c
)
−
−#{a ∈ A such that a− 1 /∈ A}
From (5.19), we see that Pm[i;j) has slope m if for all such subsets A, we have:
∑
a∈A
(
bmi + ...+mac − bmi + ...+ma−1c
)
−#{a ∈ A s.t. a− 1 /∈ A} ≤
∑
a∈A
ma ⇔
⇔
∑
a∈A
(
{mi + ...+ma−1} − {mi + ...+ma}
)
≤ #{a ∈ A s.t. a− 1 /∈ A} (7.20)
where {x} = x−bxc denotes the fractional part of x. Proving (7.20) is an elementary
exercise, but let us trace through it, because it will be important for us when equality
is attained. Let us assume that A is divided into subsets of consecutive integers as:
A = {a1 + 1, ..., b1} unionsq {a2 + 1, ..., b2} unionsq ...{at + 1, ..., bt}
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for some i− 1 ≤ a1 < b1 < ... < at < bt ≤ j. Then the inequality (7.20) becomes:
t∑
c=1
({mi + ...+mac} − {mi + ...+mbc}) ≤ t− δi−1a1
This inequality holds term-wise, meaning that it holds for each individual c, as:
{α} − {β} < 1 ∀ α, β ∈ R proves the case c ∈ {2, ..., t}
0− {β} ≤ 0 ∀ β ∈ R proves the case c = 1
Equality can only hold if t = 1, in other words when A = {i, ..., a − 1} consists of
consecutive integers starting at i, such that mi+ ...+ma−1 = m · [i; a) ∈ Z. Collecting
all the terms of top degree gives us (5.56).
Proof. of Exercise V.9: We will prove the computation of ηq1[i;j)(F ∗ F ′), since that of
ηq2−[i;j)(G ∗ G′) is proved analogously. Let us write degF = k and degF ′ = l, where
k + l = [i; j), and we will think of this as a partition of the set of variables:
{zi, ..., zj−1} = X unionsq Y where |X| = k |Y | = l
By applying the definition of the shuffle product in (4.6), we have:
(F ∗ F ′)(zi, ...., zj) =
∑
σ
[
F
(
zσ(x)
)
x∈X F
′ (zσ(y))y∈Y
k! · l!
x∈X∏
y∈Y
ζ
(
zσ(x)
zσ(y)
)]
(7.21)
where the sum is over all permutations σ which only permute variables whose indices
are congruent modulo n. Applying ηq1[i;j) to the above entails specializing the variables
at zx = q
x
1 . Since ζ(q
−1
1 ) = 0, the only summands which do not vanish are the ones
for which:
σ(x)− σ(y) 6= −1 ∀ x ∈ X y ∈ Y
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This implies that σ(x) > σ(y) for all x ∈ X and y ∈ Y , which in turn implies that
k = [a; j) and l = [i; a) for some a ∈ {i, ..., j}. Moreover, the only summands of
(7.21) which survive the specialization zx = q
x
1 are the ones where σ permutes [i; a)
and [a; j) independently of each other. Therefore, (F ∗ F ′)(qi1, ...., qj−11 ) equals:
σ∈S({a,...,j−1})∑
σ′∈S({i,...,a−1})
F
(
q
σ(a)
1 , ..., q
σ(j−1)
1
)
F ′
(
q
σ(i)
1 , ..., q
σ(a−1)
1
)
[i; a)! · [a; j)!
x∈[a;j)∏
y∈[i;a)
ζ(qx−y1 )

Since F and F ′ are symmetric, all summands in the above expression are equal to each
other, hence ηq1[i;j)(F ∗ F ′) = ηq1[a;j)(F )ηq1[i;a)(F ′). As for (5.59), Pm[i;j)(qi1, ..., qj−11 ) =
=
σ(a)≡a ∀a∑
σ:{i,...,j−1}∼=→{i,...,j−1}
∏j−1
a=i q
σ(a)(bmi+...+mac−bmi+...+ma−1c)
1
tind
m
[i;j)qi−j
∏j−1
a=i+1
(
1− qσ(a)−σ(a−1)1 q2
) ∏
i≤a<b<j
ζ
(
q
σ(b)−σ(a)
1
)
Since ζ(q−11 ) = 0, the only permutation for which the above does not vanish is the
identity permutation σ(a) = a, hence (5.59). Formula (5.60) is proved analogously.
Proof. of Exercise V.10: Let us first prove (5.61), by applying relation (4.18):
〈Qm−[i;j), F 〉 =
|q|<1<|p|∫
|za|=1
F (zi, ..., zj−1)
∏j−1
a=i z
bmi+...+ma−1c−bmi+...+mac
a
∏
a<b ζ
(
za
zb
)
t−ind
m
[i;j)
(
1− q1zi
zi+1
)
...
(
1− q1zj−1
zj
)∏
a≤b ζp
(
zb
za
)∏
a<b ζp
(
za
zb
)∣∣∣
p7→q
for all F ∈ S+. The integrand has the following poles involving za and zb for a < b:
za = p
2zb, za = p
−2zb, za = q1zb, za = q2zb, za+1 = q1za
although the first pole is offset by a factor of za − q2zb in the numerator. The other
poles do not hinder moving the contours such that za  za+1, except for za+1 = q1za.
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Therefore, we pick up residues whenever:
{zi, ..., zj−1} = {y1qi11 , ..., y1qj1−11 , ..., ytqit1 , ..., ytqjt−11 } for y1  ... yt
over all partitions of the degree vector into arcs:
[i; j) = [i1; j1) + ...+ [it; jt)
Since F ∈ B+m, then in the limit y1  ...  yt, the estimates (5.19) imply that the
residue has order:
∼
t∏
s=1
ymis+...+mjs−1+bmi+...+mis−1c−bmi+...+mjs−1c−δ
1
s+δ
t
s
s (7.22)
It is easy to see that the exponent of y1 is < 0 unless t = 1, which implies that
the integral vanishes unless each exponent in (7.22) is 0. This implies that the only
residue which contributes to the above sum is za = q
a
1 for all a, hence:
〈Qm−[i;j), F 〉 = (q−1 − q)j−i · q
∑j−1
a=i a(bmi+...+ma−1c−bmi+...+mac)
1 t
indm[i;j) · F (q
i
1, ..., q
j−1
1 )∏
i≤a<b<j ζ(q
b−a
1 )
This implies (5.61). As for (5.62), relation (4.18) yields:
〈G,Pm[i;j)〉 =
|q|<1<|p|∫
|za|=1
g(zi, ..., zj−1)
∏j−1
a=i z
bmi+...+mac−bmi+...+ma−1c
a
∏
a<b ζ
(
zb
za
)
tind
m
[i;j)qi−j
(
1− q2zi+1
zi
)
...
(
1− q2zj
zj−1
)∏
a≤b ζp
(
za
zb
)∏
a<b ζp
(
zb
za
)∣∣∣
p7→q
for any g ∈ S−. The integrand has the following poles between za and zb for a < b:
zb = p
2za, zb = p
−2za, zb = q1za, zb = q2za, za+1 = q−12 za
although the first pole is offset by a factor of zb − q2za in the numerator. The other
poles do not hinder moving the contours such that za  za+1, except for za+1 = q−12 za.
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Therefore, we pick up residues whenever:
{zi, ..., zj−1} = {y1q−i12 , ..., y1q−j1+12 , ..., ytq−it2 , ..., ytq−jt+12 } for y1  ... yt
for any partition of the degree vector into arcs:
[i; j) = [i1; j1) + ...+ [it; jt)
If G ∈ B−m, then in the limit y1  ... yt, the estimates (5.20) imply that the residue
has order:
∼
t∏
s=1
ybmi+...+mjs−1c−bmi+...+mis−1c−mis−...−mjs−1−δ
t
s+δ
1
s
s (7.23)
It is easy to see that the exponent of yt is < 0 unless t = 1, which implies that
the integral vanishes unless each exponent in (7.23) is 0. This implies that the only
residue which contributes to the above sum is za = q
−a
2 for all a, hence:
〈G,Pm[i;j)〉 = (1− q2)j−iq
∑j−1
a=i a(bmi+...+ma−1c−bmi+...+mac)
2 t
−indm[i;j) · g(q
−i
2 , ..., q
−j+1
2 )∏
i≤a<b<j ζ(q
b−a
2 )
This yields (5.62).
Proof. of Exercise V.12: It is enough to check property (5.75) for a ∈ A+, as the case
a ∈ A− is analogous and the property is multiplicative in a. In other words, we need
to check that for any basis element Fx ∈ A+ we have:
R ·∆(Fx) = ∆op(Fx) · R (7.24)
Because the Fi and Gi are dual bases of A
+ and A−, relation (1.49) implies that the
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structure constants for their multiplication and comultiplication are the same, i.e.
∆(Fx) =
∑
y,z
Fy ⊗ Fzcyzx , where GyGz =
∑
x
Gxc
yz
x
∆(Gx) =
∑
y,z
Gy ⊗Gzdyzx , where FzFy =
∑
x
Fxd
yz
x
Therefore, the desired relation (7.24) becomes equivalent to:
∑
i,y,z
FiFy ⊗GiFzcyzx =
∑
i,y,z
FzFi ⊗ FyGicyzx ⇔
⇔
∑
i,j,y,z
Fj ⊗GiFzdyij cyzx =
∑
i,j,y,z
Fj ⊗ FyGidizj cyzx
For any fixed j and x, the above equality follows from:
∑
i,y,z
GiFzd
yi
j c
yz
x =
∑
i,y,z
FyGid
iz
j c
yz
x
which is simply (1.51) for a = Gj and b = Fx. As for (5.76), we have:
(∆⊗ 1)R =
∑
i,x,y
Fx ⊗ Fy ⊗Gicxyi =
∑
x,y
Fx ⊗ Fy ⊗GxGy = R13R23
(1⊗∆)R =
∑
i,x,y
Fi ⊗Gx ⊗Gydxyi =
∑
x,y
FyFx ⊗Gx ⊗Gy = R13R12
Proof. of Exercise VI.2: By definition, we have:
R+λ\µ =
∏
∈λ\µ
(∏
∈µ
ζ
(
χ
χ
) w∏
i=1
[ ui
qχ
]) ∏∈µ (∏∈µ ζ (χχ)∏wi=1 [ uiqχ][ χqui])(−)∏
∈λ
(∏
∈λ ζ
(
χ
χ
)∏w
i=1
[
ui
qχ
][
χ
qui
])(−)
where we recall that the superscripts (+), (0) and (−) refer to the fact that we only
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retain those factors [x] for deg x > 0, deg x = 0 and deg x < 0, respectively. We can
simplify the above formula to:
R+λ\µ =
∏
∈λ\µ
(∏
∈µ ζ
(
χ
χ
)∏w
i=1
[
ui
qχ
])(+) and (0) and (−)
(∏
∈µ ζ
(
χ
χ
)∏w
i=1
[
ui
qχ
]∏
∈λ ζ
(
χ
χ
)∏w
i=1
[
χ
qui
])(−) =
=
(∏∈λ\µ
∈µ ζ
(
χ
χ
)∏w
i=1
[
ui
qχ
])(+)
(∏∈λ\µ
∈µ ζ
(
χ
χ
)∏w
i=1
[
χ
qui
])(−) ·
∏
∈λ\µ
(∏
∈µ ζ
(
χ
χ
)∏w
i=1
[
ui
qχ
])(0)
∏
,′∈λ\µ ζ
(
χ
χ′
)(−) (7.25)
The degree 0 factors do not contribute to the max deg and min deg. Because of
(6.25), the first fraction does not contribute anything to the maximal degree, so we
conclude that:
rλ\µ = max deg R+λ\µ = max deg
1∏
,′∈λ\µ ζ
(
χ′
χ
)(−) = −12 ∑
,′∈λ\µ
z(c − c′)
The reason behind the last equality is that for any pair of boxes ,′, precisely one
of the factors
[
χ
q1χ′
]
and
[
χ′
q2χ
]
appears in the above product (unless these factors
have degree 0, in which case they do not appear at all). One proves the statement for
min deg analogously. Finally, we need to estimate the lowest degree term of (7.25)
when λ\µ is a cavalcade. According to (7.6), for any skew partition µ and any box
 we have: ∏
∈µ
ζ
(
χ
χ
) w∏
i=1
[ ui
qχ
]
=
∏inner corners
 of µ
[
χ
q2χ
]
∏outer corners
 of µ
[
χ
q2χ
] (7.26)
∏
∈µ
ζ
(
χ
χ
) w∏
i=1
[χ
qui
]
=
∏inner corners
 of µ
[
χ
χ
]
∏outer corners
 of µ
[
χ
χ
] (7.27)
and so we can write (7.25) as:
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R+λ\µ =
∏
∈λ\µ
∏inner corners  of µ
of content c>c
[
χ
q2χ
]
[
χ
χ
]
∏
∈λ\µ
∏outer corners  of µ
of content c>c
[
χ
q2χ
]
[
χ
χ
] ·
∏
∈λ\µ
∏inner corners  of µ
of content c=c
[
χ
q2χ
]
∏outer corners  of µ
of content c=c
[
χ
q2χ
]
∏
,′∈λ\µ ζ
(
χ
χ′
)(−) (7.28)
To evaluate the term of lowest degree in the first product, observe that:
l.d.
[
χ
q2χ′
]
[
χ′
χ
] = −q (7.29)
for any χ > χ′. There are as many such factors of −q in (7.28) as there are boxes
 ∈ λ\µ to the northwest of a signed corner (count with sign + if an inner corner
and with sign − if an outer corner) in µ. For C a cavalcade of ribbons, this number is
precisely N+C . As for the second product in (7.28), the numerator picks up a factor of
[q−2] (respectively [q−2]−1) whenever the cavalcade C intersects an inner (respectively
outer) corner of the Young diagram µ. Since a ribbon always intersects one more
inner corner than outer corners, the contribution of the numerator is [q−2]# of ribbons =
[q−2]#C . This concludes our estimate of (6.27). Let us now study the case of −:
R−λ\µ =
1∏
∈λ\µ
(∏
∈λ ζ
(
χ
χ
)∏w
i=1
[
χ
qui
]) ·∏∈λ
(∏
∈λ ζ
(
χ
χ
)∏w
i=1
[
ui
qχ
][
χ
qui
])(−)
∏
∈µ
(∏
∈µ ζ
(
χ
χ
)∏w
i=1
[
ui
qχ
][
χ
qui
])(−)
=
∏
∈λ\µ
(∏
∈λ ζ
(
χ
χ
)∏w
i=1
[
χ
qui
]∏
∈µ ζ
(
χ
χ
)∏w
i=1
[
ui
qχ
])(−)
(∏
∈λ ζ
(
χ
χ
)∏w
i=1
[
χ
qui
])(+) and (0) and (−) =
=
(∏∈λ\µ
∈λ ζ
(
χ
χ
)∏w
i=1
[
ui
qχ
])(−)
(∏∈λ\µ
∈λ ζ
(
χ
χ
)∏w
i=1
[
χ
qui
])(+) · 1(∏∈λ\µ
∈λ ζ
(
χ
χ
)∏w
i=1
[
χ
qui
])(0)∏∈λ\µ
′∈λ\µ ζ
(
χ
χ′
)(−)
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The first factor does not contribute anything to the computation of the maximal
degree rλ\µ, because of (6.25). Meanwhile, the degree 0 terms also contribute nothing,
so we conclude that the maximal degree of R−λ\µ equals:
max deg R−λ\µ = max deg
1∏
,′∈λ\µ ζ
(
χ′
χ
)(−) = −12 ∑
,′∈λ\µ
z(c − c′)
which is precisely (6.26). The case of min deg is treated analogously. Let us now
compute the term of lowest degree, and we will do so by rewriting the above expression
according to (7.26) and (7.27):
R−λ\µ =
∏
∈λ\µ
∏inner corners  of λ
of content c<c
[
χ
q2χ
]
[
χ
χ
]
∏
∈λ\µ
∏outer corners  of λ
of content c<c
[
χ
q2χ
]
[
χ
χ
] ·
∏
∈λ\µ
∏outer corners  of λ
of content c=c
[
χ
χ
]
∏inner corners  of λ
of content c=c
[
χ
χ
]
∏∈λ\µ
′∈λ\µ ζ
(
χ
χ′
)(−) (7.30)
Let us compute ρ−λ\µ, namely the lowest degree terms of the above expression. As:
l.d.
[
χ
q2χ′
]
[
χ′
χ
] = (−q)−1 (7.31)
for any χ < χ′, the lowest degree term of the first factor of (7.30) consists of as
many factors of (−q) as there are boxes  ∈ λ\µ to the southeast of a signed corner
(count with sign − for an inner corner and with sign + for an outer corner) in λ.
The lowest degree term of the numerator of the second factor of (7.30) equals the
product [q−2]...[q−2d ] for any outer corner of λ which has d boxes of λ\µ diagonally
southwest of it, times the product [q−2]−1...[q−2d ]−1 for any inner corner of λ which
has d boxes of λ\µ diagonally southwest of it. Therefore, to prove (6.28), we need
to show that if λ\µ = S is a stampede of ribbons, we have:
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∏a↔b
i≤a<b<j l.d. ζ
(
χa
χb
)
∏
i≤a,b<j l.d. ζ
(
χa
χb
)(−) = ∏ innercorner of λ[q−2]...[q−2d ]∏ outer
corner of λ[q
−2]...[q−2d ]
· [q−2]#R(−q)N−S −#˜ (7.32)
where #˜ denotes the number of signed corners (− inner + outer) of λ to the northwest
of any boxi, ...,j−1, counted with multiplicities. The left hand side of (7.32) equals:
∏a↔b
i≤a<b<j l.d. ζ
(
χa
χb
)(−) or (0) or (+)
∏
a<b l.d. ζ
(
χa
χb
)(−)∏
a<b l.d. ζ
(
χb
χa
)(−) = ∏
i≤a<b<j
ζ
(
χa
χb
)(0) a↔b∏
i≤a<b<j
l.d.
ζ
(
χa
χb
)(+)
ζ
(
χb
χa
)(−)
By dividing out (7.26)/(7.27) for the diagram λ by (7.26)/(7.27) for µ, we obtain:
∏
∈λ\µ
ζ
(
χ
χ
)
=
∏inner corners
 of λ\µ
[
χ
q2χ
]
∏outer corners
 of λ\µ
[
χ
q2χ
] (7.33)
∏
∈λ\µ
ζ
(
χ
χ
)
=
∏inner corners
 of λ\µ
[
χ
χ
]
∏outer corners
 of λ\µ
[
χ
χ
] (7.34)
where an inner (respectively outer) corner of λ\µ is defined as either an inner (re-
spectively outer) corner of λ or as an outer (respectively inner) corner of µ. Recall
from Section 1.3 that a stampede of ribbons traces out a collection of intermediate
diagrams between µ and λ:
λ = ν0 ≥ ν1 ≥ ... ≥ νk = µ Rs = νs−1/νs
Therefore, (7.34) implies that:
∏
i≤a<b<j
ζ
(
χa
χb
)(0)
=
k∏
s=1
∏
∈Rs
∏
∈R1unionsq...unionsqRs−1
ζ
(
χ
χ
)(0)
=
k∏
s=1
∏
∈Rs
∏inner corners
 of λ\νs−1
[
χ
χ
]
∏outer corners
 of λ\νs−1
[
χ
χ
]
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The right hand side contributes [q−2]#R from the inner/outer corners of each νs−1,
and precisely
∏ inner
corner of λ[q
−2]...[q−2d ]∏ outer
corner of λ[q
−2]...[q−2d ]
from the inner/outer corners of λ. Applying (7.33)
and (7.34) implies that:
a↔b∏
i≤a<b<j
ζ
(
χa
χb
)(+)
ζ
(
χb
χa
)(−) = k∏
s=1
∏
∈Rs
∏
∈R1unionsq...unionsqRs
ζ
(
χ
χ
)(+)
ζ
(
χ
χ
)(−) = k∏
s=1
∏
∈Rs
∏inner corners
 of λ\νs
[
χ
χ
](+)
[
χ
q2χ
](−)
∏outer corners
 of λ\νs
[
χ
χ
](+)
[
χ
q2χ
](−)
We may compute the lowest degree term of the above by using (7.29), and we obtain:
a↔b∏
i≤a<b<j
l.d.
ζ
(
χa
χb
)(+)
ζ
(
χb
χa
)(−) = (−q)N−S −#˜
This count completes the proof of (7.32), and hence (6.28).
Proof. of Exercise VI.3: Write xa = δi + ...+ δa, and the inequality becomes:
j−1∑
a=i+1
min(0, δa) ≤
j∑
a=i+1
δa (mi + ...+ma−1 − bmi + ...+ma−1c) ≤
j−1∑
a=i+1
max(0, δa)
The above inequalities hold for all real numbers δi, ..., δj−1, and the first inequality
can be an equality only if δa = 0 or if mi + ... + ma−1 ∈ Z and δa > 0. The second
inequality can be an equality only if δa = 0 or mi + ...+ma−1 ∈ Z and δa < 0.
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