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Abstract
The equilibrium configurations of a two dimensional planar bistable nematic liquid crystal device
are modelled by a system of second order semi-linear elliptic partial differential equations with non-
homogeneous boundary conditions. In this article, Nitsche’s method is applied to approximate the
solution of this non-linear model. A discrete inf-sup condition sufficient for the stability of a well-posed
linear problem is established and this with a fixed point theorem allows the proof of local existence and
uniqueness of a discrete solution to the semi-linear problems. A priori and a posteriori energy norm
analysis is established for a sufficiently large penalization parameter and sufficiently fine triangulation.
Optimal order a priori error estimates in L2 norm is also established. Several numerical examples that
confirm the theoretical results are presented.
Keywords: Landau-de Gennes energy functional, non-linear elliptic pde, non-homogeneous Dirichlet
boundary data, lower regularity, Nitsche’s method, a priori and a posteriori error estimates, adaptive finite
element methods
1 Introduction
In this paper, we derive a priori and a posteriori estimates for a system of partial differential equations
that arise naturally in different contexts for two-dimensional systems, our primary motivation being two-
dimensional liquid crystal systems [18]. Liquid crystals are intermediate phases of matter between the
conventional solid and liquid states of matter with versatile properties of both phases. This makes them
ubiquitous and we focus on nematic liquid crystals for which the constituent rod-like molecules translate
freely but exhibit locally preferred directions of orientional ordering, referred to as nematic directors [18].
There are at least three well-known mathematical theories for nematic liquid crystals in the literature:
the Oseen-Frank model [1, 4, 35], Ericksen model [21] and the most general Landau-De Gennes model
[17, 19, 40].
In the Landau-de Gennes theory, the state of a nematic liquid crystal is described by the Q-tensor order
parameter: a symmetric traceless 3× 3matrix that contains information about the nematic directors and the
degree of orientational ordering about them [40]. We work within a reduced Landau-de Gennes framework
which has been rigorously justified for two-dimensional domains [24, 47], for certain model situations.
In the reduced case, the order parameter is a symmetric, traceless 2 × 2 matrix which can be written as
Q := s(2n ⊗ n − I), with Q ∈ S0 := {Q = (Qi j)1≤i,j≤2 ∈ R2×2 : Q = QT , trQ = 0} and I is the 2 × 2 identity
matrix. The locally preferred in-plane nematic director ′n′, can be parameterized by an angle θ in the plane
as n = (cos θ, sin θ) and the scalar order parameter s measures the degree of order about ′n′. Since Q is a
symmetric, traceless 2 × 2 matrix, we can write it as Ψ = (u, v) where u = s cos 2θ and v = s sin 2θ. The
stable nematic equilibria are minimizers of a Landau-de Gennes energy, for example
E(Q) := EB(Q) + EE (Q) + ES(Q) − EL(Q)
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1 INTRODUCTION 2
subject to appropriate boundary conditions [17]. The bulk energy EB(Q) drives the first order isotropic-
nematic transition in spatially homogeneous samples as a function of the temperature. There are different
forms of the elastic energy but we employ the one-constant elastic energy: EE (Q) :=
∫
Ω
Lel
2 |∇Q|2 dx
with Lel > 0 being an elastic constant. The surface anchoring energy accounts for the imposed boundary
conditions, ES(Q) :=
∫
∂Ω
W |(Q11,Q12) − g|2 ds whereW > 0 is the anchoring strength on ∂Ω and g : ∂Ω→
R2 is a prescribed preferred Lipschitz continuous boundary condition. In the limitW →∞, we recover the
Dirichlet conditions Q = g on ∂Ω. The electrostatic energy accounts for the effect of external fields i.e. the
coupling between the nematic directors and the external electric field or magnetic field.
For Dirichlet conditions and in the absence of external fields, the dimensionless reduced Landau-de Gennes
free energy [37] can be written as
E(Ψ ) =
∫
Ω
(|∇Ψ |2 + −2(|Ψ |2 − 1)2) dx, (1.1)
where we take Ω to be an open and bounded domain in R2 with polygonal boundary ∂Ω, Ψ = g on ∂Ω
and  is a material-dependent parameter that depends on the elastic constant, domain size and temperature.
Informally speaking,  ∝
√
Lel
|A | ∗ 1D , where D is a characteristic domain size.
The corresponding Euler-Lagrange equations are a system of second order non-linear elliptic partial
differential equations (PDEs) and the critical points (including energy minimizers), Ψ ∈ H1(Ω), are weak
solutions of
−∆Ψ = 2−2(1 − |Ψ |2)Ψ in Ω and Ψ = g on ∂Ω. (1.2)
Define the admissible space X = {w ∈ H1(Ω) : w = g on ∂Ω}. In what follows, we work with fixed but
small values of  which describe large domains for which D 
√
Lel
|A| , and
√
Lel
|A | is proportional to the
nematic correlation length associated with nematic defect core sizes [27]. The non-linear system (1.2) is in
fact the Ginzburg-Landau model with a rescaled  , which has been extensively studied in [7, 8, 42]. There
are several powerful analytic results on the asymptotic behavior of solutions, Ψ as  → 0, and their defects,
known as Ginzburg-Landau vortices, along with their dependence on the topology of the domain and the
boundary data. This model has been applied with success to the planar bistable nematic device reported
in [45] where the authors study nematic liquid crystals-filled shallow square wells, with experimentally
imposed tangent boundary conditions, and report the existence of diagonal and rotated solutions. The
nematic director is aligned along the square diagonals in the diagonal solutions, and rotates by pi radians
for the rotated solutions. There are two rotationally equivalent diagonal solutions and four rotationally
equivalent rotated solutions. In [37], the authors report interesting numerical convergence results for the
diagonal and rotated solutions, in a conforming finite-element set-up, as a function of  .
In [39], the authors carry out a rigorous a priori error analysis for the discontinuous Galerkin finite
element (dGFEM) approximation of H2-regular solutions of (1.2) in convex polygonal domains. The
authors present a convergence analysis for the optimal linear (resp. quadratic) order of convergence in
energy (resp. L2) norm for solutions, Ψ ∈ H2(Ω) with an analysis of the h −  dependency, where h is
the mesh size or the discretization parameter, accompanied by some numerical experiments in the context
of the planar bistable nematic device in the dGFEM framework. However, a posteriori error estimates for
(1.2) are not studied in [39].
In this paper, we apply Nitsche’s finite-element approximation method to the system (1.2), with non-
homogeneous Dirichlet conditions g on a two-dimensional bounded domain Ω. Our main contribution is
to relax the regularity assumptions on Ψ as will be explained below, so that the analysis extends to convex
and non-convex domains with polygonal boundaries, and to Dirichlet data of low regularity. The Nitsche’s
method is well-studied in the literature; it was first applied to the Poisson’s problem with non-homogeneous
boundary conditions in [41]. Juntunen et al. [28] extended themethod for general Robin boundary conditions
and discussed a priori and a posteriori error analysis when the exact solution belongs to Hs(Ω) with s > 32 .
An improved a priori error analysis for Nitsche’s method, without the regularity assumption s > 3/2, has
been derived in [38] using the medius analysis [26].
There are also extensive results for the a posteriori analysis of the Poisson problem, see for example, [9, 12,
28, 32]. An a posteriori error analysis for the mixed formulation of Poisson equation with homogeneous
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boundary conditions is discussed in [9] with a saturation assumption that can be stated as the approximate
solution of the problem in a finer mesh constitutes a better approximation to the exact solution that the one
is a coarser mesh in the energy norm. Similar saturation assumptions are utilised in [28] for the Nitsche’s
method for Poisson equation. A posteriori error bounds for finite element methods for Poisson problem with
mixed boundary conditions and C0-Dirchlet boundary condition are studied in [5, 12] without saturation
assumptions. A residual-type error estimator for a locally conservative mixed method for Poisson problem
with non-homogeneousC0-Dirichlet boundary conditions, without saturation assumption, is studied in [32].
A priori and a posteriori error analysis of dGFEMs for the von Kármán equations are studied in [14].
The convergence analysis in [39] for the dGFEM assumes that the exact solution belongs to H2(Ω).
The first challenge with a less regular solution Ψ ∈ X ∩H1+α(Ω), where α ∈ (0, 1) is the index of elliptic
regularity [25], is to handle the normal derivatives ∇Ψ ν < L2(E) across the element boundaries E , for both
Nitsche’s method and dGFEM. In this paper, we overcome this by employing the medius analysis [26] that
combines ideas of both a posteriori and a priori analysis. We apply the Nitsche’s method to a semi-linear
problem with cubic nonlinearity and non-homogeneous Dirichlet boundary conditions in (1.2) for the first
time and utilize the medius analysis for the relevant a priori estimates. Our first contribution is a rigorous a
priori finite-element error analysis for (1.2) using the Nitsche’s method to incorporate the non-homogeneous
boundary conditions. This includes solutions with lesser regularity thanH3/2 (Ω), i.e. solutions in the space
X ∩H1+α(Ω) where α ∈ (0, 1].
The reduced regularity assumption for the exact solution is relevant for non-convex polygons with α < 1
[25]. Further, the convergence for a quasi-uniform triangulation with maximal mesh-size h is not better than
hα so that adaptive mesh-refinement is desirable. It is now well-established that a posteriori error estimators
provide a systematic way of controlling errors and are an indispensable tool for performing adaptive mesh
refinements [2, 46]. Given this motivation, our second contribution is a reliable and efficient residual type
a posteriori error estimate for (1.2). The non-homogeneous boundary function g ∈ H 12 (∂Ω) is assumed to
be in C0(∂Ω) and the Helmhohtz decomposition technique [32, 33] is exploited to derive the estimators.
These reliable and efficient a posteriori estimates enable local refinements and the adaptive mesh algorithm
captures the numerical errors near regions of high distortion or large |∇Ψ |, typically the zero set of the
solution or near the corners of the two-dimensional domain through local refinements.
Additionally, we conduct several numerical experiments for uniform as well as adaptive refinement that
not only validate the theoretical estimates for both a priori and a posteriori error analysis but also clearly
illustrate the advantages of adaptive FEMs. The numerical experiment in [39, Example 6.2.2] implies that
the errors are sensitive to the choice of the discretization parameter as  → 0, and smaller mesh sizes are
needed for convergence. This is computationally expensive for uniform mesh refinements while adaptive
mesh refinement significantly reduces the computational cost, by requiring the discretization parameter h
to be small only near suitably identified regions. Indeed, the convergence of the discrete solutions to the
exact solution is faster with adaptive refinement. Our analysis is restricted to a small but a fixed value of
 and we present informative convergence plots, in terms of number of degrees of freedom, for adaptive
refinements in different polygonal domains. These results have applications to model liquid crystal problems
on non-convex domains or domains with re-entrant corners, or with Dirichlet data of low regularity.
We use the usual notation for Sobolev spaces Hs(Ω) (resp.W s,p(Ω)) with s, p positive real numbers,
equipped with the usual norms || · ||s (resp. || · ||s,p). The space Hs(Ω) (resp.Lp(Ω)) is defined to be
the product space Hs(Ω) × Hs(Ω) (resp. Lp(Ω) × Lp(Ω)) equipped with the corresponding norms ||| · |||s
(resp. ||| · |||s,p) defined by |||Φ|||s= (||ϕ1 ||2s + ||ϕ2 ||2s)
1
2 for all Φ= (ϕ1, ϕ2) ∈Hs(Ω) (resp. |||Φ|||s,p= (||ϕ1 ||2s,p +
||ϕ2 ||2s,p)
1
2 for all Φ= (ϕ1, ϕ2) ∈Ws,p(Ω)). The norm on L2(Ω) space is simply |||Φ|||0= (||ϕ1 ||20 + ||ϕ2 ||20)
1
2 for
all Φ = (ϕ1, ϕ2) ∈ L2(Ω). Set V := H10 (Ω) =
{
φ ∈ L2(Ω) : ∂φ∂x , ∂φ∂y ∈ L2(Ω) , φ|∂Ω = 0
}
and V = H10(Ω) =
H10 (Ω) × H10 (Ω). As per standard convention a . b ⇐⇒ a ≤ Cb where the constant C is independent
of the discretization parameter h. We use Cs to denote a generic constant, containing different Sobolev
imbedding constants, throughout the manuscript.
Our paper is organized as follows. In the next section, we define the discrete space, review Nitsche’s
method and the discrete problem. Subsection 2.3 is devoted to the main results for both a priori and a
posteriori error analysis, followed by some auxiliary results needed for the key proofs. Subsection 3.2
focuses on the rigorous a priori error estimates along with some numerical experiments that confirm the
theoretical estimates in Subsection 3.3. We present a reliable and efficient a posteriori error analysis in
Section 4 followed by a set of numerical experiments to validate the theoretical results. Section 5 concludes
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with some brief perspectives. The Appendix contains the proofs of regularity and local efficiency estimates.
2 Preliminaries and main results
The weak formulation of the non-linear system (1.2), the basics of the Nitsche’s method and the main results
of the paper are stated in this section.
2.1 Weak formulations
The weak formulation of (1.2) can be stated as follows: we seek Ψ ∈ X such that
N(Ψ ;Φ) := A(Ψ ,Φ) + B(Ψ ,Ψ ,Ψ ,Φ) +C(Ψ ,Φ) = 0 for all Φ ∈ V, (2.1)
where for all Ξ = (ξ1, ξ2), η = (η1, η2),Θ = (θ1, θ2),Φ = (ϕ1, ϕ2) ∈ X := H1(Ω),
A(Θ,Φ) := a(θ1, ϕ1) + a(θ2, ϕ2), C(Θ, ϕ) := c(θ1, ϕ1) + c(θ2, ϕ2),
B(Ξ, η,Θ,Φ) := 2
32
∫
Ω
((Ξ · η)(Θ ·Φ) + 2(Ξ ·Θ)(η ·Φ)) dx = 1
3
(3b(ξ1, η1, θ1, ϕ1) + 3b(ξ2, η2, θ2, ϕ2)
+ 2b(ξ2, η1, θ2, ϕ1) + 2b(ξ1, η2, θ1, ϕ2) + b(ξ2, η2, θ1, ϕ1) + b(ξ1, η1, θ2, ϕ2)),
and for ξ, η, θ, ϕ ∈ H1(Ω), a(θ, ϕ) :=
∫
Ω
∇θ · ∇ϕ dx, b(ξ, η, θ, ϕ) := 2−2
∫
Ω
ξηθϕ dx
and c(θ, ϕ) := −2−2
∫
Ω
θϕ dx.
See [37, 39] for a proof of existence of minimizers of the Landau-de Gennes energy functional (1.1) that are
solutions to (2.1). In this article, we investigate cases of lower regularity, for example when the domain is a
non-convex polygon and the solution of (2.1) belongs to X ∩H1+α(Ω), and the index of elliptic-regularity
α ∈ (0, 1), for details see Appendix A.2. When Ω is a convex polygon, α = 1; that is, the solution of (2.1)
belongs to X ∩H2(Ω).
In this paper, we approximate the regular (also referred to as non-singular in literature) solutions [30], Ψ of
(1.2) for a fixed  . This implies that the linearized operator 〈DN(Ψ )·, ·〉 is invertible in the Banach space
and is equivalent to the following inf-sup conditions [20]
0 < β := inf
Θ∈V
|||Θ |||1=1
sup
Φ∈V
|||Φ |||1=1
〈DN(Ψ )Θ,Φ〉, and 0 < β = inf
Φ∈V
|||Φ |||1=1
sup
Θ∈V
|||Θ |||1=1
〈DN(Ψ )Θ,Φ〉, (2.2)
where 〈DN(Ψ )Θ,Φ〉 := A(Θ,Φ) + 3B(Ψ ,Ψ ,Θ,Φ) +C(Θ,Φ) and the inf-sup constant β depends on  .
Here and throughout the paper, 〈·, ·〉 denotes the duality pairing between V∗ and V. The parameter  in Ψ
is suppressed in the sequel for notational brevity and is chosen fixed in the sequel.
2.2 Nitsche’s method
Consider a shape regular triangulation T of Ω into triangles [16]. Define the mesh discretization parameter
h = maxT ∈T hT , where hT = diam(T). Denote Eih( resp. E∂h ) to be the interior (resp. boundary) edges of
T and let E := Ei
h
∪ E∂
h
. The length of an edge E is denoted by hE . Define the finite element subspace of X
by Xh := Xh × Xh with Xh := {v ∈ H1(Ω)| v |T ∈ P1(T) for all T ∈ T } along with the discrete norm defined
by
||v ||2h :=
∫
Ω
|∇v |2 dx +
∑
E∈E∂
h
σ
hE
∫
E
v2 ds for all v ∈ Xh .
Here σ > 0 is the penalty parameter and P1(T) is the space of polynomials of degree less than or equal
to 1 defined on T . The space Xh is equipped with the product norm |||Φh |||h :=
(
||ϕ1 ||2h + ||ϕ2 ||2h
)1/2
for all
Φh = (ϕ1, ϕ2) ∈ Xh . Define |||Φh |||20,E := ||ϕ1 ||20,E + ||ϕ2 ||20,E and |||Φh |||20,T := ||ϕ1 ||20,T + ||ϕ2 ||20,T forΦh ∈ Xh
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such that for v ∈ Xh , ||v ||20,E :=
∫
E
v2 ds and ||v ||20,T :=
∫
T
v2 dx, respectively. For an interior edge E shared
by the triangles T+ and T−, define the jump and average of ϕ ∈ H1(Ω) across E as [ϕ] := ϕ|T+ − ϕ|T− and
{ϕ} := 12 (ϕ|T+ + ϕ|T− ), respectively. For a vector function jump and average are defined component-wise.
For Ξ = (ξ1, ξ2), η = (η1, η2), Θ = (θ1, θ2), Φ = (ϕ1, ϕ2) ∈ X, define
Ah(Θ,Φ) := ah(θ1, ϕ1) + ah(θ2, ϕ2),Ch(Θ,Φ) := ch(θ1, ϕ1) + ch(θ2, ϕ2), Lh(Φh) = l1h(ϕ1) + l2h(ϕ2),
Bh(Ξ, η,Θ,Φ) := 232
∑
T ∈T
∫
T
((Ξ · η)(Θ ·Φ) + 2(Ξ ·Θ)(η ·Φ)) dx
=
1
3
(3bh(ξ1, η1, θ1, ϕ1) + 3bh(ξ2, η2, θ2, ϕ2) + 2bh(ξ2, η1, θ2, ϕ1) + 2bh(ξ1, η2, θ1, ϕ2)
+ bh(ξ2, η2, θ1, ϕ1) + bh(ξ1, η1, θ2, ϕ2)), (2.3)
and for θ, ϕ ∈ H1(Ω), g = (g1, g2) and the penalty parameter σ > 0,
ah(θ, ϕ) :=
∑
T ∈T
∫
T
∇θ · ∇ϕ dx −
∑
E∈E∂
h
〈∂θ
∂ν
, ϕ〉E −
∑
E∈E∂
h
〈θ, ∂ϕ
∂ν
〉E +
∑
E∈E∂
h
σ
hE
〈θ, ϕ〉E ,
bh(ξ, η, θ, ϕ) := 2−2
∑
T ∈T
∫
T
ξηθϕ dx, ch(θ, ϕ) := −2−2
∑
T ∈T
∫
T
θϕ dx,
and lih(ϕ) := −
∑
E∈E∂
h
〈gi , ∂ϕ
∂ν
〉E +
∑
E∈E∂
h
σ
hE
〈gi , ϕ〉E for 1 ≤ i ≤ 2.
In the sequel, 〈·, ·〉E is the duality pairing between H− 12 (E) and H 12 (E) [36] and ν denotes the outward unit
normal associated to each edge E ∈ E∂
h
. The Nitsche’s method corresponding to (1.2) seeks Ψh ∈Xh , such
that for all Φh ∈ Xh ,
Nh(Ψh;Φh) := Ah(Ψh ,Φh) + Bh(Ψh ,Ψh ,Ψh ,Φh) +Ch(Ψh ,Φh) − Lh(Φh) = 0. (2.4)
Remark 2.1. The restrictions of the bilinear and quadrilinear forms Ch(·, ·), Bh(·, ·, ·, ·) to T ∈ T are denoted
as CT (·, ·), BT (·, ·, ·, ·), respectively. Define the bilinear form AT (Θ,Φ) :=
∫
T
∇Θ · ∇Φ dx for all Θ,Φ ∈ X.
For Φh = (ϕ1, ϕ2) ∈ Xh , let ∇Φhν := ( ∂ϕ1∂ν , ∂ϕ2∂ν ) on an edge E with outward unit normal ν to E .
2.3 Main results
The main results in this manuscript are stated in this sub-section. We establish the O(hα) (resp. O(h2α))
convergence in energy (resp. L2(Ω)) norms, respectively when the exact solution has the regularity X ∩
H1+α(Ω), 0 < α < 1, accompanied by a posteriori error estimates.
Theorem 2.2. (A priori error estimate) Let Ψ be a regular solution of (2.1). For a sufficiently large penalty
parameter σ > 0 and a sufficiently small discretization parameter h, there exists a unique solution Ψh to
the discrete problem (2.4) that approximates Ψ such that
(i) |||Ψ −Ψh |||h . hα, (ii) |||Ψ −Ψh |||0 . h2α,
where α ∈ (0, 1] denotes the index of elliptic regularity.
A reliable and efficient a posteriori error estimate for (2.4) is the second main result of the paper. For each
element T ∈ T and edge E ∈ E, define the volume and edge contributions to the estimators by
ϑ2T := h
2
T |||2−2(|Ψh |2 − 1)Ψh |||
2
0,T , (ϑiE )2 := hE |||[∇Ψhν]|||20,E for all E ∈ Eih , (2.5)
and (ϑ∂E )2 :=
1
hE
|||Ψh − g|||20,E for all E ∈ E∂h . (2.6)
Define the estimator
ϑ2 :=
∑
T ∈T
ϑ2T +
∑
E∈Ei
h
(ϑiE )2 +
∑
E∈E∂
h
(ϑ∂E )2.
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Theorem 2.3. (A posteriori error estimate) Let Ψ be a regular solution of (2.1) and Ψh solve (2.4). For a
sufficiently large penalty parameter σ > 0 and a sufficiently small discretization parameter h, there exists
h-independent positive constants Crel and Ceff such that
Ceffϑ ≤ |||Ψ −Ψh |||h ≤ Crel
(
ϑ + h.o.t
)
,
where h.o.t expresses one or several terms of higher order (as will be explained in Section 4).
3 A priori error estimate
This section is devoted to the proof of Theorem 2.2. We present some auxiliary results first, followed by
a discrete inf-sup condition and construct a non-linear map for the application of fixed point arguments.
The energy and L2- norm estimates follow as a consequence of the fixed point and duality arguments. The
theoretical orders of convergence are confirmed by two numerical experiments.
3.1 Auxiliary results
Lemma 3.1. (Poincaré type inequalities)[10, 31, 34] Let Ω be a bounded open subset of R2 with Lipschitz
continuous boundary ∂Ω.
1. For ϕ ∈ H10 (Ω), there exists a positive constant α0 = α0(Ω) such that α0 ||ϕ||0 ≤ ||∇ϕ||0.
2. For ϕ ∈ H1(T ), there exists a constant CP > 0 independent of h and ϕ such that for 1 ≤ r < ∞,
||ϕ||Lr (Ω) ≤ CP ||ϕ||h .
Lemma 3.2. (Discrete trace inequality) [6] For all Φh ∈ Xh , it holds that∑
E∈E∂
h
hE |||∇Φhν |||20,E . |||∇Φh |||20,
where the positive constant suppressed in "." is independent of h.
Lemma 3.3. (Continuous trace inequality)[20] For v ∈ H1(T),T ∈ T , it holds that
||v||20,∂T . (h−1T ||v||20,T + ||v||0,T ||∇v||0,T ),
where the hidden constant in ” . ” is independent of h.
Lemma 3.4. (Interpolation estimate)[16, 22] For v ∈ H1+α(Ω) with α ∈ (0, 1], there exists Ihv ∈ Xh such
that
||v − Ihv||0 + h||v − Ihv||1 ≤ CI h1+α |v|H1+α (Ω),
where CI is a positive constant independent of h.
Remark 3.5. A use of trace inequality in Lemma 3.3 yields ||v − Ihv||h ≤ CI hα |v|H1+α (Ω) with some positive
constant CI independent of h.
Lemma 3.6. (Extension operator)[10, 29, 38] Define the operator Πh : Xh → Vh := Xh ∩ H10 (Ω) using
nodal values of freedom: {
Πhv(n) = 0 for a node n on ∂Ω,
Πhv(n) = v(n) for a node n on Ω \ ∂Ω.
It holds that for all v ∈ Xh ,
(
∑
T ∈Th
h−2T ||v −Πhv||20,T +
∑
E∈E i
h
h−1E ||v −Πhv||20,E )
1
2 ≤ Ce1 ||v||h , (3.1)
||∇(v −Πhv)||h ≤ Ce2 (
∑
E∈E∂
∫
E
h−1E v
2 ds) 12 ≤ Ce2 ||v||h , ||Πhv||h ≤ Ce3 ||v||h , (3.2)
where the constants Ce1 , Ce2 and Ce3 are independent of h.
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The next lemma states boundedness and coercivity results for A(·, ·), boundedness results for C(·, ·) and
B(·, ·, ·, ·) and for the corresponding discrete versions. These results are a consequence of Hölder’s inequality,
Lemma 3.1, and the Sobolev embedding results H1(Ω) ↪→ L4(Ω) and H1+α(Ω) ↪→ L∞(Ω) for Ω ⊂ R2 and
α > 0. For detailed proofs, we refer to [39].
Lemma 3.7. (Boundedness and coercivity of continuous and discrete forms)[39, 43]
(i) For all Θ, Φ ∈ V,
A(Θ,Φ) ≤ |||Θ|||1 |||Φ|||1, A(Θ,Θ) & |||Θ|||21, (3.3)
and C(Θ,Φ) . −2 |||Θ|||0 |||Φ|||0, Ch(Θ,Φ) . −2 ||Θ||h ||Φ||h . (3.4)
(ii) For the choice of a sufficiently large parameter σ, there exists a positive constant α1 > 0 such that for
Θh ,Φh ∈ Xh ,
Ah(Θh ,Φh) . |||Θh |||h |||Φh |||h , and Ah(Φh ,Φh) ≥ α1 |||Φh |||2h . (3.5)
(iii) For Ξ, η,Θ,Φ ∈ X, it holds that∫
Ω
(Ξ · η)(Θ ·Φ) dx . |||Ξ|||1 |||η |||1 |||Θ|||1 |||Φ|||1,
∑
T ∈T
∫
T
(Ξ · η)(Θ ·Φ) dx . |||Ξ|||h |||η |||h |||Θ|||h |||Φ|||h . (3.6)
B(Ξ, η,Θ,Φ) . −2 |||Ξ|||1 |||η |||1 |||Θ|||1 |||Φ|||1, Bh(Ξ, η,Θ,Φ) . −2 |||Ξ|||h |||η |||h |||Θ|||h |||Φ|||h (3.7)
and for all Ξ, η ∈ H1+α(Ω), Θ, Φ ∈ X,
Bh(Ξ, η,Θ,Φ) . −2 |||Ξ|||1+α |||η |||1+α |||Θ|||0 |||Φ|||0, (3.8)
where the hidden constant in ” . ” depends on the constants from CP ,α0 and CS .
Some further properties of the quartic form Bh(·, ·, ·, ·) are stated in the next lemma. The proof is provided
in Appendix A.1.
Lemma 3.8. (Properties of the quartic form)[39] (i) For η ∈ X and for all ηh ,Φh ∈ Xh ,
Bh(ηh , ηh , ηh ,Φh) − Bh(η, η, η,Φh) . −2(|||ηh − η |||2h |||ηh |||h + |||ηh − η |||2h |||η |||1 + |||ηh − η |||h |||η |||21)|||Φh |||h .
(ii) For η ∈ H1+α(Ω) with α > 0 and ηh = Ihη,
Bh(Ihη, Ihη, Ihη,Φh) − Bh(η, η, η,Φh) . −2h2α |||η |||31+α |||Φh |||h for all Φh ∈ Xh .
(iii) For η ∈ H1+α(Ω) with α > 0, its interpolant Ihη satisfies
Bh(η, η,Θh ,Φh) − Bh(Ihη, Ihη,Θh ,Φh) . −2hα |||η |||21+α |||Θh |||h |||Φh |||h for all Θh ,Φh ∈ Xh ,
where the constants hidden in ” . ” are independent of h.
The following lemmas concern a few local efficiency type estimates that yield lower bounds for the
errors , and are necessary for both the medius analysis and the efficiency estimates of the a posteriori error
analysis. The proofs follow from standard bubble function techniques extended to the non-linear system
considered in this paper and are given in Appendix A.3.
Lemma 3.9. (Local efficiency I) Let Ψ be a regular solution of (2.1) andΦh ∈ Xh . Set ηT := (2−2(|Φh |2 −
1)Φh)|T defined on a triangle T ∈ T and ηE := [∇Φhν]|E on the edge E of T . Then the following estimates
hold true.
(i)
∑
T ∈T
h2T |||ηT |||20,T +
∑
E∈Ei
h
hE |||ηE |||20,E . |||Ψ −Φh |||2h(1 + −2(|||Ψ −Φh |||h(|||Φh |||1 + |||Ψ|||1) + |||Ψ|||21 + 1))2.
(3.9)
(ii) For Φh = IhΨ with Ψ ∈ H1+α(Ω),α > 0,∑
T ∈T
h2T |||ηT |||20,T +
∑
E∈Ei
h
hE |||ηE |||20,E . h2α(1 + −2hα(1 + |||Ψ|||21+α))2 |||Ψ|||21+α.
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We now discuss the well-posedness and regularity of solutions of a second-order linear system of equations
(3.10) and a perturbation result that is important to prove the discrete inf-sup condition in the next section.
The proof is given in Appendix A.2.
Lemma 3.10. (Linearized systems) Let Ψ be a regular solution of (2.1). For a given Θh ∈ Xh with
|||Θh |||h = 1, there exist ξ and η ∈ H1+α(Ω) ∩V that solve the linear systems
A(ξ ,Φ) = 3Bh(Ψ,Ψ,Θh ,Φ) +Ch(Θh ,Φ) for all Φ ∈ V and (3.10)
A(η,Φ) = 3B(Ψ,Ψ,ΠhΘh ,Φ) +C(ΠhΘh ,Φ) for all Φ ∈ V (3.11)
such that
|||ξ |||1+α . −2(1 + |||Ψ|||21+α) and |||∇(η − ξ)|||0 . −2h(1 + |||Ψ|||21+α), (3.12)
where the constant hidden in ” . ” depends on on CS , CP and Ce1 .
The next lemma is a local efficiency type result for (3.10) that helps to prove the discrete inf-sup condition
for a linear problem in the next section.
Lemma 3.11. (Local efficiency II) Let ξ be the solution of (3.10)with interpolant Ihξ ∈ Vh := Xh ∩H10(Ω).
With the notations in Lemma 3.10, it holds that∑
T ∈T
h2T |||ηT |||20,T +
∑
E∈Ei
h
hE |||ηE |||20,E . −4h2αT (1 + |||Ψ|||21+α)2
where ηT := (2−2(|IhΨ|2Θh + 2(IhΨ · Θh)IhΨ −Θh))|T is defined on a triangle T ∈ T , IhΨ ∈ Xh is the
interpolant of Ψ and ηE = [∇(Ihξ)ν]|E on the edge E of T .
For G ∈ L2(Ω), the well-posed dual problem admits a unique χ ∈ V [39] such that
〈DN(Ψ)Φ, χ〉 = (G,Φ) for all Φ ∈ V, (3.13)
that satisfies
|||χ |||1+α . (1 + −2(1 + |||Ψ|||21+α))|||G |||0, (3.14)
where α ∈ (0, 1] denotes the index of elliptic regularity.
A local efficiency type result for (3.13) is useful for L2- norm error estimates and is stated below.
Lemma 3.12. (Local efficiency III) Let Ψ be a regular solution of (2.1) and IhΨ ∈ Xh be it’s interpolant.
For a given G ∈ L2(Ω), let χ solve (3.13) and let its interpolant be Ihχ ∈ Vh . Then, the following result
holds. ∑
T ∈T
h2T |||ηT |||20,T +
∑
E∈Ei
h
hE |||ηE |||20,E . h2α(1 + −2(1 + |||Ψ|||21+α))4 |||G |||20 + (Osc(G))2,
where ηT := (G − 2−2(|IhΨ|2Ihχ + 2(IhΨ · Ihχ)IhΨ − Ihχ))|T is defined on a triangle T ∈ T , ηE :=
[∇(Ihχ)ν]|E on edge E of T and
Osc(G) = ( ∑
T ∈T
h2T ( inf
Gh ∈P1(T )
|||G −Gh |||20,T )
) 1
2 .
Remark 3.13. In this article, we consider the case when exact solution belongs to H1+α(Ω),α ∈ (0, 1].
Hence globally continuous piece-wise affine polynomials in Xh lead to optimal order estimates. However,
if the solution belongs to Hs(Ω) for 32 < s ≤ p + 1, p ∈ N, then we can choose Xh = {vh ∈ C0(Ω), vh |T ∈
Pp(T), for all T ∈ T } [28]; in this case, the local efficiency terms ηT := −∆Φh + (2−2(|Φh |2 − 1)Φh)|T in
Lemma 3.9. Similarly, ηT will include ∆(Ihξ) and ∆(Ihχ) in Lemmas 3.11 and 3.12, respectively.
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3.2 Proof of a priori estimates
This subsection focuses on the a priori error estimates in Theorem 2.2. The key idea is to establish a discrete
inf-sup condition that corresponds to a perturbed bilinear form defined for all Θh ,Φh ∈ Xh as
〈DNh(IhΨ)Θh ,Φh〉 := Ah(Θh ,Φh) + 3Bh(IhΨ, IhΨ,Θh ,Φh) +Ch(Θh ,Φh). (3.15)
The proof of the discrete inf-sup condition in this article holds when the exact solution of (2.1) belongs to
X ∩H1+α(Ω) with α ∈ (0, 1], whereas the proofs in [39, Theorem 4.7, Lemma 4.8] assume that the exact
solution belongs to X ∩H2(Ω). The non-trivial modification of the proof techniques appeal to a clever
re-grouping of the terms that involve the boundary terms and an application of Lemma 3.11. The ideas of
this proof can also be extended to improve the results in [39] when the exact solution is in X ∩H1+α(Ω).
Theorem 3.14. (Stability of perturbed bilinear form). Let Ψ be a regular solution of (2.1) and IhΨ be its
interpolant from Lemma 3.4. For a sufficiently large σ and a sufficiently small discretization parameter h,
there exists a constant β0 such that (3.15) satisfies the following discrete inf-sup condition:
0 < β0 ≤ inf
Θh ∈Xh
|||Θh |||h=1
sup
Φh ∈Xh
|||Φh |||h=1
〈DNh(IhΨ)Θh ,Φh〉.
Proof. Let Θh ∈ Xh with |||Θh |||h = 1 be given and let Ihξ be the interpolant of the solution ξ of (3.10).
Since Θh + Ihξ ∈ Xh , the discrete coercivity condition in (3.5) implies that there exists Φh ∈ Xh with
|||Φh |||h = 1 such that
|||Θh + Ihξ |||h . Ah(Θh + Ihξ ,Φh).
Together with (3.10), (3.15) and a regrouping of terms, this yields
|||Θh + Ihξ |||h . 〈DNh(IhΨ)Θh ,Φh〉 + (Ah(Ihξ ,Φh) − A(ξ ,ΠhΦh)) + (3Bh(IhΨ, IhΨ,Θh ,ΠhΦh −Φh)
+Ch(Θh ,ΠhΦh −Φh)) + 3(Bh(Ψ,Ψ,Θh ,ΠhΦh) − Bh(IhΨ, IhΨ,Θh ,ΠhΦh)). (3.16)
The definition of Ah(·, ·) leads to
Ah(Ihξ ,Φh) − A(ξ ,ΠhΦh) = (A(Ihξ ,Φh −ΠhΦh) − 〈∇(Ihξ)ν,Φh〉∂Ω) + A(Ihξ − ξ ,ΠhΦh)
− 〈Ihξ ,∇Φhν〉∂Ω +
∑
E∈E∂
h
σ
hE
〈Ihξ ,Φh〉E
= (A(Ihξ ,Φh −ΠhΦh) − 〈∇(Ihξ)ν,Φh〉∂Ω) + A(Ihξ − ξ ,ΠhΦh)
− 〈Ihξ − ξ ,∇Φhν〉∂Ω +
∑
E∈E∂
h
σ
hE
〈Ihξ − ξ ,Φh〉E , (3.17)
where in the last step, we have used that ξ = 0 on ∂Ω.
An integration by parts element-wise, and the facts that ∆(Ihξ) = 0, ΠhΦh = 0 on ∂Ω, [Φh −ΠhΦh] = 0
for all E ∈ Ei
h
leads to an estimate for the first term in the right-hand side of (3.17) as
A(Ihξ ,Φh −ΠhΦh) − 〈∇(Ihξ)ν,Φh −ΠhΦh〉∂Ω =
∑
E∈Ei
h
〈[∇(Ihξ)ν],Φh −ΠhΦh〉E .
Note that the above term can be combined with the third term on the right-hand side of (3.16) to rewrite the
expression with the help of local term ηT = (2−2(|IhΨ|2Θh + 2(IhΨ ·Θh)IhΨ −Θh))|T on a triangle T and
ηE = [∇(Ihξ)ν]|E on the edge E as
A(Ihξ ,Φh −ΠhΦh) − 〈∇(Ihξ)ν,Φh −ΠhΦh〉∂Ω + (3Bh(IhΨ, IhΨ,Θh ,ΠhΦh −Φh) +Ch(Θh ,ΠhΦh −Φh))
= −
∑
T ∈Th
∫
T
ηT · (Φh −ΠhΦh) dx +
∑
E∈Ei
h
〈ηE ,Φh −ΠhΦh〉E .
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The Cauchy-Schwarz inequality, Lemma 3.11 and the inequality (3.1) applied to the right-hand side of the
last equality yield∑
T ∈Th
∫
T
ηT · (ΠhΦh −Φh) dx +
∑
E∈Ei
h
〈ηE ,Φh −ΠhΦh〉E
. (
∑
T ∈Th
h2T |||ηT |||20,T )
1
2 (
∑
T ∈Th
h−2T |||Φh −ΠhΦh |||20,T )
1
2 + (
∑
E∈Ei
h
hE |||ηE |||20,E )
1
2 (
∑
E∈Ei
h
h−1E |||Φh −ΠhΦh |||20,E )
1
2
. |||Φh |||h(
∑
T ∈Th
h2T |||ηT |||20,T +
∑
E∈Ei
h
hE |||ηE |||20,E )
1
2 . −2hα(1 + |||Ψ|||21+α). (3.18)
Next we proceed to estimate the left over terms on the right-hand side of (3.17) and (3.16). These results
are straightforward applications of the results in the last subsection. Lemma 3.7(i), Lemma 3.4, (3.2),
|||Φh |||h = 1 and inequality (3.12) lead to
A(Ihξ − ξ ,ΠhΦh) . |||∇(Ihξ − ξ)|||0 |||Φh |||h . hα |||ξ |||1+α |||Φh |||h . −2hα(1 + |||Ψ|||21+α). (3.19)
The Cauchy-Schwarz inequality, Remark 3.5, Lemma 3.2, |||Φh |||h = 1 and (3.12) imply
〈Ihξ − ξ ,∇Φhν〉∂Ω . |||Ihξ − ξ |||h(
∑
E∈E∂
h
hE |||∇Φhν |||20,E )
1
2 . −2hα(1 + |||Ψ|||21+α). (3.20)∑
E∈E∂
h
σ
hE
〈Ihξ − ξ ,Φh〉E . |||Ihξ − ξ |||h |||Φh |||h . −2hα(1 + |||Ψ|||21+α). (3.21)
Lemma 3.8(iii), (3.2), |||Θh |||h = 1 and |||Φh |||h = 1 lead to
3(Bh(Ψ,Ψ,Θh ,ΠhΦh) − Bh(IhΨ, IhΨ,Θh ,ΠhΦh)) . −2hα |||Ψ|||21+α. (3.22)
A substitution of the estimates (3.18)- (3.22) in (3.16) leads to
|||Θh + Ihξ |||h . 〈DNh(IhΨ)Θh ,Φh〉 + −2hα(1 + |||Ψ|||21+α). (3.23)
The fact that Ψ is regular solution of (2.1) implies the inf-sup condition in (2.2). This with (3.11) and (3.3)
implies that there exists Φ ∈ V with |||Φ|||1 = 1 such that
β|||ΠhΘh |||1 ≤〈DN(Ψ)ΠhΘh ,Φ〉 = A(ΠhΘh + η,Φ) ≤ |||ΠhΘh + η |||h .
An introduction of intermediate terms and a triangle inequality lead to
|||ΠhΘh + η |||h . |||ΠhΘh −Θh |||h + |||Θh + Ihξ |||h + |||ξ − Ihξ |||h + |||η − ξ |||1.
A triangle inequality followed by an application of the last two displayed inequalities yields
1 = |||Θh |||h ≤ |||Θh −ΠhΘh |||h + |||ΠhΘh |||1
. |||Θh −ΠhΘh |||h + |||Θh + Ihξ |||h + |||Ihξ − ξ |||h + |||ξ − η |||1. (3.24)
Since ξ = 0 on E∂, (3.2) and a triangle inequality yield
|||Θh −ΠhΘh |||h ≤ Ce2 (
∑
E∈E∂
h−1E |||Θh + ξ |||20,E )
1
2 ≤ Ce2 |||Θh + ξ |||h ≤ Ce2 (|||Θh + Ihξ |||h + |||ξ − Ihξ |||h).
Use this in (3.24) and apply Lemma 3.4 and (3.12) to obtain
1 . |||Θh + Ihξ |||h + −2hα(1 + |||Ψ|||21+α),
where the constant suppressed in ′ .′ depends on α0,CS ,CP ,CI ,Ce1 , Ce2 , and Ce3 . Together with (3.23)
this yields
1 ≤ C1(〈DNh(IhΨ)Θh ,Φh〉 + −2hα(1 + |||Ψ|||21+α)),
where the constant C1 is independent of h. Therefore, for a given  , the discrete inf-sup condition holds
with β0 = 1C1 for h < h0 := ( 
2
2C1(1+ |||Ψ |||21+α )
) 1α . 
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Remark 3.15. In [39], under the assumption that exact solution has H2 regularity, the discrete inf-sup
condition is established for a choice of h = O(2). Though the h −  dependency is not the focus of
this paper, for the case α = 1, where it is well-known[7] that |||Ψ|||2 is bounded independent of  , h − 
dependency results can be derived analogously as in [39].
Proof of energy norm estimate in Theorem 2.2. The proof is divided into four steps. In Step 1, a non-linear
map µh : Xh → Xh is constructed such that any fixed point of µh is a solution of the discrete non-linear
problem (2.4). In Step 2, with help of Theorem 3.14, it is established that for a sufficiently large choice of the
penalization parameter σ and a sufficiently small choice of discretization parameter h, there exists a positive
constant R(h) such that the well defined map µh maps the closed convex ballBR(h)(IhΨ) to itself. In Step 3,
it is proved that the continuous mapping µh is a contraction. In Step 4, the existence of a unique fixed point
of µh is proved using Brouwer’s fixed point theorem, and the energy norm estimate is established.
Step 1 (Construction of µh): For Φh ∈ Xh , define the map µh : Xh → Xh by
〈DNh(IhΨ)µh(Θh),Φh〉 = 3Bh(IhΨ, IhΨ,Θh ,Φh) − Bh(Θh ,Θh ,Θh ,Φh) + Lh(Φh) (3.25)
and BR(IhΨ) := {Φh ∈ Xh : |||IhΨ −Φh |||h ≤ R}. The map µh is well-defined, as follows from Theorem
3.14.
Step 2 (Mapping of ball to ball): In this step, we prove that
|||Θh − IhΨ|||h ≤ R(h) =⇒ |||µh(Θh) − IhΨ|||h ≤ R(h) for all Θh ∈ Xh .
The definition of 〈DNh(IhΨ)·, ·〉 (3.25), followed by some simple algebra and a re-arrangement of terms
leads to
〈DNh(IhΨ)(IhΨ − µh(Θh)),Φh〉 = (Ah(IhΨ,Φh) + 3Bh(IhΨ, IhΨ, IhΨ,Φh) +Ch(IhΨ,Φh))
− (3Bh(IhΨ, IhΨ,Θh ,Φh) − Bh(Θh ,Θh ,Θh ,Φh) + Lh(Φh))
= (Ah(IhΨ,Φh −ΠhΦh) − Lh(Φh −ΠhΦh)) + (Ch(IhΨ,Φh) + Bh(IhΨ, IhΨ, IhΨ,Φh))
+ (Ah(IhΨ,ΠhΦh) − Lh(ΠhΦh)) + (2Bh(IhΨ, IhΨ, IhΨ,Φh) − 3Bh(IhΨ, IhΨ,Θh ,Φh)
+ Bh(Θh ,Θh ,Θh ,Φh)). (3.26)
The definition of Ah(·, ·) and Lh(·), followed by an integration by parts element-wise for the term A(·, ·),
∆(IhΨ) = 0 and [Φh −ΠhΦh] = 0 for E ∈ Eih show that
Ah(IhΨ,Φh −ΠhΦh) − Lh(Φh −ΠhΦh) =
∑
E∈Ei
h
〈[∇(IhΨ)ν],Φh −ΠhΦh〉E + 〈g − IhΨ,∇(Φh −ΠhΦh)ν〉∂Ω
+
∑
E∈E∂
h
σ
hE
〈IhΨ − g,Φh −ΠhΦh〉E . (3.27)
Setting ηT = (2−2(|IhΨ|2 − 1)IhΨ)|T on a triangle T and ηE = [∇(IhΨ)ν]|E on the edge E , the second
term of (3.26) is estimated as∑
E∈Ei
h
〈[∇(IhΨ)ν],Φh −ΠhΦh〉E +Ch(IhΨ,Φh) + Bh(IhΨ, IhΨ, IhΨ,Φh) = (
∑
T ∈Th
∫
T
ηT · (Φh −ΠhΦh) dx
+
∑
E∈Ei
h
〈ηE ,Φh −ΠhΦh〉E ) + (Bh(IhΨ, IhΨ, IhΨ,ΠhΦh) +Ch(IhΨ,ΠhΦh)). (3.28)
The definition of Ah(·, ·), the consistency of the exact solution Ψ given by Nh(Ψ,ΠhΦh) = Lh(ΠhΦh) and
ΠhΦh = 0 on ∂Ω yields,
Ah(IhΨ,ΠhΦh) − Lh(ΠhΦh) = A(IhΨ −Ψ,ΠhΦh) + 〈Ψ − IhΨ,∇(ΠhΦh)ν〉∂Ω
− (B(Ψ,Ψ,Ψ,ΠhΦh) +C(Ψ,ΠhΦh)). (3.29)
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A substitution of (3.27)-(3.29) in (3.26), a cancellation of a boundary term and suitable re-arrangement of
terms leads to
〈DNh(IhΨ)(IhΨ − µh(Θh)),Φh〉 =
∑
T ∈Th
∫
T
ηT · (Φh −ΠhΦh) dx +
∑
E∈Ei
h
〈ηE , (Φh −ΠhΦh)〉E
+ A(IhΨ −Ψ,ΠhΦh) +C(IhΨ −Ψ,ΠhΦh) + 〈Ψ − IhΨ,∇Φhν〉∂Ω +
∑
E∈E∂
h
σ
hE
〈IhΨ − g,Φh −ΠhΦh〉E
+ (Bh(IhΨ, IhΨ, IhΨ,ΠhΦh) − B(Ψ,Ψ,Ψ,ΠhΦh)) + (2Bh(IhΨ, IhΨ, IhΨ,Φh) − 3Bh(IhΨ, IhΨ,Θh ,Φh)
+ Bh(Θh ,Θh ,Θh ,Φh)). (3.30)
Now we estimate the terms on the right-hand side of (3.30). A Cauchy-Schwarz inequality and Lemma
3.9(ii) leads to∑
T ∈Th
∫
T
ηT · (Φh −ΠhΦh) dx +
∑
E∈Ei
h
〈ηE , (Φh −ΠhΦh)〉E
.
( ∑
T ∈Th
h2T |||ηT |||20 +
∑
E∈Ei
h
hE |||ηE |||20
) 1
2
( ∑
T ∈Th
h−2T |||Φh −ΠhΦh |||20,T +
∑
E∈Ei
h
h−1E |||Φh −ΠhΦh |||20,E
) 1
2
. hα(1 + −2hα(1 + |||Ψ|||21+α))|||Ψ|||1+α |||Φh |||h , (3.31)
where (3.1) is utilized in the last step. The following four estimates are obtained using Cauchy-Schwarz
inequality, the definition of ‖.‖h , Lemma 3.4, Remark 3.5, (3.2) and Lemma 3.2
A(IhΨ −Ψ,ΠhΦh) . |||IhΨ −Ψ|||h |||ΠhΦh |||h . hα |||Ψ|||1+α |||Φh |||h (3.32)
C(IhΨ −Ψ,ΠhΦh) . −2 |||IhΨ −Ψ|||0 |||Φh |||h . −2h1+α |||Ψ|||1+α |||Φh |||h (3.33)
〈Ψ − IhΨ,∇Φhν〉∂Ω ≤
( ∑
E∈E∂
h
σ
hE
|||IhΨ −Ψ|||20,E
) 1
2
( ∑
E∈E∂
h
hE
σ
|||∇Φhν |||20,E
) 1
2
. |||IhΨ −Ψ|||h |||Φh |||h . hα |||Ψ|||1+α |||Φh |||h (3.34)∑
E∈E∂
h
σ
hE
〈IhΨ − g,Φh −ΠhΦh〉E ≤
( ∑
E∈E∂
h
σ
hE
|||IhΨ − g|||20,E
) 1
2
( ∑
E∈E∂
h
σ
hE
|||Φh −ΠhΦh |||20,E
) 1
2
≤ |||IhΨ −Ψ|||h |||Φh −ΠhΦh |||h . hα |||Ψ|||1+α |||Φh |||h , (3.35)
where (3.5) (resp. (3.4)) are used in the first and second inequalities. Lemma 3.8(ii) and (3.2) yield
Bh(IhΨ, IhΨ, IhΨ,ΠhΦh) − B(Ψ,Ψ,Ψ,ΠhΦh) . −2h2α |||Ψ|||31+α |||Φh |||h . (3.36)
The last term in the right-hand side of (3.30) is estimated similar to [39, T4 in Theorem 5.1] and is presented
here for the sake of continuity and clarity. Set e˜ = Θh − IhΨ and use the definition of B(·, ·, ·, ·). Applications
of the Cauchy-Schwarz inequality and relatively straightforward algebraic manipulations yield
2Bh(IhΨ, IhΨ, IhΨ,Φh) − 3Bh(IhΨ, IhΨ,Θh ,Φh) + Bh(Θh ,Θh ,Θh ,Φh)
= 2−2
∑
T ∈T
∫
T
((|Θh |2 − |IhΨ|2)(Θh ·Φh) + 2(IhΨ −Θh) · IhΨ(IhΨ ·Φh)) dx
= 2−2
∑
T ∈T
∫
T
(e˜ · (e˜ + 2IhΨ)(e˜ + IhΨ) ·Φh − 2(e˜ · IhΨ)(IhΨ ·Φh)) dx
= −2
∑
T ∈T
∫
T
((e˜ · e˜)(e˜ ·Φh) + 2(e˜ · IhΨ)(e˜ ·Φh) + (e˜ · e˜)(IhΨ ·Φh)) dx
. 2−2 |||e˜|||2h(|||e˜|||h + |||Ψ|||1+α)|||Φh |||h . (3.37)
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A use of the discrete inf-sup condition in Lemma 3.14 yields that there exists a Φh ∈ Xh with |||Φh |||h = 1
such that
β0 |||IhΨ − µh(Θh)|||h ≤ 〈DNh(IhΨ)(IhΨ − µh(Θh)),Φh〉. (3.38)
A combination of the estimates in (3.31)- (3.37) and (3.38) with |||Φh |||h = 1 leads to
|||IhΨ − µh(Θh)|||h . hα(1 + −2hα(1 + |||Ψ|||21+α))|||Ψ|||1+α + −2 |||e˜|||2h(|||e˜|||h + |||Ψ|||1+α). (3.39)
For a fixed value of  , we have
|||IhΨ − µh(Θh)|||h . hα(1 + hα) + |||e˜|||2h(|||e˜|||h + 1).
Since Θh ∈ BR(IhΨ), |||e˜|||h = |||Θh − IhΨ|||h ≤ R(h). Therefore,
|||IhΨ − µh(Θh)|||h ≤ C2(hα(1 + hα) + R(h)2(R(h) + 1)),
where C2 is a constant independent of h. Choose R(h) := 2C2hα and this yields
|||IhΨ − µh(Θh)|||h ≤ C2hα(1 + hα(1 + 4C22 (2C2hα + 1))).
For h < h2 := min(h0, h1) with hα1 < 11+4C22 (2C2hα0 +1) , |||IhΨ − µh(Θh)|||h ≤ 2C2h
α = R(h). This completes
the proof of Step 2.
Step 3 (Contraction result): We establish that for all Θ1,Θ2 ∈ BR(h)(IhΨ), |||µh(Θ1) − µh(Θ2)|||h .
hα(hα + 1)|||Θ1 −Θ2 |||h . The proof follows the ideas of [39, Lemma 5.3] and a sketch is provided. For
Θ1 and Θ2 ∈ BR(h)(IhΨ), Φh ∈ Xh with |||Φh |||h = 1, e˜1 = IhΨ −Θ1, e˜2 = IhΨ −Θ2, e = Θ1 −Θ2, the
definition of DNh; a regrouping of terms and boundedness results leads to
|||µh(Θ1) − µh(Θ2)|||h ≤ β−10 〈DNh(IhΨ)(µh(Θ1) − µh(Θ2)),Φh〉
. (|||e˜2 |||h + |||e˜1 |||h + |||e˜1 |||2h + |||e˜2 |||2h)|||e|||h |||Φh |||h .
A use of |||e˜1 |||h , |||e˜2 |||h ≤ 2C2hα yields |||µh(Θ1) − µh(Θ2)|||h . hα(hα + 1)|||e|||h .
Step 4 (Existence, uniqueness and energy norm estimate): The map µh is well-defined follows as an
application of Theorem 3.14. Steps 2 and 3 show that the nonlinear map µh is continuous and maps a
closed convex subset BR(IhΨ) of a Hilbert space Xh to itself. Therefore, the existence and uniqueness of
the fixed point, say Ψh in the ballBR(IhΨ) follows from Brouwer’s fixed point theorem [31] and Step 3. An
application of the triangle inequality, the inequality |||IhΨ −Ψh |||h . hα and Remark 3.5 yield the a priori
error estimate in energy norm. 
Remark 3.16. The proof of the energy norm estimate relies on the techniques of medius analysis [26] to
deal with the milder regularity of the exact solution. This involves a different strategy for the proof using the
local efficiency results in Step 2 when compared to [39, Theorem 5.1], where H2(Ω) regularity is assumed
for the exact solution.
Remark 3.17. For α = 1, that is, Ψ ∈ H2(Ω), it is well-known [7] that |||Ψ|||2 is bounded independent of  .
In this case,
|||IhΨ − µh(Θh)|||h ≤ C3(h(1 + −2h) + −2 |||e˜|||2h(|||e˜|||h + 1)),
where the constant C3 is independent of h and  . For a sufficiently small choice of the discretization
parameter chosen as h = O(2+τ), τ > 0 and R(h) = 2C3h, Steps 2, 3 hold. The modification of the proof in
above theorem follows analogously to Theorem 5.1 in [39] and yields h- dependent estimates for this case.
Next, the L2 norm error estimate is derived using the Aubin-Nitsche [16] duality technique. The proof
relies on energy norm error bounds that has been established for a fixed  . However, when Ψ ∈ H2(Ω), the
proof can be modified as in Theorem 3.5 in [39] to obtain h −  dependent estimates.
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Proof of L2 estimate in Theorem 2.2. Set ϕh = IhΨ−Ψh and chooseG = ϕh ,Φ = Πhϕh in the continuous
dual linear problem (3.13) to deduce
|||ϕh |||20 = (ϕh , ϕh) = (ϕh , ϕh −Πhϕh) + 〈DN(Ψ)Πhϕh , χ〉. (3.40)
Let Ihχ ∈ Vh ⊂ H10(Ω) denotes the interpolant of χ. A use of Ihχ = 0 on ∂Ω implies
〈DN(Ψ)ϕh , Ihχ〉 = 〈DNh(Ψ)ϕh , Ihχ〉 + 〈ϕh ,∇(Ihχ)ν〉∂Ω.
Add and subtract 〈DN(Ψ)(ϕh −Πhϕh), Ihχ〉 in the right hand side of (3.40), use the definition of 〈DN(Ψ)·, ·〉
and the last displayed identity with Πhϕh = 0 on ∂Ω, and re-arrange the terms to obtain
|||ϕh |||20 = (ϕh , ϕh −Πhϕh) + (−A(Ihχ, ϕh −Πhϕh) + 〈∇(Ihχ)ν, ϕh −Πhϕh〉∂Ω) + (C(Ihχ,Πhϕh − ϕh)
+ 3B(Ψ,Ψ, Ihχ,Πhϕh − ϕh)) + 〈DN(Ψ)Πhϕh , χ − Ihχ〉 + 〈DNh(Ψ)ϕh , Ihχ〉
=: T1 + T2 + T3 + T4 + T5. (3.41)
A use of Hölder’s inequality, (3.1) and the estimate |||ϕh |||h = |||IhΨ −Ψh |||h . hα from Step 2 of the proof
of Theorem 2.2 leads to
T1 = (ϕh , ϕh −Πhϕh) ≤ |||ϕh −Πhϕh |||0 |||ϕh |||0 . h2α |||ϕh |||0.
Apply integration by parts element-wise for the term A(ϕh − Πhϕh , Ihχ) in the expression of T2, use
∆(Ihχ) = 0 and recall the definitions of the local term ηE = [∇(Ihχ)ν]|E on E from Lemma 3.12 with
G = ϕh and Osc(ϕh) = 0. This with a Cauchy-Schwarz inequality, Lemma 3.12, (3.1) and the estimate
|||ϕh |||h . hα leads to
T2 = −A(Ihχ, ϕh −Πhϕh) + 〈∇(Ihχ)ν, ϕh −Πhϕh〉∂Ω =
∑
E∈Ei
h
〈ηE ,Πhϕh − ϕh〉E . h2α |||ϕh |||0. (3.42)
Lemma 3.7, (3.14), (3.2) and |||ϕh |||h . hα yield
T3 = 3B(Ψ,Ψ, Ihχ,Πhϕh − ϕh) +C(Ihχ,Πhϕh − ϕh) . |||Ihχ |||h |||Πhϕh − ϕh |||0 . h2α |||ϕh |||0.
The boundedness and interpolation estimates in Lemmas 3.7, 3.4 , (3.2) and |||ϕh |||h . hα, and (3.14), leads
to a bound for the fourth term of (3.41) as
T4 = A(Πhϕh , χ − Ihχ) + 3B(Ψ,Ψ,Πhϕh , χ − Ihχ) +C(Πhϕh , χ − Ihχ) . h2α |||χ |||1+α . h2α |||ϕh |||0.
The discrete nonlinear problem (2.4) plus the consistency of the exact solution Ψ yield
Nh(Ψ, Ihχ) = Lh(Ihχ) = Nh(Ψh , Ihχ).
Recall that ϕh = IhΨ − Ψh and re-write the last term in (3.41) using the above displayed identity and the
definitions of DNh and Nh as
T5 =〈DNh(Ψ)ϕh , Ihχ〉 + Nh(Ψh , Ihχ) − Nh(Ψ, Ihχ) = Ah(IhΨ −Ψ, Ihχ) + (C(IhΨ −Ψ, Ihχ)
+ 3B(Ψ,Ψ, IhΨ −Ψ, Ihχ)) + (3B(Ψ,Ψ,Ψ −Ψh , Ihχ) + B(Ψh ,Ψh ,Ψh , Ihχ) − B(Ψ,Ψ,Ψ, Ihχ)).
An integration by parts element-wise for the A(Ψ− IhΨ, Ihχ) term, ∆Ihχ = 0, a Cauchy-Schwarz inequality,
Lemma 3.12 with G = ϕh , Osc(ϕh) = 0 and Lemma 3.4 lead to an estimate for the first term on the right
hand side of T4 above as ∑
E∈Ei
h
〈ηE , IhΨ −Ψ〉E . h2α |||ϕh |||0. (3.43)
Here, ηE is the local term as defined in the above estimates. Lemma 3.7, Remark 3.5 and (3.14) leads to an
estimate for the second term in the expression on the right-hand side for T5 above as
C(IhΨ −Ψ, Ihχ) + 3B(Ψ,Ψ,Ψ − IhΨ, Ihχ) . h2α |||χ |||1+α . h2α |||ϕh |||0. (3.44)
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To estimate the third term in the expression on the right-hand side for T5, modify the technique used in
(3.37) and use Remark 3.5, (3.14) to obtain
B(Ψh ,Ψh ,Ψh , Ihχ) − B(Ψ,Ψ,Ψ, Ihχ) + 3B(Ψ,Ψ,Ψ −Ψh , Ihχ)
= 2B(Ψ,Ψ,Ψ, Ihχ) − 3B(Ψ,Ψ,Ψh , Ihχ) + B(Ψh ,Ψh ,Ψh , Ihχ)
. |||Ψ −Ψh |||2h(|||Ψ −Ψh |||h + |||Ψ|||1)|||Ihχ |||h . h2α |||χ |||1+α . h2α |||ϕh |||0. (3.45)
A combination of the estimates in (3.43)- (3.45) yields T5 . h2α |||ϕh |||0. Substitute the estimates derived
for T1, T2, T3,T4 and T5 in (3.41) and cancel the term |||ϕh |||0 to obtain |||IhΨ −Ψh |||0 . h2α. This estimate,
a triangle inequality and Lemma 3.4 yield |||Ψ −Ψh |||0 ≤ |||Ψ − IhΨ|||0 + |||IhΨ −Ψh |||0 . h2α and this
concludes the proof. 
3.3 Numerical results
In this section, we present a result on the quadratic convergence of Newton’s method and some numerical
examples that confirm the theoretical results obtained in the last section.
Preliminaries
• The uniform refinement process divides each triangle in the triangulation of the domain Ω into four
similar triangles for subsequent mesh refinements.
• Let en and hn (resp. en−1 and hn−1) denote the error and the discretization parameter at the n-th
(resp. n − 1-th) level, respectively.
• The convergence rate at n-th level is defined by αn := log(en/en−1)/log(hn/hn−1).
• The penalty parameter σ = 10 is chosen for all the numerical experiments.
• Newton’s method is employed to compute the approximated solutions of the discrete nonlinear
problem (2.4). The Newton’s iterates Ψn
h
, n = 1, 2, . . . are
Ah(Ψnh ,Φh) + 3Bh(Ψn−1h ,Ψn−1h ,Ψnh ,Φh) +Ch(Ψnh ,Φh) = 2Bh(Ψn−1h ,Ψn−1h ,Ψn−1h ,Φh) + Lh(Φh).
(3.46)
The proof of the quadratic convergence of the Newton iterates (3.46) to the discrete solution follows
analogously to the proof of Theorem 3.6 in [39].
Theorem3.18 (Convergence of Newton’smethod). LetΨ be a regular solution of the non-linear system (2.1)
and let Ψh solve (2.4). For a choice of sufficiently large σ and sufficiently small discretization parameter,
there exists ρ1 > 0, independent of h, such that for any initial guess Ψ0h with |||Ψ0h −Ψh |||h ≤ ρ1, it follows
that |||Ψn
h
−Ψh |||h ≤
ρ1
2n for all n = 1, 2, . . . and the iterates Ψ
n
h
of Newton’s method are well-defined and
converge quadratically toΨh; that is, |||Ψnh −Ψh |||h ≤ Cq |||Ψn−1h −Ψh |||
2
h
,whereCq is a constant independent
of h.
Example 3.1. (Square domain with benchmark example) Consider (2.1) on a convex domain Ω = (0, 1) ×
(0, 1) with the Dirichlet boundary condition [37] given by
g =
{
(Td(x), 0) on y = 0 and y = 1,
(−Td(y), 0) on x = 0 and x = 1,
where the parameter d = 3 with  = 0.02 and the trapezoidal shape function Td : [0, 1] → R is defined by
Td(t) =

t/d, 0 ≤ t ≤ d,
1, d ≤ t ≤ 1 − d,
(1 − t)/d, 1 − d ≤ t ≤ 1.
(3.47)
We refer to [37, 39] for detailed construction of a suitable initial guess of Newton’s iterates in this example.
Tables 1 and 2 present the computed energy, error in energy and L2 norms for numerical approximation of
the diagonal D1 and rotated R1 solutions, respectively obtained using the Nitsche’s method in (2.4). The
orders of convergence agrees with the theoretical orders of convergence obtained in [37, 39, 45].
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h Energy |||Ψn
h
−Ψn−1
h
|||
h
Order |||Ψn
h
−Ψn−1
h
|||L2 Order
0.0220 79.24017828 1.84068650 - 0.92144678E-2 -
0.0110 78.29084590 1.01924858 0.85273798 0.29215012E-2 1.65719097
0.0055 78.03915719 0.53829987 0.92102395 0.88042589E-3 1.73043639
0.0027 77.97482243 0.27658883 0.96066718 0.23202911E-3 1.92389572
Table 1: Numerical energy, errors and convergence rates for D1 solution in energy and L2 norms.
h Energy |||Ψn
h
−Ψn−1
h
|||
h
Order |||Ψn
h
−Ψn−1
h
|||L2 Order
0.0220 87.90413862 1.86181020 - 0.95840689E-2 -
0.0110 86.93348566 1.02871941 0.85585647 0.29869842E-2 1.68194865
0.0055 86.67650908 0.54277993 0.92241024 0.89330907E-3 1.74145831
0.0027 86.61085704 0.27876870 0.96129876 0.23510836E-3 1.92583356
Table 2: Numerical energy, errors and convergence rates for R1 solution in energy and L2 norms.
(a) (b) (c)
Figure 1: (a)Initial triangulation of L-shape domain and uniform refinements (b),(c).
Example 3.2. ( L-shape domainwithmanufactured solution) In this example, consider (1.2) on a non-convex
L-shape domain Ω = (−1, 1) × (−1, 1) \ [0, 1] × [−1, 0] with the parameter  = 1. For the manufactured
solution u = r2/3 sin(2θ/3), v = r1/2 sin(θ/2), where (r , θ) denote the system of polar coordinates, compute
the corresponding right hand side f and the non-homogeneous Dirichlet boundary condition g. In this
case, the index of elliptic regularity is α ≈ 0.5 [25]. The discrete solution to (2.4) is obtained using the
Newton’s method defined in (3.46), with initial guess chosen as Ψ0
h
∈ P1(T ) such that Ah(Ψ0h ,Φh) =
Lh(Φh) for all Φh ∈ P1(T ), where Lh(·) is modified to contain the information about f as well. Table 3
presents the convergence rates in energy norm and L2 norm. The rates are ofO(hα) andO(h2α) as predicted
in Theorem 2.2.
h |||Ψ −Ψn
h
|||
h
Order |||Ψ −Ψn
h
|||L2 Order
0.0883 0.21725459 - 0.13130447E-1 -
0.0441 0.15082475 0.52651342 0.57467070E-2 1.19210863
0.0220 0.10495374 0.52311952 0.25050066E-2 1.19792105
0.0110 0.07319673 0.51990257 0.10940019E-2 1.19519909
0.0055 0.05115870 0.51679942 0.47956567E-3 1.18981503
0.0027 0.03582649 0.51395282 0.21102915E-3 1.18428604
Table 3: Numerical errors and convergence rates in energy and L2 norms for Example 3.2.
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4 A posteriori error estimate
In this section, we first present some auxiliary results relevant for the a posteriori error estimates. The
second subsection is devoted to the a posteriori error analysis for the Nitsche’s method. The third subsection
focuses on some numerical experiments and the performance of the adaptive algorithm. Note that, in this
section, we assume that the non-homogeneous Dirichlet boundary condition g ∈ H 12 (∂Ω) ∩C0(∂Ω).
4.1 Auxiliary results
The approximation properties of the Scott-Zhang interpolation operator [22, 44] that are useful in this section
are introduced first. This interpolation preserves the essential boundary condition on ∂Ω.
Lemma 4.1. (Scott-Zhang interpolation )[22, 44] For l,m ∈ Nwith 1 ≤ l < ∞, there exists an interpolation
operator ISZ
h
: Hl0(Ω) → Vh := Xh ∩ H10 (Ω) that satisfies the stability and aproximation properties given
by: (a) for all 0 ≤ m ≤ min(1, l), ||ISZ
h
v ||
m,Ω ≤ CSZ ||v ||l,Ω for all v ∈ Hl0(Ω), (b) provided l ≤ 2, for all
0 ≤ m ≤ l, ||v − ISZ
h
v ||
m,T ≤ CSZhl−mT |v |l,ωT for all v ∈ Hl0(ωT ) and T ∈ T , where the constant CSZ > 0 is
independent of h, and ωT is the set of all triangles in T that share at least one vertex with T .
Lemma 4.2. [32, Page 48] Let Ψg ∈ X solve
∫
Ω
∇Ψg · ∇Φ dx =
∑
T ∈T
∫
T
∇Ψh · ∇Φ dx for all Φ ∈ V, where
Ψh is the solution of (2.4). Then there exists a constant C > 0, depending only on the minimum angle of T
such that
∑
T ∈T
|||∇(Ψg −Ψh)|||20,T ≤ C(ϑ∂hot )2, where (ϑ∂hot )2 :=
∑
E∈E∂
h
h−1E |||g − gh |||20,E + hE |||∇(g − gh)|||20,E ,
gh being the standard Lagrange interpolant [16] of g from P2(E∂h ) ∩C0(∂Ω).
Remark 4.3. Note that the benchmark liquid crystal example: Example 3.1 in [37] has Lipschitz continuous
boundary conditions. Hence the a posteriori error analysis of this paper is applicable to this example and
the results are illustrated in the section on Numerical experiments.
4.2 Proof of the a posteriori error estimate
The proof of Theorem 2.3, stated in Subsection 2.3, is presented in this section. An abstract estimate
for the case of non-homogeneous boundary conditions and quartic nonlinearity is derived modifying the
methodology in [15, 46] first and this result is crucial for the proof of Theorem 2.3.
Theorem 4.4. Let Ψ be a regular solution to (2.1) and Ψg ∈ X. Then, there exists a constant R > 0 such
that for all ηh ∈ B(Ψ, R),
|||Ψ − ηh |||h . |||N(ηh)|||V∗ + (1 + |||DN(ηh)|||L(X,V∗))|||Ψg − ηh |||h , (4.1)
where the constant in ” . ” depends on γ in (4.2), continuous inf-sup constant β and Poincaré constant CP ,
and the nonlinear (resp. linearized ) operator N(·) (resp. DN(·)) is defined in (2.1) (resp. (2.2)).
Proof. In the first step, we establish that for a given R0 > 0, the operator DN restricted to B(Ψ, R0) is
Lipschitz continuous and
γ := sup
η∈B(Ψ,R0)
|||DN(η) − DN(Ψ)|||L(X,V∗)
|||η −Ψ|||h
< ∞. (4.2)
Here L(X,V∗) denotes the space of continuous linear maps from X to V∗. Let R0 > 0 be given and
η ∈ B(Ψ, R0). For Θ ∈ X and Φ ∈ V, the definition of DN(·), B(·, ·, ·, ·), a re-grouping of terms and (3.6)
leads to
〈DN(η)Θ,Φ〉 − 〈DN(Ψ)Θ,Φ〉 = 3B(η, η,Θ,Φ) − 3B(Ψ,Ψ,Θ,Φ)
= 2−2
∫
Ω
((η −Ψ) · (η +Ψ)(Θ ·Φ) + 2(η −Ψ) ·Θ(η ·Φ) + 2(Ψ ·Θ)(η −Ψ) ·Φ) dx
. −2 |||η −Ψ|||1(R0 + |||Ψ|||1)|||Θ|||1 |||Φ|||1. (4.3)
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The above displayed inequalitywith definition of |||DN(η) − DN(Ψ)|||L(X,V∗) leads to the Lipschitz continuity
and this together with Lemma 3.1 concludes the proof of the first result.
Step two establishes (4.1). The continuous formulation (2.1) and a Taylor expansion lead to
0 = N(Ψ;Φ) = N(ηh;Φ) +
〈 ∫ 1
0
DN(Ψ + t(ηh −Ψ))(Ψ − ηh) dt,Φ
〉
.
Introduce ±〈DN(Ψ)(Ψ − ηh),Φ〉 in the above displayed expression and rearrange the terms to obtain
〈DN(Ψ)(Ψ − ηh),Φ〉 = −N(ηh;Φ) −
〈 ∫ 1
0
(DN(Ψ + t(ηh −Ψ)) − DN(Ψ))(Ψ − ηh) dt,Φ
〉
. (4.4)
Rewrite Ψ− ηh as (Ψ−Ψg)+ (Ψg − ηh) in the left-hand side of the term above, use linearity of 〈DN(Ψ)·, ·〉,
introduce ±〈DN(ηh)(Ψg − ηh),Φ〉 in (4.4) in the first step; and bound in the second step to obtain
〈DN(Ψ)(Ψ −Ψg),Φ〉 = −N(ηh;Φ) + 〈(DN(ηh) − DN(Ψ))(Ψg − ηh),Φ〉 − 〈DN(ηh)(Ψg − ηh),Φ〉
−
〈 ∫ 1
0
(DN(Ψ + t(ηh −Ψ)) − DN(Ψ))(Ψ − ηh) dt,Φ
〉
.
(|||N(ηh)|||V∗ + |||DN(ηh) − DN(Ψ)|||L(X,V∗) |||Ψg − ηh |||1 + |||DN(ηh)|||L(X,V∗) |||Ψg − ηh |||1
+
∫ 1
0
|||(DN(Ψ + t(ηh −Ψ)) − DN(Ψ))|||L(X,V∗) |||Ψ − ηh |||1 dt
) |||Φ|||1. (4.5)
Since Ψg ∈ X, Ψ − Ψg ∈ V. For δ > 0 small enough, the continuous inf-sup condition (2.2) implies that
there exists Φ ∈ V with |||Φ|||1 = 1 such that
(β − δ)|||Ψ −Ψg |||1 ≤ 〈DN(Ψ)(Ψ −Ψg),Φ〉.
A triangle inequality, Ψ −Ψg = 0 on ∂Ω and the last displayed inequality yield
(β − δ)|||Ψ − ηh |||h ≤ (β − δ)(|||Ψ −Ψg |||1 + |||Ψg − ηh |||h) . 〈DN(Ψ)(Ψ −Ψg),Φ〉 + (β − δ)|||Ψg − ηh |||h .
Take δ→ 0 to obtain
β|||Ψ − ηh |||h . 〈DN(Ψ)(Ψ −Ψg),Φ〉 + β |||Ψg − ηh |||h . (4.6)
A combination of (4.5) and (4.6) together with (4.2), Poincaré type inequality in Lemma 3.1 for |||Φ|||1 = 1
leads to
C4 |||Ψ − ηh |||h ≤ |||N(ηh)|||V∗ + (1 + |||Ψ − ηh |||h + |||DN(ηh)|||L(X,V∗))|||Ψg − ηh |||h + |||Ψ − ηh |||2h ,
where the constantC4 depends on β, γ andCP . For a choice of R := min{R0,C4/2}, use |||Ψ − ηh |||h < C4/2
and |||Ψ − ηh |||2h < C4/2|||Ψ − ηh |||h in the second and third terms respectively, in the right hand side of the
above inequality to obtain
C4/2|||Ψ − ηh |||h ≤ |||N(ηh)|||V∗ + (1 +C4/2 + |||DN(ηh)|||L(X,V∗))|||Ψg − ηh |||h ,
and this leads to the desired conclusion. 
Next, the main result of this section is proven in the following text.
Proof of Theorem 2.3. Theorem 2.2 guarantees the existence of R > 0 such that (4.1) holds for a choice of
ηh = Ψh . Choose Ψg as in Lemma 4.2. A posteriori reliability (resp. efficiency) estimate provides an upper
bound (resp. lower bound) on the discretization error, up to a constant.
To establish the reliability, Theorem 4.4 is utilized and the term |||N(Ψh)|||V∗ is estimated first. Since V is a
Hilbert space, there exists a Φ ∈ V with |||Φ|||1 = 1 such that
|||N(Ψh)|||V∗ = N(Ψh;Φ) = N(Ψh;Φ − ISZh Φ) + N(Ψh; ISZh Φ), (4.7)
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where ISZh : V → Vh is the Scott-Zhang interpolation in Lemma 4.1. The second term in (4.7) can be
rewritten using (2.4) with test function ISZh Φ (that vanishes on ∂Ω) as
N(Ψh; ISZh Φ) = 〈Ψh − g,∇(ISZh Φ)ν〉∂Ω .
( ∑
E∈E∂
h
σ
hE
|||Ψh − g|||20
) 1
2
( ∑
E∈E∂
h
hE
σ
|||∇(ISZh Φ)ν |||
2
0
) 1
2
.
( ∑
E∈E∂
h
σ
hE
|||Ψh − g|||20
) 1
2 = (
∑
E∈E∂
h
(ϑ∂E )2)1/2, (4.8)
where for |||Φ|||1 = 1, a Cauchy-Schwarz inequality, Lemmas 3.2 and 4.1 are utilized in the second and third
steps.
Apply integration by parts element-wise for A(Ψh ,Φ − ISZh Φ) in the expression of N(Ψh;Φ − ISZh Φ), use
[Φ − ISZh Φ] = 0 on E ∈ Eih , Φ − ISZh Φ = 0 on ∂Ω, ∆Ψh = 0 and recall the definition of the local terms
ηT := (2−2(|Ψh |2 − 1)Ψh)|T defined on a triangle T ∈ T and ηE := [∇Ψhν]|E on the edge E of T . For
|||Φ|||1 = 1, the above arguments, Cauchy-Schwarz inequality and Lemma 4.1 lead to
N(Ψh;Φ − ISZh Φ) = A(Ψh ,Φ − ISZh Φ) + B(Ψh ,Ψh ,Ψh ,Φ − ISZh Φ) +C(Ψh ,Φ − ISZh Φ)
=
∑
T ∈Th
∫
T
ηT · (Φ − ISZh Φ) dx +
∑
E∈Ei
h
〈ηE ,Φ − ISZh Φ〉E
.
( ∑
T ∈Th
ϑ2T +
∑
E∈Ei
h
(ϑiE )2
) 1
2
( ∑
T ∈Th
h−2T |||Φ − ISZh Φ|||
2
0,T +
∑
E∈Ei
h
h−1E |||Φ − ISZh Φ|||
2
0,E
) 1
2
.
( ∑
T ∈Th
ϑ2T +
∑
E∈Ei
h
(ϑiE )2
) 1
2 , (4.9)
where ϑ2T = h
2
T |||2−2(|Ψh |2 − 1)Ψh |||
2
0,T , and (ϑiE )2 = hE |||[∇Ψhν]|||20,E for all E ∈ Eih . A use of (4.8), (4.9)
in (4.7) leads to the estimate of |||N(Ψh)|||V∗ .
The second term in (4.1) is bounded using
∑
E∈E∂
h
(ϑ∂E )2 in (2.6) and Lemma 4.2 by higher order terms
(h.o.t.) [13] that consist of (i) the errors arising due to the polynomial approximation of the boundary data
g that depends on the given data smoothness and (ii) the terms |||DN(Ψh)|||L(X,V∗) |||Ψg −Ψh |||h .
The definition of ||| · |||h and Lemma 4.2 yield
|||Ψg −Ψh |||2h =
∑
T ∈T
|||∇(Ψg −Ψh)|||20,T +
∑
E∈E∂
h
σ
hE
|||Ψh − g|||20,E . (ϑ∂hot )2 +
∑
E∈E∂
h
(ϑ∂E )2.
Set Φh = Ψh and ηT = (2−2(|Ψh |2 − 1)Ψh)|T on a triangle T and ηE = [∇Ψhν]|E on a edge E in Lemma
3.9. A use of the local efficiency estimates in (3.9) and∑
E∈E∂
(ϑ∂E )2 =
∑
E∈E∂
1
hE
|||Ψh − g|||20,E ≤ |||Ψ −Ψh |||2h
establishes the lower bound in Theorem 2.3. 
Remark 4.5. For Xh = {vh ∈ C0(Ω), vh |T ∈ Pp(T), for all T ∈ T }, if we use higher order polynomials for
the approximation, then ϑ2T = h
2
T ||| − ∆Ψh + 2−2(|Ψh |2 − 1)Ψh |||
2
0,T in (2.5).
4.3 Numerical results
This subsection focuses on some numerical experiments that illustrate the practical performances of the
error indicators in adaptive mesh refinement for Nitsche’s method.
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Preliminaries
• The discrete solution to (2.4) is obtained using the Newton’s method defined in (3.46) with initial
guess Ψ0
h
∈ P1(T ), as computed in the examples of Section 3.3 and mentioned otherwise.
• The penalty parameter is consistently chosen to be σ = 10 in all the numerical experiments.
• Let e(l) and Ndof(l) be the error and total number of unknowns at the l−th level refinement
respectively. The convergence rates with respect to Ndof (in contrast to h in Section 3.3) are
calculated as
Ordere(l) := log(e(l − 1)/e(l))log(Ndof(l)/Ndof(l − 1)) and Orderϑ(l) :=
log(ϑ(l − 1)/ϑ(l))
log(Ndof(l)/Ndof(l − 1)) .
• Given an initial triangulation T0, run the steps SOLVE, ESTIMATE,MARK and REFINE succes-
sively for different levels l = 0, 1, 2, . . .
SOLVE Compute the solution Ψh = (uh , vh) of the discrete problem (2.4) for each triangulation.
ESTIMATE Calculate the error indicator ΞT ,l for each element T ∈ Tl given by
Ξ2T ,l := ϑ
2
T +
∑
E∈∂T∩Ei
h
(ϑiE )2 +
∑
E∈∂T∩E∂
h
(ϑ∂E )2.
MARK For next refinement, mark the elements T ∈ Tl such that
ΞT ,l ≥ 12 maxT ∈Tl ΞT ,l
and collect those elements to construct a subset T˜ ⊂ Tl .
REFINE The subset T˜ of marked elements will be refined using the marked edge bisection [46]
refinement strategy to construct the new triangulation Tl+1.
Example 4.1. (L-shape domain with manufactured solution) Let Ω = (−1, 1) × (−1, 1) \ [0, 1] × [−1, 0].
Consider (1.2) with the manufactured solution presented in Example 3.2, with the parameter  = 1 and
apply the adaptive refinement algorithm. We account for the non-zero right hand side f, calculated using this
manufactured solution, by modifying the estimator to be ϑ2T := h
2
T |||f − 2−2(|Ψh |2 − 1)Ψh |||
2
0,T . Figure 2a
displays the initial triangulations. Figures 2b and 2c plot the discrete solutions uh and vh respectively, and
display the adaptive refinement near the vicinity of the re-entrant corner of the L-shaped domain. Table 4
(a) (b) (c)
Figure 2: (a) Initial triangulation T0, (b) Adaptive mesh refinement and uh , (c) Adaptive mesh refinement
and vh .
tabulates the computational error, estimator and convergence rates for uniform and adaptive mesh refinement
for the parameter  = 1. It is observed from Table 4 that we have a suboptimal empirical convergence rate
(calculated with respect to Ndof) of 0.25 for uniform mesh refinement and an improved optimal empirical
convergence rate of 0.5 for adaptive mesh-refinement.
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Uniform refinement Adaptive refinement
Ndof Error Ordere Ndof Error Ordere ϑ Orderϑ
42 0.46287 - 42 0.54533 - 0.6494 -
130 0.31420 0.3428 312 0.14827 0.6494 0.57967 0.5450
450 0.21725 0.2971 742 0.08676 0.6185 0.37202 0.5119
1666 0.15082 0.2788 1588 0.05722 0.5471 0.25484 0.4972
6402 0.10495 0.2693 3210 0.03917 0.5385 0.17655 0.5214
25090 0.07319 0.2638 7434 0.02527 0.5217 0.11599 0.5002
99330 0.05115 0.2603 13346 0.01867 0.5166 0.08572 0.5168
395266 0.03582 0.2579 21116 0.01483 0.5015 0.06840 0.4918
Table 4: Numerical errors, estimators and experimental convergence rates for uniform and adaptive mesh
refinement for  = 1.
Further, in the adaptive refinement process, the number of mesh points required to achieve convergence is
significantly reduced compared to uniformmeshes and the convergence is faster than the uniform refinement
process. Figure 3 displays the convergence behavior of the error and estimator along with the reliability
constant Crel plot, as a function of the total number of degrees of freedoms for  = 0.2, 0.8. Here, Crel
is the ratio between computed errors and estimators which remains constant after the first few refinement
levels. The tolerance used for Newton’s method convergence is 10−12 in this example.
Figure 3: Ndof versus e, ϑ and Crel for Example 4.1.
Example 4.2. (Square domain with benchmark example) Consider (1.2) in a square domain Ω = (0, 1) ×
(0, 1), with boundary data as in Example 3.1 and apply the adaptive refinement algorithm to recover the
diagonal and rotated solutions corresponding to the planar bistable liquid crystal device. Figures 4 and
5 display the discrete solutions (diagonal D1 and rotated R1, respectively) along with the adaptive mesh
refinement and the director field plots. Here, we observe adaptive mesh refinements near the defect points
[37] of the domain (four corner points) and the estimator tends to zero as the number of degrees of freedom
(Ndof) increases. Figure 6 is the estimator vs Ndof plot for various values of  for the rotated, R1 solution.
The tolerance used for Newton’s method convergence is 10−6 and it is observed that the number of Newton
iterations required for the convergence varies for various values of  as expected from Theorem 3.18.
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(a) (b) (c)
Figure 4: D1 solution: (a) Adaptive mesh refinement and uh . (b) Adaptive mesh refinement and vh . (c)
Director field plot.
(a) (b) (c)
Figure 5: R1 solution: (a) Adaptive mesh refinement and uh . (b) Adaptive mesh refinement and vh . (c)
Director field plot.
Figure 6: Estimator vs Ndof plot for various values of  in square domain.
Since the exact solution is not known for this example, we plot only the estimator as a function of degrees of
freedom. The errors, as a function of the Ndof, are expected to mirror the trends of the associated estimators
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and to be parallel to the estimator plots from theoretical estimates. Observe that the rate of decay of the
estimators is slower for smaller values of  .
Remark 4.6. The h- dependency discussed in [39] has been reflected for adaptive refinement in this article
in terms of Ndof- dependency. The authors observed in [39] that errors are sensitive to the choice of
discretization parameter as  decreases.
Example 4.3. (L-shape domain liquid crystal example) Consider (1.2) in a L-shape domain Ω = (−1, 1) ×
(−1, 1) \ [0, 1] × [−1, 0] with the tangential boundary condition prescribed below. Label the edges of Ω as
C1,C2,C3,C4,C5 and C6 counterclockwise starting from (0, 0). The director n = (cos θ, sin θ) is constrained
to be tangent to the boundary edges. Set θ = 0 on C1,C3,C5 and θ = − pi2 on C2,C4,C6, leading to the
(a) (b) (c)
Figure 7: (a) Adaptive mesh refinement and uh . (b) Adaptive mesh refinement and vh . (c) Director field
plot.
Figure 8: Estimator vs Ndof plot for various values of  in L-shape domain.
director field in 7c. The boundary function g is constructed using the trapezoidal shape function Td(·), with
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d = 3 in (3.47) and is defined by
g =
{
(Td(x), 0) on C1, C3 and C5,
(−Td(y), 0) on C2, C4 and C6.
To compute the initial guess Ψ0
h
= s(cos θ, sin θ), we first solve ∆θ = 0 in Ω with the boundary conditions
described above, using Nitsche’s method and choose s = |g| on boundary edges and s = 1 in the interior
domain. Figure 7 plots the level curves of the converged solution components, uh , vh , in the L-shape domain
along with adaptive refinements and the corresponding director fields. Figure 8 illustrated the convergence
trends of the estimators as a function of the number of degrees of freedom, for different values of  . The
tolerance used for Newton’s method convergence in this numerical experiment is 10−12. The convergence
rate of the estimator is 0.5, for  = 0.08. As expected, the rate of decay of the estimator is slower for smaller
values of  .
5 Conclusions
This manuscript focuses on a priori and a posteriori error analysis for solutions with milder regularity than
H2, and such solutions of lesser regularity are relevant, for example, in polygonal domains or domains
with re-entrant corners that have boundary conditions of lesser regularity. We use Nitsche’s method for
our analysis; the a priori error analysis relies on medius analysis and these techniques can be extended
to other methods too, e.g. discontinuous Galerkin finite element methods. In [39], h- dependent error
estimates for H2(Ω) regular solutions are obtained, and this follows from an  independent bound for the
exact solution |||Ψ|||2, as established in [7]. It is not clear if such estimates are feasible for exact solutions
with milder regularity,H1+α(Ω), α ∈ (0, 1], since we do not have -independent bounds for |||Ψ|||1+α at hand.
It may be possible to obtain such bounds for certain model problems, which would allow h −  dependent
estimates. There are several future directions for challenging research - convergence of adaptive algorithms,
applications of our theoretical estimates to benchmark problems for liquid crystals in complex geometries
with complex boundary conditions, use of these estimates in the design of new numerical algorithms to
test their stability and robustness and wider applications to problems in materials science or phase-field
models. The overarching aim is to propose optimal estimates for the discretization parameter and number
of degrees of freedom as a function of the model parameters and solution variables, and use these estimates
for powerful new computational algorithms.
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A Appendix
A.1 Boundedness properties
Proof of Lemma 3.8. (i) The definition of Bh(·, ·, ·, ·), a regrouping of terms and (3.7) lead to
Bh(ηh , ηh , ηh ,Φh) − Bh(η, η, η,Φh) =
∑
T ∈T
(BT (ηh − η, ηh − η, ηh ,Φh) + 2BT (ηh − η, ηh − η, η,Φh)
+ 3BT (η, η, ηh − η,Φh)) . −2(|||ηh − η |||2h |||ηh |||h + |||ηh − η |||2h |||η |||1 + |||ηh − η |||h |||η |||21)|||Φh |||h .
(ii) For η ∈ H1+α(Ω) with α > 0 and ηh = Ihη, a use of (3.8) and Remark 3.5 lead to
Bh(Ihη, Ihη, Ihη,Φh) − Bh(η, η, η,Φh) . −2((|||Ihη − η |||2h |||Ihη |||h + |||Ihη − η |||2h |||η |||1+α)|||Φh |||h
+ |||Ihη − η |||0 |||η |||21+α |||Φh |||0) . −2 |||η |||31+α(h2α |||Φh |||h + h1+α |||Φh |||0).
(iii) The definition of Bh(·, ·, ·, ·), a regrouping of terms, (3.6) and Remark 3.5 lead to
Bh(η, η,Θh ,Φh) − Bh(Ihη, Ihη,Θh ,Φh) = 232
∑
T ∈Th
∫
T
((η − Ihη) · (η + Ihη)(Θh ·Φh)
+ 2(η − Ihη) ·Θh(η ·Φh) + 2(Ihη ·Θh)(η − Ihη) ·Φh) dx
. −2 |||η − Ihη |||h |||η |||1+α |||Θh |||h |||Φh |||h . −2hα |||η |||21+α |||Θh |||h |||Φh |||h .
This concludes the proof. 
A.2 Regularity results
Theorem A.1. [3, 25] Let Ω be a non-convex polygonal domain in R2, with boundary ∂Ω, and the
largest re-entrant corner of measure ω. For f ∈ H−1+α(Ω), there exists a u ∈ H1+α(Ω) such that
−∆u = f in Ω and u = 0 on ∂Ω and for 0 < α < s0 = piω , it holds that ||u||1+α ≤ C(α)|| f ||−1+α. Here the
norms involved are the standard Sobolev fractional norms.
Proof of Lemma 3.10. The first part of the proof follows analogous to the proof in Theorem 4.7 of [39]. For
Θh ∈ Xh , Lemma 3.7 implies Bh(Ψ,Ψ,Θh , ·), B(Ψ,Ψ,ΠhΘh , ·), Ch(Θh , ·), C(ΠhΘh , ·) ∈ L2(Ω). Therefore,
a use of Theorem A.1 and |||Θh |||h = 1 yields that there exist ξ , η ∈ H1+α(Ω) ∩V that solves (3.10), (3.11)
and satisfies
|||ξ |||1+α . |||Bh(Ψ,Ψ,Θh , ·),+Ch(Θh , ·)|||−1+α . |||Bh(Ψ,Ψ,Θh , ·),+Ch(Θh , ·)|||0 . −2(1 + |||Ψ|||21+α).
To prove the second inequality in (3.12), we subtract (3.10) from (3.11) with a choice of Φ = η − ξ and use
Poincaré inequality in Lemma 3.1.
|||∇(η − ξ)|||0 . −2(1 + |||Ψ|||21+α)|||Θh −ΠhΘh |||0. (A.1)
A use of (3.1) in (A.1) concludes the proof. 
Theorem A.2. Let Ω be a non-convex polygonal domain in R2. For f ∈ H−1+α(Ω) and g ∈ H 12+α(∂Ω)
with 0 < α < 1, there exists a u ∈ H1+α(Ω) such that
−∆u = f in Ω and u = g on ∂Ω. (A.2)
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Proof. For g ∈ H 12+α(∂Ω), a use of Trace theorem [36, Page 41] yields that there exists ug ∈ H1+α(Ω) such
that ug = g on ∂Ω. Let u˜ = u − ug. The weak formulation of (A.2) is given by∫
Ω
∇u˜ · ∇v dx =
∫
Ω
f v dx −
∫
Ω
∇ug · ∇v dx for all v ∈ H10 (Ω).
Since ug ∈ H1+α(Ω), ∆ug ∈ H−1+α(Ω) by real interpolation of Sobolev spaces [11]. A use of Theorem A.1
leads to the existence of the solution u˜ ∈ H1+α(Ω). This together with ug ∈ H1+α(Ω) yields the existence of
the solution u of (A.2) with u ∈ H1+α(Ω). 
Lemma A.3. Let Ω be a non-convex polygonal domain of R2. Then for g ∈ H 12+α(∂Ω) with 0 < α < 1,
any solution of (1.2) belongs to H1+α(Ω).
Proof. Rewrite the system (1.2) as: −∆Ψ = F1(Ψ) in Ω and Ψ = g on ∂Ω,where F1(Ψ) = 2−2(1− |Ψ|2)Ψ.
Expand the expression for F1(Ψ), where Ψ = (u, v) ∈ H1(Ω), use the Sobolev embedding result H1(Ω) ↪→
Lp(Ω) for all p ≥ 1, and the Hölder’s inequality to prove that F1(Ψ) ∈ L2(Ω) ⊂ H−1+α(Ω) with 0 < α < 1.
Now a use of Theorem A.2 and a bootstrapping argument [23] imply that the solution Ψ of (1.2) belongs to
H1+α(Ω). 
A.3 Local efficiency
Since the estimator is used to be the basis of adaptive refinement algorithm, it is expected that the estimator is
efficient in the sense of Theorem 2.3. The local cut off functions play an important role to establish the local
efficiency results. Consider the interior bubble function [2, 46] b̂T = 27λ̂1λ̂2λ̂3 supported on a reference
triangle T̂ with the barycentric coordinate functions λ̂1, λ̂2, λ̂3. For T ∈ T , let FT : T̂ → T be a continuous,
affine and invertible transformation. Define the bubble function on the element T by bT = b̂T ◦ F −1T . Three
edge bubble functions on the reference triangle T̂ are given by b̂1 = 4λ̂2λ̂3, b̂2 = 4λ̂1λ̂3 and b̂3 = 4λ̂1λ̂2. On
the edge E of any triangle T ∈ T , define the edge bubble function to be bE := b̂E ◦ F −1T , where b̂E is the
corresponding edge bubble function on T̂ . Here, bE is supported on the pair of triangles sharing the edge E .
Lemma A.4. [2, 46] Let P̂ ⊂ H1(T̂) be a finite dimensional subspace on the reference triangle T̂ and
consider P = {v̂ ◦ F −1T : v̂ ∈ P̂} to be the finite dimensional space of functions defined on T . Then the
following inverse estimates hold for all v ∈ P,
||v ||2
L2(T ) .
∫
T
bT v2 dx . ||v ||2L2(T ), ||v ||L2(T ) . ||bT v ||L2(T ) + hT ||∇(bT v)||L2(T ) . ||v ||L2(T ). (A.3)
Let E ⊂ ∂T be an edge and bE be the corresponding edge bubble function supported on the patch of triangles
ωE sharing the edge E . Let P(E) be the finite dimensional space of functions defined on E obtained by
mapping P̂(Ê) ⊂ H1(Ê). Then for all v ∈ P(E)
||v ||2
L2(E) .
∫
E
bEv2 dx . ||v ||2L2(E), h
− 12
E ||bEv ||L2(ωE ) + h
1
2
E ||∇(bEv)||L2(ωE ) . ||v ||L2(E), (A.4)
where the hidden constants in ” . ” are independent of hT and hE .
Proof of Lemma 3.9. (i) Let T ∈ T be arbitrary and bT be the interior bubble function supported on the
triangle T . Define
ρT =
{ ( − ∆Φh + 2−2(|Φh |2 − 1)Φh )bT in T ,
0 in Ω \T .
The results in (A.3), (2.1) with Φ := ρT and an integration by parts of the first term (which is a zero term)
on the right-hand side below lead to
|||ηT |||20,T .
∫
T
( − ∆Φh + 2−2(|Φh |2 − 1)Φh ) · ρT dx
= AT (Φh , ρT ) + BT (Φh ,Φh ,Φh , ρT ) +CT (Φh , ρT ) − AT (Ψ, ρT ) − BT (Ψ,Ψ,Ψ, ρT ) −CT (Ψ, ρT )
= AT (Φh −Ψ, ρT ) + (BT (Φh ,Φh ,Φh , ρT ) − BT (Ψ,Ψ,Ψ, ρT )) +CT (Φh −Ψ, ρT ). (A.5)
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Together with Hölder’s inequality, Lemma 3.8(i) and (A.3), the terms on the right hand side of (A.5) are
estimated as
AT (Φh −Ψ, ρT ) . |||∇(Φh −Ψ)|||0,T |||∇ρT |||0,T . |||Ψ −Φh |||1,T h−1T |||ηT |||0,T . (A.6)
CT (Φh −Ψ, ρT ) . −2 |||Φh −Ψ|||0,T |||ρT |||0,T . −2 |||Ψ −Φh |||0,T |||ηT |||0,T , (A.7)
BT (Φh ,Φh ,Φh , ρT ) − BT (Ψ,Ψ,Ψ, ρT ) .−2 |||Ψ −Φh |||1,T (|||Ψ −Φh |||1,T (|||Φh |||1,T + |||Ψ|||1,T )
+ |||Ψ|||21,T )h−1T |||ηT |||0,T .
A combination the above three displayed estimates in (A.5) and Lemma A.4 establishes
hT |||ηT |||0,T . |||Ψ −Φh |||h,T (1 + −2(1 + |||Ψ|||21,T + |||Ψ −Φh |||h,T (|||Φh |||1,T + |||Ψ|||1,T ))). (A.8)
To find the estimate corresponding to ηE , consider the edge bubble function bE supported on the patch of
triangles ωE sharing the edge E . Define
ρE =
{ [∇Φhν]bE in ωE ,
0 in Ω \ωE .
A use of (A.4), [ρE ] = 0 for E ∈ Eih and an integration by parts lead to
|||ηE |||20,E .
∫
E
[∇Φhν] · ρE ds =
∫
E
[∇Φhν] · { ρE } ds +
∫
E
{∇Φhν} · [ρE ] ds
=
∑
T ∈ωE
∫
T
(∆Φh · ρE + ∇Φh · ∇ρE ) dx. (A.9)
Now we add and subtract
∑
T ∈ωE
∫
T
2−2(|Φh |2 − 1)Φh · ρE dx in (A.9) to rewrite the expression with the
help of ηT = ∆Φh − 2−2(|Φh |2 − 1)Φh (with a −∆Φh = 0 added). The expression (2.1) with Φ = ρE , a
re-grouping of terms and Hölder’s inequality lead to
|||ηE |||20,E . (
∑
T ∈ωE
|||ηT |||20,T )
1
2 (
∑
T ∈ωE
|||ρE |||20,T )
1
2 +
∑
T ∈ωE
(AT (Φh −Ψ, ρE ) +CT (Φh −Ψ, ρE )
+ (BT (Φh ,Φh ,Φh , ρE ) − BT (Ψ,Ψ,Ψ, ρE ))). (A.10)
A combination of Hölder’s inequality, Lemma 3.8(i) and (A.4) yields∑
T ∈ωE
AT (Φh −Ψ, ρE ) .
∑
T ∈ωE
|||∇(Ψ −Φh)|||0,T |||∇ρE |||0,T . h
− 12
E |||ηE |||0,E |||∇(Ψ −Φh)|||0,ωE , (A.11)∑
T ∈ωE
CT (Φh −Ψ, ρE ) . −2
∑
T ∈ωE
|||Ψ −Φh |||0,T |||ρE |||0,T . −2h
1
2
E |||ηE |||0,E |||Ψ −Φh |||0,ωE , (A.12)
∑
T ∈ωE
(BT (Φh ,Φh ,Φh , ρE ) − BT (Ψ,Ψ,Ψ, ρE )) .−2h−
1
2
E |||ηE |||0,E
∑
T ∈ωE
|||Ψ −Φh |||1,T (|||Ψ −Φh |||1,T (|||Φh |||1,T
+ |||Ψ|||1,T ) + |||Ψ|||21,T ).
The estimate of |||ηT |||0,T in (A.8) and (A.4) together with the above three displayed estimates in (A.10) lead
to
h
1
2
E |||ηE |||0,E .
∑
T ∈ωE
|||Ψ −Φh |||h,T (1 + −2(1 + |||Ψ|||21,T + |||Ψ −Φh |||h,T (|||Φh |||1 + |||Ψ|||1,T ))). (A.13)
A combination of (A.8) and A.13 leads to (3.9).
(ii) For Φh = IhΨ, a use of Lemma 3.8(ii) and (A.3) yields
BT (IhΨ, IhΨ, IhΨ, ρT ) − BT (Ψ,Ψ,Ψ, ρT ) . −2 |||Ψ|||31+α,T (h2αT |||∇ρT |||0,T + h1+αT |||ρT |||0,T )
. −2 |||Ψ|||31+α,T (h2αT + h2+αT )h−1T |||ηT |||0,T . (A.14)
A APPENDIX 30
A combination of (A.6), (A.7), (A.14) and Lemma 3.4 leads to
hT |||ηT |||0,T . |||∇(IhΨ −Ψ)|||0,T + −2 |||IhΨ −Ψ|||0,T + −2h2αT |||Ψ|||31+α
. hαT (1 + −2hαT (1 + |||Ψ|||21+α))|||Ψ|||1+α. (A.15)
Lemma 3.8(ii) and (A.4) yield∑
T ∈ωE
(BT (IhΨ, IhΨ, IhΨ, ρE ) − BT (Ψ,Ψ,Ψ, ρE )) . −2
∑
T ∈ωE
|||Ψ|||31+α,T (h2αT |||∇ρE |||0,T + h1+αT |||ρE |||0,T )
. −2h−
1
2
E |||ηE |||0,E
∑
T ∈ωE
|||Ψ|||31+α,T (h2αT + hEh2+αT ). (A.16)
A combination of (A.11), (A.12), (A.12) and Lemma 3.4 leads to
h
1
2
E |||ηE |||0,E .
∑
T ∈ωE
hαT (1 + −2hαT (1 + |||Ψ|||21+α))|||Ψ|||1+α. (A.17)
A combination of the estimates in (A.15) and (A.17) concludes the proof of (ii) in Lemma 3.9. 
Proof of Lemma 3.11. The proof follows similar technique used in Lemmas 3.9 and 3.12 and is presented
in brief for the sake of continuity and clarity. Let T ∈ T be arbitrary and bT be the interior bubble function
supported on the triangle T . Define
ρT :=
{ (∆(Ihξ) + 2−2(|IhΨ|2Θh + 2(IhΨ ·Θh)IhΨ −Θh))bT in T ,
0 in Ω \T .
A use of (A.3), (3.10) with Φ := ρT , an integration by parts of the first term on the right-hand side below
(where ∆(Ihξ) = 0 is added) and cancellation of terms lead to
|||ηT |||20,T .
∫
T
(∆(Ihξ) + 2−2(|IhΨ|2Θh + 2(IhΨ ·Θh)IhΨ −Θh)) · ρT dx
= AT (ξ − Ihξ , ρT ) + 3(BT (IhΨ, IhΨ,Θh , ρT ) − BT (Ψ,Ψ,Θh , ρT )).
Together with Hölder’s inequality, Lemmas 3.4, 3.8(iii) and (3.12) this yields
|||ηT |||20,T . hαT (|||ξ |||1+α,T + −2 |||Ψ|||21+α,T )h−1T |||ρT |||0,T . −2hαT h−1T (1 + |||Ψ|||21+α,T )|||ρT |||0,T , (A.18)
where (A.3) and |||Θh |||h = 1 are utilized in the first step. Define
ρE =
{ [∇(Ihξ)ν]bE in ωE ,
0 in Ω \ωE .
A use of (A.4), [ρE ]E = 0 for E ∈ Eih and integration by parts followed by an addition and subtraction of∑
T ∈ωE
∫
T
2−2(|IhΨ|2Θh + 2(IhΨ ·Θh)IhΨ −Θh) · ρE dx leads to
|||ηE |||20,E ≤
∫
E
[∇(Ihξ)ν] · ρE ds .
∑
T ∈ωE
∫
T
(∆(Ihξ) + 2−2(|IhΨ|2Θh + 2(IhΨ ·Θh)IhΨ −Θh)) · ρE dx
+ AT (Ihξ − ξ , ρE ) + 3(BT (Ψ,Ψ,Θh , ρE ) − BT (IhΨ, IhΨ,Θh , ρE )).
(A.19)
The second term in the right hand side of (A.19) is estimated using Hölder’s inequality, Lemma 3.4 and
(3.12). The third term is estimated using Lemma 3.8(iii) and |||Θh |||h = 1. Then (A.4) plus the estimate of
|||ηT |||0,T in (A.18) concludes the proof of the second inequality in Lemma 3.11. 
Proof of Lemma 3.12. Let T ∈ T be arbitrary and bT be the interior bubble function supported on the
triangle T and G ∈ Xh . Define
ρT :=
{ (
Gh + ∆(Ihχ) − 2−2(|IhΨ|2Ihχ + 2(IhΨ · Ihχ)IhΨ − Ihχ)
)
bT in T ,
0 in Ω \T .
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A use of (A.3), (3.13) with Φ := ρT and integration by parts of the second term on the right-hand side of
the expression below (where ∆(Ihχ) = 0) leads to
|||η |||20,T .
∫
T
(
Gh + ∆(Ihχ) − 2−2(|IhΨ|2Ihχ + 2(IhΨ · Ihχ)IhΨ − Ihχ)
) · ρT dx . ∫
T
(Gh −G) · ρT dx
+ AT (χ − Ihχ, ρT ) +CT (χ − Ihχ, ρT ) + 3(BT (Ψ,Ψ, χ, ρT ) − BT (IhΨ, IhΨ, Ihχ, ρT )) (A.20)
The last term on the right hand side of (A.20) is estimated using (3.7), Lemmas 3.4 and 3.8(iii).
BT (Ψ,Ψ, χ, ρT ) − BT (IhΨ, IhΨ, Ihχ, ρT ) = BT (Ψ,Ψ, χ − Ihχ, ρT ) + BT (Ψ,Ψ, Ihχ, ρT )
− BT (IhΨ, IhΨ, Ihχ, ρT ) . −2hαT |||Ψ|||21+α |||χ |||1+α |||ρT |||h . (A.21)
The first term of the right hand side of (A.20) is estimated using Hölder’s inequality, the second and third
terms are estimated using Hölder’s inequality, Lemma 3.4, (A.4), similar to the corresponding terms in
Lemma 3.9. Then a combination of (A.21), Lemma A.4, and the regularity result (3.14) yields the first
inequality in Lemma 3.12. Define
ρE :=
{ [∇(Ihχ)ν]bE in ωE ,
0 in Ω \ωE .
To find the second estimate in Lemma 3.12, the same technique in Lemma 3.9 is utilized. Here, we add and
subtract
∑
T ∈ωE
∫
T
2−2(|IhΨ|2Ihχ + 2(IhΨ · Ihχ)IhΨ + Ihχ) · ρE dx instead and use (3.13) to obtain
|||ηE |||20,E .
∫
E
[∇(Ihχ)ν] · ρE ds =
∑
T ∈ωE
(
∫
T
(G + ∆(Ihχ) − 2−2(|IhΨ|2Ihχ + 2(IhΨ · Ihχ)IhΨ − Ihχ)) · ρE dx
+ AT (Ihχ − χ, ρE ) +CT (Ihχ − χ, ρE ) + 3(BT (IhΨ, IhΨ, Ihχ, ρE ) − BT (Ψ,Ψ, χ, ρE ))). (A.22)
Use Hölder’s inequality and first part of Lemma 3.12 to estimate the first term of the right hand side of
(A.22). The second and third terms are estimated analogous to the corresponding terms in Lemma 3.9 along
with (A.4) and (3.14). Follow similar proof in (A.21) with (A.4) to estimate the last term in (A.22). 
