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Este trabalho de doutorado apresenta uma estrutura hierárquica para estima-
ção descentralizada de estados na qual o nível inferior é conduzido em cada
subestação modelada do sistema elétrico de potência. Neste nível local é
aplicado um algoritmo de Coestimação não linear, capaz de estimar não so-
mente os estados, mas também a topologia da subestação em questão. O
nível hierárquico superior, implementado nos Centros de Operação Regional,
é responsável pela coordenação das estimativas locais, mediante o processa-
mento das medidas de fluxo de potência ativa nas linhas de transmissão que
conectam as subestações. Adicionalmente, um segundo módulo de estima-
ção no nível superior permite agregar as contribuições de medidas fasoriais
de tensão e corrente. O estimador associado a este módulo é linear, como
resultado da representação das medidas fasoriais na forma retangular. Para
preservar as propriedades estatísticas da solução, os componentes retangula-
res são processados em bloco por um estimador ortogonal, o que garante a
correta representação das respectivas correlações. A arquitetura de estimação
proposta reduz consideravelmente o crescente trânsito de informações entre
as subestações e os centros de operação e controle. Estudos de caso utilizando
diferentes sistemas-teste em que cada subestação é modelada no nível de se-
ção de barra são realizados para ilustrar e validar a metodologia proposta.
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This doctoral work presents a hierarchical structure for decentralized power
system state estimation whose lower level is conducted at each power network
substation. The local level modeling is based on a nonlinear Coestimation
algorithm which provides not only the nodal state variables, but also the
substation topology. The higher hierarchical level, performed at the Regi-
onal Control Center, coordinates the local estimates by processing the power
flow measurements taken on the transmission lines connecting the substati-
ons, followed by a second stage module based on a block orthogonal esti-
mator that adds the contribution of fasor measurements provided by Phasor
Measurement Units. In addition to other attractive features, the proposed esti-
mation architecture also allows a substantial reduction on the amount of data
transmitted from substations to control centers. The proposed methodology is
tested through a number of case studies performed on differents test-systems
networks modeled at bus section level.
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1 INTRODUÇÃO
1.1 Contextualizac¸a˜o do Problema
A modelagem em tempo real de sistemas ele´tricos de poteˆncia
tem por objetivo fornecer uma base de dados confia´vel que permita ao
operador conhecer as condic¸o˜es de operac¸a˜o da rede, tornando poss´ıvel
uma ana´lise confia´vel da seguranc¸a da condic¸a˜o de operac¸a˜o do sistema
ele´trico.
A estimac¸a˜o de estados em sistemas de poteˆncia (EESP) e´ a
ferramenta fundamental para a modelagem em tempo real. Tradicio-
nalmente, a EESP e´ realizada considerando-se a modelagem barra-ramo
da rede, na qual os arranjos das subestac¸o˜es sa˜o previamente identifi-
cados, verificando-se a conectividade interna atrave´s do estado de suas
chaves e disjuntores, sendo enta˜o definidas as barras do sistema. Este
modelo permite evitar a representac¸a˜o expl´ıcita de dispositivos chave-
a´veis e o surgimento de problemas nume´ricos advindos da utilizac¸a˜o de
valores significativamente pequenos ou muito grandes de impedaˆncia
como artif´ıcio para a representac¸a˜o dos status destes dispositivos.
Contudo, o avanc¸o da tecnologia e sua implementac¸a˜o no sistema
ele´trico fez com que informac¸o˜es importantes relacionadas aos arran-
jos e dispositivos chavea´veis internos a`s subestac¸o˜es passassem a ser
relevantes, as quais a EESP tradicional na˜o contempla.
Tendo em vista a crescente necessidade de me´todos para valida-
c¸a˜o em tempo real da topologia de redes ele´tricas, Monticelli e Gar-
cia [8, 9] propuseram uma modelagem exata para representar tais dis-
positivos na EESP. Nesta abordagem, os fluxos de poteˆncia atrave´s dos
ramos com dispositivos chavea´veis sa˜o inclu´ıdos como novas varia´veis
de estado, juntamente com as tenso˜es complexas de todas as barras do
sistema. Este tipo de abordagem deu origem a` Estimac¸a˜o de Estados
Generalizada (EEG) [10], a qual permite a representac¸a˜o expl´ıcita de
ramos contendo dispositivos chavea´veis para estudos de EESP.
Posteriormente, Clements e Simo˜es Costa [11] mostraram como
informac¸o˜es referentes a`s condic¸o˜es operacionais (status) dos disposi-
tivos chavea´veis podem ser inclu´ıdas no problema de estimac¸a˜o de es-
tados (EE) de forma similar ao tratamento dado a`s barras de injec¸a˜o
nula, isto e´, como restric¸o˜es de igualdade. Esta nova abordagem para
estimac¸a˜o de estados considerando subestac¸o˜es, ainda que na literatura
pertinente na˜o tenha uma nomenclatura espec´ıfica, deve ser destacada
da EEG, por tratar as informac¸o˜es referentes aos dispositivos chavea´-
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veis na˜o como pseudo-medidas, mas sim restric¸o˜es de igualdade do pro-
blema de otimizac¸a˜o. Sendo assim, esta metodologia sera´ tratada nesta
tese como “Estimac¸a˜o de Estados no Nı´vel de Sec¸a˜o de Barra”. Como
consequeˆncia disso, novos no´s ele´tricos devem ser inclu´ıdos na represen-
tac¸a˜o da rede, de forma a abranger tambe´m os ramos com dispositivos
chavea´veis, aumentando-se, portanto, a dimensa˜o da rede modelada.
A possibilidade de se representar explicitamente dispositivos cha-
vea´veis no problema de EESP foi fundamental para a continuidade e
aprofundamento dos estudos em EE, possibilitando estudos com relac¸a˜o
a erros de topologia, que na EESP tradicional eram desconsiderados.
Como resultado da necessidade de se estimar na˜o somente os
estados, mas tambe´m a topologia do sistema, diversas propostas fo-
ram desenvolvidas e esta˜o presentes na literatura pertinente [11–15].
Contudo, tais propostas em geral exigem a execuc¸a˜o de dois processos,
um para a obtenc¸a˜o da estimac¸a˜o de estados e outro para a estimac¸a˜o
da topologia. Vosgerau et al. [16–18] propo˜em uma nova abordagem
unificadora, na qual o processo de estimac¸a˜o de estados e o de esti-
mac¸a˜o da topologia sa˜o realizados concomitantemente, dando origem a`
Coestimac¸a˜o de Estados e Topologia. Esta abordagem, embora ainda
preliminarmente baseada em modelagem linear do sistema ele´trico de
poteˆncia, foi fundamental para estudos de viabilidade para este tipo de
estimac¸a˜o, uma vez que existe uma excelente correlac¸a˜o entre o status
de um ramo chavea´vel e a existeˆncia de fluxo de poteˆncia ativa atra-
ve´s deste [12]. Posteriormente, esta abordagem foi expandida para o
modelo na˜o linear, e portanto mais real´ıstico, da rede ele´trica em [19],
confirmando assim a aplicabilidade e vantagens da estimac¸a˜o concomi-
tante de estados e topologia.
Por outro lado, em um cena´rio onde a modelagem das subesta-
c¸o˜es passa a ser relevante e onde se dissemina a aplicac¸a˜o cada vez maior
de dispositivos eletroˆnicos inteligentes nas subestac¸o˜es [20–23], surge o
problema de como transmitir e processar esse volume crescente de da-
dos de forma centralizada nos Centro de Operac¸a˜o Regionais (CORs)
do sistema ele´trico sem se correr o risco de sobrecarga nos sistemas de
telecomunicac¸o˜es de concessiona´rias e operadoras.
A partir destas constatac¸o˜es, este trabalho de pesquisa propo˜e a
aplicac¸a˜o de uma estrutura hiera´rquica em dois n´ıveis para a estimac¸a˜o
de estados, levando-se em conta a crescente importaˆncia das subesta-
c¸o˜es no sistema ele´trico. Nesta proposta, as subestac¸o˜es sa˜o tratadas
como unidades independentes entre si, capazes de realizar o processo de
Coestimac¸a˜o de Estados e Topologia. Os resultados obtidos neste esta´-
gio sa˜o levados ao n´ıvel hiera´rquico superior, constitu´ıdo pelos CORs,
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onde sa˜o submetidos a um processo de coordenac¸a˜o das estimativas lo-
cais, conduzido no esta´gio final da estimac¸a˜o de estados hierarquizada.
1.2 Revisa˜o Bibliogra´fica
Nesta sec¸a˜o e´ apresentada uma revisa˜o bibliogra´fica dos to´picos
mais relevantes associados a esta pesquisa. Refereˆncias bibliogra´ficas
relevantes envolvendo a representac¸a˜o da rede no n´ıvel de sec¸a˜o de
barras e a estimac¸a˜o de estados generalizada sa˜o brevemente discutidos.
1.2.1 Importaˆncia das Subestac¸o˜es no Novo Contexto de A-
na´lise de Sistemas Ele´tricos
As transformac¸o˜es apresentadas na a´rea de protec¸a˜o e monitora-
c¸a˜o teˆm causado impacto direto na operac¸a˜o das subestac¸o˜es (SEs) [20].
Isso ocorre principalmente pelo fato de cada vez mais se fazer uso de
equipamentos digitais, que implementam uma variedade de func¸o˜es de
monitorac¸a˜o e controle das subestac¸o˜es, bem como a sua automatiza-
c¸a˜o.
Este aumento do nu´mero de informac¸o˜es dispon´ıveis no n´ıvel de
sec¸a˜o de barra, aliado a estudos de estimac¸a˜o de estados generalizada
e a` possibilidade de se estimar tambe´m a topologia da rede, fez com as
subestac¸o˜es comec¸assem a ganhar cada vez mais importaˆncia na ana´lise
de sistemas de poteˆncia [21–25].
O processo de modernizac¸a˜o das subestac¸o˜es tambe´m se deve
ao fato de que grande parte das subestac¸o˜es em operac¸a˜o ao redor do
mundo foram constru´ıdas por volta de 30 anos atra´s e esta˜o defasa-
das em relac¸a˜o a`s tecnologias atuais, devendo ser portanto atualizadas
ou substitu´ıdas [23]. Como resultado, o processo de modernizac¸a˜o das
subestac¸o˜es considera a implementac¸a˜o de dispositivos eletroˆnicos in-
teligentes (cuja sigla IED vem do ingleˆs Intelligent Electronic Devices),
tornando as subestac¸o˜es cada vez mais independentes [21,23,24].
Para possibilitar a operac¸a˜o e controle de subestac¸o˜es com dife-
rentes tecnologias, de forma a fornecer dados que possam ser processa-
dos de forma adequada pelos operadores, foi criada a norma interna-
cional IEC 61850. Esta norma estabelece um padra˜o a ser seguido na
transmissa˜o de informac¸o˜es provenientes dos diferentes modelos de su-
bestac¸a˜o existentes, possibilitando assim a interac¸a˜o entre os diferentes
tipos de dados e tornando poss´ıvel o seu processamento eficiente, o que
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tem um impacto positivo sobre o processo de tomada de deciso˜es pelos
operadores [21–25].
A crescente importaˆncia do papel das subestac¸o˜es para a ana´lise
de sistemas de poteˆncia foi levantada em diversos artigos na literatura.
Um dos autores que mais se dedicaram a este tema foi Kezunovic [20–
23]. Seus artigos abordam o impacto dos avanc¸os da tecnologia sobre a
operac¸a˜o de SEs e enfatizam o papel destes componentes na moderna
operac¸a˜o de sistemas ele´tricos de poteˆncia.
Seguindo a mesma tendeˆncia, Bose [24] apresenta uma visa˜o de
como as novas tecnologias existentes, bem como as previstas para o
futuro, influenciam a tomada de decisa˜o ao levar em considerac¸a˜o a
disponibilidade de novos dispositivos inteligentes. Tendo em vista que
novas tecnologias implicam na instalac¸a˜o de mais sensores e na maior
necessidade de comunicac¸a˜o, deve-se buscar soluc¸o˜es para melhor pro-
cessar este grande volume de informac¸o˜es. Fica portanto cada vez mais
evidente a necessidade de se descentralizar a operac¸a˜o do sistema ele´-
trico [23–25].
As novas SEs de alta tensa˜o apresentam grandes diferenc¸as em
relac¸a˜o a`s tradicionais, dentre as quais pode-se destacar a instalac¸a˜o de
equipamentos inteligentes dotados de microprocessadores, que permi-
tem a coleta e armazenamento digital de todas as informac¸o˜es pertinen-
tes a` SE [23, 24]. Ale´m disso, verifica-se uma crescente disponibilidade
de medidores PMUs em diversas SEs. Como resultado, abre-se a possi-
bilidade de um grau cada vez maior de automac¸a˜o no n´ıvel de sec¸a˜o de
barra, ja´ que as informac¸o˜es e controles podem ser sincronizados com
alta precisa˜o atrave´s de GPS [23–25].
Esse volume crescente de informac¸o˜es necessita ser processado,
pore´m a transmissa˜o desta massa de dados para os CORs pode se tornar
um desafio para os sistemas de comunicac¸a˜o [23].
Estas tendeˆncias reforc¸am a necessidade cada vez maior de se
processar de forma descentralizada as informac¸o˜es geradas nas su-
bestac¸o˜es. Algumas propostas neste sentido podem ser encontradas
em [21–28], refereˆncias que teˆm como motivac¸a˜o comum o fato de que
e´ preciso reduzir a massa de informac¸o˜es a serem transmitidas para o
centro de operac¸o˜es do sistema.
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1.2.2 Estimac¸a˜o de Estados Generalizada e Ana´lise de Topo-
logia
A modelagem de redes ele´tricas no n´ıvel de sec¸a˜o de barras
foi inicialmente abordada no in´ıcio da de´cada de 90 por Monticelli e
Garcia [8, 29]. Nestas refereˆncias os ramos que conteˆm dispositivos
chavea´veis passam a ser explicitamente representados em problemas de
estimac¸a˜o de estados atrave´s da definic¸a˜o dos fluxos de poteˆncia nestes
ramos como varia´veis de estado. Tal abordagem deu origem ao conceito
de Estimac¸a˜o de Estados Generalizada (EEG) [10].
Em [30], Monticelli trata a EESP de modo amplo, abordando a
estimac¸a˜o convencional e generalizada, trabalhando com o estimador
baseado no me´todo do mı´nimos quadrados ponderados (MQP). As no-
vas varia´veis de estado sa˜o apresentadas e inclu´ıdas no problema de
EE, sendo tambe´m abordadas diferentes metodologias para soluc¸a˜o do
problema, entre elas o uso de me´todos ortogonais. Os autores tam-
be´m levam em considerac¸a˜o aspectos relacionados a` observabilidade do
sistema.
O avanc¸o dos estudos de EEG tornou poss´ıvel o surgimento de
novos e mais eficientes me´todos para a identificac¸a˜o de erros de to-
pologia na modelagem em tempo real. Diversos artigos presentes na
literatura tratam deste problema [11–15]. Em [11], Clements e Simo˜es
Costa introduzem os conceitos de restric¸o˜es operacionais e restric¸o˜es
estruturais, ao formular a EESP com um problema de otimizac¸a˜o com
restric¸o˜es, dado origem a` Estimac¸a˜o de Estados no Nı´vel de Sec¸a˜o de
Barra (EESB). Tais propostas, assim como as contidas em [10, 30], le-
vam em considerac¸a˜o a identificac¸a˜o de erros de topologia a partir de
um modelo mais detalhado para as partes afetadas da rede ele´trica, apo´s
tais erros terem sido detectados no modelo barra-ramo convencional.
Em [31], e´ introduzida uma nova formulac¸a˜o potencialmente ca-
paz de promover a estimac¸a˜o simultaˆnea de estados e topologia de uma
rede ele´trica. Esta proposta foi operacionalizada em [16–18] no n´ıvel
da rede ele´trica global, com base em um modelo linear para a rede
ele´trica e a partir da identificac¸a˜o de regio˜es de anomalia. Estas sa˜o
expandidas ate´ o n´ıvel de sec¸a˜o de barra e sobre este modelo detalhado
e´ aplicada a metodologia denominada Coestimac¸a˜o de Estados e Topo-
logia (CET), que permite a estimac¸a˜o simultaˆnea tanto das varia´veis de
estados quanto da topologia da rede. O me´todo de coestimac¸a˜o apre-
sentou resultados muito promissores quando aplicados a redes contendo
diferentes topologias de SE [16–18]. Tal abordagem foi enta˜o expandida
para a modelagem na˜o linear do sistema ele´trico em [19], consolidando
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a aplicabilidade da CET em sistemas mais real´ısticos.
Os princ´ıpios ba´sicos e algoritmos de CET sa˜o o objetivo do
Cap´ıtulo 4 deste documento, tendo em vista o papel central que de-
sempenham na presente proposta de doutorado.
1.2.3 Estimac¸a˜o de Estados Hiera´rquica
A estimac¸a˜o de estados em seu modo tradicional e´ feita de forma
centralizada. Contudo, no caso de redes ele´tricas continentais, de porte
muito grande, o volume de informac¸o˜es a serem processadas no COR
fez com que surgissem diferentes propostas para a descentralizac¸a˜o da
estimac¸a˜o de estados.
No in´ıcio da de´cada de 80, Van Cutsem et al. [2] propuseram
uma metodologia hiera´rquica para a estimac¸a˜o de estados. Tal abor-
dagem divide o sistema em diversas regio˜es menores, conexas entre si,
cada qual com seu pro´prio estimador, cujos resultados sa˜o posterior-
mente coordenados mediante outro processo de estimac¸a˜o de estados
conduzido em um n´ıvel hiera´rquico superior. Este trabalho serviu de
motivac¸a˜o para diversos outros na a´rea de estimac¸a˜o de estados hiera´r-
quica [3, 5, 6, 32–36].
Considerando o cena´rio atual de crescente instrumentac¸a˜o e au-
tomac¸a˜o das SEs discutido nas sec¸o˜es anteriores, a proposta de se es-
timar os estados de uma dada rede de forma descentralizada vem se
tornando cada vez mais atrativa. Com isso, busca-se processar o maior
volume de informac¸o˜es localmente e enviar para os centros de opera-
c¸a˜o apenas as informac¸o˜es necessa´rias para realizar a coordenac¸a˜o das
estimativas locais.
No Cap´ıtulo 5, diferentes me´todos para a estimac¸a˜o hiera´rquica
sa˜o revistos, tendo em conta sua aplicabilidade no contexto do trabalho
proposto para a tese de doutorado.
1.3 Objetivos e Contribuic¸o˜es Realizadas na Pesquisa de Dou-
torado
Os objetivos espec´ıficos propostos para esta tese de doutorado
sa˜o:
• Formular a coestimac¸a˜o de estados e topologia para aplicac¸a˜o
direta a sistemas constitu´ıdos por SEs individuais;
• Desenvolver uma ferramenta de estimac¸a˜o de estados hierarqui-
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zada em dois n´ıveis sendo o n´ıvel local implementado nas subes-
tac¸o˜es e o n´ıvel central implementado nos centros de operac¸a˜o
regional de sistemas de energia ele´trica.
O cumprimento desses objetivos visa oferecer alternativas para
solucionar o problema do crescente fluxo de informac¸a˜o requerido para
absorc¸a˜o de novas tecnologias empregadas para a operac¸a˜o de grandes
sistemas ele´tricos. O trabalho tambe´m contempla a crescente impor-
taˆncia atribu´ıda a`s SEs no novo cena´rio do sistema ele´trico global, bem
como a disponibilidade cada vez maior de dispositivos inteligentes pre-
sentes em sua arquitetura.
Tendo isto em vista, a coestimac¸a˜o de estados e topologia surge
como uma ferramenta eficaz, capaz de processar concomitantemente
a topologia e os estados de um dado sistema ele´trico. Partindo-se da
pressuposic¸a˜o real´ıstica de que cada subestac¸a˜o conte´m informac¸o˜es su-
ficientes para garantir a sua observabilidade, e´ via´vel conjecturar sobre
a aplicac¸a˜o do me´todo de coestimac¸a˜o de estados e topologia a subes-
tac¸o˜es individuais. Sendo assim, todas as informac¸o˜es relevantes ao
processo de estimac¸a˜o de estados passam a ser processadas localmente,
enviando-se para os CORs apenas as informac¸o˜es necessa´rias para con-
catenar de forma centralizada as estimac¸o˜es individuais. Como resul-
tado deste processo conduzido em dois n´ıveis, obte´m-se o modelo em
tempo real da rede ele´trica como um todo.
Propo˜e-se, portanto, uma estrutura hierarquizada em dois n´ıveis,
na qual o volume de informac¸o˜es que transitara˜o pela rede sera´ reduzido
e pre´-processado. Como sera´ visto nos cap´ıtulos que se seguem, esta
descentralizac¸a˜o permite inclusive o processamento local de anomalias
e erros grosseiros. O segundo n´ıvel faz uso dos conceitos de Estimac¸a˜o
de Estados Hierarquizada, que sa˜o revistos e expandidos no Cap´ıtulo
5.
Um estudo de viabilidade da proposta aqui apresentada foi feito
para o sistema modelado na forma linear em [27], sendo posteriormente
estendido para a abordagem na˜o linear em [28]. Tais artigo apresen-
tam parcialmente a metodologia e os resultados realizados durante o
desenvolvimento deste trabalho de pesquisa.
1.4 Estrutura da Tese
Os Cap´ıtulos 2, 3, 4 e 5 apresentam uma revisa˜o de conceitos,
te´cnicas e metodologias que servem de suporte para o desenvolvimento
desta proposta de doutorado. O Cap´ıtulo 6 apresenta as novas te´cnicas
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e abordagens desenvolvidas neste trabalho de pesquisa. No Cap´ıtulo 7
sa˜o apresentados os resultados obtidos. A descric¸a˜o mais detalhada do
conteu´do desses cap´ıtulos sera´ apresentada na sequeˆncia.
O Cap´ıtulo 2 apresenta uma revisa˜o a respeito da estimac¸a˜o de
estados em sistemas de poteˆncia. Primeiramente e´ feita uma revisa˜o a
respeito da estimac¸a˜o de estados convencional e a formulac¸a˜o do pro-
blema de estimac¸a˜o, seguidos pela apresentac¸a˜o de conceitos de me´to-
dos ortogonais de EE.
A apresentac¸a˜o da estimac¸a˜o de estados generalizada e a modela-
gem de dispositivos chavea´veis, juntamente com o conceito de estimac¸a˜o
de estados em n´ıvel de sec¸a˜o de barra (que e´ a abordagem adotada neste
trabalho de pesquisa) esta˜o presentes no Cap´ıtulo 3.
No Cap´ıtulo 4, o me´todo de coestimac¸a˜o de estados e topologia
proposto em [19] e aperfeic¸oado neste trabalho e´ apresentado.
O Cap´ıtulo 5 apresenta uma revisa˜o sobre me´todos de estimac¸a˜o
de estados de forma hierarquizada. Para tal, e´ feita uma revisa˜o de con-
ceitos ba´sicos sobre a estrutura hiera´rquica, bem como a apresentac¸a˜o
de algumas abordagens presentes na literatura.
No Cap´ıtulo 6, as bases conceituais da proposta deste trabalho
de pesquisa sa˜o apresentadas, visando a formulac¸a˜o da estimac¸a˜o de
estados hiera´rquica em dois n´ıveis. Os n´ıveis hiera´rquicos abordados
envolvem a relac¸a˜o entre as subestac¸o˜es e os centros de operac¸a˜o re-
gional. A proposta de aplicac¸a˜o da coestimac¸a˜o unicamente no n´ıvel
de sec¸a˜o de barras e´ enta˜o apresentada. Como resultado, propo˜e-se
uma arquitetura para esta nova abordagem de estimac¸a˜o de estados
hierarquizada, utilizando-se um estimador de dois esta´gios para o n´ıvel
superior. Por fim, e´ apresentado um exemplo ilustrativo das etapas de
estimac¸a˜o hiera´rquica proposta, utilizando-se um sistema-teste simples
composto por 4 subestac¸o˜es com configurac¸o˜es diferentes.
O Cap´ıtulo 7 apresenta os resultados obtidos para sistemas-teste
do IEEE expandidos no n´ıvel de sec¸a˜o de barra, atrave´s de diversas
simulac¸o˜es, considerando diferentes cena´rios. Ao final, sa˜o apresenta-
dos resultados preliminares, obtidos para o sistema-teste do Cap´ıtulo
6, considerando a existeˆncia de erros grosseiros (EGs) no plano de me-
dic¸a˜o para treˆs cena´rios distintos: ana´lise de EGs na CET; EGs em
medidas de fluxo de poteˆncia ativa nas linhas de transmissa˜o (a ser
operacionalizado pelo estimador de primeiro esta´gio do COR), e; EGs
em medidas provenientes de PMUs (estimador de segundo esta´gio do
COR).
Por fim, no Cap´ıtulo 8 sa˜o apresentadas as concluso˜es a respeito
dos estudos e desenvolvimentos propostos neste trabalho de doutorado,
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bem como algumas propostas para a continuidade da pesquisa.
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2 ESTIMAÇÃO DE ESTADOS CONVENCIONAL
2.1 Introduc¸a˜o
O desempenho das func¸o˜es ba´sicas de avaliac¸a˜o de seguranc¸a
da operac¸a˜o de sistemas ele´tricos de poteˆncia, realizado atrave´s da Mo-
nitorac¸a˜o de Seguranc¸a e da Ana´lise de Seguranc¸a, depende da dispo-
nibilidade de informac¸o˜es confia´veis a respeito do ponto de operac¸a˜o
atual do sistema. Para tal, e´ fundamental a existeˆncia de ferramentas
capazes de atualizar em tempo real as informac¸o˜es sobre as condic¸o˜es
de operac¸a˜o do sistema ele´trico. A Estimac¸a˜o de Estados em Sistemas
de Poteˆncia e´ a ferramenta capaz de estimar as varia´veis relevantes do
sistema a partir de medidas coletadas em tempo real atrave´s do sistema
de aquisic¸a˜o de dados (sistema SCADA).
O objetivo da EESP e´ fornecer uma base de dados em tempo real
confia´vel a partir de medidas redundantes realizadas em va´rios pontos
da rede. Mais especificamente, o estimador de estados determina valo-
res para as tenso˜es complexas em todas as barras do sistema, a partir
das quais pode-se obter virtualmente qualquer varia´vel de interesse re-
lativa a`s condic¸o˜es operativas do sistema.
Diversos me´todos esta˜o dispon´ıveis na literatura para a Estima-
c¸a˜o de Estados (EE) em sistemas ele´tricos de poteˆncia. A escolha do
me´todo de EE, bem como o tipo de modelagem do sistema (barra-ramo
ou sec¸a˜o de barra) deve ser pautado pelo n´ıvel de detalhamento nas in-
formac¸o˜es fornecidas, robustez e confiabilidade do algoritmo utilizado
e esforc¸o computacional requerido, entre outros fatores.
Este cap´ıtulo apresenta alguns conceitos fundamentais para o
desenvolvimento deste trabalho relacionados a` EESP e ana´lise de to-
pologia, visando a modelagem em tempo real de sistemas ele´tricos de
poteˆncia representados de forma convencional.
2.2 Estimac¸a˜o de Estados
A modelagem da rede em tempo real pode ser dividida no pro-
cessamento lo´gico (de quantidades bina´rias que refletem o status de
ramos chavea´veis) e nume´rico (de varia´veis representadas em ponto
flutuante, como fluxos e injec¸o˜es de poteˆncia, magnitudes das tenso˜es
nodais, etc.). Durante a EE convencional, a topologia e os paraˆmetros
da rede sa˜o em geral considerados conhecidos e os dados analo´gicos sa˜o
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processados usando a modelagem barra-ramo da rede ele´trica. Para
esta abordagem da EE, os dados lo´gicos do sistema sa˜o analisados pelo
Configurador de Redes e os nume´ricos pelo Estimador de Estados [30].
2.2.1 Configurador de Redes
A func¸a˜o do configurador de redes e´ determinar a topologia
atual da rede a partir do processamento das medidas digitais referentes
ao status das chaves e disjuntores. Ale´m destas medidas, que esta˜o
sujeitas a variac¸o˜es e tornam-se dispon´ıveis atrave´s do sistema SCADA,
o Configurador de Redes utiliza tambe´m os dados armazenados em um
banco de dados esta´tico que descreve a conexa˜o dos equipamentos do
sistema (geradores, transformadores, cargas, capacitores, linhas, etc)
com as sec¸o˜es de barramento. Sec¸o˜es de barramento que esta˜o em
um mesmo n´ıvel de tensa˜o podem ser interconectadas pelo fechamento
de chaves e disjuntores. Para diferentes combinac¸o˜es de status dos
disjuntores, resultara˜o, em geral, diferentes topologias da rede [1].
A sa´ıda do configurador e´ fornecida sob a forma tradicional de
um modelo descrito por barras e ramos, isto e´, corresponde ao diagrama
unifilar do sistema de poteˆncia. Cada barra deve ser identificada jun-
tamente com sua gerac¸a˜o, suas cargas e dispositivos em derivac¸a˜o. A
conectividade entre as barras devido a` presenc¸a de linhas de trans-
missa˜o e transformadores deve tambe´m ser descrita. O configurador
deve igualmente identificar ilhamentos e descartar as ilhas que na˜o tem
gerac¸a˜o, incluindo barras e ramos isolados.
A presenc¸a de erros nas medidas digitais relativas aos status das
chaves e disjuntores faz com que a topologia resultante do configurador
de rede seja incorreta, o que resulta em erros de topologia [70].
2.2.2 Modelo de Medic¸a˜o
Considerando-se um sistema de poteˆncia com N barras e m
medidas, tem-se o seguinte modelo de medic¸a˜o:
zm = z0 + ηm (2.1)
onde zm e´ o vetor de medidas que compo˜em o plano de medic¸a˜o, z0 e´
o vetor com os valores verdadeiros das quantidades medidas e ηm e´ o
vetor de erros aleato´rios de medic¸a˜o.
Na pra´tica, os valores verdadeiros das varia´veis de estado do
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sistema sa˜o desconhecidos. Sendo assim, para se estimar tais valores
deve-se fazer algumas suposic¸o˜es sobre o modelo de medic¸a˜o e utilizar
a relac¸a˜o entre as quantidades medidas e os estados. Para tal, supo˜e-se
que o vetor de erros de medic¸a˜o ηm apresenta a distribuic¸a˜o normal,
com me´dia zero e matriz de covariaˆncia Rm, e que os erros de medic¸a˜o
sa˜o na˜o correlacionados, isto e´:
E{ηm} = 0 e E{ηmηTm} = Rm = diag{σ21 , σ22 , . . . , σ2m} (2.2)
onde σ2i e´ a variaˆncia da medida i e E{.} e´ o operador Valor Esperado.
O vetor com os valores verdadeiros das quantidades medidas, z0,
pode sempre ser expresso em termos das varia´veis de estado:
z0 = hm(x) (2.3)
sendo hm(x) um vetor composto por m func¸o˜es na˜o-lineares do estado
do sistema e x o vetor de varia´veis de estado, de dimensa˜o igual a
n = 2N − 1 e formado pelos mo´dulos e aˆngulos de fase das tenso˜es
nodais. Na definic¸a˜o das varia´veis de estado, esta´ impl´ıcita a definic¸a˜o
da refereˆncia angular, ou seja, um dos aˆngulos de fase das tenso˜es nodais
deve ser considerado igual a 0 radianos.
2.2.3 Formulac¸a˜o do Problema de EESP via Me´todo dos Mı´-
nimos Quadrados Ponderados
A abordagem cla´ssica para o problema de estimac¸a˜o de estados
utiliza formulac¸a˜o baseada no Me´todo dos Mı´nimos Quadrados Pon-
derados (MQP). De acordo com o me´todo MQP, o vetor de estados
estimados xˆ e´ determinado de forma a minimizar a soma ponderada do
quadrado dos res´ıduos de estimac¸a˜o. Estes sa˜o definidos pela equac¸a˜o
(2.4):
rm = zm − hm(xˆ) (2.4)
Consequentemente, a func¸a˜o-objetivo a ser minimizada pelo me´-
todo MQP e´ definida como:
J(xˆ) = [zm − hm(xˆ)]TR−1m [zm − hm(xˆ)] (2.5)
Observa-se portanto que a ponderac¸a˜o dos res´ıduos quadra´ticos
na func¸a˜o-objetivo e´ realizada pela matriz R−1m , cujos elementos diago-
nais sa˜o iguais ao inverso da variaˆncia de cada medidor. Isso implica em
que quanto mais preciso for o medidor, maior a ponderac¸a˜o do respec-
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tivo res´ıduo, aumentando assim a relevaˆncia da medida correspondente
na soluc¸a˜o da EE.
2.2.4 Soluc¸a˜o da EESP via Me´todo da Equac¸a˜o Normal
Este me´todo e´ tambe´m conhecido como Me´todo de Gauss-New-
ton [30], por utilizar o algoritmo de Newton e a aproximac¸a˜o de Gauss
para a matriz Hessiana do problema de otimizac¸a˜o. Considerando-se
a formulac¸a˜o do problema de EESP apresentado na Subsec¸a˜o 2.2.2,
aplica-se as condic¸o˜es de otimalidade para o problema de minimizac¸a˜o
da equac¸a˜o (2.5), obtendo-se:
∂J
∂x
∣∣∣
x=xˆ
= 0 ⇒ HTm(xˆ)R−1m [zm − hm(xˆ)] = 0 (2.6)
onde Hm(xˆ) =
∂hm(xˆ)
∂x
∣∣∣
x=xˆ
e´ a matriz Jacobiana de hm(x).
A equac¸a˜o (2.6) e´ composta por um conjunto de equac¸o˜es esca-
lares na˜o-lineares de dif´ıcil soluc¸a˜o. Para contornar esta dificuldade,
busca-se a simplificac¸a˜o do problema atrave´s da linearizac¸a˜o de hm(x)
em torno de um ponto xk, ou seja:
hm(x) ≈ hm(xˆk) + Hm(xˆk)(x− xˆk) (2.7)
Substituindo a equac¸a˜o (2.7) na equac¸a˜o (2.1), obte´m-se:
zm − hm(xˆk) = Hm(xˆk)(x− xˆk) + ηm (2.8)
ou ainda:
∆zm = Hm(xˆ
k)∆x + ηm (2.9)
onde a equac¸a˜o (2.9) expressa a relac¸a˜o entre o vetor de medidas incre-
mentais ∆z e o vetor de correc¸a˜o dos estados, ∆x.
Esta ana´lise resulta na nova definic¸a˜o da func¸a˜o objetivo, agora
escrita para o modelo de medic¸a˜o linearizado, que pode ser assim re-
presentada:
J(∆x) = [∆zm −Hm(xˆk)∆x]TR−1m [∆zm −Hm(xˆk)∆x] (2.10)
Pode-se agora aplicar as condic¸o˜es de otimalidade para a equac¸a˜o
(2.10), de se obte´m:
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∂J
∂x
∣∣∣
x=xˆ
= 0 ⇒ HTm(xˆ)R−1m [∆zm −Hm(xˆk)∆x] = 0 (2.11)
ou, alternativamente:
[HTm(xˆ)R
−1
m Hm(xˆ
k)]∆x = HTm(xˆ)R
−1
m ∆zm (2.12)
A equac¸a˜o (2.12) e´ denominada Equac¸a˜o Normal de Gauss, e
representa o sistema linear a ser resolvido a cada iterac¸a˜o para a deter-
minac¸a˜o do incremento do vetor de estado ∆x. A matriz de coeficientes
no lado esquerdo da equac¸a˜o (2.12) e´ denominada Matriz Ganho.
2.2.4.1 Observabilidade
A capacidade de se estimarem os estados de um sistema de
poteˆncia esta´ relacionada a` quantidade de medidas existentes e seus
posicionamentos na rede. Apenas se existir um conjunto suficiente de
medidas adequadamente distribu´ıdo sobre a rede para se estimarem os
estados, pode-se dizer que o sistema e´ observa´vel [61–63]. Por mais
que o sistema ele´trico opere normalmente em condic¸o˜es observa´veis,
a possibilidade de falhas no plano de medic¸a˜o, nos equipamentos e
no sistema de transmissa˜o de dados, fazem com que seja necessa´ria a
ana´lise para estes pontos cr´ıticos de operac¸a˜o. Tal ana´lise da rede inclui
testes de observabilidade do sistema, identificac¸a˜o de ilhas observa´veis
e alocac¸a˜o de pseudo-medidas.
Ha´ duas classes de me´todos de ana´lise de observabilidade de um
sistema de poteˆncia: a abordagem topolo´gica, na qual utilizam-se te´cni-
cas combinato´rias e conceitos de teoria de grafos para extrair concluso˜es
sobre o posto da matriz Jacobiana (Hm); e a nume´rica, que utiliza te´c-
nicas nume´ricas baseadas em ca´lculos em ponto flutuante para concluir
sobre a observabilidade nume´rica. A literatura relacionada a` ana´lise de
observabilidade apresenta estudos do ponto de vista topolo´gico [13,38].
Alguns autores abordam esta questa˜o de maneira h´ıbrida [64, 65], uti-
lizando ferramentas nume´ricas e topolo´gicas. Trabalhos que tratam
da observabilidade do ponto de vista exclusivamente nume´rico normal-
mente utilizam a modelagem barra-ramo do sistema ele´trico. Ale´m
disso, a ana´lise da observabilidade nume´rica da rede em sua maioria
baseia-se em operac¸o˜es de fatorac¸a˜o ou transformac¸o˜es aplicadas a` da
matriz ganho [61–63,66–69].
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2.2.4.2 Inclusa˜o de Informac¸a˜o A Priori
A disponibilidade de informac¸o˜es a priori tem por objetivo ofe-
recer subs´ıdios para a EESP. Ela oferece ao estimador um conhecimento
pre´vio possivelmente existente a respeito das varia´veis de estado.
A presenc¸a de informac¸o˜es a priori contribui para a estabilidade
nume´rica do problema, ale´m de auxiliar na manutenc¸a˜o da observabili-
dade do sistema, aspecto que pode ser relevante na ana´lise de sistemas
em n´ıvel de sec¸a˜o de barra [37]. Tais informac¸o˜es sa˜o modeladas como
varia´veis aleato´rias e podem ser inclu´ıdas diretamente na func¸a˜o obje-
tivo do problema de EE apresentado pela equac¸a˜o (2.10). Sendo assim,
a nova func¸a˜o objetivo, levando em considerac¸a˜o as informac¸o˜es a pri-
ori, e´ acrescida do seguinte termo [15]:
1
2
pTΣ−10 p (2.13)
onde p = (xˆ − x¯) e´ um vetor n × 1 e x¯ e´ o vetor que conte´m as
informac¸o˜es a priori sobre as varia´veis de estado e Σ0 e´ a matriz de
covariaˆncia correspondente.
Aplicando-se as condic¸o˜es de otimalidade ao problema aumen-
tado acrescido pelo termo apresentado em (2.13), obtemos a seguinte
equac¸a˜o [15]:
[HTmR
−1
m Hm + Σ
−1
0 ]∆x = H
T
mR
−1
m ∆zm + Σ
−1
0 ∆x¯ (2.14)
onde ∆x¯ , (x¯ − xk), e (2.14) representa a nova Equac¸a˜o Normal de
Gauss que devera´ ser resolvida a cada iterac¸a˜o.
Uma outra consequeˆncia importante do uso de informac¸o˜es a pri-
ori, e´ a que estas eliminam a necessidade de se definir mu´ltiplas refereˆn-
cias angulares quando topologias analisadas na modelagem em tempo
real levam a ilhamentos no sistema. Informac¸o˜es a priori atuam como
pseudomedidas de baixa exatida˜o e, em casos nos quais na˜o ha´ pro-
blemas com a observabilidade, seus valores exercem pequena influeˆncia
sobre os estados estimados [38].
2.2.5 Soluc¸a˜o da EESP via Me´todo de Tableau Esparso
Visando a melhoria da estabilidade nume´rica dos me´todos de so-
luc¸a˜o da EESP, foi desenvolvido o Me´todo de Tableau Esparso (tambe´m
conhecido como Me´todo da Matriz Aumentada ou Me´todo de Hachtel),
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que possui grau de estabilidade nume´rica intermedia´ria entre o me´todo
da equac¸a˜o normal de Gauss [39] e os estimadores ortogonais a serem
descritos na Sec¸a˜o 2.3.
A equac¸a˜o dos res´ıduos de estimac¸a˜o (2.4), descrita previamente,
e´ reproduzida abaixo:
rm = zm − hm(xˆ) (2.15)
Levando-se em conta a equac¸a˜o (2.15), o problema de estimac¸a˜o
de estados e´ enta˜o formulado como um problema de otimizac¸a˜o restrita,
cuja func¸a˜o objetivo e´ a soma ponderada dos quadrados dos res´ıduos e
as restric¸o˜es sa˜o impostas pelo modelo de medic¸a˜o, ou seja:
Minimizar 12r
T
mR
−1
m rm
sujeito a zm − hm(xˆ)− rm = 0 (2.16)
Com isso, a func¸a˜o Lagrangeana resultante do problema formu-
lado na equac¸a˜o (2.16), e´ dada por:
L(xˆ, rm,λm) = 1
2
rTmR
−1
m rm + λ
T
m[zm − hm(xˆ)− rm] (2.17)
onde λm e´ o vetor dos multiplicadores de Lagrange correspondente a`
equac¸a˜o que relaciona os res´ıduos a`s quantidades medidas e aos estados.
Aplicando-se as condic¸o˜es de otimalidade de primeira ordem,
obte´m-se o seguinte conjunto de equac¸o˜es na˜o lineares:
∂L(xˆ, rm,λm)
∂rm
= R−1m rm − λm = 0
∂L(xˆ, rm,λm)
∂λm
= zm − hm(xˆ)− rm = 0 (2.18)
∂L(xˆ, rm,λm)
∂xˆ
= −HTm(xˆ)λm = 0
Da primeira equac¸a˜o acima, rm = Rmλ. Reescrevendo as demais
equac¸o˜es de otimalidade considerando este resultado, temos:
∂L
∂λ
= Rmλm − zm + hm(xˆ) = 0 (2.19)
∂L
∂xˆ
= −HTm(xˆ)λm = 0
A soluc¸a˜o do sistema de equac¸o˜es (2.18) e´ obtida aplicando-se o
me´todo de Newton, resultando na equac¸a˜o matricial (2.20):
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[
Rm Hm(xˆ)
HTm(xˆ) 0
] [
λm
∆xˆ
]
=
[
zm − hm(xˆ)
0
]
(2.20)
Como no caso do me´todo da Equac¸a˜o Normal, o problema e´
tambe´m resolvido de forma iterativa. Entretanto, a presente abordagem
tem como benef´ıcio o fato de evitar o ca´lculo expl´ıcito da matriz ganho,
o que melhora sensivelmente o condicionamento nume´rico do problema
[39].
A inclusa˜o de informac¸o˜es a priori na equac¸a˜o (2.16), pode ser
feita da mesma forma que apresentado na Subsec¸a˜o 2.2.4, resultando
no novo problema de minimizac¸a˜o restrito a ser resolvido, apresentado
pela equac¸a˜o (2.21).
Min
1
2
rTmR
−1
m rm +
1
2
pTΣ−10 p
Sujeito a : zm − hm(xˆ)− rm = 0 (2.21)
Apo´s a aplicac¸a˜o das condic¸o˜es de otimalidade para soluc¸a˜o do
problema e da linearizac¸a˜o do conjunto de equac¸o˜es resultantes, obte´m-
se o seguinte sistema de equac¸o˜es lineares representados na forma ma-
tricial [38]:( −Σ−10 HTm(xˆ)k
Hm(xˆ
k) Rm
)(
∆xˆ
λm
)
=
(
Σ−10 p
k
zm − hm(xˆk)
)
(2.22)
Com isso, os estados atualizados a cada iterac¸a˜o sera˜o dados por:
xˆk+1 = xˆk + ∆xˆ (2.23)
2.2.6 Formulac¸a˜o do Problema de EESP via Me´todo dos Mı´-
nimos Valores Absolutos Ponderados
Dentre as abordagens para soluc¸a˜o de problemas de EESP com
base em crite´rios na˜o-quadra´ticos, a mais conhecida e´ o Me´todo dos
Mı´nimos Valores Absolutos Ponderados (MVAP). Tal me´todo consiste
na formulac¸a˜o do problema de EESP considerando a norma l1 dos res´ı-
duos de estimac¸a˜o e possui importantes propriedades para rejeic¸a˜o de
erros grosseiros [40].
De acordo com a formulac¸a˜o MVAP, o problema de otimizac¸a˜o
restrito passa a ser expresso por:
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min
m∑
i=1
wi|rmi |
s. a: zm = hm(xˆ) + rm (2.24)
onde w e´ o vetor dos pesos associados aos valores medidos, sendo cada
elemento de w dado por wi =
1
σ2i
e σ2i a variaˆncia da i -e´sima medida.
Para evitar problemas decorrentes da descontinuidade das de-
rivadas dos mo´dulos de rmi , utiliza-se um artif´ıcio matema´tico. Este
consiste na introduc¸a˜o de duas varia´veis na˜o-negativas, η e ρ, corres-
pondentes a` parte positiva e negativa do vetor rm, respectivamente. O
novo problema de otimizac¸a˜o e´ dado por:
min wt(η + ρ)
s. a: zm = hm(xˆ) + (η − ρ) (2.25)
η,ρ ≥ 0 (2.26)
Considerando a utilizac¸a˜o de me´todo Primal-Dual de Pontos In-
teriores e a na˜o negatividade de η e ρ, acrescentam-se barreiras logar´ıt-
micas ao problema de otimizac¸a˜o (2.25). Levando-se tambe´m em conta
a linearizac¸a˜o de hm(xˆ), tem-se:
min wT (η + ρ)− µ
m∑
i=1
(ln ηi + ln ρi) (2.27)
s. a: (Hm I − I)
 ∆xη
ρ
 = ∆zm (2.28)
onde µ e´ o paraˆmetro da barreira logar´ıtmica [41,42].
De modo ana´logo ao apresentado na Subsec¸a˜o 2.2.5, para a so-
luc¸a˜o do problema de otimizac¸a˜o aqui apresentado deve-se encontrar a
func¸a˜o Lagrangeana da equac¸a˜o (2.27), aplicar as condic¸o˜es de otimali-
dade de primeira ordem e resolver o conjunto de equac¸o˜es na˜o-lineares
atrave´s de sucessivas iterac¸o˜es. A direc¸a˜o de busca e´ dada pelas con-
dic¸o˜es de otimalidade de primeira ordem de Karush-Kuhn-Tucker. A
aplicac¸a˜o do me´todo de Newton para resolver o sistema de equac¸o˜es
na˜o lineares resultantes fornece:
∇2L|k∆y = −∇L|k,
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que leva a` seguinte equac¸a˜o matricial:
0 0 0 HTm
0 Dση 0 I
0 0 Dσρ −I
Hm I −I 0


∆x
∆η
∆ρ
∆λm
 =

0
µe−Dηση
µe−Dρσρ
0
 (2.29)
onde D(.) representa a matriz diagonal, ση = w +λm e σρ = w−λm.
Uma vez obtida a direc¸a˜o de busca mediante a soluc¸a˜o da equa-
c¸a˜o (2.29), a atualizac¸a˜o das varia´veis e´ feita com o aux´ılio do ca´lculo
dos passos primal e dual. Este ca´lculo tem por objetivo garantir a na˜o-
negatividade das varia´veis primais η e ρ, ale´m das varia´veis duais ση
e σρ, durante o processo iterativo:
αp = min
{
min
∆ηi<0
ηi
∆ηi
, min
∆ρi<0
ρi
∆ρi
, 1
}
αd = min
{
min
∆σηi<0
σηi
∆σηi
, min
∆σρi<0
σρi
∆σρi
, 1
}
(2.30)
Apo´s o ca´lculo dos passos primal e dual, a atualizac¸a˜o das varia´-
veis
y =
[
x η ρ λm
]T
e´ feita pela aplicac¸a˜o dos procedimentos do me´todo primal-dual de
pontos interiores [41]:
yk+1 = yk + κα∆y (2.31)
onde κ = 0, 9995 garante que a soluc¸a˜o esteja dentro da regia˜o via´vel e
α representa αp para as varia´veis primais e αd para as varia´veis duais.
O paraˆmetro de barreira e´ atualizado com base na brecha de
dualidade [41]:
µ =
ηk
T
σkη + ρ
kTσkρ
2βn
(2.32)
onde β = 10 e n e´ o nu´mero de restric¸o˜es.
2.3 Me´todo sequencial-ortogonal via rotac¸o˜es de Givens
A maior robustez nume´rica apresentada pelos me´todos ortogo-
nais em relac¸a˜o ao me´todo da equac¸a˜o Normal de Gauss motivou a sua
aplicac¸a˜o a problemas de EESP [1,43,44].
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No me´todo ortogonal baseado nas rotac¸o˜es de Givens, a cada
iterac¸a˜o as medidas sa˜o processadas sequencialmente. O subproblema
linearizado solucionado na i-e´sima iterac¸a˜o e´ escrito, por convenieˆncia,
na forma dada pela equac¸a˜o (2.33), em que considera-se que o nu´mero
de medidas ja´ processadas e´ igual ao nu´mero de estados.
∆zi = H(xˆi)∆xˆi + ε (2.33)
onde ∆zi representa o vetor incremental de medidas com dimensa˜o
n × 1, ∆xˆi e´ o vetor de correc¸a˜o de estados a serem estimados com a
mesma dimensa˜o de ∆zi, H(xˆi) representando a matriz de observac¸a˜o
(matriz quadrada de dimenso˜es n×n) e ε e´ o vetor de erros de medic¸a˜o.
Considerando z1 uma nova medida a ser processada, a equac¸a˜o
(2.5) torna-se:
J¯ =
∣∣∣∣∣∣∣∣[ HThT1
]
∆xˆ−
[
∆z
∆z1
]∣∣∣∣∣∣∣∣2 (2.34)
onde HT e ∆z correspondem a`s medidas ja´ processadas, ∆z1 = h
T
1 ∆x+
1 e´ a forma incremental da relac¸a˜o entre a nova medida e os estados e
||...||2 representa a Norma Euclidiana.
A vantagem de se utilizar me´todos ortogonais esta´ no fato de
que ao se aplicar transformac¸o˜es ortogonais, a norma Euclidiana na˜o e´
alterada [1,44]. Assim, o valor de J¯(x), na˜o se altera quando transfor-
mac¸o˜es ortogonais representadas por Q sa˜o aplicadas ao argumento da
norma da equac¸a˜o (2.34). Suponha que Q e´ concebida de tal forma a
triangularizar a matriz Jacobiana aumentada, isto e´:
Q
[
HT
hT1
]
=
[
U
0
]
(2.35)
enquanto que sua aplicac¸a˜o ao vetor de medidas incrementais resulta
em:
Q
[
∆z
∆z1
]
=
[
w
e˜1
]
(2.36)
Nas equac¸o˜es acima, a matriz U e´ uma matriz triangular superior, 0 e´
um vetor nulo (linha), w e´ um vetor n× 1 e e˜1 e´ um escalar.
O vetor ∆xˆ que minimiza de J¯(x) e´ enta˜o obtido simplesmente
resolvendo-se a equac¸a˜o (2.37) por substituic¸a˜o inversa.
U∆xˆ = w (2.37)
De posse da soluc¸a˜o de (2.37), a estimativa do vetor de estados apo´s o
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processamento da nova medida e´ atualizada como:
xˆi+1 = xˆi + ∆xˆ (2.38)
Ha´ diversas maneiras de se definir transformac¸a˜o ortogonal Q
que sistematicamente triangularizam a matriz de observac¸a˜o aumen-
tada de acordo com a eq. (2.35). Como os estimadores sequ¨enciais
processam as medidas e as equac¸o˜es correspondentes uma de cada vez,
e´ vantajoso que a matriz a ser triangularizada via transformac¸o˜es or-
togonais seja operada por linhas [45]. Um me´todo adequado para isto
e´ o algoritmo de Givens e e´ descrito em detalhes na Subsec¸a˜o 2.3.1
a seguir, a qual descreve o me´todo de Givens sem ra´ızes quadradas,
que sera´ utilizado na formulac¸a˜o do estimador de primeiro esta´gio no
Centro de Operac¸a˜o Regional apresentado no Cap´ıtulo 6 desta tese.
2.3.1 Formulac¸a˜o do Problema de EESP via Me´todo de Gi-
vens com Treˆs Multiplicadores
O algoritmo de Givens consiste em aplicar rotac¸o˜es sucessivas
entre os elementos de um vetor linha p e as linhas de uma matriz tri-
angular superior U ate´ que os elementos de p sejam completamente
zerados. A Figura 1 ilustra este procedimento [1].
Figura 1 – Representac¸a˜o da triangularizac¸a˜o de U atrave´s de rotac¸o˜es
de Givens [1].
Neste trabalho utilizam-se as rotac¸o˜es ra´pidas de Givens propos-
tas primeiramente em [46] e aplicadas a` EESP em [45] e [47]. De acordo
com esta formulac¸a˜o, a matriz U e´ decomposta da seguinte forma:
U = D
1
2 U¯ (2.39)
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onde D e´ uma matriz diagonal e U¯ e´ a matriz triangular superior
unita´ria.
A linha k da matriz U de (2.35) e o vetor p como a nova linha
da matriz de observac¸a˜o a ser processada podem ser escritos conforme
as equac¸o˜es (2.40) e (2.41):
u =
[
0 . . . 0
√
d . . .
√
du¯k . . .
√
du¯n+1
]
(2.40)
p =
[
0 . . . 0
√
wpi . . .
√
wpk . . .
√
wpn+1
]
(2.41)
onde w representa o peso atribu´ıdo a cada linha da matriz de observac¸a˜o
e d o peso de cada linha da matriz U (que e´ igual ao elemento diagonal
correspondente da matriz D).
Aplicando as rotac¸o˜es em cada linha, de forma a zerar o i-e´simo
elemento de p, as equac¸o˜es (2.40) e (2.41) podem ser reescritas da
seguinte forma:
u =
[
0 . . . 0
√
d′ . . .
√
d′u¯′k . . .
√
d′u¯′n+1
]
(2.42)
p =
[
0 . . . 0 0 . . .
√
w′p′k . . .
√
w′p′n+1
]
(2.43)
As equac¸o˜es que definem as relac¸o˜es entre as entradas originais
e transformadas de u e p podem ser dadas por:
d′ = d+ wp2i
w′ = dw/d′ (2.44)
c¯ = d/d′
s¯ = wpi/d
′
p′k = pk − piu¯k
u¯k = c¯u¯k + s¯pk
}
, k = i+ 1 . . . n+ 1 (2.45)
onde c¯ e s¯ sa˜o os paraˆmetros que definem cada rotac¸a˜o elementar.
Apo´s o processamento de todas as linhas da matriz de obser-
vac¸a˜o, a soluc¸a˜o do problema EESP pode ser facilmente obtida por
substituic¸a˜o inversa com o uso de uma equac¸a˜o similar a` (2.37). O va-
lor da soma ponderada dos quadrados dos res´ıduos (2.34) e´ dado pelo
valor final de dn+1, apo´s o processamento de todas as medidas em z,
sem a necessidade de ca´lculos adicionais [43].
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2.4 Me´todo de Givens em Blocos
O me´todo de rotac¸o˜es de Givens em blocos baseia-se no algo-
ritmo desenvolvido em [48] e sera´ descrito nesta sec¸a˜o. Tal algoritmo
e´ fundamentado pelo trabalho desenvolvido em [49], no qual a matriz
ortogonal elementar Q de dimensa˜o 4× 4 dada por:
Q =
[
A ABt
−CB C
]
(2.46)
onde A, B e C sa˜o submatrizes na˜o-singulares de dimensa˜o 2× 2. As
transformac¸o˜es representadas em Q sera˜o aplicadas simultaneamente a
um par de linhas de uma matriz bloco triangular U e a um par de linhas
da matriz Jacobiana, aumentada pelas respectivas medidas. Este par de
medidas deve ser processado conjuntamente, devido a` forte correlac¸a˜o
entre elas.
A condic¸a˜o de ortogonalidade requer que:[
A ABt
−CB C
]
︸ ︷︷ ︸
Q
[
At −BtCt
BAt Ct
]
︸ ︷︷ ︸
Qt
=
[
AAt + ABtBAt 0
0 CCt + CBBtCt
]
= I4×4
(2.47)
e portanto: {
AAt + ABtBAt = I
CCt + CBBtCt = I
(2.48)
onde I e´ uma matriz identidade 2 × 2. A equac¸a˜o (2.48) pode ser
reescrita como: {
AtA = (I + BtB)−1
CtC = (I + BBt)−1
(2.49)
A transformac¸a˜o Q e´ aplicada a`s matrizes J˘ e K˘, de forma a
introduzir zeros na matriz K˘.[
A ABt
−CB C
] [
J˘
K˘
]
=
[
J˘′
K˘′
]
(2.50)
onde,
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J˘ = [ 0 · · · 0 J˘i J˘i+1 · · · J˘l ]
K˘ = [ 0 · · · 0 K˘i K˘i+1 · · · K˘l ]
(2.51)
Com mostrado em [48], as matrizes J˘ e K˘ sa˜o formadas respectivamente
por submatrizes J˘i e K˘i de dimensa˜o 2× 2, e ainda por submatrizes 0
nulas, tambe´m de dimensa˜o 2× 2.
Apo´s as rotac¸o˜es em blocos (2.50), as matrizes J˘′ e K˘′ resultantes
sa˜o dadas por:
J˘′ = [ 0 · · · 0 J˘′i J˘′i+1 · · · J˘′l ]
K˘′ = [ 0 · · · 0 0︸︷︷︸
K˘′i
K˘′i+1 · · · K˘′l ] (2.52)
Ao fixar K˘′i = 0, tem-se que:
−CBJ˘i + CK˘i = 0 (2.53)
e portanto, lembrando que C e´ na˜o-singular, tem-se que:
B = K˘i J˘
−1
i (2.54)
Tem-se da equac¸a˜o (2.49) que a matriz de rotac¸o˜es em blocos Q
pode ser totalmente determinada por sua submatriz B, que e´ calculada
por (2.54). E´ importante notar que o ca´lculo expl´ıcito das submatrizes
A e C na equac¸a˜o (2.49) requer o uso da fatorac¸a˜o de Cholesky, que e´
o ana´logo matricial da raiz quadrada.
Partindo-se das rotac¸o˜es em blocos derivadas acima, e´ desenvol-
vida em Bez [48] uma versa˜o ra´pida da rotac¸a˜o de Givens em blocos,
seguindo o procedimento matema´tico da versa˜o escalar apresentada na
Subsec¸a˜o 2.3.1, na qual se considera que as matrizes J˘ e K˘ podem ser
decompostas em:
J˘ = ∆
1/2 J = ∆
1/2 [ 0 · · · 0 Ji Ji+1 · · · Jl ]
K˘ = Ω
1/2 K = Ω
1/2 [ 0 · · · 0 Ki Ki+1 · · · Kl ] (2.55)
onde ∆ e Ω sa˜o matrizes 2×2 que podem ser interpretadas como“pesos”
atribu´ıdos a J e K, respectivamente. Pode-se ressaltar que, caso ∆ e
Ω sejam na˜o-singulares, na˜o ha´ restric¸a˜o quanto a` sua estrutura.
Como resultado, as matrizes J˘ e K˘ podem ser re-escritas de
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forma particionada:[
J˘
K˘
]
=
[
∆
1/2 0
0 Ω
1/2
]
︸ ︷︷ ︸
W1/2
[
J
K
]
︸ ︷︷ ︸
M
, W1/2 M (2.56)
Aplica-se as rotac¸o˜es de Givens em blocos Q a`s matrizes J˘ e K˘,
fatoradas como na equac¸a˜o (2.55),
Q W
1/2 M =[
A ABt
−CB C
][
∆
1/2 0
0 Ω
1/2
] [
0 · · · 0 Ji Ji+1 · · · Jl
0 · · · 0 Ki Ki+1 · · · Kl
]
(2.57)
o que resulta em:[
∆′
1/2
0
0 Ω′
1/2
] [
0 · · · 0 J′i J′i+1 · · · J′l
0 · · · 0 ︸︷︷︸
K′i
0 K′i+1 · · · K′l
]
, W′1/2M′
(2.58)
Ao se fixar K′i = 0, tem-se como consequeˆncia que:
−C B ∆1/2 Ji + C Ω1/2 Ki = 0 (2.59)
e portanto, assumindo novamente a na˜o-singularidade de C, tem-se
que:
B = (Ω
1/2 Ki)(∆
1/2 Ji)
−1 (2.60)
De (2.57) e (2.58) conclui-se que a relac¸a˜o ba´sica entre as matri-
zes antes e apo´s as rotac¸o˜es de Givens em blocos e´ dada por:
Q W
1/2 M = W′
1/2
M′ (2.61)
que e´ ana´loga ao caso escalar. Desta forma, uma nova matriz de rotac¸a˜o
P e´ definida de modo que quando aplicada diretamente a M resulte em:
PM = M′ (2.62)
o que resulta em:
Q W
1/2 M = W′
1/2
P M (2.63)
Com isso, a matriz de pesos W e´ apenas atualizada, ao passo que
a matriz 4×4 P e´ a nova rotac¸a˜o a ser aplicada a M. Os elementos de P
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e a expressa˜o de atualizac¸a˜o de W′
1/2
sa˜o obtidos elemento a elemento
a partir da equac¸a˜o (2.63):[
A ABt
−CB C
] [
∆
1/2 0
0 Ω
1/2
]
M =
[
∆′
1/2
0
0 Ω′
1/2
] [
P11 P12
P21 P22
]
M (2.64)
resultando em,[
A∆
1/2 ABtΩ
1/2
−CB∆1/2 CΩ1/2
]
M =
[
∆′
1/2
P11 ∆
′1/2P12
Ω′
1/2
P21 Ω
′1/2P22
]
M (2.65)
Como consequeˆncia, para se determinar P e´ necessa´rio solucionar o
sistema de quatro equac¸o˜es matriciais abaixo:
A∆
1/2 = ∆′
1/2
P11
ABtΩ
1/2 = ∆′
1/2
P12
−CB∆1/2 = Ω′1/2P21
CΩ
1/2 = Ω′
1/2
P22
(2.66)
O lado esquerdo do sistema (2.66) e´ formado por matrizes co-
nhecidas, uma vez que os fatores de ponderac¸a˜o iniciais ∆
1/2 e Ω
1/2 sa˜o
dados do problema e A, B e C sa˜o calculados por (2.48) e (2.60). Ja´ o
lado direito e´ formado por seis inco´gnitas matriciais. Como resultado
disso, o sistema de equac¸o˜es possui dois graus de liberdade. Seguindo
a analogia com o caso escalar, foram propostas em [48] as seguintes
escolhas sa˜o feitas simultaneamente para explorar estes dois graus de
liberdade:
1. A submatriz P22 e´ escolhida como:
P22 = I2×2 (2.67)
fazendo com que, na transformac¸a˜o ortogonal em blocos P, res-
tem apenas treˆs multiplicadores matriciais a serem determinados:
P11, P12 e P21;
2. Apo´s a rotac¸a˜o em blocos, o elemento J′i e´ definido como uma
matriz identidade de dimensa˜o 2. Re-examinando (2.62), obte´m-
se:
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P11 P12
P21 P22
 0 · · · 0 Ji Ji+1 · · · Jl
0 · · · 0 Ki Ki+1 · · · Kl

=
 0 · · · 0 J′i J′i+1 · · · J′l
0 · · · 0 0 K′i+1 · · · K′l
 (2.68)
portanto,
P11Ji + P12Ki = I2×2 (2.69)
Uma vez que o algoritmo e´ inicializado com Ji = I2×2, as rotac¸o˜es
em blocos subsequentes na˜o devem alterar este valor. Com isso,
Ji = J
′
i = I2×2 e a equac¸a˜o (2.69) pode ser reescrita como:
P11 + P12Ki = I2×2 (2.70)
Ao solucionar o sistema de equac¸o˜es (2.66), sujeito a` escolha dos
graus de liberdade (2.67) e (2.70), tem-se que:
∆′ = ∆ + KtiΩKi
P11 = ∆
′−1∆
P12 = ∆
′−1KtiΩ
Ω′ = Ω(I−KiP12)
P21 = −Ki
P22 = I
(2.71)
Nesta nova versa˜o em blocos das rotac¸o˜es ra´pidas de Givens na˜o
e´ necessa´ria a fatorac¸a˜o de Cholesky para determinar P. Ale´m disso,
e´ necessa´rio atualizar apenas as matrizes ∆ e Ω, de modo que decom-
posic¸o˜es de Cholesky para se obter ∆
1/2 e Ω
1/2 nunca sa˜o efetivamente
calculadas.
2.4.1 Formulac¸a˜o do Problema de EESP via Rotac¸o˜es de Gi-
vens em Blocos
A soluc¸a˜o da estimac¸a˜o de estados via rotac¸o˜es ra´pidas de Givens
em blocos e´ feita de forma semelhante a`quela do estimador baseado
na versa˜o escalar. Pore´m, como na versa˜o em blocos as medidas sa˜o
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processadas aos pares, e´ poss´ıvel considerar uma eventual correlac¸a˜o
entre os erros [48].
Considere o problema de estimac¸a˜o de estados abaixo, lineari-
zado em torno de um ponto xˆk, a ser solucionado a cada iterac¸a˜o:
Min
∆xˆk
J(∆xˆk) =
1
2
[∆z˘k − H˘(xˆk)∆xˆk]t[∆z˘k − H˘(xˆk)∆xˆk] (2.72a)
=
1
2
∥∥∥∆z˘k − H˘(xˆk)∆xˆk∥∥∥2 (2.72b)
onde ‖.‖ e´ a func¸a˜o norma Euclidiana e
H˘(xˆk) , R − 1/2H(xˆk)
∆z˘k , R − 1/2∆zk
(2.73)
Assim com descrito em [48], pode-se supor, sem perda de gene-
ralidade, que em um dado momento do processamento sequencial de
medidas, a matriz H˘(xˆk) tenha dimensa˜o igual ao nu´mero de varia´veis
estados, ou seja n × n, e portanto ∆z˘k e´ um vetor n × 1. Os compo-
nentes de um par de medidas (zi, zj) a ser processado pelo estimador
podem ser representados pelo modelo de medic¸a˜o zi = hi(x) + εi e
zj = hj(x) + εj , respectivamente, e que este par de medidas possui
matriz de covariaˆncia dada por:
E{εi εj} = Ri,j =
 σ2i ci,j
cj,i σ
2
j
 (2.74)
onde σ2i e σ
2
j sa˜o as variaˆncias pro´prias do erros das medidas i e j,
respectivamente, e ci,j e cj,i sa˜o as covariaˆncias entre os erros do par.
As matrizes Jacobianas de hi e hj em torno do ponto xˆ
k sa˜o dadas por
hi(xˆ
k) e hj(xˆ
k), ambas com dimensa˜o 1× n.
Deve-se considerar ainda que (zi, zj) e´ o pro´ximo par de medi-
das a ser processado pelo estimador de estados. Com isso, a func¸a˜o
objetivo (2.72b) e´ re-escrita como:
J(∆xˆk) =
1
2
∥∥∥∥∥∥∥∥

∆z˘k
∆z˘ki
∆z˘kj
−

H˘(xˆk)
h˘i(xˆ
k)
h˘j(xˆ
k)
∆xˆk
∥∥∥∥∥∥∥∥
2
(2.75)
onde ∆zki = zi − hi(xˆk), ∆zkj = zj − hj(xˆk) e o sinal ˘ indica o escalo-
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namento ja´ definido na equac¸a˜o (2.73).
A norma Euclidiana em (2.75) e´ invariante a` aplicac¸a˜o de trans-
formac¸o˜es ortogonais. Uma nova transformac¸a˜o ortogonal T e´ definida
de modo que:
T

∆z˘k
∆z˘ki
∆z˘kj
 =

c
ei
ej

T

H˘(xˆk)
h˘i(xˆ
k)
h˘j(xˆ
k)
 =

U
0
0

(2.76)
onde c e´ um vetor n × 1, ei e ej sa˜o escalares, U e´ uma matriz n × n
triangular superior e 0 sa˜o vetores nulos 1× n.
Aplica-se a nova transformac¸a˜o ortogonal T a` func¸a˜o obje-
tivo (2.75), resultando em:
Min
∆xˆk
J(∆xˆk) =
1
2
∥∥c−U∆xˆk∥∥2 + e2i + e2j︸ ︷︷ ︸
SQPR
(2.77)
Apo´s o par de medidas zi e zj ser processado, o vetor ∆xˆ
k que
minimiza o subproblema (2.77) sera´ obtido atrave´s da soluc¸a˜o do sis-
tema triangular de equac¸o˜es abaixo:
U∆xˆk = c (2.78)
Da forma similar ao estimador baseado nas rotac¸o˜es de Givens
escalares, a contribuic¸a˜o para a soma ponderada dos quadrados dos
res´ıduos de medic¸a˜o pode ser calculada parcialmente, a cada processa-
mento de um par de medidas.
A transformac¸a˜o ortogonal (2.76) e´ obtida mediante a aplicac¸a˜o
de sucessivas rotac¸o˜es de Givens em blocos, de modo que:
[Q1] [Q2] · · · [Ql]︸ ︷︷ ︸
T

H˘(xˆk) ∆z˘k
h˘i(xˆ
k) ∆z˘ki
h˘j(xˆ
k) ∆z˘kj
 =

U c
0 ei
0 ej
 (2.79)
Onde [Qk] e´ uma matriz de rotac¸a˜o de Givens em blocos, dada por:
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[Qk] =

I2×2
. . .
I2×2
A ABt
−CB C
I2×2
. . .
I2×2

(n+2)×(n+2)
(2.80)
Retomando a representac¸a˜o na˜o-escalonada das matrizes do problema
decorrentes de (2.73), a equac¸a˜o (2.79) pode ser re-escrita como:
[Ql] · · · [Q2] [Q1]
R − 1/2
R
− 1/2
i,j


H(xˆk) ∆zk
hi(xˆ
k) ∆zki
hj(xˆ
k) ∆zkj
 =

U c
0 ei
0 ej
 (2.81)
A partir de (2.81) sa˜o definidas novas transformac¸o˜es ortogonais [Pl],
..., [P2], [P1] de acordo com o desenvolvimento da versa˜o ra´pida das
rotac¸o˜es de Givens em blocos, de modo que:
W′1/2
W
′1/2
i,j
 [Pl] · · · [P2] [P1]

H(xˆk) ∆zk
hi(xˆ
k) ∆zki
hj(xˆ
k) ∆zkj
 =

U c
0 ei
0 ej
 (2.82)
onde W
′1/2
i,j e´ uma matriz 2× 2 e W
′1/2 e´ uma matriz bloco-diagonal de
dimensa˜o n×n. Ambas sa˜o as ponderac¸o˜es atualizadas decorrentes das
l rotac¸o˜es em blocos, conforme o desenvolvimento na equac¸a˜o (2.63).
A estrutura de W
′1/2 e´ dada por:
W
′1/2 =

W ′1,1 W
′
1,2
W ′2,1 W
′
2,2
W ′3,3 W
′
3,4
W ′4,3 W
′
4,4
. . .
. . .
. . .
. . .

1/2
(2.83)
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Aplicar as l rotac¸o˜es ra´pidas de Givens em blocos [48] resulta
em: W′1/2
W
′1/2
i,j

 U¯ c¯0 1
0 0
 =

U c
0 ei
0 ej
 (2.84)
onde U¯ e´ uma matriz n × n triangular superior unita´ria (isto e´, cuja
diagonal e´ formada por elementos iguais a 1) e c e´ um vetor n × 1.
Examinando a equac¸a˜o (2.84), tem-se que:
U = W
′1/2 U¯
c = W
′1/2 c¯
(2.85)
Substituindo (2.85) em (2.78), o incremento ∆xˆk do valor esti-
mado para varia´veis de estado na k-e´sima iterac¸a˜o e´ obtido resolvendo-
se por substituic¸a˜o reversa o sistema triangular:
U¯ ∆xˆk = c¯ (2.86)
Esta formulac¸a˜o resulta em um estimador na˜o iterativo que pro-
cessa as medidas em coordenadas retangulares. Tal estimador se torna
bastante atrativo para se trabalhar com grande nu´mero de informac¸o˜es.
Sendo assim, vislumbra-se a possibilidade de se trabalhar com medidas
de tensa˜o e corrente provenientes de PMUs, utilizando coordenadas
retangulares. Tal abordagem servira´ de base para a formulac¸a˜o do
estimador de segundo esta´gio, a ser implementado no Centro de Ope-
rac¸a˜o Regional, aprimorando a qualidade das estimativas do estimador
convencional. Tal proposta sera´ discutida no Cap´ıtulo 6.
2.5 Ana´lise de erros grosseiros
A presenc¸a de erros grosseiros no plano de medic¸a˜o se deve a fa-
lhas nos canais de comunicac¸a˜o, equipamentos de medic¸a˜o defeituosos,
erro na modelagem das pseudo-medidas, entre outros. Na estimac¸a˜o
de estados, medidas portadoras de erros grosseiros sa˜o aquelas cujos
erros na˜o sa˜o compat´ıveis com o que e´ suposto no modelo de medic¸a˜o.
Como resultado da presenc¸a de tais medidas, a estimac¸a˜o de estados
final e´ prejudicada, gerando deteriorac¸a˜o nas estimativas, uma vez que
o estimador baseado no Me´todo dos Mı´nimos Quadrados minimiza a
soma ponderada do quadrado dos res´ıduos, e res´ıduos grandes devido a
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presenc¸a de erros grosseiros afetam significativamente o resultado final
da estimac¸a˜o.
Nesta sec¸a˜o sa˜o apresentadas duas metodologias para a detec-
c¸a˜o de erros grosseiros, uma para me´todos convencionais e outra para
me´todos ortogonais. Tais ferramentas sa˜o fundamentais para o desen-
volvimento do estimador proposto nesta tese.
2.5.1 Detecc¸a˜o, identificac¸a˜o e eliminac¸a˜o de erros grosseiros
para me´todo de Tableau Esparso
A presenc¸a de erros grosseiros no plano de medic¸a˜o pode ser de-
tectada atrave´s da ana´lise do valor final obtido para func¸a˜o objetivo,
J(xˆ), do problema de otimizac¸a˜o (2.21). Caso J(xˆ) seja maior que um
limiar definido com base na distribuic¸a˜o do qui-quadrado e em uma
probabilidade de falso alarme fixada para o modelo em questa˜o [50,51],
ha´ ind´ıcios da presenc¸a de erros grosseiros entre as medidas. Com base
no resultado deste teste de detecc¸a˜o de medidas espu´rias, duas alterna-
tivas podem ser tomadas. Se o teste indicar a na˜o existeˆncia de erros
grosseiros, o processo de estimac¸a˜o e´ encerrado. Em caso contra´rio,
as medidas portadoras de erro grosseiro devem ser localizadas, o que
requer o exame individual dos res´ıduos da estimac¸a˜o. Se apenas uma
u´nica medida esta´ contaminada com erro grosseiro, a` primeira vista
uma poss´ıvel estrate´gia de identificac¸a˜o poderia ser baseada na determi-
nac¸a˜o do ma´ximo res´ıduo, com a expectativa de que este correspondesse
a medida espu´ria. Entretanto, isto na˜o e´ necessariamente verdade, pois
medidores de diferentes tipos de quantidades possuem diferentes classes
de exatida˜o e outras caracter´ısticas, tal que as variaˆncias dos res´ıduos
podem ser significativamente distintas umas das outras. Ale´m disso,
com planos de medic¸a˜o deficientes aumenta a possibilidade de que os
res´ıduos sejam correlacionados entre si, de modo que o efeito de um
erro grosseiro associado a uma medida pode se espalhar sobre os res´ı-
duos de outras quantidades. Supondo que a redundaˆncia das medidas
e´ adequada, estas dificuldades sa˜o contornadas utilizando-se o Me´todo
do Ma´ximo Res´ıduo Normalizado, conforme descrito a seguir.
Para tal, considera-se, sem perda de generalidade para o caso
na˜o linear, o modelo de medic¸a˜o linearizado, cujo vetor dos res´ıduos de
estimac¸a˜o e´ dado por:
rm = ∆zm −∆zˆm = ∆zm −Hm∆xˆ (2.87)
O vetor de incrementos nas varia´veis de estado fornecido durante
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o processo iterativo de soluc¸a˜o da equac¸a˜o normal e´ dado por:
∆xˆ = (HTmR
−1
m Hm)
−1HTmR
−1
m ∆zm (2.88)
enta˜o o vetor dos res´ıduos de medic¸a˜o pode ser re-escrito como:
rm =
[
I−Hm(HTmR−1m Hm)−1HTmR−1m
]
∆zm
=
[
Rm −Hm(HTmR−1m Hm)−1HTm
]
R−1m ∆zm
= WR−1m ∆zm (2.89)
onde W = Rm −HmCxHTm, com a matriz de covariaˆncia dos erros de
estimac¸a˜o, denotada Cx, expressa como: Cx = (H
T
mR
−1
m Hm)
−1.
A partir da Eq. (2.89), define-se a matriz de sensibilidade dos
res´ıduos como:
S , WR−1m = I−Hm(HTmR−1m Hm)−1HTmR−1m (2.90)
Interpretando-se a equac¸a˜o (2.89), verifica-se que a matriz de sensibili-
dade S indica como o efeito de uma medida portadora de erro grosseiro
se espalha sobre os elementos do vetor de res´ıduos. Mostra-se tambe´m
que a matriz W e´ a matriz de covariaˆncia dos res´ıduos [51].
Como os res´ıduos normalmente apresentam variaˆncias diferen-
tes, nem sempre a medida cujo valor residual em mo´dulo e´ maior que
os demais e´ a medida portadora de erro grosseiro. Para efetuar uma
comparac¸a˜o justa entre os res´ıduos, deve-se calcular o vetor de res´ıduos
normalizados, que e´ definido como:
rN , D−1/2rm (2.91)
onde D = diag(W).
Em outras palavras, o res´ıduo normalizado para uma dada me-
dida k e´ obtido dividindo-se o res´ıduo da medida k pelo desvio-padra˜o
deste res´ıduo, isto e´:
rNk =
rmk√
Wkk
(2.92)
onde Wkk representa o termo diagonal da matriz de covariaˆncia dos
res´ıduos W.
Com isso, em um sistema de poteˆncia monitorado atrave´s de um
plano de medic¸a˜o que oferece boas condic¸o˜es de redundaˆncia, se ape-
nas uma medida e´ portadora de erro grosseiro e as demais medidas sa˜o
perfeitas, enta˜o a medida erroˆnea apresenta o ma´ximo res´ıduo norma-
lizado em valor absoluto [50]. Caso existam erros grosseiros mu´ltiplos,
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uma abordagem geralmente utilizada consiste na execuc¸a˜o sucessiva de
ciclos de estimac¸a˜o identificac¸a˜o-eliminac¸a˜o de erros grosseiros. Entre-
tanto, este procedimento pode falhar na presenc¸a de erros grosseiros
iterativos, caso em que me´todos mais elaborados devem ser emprega-
dos [51].
2.5.2 Detecc¸a˜o, identificac¸a˜o e eliminac¸a˜o de erros grosseiros
para me´todo de Givens com treˆs multiplicadores
A grande vantagem de se utilizar o me´todo de Givens descrito
na Subsec¸a˜o 2.3.1 esta´ no fato de que a soma parcial dos quadrados
dos res´ıduos esta´ dispon´ıvel assim que a medida e´ processada. Como
consequeˆncia, este fato pode ser utilizado para detecc¸a˜o de erros gros-
seiros [45].
De forma a extrair o ma´ximo proveito do algoritmo, deve-se re-
alizar o teste de detecc¸a˜o de erros grosseiros apo´s o processamento de
cada linha. Isto na˜o implica que o erro grosseiro esta´ presente na u´l-
tima medida processada, mas sim que ha´ evideˆncias de erro grosseiro no
conjunto de medidas anteriormente processadas, que a inclui. Este fato
reduz o conjunto de busca, e e´ baseado na utilizac¸a˜o de um limiar va-
ria´vel K, que e´ alterado de acordo com a ordem da medida processada,
dado por:
K = χ2k;(1−α) (2.93)
onde k e´ o valor corrente do nu´mero de graus de liberdade.
Uma ana´lise mais cuidadosa do problema mostra que, na rea-
lidade, o teste na˜o deve ser realizado apo´s o processamento de certas
linhas da matriz Jacobiana H. Para esclarecer este ponto, considere
que i, l < i < m, seja a ordem da linha de H aumentada que acabou de
ser completamente zerada atrave´s de sucessivas rotac¸o˜es de Givens. O
exame da soma ponderada dos quadrados dos res´ıduos (SPQR) resul-
tante pode revelar que: (a) o valor da SPQR permaneceu inalterado;
ou (b) o processamento da linha i provocou um aumento na SPQR. E´
claro que na˜o ha´ nenhum objetivo em se aplicar o teste de detecc¸a˜o
para as medidas associadas com o caso (a). Estas medidas sera˜o cha-
madas medidas ba´sicas. O fato de que a SPQR na˜o se altera apo´s o
processamento de uma medida ba´sica implica que, ate´ aquele ponto,
nenhuma medida redundante com a medida ba´sica foi processada. O
nu´mero total de medidas ba´sicas e´ igual a` dimensa˜o do vetor de estado,
n.
O limiar usado no teste de detecc¸a˜o para o me´todo de Givens
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baseado na Eq. (2.93) considera que o nu´mero de graus de liberdade
e´ uma varia´vel que depende da ordem da medida cujo processamento
antecedeu ao teste. O procedimento completo para detecc¸a˜o e´ descrito
a seguir.
Seja i a ordem da linha aumentada de H que acabou de ser
processada. Verifica-se inicialmente se a SPQR sofreu ou na˜o variac¸a˜o
com respeito ao valor correspondente a` linha anteriormente processada.
Em caso negativo, nenhum teste e´ realizado e passa-se ao processamento
da linha seguinte. Em caso positivo, incrementa-se de 1 o nu´mero de
graus de liberdade do qui-quadrado e em seguida compara-se o valor
da nova SPQR com χ2k;(1−α). Se SPQR > χ
2
k;(1−α), conclui-se que ao
menos uma medida com erro grosseiro foi processada ate´ aquele ponto.
Ao cabo do processamento das m medidas, o nu´mero total de
graus de liberdade sera´ exatamente igual a m − n, de modo que um
teste de detecc¸a˜o realizado neste ponto confunde-se com o teste usado
para me´todos tipo batch dado pela Eq. (2.93).
2.5.2.1 Identificac¸a˜o
Quando o teste de detecc¸a˜o for positivo, torna-se necessa´rio iden-
tificar as medidas portadoras de erro grosseiro. O procedimento para
identificac¸a˜o dessas medidas utilizado com o me´todo de Givens e´ ba-
seado na busca do ma´ximo res´ıduo normalizado. Este tambe´m e´ o
procedimento usado em conexa˜o com o me´todo da equac¸a˜o normal.
Contudo, como acontece com o teste de detecc¸a˜o, e´ poss´ıvel se tirar
vantagem do cara´ter sequencial do me´todo de Givens para aumentar a
eficieˆncia do procedimento de identificac¸a˜o.
Sabe-se que a maior dificuldade na obtenc¸a˜o dos res´ıduos norma-
lizados e´ o ca´lculo dos fatores de normalizac¸a˜o, que sa˜o os inversos dos
desvios-padra˜o dos res´ıduos. Para obteˆ-los, torna-se necessa´rio calcular
os elementos diagonais da matriz de covariaˆncia dos res´ıduos, dada por:
W = R−HCxHT (2.94)
As matrizes H e R sa˜o as mesmas definidas previamente. Nota-
se que e´ necessa´rio o ca´lculo expl´ıcito da inversa Cx = (H
TR−1H)−1, o
que requer um considera´vel esforc¸o computacional. Os problemas com-
putacionais associados com a Eq. (2.94) sa˜o sensivelmente minorados
quando o me´todo de ma´ximo res´ıduo normalizado e´ utilizado com as
rotac¸o˜es de Givens.
As caracter´ısticas das rotac¸o˜es de Givens permitem que:
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1. O ca´lculo da matriz Cx, e consequentemente de W, seja
facilitado expressando-se Cx em termos das matrizes D e U¯ da Eq.
(2.37);
2. Haja necessidade de obter apenas os primeiros d elementos
diagonais de W, onde d e´ a ordem da medida apo´s a qual o teste de
detecc¸a˜o foi positivo.
Com refereˆncia ao item (1), deve ser observado que as matrizes D
e U¯ ja´ esta˜o dispon´ıveis, uma vez que sa˜o obtidas do processamento da
linha de H atrave´s das rotac¸o˜es de Givens. Em termos destas matrizes,
mostra-se [45] que o i -e´simo elemento diagonal de W, denotado por
wii, pode ser escrito como
wii = Rii −
n∑
k=1
(
Vik
Dkk
)2
, i = 1, 2, . . . ,m (2.95)
onde
V = HU¯−1 (2.96)
O ca´lculo da matriz V requer a inversa da matriz triangular uni-
ta´ria U¯. A j -e´sima coluna de U¯−1 pode ser obtida como o vetor soluc¸a˜o
de um problema de substituic¸a˜o inversa cuja matriz de coeficientes e´ U¯
e cujo lado direito e´ a j -e´sima coluna da matriz identidade.
O ı´tem (2) acima decorre do procedimento descrito no ı´tem (1)
e implica em que, se d e´ a ordem da u´ltima medida processada pelo
me´todo de Givens antes do teste do qui-quadrado ser positivo, enta˜o
basta se examinar os res´ıduos normalizados das medidas 1, 2, . . . , d. O
resultado e´ uma reduc¸a˜o de esforc¸o computacional, ja´ que a matriz H
na Eq. (2.96) passa a ser a submatriz do Jacobiano formada por suas d
primeiras linhas e σ2ri da Eq. (2.95) passa a ser calculado apenas para
i = 1, 2, . . . , d. As vantagens propiciadas por este procedimento sera˜o
tanto maiores quanto mais pro´xima a medida espu´ria estiver do in´ıcio
da lista de medidas.
Embora a presenc¸a de um erro grosseiro possa ser detectada
muito antes do processamento do u´ltimo elemento do conjunto de me-
didas, e´ conveniente que a identificac¸a˜o seja realizada apo´s o proces-
samento de todas as medidas, a fim de que a redundaˆncia utilizada
seja a ma´xima poss´ıvel. Observe-se contudo que o fato de a detecc¸a˜o
ter ocorrido antes e´ ainda de muita valia, pois restringe o conjunto de
medidas que podem ser portadoras de erro grosseiro, conforme descrito
no para´grafo anterior.
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2.5.2.2 Remoc¸a˜o
No me´todo da equac¸a˜o normal, a detecc¸a˜o de um erro grosseiro
entre as medidas processadas pelo estimador invalida os resultados da
estimac¸a˜o de estados, ja´ que estas esta˜o contaminadas pelos efeitos
da(s) medida(s) espu´ria(s).
Quando se utiliza as rotac¸o˜es de Givens, e´ poss´ıvel adotar um
procedimento decorrente da ortogonalidade do me´todo, o qual permite
a remoc¸a˜o dos efeitos de erros sobre as matrizes U¯ e D ta˜o logo a medida
portadora do erro grosseiro tenha sido identificada. Este procedimento
consiste simplesmente em se reprocessar esta medida, com peso igual
ao negativo do valor do peso original [46].
Um efeito imediato da remoc¸a˜o dos efeitos de uma medida es-
pu´ria sobre as matrizes U¯ e D e´ que a SPQR sofre imediatamente um
decre´scimo, do valor inicialmente afetado pela presenc¸a do erro gros-
seiro grosseiro para o valor que existiria se a medida na˜o houvesse sido
processada.
Como resultado da remoc¸a˜o de um erro grosseiro, torna-se agora
poss´ıvel aproveitar os ca´lculos ja´ executados para obtenc¸a˜o de esti-
mativas para os estados, ate´ a iterac¸a˜o onde se realizou a detecc¸a˜o,
identificac¸a˜o e remoc¸a˜o da medida espu´ria. Ale´m disso, esta medida
pode ser eliminada do conjunto de medidas a serem processadas nas
iterac¸o˜es subsequentes. Deve-se mencionar contudo que ha´ o risco de
na˜o se obter convergeˆncia para o processo iterativo, ja´ que o me´todo
de Newton sofreu a influeˆncia da presenc¸a do erro grosseiro na pri-
meira iterac¸a˜o. Na˜o obstante, verifica-se para exemplos estudados que,
se a matriz Jacobiana for atualizada durante algumas iterac¸o˜es apo´s a
remoc¸a˜o inicial do erro grosseiro, os riscos de divergeˆncia sa˜o pequenos.
2.6 Concluso˜es
A estimac¸a˜o de estados em sistemas de poteˆncia e´ a ferramenta
necessa´ria para ana´lise em tempo real. Neste cap´ıtulo foram apresen-
tadas alguns me´todos para a estimac¸a˜o de estados e ana´lise de erros
grosseiros, considerando o sistema modelado de forma convencional.
Tais ferramentas foram fundamentais para o desenvolvimento
deste trabalho de doutorado e suas aplicac¸o˜es sera˜o detalhadas mais
a frente nesta tese.
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3 ESTIMAÇÃO DE ESTADOS NO NÍVEL DE SEÇÃO DE BARRA
3.1 Introduc¸a˜o
O avanc¸o da tecnologia e sua implementac¸a˜o no sistema ele´trico
fez com que informac¸o˜es importantes relacionadas aos arranjos e dis-
positivos chavea´veis internos a`s subestac¸o˜es passassem a ser relevantes,
as quais a EESP tradicional na˜o contempla.
Conforme apresentado no Cap´ıtulo 2, a maior parte da literatura
e das implementac¸o˜es pra´ticas em EESP considera a modelagem barra-
ramo da rede. Isso faz com que informac¸o˜es relevantes relacionadas ao
status de chaves e disjuntores sejam desconsideradas, apenas levando
em considerac¸a˜o o resultado obtido pelo configurador de rede.
Monticelli e Garcia [8] propuseram uma modelagem exata para
representar tais dispositivos na EESP. Nesta abordagem, os fluxos de
poteˆncia atrave´s dos ramos com dispositivos chavea´veis sa˜o inclu´ıdos
como novas varia´veis de estado, juntamente com as tenso˜es complexas
de todas as barras do sistema. Posteriormente, foi demonstrado que
informac¸o˜es referentes aos status dos dispositivos chavea´veis podem
ser inclu´ıdas no problema de EESP como restric¸o˜es de igualdade [11].
Este tipo de abordagem deu origem a` Estimac¸a˜o de Estados no Nı´vel
de Sec¸a˜o de Barra, a qual permite a representac¸a˜o explicita de ramos
contendo dispositivos chavea´veis para estudos de EESP.
Este Cap´ıtulo tem por objetivo apresentar em detalhes estas di-
ferentes abordagens para estimac¸a˜o de estados contemplando a modela-
gem no n´ıvel de sec¸a˜o de barra, visando sua aplicabilidade na proposta
deste trabalho de doutorado.
3.2 Modelagem dos Ramos Chavea´veis
Antes de introduzir a formulac¸a˜o do problema de Estimac¸a˜o
de estados Generalizada (EEG), e´ importante atentar para a modela-
gem da rede em n´ıvel de sec¸a˜o de barra. Esta modelagem tem como
objetivo expandir o modelo pre´-existente (barra-ramo) de forma a pos-
sibilitar a representac¸a˜o detalhada de determinadas subestac¸o˜es. Esta
representac¸a˜o foi primeiramente apresentada em [8], sob a forma de
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pseudomedidas e posteriormente expandida em [11, 38] atrave´s da in-
troduc¸a˜o do conceito de restric¸o˜es operacionais.
As equac¸o˜es (3.1) e (3.2) a seguir, apresentam as restric¸o˜es ope-
racionais impostas quando o disjuntor/chave se encontra fechado. Elas
mostram que quando isto acontece, a diferenc¸a angular e a diferenc¸a
de tensa˜o das barras de origem e destino sa˜o iguais a zero.
θkl = θk − θl = 0 (3.1)
υkl = υk − υl = 0 (3.2)
onde k representa a barra de origem do ramo chaveado e l representa
a barra de destino do ramo chaveado.
Quando o dispositivo chavea´vel se encontra aberto, tem-se as
seguintes restric¸o˜es operacionais:
tkl = 0 (3.3)
ukl = 0 (3.4)
As equac¸o˜es (3.3) e (3.4) mostram que os fluxos ativo e reativo atrave´s
do dispositivo chavea´vel sa˜o nulos nestas condic¸o˜es.
Ale´m das restric¸o˜es operacionais apresentadas acima, outras res-
tric¸o˜es podem surgir da configurac¸a˜o no n´ıvel de sec¸a˜o de barras da
rede. Estas restric¸o˜es denominadas restric¸o˜es estruturais, sa˜o con-
sequeˆncia da estrutura da rede e na˜o sa˜o alteradas pela abertura ou
fechamento dos dispositivos chavea´veis. A incideˆncia de no´s/barras de
passagem cujas injec¸o˜es de poteˆncia ativa e reativa sa˜o nulas, torna-se
mais frequente quando se tem este tipo de modelagem. A formulac¸a˜o
matema´tica do estimador para este tipo de no´/barra de passagem pode
ser dada por:
pk = 0 (3.5)
qk = 0 (3.6)
onde pk e qk representam as injec¸o˜es de poteˆncia ativa e reativa na
barra k, respectivamente.
Finalmente, as expresso˜es de injec¸a˜o de poteˆncia ativa e reativa
que envolvem tanto ramos convencionais quanto ramos chavea´veis tam-
be´m sera˜o afetadas pelas novas varia´veis de estado. Estas injec¸o˜es sa˜o
calculadas atrave´s do somato´rio dos fluxos de poteˆncia nos ramos inci-
dentes a` barra onde a injec¸a˜o e´ medida. Para ramos convencionais, tais
fluxos continuam a ser calculadas convencionalmente, pore´m, para os
ramos com dispositivos chavea´veis, os fluxos de poteˆncia sa˜o expressos
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diretamente em func¸a˜o das novas varia´veis de estado. Se Pk (Qk) e´ a
injec¸a˜o de poteˆncia ativa (reativa) em um no´ ele´trico no qual incidem
tanto ramos convencionais quanto chavea´veis, tem-se:
Pk =
∑
mΩ¯k
tkm(Vk, Vm, θk, θm) +
∑
lΓk
tkl (3.7)
Qk =
∑
mΩ¯k
ukm(Vk, Vm, θk, θm) +
∑
lΓk
ukl (3.8)
onde Ω¯k e´ o conjunto de barras conectadas a` barra/sec¸a˜o de barra k
atrave´s de ramos convencionais (linhas de transmissa˜o e interligac¸a˜o) e,
Γk e´ o conjunto de barras conectadas a` barra/sec¸a˜o de barra k atrave´s
de ramos chavea´veis.
3.3 Estimac¸a˜o de Estados Generalizada
A estimac¸a˜o de estados generalizada permite a aplicac¸a˜o da EE
convencional a sistemas modelados no n´ıvel de sec¸a˜o de barra, onde
ramos chavea´veis (ramos que conteˆm disjuntores/chaves) sa˜o explici-
tamente representados. Tal ana´lise se tornou necessa´ria a partir do
momento em que a representac¸a˜o detalhada de determinadas subesta-
c¸o˜es se tornou essencial para a ana´lise de sistemas nos quais a topologia
e conectividade da rede eram primordiais para o monitoramento de se-
guranc¸a e controle de operac¸a˜o em tempo real [10].
Esta ana´lise pode ser feita atrave´s do estudo de subestac¸o˜es pre-
sentes em regio˜es cr´ıticas para o sistema. Com isso, a inclusa˜o dos
fluxos atrave´s dos dispositivos chavea´veis no problema de estimac¸a˜o de
estados e´ uma forma de se obter a topologia correta da rede. O acre´s-
cimo dos fluxos nos dispositivos chavea´veis como novas varia´veis de
estado [8] traz como consequeˆncia o fato de que eventuais medidas de
fluxo de poteˆncia atrave´s destes elementos sera˜o expressas unicamente
em termos dessas novas varia´veis de estado. Consequentemente, tais
medidas de fluxo de poteˆncia ativa e reativa atrave´s de um dispositivo
chavea´vel, cujos no´s terminais sa˜o k e l, podem ser representados por:
ztkl = tkl + εtkl (3.9)
zukl = ukl + εukl (3.10)
onde εtkl e εukl representam erros aleato´rios das medidas de fluxo de
poteˆncia ativa e reativa do dispositivo chavea´vel k− l, respectivamente.
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A interpretac¸a˜o dos fluxos de poteˆncia como varia´veis de estado
requer a expansa˜o do vetor de varia´veis de estado, que agora deve con-
ter, ale´m das varia´veis de estado convencionais, os estados referentes
aos ramos chavea´veis:
x = [ θT VT tT uT ] (3.11)
onde t e u sa˜o os vetores das poteˆncias ativa e reativa que passam pelos
dispositivos chavea´veis modelados.
Ale´m disso, na EEG as informac¸o˜es referentes aos dispositivos
chavea´veis sa˜o tambe´m adicionadas ao vetor de medidas como pseudo-
medidas de aˆngulo e tensa˜o para o caso de disjuntores fechados e
pseudo-medidas de fluxo de poteˆncia ativa e reativa para os aber-
tos [8, 10].
Consequentemente, a representac¸a˜o expl´ıcita de dispositivos cha-
vea´veis permitiu a introduc¸a˜o de melhores me´todos para a estimac¸a˜o
da topologia do sistema ele´trico, resultando em uma EESP mais con-
fia´vel [12]. Ou seja, a inclusa˜o da ana´lise de sec¸a˜o de barra a` EESP
possibilitou o aprimoramento de te´cnicas de estimac¸a˜o da topologia, o
que, com a modelagem dos dispositivos chavea´veis, se tornou mais fa´cil,
uma vez que se tem dispon´ıvel informac¸o˜es importantes com relac¸a˜o a`
situac¸a˜o (status) destes dispositivos dentro das subestac¸o˜es e, portanto
um conhecimento maior a respeito da conectividade da rede ele´trica.
3.4 Estimac¸a˜o de Estados no Nı´vel de Sec¸a˜o de Barra
O conceito de EEG, conforme apresentado na sec¸a˜o anterior,
refere-se a` inclusa˜o de dispositivos chavea´veis ao problema de EESP.
Nesta sec¸a˜o daremos enfoque a` Estimac¸a˜o de Estados em Nı´vel de Sec¸a˜o
de Barra (EESB).
A EESB consiste na inclusa˜o dos status de dispositivos cha-
vea´veis como restric¸o˜es operacionais a serem adicionadas ao problema
de minimizac¸a˜o restrito, a ser resolvido via Me´todo de Tableau Es-
parso [11,38].
Esta distinc¸a˜o entre EEG e EESB e´ importante, uma vez que
a EESB faz uso dos multiplicadores de Lagrange para a identificac¸a˜o
da topologia correta da rede ele´trica. Apesar desta diferenc¸a entre as
metodologias de ana´lise de sec¸a˜o de barra estar presente implicitamente
em [11,38], esta nova nomenclatura e´ introduzida neste trabalho, como
forma de enfatizar as diferenc¸as entre o me´todo proposto em [10] e o
utilizado por [11,38].
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3.4.1 Formulac¸a˜o do Problema de EESB via Mı´nimos Qua-
drados Ponderados
Para a formulac¸a˜o do problema de EESB via MQP, considere
um sistema com N barras modelado no n´ıvel de sec¸a˜o de barras com
nd nu´mero de dispositivos chavea´veis. Considere ainda que se tenha
Nm medidas, as quais incluem medidas de fluxo de poteˆncia atrave´s
de ramos com dispositivos chavea´veis e medidas de injec¸a˜o de poteˆncia
envolvendo ramos chavea´veis.
O vetor de estados para este sistema e´ formado por n varia´veis
(conforme descrito anteriormente pela equac¸a˜o (3.11)), resultando em:
n = 2N + 2nd (3.12)
onde nd representa o nu´mero de dispositivos chavea´veis modelados.
O problema de EESP e´ enta˜o formulado como um problema de
otimizac¸a˜o com restric¸o˜es. Isso nos permite incluir nesta formulac¸a˜o
as restric¸o˜es impostas pela modelagem de dispositivos chavea´veis. Tais
restric¸o˜es sa˜o representadas pelo agrupamento das equac¸o˜es de mode-
lagem de ramos chavea´veis apresentado na Sec¸a˜o 3.2 pela sua func¸a˜o.
Com isso, pode-se escrever as restric¸o˜es operacionais para dis-
positivos chavea´veis abertos e fechados representados pelas equac¸o˜es
(3.1), (3.2), (3.3) e (3.4) na formulac¸a˜o do problema de estimac¸a˜o de
estados como um conjunto de equac¸o˜es genericamente escrito da forma:
ho(xˆ) = 0 (3.13)
tal conjunto de equac¸o˜es e´ linear com relac¸a˜o a`s varia´veis de estado, ou
seja, ho(xˆ) = Hoxˆ = 0, uma vez que representam as condic¸o˜es de ope-
rac¸a˜o (status) dos dispositivos chavea´veis, sendo tal relac¸a˜o composta
por 0,1 e −1. Por uma questa˜o de isonomia de notac¸a˜o, a equac¸a˜o
(3.13) sera´ sempre descrita da forma na˜o-linear.
Ja´ as restric¸o˜es apresentadas pelas barras de injec¸a˜o nula apre-
sentadas pelas equac¸o˜es (3.5) e (3.6), adicionado a`s restric¸o˜es das bar-
ras de refereˆncia sa˜o chamadas de restric¸o˜es estruturais, e podem ser
representadas genericamente por:
hs(xˆ) = 0 (3.14)
Considerando as restric¸o˜es operacionais e estruturais e o me´todo
MQP apresentado previamente, o problema de EESB, levando em con-
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siderac¸a˜o informac¸o˜es a priori, pode ser formulado como:
Minimizar 12r
T
mR
−1
m rm +
1
2p
TΣ−10 p
sujeito a rm = zm − hm(xˆ) (3.15)
hs(xˆ) = 0
ho(xˆ) = 0
onde rm representa o vetor de res´ıduos das medidas, Rm e´ a matriz de
covariaˆncia dos erros de medic¸a˜o, suposta diagonal, e xˆ e´ o novo vetor
de estimativa para os estados.
3.4.2 Soluc¸a˜o da EESB via Me´todo de Tableau Esparso
Para solucionar o problema apresentado na Subsec¸a˜o 3.4.1, utili-
za-se a mesma metodologia utilizada para a EE convencional mostrada
no in´ıcio do Cap´ıtulo 2. Sendo assim, atribuem-se multiplicadores de
Lagrange a`s restric¸o˜es da equac¸a˜o (3.15), resultando na nova func¸a˜o
Lagrangeana para o problema de EE, agora em n´ıvel de sec¸a˜o de barra,
que e´ dada por:
L = 1
2
rTmR
−1
m rm +
1
2
pTΣ−10 p + λ
T
m[zm − hm(xˆ)− rm]
+λTs [−hs(xˆ)] + λTo [−ho(xˆ)] (3.16)
Aplicando-se as condic¸o˜es de Karush-Kuhn-Tucker (KKT) para
se obter as condic¸o˜es necessa´rias para uma soluc¸a˜o o´tima, obte´m-se o
seguinte sistema de equac¸o˜es na˜o-lineares:
∂L(xˆ, rm,λ)
∂r
=R−1m rm − λm = 0
∂L(xˆ, rm,λ)
∂xˆ
=Σ−10 p−HTm(xˆ)λm −HTs (xˆ)λs −HTo (xˆ)λo = 0
∂L(xˆ, rm,λ)
∂λm
=zm − hm(xˆ)− rm = 0 (3.17)
∂L(xˆ, rm,λ)
∂λs
=− hs(xˆ) = 0
∂L(xˆ, rm,λ)
∂λo
=− ho(xˆ) = 0
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onde:
Hm(xˆ) =
∂hm(xˆ)
∂(xˆ)
, Hs(xˆ) =
∂hs(xˆ)
∂(xˆ)
e Ho(xˆ) =
∂ho(xˆ)
∂(xˆ)
(3.18)
Da mesma forma que para a EE convencional, da primeira equa-
c¸a˜o do conjunto (3.17), tem-se:
rm = Rmλm (3.19)
Trabalhando com o sistema linearizado em relac¸a˜o a um dado
vetor de estados xˆk e eliminando-se a varia´vel rm da equac¸a˜o (3.19), o
conjunto (3.17) pode ser re-escrito da seguinte forma:
HTm(xˆ
k)λm + H
T
s (xˆ
k)λs + H
T
o (xˆ
k)λo −Σ−10 p = 0
zm − hm(xˆk)−Hm(xˆk)∆xˆ−Rmλm = 0 (3.20)
hs(xˆ
k) + Hs(xˆ
k)∆xˆ = 0
ho(xˆ
k) + Ho(xˆ
k)∆xˆ = 0
O conjunto acima pode ser expresso na forma matricial da se-
guinte forma: (
Σ−10 H
T
H R
)(
∆xˆ
λ
)
=
(
Σ−10 p
k
rk
)
(3.21)
onde:
H ,
 Hm(xˆk)Hs(xˆk)
Ho(xˆ
k)
 ; R =
 Rm 0 00 0 0
0 0 0
 ;
λ =
 λmλs
λo
 rk =
 zm − hm(xˆ)−hs(xˆ)
−ho(xˆ)

Em conclusa˜o, o problema (3.15) de estimac¸a˜o pode ser resolvido
usando o algoritmo de Tableau esparso baseado na equac¸a˜o (3.21).
3.5 Ana´lise de Erros Utilizando Informac¸a˜o A Priori
Nesta sec¸a˜o sera˜o discutidos alguns aspectos pra´ticos da utiliza-
c¸a˜o de informac¸o˜es a priori para a EESB e sua contribuic¸a˜o para a
ana´lise de erros grosseiros.
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E´ importante ressaltar que ate´ este ponto da EESB, a ana´lise de
erros e´ feita em duas etapas distintas: uma resultado da presenc¸a de
erros grosseiros em medidas analo´gicas, cujo processamento pode ser
feito de forma ana´loga ao apresentado no Cap´ıtulo 2 e; outra sendo re-
sultado da presenc¸a de erros na modelagem dos dispositivos chavea´veis,
detectada pela inconsisteˆncia entre os estados estimados e a topologia
dada pelo configurador de rede, o que indica a presenc¸a de erros de
topologia, cuja identificac¸a˜o e correc¸a˜o e´ feita atrave´s de um estimador
de topologia, sendo este um processo separado do estimador de estados.
3.5.1 Matriz de Covariaˆncia dos Multiplicadores de Lagrange
Erros nos estados estimados podem surgir por causa de erros
em medidas analo´gicas ou ainda erros na modelagem das restric¸o˜es
estruturais e operacionais. O vetor de erros dos estados estimados, x˜,
e´ definido por [11]:
x˜ = xˆ− x (3.22)
onde x e´ o vetor de estados verdadeiro.
A expansa˜o em primeira ordem da serie de Taylor do vetor de
medidas/restric¸o˜es da func¸a˜o h(xˆ) em x leva a:
h(xˆ) =
 hm(xˆ)hs(xˆ)
ho(xˆ)
 ≈ h(x) + Hx˜ (3.23)
A aproximac¸a˜o linear correspondente para o vetor de res´ıduos de me-
dic¸a˜o/restric¸a˜o r e´:
r = z− h(xˆ) = z− h(x)−Hx˜ = −Hx˜ (3.24)
onde  e´ o vetor de erros de medic¸a˜o/restric¸a˜o (estendido). Caso na˜o
haja nenhum erro de modelagem estrutural ou operacional, enta˜o:
 = z− h(x) = (Tm 0 0)T (3.25)
onde
m = zm − hm(x) (3.26)
As condic¸o˜es de otimalidade necessa´rias associadas com a equac¸a˜o
(3.15) estabelecem que as relac¸o˜es a seguir sejam satisfeitas na solu-
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c¸a˜o da estimac¸a˜o de estados [38]:
Rλ− r = 0 (3.27)
Σ−10 (xˆ− x¯)−HTλ = 0 (3.28)
r− z + h(xˆ) = 0 (3.29)
Quando as expresso˜es (3.22) e (3.24) sa˜o substitu´ıdas em (3.27)
e (3.28), obte´m-se:( −Σ−10 HT
H R
)(
x˜
λ
)
=
(
Σ−10 (x− x¯)

)
(3.30)
Com isso, o vetor de multiplicadores de Lagrange e o vetor de erros
sa˜o relacionados ao vetor de erros de medic¸a˜o/restric¸a˜o  da seguinte
forma: (
x˜
λ
)
=
( −Σ CT
C V
)(
Σ−10 (x− x¯)

)
(3.31)
onde ( −Σ CT
C V
)
,
( −Σ−10 HT
H R
)−1
(3.32)
O que resulta nos multiplicadores de Lagrange sendo dados por:
λ = V+ CΣ−10 (x− x¯) (3.33)
e a matriz de covariaˆncia correspondente e´ dada por:
Cov(λ) = E{λλT }
= VE{T }VT
+CΣ−10 E{(x− x¯)(x− x¯)T }Σ−10 CT
= VRVT + CΣ−10 C
T (3.34)
As relac¸o˜es a seguir mostram as partic¸o˜es da matriz de coefici-
entes apresentada em (3.31) com as da inversa dada em (3.32):
VH−CΣ−10 = 0 (3.35)
HCT + RVT = I (3.36)
Ao multiplicar a equac¸a˜o 3.35 por CT , obte´m-se:
CΣ−10 C
T = VHCT (3.37)
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Substituindo HCT da equac¸a˜o (3.36) em (3.37), tem-se:
CΣ−10 C
T = V −VRVT (3.38)
ou ainda:
VRVT = V −CΣ−10 CT (3.39)
o que e´ a versa˜o generalizada da identidade VRVT = V usada em [11],
onde a informac¸a˜o de estado a priori na˜o e´ levada em considerac¸a˜o. Por
fim, a matriz de covariaˆncia do vetor dos multiplicadores de Lagrange
pode ser determinadas equac¸o˜es (3.34) e (3.38), resultando em:
Cov(λ) = V (3.40)
3.5.2 Informac¸a˜o A Priori e Projec¸a˜o de λ no Domı´nio D(VS)
Nesta subsec¸a˜o sera˜o analisados os efeitos da informac¸a˜o a priori
na projec¸a˜o de R1/2λ no domı´nio (VS). Assumindo que os valores
“reais”das medidas sa˜o perfeitos, da equac¸a˜o (3.33) tem-se que:
R1/2λ = R1/2VSS + R
1/2CΣ−10 (x− x¯)
= R1/2VSS + R
1/2(VH)(x− x¯) (3.41)
onde foi aplicada tambe´m a identidade (3.35). Ale´m disso, uma vez
particionada as colunas de V nos subespac¸os S e T , correspondentes
a`s colunas linearmente independentes de V com informac¸o˜es suspeitas
e as colunas de V com informac¸o˜es na˜o tendenciosas, as linhas de H
tambe´m podem ser particionadas da mesma forma. Sendo assim:
VH = [VS VT ]
[
HS
HT
]
= VSHS + VTHT
o que leva a equac¸a˜o (3.41) ser reescrita como a seguir:
R1/2λ = R1/2VSS +R
1/2VSHS(x− x¯) +R1/2VTHT (x− x¯) (3.42)
O primeiro termo do lado direito da equac¸a˜o (3.42) reca´ı no do-
mı´nio D(R1/2VS). Os dois u´ltimos termos representam a contribuic¸a˜o
da informac¸a˜o a priori para R1/2λ. Se definirmos:
z¯S = HS(x− x¯) e z¯T = HT (x− x¯)
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tem-se que a contribuic¸a˜o da informac¸a˜o a priori e´ enta˜o decomposta
em dois termos: um que reca´ı sob o domı´nio espacial de R1/2VS e e´
dado por R1/2VS)z¯S ; e outro que e´ igual a R
1/2VT )z¯T e, portanto,
pertence ao domı´nio espacial de R1/2VT . Como resultado, a projec¸a˜o
de R1/2λ no domı´nio D(R1/2VS) sob os efeitos da informac¸a˜o a priori
e´ dada por:
p¯ = Proj{R1/2VSS}+ Proj{R1/2VS z¯S}
+Proj{R1/2VT z¯T }
= R1/2VSS + R
1/2VS z¯S + Proj{R1/2VT z¯T } (3.43)
Portanto, o componente dependente de z¯S reforc¸a a magnitude da pro-
jec¸a˜o, enquanto que o componente dependente de z¯T na˜o recai em
D(R1/2VS). Como consequeˆncia, este u´ltimo age aumentando o aˆn-
gulo θ entre p¯ e R1/2λ, tornando sua magnitude significante em relac¸a˜o
a`s componentes restantes. Contudo, uma consequeˆncia direta de um
erro de topologia se da´ com o aumento de λ (frequentemente com al-
gumas ordens de grandeza), o que leva o termo dependente de S ser o
maior. Por esta raza˜o, as contribuic¸o˜es devidas a`s informac¸o˜es a priori
produzira˜o apenas pequenos desvios em θ.
3.6 Concluso˜es
A EESP e´ a ferramenta fundamental para a modelagem em
tempo real de sistemas ele´tricos. A inclusa˜o da modelagem no n´ıvel de
sec¸a˜o de barra na EE possibilitou o avanc¸o de me´todos de EESP, uma
vez que regio˜es anoˆmalas (suspeitas de conterem erros grosseiros) do
sistema ele´trico podem agora ser expandidas e inclu´ıdas neste processo.
Neste cap´ıtulo foram apresentados os me´todos de EESP com a
modelagem do sistema em n´ıvel de sec¸a˜o de barra, o que resulta na
EESB, ferramenta esta que servira´ de base para o desenvolvimento do
tema proposto por esta monografia.
Conforme apresentado neste cap´ıtulo, os processos de estimac¸a˜o
de estados e de topologia sa˜o realizados convencionalmente de forma
separada, sendo que o estimador de estados utiliza o resultado do con-
figurador de rede para a estimac¸a˜o, fazendo uso de um estimador de
topologia apenas se ocorrer inconsisteˆncias entre os estados estimados
e a topologia tida como certa. No pro´ximo cap´ıtulo sera´ apresentada
uma nova abordagem para a estimac¸a˜o de estados incluindo a modela-
gem de subestac¸o˜es, cujo objetivo e´ unificar os processo de estimac¸a˜o
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de estados e de topologia em um u´nico algoritmo.
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4 COESTIMAÇÃO DE ESTADOS E TOPOLOGIA
4.1 Introduc¸a˜o
Neste cap´ıtulo sera´ apresentada a formulac¸a˜o do problema da
Coestimac¸a˜o de Estados e Topologia (CET). A proposta para se es-
timar diretamente a topologia atrave´s da formulac¸a˜o do problema de
EESB como um problema multiobjetivo foi feita primeiramente em [31]
e desenvolvida em [16–18]. Nestas u´ltimas refereˆncias sa˜o apresentados
o algoritmo, implementac¸a˜o e resultados obtidos com o me´todo utili-
zando a modelagem linear da rede, comprovando assim a viabilidade
de sua aplicac¸a˜o a sistemas ele´tricos de poteˆncia.
A metodologia descrita em [18] e expandida para a modelagem
na˜o linear em [19], apresenta a formulac¸a˜o do problema de CET como
um problema multiobjetivo a ser resolvido por um me´todo primal-dual
de pontos interiores (MPDPI), desenvolvido especificamente para este
problema, ale´m de fazer uso da propriedade interpoladora altamente
seletiva do termo correspondente aos mı´nimos valores absolutos pon-
derados (MVAP) para detectar, identificar e rejeitar poss´ıveis erros de
topologia. Tal formulac¸a˜o servira´ como base para o desenvolvimento
de uma das etapas deste trabalho de doutorado.
4.2 Comparac¸a˜o entre as Estrate´gias MQP e MVAP
A escolha entre os me´todos a serem utilizados para estimac¸a˜o
de estados e estimac¸a˜o de topologia esta´ diretamente relacionada a`s
caracter´ısticas presentes em cada me´todo.
Dado um conjunto de pontos ao qual se deseja ajustar uma reta
por regressa˜o linear, o me´todo de MQP posiciona esta reta de modo
a reduzir a soma dos quadrados dos res´ıduos, podendo na˜o passar por
nenhum dos pontos considerados, como pode ser visto no gra´fico (a)
da Figura 2, linha tracejada. Esta caracter´ıstica do MQP e´ importante
quando se tem medidas analo´gicas, uma vez que, para determinar o
melhor ajuste no sentido dos MQP, leva-se em considerac¸a˜o a influeˆn-
cia de todos os dados dispon´ıveis. Consequentemente, este me´todo e´
melhor aplicado para ajuste a dados analo´gicos.
Ja´ o me´todo de MVAP tem como principal caracter´ıstica a alta
seletividade ao efetuar a interpolac¸a˜o de dados. Dado o mesmo con-
junto de pontos que no caso anterior, o uso dos MVAP resultara´ na
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escolha de n medidas, dentre as m dispon´ıveis, que tera˜o portanto re-
s´ıduo nulo. Sa˜o consequentemente exclu´ıdas do processo de estimac¸a˜o
informac¸o˜es inconsistentes com as medidas dispon´ıveis, tais como sta-
tus incorretos de dispositivos chavea´veis. Este comportamento pode
ser visto atrave´s do gra´fico (b) na Figura 2. A seletividade deste me´-
todo e´ melhor aplicada a medidas com caracter´ıstica digital, ou seja,
dados que podem ser considerados “0”ou “1”, como por exemplo status
“aberto”ou “fechado”.
Figura 2 – Caracter´ısticas dos me´todos de MQP e MVAP, respectiva-
mente
Os gra´ficos na Figura 2 comparam os desempenhos dos me´to-
dos de MQP e MVAP. Quando na˜o ha´ erros grosseiros nas medidas, os
me´todos em questa˜o apresentam o comportamento representado pelas
retas tracejadas. Ao se inserir uma medida portadora de erro grosseiro
deslocada do conjunto de pontos (representada pelos pontos em ver-
melho nos gra´ficos), percebe-se que o me´todo de MQP e´ influenciado
por ele, deslocando a soluc¸a˜o original, para que esta possa absorver
essa nova informac¸a˜o, reduzindo o erro quadra´tico entre os pontos e a
soluc¸a˜o encontrada, resultando na reta em vermelho do gra´fico (a) da
Figura 2.
Por outro lado, na presenc¸a do mesmo erro grosseiro, o me´todo
de MVAP produzira´ o mesmo resultado que para o caso sem este tipo de
medida, obtendo enta˜o uma superposic¸a˜o das soluc¸o˜es para o caso sem
e com erro grosseiro. Isto se deve ao fato de que o me´todo de MVAP
possui propriedades de interpolac¸a˜o altamente seletivas para rejeic¸a˜o de
dados assumidos incorretamente. Por esta raza˜o, o me´todo de MVAP
mostra-se mais atraente para a estimac¸a˜o topolo´gica da rede ele´trica,
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pois os dados associados a` topologia sa˜o bina´rios (zeros ou uns).
Estes conceitos sera˜o explorados na pro´xima sec¸a˜o, visando a
concepc¸a˜o de um me´todo de estimac¸a˜o conjunta de estados e topologia.
4.3 Coestimac¸a˜o de Estados e Topologia
O me´todo proposto em [18] e [19] considera a modelagem em
n´ıvel de sec¸a˜o de barra. Tem-se como premissa a inviabilidade de se
modelar totalmente um grande sistema em n´ıvel de sec¸a˜o de barra e,
por isso, considera-se que a estimac¸a˜o de estados e´ realizada em duas
etapas. Em um primeiro momento, executa-se a estimac¸a˜o de estados
convencional, bem como a detecc¸a˜o e localizac¸a˜o de erros grosseiros nas
medidas atrave´s de te´cnicas convencionais. Caso a topologia de rede
seja erroˆnea, o estimador de estados devera´ ser capaz de identificar a
regia˜o (ou regio˜es) do sistema suspeita(s) de conter erros de topologia
[52]. Em um segundo momento, esta regia˜o sera´ modelada no n´ıvel
de sec¸a˜o de barra e servira´ de entrada para o Me´todo de Coestimac¸a˜o,
juntamente com o restante do sistema modelado de forma convencional
(barra-ramo).
Como a metodologia utilizada neste trabalho de doutorado e´ ba-
seada na modelagem na˜o linear da rede, este cap´ıtulo apresentara´ a pro-
posta descrita em [19], uma vez que a abordagem realizada em [16–18] e´
feita atrave´s do modelo linear (“DC”). Contudo, a abordagem na forma
linear foi uma importante etapa do desenvolvimento da coestimac¸a˜o e
baseia-se no fato de que ha´ uma excelente correlac¸a˜o entre o status de
um ramo chavea´vel e a existeˆncia de fluxo em MW atrave´s deste. Os
valores para os fluxos em MW obtidos pelo modelo “DC”, apesar de
aproximados, na˜o degradam esta relac¸a˜o [12].
4.3.1 Diferenc¸a entre tratar a matriz ho como restric¸a˜o de
igualdade e via termo da func¸a˜o objetivo
Em termos gerais, a proposta de validac¸a˜o de topologia descrita
neste trabalho baseia-se no fato de que as medidas analo´gicas conte´m
informac¸o˜es intr´ınsecas a respeito da topologia da rede [12]. Consi-
derando um conjunto presumido de dispositivos chavea´veis, um pro-
cedimento de estimac¸a˜o especializado avalia o qua˜o bem a topologia
correspondente se encaixa a`s medidas dispon´ıveis. No caso da topolo-
gia na˜o ser compat´ıvel com as medidas, o conjunto estendido de estados
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estimados (o que inclui os fluxos de poteˆncia atrave´s dos ramos cha-
vea´veis) e´ enta˜o usado a cada iterac¸a˜o do algoritmo de estimac¸a˜o para
determinar o status correto dos disjuntores.
As condic¸o˜es operacionais (3.13), que refletem diretamente os
status presumidos dos dispositivos chavea´veis, sa˜o responsa´veis pelo
processo de identificac¸a˜o da topologia correta, podendo ser tratadas
no algoritmo de estimac¸a˜o de estados por qualquer uma das seguintes
abordagens:
a) Restric¸a˜o de igualdade: neste caso, a topologia presumida e´ im-
posta como uma condic¸a˜o obrigato´ria do problema, que deve ser
satisfeita na soluc¸a˜o final. Como consequeˆncia, caso a topolo-
gia esteja incorreta, havera´ inconsisteˆncias com o conjunto de
medidas, que se manifestara´ com valores dos multiplicadores de
Lagrange elevados. A abordagem de restric¸a˜o de igualdade e´ ado-
tada em [11] e [37], na qual os multiplicadores de Lagrange nor-
malizados sa˜o usados para a identificac¸a˜o de erros de topologia.
Sendo assim, a principal caracter´ıstica desta classe de me´todos
e´ impor uma topologia presumida, averiguar se ela e´ suportada
pelas medidas e, caso isto na˜o seja verdade, iniciar o processo de
identificac¸a˜o de erros de topologia baseado nos multiplicadores de
Lagrange normalizados;
b) Termo adicional da func¸a˜o objetivo: a pro´pria func¸a˜o das con-
dic¸o˜es operacionais (3.13) e´ adicionada a` func¸a˜o objetivo do pro-
blema de estimac¸a˜o. Como consequeˆncia, o problema multi-obje-
tivo resultante tenta minimizar tanto a soma ponderada do qua-
drado dos res´ıduos quanto os desvios com respeito a topologia
presumida. Com o balanceamento adequado das duas parcelas
da func¸a˜o objetivo, um equil´ıbrio e´ atingido, atrave´s do qual a
topologia presumida influencia a soluc¸a˜o de uma forma muito
mais branda do que na abordagem precedente. Sendo assim, ha´
liberdade para que as varia´veis de estado - em particular os fluxos
nos ramos chavea´veis - se ajustem melhor a`s medidas. Caso os va-
lores estimados conflitem com a topologia presumida (e levando
em considerac¸a˜o que as medidas dispon´ıveis sa˜o confia´veis), a
topologia presumida pode ser revisada adequadamente. Isto pre-
figura um esquema iterativo sob a forma de um lac¸o externo no
algoritmo de estimac¸a˜o, no qual a topologia e´ alterada enquanto
houver conflitos entre as medidas e a topologia atual. Portanto,
esta abordagem pode ser vista como um esquema de estimac¸a˜o
simultaˆnea de estados & topologia, uma vez que ela fornece resul-
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tados para ambos atributos para as condic¸o˜es de operac¸a˜o atual.
Embora, em um primeiro momento a abordagem b) parec¸a ser
mais complexa que a a), ela inerentemente possui a propriedade de
ser virtualmente imune a erros de topologia. Como consequeˆncia, na˜o
ha´ a necessidade de se fazer uso de procedimentos elaborados para
identificac¸a˜o de erros de topologia, o que e´ preciso para a alternativa a)
toda vez que a topologia na˜o for suportada pelo conjunto das medidas
analo´gicas.
Nesta tese, e´ focada a abordagem b) descrita acima. Na pro´xima
subsec¸a˜o sera´ descrita a formulac¸a˜o matema´tica detalhada necessa´ria
para a elaborac¸a˜o do algoritmo de estimac¸a˜o simultaˆnea de estados &
topologia. E´ importante ressaltar que a topologia inicial presumida
pode ser considerada a`quela resultante do Configurador de Rede, como
e´ de se esperar. Embora isto seja o desejado, resultados obtidos para
diversas condic¸o˜es iniciais de topologia demonstram a robustez da pro-
posta de estimac¸a˜o simultaˆnea de estados e topologia com relac¸a˜o a`
inicializac¸a˜o dos status dos dispositivos chavea´veis.
4.3.2 Formulac¸a˜o do problema
A modelagem no n´ıvel de sec¸a˜o de barra utilizada em [19] leva
em conta as restric¸o˜es estruturais hs(.), compostas pelas injec¸o˜es nu-
las nas barras e a definic¸a˜o da refereˆncia angular, ambas inclu´ıdas na
formulac¸a˜o do problema como restric¸o˜es de igualdade e, as restric¸o˜es
operacionais ho(.), que modelam o status dos dispositivos chavea´veis
conforme apresentado na Sec¸a˜o 3.2 e Subsec¸a˜o 3.4.1.
E´ importante ressaltar que, nesta formulac¸a˜o, apenas os ramos
chavea´veis da parte da rede considerada suspeita sera˜o modelados em
ho onde, para cada dispositivo chavea´vel, sera˜o consideradas as restri-
c¸o˜es operacionais correspondentes ao status presumido do dispositivo
chavea´vel. Os fluxos atrave´s dos dispositivos chavea´veis sa˜o inclu´ıdos
no problema como varia´veis de estado [8], conforme apresentado na
Sec¸a˜o 3.3.
Tendo em vista que a CET e´ um problema de EESB, e que a es-
timac¸a˜o de topologia e´ feita de forma direta atrave´s da inclusa˜o de um
termo na func¸a˜o-objetivo J(.), representando as restric¸o˜es operacionais
e modelado pelo crite´rio dos MVAP, o problema de otimizac¸a˜o mul-
tiobjetivo proposto combina a aplicac¸a˜o do crite´rio dos MQP para os
res´ıduos de medic¸a˜o e do crite´rio MVAP para as restric¸o˜es operacionais,
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sendo representado da seguinte forma:
J(rm, xˆ) = Jmqp(rm) + Jmvap(xˆ) (4.1)
A func¸a˜o-objetivo do problema apresentado pela equac¸a˜o (4.1) e´
balanceada para que ambos os termos contribuam com peso semelhante
para o crite´rio de otimizac¸a˜o [19]. O primeiro termo da func¸a˜o objetivo,
responsa´vel pelo processamento das medidas analo´gicas, e´ ponderado
pelo inverso da covariaˆncia dos erros de medic¸a˜o, R−1m , conforme apre-
sentado no Cap´ıtulo 2. Para que a segunda parcela, que corresponde ao
processamento da topologia da rede, seja ponderada de modo equiva-
lente ao primeiro termo, a equac¸a˜o (4.1)e´ escrita da seguinte forma [19]:
J(rm, xˆ) =
1
2
rTmR
−1
m rm + wo
no∑
i=1
|hoi(xˆ)| (4.2)
onde rm = zm − hm(xˆ) e´ o vetor dos res´ıduos de medic¸a˜o, Rm e´ a
matriz diagonal de covariaˆncia dos erros de medic¸a˜o, εm, hm(xˆ) e´ o
vetor Nm× 1 das equac¸o˜es na˜o lineares que relacionam as medidas aos
estados e, wo e´ o peso atribu´ıdo a`s restric¸o˜es operacionais, cujo propo´-
sito principal e´ promover o balanc¸o apropriado entre as duas parcelas
da func¸a˜o objetivo. Levando em conta as restric¸o˜es apropriadas, o pro-
blema de Coestimac¸a˜o de Estados e Topologia pode ser descrito como
mostrado a seguir:
min 12r
T
mR
−1
m rm + wo
∑no
i=1 |hoi(xˆ)|
sujeito a (4.3)
rm = zm − hm(xˆ)
hs(xˆ) = 0
4.3.3 Considerac¸o˜es
Tendo em vista a formulac¸a˜o apresentada para o problema de
CET, algumas considerac¸o˜es devem ser feitas a respeito da sua im-
plementac¸a˜o real. Elas sa˜o: o processo de balanceamento para as duas
parcelas da func¸a˜o multi-objetivo; o cara´ter na˜o-anal´ıtico do crite´rio do
MVAP; ganhos obtidos ao se incluir informac¸o˜es a priori e; a insensibi-
lidade da metodologia proposta em relac¸a˜o a pontos de alavancamento.
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4.3.3.1 Determinac¸a˜o do fator de peso
A estrate´gia apresentada pela Eq. (4.2) para lidar com o pro-
blema multi-crite´rio de estados e topologia pertence a uma classe de
conhecida como me´todo de escalonamento em c´ırculos de otimizac¸a˜o
multi-objetivo [53]. Eles consistem simplesmente em combinar diversas
func¸o˜es em um u´nico crite´rio escalar. O uso mais comum entre eles e´
me´todo da soma ponderada, no qual um conjunto de pesos e´ utilizado
para formar uma combinac¸a˜o linear de func¸o˜es.
De modo geral, os pesos podem ser usados para modelar pre-
fereˆncias para um objetivo particular [53]. Entretanto, neste trabalho
os pesos wo na parcela MVAP da func¸a˜o objetivo sa˜o empregados de
forma a obter o balanc¸o adequado entre os dois crite´rios. Para este pro-
po´sito, esses pesos devem levar em considerac¸a˜o o fator de ponderac¸a˜o
do termo MQP. Como consequeˆncia, podemos definir:
wo =
kw
R¯m,ii
(4.4)
onde kw e´ um nu´mero pequeno, real e positivo e R¯m e´ o comumente co-
nhecido valor da variaˆncia das medidas. Inu´meras simulac¸o˜es realizadas
em diferentes sistemas-teste indicam a possibilidade de se utilizar va-
lores de kw na faixa [0, 001; 1], pore´m valores elevados tendem de certa
forma a prejudicar a convergeˆncia da soluc¸a˜o dos Pontos Interiores do
problema de otimizac¸a˜o. Neste trabalho foi empregado kw = 0.01.
4.3.3.2 Tratamento de valores absolutos no processo de otimi-
zac¸a˜o
O fato da func¸a˜o do valor absoluto presente na segunda parcela
da Eq. (4.2) ser na˜o diferencia´vel em hoi(xˆ) = 0 precisa ser contornado
com cautela no processo de soluc¸a˜o da otimizac¸a˜o. Neste trabalho,
adotamos o procedimento apresentado em [40] e substitu´ımos η − ρ
no lugar das restric¸o˜es operacionais ho(xˆ), onde as chamadas varia´-
veis ela´sticas η e ρ representam as partes positiva e negativa de ho(xˆ),
respectivamente. Isto e´ facilitado pelo fato de que as restric¸o˜es ope-
racionais sa˜o func¸o˜es lineares das varia´veis de estado, como indicado
pelas Eqs. (3.2) e (3.4), uma vez que estas relacionam as condic¸o˜es de
operac¸a˜o do disjuntor (aberto ou fechado).
Na pra´tica, ηi e ρi correspondentes de hoi na˜o sa˜o simultanea-
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mente diferentes de zeros, o que resulta em |hoi | = ηi+ρi. Na busca da
soluc¸a˜o, a na˜o negatividade de η e ρ, e´ assegurada atrave´s do uso de
func¸o˜es de barreira logar´ıtmicas, reforc¸ado pelo paraˆmetro de barreira
µ, como detalhado na Subsec¸a˜o 4.3.4.
4.3.3.3 Informac¸a˜o a priori para prevenir falta de observabi-
lidade
Atribuir informac¸a˜o a priori para as tenso˜es nodais e´ um modo
eficiente de prevenir a perda de observabilidade que pode ocorrer
quando se modela a rede no n´ıvel de sec¸a˜o de barra. Por exemplo,
sec¸o˜es de barra das subestac¸o˜es podem se tornar no´s isolados como
consequeˆncia das mudanc¸as de status em ramos chavea´veis durante o
processo de soluc¸a˜o. Nestes casos, valores a priori das tenso˜es nas bar-
ras previnem que o algoritmo venha a parar por falta de condic¸o˜es de
observabilidade. Na falta de informac¸o˜es mais precisas, pode-se assu-
mir x¯i = 1∠0 para as tenso˜es de todas as sec¸o˜es de barra, desde que
as variaˆncias a priori reflitam o correspondente n´ıvel de incerteza a
respeito destes valores. A matriz de covariaˆncia a priori, Σ0, e´ usual-
mente assumida diagonal, cujo elemento (i, i) e´ relativamente a maior
variaˆncia atribu´ıda para o i -e´simo valor de estado a priori [37,52].
4.3.3.4 Insensibilidade a pontos de alavancamento
E´ conhecido ha´ um certo tempo que, geralmente, mı´nimos va-
lores absolutos esta˜o propensos a ocorreˆncia de pontos de alavanca-
mento [54]. Tais pontos podem degradar severamente os resultados
da estimac¸a˜o na presenc¸a de erros grosseiros. Eles tendem a ocorrer
quando as magnitudes das entradas das linhas da matriz Jacobiana sa˜o
muito diferentes umas das outras. Entretanto, no caso proposto isto
na˜o ocorre, uma vez que as entradas da matriz Ho podem ser iguais
apenas a 0, 1 e −1, como se pode concluir das Eqs. (3.2) e (3.4). Como
consequeˆncia, a CET e´ insens´ıvel a pontos de alavancamento, conforme
apresentado na Sec¸a˜o 4.2.
4.3.4 Formulac¸a˜o revisada para o problema de CET
De forma a levar em conta as considerac¸o˜es apresentadas na sub-
sec¸a˜o anterior, o problema de otimizac¸a˜o (4.3) e´ reformulado como apre-
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sentado a seguir:
min 12r
T
mR
−1
m rm + w
T
o (η + ρ)
+ 12 (xˆ− x¯)TΣ−10 (xˆ− x¯)
−µ
no∑
i
ln ηi − µ
no∑
i
ln ρi
sujeito a (4.5)
rm = zm − hm(xˆ)
hs(xˆ) = 0
ho(xˆ) = η − ρ
onde x¯ e´ o vetor do conjunto de informac¸o˜es a priori. A func¸a˜o La-
grangeana para o Problema (4.5) e´ dada por:
L = 1
2
rTmR
−1
m rm + w
T
o (η + ρ)
+
1
2
(xˆ− x¯)TΣ−10 (xˆ− x¯)
−µ
(
no∑
i
ln ηi +
no∑
i
ln ρi
)
+λTm[zm − hm(xˆ)− rm]
+λTs hs(xˆ) + λ
T
o (ho(xˆ)− η + ρ) (4.6)
onde λm, λs e λo sa˜o os vetores dos multiplicadores de Lagrange cor-
respondentes as equac¸o˜es das medidas, restric¸o˜es estruturais e operaci-
onais, respectivamente.
4.3.5 Soluc¸a˜o da CET via MPDPI
O Problema (4.5) e´ resolvido aplicando-se a abordagem via ta-
bleau esparso e um algoritmo Primal/Dual de Pontos Interiores (PDPI)
especializado. As condic¸o˜es de otimalidade de primeira ordem de
Karush-Kuhn-Tucker (KKT) podem ser obtidas da Eq. (4.6), o que
resulta na seguinte sistema de equac¸o˜es na˜o lineares:
zm − rm − hm(xˆ) = 0
hs(xˆ) = 0
ho(xˆ)− η + ρ = 0
86 CET
Dηση − µe = 0 (4.7)
Dρσρ − µe = 0
R−1m rm − λm = 0
−HTλ+ Σ−10 (xˆ− x¯) = 0
onde Dη = diag(η), Dρ = diag(ρ), e e´ um vetor coluna no qual todos
os elementos sa˜o iguais a 1, ση = wo − λo, σρ = wo + λo, λ =
[λTm λ
T
s λ
T
o ]
T , H = [Hm(xˆ)
T Hs(xˆ)
T Ho(xˆ)
T ]T ,
Hm(xˆ) =
∂hm(xˆ)
∂xˆ
, Hs(xˆ) =
∂hs(xˆ)
∂xˆ
e Ho(xˆ) =
∂ho(xˆ)
∂xˆ
.
A direc¸a˜o de busca a cada iterac¸a˜o e´ obtida aplicando-se o me´-
todo de Newton para resolver o conjunto de equac¸o˜es (4.7) para um
dado valor de µ:
∇2L|k∆y = −∇L|k (4.8)
onde ∆y =
[
∆xT ∆ηT ∆ρT ∆λT
]T
.
Apo´s se determinar a direc¸a˜o de busca, o tamanho dos passos sa˜o
computados para a atualizac¸a˜o de ambas as varia´veis primal e dual, e
ao mesmo tempo preservando a na˜o-negatividade das varia´veis primais
η e ρ e varia´veis duais ση e σρ. A na˜o negatividade de ση e σρ sa˜o
garantidas pela quarta e quinta equac¸o˜es de (4.7) e tambe´m pela na˜o-
negatividade de η e ρ. Para se conseguir isso, o tamanho dos passos
sa˜o determinados como [41]:
αp = min
{
min
∆ηi<0
ηi
|∆ηi| , min∆ρi<0
ρi
|∆ρi| , 1
}
(4.9)
αd = min
{
min
∆σηi<0
σηi
|∆σηi |
, min
∆σρi<0
σρi
|∆σρi |
, 1
}
Finalmente, as varia´veis de estado sa˜o atualizadas de acordo com
a regra usual do MPDPI [41]:
yk+1 = yk + κα∆y (4.10)
onde α = αp para as varia´veis primais e α = αd para as duais. O
paraˆmetro κ e´ usado para assegurar que todas as varia´veis permanecem
estritamente dentro da regia˜o via´vel e seu valor e´ menos que 1.0. Neste
trabalho, κ = 0.9995 [41].
A atualizac¸a˜o do paraˆmetro de barreira µ e´ baseado na pra´tica
usual do MPDPI e as condic¸o˜es de complementaridade dos problemas
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de otimizac¸a˜o [41]. Ale´m disso, sa˜o utilizadas a quarta e quinta equa-
c¸o˜es em (4.7) e o fato de que produtos do tipo ηiσηi e ρiσρi se com-
portam na pra´tica como condic¸o˜es de complementaridade para esta
aplicac¸a˜o espec´ıfica. Como resultado, a cada iterac¸a˜o µ e´ atualizado da
seguinte forma:
µ =
(ηk)Tσkη + (ρ
k)Tσkρ
2βno
(4.11)
onde no e´ o nu´mero de restric¸o˜es operacionais e β e´ um paraˆmetro
usado para calibrar a taxa de variac¸a˜o de µ. Neste trabalho, β = 10.
4.3.5.1 Teste de Convergeˆncia
Tendo em vista o equacionamento proposto neste cap´ıtulo, sabe-
se que a convergeˆncia do processo iterativo de CET depende do cumpri-
mento das condic¸o˜es de KKT apresentadas pelo conjunto de equac¸o˜es
(4.7). Para isso, usa-se como paraˆmetro de convergeˆncia um paraˆmetro
ε (normalmente ε = 1 × 10−6). Sendo assim, a convergeˆncia e´ obtida
quando as condic¸o˜es impostas pelo conjunto de equac¸o˜es (4.12) forem
simultaneamente atingidas:
||P−1pk −Htλk||2 ≤ ε
||Dkησkη ||∞ ≤ ε
||Dkρσkρ ||∞ ≤ ε (4.12)
||zm −Hmxˆk −Rmλkm||2 ≤ ε
||Hsxˆk||2 ≤ ε
||Hoxˆk + ηk − ρk||2 ≤ ε
4.4 Atualizac¸a˜o da topologia
A estimac¸a˜o da topologia se torna uma ferramenta importante
quando se tem a necessidade de se analisar o sistema no n´ıvel de sec¸a˜o
de barra. Conforme apresentado na Subsec¸a˜o 3.2, com a modelagem de
algumas subestac¸o˜es no n´ıvel de sec¸a˜o de barra, sa˜o inclu´ıdos no pro-
blema um nu´mero significativo de ramos chavea´veis, os quais possuem
impedaˆncia nula. Em [8] foi demonstrado que quando ha´ ocorreˆncia
de lac¸os envolvendo ramos chavea´veis na EEG o sistema so´ sera´ ob-
serva´vel se pelo menos um dos ramos chavea´veis que compo˜em o lac¸o
for monitorado. Uma ana´lise mais detalhada no contexto de fluxo de
88 CET
poteˆncia em n´ıvel de sec¸a˜o de barra e´ feita em [55], onde se leva em
considerac¸a˜o, ale´m de configurac¸o˜es regulares, a presenc¸a de loop flows
em subestac¸o˜es.
Apo´s a conclusa˜o da execuc¸a˜o do algoritmo Primal/Dual de pon-
tos interiores, tanto a tensa˜o nodal como os fluxos de poteˆncia esta˜o
dispon´ıveis. Incertezas em relac¸a˜o aos status dos disjuntores podem ser
solucionadas realizando-se um procedimento de teste de hipo´teses com
um dado n´ıvel de significaˆncia utilizando o fluxo de poteˆncia estimado
que passa pelo dispositivo chavea´vel [11]. A aplicac¸a˜o de tal procedi-
mento produz um limiar positivo flow` para o ramo chavea´vel ` e e´
utilizado pra decidir a respeito do status do disjuntor, e e´ dado por:
flowl = σbreakerlN1− γ2 (4.13)
onde N1− γ2 e´ o 100(1−
γ
2 ) percentual de uma distribuic¸a˜o normal regu-
lar, γ e´ o grau de confianc¸a assumido, e σ2breakerl e´ a variaˆncia do fluxo
de poteˆncia atrave´s do disjuntor l. Uma vez que os fluxos de poteˆncia
sa˜o varia´veis de estado, tal variaˆncia pode ser obtida da matriz de co-
variaˆncia dos estados, que por sua vez e´ parte de
(∇2L)−1 [11]. Neste
trabalho, o grau de confianc¸a usado e´ de 5%.
Na pra´tica, um fluxo cujo valor absoluto e´ maior que flow in-
dica que o disjuntor correspondente esta´ fechado; caso contra´rio, ele e´
considerado aberto.
Aplicando-se o teste de hipo´teses descrito acima para todos os
ramos chavea´veis, a topologia do sistema como um todo pode ser de-
terminada. Neste trabalho, este resultado sera´ referido com topologia
estimada, Tˆ.
O problema apresentado neste cap´ıtulo considera a adic¸a˜o de um
termo a` func¸a˜o objetivo do problema (equac¸a˜o (4.1)) referente a esti-
mac¸a˜o da topologia. Tal termo faz uso da propriedade interpoladora do
crite´rio de MVAP para a identificac¸a˜o de erros de topologia, a qual se
mostra bastante eficaz para a identificac¸a˜o de ramos chavea´veis cujos
status tenham sido presumidos erroneamente. Com isso, apo´s a identi-
ficac¸a˜o dos erros de topologia, estes sa˜o corrigidos e e´ executada uma
nova coestimac¸a˜o. Este processo iterativo de coestimac¸a˜o e´ repetido ate´
que na˜o sejam mais encontradas diferenc¸as entre os status presumidos
e estimados [18, 19]. Adicionalmente, e´ executado o tradicional teste
do qui-quadrado, cuja distribuic¸a˜o fornece o limiar Kmqp, no valor do
termo Jmqp para a verificac¸a˜o de erro grosseiro nas medidas analo´gicas.
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4.5 Algoritmo de Coestimac¸a˜o de Estados e Topologia
A base teo´rica desenvolvida na Sec¸a˜o 4.3 pode agora ser utilizada
para formular o procedimento de CET, sumarizado no Algoritmo 1.
Algoritmo 1 Algoritmo de Coestimac¸a˜o de Estados e Topologia
1. Entrada dos dados:
(a) Vetor de medidas, zm e matriz de covariaˆncia correspondente,
Rm;
(b) Vetor dos fatores de peso wo para a func¸a˜o multi-objetivo da
Equac¸a˜o (4.2);
(c) Valor do limiar Kmqp;
(d) Valor inicial para as varia´veis de estado, x(0), e topologia pre-
sumida, T(0).
2. Inicializac¸a˜o do contador de iterac¸o˜es: k = 0;
3. Formac¸a˜o da matriz Jacobiana para o modelo de medic¸a˜o e res-
tric¸o˜es estruturais, Hm and Hs;
4. Baseado na topologia atual T(k), formar a matriz Jacobiana para
as restric¸o˜es operacionais, H
(k)
o ;
5. Resolver o problema multi-objetivo (4.5) via MPDPI especializado
da Subsec¸a˜o 4.3.5 e obter xˆ;
6. Baseado nos valores estimados para os fluxos nos ramos chavea´-
veis, revisar os status atuais dos disjuntores de forma a produzir a
topologia estimada,Tˆ;
7. Se Tˆ 6= T(k), atualizar T(k+1) ← Tˆ e k ← k+ 1, e voltar ao passo
4;
8. Se Tˆ = T
(k)
e Jmqp < Kmqp, Tˆ e´ a topologia final estimada e xˆ e
o vetor final dos estados estimados. FIM.
9. Se Tˆ = T
(k)
e Jmqp > Kmqp, ha´ ind´ıcios de erros grosseiros no
conjunto des medidas analo´gicas. Realizar ana´lise e remoc¸a˜o de erros
grosseiros e reiniciar o processo no passo 2.
Assume-se que um conjunto de valores de medidas que garan-
tem a observabilidade do sistema esta´ dispon´ıvel e a topologia inicial
e´ presumida. Esta informac¸a˜o e´ usada para compor o modelo de me-
dic¸a˜o e definir os conjuntos de restric¸o˜es estruturais e operacionais. O
problema de CET resultante e´ enta˜o submetido ao MPDPI especiali-
zado descrito na Subsec¸a˜o 4.3.5. Este passo estima tanto as varia´veis
de estado como a topologia.
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A topologia estimada e´ enta˜o comparada com a topologia previ-
amente presumida. Caso elas na˜o coincidam, a topologia atual e´ atuali-
zada baseando-se nos estados estimados. Este procedimento e´ repetido
ate´ que nenhuma mudanc¸a nos status dos disjuntores seja necessa´ria.
Para as varia´veis analo´gicas, um teste do chi-quadrado e´ apli-
cado para a soma ponderada dos quadrados dos res´ıduos de forma a
determinar se o resultado da estimac¸a˜o de estados e´ aceita´vel.
A convergeˆncia do algoritmo para uma certa topologia sem que
as estimativas analo´gicas passem o teste do chi-quadrado e´ um indica-
tivo de que ha´ erros grosseiros entre as medidas analo´gicas, fato este
que sera´ discutido com mais detalhes no Cap´ıtulo 6. Neste caso, uma
ana´lise de erros grosseiros se faz necessa´ria. Os passos detalhados para
o procedimento como um todo e´ apresentado no Algoritmo 1.
4.6 Concluso˜es
A utilizac¸a˜o do me´todo de CET apresenta vantagens em rela-
c¸a˜o a EESP e EESB, uma vez que leva em considerac¸a˜o a ana´lise da
topologia no n´ıvel de sec¸a˜o de barra conjuntamente com a estimac¸a˜o
de estados. Isso faz com que o resultado da CET possa ser considerado
mais abrangente, tendo em vista que poss´ıveis erros de topologia da
rede sera˜o mais facilmente detectados e corrigidos sem a necessidade
de se aplicar uma estimac¸a˜o de topologia em separado.
Estas propriedades sa˜o de grande relevaˆncia para o desenvolvi-
mento deste trabalho de doutorado, pois a ana´lise de subestac¸o˜es e´ feita
de modo expl´ıcito e o uso das ferramentas de coestimac¸a˜o serem como
base para o desenvolvimento dos algoritmos propostos.
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5 ESTIMAÇÃO DE ESTADOS HIERARQUIZADA
5.1 Introduc¸a˜o
A estimac¸a˜o de estados em sistemas de poteˆncia e´ realizada
tradicionalmente de forma centralizada. Pore´m, o surgimento de siste-
mas interligados continentais (como, por exemplo, ocorre na Europa)
e a reestruturac¸a˜o do sistema ele´trico na˜o apenas em aˆmbito nacional,
mas tambe´m mundial, trouxeram como consequeˆncia a implantac¸a˜o de
mu´ltiplas a´reas de controle, e por conseguinte a necessidade da ope-
rac¸a˜o descentralizada da rede. Na˜o e´ de hoje a ideia de se trabalhar
com sistemas em diversos n´ıveis [2,3,32], criando-se assim uma divisa˜o
hiera´rquica para a operac¸a˜o do sistema ele´trico como um todo. Esta
hierarquizac¸a˜o do sistema ele´trico afeta, em primeira instaˆncia, a esti-
mac¸a˜o de estados, que passa a ser realizada por regia˜o/a´rea, mediante
o processamento local das medidas dispon´ıveis neste n´ıvel. Os resulta-
dos das estimac¸o˜es locais sa˜o enviados para serem coordenados no n´ıvel
hiera´rquico superior, levando assim a uma reduc¸a˜o na quantidade de
informac¸o˜es a serem transferidas via elos de telecomunicac¸o˜es. Tal re-
duc¸a˜o e´ particularmente bem-vinda no momento em que a estimac¸a˜o de
estados passa por diversas mudanc¸as decorrentes do advento de novas
tecnologias e me´todos, que favorecem a inclusa˜o da modelagem de su-
bestac¸o˜es e de medidas provenientes de outras fontes, principalmente de
PMU’s [5, 6, 36]. Se tais informac¸o˜es tivessem que ser processadas por
um estimador centralizado, disto resultaria um significativo aumento
da massa de dados a ser transmitida para o centro de operac¸o˜es pelos
sistemas de telecomunicac¸o˜es.
Neste cap´ıtulo sera˜o apresentados os conceitos ba´sicos de esti-
mac¸a˜o de estados hierarquizada (EEH), bem como uma revisa˜o bibli-
ogra´fica das metodologias existentes. Estes conhecimentos subsidiara˜o
o desenvolvimento da proposta deste trabalho de doutorado.
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5.2 Noc¸o˜es Gerais sobre a Organizac¸a˜o de Sistemas Hierar-
quizados
Um sistema ele´trico interligado pode ser dividido em k a´reas (ou
subsistemas) conexas, independentes e na˜o sobrepostas, A1, A2, . . . , Ak.
Seja Si o conjunto de barras pertencentes a cada subsistema. Portanto,
tem-se que:
Si ∩ Sj = ∅ (i 6= j; i, j = 1, 2, . . . , k) (5.1)
∪ki=1Si = S
Os subsistemas sa˜o conectados atrave´s de ramos de interligac¸a˜o (que fi-
sicamente representam linhas de transmissa˜o ou transformadores), para
os quais cada barra terminal se encontra em uma a´rea diferente. A estas
barras da´-se o nome de barras de fronteira [2], cujo conjunto pode ser
representado por Sc. Este conjunto pode ser considerado como o con-
junto que representa a pseudo-a´rea Ak+1, que conte´m todas as barras
de fronteira do sistema. Sendo assim, e´ fa´cil deduzir que:
Sic = Sc ∩ Si (5.2)
onde Sic e´ o conjunto de barras pertencente ao subsistema Ak+1 que
conte´m as barras de fronteira da a´rea Ai. As barras de um dado sub-
sistema que na˜o sa˜o de fronteira sa˜o denominadas barras internas.
Tendo em vista as definic¸o˜es apresentadas acima tem-se que, para
cada subsistema Ai:
• ni: nu´mero de barras pertencentes ao subsistema Ai;
• nic: nu´mero de barras de fronteira do subsistema Ai;
• xic = [θic
t
,Vic
t
]t: vetor das varia´veis de estado das barras de fron-
teira do subsistema Ai;
• xir = [θir
t
,Vir
t
]t: vetor das varia´veis de estados das barras inter-
nas do subsistema Ai.
Ale´m disso, o nu´mero total de barras de fronteira e´ dado por:
nc =
k∑
i=1
nic (5.3)
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Para um determinado subsistema, as varia´veis de estado a serem
determinadas no processo de estimac¸a˜o de estados sa˜o:
xi = [x
i
c
t
,xir
t
]t (5.4)
Para o pseudo-subsistema Ak+1, o vetor xc das varia´veis de es-
tado a serem coordenadas no n´ıvel hiera´rquico superior pode ser defi-
nido como:
xc = [x
1
c
t
,x2c
t
, . . . ,xkc
t
,u]t (5.5)
onde u e´ um vetor de dimensa˜o (k − 1) que representa a defasagem
angular entre os diversos subsistemas e a barra de refereˆncia angular
global:
u = [u2, u3, . . . , uk]
t (5.6)
Observa-se que a equac¸a˜o (5.6) na˜o contem o aˆngulo do subsistema A1,
u1. Isso ocorre pelo fato de se atribuir a` barra de refereˆncia do subsis-
tema A1 a refereˆncia angular global do sistema, ou seja, u1 = 0. Todas
as demais barras de refereˆncia dos outros subsistemas constituem o ve-
tor de coordenac¸a˜o u definido pela equac¸a˜o (5.6). E´ importante ressal-
tar que a a´rea A1 e´ escolhida arbitrariamente como a a´rea que conte´m a
refereˆncia global do sistema por questa˜o de praticidade para apresentar
a formulac¸a˜o do problema, sem qualquer perda de generalidade.
A Figura 3 ilustra de maneira simplificada as a´reas interligadas
e os aˆngulos de coordenac¸a˜o.
Figura 3 – Exemplo de um sistema dividido em treˆs a´reas conexas.
Tem-se ainda que o vetor z, de dimensa˜o m, representa o con-
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junto de medidas de todo o sistema, podendo ser particionado da se-
guinte forma:
z = [zt1, z
t
2, . . . , z
t
k, z
t
u]
t (5.7)
onde zi e´ o vetor do conjunto de medic¸o˜es do subsistema Ai e inclui
todas as medidas de injec¸a˜o e fluxo de poteˆncia ativa e reativa, medidas
de tensa˜o e corrente, etc, do subsistema Ai. Adicionalmente, zu e´ o
vetor do conjunto de medic¸o˜es do pseudo subsistema Ak+1, contendo
apenas as medidas de fluxo de poteˆncia ativa e/ou reativa nos ramos
de interligac¸a˜o.
5.3 Estrutura local na Estimac¸a˜o Hiera´rquica
A estimac¸a˜o de estados no n´ıvel local compreende a estimac¸a˜o
de cada subsistema, realizada de forma independente e possivelmente
simultaˆnea. Neste cap´ıtulo, bem como no restante desta proposta de
trabalho de doutorado, ignora-se o efeito da “janela de tempo”, resul-
tante do fato de que os dados enviados ao n´ıvel hierarquicamente su-
perior na˜o sa˜o necessariamente coletados no mesmo instante de tempo.
Ale´m disso, a modelagem de cada subsistema, bem como o me´todo
de estimac¸a˜o de estados utilizado, pode ser escolhido de acordo com a
prefereˆncia do operador da respectiva a´rea.
Sendo assim, cada a´rea do sistema S tera´ seu pro´prio estima-
dor e fornecera´ ao Centro de Operac¸a˜o do Sistema Interligado apenas
as informac¸o˜es que este necessita para a realizac¸a˜o da EE de n´ıvel hi-
era´rquico superior. Conforme descrito anteriormente, as informac¸o˜es
provenientes dos ramos de interligac¸a˜o devem ser tratadas de forma
diferente das demais medidas, ja´ que devem ser processadas no n´ıvel
hiera´rquico superior. A Figura 4 ilustra a estrutura hiera´rquica em dois
n´ıveis para a EEH.
5.4 Algoritmos de Estimac¸a˜o de Estados Hiera´rquica
Conforme descrito na Sec¸a˜o 5.3, a estimac¸a˜o no n´ıvel local e´
feita de modo praticamente padronizado nos diversos tipos de estimac¸a˜o
hiera´rquica. O grande diferencial entre as diversas abordagens esta´ na
forma com que os dados sa˜o tratados no n´ıvel hiera´rquico superior, bem
como o que e´ considerado relevante para ser tratado como varia´vel de
estado a ser estimada tanto no n´ıvel local quanto no n´ıvel hiera´rquico
superior.
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Figura 4 – Ilustrac¸a˜o de estrutura hiera´rquica de dois n´ıveis.
Nesta sec¸a˜o sera˜o apresentados alguns algoritmos de estimac¸a˜o
de estados hierarquizada propostos por diversos autores. Ha´ diversos
algoritmos propostos na literatura, pore´m neste trabalho sa˜o discutidas
quatro abordagens. Duas dentre estas, apesar de serem anteriores a` ab-
sorc¸a˜o de alguns avanc¸os tecnolo´gicos relevantes pelo sistema ele´trico
de poteˆncia [2,3], servem como base para o desenvolvimento de aborda-
gens mais modernas para a estimac¸a˜o de estados hierarquizada [5,6,35].
E´ importante ressaltar que tais propostas supo˜em que a topologia da
rede esta´ correta, ou adotam um me´todo heur´ıstico para determinac¸a˜o
da mesma.
5.4.1 Algoritmo Proposto por Van Cutsem et al.
O algoritmo proposto em [2] leva em considerac¸a˜o que o vetor
de estados estimados da equac¸a˜o (5.4) para cada subsistema esta´ dis-
pon´ıvel e que um vetor de estimativas para os estados correspondentes
a`s barras de fronteira (ver equac¸a˜o (5.5)) pode ser gerado a partir das
medidas locais. Estes sera˜o re-estimados no n´ıvel superior.
Com isso, o novo vetor de estados a ser estimado no n´ıvel hie-
ra´rquico superior pode ser definido como:
xs = [u
t,xtc]
t (5.8)
Sendo assim, o vetor de “medidas”a ser processado no n´ıvel superior e´
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composto da seguinte forma:
zs = [z
t
u, xˆ
t
c]
t (5.9)
Consequentemente, o modelo de medic¸a˜o a ser utilizado para a estima-
c¸a˜o de estados no n´ıvel superior fica:
zs = hs(xs) + ηs (5.10)
ou, em forma mais detalhada:[
zu
xˆc
]
=
[
hc(u,xc)
xc
]
+
[
ηu
ηc
]
(5.11)
Apo´s se definir o modelo de medic¸a˜o para o n´ıvel hiera´rquico
superior, procede-se a` estimac¸a˜o de estados. O algoritmo proposto
por [2] pode ser melhor visualizado atrave´s da Figura 5.
Na proposta apresentada em [2], o estimador central tem que
estimar na˜o apenas as defasagens angulares entre as diversas a´reas do
sistema em relac¸a˜o a` refereˆncia global, mas tambe´m re-estimar os esta-
dos correspondentes a`s barras de fronteira. Com relac¸a˜o a este ponto
espec´ıfico, os autores das refereˆncias [3, 4] propo˜em uma nova aborda-
gem.
5.4.2 Algoritmo Proposto por Lo et al.
Lo e co-autores concluem, apo´s numerosas simulac¸o˜es, que os es-
tados estimados correspondentes a`s barras de fronteira estimados pelo
estimador local pouco diferem de seu valor final (re-estimado no n´ıvel
central), ale´m de pouco influenciarem na precisa˜o da estimac¸a˜o resul-
tante. Com isso, propo˜em um novo algoritmo, visto como um apri-
moramento do algoritmo proposto em [2], o qual reduz o nu´mero de
informac¸o˜es a serem transmitidas, bem como o esforc¸o computacional
necessa´rio para se estimar os estados.
No n´ıvel central, o estimador recebera´ informac¸o˜es provenientes
das medidas de poteˆncia ativa das linhas de intercaˆmbio (za), cuja
relac¸a˜o com o vetor de estados u sera´ dada por:
za = h(xˆb,u) + ηa (5.12)
onde o vetor dos estados correspondentes a`s barras de fronteira (xˆb),
estimados no n´ıvel local, permanecera´ constante durante todo o pro-
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Figura 5 – Algoritmo Proposto por Van Cutsem et al. [2]
cesso de estimac¸a˜o no n´ıvel central. Sendo assim, apenas as estimativas
referentes a`s defasagens angulares das a´reas do sistemas com relac¸a˜o
a` referencia global sera˜o calculadas e transmitidas para os seus sub-
sistemas correspondentes. O algoritmo proposto pode ser visualizado
atrave´s da Figura 6.
5.4.3 Algoritmo Proposto por Yang et al.
O algoritmo apresentado em [5, 6] leva em considerac¸a˜o um ce-
na´rio mais atual, no qual se vislumbra a inserc¸a˜o de novas tecnologias
a` rede ele´trica, por exemplo PMU. Isto implica em um aumento da
complexidade do problema, ale´m do fato de que a proposta contempla
a modelagem expl´ıcita de algumas subestac¸o˜es da rede interligada.
Tendo em vista que a disponibilidade de medidas PMU no n´ıvel
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Figura 6 – Algoritmo Proposto por Lo et al. [3, 4]
de subestac¸a˜o tende a aumentar gradativamente, os autores apresentam
um modelo h´ıbrido de estimac¸a˜o hiera´rquica, o qual concilia a estimac¸a˜o
de estados tradicional a um estimador linear proposto simultaneamente.
Com isso, obte´m-se um me´todo que permite o usufruto imediato dos
benef´ıcios apresentados pelas partes do sistema onde ha´ disponibilidade
de medidas PMU, gerando um modelo de transic¸a˜o para os sistemas
futuros.
O algoritmo proposto apresenta uma divisa˜o da estimac¸a˜o de es-
tados entre as subestac¸o˜es e os diversos controladores centrais. Para
tal, assume-se que ha´ medidas PMU suficientes em cada subestac¸a˜o, a
ponto de garantir observabilidade e condic¸o˜es adequadas de redundaˆn-
cia para permitir a utilizac¸a˜o um estimador linear. Adicionalmente, o
processamento da topologia e a detecc¸a˜o de erros podem ser realizados
no n´ıvel de subestac¸a˜o.
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A estimac¸a˜o em n´ıvel de subestac¸a˜o e´ realizada em diversas eta-
pas. Primeiramente, devido a` na˜o-inclusa˜o dos transformadores na
modelagem das subestac¸o˜es, resolve-se cada n´ıvel de tensa˜o separa-
damente. Em seguida, medidas fasoriais de corrente e de tensa˜o sera˜o
processadas separadamente. Isto permite que seja realizada uma com-
parac¸a˜o heur´ıstica entre as correntes atrave´s dos dispositivos chavea´veis
estimados e os status (aberto ou fechado) correspondente aos mesmos.
De acordo com os autores, se a corrente atrave´s de um dispositivo cha-
vea´vel na˜o e´ pro´xima de zero mas o status e´ tido como aberto, pode-se
concluir, com alta probabilidade, que a medida correspondente ao sta-
tus esta´ incorreta e que o status real deste dispositivo e´ fechado.
No controlador central, o estimador recebera´ as estimativas pa-
ras as medidas, bem como a topologia da subestac¸a˜o, provenientes do
estimador local presente em cada subestac¸a˜o. Com isso, obte´m-se um
estimador de estados linear, o qual realiza a estimac¸a˜o de estados mais
eficientemente, tendo em vista que a maior parte da estimac¸a˜o foi re-
alizada no n´ıvel de subestac¸a˜o, e a soluc¸a˜o linear garante uma soluc¸a˜o
sem divergeˆncia.
A Figura 7 apresenta o algoritmo proposto por [5, 6], no qual
o controlador central e´ responsa´vel por coordenar as estimativas obti-
das atrave´s de algoritmos lineares e na˜o-lineares provenientes de cada
subsistema.
5.4.4 Algoritmo Proposto por Expo´sito e Villa Jae´n
A proposta apresentada em [35] leva em considerac¸a˜o uma es-
timac¸a˜o de estados hierarquizada em dois n´ıveis, buscando integrar de
modo lo´gico e eficiente os resultados provenientes da estimac¸a˜o distri-
bu´ıda no n´ıvel local com a EE convencional no n´ıvel central.
Desta forma, as medidas obtidas em cada subestac¸a˜o sa˜o pre´-
processadas localmente de modo a enviar para o n´ıvel central um con-
junto menor de medidas, composto basicamente pelos fluxos de poteˆncia
e magnitudes das tenso˜es. Com isso, cada subestac¸a˜o sera´ reduzida a
apenas uma barra equivalente. Entretanto, nos casos em que a mode-
lagem da subestac¸a˜o resulte em mais de uma a´rea, o nu´mero de barras
ao qual ela sera´ reduzida correspondera´ ao nu´mero de a´reas. As bar-
ras na˜o-observa´veis no n´ıvel local sera˜o processadas no n´ıvel central, e
um modelo linear e´ utilizado no n´ıvel local. Isto e´ poss´ıvel porque as
subestac¸o˜es incluem apenas dispositivos chavea´veis no mesmo n´ıvel de
tensa˜o, sendo que as impedaˆncias dos transformadores sa˜o levadas em
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Figura 7 – Algoritmo Proposto por Yang et al. [5,6]. (EEL - estimador
de estados linear; EEN - estimador de estados na˜o-linear)
considerac¸a˜o apenas no n´ıvel central.
Tendo isto em vista, no n´ıvel local e´ processada a maior parte
das informac¸o˜es referentes a barras de injec¸a˜o nula e medidas de injec¸a˜o
de poteˆncia. Este processamento e´ feito de forma distribu´ıda, ou seja,
cada subestac¸a˜o que contiver medidas suficientes para que seja poss´ıvel
estimar os estados localmente, realizara´ a EE com o uso de um esti-
mador linear. Apo´s esta etapa, as informac¸o˜es relevantes e necessa´rias
para EE no n´ıvel central sa˜o enviadas aos centros de operac¸a˜o, onde
sera˜o processadas por um EESP convencional.
Esta proposta de EEH, segundo os autores, e´ vantajosa em um
cena´rio no qual as SEs possuem informac¸o˜es e medidas suficientemente
redundantes para que seja poss´ıvel a EE no n´ıvel local. Os autores res-
saltam ainda que o custo computacional requerido para processar este
estimador de estados hiera´rquico e´ menor se comparado a` performance
de EESP de forma centralizada existentes.
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5.5 Concluso˜es
Neste cap´ıtulo foram apresentados os conceitos de estimac¸a˜o
de estados hierarquizada e algumas abordagens propostas por diversos
autores para realiza´-la.
Pode-se observar, com base nas propostas de [5, 6, 35], que o ce-
na´rio da estimac¸a˜o de estados hierarquizada se tornou mais abrangente
nos u´ltimos anos e que te´cnicas mais tradicionais, como as apresenta-
das em [2–4], devem ser adaptadas para absorver novas tecnologias e
tendeˆncias.
Um ponto em comum a todos os algoritmos aqui apresentados
e´ o objetivo de se enviar para o controlador central uma quantidade
menor de informac¸o˜es, de modo a na˜o sobrecarregar os sistemas de
telecomunicac¸a˜o e tambe´m para agilizar o processo de estimac¸a˜o de
estados.
Tendo em vista o conteu´do apresentado previamente nesta tese,
intuitivamente se percebe que, no contexto de hierarquizac¸a˜o da EESP,
a busca por melhores ferramentas para a EE local pode produzir ganhos
tambe´m para a EE no n´ıvel hiera´rquico superior. Estes aspectos sera˜o
abordados no pro´ximo cap´ıtulo, sendo levados em considerac¸a˜o para a
formulac¸a˜o da proposta desta tese.
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6 ESTIMAÇÃO DE ESTADOS HIERÁRQUICA EM DOIS NÍVEIS
6.1 Introduc¸a˜o
A disponibilidade crescente de informac¸o˜es a respeito de varia´-
veis da rede ele´trica, bem como a presenc¸a cada vez maior de dispositi-
vos inteligentes no n´ıvel de sec¸a˜o de barra, geraram um novo problema:
como processar esta massa de informac¸o˜es de forma eficiente sem provo-
car congestionamento nas redes de comunicac¸a˜o de suporte a` operac¸a˜o
dos sistemas ele´tricos de poteˆncia.
Algumas abordagens para solucionar este problema va˜o ao en-
contro a` aplicac¸a˜o de conceitos ja´ existentes sobre a estimac¸a˜o de esta-
dos, embora originalmente propostos em outros contextos. Estes con-
ceitos relacionam-se a` descentralizac¸a˜o do processamento dos dados re-
queridos pelos estimadores, evitando-se assim congestionamentos nas
redes de telecomunicac¸o˜es e portanto a necessidade de implementac¸a˜o
de novas linhas de transmissa˜o de dados de alta velocidade.
Neste cap´ıtulo apresentam-se duas propostas para soluc¸a˜o deste
problema atual relacionado a` modelagem em tempo real de redes ele´tri-
cas, baseadas em conceitos de estimac¸a˜o de estados hiera´rquica em dois
n´ıveis, na qual o n´ıvel local sera´ representado por subestac¸o˜es individu-
ais, enquanto que o n´ıvel hiera´rquico superior e´ exercido pelo operador
regional do sistema ele´trico.
6.2 Novo Cena´rio para as Subestac¸o˜es
Muitas subestac¸o˜es ao redor do mundo teˆm pelo menos 30 anos
de operac¸a˜o e equipamentos de monitorac¸a˜o e controle precisara˜o ser
atualizadas ou substitu´ıdas [23]. Esta modernizac¸a˜o traz consigo a
implementac¸a˜o de dispositivos eletroˆnicos inteligentes, resultando numa
autonomia cada vez maior das subestac¸o˜es [21,23,24].
Neste cena´rio onde subestac¸o˜es antigas e novas (atualizadas) for-
necem dados a serem processados nos centros de operac¸a˜o, foi criada
uma norma para servir de padra˜o internacional de transmissa˜o de da-
dos provenientes de subestac¸o˜es, a IEC 61850. Seu objetivo e´ conciliar
a interac¸a˜o entre os diferentes tipos de dados provenientes dos modelos
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de subestac¸o˜es existentes, de forma a auxiliar a etapa de processamento
eficiente dos dados, bem como na tomada de deciso˜es [21–25].
O novo modelo de subestac¸a˜o de alta tensa˜o possui diversas mo-
dificac¸o˜es em relac¸a˜o ao antigo, entre as quais esta´ a implementac¸a˜o
de equipamentos com microprocessadores que permitem a coleta e ar-
mazenamento digital de todos os dados [24]. Ale´m disso, ha´ a disponi-
bilidade crescente de medidas fasoriais oriundas de Unidades de Medi-
c¸a˜o Fasorial (PMUs - Phasor Measurement Units). Isso resulta numa
automatizac¸a˜o crescente no n´ıvel de sec¸a˜o de barra, onde as informa-
c¸o˜es e controles podem ser sincronizadas com alta precisa˜o atrave´s de
GPS [23–25].
A maior parte das informac¸o˜es coletadas nas subestac¸o˜es pode
ser agora processada localmente, sem a necessidade de transmissa˜o para
os centros de operac¸a˜o. Esse processo se tornou cada vez mais relevante
devido ao volume de informac¸o˜es atualmente gerado, o que tende a
tornar invia´vel a transmissa˜o completa destes dados, uma vez que seria
necessa´ria a implementac¸a˜o de um nu´mero bastante elevado de linhas
de transmissa˜o de dados de alta velocidade baseada na tecnologia de
fibras o´ticas [23].
Tendo em vista o que foi apresentado nesta sec¸a˜o, diversas pro-
postas para se processar estas informac¸o˜es tem sido feitas [21–25]. To-
das elas teˆm em comum a premissa de que e´ importante reduzir o
volume de dados a ser transmitido de cada subestac¸a˜o para o centro de
operac¸o˜es.
6.3 Estimac¸a˜o de Estados Hiera´rquica em dois Nı´veis
Os conceitos discutidos nas sec¸o˜es anteriores evidenciam a im-
portaˆncia de se processar localmente os dados provenientes dos novos
dispositivos eletroˆnicos inteligentes instalados nas subestac¸o˜es e trans-
mitir ao COR apenas as informac¸o˜es relevantes a determinadas aplica-
c¸o˜es.
Conforme apresentado no Cap´ıtulo 5, o modelo de estrutura hie-
ra´rquica e´ aplica´vel em diversos contextos, desde sistemas continentais
com descentralizac¸a˜o a n´ıvel nacional (como no caso da Europa), ate´
redes ele´tricas nacionais resultantes da interligac¸a˜o de a´reas de controle
sob a responsabilidade de distintos operadores regionais. O modelo hi-
era´rquico permite ao operador local reter boa parte das informac¸o˜es
sobre o sistema que controla e enviar ao centro de operac¸a˜o apenas as
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informac¸o˜es necessa´rias a` monitorac¸a˜o e controle do sistema como um
todo.
Tendo em vista os conceitos apresentados nos cap´ıtulos anterio-
res, aliados ao cena´rio aqui apresentado, pode-se concluir que a estima-
c¸a˜o hiera´rquica e´ uma forma eficaz de se estimar os estados de forma
descentralizada, sem grandes perdas em relac¸a˜o a` estimac¸a˜o de estados
centralizada.
Considerando tambe´m a crescente importaˆncia das subestac¸o˜es
para a operac¸a˜o em tempo real do sistema ele´trico, este trabalho de
doutorado apresenta uma nova proposta de estimac¸a˜o de estados hie-
ra´rquica em dois n´ıveis, na qual o n´ıvel local consiste da coestimac¸a˜o de
estados e topologia de cada subestac¸a˜o, e o n´ıvel hiera´rquico superior
diz respeito a` coordenac¸a˜o dos processos locais de estimac¸a˜o executada
nos centros de operac¸a˜o do sistema ele´trico. As etapas e ac¸o˜es rela-
cionadas a estes dois n´ıveis hiera´rquicos sa˜o detalhadas nas sec¸o˜es a
seguir, sendo apresentada ao final deste cap´ıtulo a arquitetura de esti-
mac¸a˜o hiera´rquica descentralizada proposta nesta tese. Finalmente, o
cap´ıtulo e´ conclu´ıdo com a apresentac¸a˜o de um exemplo ilustrativo.
6.4 Coestimac¸a˜o de Estados e Topologia em Nı´vel de Sec¸a˜o
de Barra
A estimac¸a˜o de estados no n´ıvel de sec¸a˜o de barra vem sendo
alvo constante de pesquisa [10, 15–19, 38]. Contudo, os modelos de
estimac¸a˜o de estados considerando subestac¸o˜es abordados na literatura
em geral utilizam modelos barra-ramo estendidos, no qual apenas as
subestac¸o˜es localizadas nas chamadas zonas de anomalia do sistema
(tambe´m chamados bad data pockets na literatura em ingleˆs [10, 12])
sa˜o modeladas e inclu´ıdas na estimac¸a˜o de estados.
Este trabalho parte da constatac¸a˜o que, dada a disponibilidade
cada vez maior de informac¸o˜es presentes nas subestac¸o˜es, havera´ dados
suficientes para garantir sua observabilidade e, com isso, possibilitar a
estimac¸a˜o de estados e topologia localmente. Fica assim caracterizado
um processo de migrac¸a˜o da modelagem em tempo real para o n´ıvel de
subestac¸o˜es, bem como ressaltada a importaˆncia cada vez maior destes
componentes no processo de tomada de deciso˜es sobre a operac¸a˜o da
rede ele´trica [21–25]. Uma vantagem inerente a este tipo de modelagem
e´ a possibilidade de se excluir medidas erroˆneas ja´ no n´ıvel de sec¸a˜o de
barra, viabilizando a transmissa˜o de dados preliminarmente depura-
dos para o estimador do centro de operac¸o˜es regional (ou central) do
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sistema.
Tendo em vista que as subestac¸o˜es sa˜o consideradas como os
n´ıveis locais do estimador hiera´rquico aqui proposto, e´ preciso introdu-
zir algumas definic¸o˜es. O passo inicial e´ a definic¸a˜o da arquitetura de
estimac¸a˜o a ser utilizada, considerando-se o tipo de informac¸a˜o dispo-
n´ıvel no n´ıvel local, que em geral consiste de fluxos de poteˆncia atrave´s
dos dispositivos chavea´veis e status (aberto ou fechado) destes dispo-
sitivos. Propo˜e-se a utilizac¸a˜o do modelo de coestimac¸a˜o desenvolvido
em [18, 19] apresentado no Cap´ıtulo 4. A escolha desta arquitetura
de coestimac¸a˜o apresenta como grande vantagem a estimac¸a˜o concomi-
tante de estados e topologia, sem que haja a necessidade de se utilizar
processos distintos de estimac¸a˜o (um para topologia e outro para os
estados) em sequeˆncia. Busca-se tambe´m explorar ao ma´ximo o poten-
cial do me´todo de coestimac¸a˜o de estados e topologia, aplicando-o a
cada subestac¸a˜o do sistema ele´trico de poteˆncia.
Para poder utilizar o coestimador de estados e topologia apre-
sentado em [19] para modelagem no n´ıvel de subestac¸a˜o, torna-se ne-
cessa´rio adaptar o algoritmo originalmente proposto a esta nova aplica-
c¸a˜o. A Figura 8 ilustra a partic¸a˜o do sistema ele´trico considerado neste
trabalho para acomodar a arquitetura de estimac¸a˜o proposta. Na ar-
quitetura da Figura 8, os subsistemas que compo˜em o sistema ele´trico
correspondem a`s subestac¸o˜es, as barras do n´ıvel local de estimac¸a˜o sa˜o
os no´s presentes nos arranjos das subestac¸o˜es, os ramos de interliga-
c¸a˜o entre as a´reas sa˜o as pro´prias linhas de transmissa˜o que conectam
uma subestac¸a˜o a outra, e as barras de fronteira sa˜o as barras das su-
bestac¸o˜es das quais partem as linhas de transmissa˜o. Transformadores
existentes nas subestac¸o˜es reais sa˜o considerados apenas no n´ıvel hie-
ra´rquico superior, o que implica que as subestac¸o˜es aqui modeladas sa˜o
na realidade o conjunto de chaves e disjuntores conectados no mesmo
n´ıvel de tensa˜o. Caso uma subestac¸a˜o tenha mais de um n´ıvel de tensa˜o
(o que e´ comum na pra´tica), cada n´ıvel de tensa˜o e´ considerado indi-
vidualmente e as impedaˆncias dos transformadores sa˜o processadas no
n´ıvel hiera´rquico superior como impedaˆncias de ramos de interligac¸a˜o
entre diferentes a´reas da subestac¸a˜o real.
Nesta modelagem, uma importante considerac¸a˜o a ser feita rela-
ciona-se aos fluxos de poteˆncia medidos nas barras de fronteira. Quando
se analisa uma subestac¸a˜o, sabe-se que ela e´ composta por dispositivos
chavea´veis que ligam um no´ interno a outro, e que a estes no´s esta˜o
conectados cargas, unidade geradoras e linhas de transmissa˜o. Ao con-
siderar a subestac¸a˜o como uma a´rea componente do sistema ele´trico, os
fluxos em linhas de transmissa˜o medidos pro´ximos a barras de fronteira
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Figura 8 – Exemplo de sistema conexo composto por treˆs subestac¸o˜es.
podem ser considerados como injec¸o˜es de poteˆncia nestas barras. Adi-
cionalmente, estas medidas de fluxo sa˜o enviadas para processamento
no n´ıvel hiera´rquico superior, que determina a estimac¸a˜o de estados do
sistema interconectado global.
Sendo assim, no processo de coestimac¸a˜o de estados e topolo-
gia conduzida no n´ıvel de sec¸a˜o de barra, sa˜o processadas medidas de
fluxo de poteˆncia internas a` subestac¸a˜o (isto e´, realizadas nos ramos
chavea´veis), os status dos dispositivos chavea´veis, medidas de injec¸a˜o
de poteˆncia associadas a componentes de gerac¸a˜o/carga conectadas a`
subestac¸a˜o, e fluxos de poteˆncia monitorados em ramos incidentes a`
subestac¸a˜o (tratados como medidas de injec¸a˜o de poteˆncia nas barras
de fronteira pertencentes a` subestac¸a˜o).
Como resultado deste processo de coestimac¸a˜o, tem-se os estados
e topologia estimados para cada subestac¸a˜o, bem como as estimativas
de fluxos de poteˆncia em cada terminal das linhas de transmissa˜o. E´
importante ressaltar que os fluxos de poteˆncia em cada terminal das
linhas de transmissa˜o sa˜o estimados mesmo que na˜o sejam medidos,
uma vez que, sendo a subestac¸a˜o em questa˜o observa´vel, e´ poss´ıvel
obter estimativas para as injec¸o˜es de poteˆncia em todas as suas sec¸o˜es
de barra.
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6.4.1 Ana´lise de erros grosseiros no n´ıvel de Sec¸a˜o de Barra
utilizando a CET
A ana´lise de erros grosseiros na estimac¸a˜o de estados e´ uma
ferramenta essencial validar o resultado da modelagem em tempo real.
Normalmente este processo e´ dividido em duas etapas: uma para erros
em medidas analo´gicas e outro para a topologia da rede.
Como consequeˆncia da metodologia adotada para o processo de
estimac¸a˜o no n´ıvel de sec¸a˜o de barra, a topologia estimada e´ resultado
da presenc¸a ou na˜o de um fluxo de poteˆncia significativo atrave´s de um
dispositivo chavea´vel. Sendo assim, a topologia e´ um resultado direto
da estimac¸a˜o de estados para as medidas analo´gicas.
A execuc¸a˜o do algoritmo de CET (apresentado na Sec¸a˜o 4.5)
visa minimizar a func¸a˜o objetivo descrita pela Eq. (4.2). Conforme ci-
tado no Cap´ıtulo 4, a convergeˆncia deste algoritmo esta´ condicionada a`
confirmac¸a˜o da topologia (isto e´, a topologia estimada ser igual a topo-
logia presumida). Adicionalmente, outra condic¸a˜o para a convergeˆncia
do algoritmo de Coestimac¸a˜o apresentado na Sec¸a˜o 4.5 e´ que o compo-
nente Jmqp da func¸a˜o multi-objetivo, referente a` soma ponderada dos
quadrados dos res´ıduos das medidas analo´gicas, deve ser menor que um
limiar Kmqp obtido da distribuic¸a˜o do Qui-quadrado. Esta u´ltima tem
por base o procedimento de detecc¸a˜o descrito na Subsec¸a˜o 2.5.1 e seu
intuito e´ evitar que os resultados da coestimac¸a˜o sejam contaminados
pela presenc¸a de erros grosseiros em medidas analo´gicas.
Este trabalho realiza uma incursa˜o na ana´lise de erros grosseiros
para a CET, baseada nas premissas apresentadas acima, obtendo resul-
tados encorajadores, apresentados no Cap´ıtulo 7 deste documento. Tais
resultados demonstram que a presenc¸a de erros grosseiros em medidas
analo´gicas afetam em maior escala a parcela Jmqp da func¸a˜o objetivo
4.2 do que a parcela Jmvap, associada a` estimac¸a˜o da topologia de uma
dada subestac¸a˜o.
6.5 Estimac¸a˜o de Estados no Centro de Operac¸a˜o Regional
Conforme apresentado no Cap´ıtulo 5, ha´ diversas abordagens
para a estimac¸a˜o de estados hiera´rquica em sistemas de poteˆncia, sendo
que o principal diferencial entre elas esta´ na forma como as medidas
sa˜o processadas no n´ıvel hiera´rquico superior e em como os resultados
desta estimac¸a˜o sa˜o tratados. Os autores da refereˆncia [3] apresentam
um comparac¸a˜o entre diferentes me´todos ate´ enta˜o existentes e propo˜e
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uma nova arquitetura para estimac¸a˜o hiera´rquica, a qual e´ mais deta-
lhada em [4]. Um estudo comparativo independente entre as principais
arquiteturas para estimac¸a˜o de estados hiera´rquica e´ feito em [34], e
comprova que o me´todo proposto em [3, 4] apresenta vantagens em re-
lac¸a˜o aos demais.
Tanto em [3] quanto em [34], sa˜o analisadas as caracter´ıstica do
me´todo proposto em [3, 4]. Uma delas origina-se da constatac¸a˜o de
que os estados estimados localmente pouco diferem dos estados esti-
mados de forma centralizada, estando apenas defasados de um aˆngulo
ui medido em relac¸a˜o a` refereˆncia global do sistema, quando compa-
rados com resultados da estimac¸a˜o centralizada. Como consequeˆncia,
ao utilizar a arquitetura proposta em [3], os estados no n´ıvel local na˜o
sa˜o re-estimados como parte do processo de estimac¸a˜o conduzida no
n´ıvel hiera´rquico superior, realizado no centro de operac¸a˜o do sistema
ele´trico.
Tendo em vista as vantagens apresentadas em [3] e confirmadas
em [34], propo˜e-se a adoc¸a˜o da arquitetura desenvolvida por Lo et al.
em [3,4] no desenvolvimento deste trabalho de doutorado.
Na presente aplicac¸a˜o o n´ıvel hiera´rquico superior e´ representado
pelo Centro de Operac¸a˜o Regional (COR). Um ponto a ser ressaltado
e´ o fato de que, neste n´ıvel, o algoritmo de estimac¸a˜o de estados esco-
lhido pouco interfere no resultado final. Na implementac¸a˜o da proposta
apresentada neste documento, e´ utilizado o Me´todo de Givens com Treˆs
Multiplicadores, discutido no Cap´ıtulo 2. Esta abordagem apresenta
como vantagens a robustez nume´rica e facilidade de se trabalhar com
informac¸o˜es a priori [15].
Neste esta´gio de estimac¸a˜o, sa˜o processadas as informac¸o˜es de
fluxo de poteˆncia ativa estimados nas linhas de transmissa˜o conexas
provenientes do processo de coestimac¸a˜o local. Conforme proposto
em [3], tais informac¸o˜es na˜o sa˜o re-estimadas, e permanecera˜o constan-
tes durante o processo de estimac¸a˜o de estados no COR. Em conjunto
com os resultados obtidos pelos estimadores locais, as informac¸o˜es de
fluxo de poteˆncia estimados nas linhas de transmissa˜o apresentam re-
dundaˆncia (ja´ que se pressupo˜e que os fluxos de poteˆncia sa˜o medidos
nos dois extremos das linhas de transmissa˜o), abrindo a possibilidade de
detecc¸a˜o de poss´ıveis erros grosseiros tambe´m neste n´ıvel hiera´rquico.
Para tal, faz-se uso da ana´lise de erros grosseiros descrita na Subsec¸a˜o
2.5.2.
Os resultados da estimac¸a˜o no n´ıvel hiera´rquico superior sa˜o por-
tanto as varia´veis de coordenac¸a˜o, representadas pelas diferenc¸as an-
gulares entre as barras de refereˆncia de cada subestac¸a˜o e a refereˆncia
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global do sistema.
6.5.1 Ana´lise de informac¸o˜es provenientes de PMUs
Em um cena´rio no qual a presenc¸a de PMUs na rede ele´trica e´
cada vez maior e as informac¸o˜es provenientes destes dispositivos na˜o
se restringem apenas a`s tenso˜es nodais, mas tambe´m as correntes nos
ramos incidentes nas barras pro´ximas a`s quais se encontram instaladas,
algumas considerac¸o˜es devem ser feitas.
Em primeiro lugar, os operadores dos sistemas ele´tricos de po-
teˆncia dificilmente substituiriam seus estimadores baseados em medidas
SCADA ja´ em operac¸a˜o por um novo estimador h´ıbrido (que processa
tanto medidas provenientes do SCADA como de PMUs) ou ainda por
um estimador que processa exclusivamente medidas PMU. Por outro
lado, as evidentes propriedades deseja´veis das medidas fasoriais apon-
tam para a importaˆncia de considera´-las no processo de modelagem
em tempo real de redes ele´tricas. Isto, pore´m, deve ser realizado sem
preju´ızo para os estimadores existentes. Ale´m disso, ha´ o problema de
diferentes taxas de amostragem, uma vez que os tempos de varredura
do sistema SCADA e PMU sa˜o bem distintos (Fig. 9).
Figura 9 – Sistema de poteˆncia com SCADA e PMU instalados [7].
Uma possibilidade para conciliar medidas SCADA e medidas fa-
soriais consiste em considerar estas u´ltimas como informac¸o˜es a priori,
que sa˜o facilmente absorvidas pelo estimador ortogonal escolhido neste
trabalho de doutorado, conforme apresentado na Subsec¸a˜o 2.3.1. Ao
adotar esta abordagem, apenas as tenso˜es nodais provenientes de PMUs
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sa˜o utilizadas para aprimorar a qualidade das estimativas, mantendo-se
a proposta fiel a` metodologia proposta por [3].
Por outro lado, a disponibilidade de informac¸o˜es fasoriais tam-
be´m a respeito das correntes nas linhas de transmissa˜o traz mais infor-
mac¸o˜es a respeito do sistema como um todo, aumentando a redundaˆncia
das medidas existentes, o que favorece a qualidade das estimativas.
Em [48], o autor propo˜e um estimador ortogonal em blocos, con-
forme apresentado na Subsec¸a˜o 2.4, que e´ acoplado a` sa´ıda do estimador
convencional para processar apenas informac¸o˜es provenientes de PMUs,
incluindo tanto tenso˜es nodais quanto correntes nos ramos. Tal esti-
mador pode enta˜o ser acoplado a` sa´ıda do estimador SCADA utilizado
neste trabalho, proporcionando assim o estimador de n´ıvel superior da
arquitetura em dois esta´gios.
Essa abordagem, embora modifique marginalmente a proposta
inicial de estimac¸a˜o hiera´rquica seguindo a metodologia proposta em
[3], contribui para enriquecer o resultado das estimativas obtidas. Sua
adoc¸a˜o significa que o estimador SCADA de n´ıvel superior deixa de
tratar as medidas fasoriais como informac¸o˜es a priori, pore´m mante´m
a proposta de apenas estimar os aˆngulos de coordenac¸a˜o entre a refe-
reˆncia global e as refereˆncias locais de cada SE. Em seguida, o resultado
destas estimativas sa˜o enviadas para o estimador ortogonal em blocos
como informac¸a˜o a priori para enta˜o serem processadas com as medi-
das fasoriais presentes no sistema e, por fim, gerar a estimativa final do
sistema como um todo.
Levando em considerac¸a˜o o exposto acima, chega-se a`s seguintes
propostas para estimac¸a˜o no n´ıvel hiera´rquico superior:
E1FC: estimador caracterizado por [27,28]:
• estimador de um u´nico esta´gio;
• inicializado por medidas fasoriais de tensa˜o (aˆngulo) obtidas
por PMUs;
• processa medidas SCADA convencionais.
Esta estrutura de estimac¸a˜o para o n´ıvel de coordenac¸a˜o pode ser
vista na Fig. 10.
E2CB: estimador caracterizado por:
• estimador em 2 esta´gios;
• o primeiro esta´gio e´ um estimador convencional que processa
medidas SCADA;
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Figura 10 – Arquitetura E1FC de estimac¸a˜o para n´ıvel de coordenac¸a˜o.
• o segundo esta´gio, inicializado com as estimativas produzi-
das no primeiro esta´gio, processa medidas fasoriais de tensa˜o
e de corrente.
Esta arquitetura de estimac¸a˜o e´ apresentada na Fig. 11.
Figura 11 – Arquitetura E2CB de estimac¸a˜o para n´ıvel de coordenac¸a˜o.
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6.5.2 Ana´lise de erros grosseiros para estimador ortogonal em
blocos
Conforme descrito na Sec¸a˜o 2.4, o estimador ortogonal em blocos
e´ uma generalizac¸a˜o do estimador ortogonal com treˆs multiplicadores.
Partindo-se desta premissa, foi desenvolvido um algoritmo para detec-
c¸a˜o, identificac¸a˜o e eliminac¸a˜o de erros grosseiros em medidas analo´gi-
cas, baseado no procedimento descrito na Subsec¸a˜o 2.5.2.
No algoritmo de estimac¸a˜o ortogonal em blocos, as medidas de
quantidades analo´gicas representadas na forma polar sa˜o transformadas
para a forma retangular, com o intuito de possibilitar a utilizac¸a˜o de
um estimador linear (ver Sec¸a˜o 2.4). Isso resulta em um processamento
em bloco das partes real e imagina´ria das medidas e na generalizac¸a˜o da
forma de pondera´-las: ao inve´s de pesos escalares, passa-se a utilizar um
bloco 2× 2 como matriz de ponderac¸a˜o. Isto se deve a` impossibilidade
de se ignorar a correlac¸a˜o entre os componentes das medidas apo´s a
conversa˜o para a forma retangular [48,56].
Conforme descrito na Subsec¸a˜o 2.5.2, durante o processo de es-
timac¸a˜o ortogonal, ao se processar uma linha da matriz Jacobiana au-
mentada pelo respectivo componente do vetor ∆zm, a soma ponderada
dos quadrados dos res´ıduos resultante deve ser menor que o correspon-
dente limiar χ2mqp, atualizado de acordo com a ordem da medida proces-
sada. No caso do estimador ortogonal em blocos, teremos um conjunto
de duas linhas sendo conjuntamente processadas. Generalizando o al-
goritmo tradicional, pode-se dizer que, ao processar o conjunto de duas
linhas, caso a soma ponderada dos quadrados dos res´ıduos apresente
valor superior ao valor do limiar χ2mqp, ha´ ind´ıcios de presenc¸a de erros
grosseiros.
Da mesma forma que no estimador ortogonal tradicional, e´ feita
uma ana´lise dos res´ıduos normalizados entre as medidas que precede-
ram o bloco onde tal erro foi detectado. O componente (seja real ou
imagina´rio) cujo valor do res´ıduo for ma´ximo e´ enta˜o identificado e as
linhas correspondentes ao bloco ao qual pertence o componente sa˜o eli-
minadas. Para tal, faz-se uso de uma generalizac¸a˜o da metodologia de
eliminac¸a˜o de medidas erroˆneas do me´todo de Givens com treˆs mul-
tiplicadores (Subsec¸a˜o 2.5.2), ou seja, reprocessam-se o as linhas cor-
respondentes a tal medida com a matriz de ponderac¸a˜o acima citada,
pore´m agora com valor negativo. O algoritmo de estimac¸a˜o ortogonal
em blocos e´ enta˜o reiniciado sem a medida identificada como erroˆnea.
Resultados preliminares considerando esta abordagem mostram-
se bastante satisfato´rios e sa˜o apresentados detalhadamente no Cap´ıtulo
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7.
6.6 Arquitetura Proposta para Estimac¸a˜o de Estados Hiera´r-
quica em dois Nı´veis
Tendo em vista o que foi apresentado nas sec¸o˜es 6.4 e 6.5, pode-
mos formular uma arquitetura para estimac¸a˜o de estados hiera´rquica
de dois n´ıveis composta por subestac¸o˜es no n´ıvel local e pelo COR no
n´ıvel hiera´rquico superior.
No n´ıvel local, tem-se o processo de coestimac¸a˜o de estados e
topologia responsa´vel por obter as estimativas de fluxos de poteˆncia
nos extremos das linhas de transmissa˜o, bem como estimar a topologia
de cada subestac¸a˜o.
O n´ıvel superior, conduzido no COR, processa no primeiro esta´-
gio as medidas de fluxo de poteˆncia ativa nas linhas de transmissa˜o e
os estados estimados no n´ıvel local para as barras de fronteira, com o
objetivo de determinar as varia´veis de coordenac¸a˜o. As estimativas re-
sultantes sa˜o enta˜o tratadas como informac¸o˜es a priori pelo estimador
de segundo esta´gio, que em seguida processa as medidas provenientes
de PMUs. O resultado final da estimac¸a˜o e´ enta˜o aplicado aos esta-
dos estimados localmente, sintetizando desta forma as estimativas para
todo o sistema.
E´ importante ressaltar que apo´s a finalizac¸a˜o de cada etapa de
estimac¸a˜o e´ realizada uma ana´lise de erros grosseiros espec´ıfica para
cada estimador.
A arquitetura proposta e´ ilustrada na Figura 12.
6.7 Exemplo Ilustrativo com Sistema-teste de 4 Barras
Para verificar a viabilidade desta proposta de pesquisa, desen-
volveu-se um sistema-teste, cuja topologia e plano de medic¸a˜o sa˜o apre-
sentados na Figura 13.
O sistema-teste contempla diferentes arranjos de subestac¸a˜o
(SE), ou seja, subestac¸o˜es em anel, disjuntor e meio e disjuntor du-
plo (“double breaker”) [57].
Como ponto de partida para gerar o conjunto de medidas dos
planos de medic¸a˜o a serem utilizados, executa-se um fluxo de poteˆncia
no n´ıvel de sec¸a˜o de barra baseado no me´todo de Newton-Raphson de-
sacoplado ra´pido [58], cujos resultados para uma condic¸a˜o de operac¸a˜o
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Figura 12 – Arquitetura proposta para estimac¸a˜o de estados hiera´rquica
em dois n´ıveis.
selecionada sa˜o apresentados nas Tabelas 1, 2 e 3.
A Tabela 1 apresenta os resultados das grandezas nodais para
todas as barras do sistema. Na Tabela 2 constam os fluxos de poteˆncia
obtidos para os ramos convencionais, bem como as impedaˆncias das
linhas de transmissa˜o. Por fim, os fluxos de poteˆncia atrave´s de ramos
chavea´veis sa˜o mostrados na Tabela 3.
Apo´s obter os resultados do estudo de fluxo de poteˆncia e incluir
pequenos erros aleato´rios para o sistema como um todo, inicia-se o
processo de coestimac¸a˜o de estados e topologia para cada subestac¸a˜o
do sistema. Para tal, os dados referentes a cada subestac¸a˜o sa˜o tratados
localmente, para gerac¸a˜o dos conjuntos de medidas locais. Apenas por
simplicidade e sem perda de generalidade, os resultados do n´ıvel local
sa˜o apresentados apenas para a subestac¸a˜o 1.
Ao inicializar o algoritmo de CET, sera´ suposto que a topolo-
gia para todas as subestac¸o˜es do sistema e´ desconhecida pelo opera-
dor, adotando-se enta˜o a hipo´tese inicial de que todos os disjuntores se
encontram abertos. Esta considerac¸a˜o, frequentemente adotada neste
trabalho quando na˜o ha´ informac¸a˜o confia´vel quanto aos status dos
disjuntores, e´ referida como perfil plano (flat start) de topologia. En-
tretanto, e´ importante destacar que, na pra´tica, a inicializac¸a˜o da topo-
logia seria baseada na sa´ıda do configurador de redes, conforme descrito
na Subsec¸a˜o 2.2.1.
A cada iterac¸a˜o do algoritmo de CET, a topologia e´ atualizada
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Figura 13 – Sistema-teste criado para validac¸a˜o da arquitetura pro-
posta.
ate´ que na˜o haja mais alterac¸o˜es nos status dos disjuntores. O lac¸o
interno deste algoritmo, ou seja, o MPDPI especializado desenvolvido
para este problema, converge para todas as subestac¸o˜es em na˜o mais
do que 12 iterac¸o˜es. A Tabela 4 apresenta a evoluc¸a˜o do algoritmo de
CET. Nela sa˜o apresentados os status dos disjuntores (sendo “0”para
disjuntor aberto e “1”para fechado) ao longo do processo iterativo, bem
como a evoluc¸a˜o do valor da func¸a˜o multi-objetivo ate´ a convergeˆncia
para a SE 1.
Pode-se observar na Tabela 4 que o valor da func¸a˜o multi-
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Tabela 1 – Resultados obtidos para as grandezas nodais do sistema-
teste.
Resultados das grandezas nodais
Barra Tipo
Tensa˜o Aˆngulo P Q
(pu) (graus) (MW) (Mvar)
1 2 1,000 0,000 185,103 7,567
2 0 1,000 -16,822 -0,015 0,000
3 0 1,000 -12,968 0,000 0,000
4 0 0,957 -24,038 0,000 0,000
5 0 1,000 0,000 -0,004 0,002
6 0 1,000 0,000 0,000 0,000
7 0 1,000 0,000 -0,010 0,002
8 2 1,000 0,000 0,000 0,000
9 0 1,000 -16,822 -0,002 0,000
10 0 1,000 -16,822 0,016 0,002
11 0 1,000 -16,822 -60,000 25,000
12 0 1,000 -12,968 0,000 0,000
13 0 1,000 -12,968 -140,900 70,000
14 0 1,000 -12,968 0,017 0,005
15 0 1,000 -12,968 0,002 0,000
16 0 1,000 -12,968 -0,030 0,002
17 1 1,000 -12,968 118,900 -31,423
18 0 0,957 -24,038 0,009 0,004
19 0 0,957 -24,038 0,027 0,008
20 0 0,957 -24,038 -98,000 -15,000
21 0 0,957 -24,038 0,000 0,000
Tabela 2 – Resultados de fluxo de poteˆncia nos ramos convencionais
para o sistema-teste.
Dados de linha e fluxo de poteˆncia nos ramos convencionais
Linha
rij + jxij bshunt Pij + jQij
(pu) (pu) (MW) (MVar)
7 – 10 0,0250 + j 0,4000 0,0 72,758 +j 6,053
5 – 14 0,0200 + j 0,2000 0,0 112,355 +j 1,517
9 – 15 0,1000 + j 0,5000 0,0 -12,828 +j 3,099
2 – 18 0,0100 + j 0,5000 0,06 24,254 +j 6,635
16 – 19 0,0170 + j 0,2500 0,04 74,827 +j 17,078
objetivo e´ reduzido drasticamente de seu valor inicial ate´ a convergeˆncia
do algoritmo de CET e que esta convergeˆncia ocorre em apenas duas
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Tabela 3 – Resultados de fluxo de poteˆncia nos ramos chavea´veis para
o sistema-teste.
Fluxo de poteˆncia nos ramos chavea´veis
Subestac¸a˜o Ramo
Pij + jQij
(MW) (Mvar)
SE 1
1 – 5 185,113 + j 7,567
1 – 7 0,000 + j 0,000
5 – 6 72,758 + j 6,052
6 – 7 72,758 + j 6,052
SE 2
2 – 9 -12,828 + j 3,099
2 – 10 -71,426 + j 15,266
2 – 11 60,000 + j -25,000
8 – 9 0,000 + j 0,000
8 – 10 0,000 + j 0,000
8 – 11 0,000 + j 0,000
SE 3
3 – 13 140,900 + j -70,000
3 – 15 13,002 + j -2,229
3 – 17 -153,902 + j 72,229
13 – 14 0,000 + j 0,000
15 – 16 0,000 + j 0,000
12 – 14 -109,831 + j 23,730
12 – 16 74,829 + j 17,076
12 – 17 35,002 + j -40,806
SE 4
4 – 18 -24,186 + j -8,989
4 – 20 24,186 + j 8,989
18 – 19 0,000 + j 0,000
19 – 21 73,814 + j 6,011
20 – 21 -73,814 + j -6,011
Tabela 4 – Resultados da Coestimac¸a˜o de Estados & Topologia para a
SE 1
Ramos chavea´veis
B1 B2 B3 B4
(1-5) (1-7) (5-6) (6-7)
Topologia Esperada 1 0 1 1 J(rm, xˆ)
Topologia Inicial 0 0 0 0 10104,2951
Iterac¸a˜o 1 1 0 1 1 155,2004
Iterac¸a˜o 2 1 0 1 1 0,4430
iterac¸o˜es. Tal resultado e´ obtido por todas as subestac¸o˜es durante o
processo local de estimac¸a˜o.
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Quando a subestac¸a˜o que demora mais tempo para realizar o
processo local de CET encerra sua estimac¸a˜o (para este sistema-teste
esta e´ a SE 3), da´-se inicio a` estimac¸a˜o de estados no n´ıvel hiera´rquico
superior.
Conforme descrito nas sec¸o˜es anteriores deste cap´ıtulo, o estima-
dor executado no COR e´ composto de dois esta´gios: um para processar
as medidas provenientes do SCADA, baseado versa˜o do me´todo orto-
gonal de Givens com 3 multiplicadores e fundamentado na proposta de
estimac¸a˜o hiera´rquica apresentada em [3]; e um estimador com capa-
cidade de processamento de medidas de tensa˜o e corrente provenientes
de PMUs, fundamentado no estimador proposto em [48].
As Tabelas 5, 6 e 7 apresentam os resultados obtidos para a es-
timac¸a˜o no n´ıvel hiera´rquico superior para treˆs casos distintos: Caso
1 representa os resultados obtidos para a proposta de estimac¸a˜o hie-
ra´rquica inicial, ou seja, utilizando apenas medidas obtidas do SCADA
e estruturada como a proposta apresentada em [3]; Caso 2 e Caso 3
sa˜o realizados utilizando informac¸o˜es provenientes de PMUs, com esti-
mador no COR em dois esta´gios, sendo que para o Caso 2 ha´ PMUs
instaladas nas barras 1 e 3 (pertencentes a`s SEs 1 e 3, respectivamente)
e para o Caso 3 ha´ PMUs instaladas em todas as SEs do sistema.
Tabela 5 – Resultados da Estimac¸a˜o de Estados para as Barras de
Refereˆncia de cada SE.
SE
Caso 1 Caso 2 Caso 3
Tensa˜o Aˆngulo Tensa˜o Aˆngulo Tensa˜o Aˆngulo
(pu) (graus) (pu) (graus) (pu) (graus)
1 0,998 0,000 0,998 -0,0000 0,999 -0,0000
2 1,000 -16,844 1,008 -16,8110 1,009 -16,8068
3 1,000 -13,003 0,998 -12,9566 0,999 -12,9431
4 0,959 -24,078 0,955 -24,0876 0,956 -24,0138
E´ importante ressaltar que o estimador de primeiro esta´gio do
COR e´ um estimador na˜o linear, que processa as medidas de fluxo de
poteˆncia ativa nas linhas de transmissa˜o que conectam as SEs, ale´m
das estimativas obtidas pelos coestimadores locais para as barras de
fronteira, obtendo a convergeˆncia para o problema em questa˜o em na˜o
mais que 4 iterac¸o˜es. Ja´ o estimador de segundo esta´gio processa as
medidas provenientes de PMUs, ale´m de utilizar as estimativas obtidas
pelo estimador de primeiro esta´gio como informac¸o˜es a priori. Este
estimador e´ linear, uma vez que transforma as medidas originalmente
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Tabela 6 – Resultados da Estimac¸a˜o de Injec¸a˜o de Poteˆncia de cada
SE.
SE
Caso 1 Caso 2 Caso 3
P Q P Q P Q
(MW) (Mvar) (MW) (Mvar) (MW) (Mvar)
1 184,835 5,937 184,820 5,320 185,053 5,330
2 -59,718 25,165 -59,560 30,947 -59,928 31,001
3 -21,785 39,532 -21,660 36,910 -21,967 36,920
4 -98,176 -13,998 -98,477 -16,676 -98,041 -16,906
Tabela 7 – Resultados da Estimac¸a˜o de Estados nas Linhas de Trans-
missa˜o
Linha
Caso 1 Caso 2 Caso 3
Pij + jQij Pij + jQij Pij + jQij
(MW) (Mvar) (MW) (Mvar) (MW) (Mvar)
7 - 10 72,599 + j 5,567 72,961 + j 3,850 73,088 + j 3,859
5 - 14 112,236 + j 0,370 111,859 + j 1,470 111,965 + j 1,470
9 - 15 -12,789 + j 3,040 -12,555 + j 4,840 -12,610 + j 4,858
2 - 18 24,333 + j 6,307 24,617 + j 8,528 24,429 + j 8,541
16 - 19 74,934 + j 16,573 74,954 + j 17,209 74,697 + j 17,235
expressas em coordenadas polares para coordenadas retangulares.
Pode-se observar das Tabelas 5, 6 e 7 que os resultados finais
obtidos para os treˆs casos apresentados sa˜o bastante aderentes com o
caso ideal (fluxo de poteˆncia), o que ilustra o n´ıvel de exatida˜o e a
aplicabilidade da metodologia proposta nesta tese.
6.8 Concluso˜es
Este cap´ıtulo apresentou a proposta de arquitetura para estima-
c¸a˜o de estados hiera´rquica em dois n´ıveis contemplada neste trabalho
de doutorado. Esta proposta vai ao encontro a` crescente importaˆncia
das subestac¸o˜es no cena´rio atual da modelagem em tempo real das re-
des ele´tricas, bem como a` necessidade de se reduzir de maneira eficaz
o nu´mero de informac¸o˜es transmitidas entre subestac¸o˜es e centros de
operac¸a˜o.
A proposta confere uma maior autonomia a` modelagem de su-
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bestac¸o˜es no que diz respeito ao processamento de informac¸o˜es a elas
pertinentes, sendo transmitidas ao COR apenas as informac¸o˜es neces-
sa´rias para o processamento central da rede conexa.
No Cap´ıtulo 7 sa˜o apresentados resultados obtidos para sistemas
mais real´ısticos modelados no n´ıvel de sec¸a˜o de barra e ana´lises compa-
rativas com a estimac¸a˜o centralizada no intuito de alinhar argumentos
adicionais em favor da viabilidade e aplicabilidade da proposta aqui
descrita.
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7 RESULTADOS OBTIDOS
7.1 Introduc¸a˜o
Neste cap´ıtulo sa˜o apresentados os resultados obtidos no desen-
volvimento deste trabalho.
Dois sistemas-teste do IEEE, de 9 e de 14 barras, modelados
no n´ıvel de sec¸a˜o de barra, sa˜o utilizados para avaliar as metodologias
propostas. O sistema-teste IEEE 9 barras foi modelado de forma a
abranger os diferentes arranjos de subestac¸a˜o mais comuns, conforme
descrito em [57]. Ja´ o sistema-teste IEEE 14 barras expandido e´ o
mesmo apresentado em [59]. Para os estudos referentes a` ana´lise pre-
liminar de erros grosseiros, sera´ utilizado o mesmo sistema-teste de 4
barras apresentado na Sec¸a˜o 6.7.
A apresentac¸a˜o dos resultados sera´ dividida em treˆs partes para
os dois sistemas-teste do IEEE. Primeiramente sa˜o apresentados os re-
sultados obtidos considerando o sistema ele´trico apenas com medidas
SCADA, incluindo medidas internas a`s subestac¸o˜es. Em seguida, sa˜o
descritos resultados de simulac¸o˜es que tambe´m consideram, ale´m de
medidas convencionais, a presenc¸a de medidas fasoriais de tensa˜o pro-
venientes de PMUs instaladas nas subestac¸o˜es com gerac¸a˜o e no sistema
como um todo. Pore´m, tais medidas sera˜o apenas consideradas como
informac¸a˜o a priori do estimador ortogonal convencional instalado no
COR, o que corresponde a` estrate´gia E1FC descrita na Subsec¸a˜o 6.5.1.
Por fim, as informac¸o˜es provenientes de PMUs sa˜o processadas em um
mo´dulo adicional utilizando-se o me´todo de Givens em blocos, con-
forme a arquitetura E2CB da Subsec¸a˜o 6.5.1, a qual se constitui na
proposta principal deste trabalho de doutorado para o estimador de
n´ıvel hiera´rquico superior.
As sec¸o˜es finais deste cap´ıtulo sa˜o dedicadas a` apresentac¸a˜o e
discussa˜o de resultados preliminares obtidos para ana´lise de erros gros-
seiros nas treˆs etapas de estimac¸a˜o, obtidos para o sistema-teste de 4
barras.
O programa computacional utilizado nas simulac¸o˜es descritas
neste cap´ıtulo foi desenvolvido em MATLAB, levando-se em conside-
rac¸a˜o uma modelagem na˜o linear completa para a rede ele´trica. No
processo de avaliac¸a˜o de desempenho dos me´todos propostos, os resul-
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tados obtidos com a arquitetura descentralizada de estimac¸a˜o proposta
no Cap´ıtulo 6 sa˜o comparados com os da estimac¸a˜o ortogonal centra-
lizada equivalente para o caso em questa˜o. Para tal, nos casos em
que ha´ apenas medidas SCADA, ou ainda os que consideram medi-
das PMU como informac¸a˜o a priori, utiliza-se um estimador ortogonal
convencional de um esta´gio, baseado no me´todo de Givens com treˆs
multiplicadores, o qual sera´ referido como E1C. Ja´ para os casos em
que medidas de tensa˜o e de corrente provenientes de PMUs sa˜o utiliza-
das, o estimador centralizado sera´ o de dois esta´gios proposto em [48]
e [56], designado neste cap´ıtulo como E2C.
E´ importante destacar que o tamanho dos sistemas-teste utiliza-
dos neste trabalho na˜o afetam a aplicabilidade do algoritmo proposto
a sistemas de maior porte. Isto se deve ao fato de que a coestimac¸a˜o
de estados e topologia pode ser aplicada a qualquer nu´mero de subes-
tac¸o˜es individuais, sendo que a estimac¸a˜o no n´ıvel de coordenac¸a˜o sera´
inicializada apo´s a subestac¸a˜o que levar mais tempo para completar
o processo de estimac¸a˜o local finalizar este procedimento. Quanto aos
estimadores residentes no COR aqui propostos, o primeiro e´ um estima-
dor ortogonal baseado no me´todo de Givens com treˆs multiplicadores,
ja´ bastante difundido na literatura pertinente, e que constitui o nu´cleo
da estrate´gia E1FC. Ja´ o estimador de segundo esta´gio, baseado no me´-
todo de Givens em blocos, da´ suporte a` estrate´gia E2CB, e se mostrou
bastante robusto para aplicac¸a˜o a sistemas de grande porte, conforme
apresentado em [48].
7.2 Metodologia de Simulac¸a˜o
A partir de proto´tipo de aplicativo computacional elaborado
como parte de pesquisa correlacionada em [19], foi desenvolvido um
programa que permite a coestimac¸a˜o individual em cada subestac¸a˜o,
fornecendo como resultado para o n´ıvel hiera´rquico superior estimativas
dos estados nas barras de fronteira, ale´m das defasagens angulares entre
as barras de refereˆncia de cada subestac¸a˜o e a refereˆncia global do
sistema.
Com o objetivo de simular o que acontece na pra´tica, considera-
se que cada subestac¸a˜o e´ modelada independentemente. Portanto, cada
subestac¸a˜o gerara´ seu pro´prio conjunto de dados, cuja simulac¸a˜o e´ base-
ada em execuc¸o˜es individuais do fluxo de poteˆncia desenvolvido em [58].
Ale´m disso, deve-se definir uma barra (no´) de refereˆncia para cada su-
bestac¸a˜o do sistema.
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Apo´s a execuc¸a˜o do fluxo de poteˆncia, cria-se o vetor de medi-
das ideais para o sistema-teste em questa˜o. Para cada vetor de medi-
das ideais, aplicam-se erros aleato´rios, como forma de simular os erros
presentes nos equipamentos de medic¸a˜o, obtendo-se assim o vetor das
quantidades medidas. Os erros superpostos teˆm variaˆncias diferentes,
de acordo com o tipo de medida processada: medidas consideradas pro-
venientes de medidores convencionais tem variaˆncia de 1 × 10−2 pu e
medidas fasoriais provenientes de PMUs tem variaˆncia de 1× 10−3 pu.
Em seguida, realiza-se a coestimac¸a˜o de estados e topologia para
cada subestac¸a˜o. Na pra´tica, a topologia inicial utilizada no processo
de CET provavelmente sera´ a oriunda do configurador de rede. Pore´m,
neste trabalho considera-se o pior cena´rio, ou seja, a topologia de cada
subestac¸a˜o e´ desconhecida, sendo obtida como resultado do processo de
coestimac¸a˜o. Para tal, na inicializac¸a˜o do processo de coestimac¸a˜o de
estados e topologia considera-se que todos os dispositivos chavea´veis es-
ta˜o abertos, condic¸a˜o esta referida como “flat start de topologia”. Ale´m
disso, utilizam-se informac¸o˜es a priori, cujo tratamento foi apresentado
no Cap´ıtulo 3. Como resultado da CET local, sa˜o gerados os vetores das
varia´veis a serem encaminhadas ao n´ıvel hiera´rquico superior (o Centro
de Operac¸a˜o Regional, COR), ou seja, o vetor com as estimativas dos
estados das barras de fronteira, bem como as topologias estimadas para
as SEs.
Terminada a etapa de coestimac¸a˜o local, os vetores resultantes
deste processo, juntamente com as medidas de fluxo de poteˆncia ativo
nas linhas de transmissa˜o, sa˜o agora processados no COR. Neste esta´-
gio sa˜o estimados os aˆngulos de defasagem entre a refereˆncia angular
de cada subestac¸a˜o e a refereˆncia global do sistema, bem como os flu-
xos atrave´s das linhas de transmissa˜o (tratados no primeiro esta´gio
como medidas de injec¸a˜o nas barras de fronteira). Caso haja medidas
provenientes de PMUs, estas podera˜o ser tratadas de duas formas dis-
tintas: como informac¸a˜o a priori do estimador ortogonal convencional,
onde apenas as medidas fasoriais de tensa˜o sa˜o consideradas (estrate´-
gia E1FC); ou por um estimador de segundo esta´gio acoplado a` sa´ıda
do estimador ortogonal do COR, que utiliza o resultado do estimador
ortogonal como informac¸a˜o a priori e processa medidas fasoriais tanto
de tensa˜o como de corrente na forma retangular (estrate´gia E2CB).
Como esta´gio final do processo de estimac¸a˜o hiera´rquica, as res-
pectivas defasagens angulares de cada subestac¸a˜o sa˜o adicionadas ao
vetor dos aˆngulos (ui) estimados localmente, resultando no valor final
da estimac¸a˜o hiera´rquica em dois n´ıveis.
Para validar os me´todos propostos nesta pesquisa, foram obti-
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dos resultados com o me´todo de estimac¸a˜o ortogonal via me´todo de
Givens com treˆs multiplicadores apresentado na Subsec¸a˜o 2.3.1, em um
u´nico esta´gio e de modo centralizado, para fins de comparac¸a˜o com
os resultados do me´todo proposto. Por facilidade de refereˆncia, esta
estrate´gia convencional e´ denominada E1C. Ja´ para os casos em que
as medidas fasoriais sa˜o tratadas separadamente, sa˜o utilizados como
refereˆncia os resultados produzidos pelo estimador centralizado em dois
esta´gios, proposto em [48] e [56], referido como estrate´gia E2C. Ambos
os resultados, da estrutura hiera´rquica aqui proposta e os das estrate´-
gias centralizadas, sa˜o apresentados conjuntamente, com o objetivo de
facilitar a sua comparac¸a˜o.
E´ importante ressaltar que todos os resultados apresentados cor-
respondem a me´dias obtidas a partir de 50 simulac¸o˜es. Cada simulac¸a˜o
e´ caracterizada por um mesmo conjunto de medidas, diferenciadas pelas
sementes utilizadas para a gerac¸a˜o de nu´meros aleato´rios. Ale´m disso,
sa˜o obtidos valores para uma me´trica baseada nos erros absolutos de
estimac¸a˜o, definida em func¸a˜o das diferenc¸as entre a estimativa e seu
valor real (obtido pela aplicac¸a˜o do fluxo de poteˆncia). Esta me´trica e´
dada por [60]:
ε¯ =
∑nS
j=1 |Xkmetodo −Xkverdadeiro|
nS
=
∑nS
j=1 |Xkerro|
nS
onde ε¯ e´ a me´trica, X representa a varia´vel a ser analisada e nS e´ o
nu´mero de simulac¸o˜es realizadas.
As sec¸o˜es a seguir apresentam os principais resultados obtidos
durante o trabalho de pesquisa de doutorado.
7.3 Resultados Obtidos para o Sistema IEEE 14 Barras
Nesta sec¸a˜o sa˜o apresentados os resultados obtidos para o
sistema-teste IEEE 14 barras expandido no n´ıvel de sec¸a˜o de barra [59],
ilustrado na Fig. 14.
Observa-se que, das 14 barras, apenas duas (a barra 7 e a 8)
na˜o sa˜o modeladas no n´ıvel de sec¸a˜o de barra. O plano de medic¸a˜o e´
composto por medidas de fluxo de poteˆncia nos dois extremos das linhas
de transmissa˜o, medidas de injec¸a˜o de poteˆncia nas barras, indicadas
por setas, medida de magnitude da tensa˜o nas barras de refereˆncia de
cada SE e pelo menos uma medida de fluxo de poteˆncia ativa e reativa
em ramo chavea´vel relativo a disjuntor fechado em cada SE.
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Figura 14 – Sistema-teste IEEE 14 barras expandido no n´ıvel de sec¸a˜o
de barra.
7.3.1 Coestimac¸a˜o de estados e topologia no n´ıvel local
O processo de CET e´ realizado em cada SE individualmente e
os resultados obtidos sa˜o encaminhados para coordenac¸a˜o no COR.
Este processo na˜o e´ influenciado pela presenc¸a de PMUs no sistema,
uma vez que estas medidas afetam diretamente a estimac¸a˜o no n´ıvel de
coordenac¸a˜o. Por este motivo, a CET em cada SE ocorre da mesma
forma para os diferentes casos apresentados nas subsec¸o˜es a seguir.
Por uma questa˜o de simplicidade, pore´m sem perda de generali-
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dade, sa˜o apresentados detalhadamente apenas os resultados da CET
para a SE 10/14.
A Tabela 8 apresenta a evoluc¸a˜o da topologia durante a CET
para a SE 10/14. Os status dos disjuntores que diferem das posic¸o˜es
corretas sa˜o representados em ita´lico. Mudanc¸as nos status durante o
processo iterativo esta˜o destacadas em negrito. Na tabela, 0 e 1 repre-
sentam disjuntor aberto e fechado, respectivamente. Assume-se inici-
almente que a topologia e´ inteiramente desconhecida, conforme citado
anteriormente, partindo-se o processo de CET com todos os disjuntores
abertos. Apo´s a primeira iterac¸a˜o, o coestimador modifica a topologia
presumida inicial (dispositivos chavea´veis abertos) para uma topolo-
gia estimada. Com isso, obteˆm-se o resultado apresentado na terceira
linha, “Iterac¸a˜o 1”, da Tabela 8 para a subestac¸a˜o 1.
Ao final da segunda iterac¸a˜o, o coestimador de estados e topo-
logia obteˆm a convergeˆncia dos resultados. Da mesma forma que na
primeira iterac¸a˜o, e´ feita uma estimac¸a˜o da topologia, onde sa˜o com-
parados os status estimados com os presumidos (estimados na iterac¸a˜o
anterior). Esse resultado final consta na linha definida “Iterac¸a˜o 2” da
Tabela 8. Percebe-se que a convergeˆncia final do algoritmo e´ obtida em
apenas 2 iterac¸o˜es do lac¸o externo. Para as demais SEs, o algoritmo
de CET na˜o levou mais do que 3 iterac¸o˜es para atingir a convergeˆn-
cia. Ale´m disso, o algoritmo PDPI na˜o exigiu mais de 11 iterac¸o˜es em
nenhum caso.
Tabela 8 – Evoluc¸a˜o da Topologia da Rede durante o processo iterativo
para os casos A1 e A2.
Ramos 10-52 10-54 10-57 14-53 14-55 14-56
Topologia Correta 1 1 0 0 1 1
Topologia Inicial 0 0 0 0 0 0
Iterac¸a˜o 1 1 1 0 0 1 1
Iterac¸a˜o 2 1 1 0 0 1 1
Ramos 52-55 53-54 56-57
Topologia Correta 0 1 1
Topologia Inicial 0 0 0
Iterac¸a˜o 1 0 1 1
Iterac¸a˜o 2 0 1 1
O valor final me´dio da func¸a˜o objetivo para esta subestac¸a˜o e´:
J(rm, xˆ)final = Jmqp + Jmvap = 4, 03 + 1, 90× 10−05 = 4, 03
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Os resultados para os fluxos de poteˆncia ativa e reativa atrave´s
dos dispositivos chavea´veis estimados para todas as subestac¸o˜es podem
ser vistos na terceira e quarta colunas da Tabela 9. Estas colunas
apresentam os resultados apo´s o processo de coestimac¸a˜o para cada
subestac¸a˜o do sistema, sendo calculados como a me´dia de 50 simulac¸o˜es,
conforme ja´ mencionado.
Tabela 9 – Resultados obtidos considerando-se apenas medidas conven-
cionais: coestimador de estados e topologia (n´ıvel local).
Fluxo de poteˆncia ativa atrave´s dos dispositivos chavea´veis
SE Ramos
CET local Fluxo de Poteˆncia
Pij (pu) Qij (pu) Pij (pu) Qij (pu)
1
1− 15 -0,7637 +0,0069 -0,7636 +0,0032
1− 18 +0,7644 -0,0091 +0,7636 -0,0032
15− 16 +0,3983 -0,0940 +0,3997 -0,0922
16− 17 +1,5612 -0,1912 +1,5617 -0,1875
17− 19 +1,5612 -0,1912 +1,5617 -0,1875
18− 19 +0,0000 -0,0001 +0,0000 +0,0000
2
2− 20 +1,5184 -0,2842 +1,5191 -0,2883
2− 21 +0,0000 +0,0001 +0,0000 +0,0000
20− 23 +1,7030 -0,0526 +1,7021 -0,0489
21− 22 -0,4172 +0,0480 -0,4165 +0,0490
22− 23 -0,9757 +0,0967 -0,9751 +0,0970
3
3− 25 -0,0001 -0,0018 +0,0000 +0,0000
3− 26 -0,4709 +0,0150 -0,4710 +0,0157
24− 25 -0,7043 +0,0222 -0,7041 +0,0253
24− 26 +0,2332 -0,0102 +0,2331 -0,0096
4
4− 28 -0,7537 +0,1250 -0,7537 +0,1263
4− 30 +0,2755 -0,0870 +0,2757 -0,0873
4− 32 +0,4786 -0,0384 +0,4780 -0,0390
28− 29 -0,9079 +0,1232 -0,9090 +0,1239
30− 31 -0,0001 -0,0010 +0,0000 +0,0000
32− 33 -0,0001 -0,0004 +0,0000 +0,0000
27− 29 +0,3000 -0,0763 +0,3003 -0,0773
27− 31 -0,5417 +0,0785 -0,5419 +0,0804
27− 33 +0,2417 -0,0022 +0,2416 -0,0032
5
5− 34 +0,0763 +0,0180 +0,0760 +0,0160
5− 35 +0,0000 +0,0000 +0,0000 +0,0000
5− 36 -0,7357 +0,0858 -0,7356 +0,0921
5− 37 +0,4517 -0,1330 +0,4535 -0,1346
5− 38 -0,4072 +0,0551 -0,4074 +0,0582
Continua na pro´xima pa´gina
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Tabela 9 – Continuac¸a˜o da pa´gina anterior
Fluxo de poteˆncia ativa atrave´s dos dispositivos chavea´veis
SE Ramos
CET local Fluxo de Poteˆncia
Pij (pu) Qij (pu) Pij (pu) Qij (pu)
5
5− 39 +0,6143 -0,0292 +0,6135 -0,0317
34− 35 +0,0000 -0,0000 +0,0000 +0,0000
35− 36 -0,0000 -0,0000 +0,0000 +0,0000
35− 37 +0,0000 +0,0000 +0,0000 +0,0000
35− 38 +0,0000 -0,0000 +0,0000 +0,0000
35− 39 -0,0000 +0,0001 +0,0000 +0,0000
6
6− 40 +0,0000 -0,0000 +0,0000 +0,0000
6− 41 +0,1912 -0,3251 +0,1913 -0,3251
6− 42 -0,0002 +0,0000 +0,0000 +0,0000
6− 43 +0,0806 +0,0331 +0,0804 +0,0330
6− 44 -0,4540 +0,1864 -0,4535 +0,1876
6− 45 +0,1818 +0,1048 +0,1817 +0,1044
40− 41 -0,0796 -0,0973 -0,0793 -0,0980
41− 42 +0,1118 -0,4226 +0,1120 -0,4231
41− 43 -0,0002 +0,0002 +0,0000 +0,0000
41− 44 -0,0000 +0,0001 +0,0000 +0,0000
41− 45 -0,0000 -0,0000 +0,0000 +0,0000
9
9− 47 -0,0877 +0,0032 -0,0884 +0,0024
9− 49 +0,0883 -0,0024 +0,0884 -0,0024
9− 51 +0,0003 +0,0001 +0,0000 +0,0000
47− 48 -0,1365 +0,0198 -0,1360 +0,0201
49− 50 -0,0002 +0,0002 +0,0000 +0,0000
46− 48 -0,0187 -0,0091 -0,0193 -0,0097
46− 50 -0,2759 -0,1552 -0,2757 -0,1563
46− 51 +0,2946 +0,1643 +0,2950 +0,1660
10− 52 +0,0893 +0,0580 +0,0900 +0,0580
10− 57 +0,0002 +0,0001 +0,0000 +0,0000
10− 54 -0,0891 -0,0581 -0,0900 -0,0580
10 53− 54 +0,0428 +0,0762 +0,0424 +0,0759
/ 56− 57 -0,0864 +0,0054 -0,0874 +0,0044
14 52− 55 +0,0001 -0,0000 +0,0000 +0,0000
14− 53 +0,0003 -0,0002 +0,0000 +0,0000
14− 55 +0,1493 +0,0502 +0,1490 +0,0500
14− 56 -0,1496 -0,0501 -0,1490 -0,0500
11
11− 58 +0,0425 +0,0771 +0,0430 +0,0773
11− 60 -0,0779 -0,0954 -0,0780 -0,0953
58− 59 +0,0000 -0,0000 +0,0000 +0,0000
59− 60 +0,0000 -0,0000 +0,0000 +0,0000
12 12− 61 +0,0175 +0,0132 +0,0186 +0,0153
Continua na pro´xima pa´gina
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Tabela 9 – Continuac¸a˜o da pa´gina anterior
Fluxo de poteˆncia ativa atrave´s dos dispositivos chavea´veis
SE Ramos
CET local Fluxo de Poteˆncia
Pij (pu) Qij (pu) Pij (pu) Qij (pu)
12 12− 62 -0,0781 -0,0313 -0,0796 -0,0313
13
13− 63 +0,0630 +0,0562 +0,0627 +0,0566
13− 64 -0,1984 -0,1147 -0,1977 -0,1146
63− 65 -0,0000 -0,0001 +0,0000 +0,0000
64− 65 -0,1792 -0,0997 -0,1792 -0,0994
Apo´s o processo de coestimac¸a˜o em cada subestac¸a˜o, sa˜o envi-
ados para o estimador do COR as informac¸o˜es referentes a` topologia
da rede (linhas de transmissa˜o que conectam as subestac¸o˜es) e as esti-
mativas dos estados das barras de fronteira. Partindo-se do principio
que na˜o ha´ qualquer outra informac¸a˜o a respeito da defasagem angular
entre as barras de refereˆncia das subestac¸o˜es e a barra de refereˆncia
global do sistema (que, para este sistema-teste, e´ considerada como a
barra 1, sem qualquer perda de generalidade) o vetor das defasagens
angulares e´ composto inicialmente de zeros, ou seja:
uinicial = [u2 u3 u4 u5 u6 u9 u10/14 u11 u12 u13]
= [0 0 0 0 0 0 0 0 0 0 0]
Da equac¸a˜o do vetor de coordenac¸a˜o angular uinicial acima,
percebe-se que ele e´ composto por um zero a mais do que o nu´mero
de SEs do sistema. Isso ocorre porque a modelagem local da SE 10/14
revela que esta e´ na realidade composta por dois no´s ele´tricos na mo-
delagem barra-ramo, e na˜o apenas um, como ocorre com as demais
subestac¸o˜es.
A passagem da estimac¸a˜o local para a estimac¸a˜o de coordenac¸a˜o
no COR e´ inicializada assim que a subestac¸a˜o que levar mais tempo
para concluir o processo de CET local finalizar. O processo de CET
consumiu 0, 49369 segundos em me´dia para ser completado para a SE
10/14. A SE que exigiu maior tempo para concluir seu processo de CET
foi a SE 5, com tempo me´dio de processamento de 0,52372 segundos.
Nas subsec¸o˜es a seguir sa˜o apresentados os resultados obtidos para os
diferentes cena´rios poss´ıveis para o n´ıvel hiera´rquico superior, ou seja,
presenc¸a apenas de medidas SCADA, PMUs instaladas em algumas
SEs e PMUs instaladas em todas as SEs do sistema.
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7.3.2 Coordenac¸a˜o das Estimativas Locais Considerando-se A-
penas Medidas Convencionais
Neste primeiro caso, considera-se a proposta inicial de estimac¸a˜o
hiera´rquica, na qual a estimac¸a˜o de estados hiera´rquica em dois n´ıveis
considera apenas medidas provenientes do sistema SCADA. Consequen-
temente, o processo de estimac¸a˜o de estados no n´ıvel de coordenac¸a˜o
se restringe ao estimador ortogonal baseado no me´todo de Givens com
treˆs multiplicadores, ou seja, a` estrate´gia E1FC da Subsecc¸a˜o 6.5.1
considerando que na˜o ha´ informac¸a˜o a priori dispon´ıvel. Este estima-
dor E1FC fornece estimativas para o vetor de coordenac¸a˜o angular uˆ,
considerando as estimativas dos estados obtidas no n´ıvel local para as
barras de fronteira de cada SE. Para tal, o estimador E1FC desconsi-
derando informac¸o˜es a priori processa as medidas de fluxo de poteˆncia
nas linhas de transmissa˜o que conectam as subestac¸o˜es. Valores repre-
sentativos para estas medidas sa˜o apresentados na Tabela 10 (observe
que, como sa˜o realizadas 50 simulac¸o˜es distintas, com diferentes erros
de medic¸a˜o, os resultados da tabela dizem respeito a uma particular
amostra das medidas de fluxo de poteˆncia).
Tabela 10 – Medidas de fluxo de poteˆncia nas linhas de transmissa˜o
que conectam as SEs.
Linha 19− 2 2− 19 18− 36 36− 18 23− 25
Pij (pu) 1,563 -1,516 0,77018 -0,73578 0,72014
Linha 25− 23 22− 31 31− 22 21− 38 38− 21
Pij (pu) -0,70481 0,54944 -0,54368 0,42465 -0,40346
Linha 26− 33 33− 26 29− 39 39− 29 30− 7
Pij (pu) -0,23803 0,23781 -0,60442 0,60551 0,28924
Linha 7− 30 28− 48 48− 28 37− 44 44− 37
Pij (pu) -0,27906 0,16702 -0,16535 0,44062 -0,45132
Linha 40− 60 60− 40 43− 62 62− 43 45− 65
Pij (pu) 0,083988 -0,087397 0,090869 -0,084354 0,17205
Linha 65− 45 7− 8 8− 7 7− 50 50− 7
Pij (pu) -0,17353 -0,010731 -0,0047421 0,28317 -0,27453
Linha 47− 54 54− 47 49− 57 57− 49 53− 58
Pij (pu) 0,053844 -0,046032 0,085029 -0,095356 -0,044963
Linha 58− 53 61− 64 64− 61 63− 56 56− 63
Pij (pu) 0,043236 0,010058 -0,022236 0,060529 -0,048972
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O processo de estimac¸a˜o de estados no COR fornece as seguintes
defasagens angulares, em graus, entre as refereˆncias de cada subestac¸a˜o
e a refereˆncia global do sistema:
uˆ = [−4, 918 − 12, 644 − 10, 220 − 8, 808 − 14, 774 · · ·
· · · − 14, 945 − 15, 224 − 16, 257 − 15, 068 · · ·
· · · − 15, 596 − 15, 522]
Ale´m das defasagens angulares das SEs, sa˜o igualmente estimados os
estados das barras que na˜o foram modeladas no n´ıvel de sec¸a˜o de barra,
obtendo-se os aˆngulos:
θˆ = [θ7 θ8] = [−13, 319 − 13, 324]
Como consequeˆncia, o estimador localizado no COR disponibi-
liza as estimativas para os fluxos atrave´s das linhas de transmissa˜o do
sistema. As me´tricas das estimativas dos fluxos de poteˆncia ativa e rea-
tiva, computadas com relac¸a˜o aos valores exatos (obtidos pelo fluxo de
poteˆncia), tanto para o estimador E1FC quanto para o estimador cen-
tralizado convencional E1C podem ser vistas na Fig. 15. Desta figura,
chega-se a` conclusa˜o que a estrutura de estimac¸a˜o hiera´rquica proposta
e´ va´lida, ja´ que fornece resultados bastante aderentes aos produzidos
por um estimador centralizado.
Para finalizar o processo de estimac¸a˜o de estados em dois n´ıveis
proposto, as estimativas das defasagens angulares entre refereˆncias lo-
cais e a refereˆncia global sa˜o levadas em conta para cada subestac¸a˜o.
Isto e´ feito adicionando-se o valor dos aˆngulos inicialmente estimados
no processo de coestimac¸a˜o de estados e topologia aos valores estimados
de defasagem angular das barras de refereˆncia para cada subsistema,
obtidos no n´ıvel hiera´rquico superior.
Os resultados obtidos neste processo de re-alimentac¸a˜o do es-
timador de n´ıvel hiera´rquico superior para o n´ıvel hiera´rquico local,
ou seja, a obtenc¸a˜o da estimac¸a˜o de estados do sistema ele´trico como
um todo, sa˜o sumarizados nas primeiras linhas da Tabela 11, onde sa˜o
apresentados os valores das tenso˜es nodais estimadas para as barras de
cada subestac¸a˜o, ale´m das respectivas injec¸o˜es de poteˆncia ativa e rea-
tiva. Corroborando as concluso˜es apresentadas em [3], observa-se que
as injec¸o˜es de poteˆncia localmente estimadas pouco diferem dos valores
finais, na˜o havendo portanto a necessidade de re-estima´-las.
Ale´m das estimativas para as SEs, o n´ıvel de coordenac¸a˜o tam-
be´m estima os estados das barras que na˜o foram modeladas no n´ıvel
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Figura 15 – Me´trica dos erros nos fluxos de poteˆncia ativa (a) e rea-
tiva (b) nas linhas de transmissa˜o para medidas convencionais para o
sistema-teste IEEE 14.
de sec¸a˜o de barra. Sendo assim, os resultados para as barras 7 e 8 sa˜o
fornecidos ao final da Tabela 11.
7.3.3 Resultados Obtidos Considerando-se a Inclusa˜o de Me-
didas PMU de Tensa˜o como informac¸a˜o a priori ao Sis-
tema
A penetrac¸a˜o cada vez maior de medidas fasoriais em sistemas
ele´tricos de poteˆncia torna importante a inclusa˜o de tais informac¸o˜es no
processo de coestimac¸a˜o descentralizada, que e´ objeto desta proposta de
pesquisa. Para tal, sa˜o adicionadas medidas fasoriais de tensa˜o em algu-
mas barras do sistema da Figura 14, sendo que as subestac¸o˜es a`s quais
estas barras pertencem possuem algum tipo de gerac¸a˜o. Posteriormente
sera´ considerada a total disponibilidade de PMUs no sistema-teste em
questa˜o. Enfatiza-se que nesta subsec¸a˜o apenas medidas fasoriais de
tensa˜o sa˜o consideradas.
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Da mesma forma como foi realizada a simulac¸a˜o para o caso an-
terior, parte-se do pressuposto que na˜o se tem conhecimento a respeito
da topologia das subestac¸o˜es para a realizac¸a˜o do processo de CET.
Com isso, tem-se que os dispositivos chavea´veis esta˜o abertos no in´ıcio
de todos os processos de coestimac¸a˜o.
Como resultado desta primeira etapa de estimac¸a˜o hiera´rquica
em dois n´ıveis, obteˆm-se a topologia das subestac¸o˜es, bem como seus
estados estimados.
A presenc¸a de medidas fasoriais de tensa˜o em algumas barras
do sistema faz com que informac¸o˜es extras com relac¸a˜o a` defasagem
angular (com respeito a` refereˆncia global do sistema) das barras nas
quais PMUs esta˜o instaladas tornem-se dispon´ıveis.
As informac¸o˜es relativas a`s defasagens angulares sa˜o processadas
como informac¸a˜o a priori do estimador E1FC definido na Subsecc¸a˜o
6.5.1. Ale´m disso, as informac¸o˜es de fluxos nas linhas de transmis-
sa˜o (que sa˜o medidas nos dois extremos das linhas) sa˜o utilizadas por
este estimador de n´ıvel hiera´rquico superior localizado no COR. Esta
abordagem mante´m a proposta de estimac¸a˜o de estados hiera´rquica se-
guindo a metodologia proposta por Lo [3], segundo a qual apenas os
aˆngulos de coordenac¸a˜o sa˜o estimados no n´ıvel superior.
Como resultado, obteˆm-se novamente a estimac¸a˜o de estados glo-
bal do sistema, bem como a estimativa dos fluxos de poteˆncia nas li-
nhas de transmissa˜o. Para analisarmos melhor o impacto da presenc¸a
de PMUs no sistema, dois casos sera˜o considerados: o primeiro diz res-
peito a instalac¸a˜o de medidores fasoriais de tensa˜o apenas nas barras de
gerac¸a˜o; o segundo considera que a disseminac¸a˜o das PMUs e´ completa,
tendo portanto uma PMU instalada em cada SE do sistema como um
todo. Estes casos sa˜o apresentados a seguir.
7.3.3.1 Medidas PMU nas Barras 1, 2, 3, 6 e 8
Neste cena´rio, considera-se que PMUs sa˜o instaladas apenas nas
SEs onde ha´ algum tipo de gerac¸a˜o. Com isso, medidas fasoriais de ten-
sa˜o esta˜o dispon´ıveis nas barras de refereˆncia de cinco subestac¸o˜es. Por
uma questa˜o de praticidade e sem perda de generalidade, as barras de
refereˆncia das subestac¸a˜o tambe´m correspondem ao nu´mero atribu´ıdo
a` SE em questa˜o, que corresponde tambe´m ao nu´mero da barra na mo-
delagem barra-ramo da rede ele´trica. Sendo assim, as PMUs instaladas
esta˜o presentes nas barras 1, 2, 3, 6 e 8 do sistema da Fig. 14.
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Apo´s o processo de CET local, as estimativas obtidas sa˜o envi-
adas para coordenac¸a˜o no COR. Com isso, da´-se inicio ao processo de
estimac¸a˜o de estados superior. Conforme citado anteriormente, apenas
informac¸o˜es fasoriais de tensa˜o sera˜o processadas como informac¸a˜o a
priori do estimador E1FC.
A comparac¸a˜o entre as me´tricas dos erros das tenso˜es nodais para
a proposta de estimac¸a˜o hiera´rquica aqui apresentada e as obtidas com
a estimac¸a˜o centralizada fornecida pelo estimador E1C (que tambe´m
processa as mesmas medidas fasoriais de tensa˜o) podem ser vistas na
Fig. 16. Percebe-se desta figura que a proposta inicial de estimac¸a˜o
hiera´rquica em dois n´ıveis apresenta resultados bastante aderentes aos
da estimac¸a˜o centralizada.
Figura 16 – Me´trica dos erros das magnitudes (a) e aˆngulos (b) das
tenso˜es nodais considerando PMUs instaladas nas barras 1, 2, 3, 6 e 8
para o estimador convencional para o sistema-teste IEEE 14.
Como resultado da estimac¸a˜o no COR, obteˆm-se tambe´m as es-
timativas para os fluxos de poteˆncia ativa e reativa, cujas me´tricas
sa˜o apresentadas na Fig. 17. Ao compararmos tais resultados com
os obtidos para a estimac¸a˜o centralizada, nota-se mais uma vez que a
abordagem proposta fornece resultados consistentes.
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Figura 17 – Me´trica dos erros nos fluxos de poteˆncia ativa (a) e reativa
(b) nas linhas de transmissa˜o considerando PMUs instaladas nas barras
1, 2, 3, 6 e 8 para o estimador convencional para o sistema-teste IEEE
14.
7.3.3.2 Medidas PMU em Todas as Subestac¸o˜es
Da mesma forma que foi feita para o caso anterior, as informa-
c¸o˜es provenientes de PMUs sa˜o consideradas como informac¸a˜o a priori
para o estimador E1FC. Neste caso, considera-se que a disseminac¸a˜o de
medidores fasoriais e´ completa, sendo instaladas PMUs em cada barra
do sistema (considerando a modelagem barra-ramo).
O processo de CET local ocorre como o apresentado anterior-
mente, com a diferenc¸a que ha´ informac¸o˜es a priori de aˆngulo das
tenso˜es para todas as subestac¸o˜es. Assim como no caso anterior, os re-
sultados obtidos para a estimac¸a˜o do sistema como um todo sa˜o apre-
sentados pelas me´tricas em relac¸a˜o ao valor ideal (obtido pelo fluxo
de poteˆncia), sendo comparados a` estimac¸a˜o centralizada correspon-
dente, cujos resultados sa˜o obtidos de um estimador E1C que processa
as mesmas medidas SCADA e fasoriais.
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A Fig. 18 apresenta as me´tricas das tenso˜es nodais. Observa-se
mais uma vez a consisteˆncia dos resultados obtidos para a estimac¸a˜o
de estados proposta com os obtidos para a estimac¸a˜o centralizada.
Figura 18 – Me´trica dos erros das magnitudes (a) e aˆngulos (b) das
tenso˜es nodais considerando PMUs instaladas em todas as SEs para o
estimador convencional para o sistema-teste IEEE 14.
De forma ana´loga ao apresentado para o caso em que ha´ PMUs
apenas para barras de gerac¸a˜o, as me´tricas obtidas para a estimac¸a˜o
dos fluxos de poteˆncia ativa e reativa sa˜o apresentadas na Fig. 19.
7.3.4 Resultados Obtidos Considerando-se a Adic¸a˜o de Medi-
das PMU ao Sistema: Estimador de Segundo Esta´gio
Ao consideramos o estimador hiera´rquico da forma previamente
apresentada, estamos descartando algumas informac¸o˜es dispon´ıveis dos
medidores fasoriais. Conforme o que foi apresentado na Subsec¸a˜o 6.5.1,
a presenc¸a de PMUs no sistema ele´trico faz com que na˜o apenas infor-
mac¸o˜es referentes a`s tenso˜es nodais das barras estejam dispon´ıveis, mas
tambe´m informac¸o˜es sobre correntes nos ramos conectados a elas.
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Figura 19 – Me´trica dos erros nos fluxos de poteˆncia ativa (a) e reativa
(b) nas linhas de transmissa˜o considerando PMUs instaladas em todas
as SEs para o estimador convencional para o sistema-teste IEEE 14.
A metodologia final proposta para estimac¸a˜o de estados hiera´r-
quica em dois n´ıveis apresentada na Sec¸a˜o 6.6 leva as medidas fasoriais
de corrente em considerac¸a˜o. De acordo com os procedimentos ali pro-
postos, as medidas provenientes do SCADA sa˜o tratadas da forma con-
vencional, com base na arquitetura de estimac¸a˜o hiera´rquica proposta
em [3]. Pore´m, na sa´ıda deste estimador convencional e´ acoplado um
segundo mo´dulo de estimac¸a˜o capaz de lidar de forma mais eficiente
com as informac¸o˜es provenientes de PMUs. No presente trabalho, este
segundo mo´dulo faz uso do estimador ortogonal em blocos proposto
em [48, 56]. Previamente a` execuc¸a˜o do mo´dulo de estimac¸a˜o adicio-
nal, as medidas fasoriais de corrente e tensa˜o sa˜o transformadas para
coordenadas retangulares. O mesmo tratamento e´ dado a`s estimativas
provenientes do primeiro mo´dulo de estimac¸a˜o, que processa medidas
provenientes do SCADA (estimativas estas que contribuem como infor-
mac¸a˜o a priori a serem tambe´m processadas pelo estimador ortogonal
em blocos). Por tratar essas informac¸o˜es na forma retangular ao inve´s
da forma polar, as relac¸o˜es entre as quantidades medidas e as varia´veis
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de estado correspondentes sa˜o lineares, o que permite a utilizac¸a˜o de
um estimador linear no segundo mo´dulo de estimac¸a˜o acima aludido.
Este fato contribui significativamente para a eficieˆncia computacional
de todo o processo no segundo n´ıvel. Ale´m disso, a utilizac¸a˜o de um al-
goritmo que permite o processamento em blocos (consistindo das partes
real e imagina´ria) de informac¸o˜es preserva as propriedades estat´ısticas
da soluc¸a˜o. Na terminologia da Subsecc¸a˜o 6.5.1, este estimador e´ refe-
rido como E2CB.
Nesta subsec¸a˜o sera˜o apresentados resultados obtidos para os
mesmos casos da subsec¸a˜o anterior, mas agora considerando o esti-
mador E2CB, que corresponde a` metodologia final proposta para a
estimac¸a˜o hiera´rquica em dois n´ıveis. O estimador centralizado E2C,
apresentado em [48,56] e´ utilizado como refereˆncia para comparac¸a˜o de
resultados, por ser considerado a versa˜o centralizada de estimador em
dois esta´gios que corresponde ao estimador descentralizado E2CB.
7.3.4.1 Medidas PMU nas Barras 1, 2, 3, 6 e 8
Com a considerac¸a˜o de que PMUs esta˜o instaladas nas barras
1, 2, 3, 6 e 8, sera´ agora considerado que, ale´m das medidas fasoriais
de tensa˜o, esta˜o tambe´m dispon´ıveis medidas fasoriais de corrente nos
ramos incidentes a essas barras. Diferentemente do estimador E1FC
considerado nas Subsec¸o˜es 7.3.2 a 7.3.3 deste cap´ıtulo, estas informa-
c¸o˜es sera˜o utilizadas pelo estimador E2CB, com o objetivo de promover
melhorias adicionais na qualidade das estimativas obtidas para o sis-
tema ele´trico como um todo. Deve-se ressaltar ainda que, exceto pela
substituic¸a˜o do estimador E1FC pelo estimador E2CB, nada mais foi
alterado quanto aos procedimentos adotados nas sec¸o˜es anteriores deste
cap´ıtulo.
A Fig. 20 apresenta as me´tricas das tenso˜es nodais para o esti-
mador hiera´rquico proposto e o estimador centralizado, mostrando que
a qualidade das estimativas melhoram com a proposta de estimac¸a˜o hi-
era´rquica em dois n´ıveis se comparada com os resultados da Figura 16,
obtendo-se resultados ainda mais pro´ximos da estimac¸a˜o centralizada.
A melhora se deve sobretudo a` utilizac¸a˜o de medidas fasoriais de cor-
rente, viabilizada pela maior generalidade e propriedades de precisa˜o
do estimador E2CB.
Da mesma forma que nos casos anteriores, ale´m dos estados esti-
mados ficam dispon´ıveis os fluxos de poteˆncia ativa e reativa nas linhas
de transmissa˜o, sendo que a comparac¸a˜o das respectivas me´tricas e´
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Figura 20 – Me´trica dos erros das magnitudes (a) e aˆngulos (b) das
tenso˜es nodais considerando PMUs instaladas nas barras 1, 2, 3, 6 e 8
com estimador ortogonal em blocos para o sistema-teste IEEE 14.
apresentada na Fig. 21. Os picos de erros observados para os ramos 15
(poteˆncia ativa e reativa) e 16 (poteˆncia reativa) podem ser explicados
pela baixa redundaˆncia do plano de medic¸a˜o na vizinhanc¸a da barra 7.
Para isto contribuiu a auseˆncia de medidas de injec¸a˜o e tensa˜o nodal
tanto na barra 7 como na 8.
7.3.4.2 Medidas PMU em Todas as Subestac¸o˜es
Este caso considera o cena´rio ideal, no qual todas as barras do
sistema teˆm PMUs instaladas (considerando a modelagem barra ramo,
o que implica que ha´ pelo menos uma PMU em cada SE). Trata-se
da mesma condic¸a˜o considerada para o estimador E1FC na Subsec¸a˜o
7.3.3.2 deste cap´ıtulo.
Os resultados obtidos das me´tricas da tensa˜o nodal e fluxos de
poteˆncia nas linhas de transmissa˜o para este novo cena´rio podem ser
visualizados nas Figs. 22 e 23, respectivamente. Novamente verifica-se
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Figura 21 – Me´trica dos erros nos fluxos de poteˆncia ativa (a) e reativa
(b) nas linhas de transmissa˜o considerando PMUs instaladas nas barras
1, 2, 3, 6 e 8 com estimador ortogonal em blocos para o sistema-teste
IEEE 14.
que os resultados obtidos para a metodologia implementada mediante
o estimador E2CB sa˜o bastante aderentes aos obtidos para a estimac¸a˜o
centralizada para o mesmo contexto.
A Fig. 24 apresenta um comparativo dos resultados obtidos
para as duas estrate´gias de estimac¸a˜o no n´ıvel de coordenac¸a˜o (E1FC
e E2CB) propostos neste trabalho. Como seria de se esperar, os resul-
tados obtidos para a estimac¸a˜o E2CB sa˜o melhores que os obtidos pela
E1FC, ja´ que a primeira faz uso de todas as informac¸o˜es fasoriais dis-
pon´ıveis, enriquecendo desta forma a qualidade das estimativas finais
obtidas para os estados do sistema.
7.4 Resultados Obtidos para o Sistema IEEE 9 Barras
Na Fig. 25 e´ apresentado o diagrama unifilar para o sistema-
teste IEEE 9 barras expandido no n´ıvel de sec¸a˜o de barra. Novamente,
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Figura 22 – Me´trica dos erros das magnitudes (a) e aˆngulos (b) das ten-
so˜es nodais considerando PMUs instaladas em todas as SEs do sistema
com estimador ortogonal em blocos para o sistema-teste IEEE 14.
o plano de medic¸a˜o e´ composto pelas medidas de fluxo de poteˆncia
nos dois extremos das linhas de transmissa˜o, injec¸o˜es de poteˆncia nas
barras de gerac¸a˜o e carga sinalizadas nas figuras, medidas de magnitude
de tensa˜o nas barras de refereˆncia de cada SE e uma medida de fluxo
de poteˆncia em ramo chavea´vel fechado para cada SE.
Da mesma forma que para o sistema-teste IEEE 14 barras, sa˜o
considerados dois cena´rios: apenas medidas provenientes do SCADA e
com PMUs instaladas na rede ele´trica. Para ambos os casos, o processo
de CET local e´ o mesmo, sendo que as medidas fasoriais sa˜o conside-
radas apenas no n´ıvel de coordenac¸a˜o conduzido no COR.
Os resultados obtidos para este sistema-teste sera˜o apresentados
nas subsec¸o˜es a seguir.
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Figura 23 – Me´trica dos erros nos fluxos de poteˆncia ativa (a) e reativa
(b) nas linhas de transmissa˜o considerando PMUs instaladas em todas
as SEs do sistema com estimador ortogonal em blocos para o sistema-
teste IEEE 14.
7.4.1 Resultados Considerando-se Apenas Medidas Convenci-
onais
Da mesma forma que para o sistema-teste IEEE 14, o processo
de CET local na˜o levou mais que 3 (treˆs) iterac¸o˜es para convergir o
lac¸o externo, ale´m de na˜o passar de 12 iterac¸o˜es para o MPDPI espe-
cializado. Quando e´ conclu´ıda a estimac¸a˜o local para a SE 1, que foi a
SE que levou mais tempo para atingir a convergeˆncia final do processo
de CET local (0,21283 segundos), da´-se inicio a` estimac¸a˜o de estados
no n´ıvel de coordenac¸a˜o.
Considerando primeiramente que na˜o ha´ medidas fasoriais dis-
pon´ıveis, ao final da estimac¸a˜o de estados no n´ıvel superior obteˆm-se
os resultados das me´tricas apresentado na Fig. 26. Ressalta-se que,
assim como e´ feito para o sistema-teste de 14 barras, utiliza-se o es-
timador E1FC ignorando-se as contribuic¸o˜es de informac¸o˜es a priori,
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Figura 24 – Comparativo das me´tricas dos erros das magnitudes (a) e
aˆngulos (b) das tenso˜es nodais considerando PMUs instaladas em todas
as SEs do sistema considerando as duas abordagens de EEH para o
sistema-teste IEEE 14.
utilizadas por este estimador apenas quando medidas fasoriais de tensa˜o
encontram-se dispon´ıveis.
Da Figura 26 percebe-se que as estimativas de magnitude de
tensa˜o obtidas pelo CET local sa˜o equivalentes a`quelas obtidas pelo
estimador centralizado. Ja´ os resultados para a estimac¸a˜o angular com
a metodologia proposta chegam a ser melhores do que com a estimac¸a˜o
centralizada.
7.4.2 Resultados Obtidos Considerando-se a Adic¸a˜o de Medi-
das PMU
Para levar em conta o aporte de medidas fasoriais ao processo
de estimac¸a˜o hiera´rquica, esta subsec¸a˜o apresenta resultados obtidos
considerando dois poss´ıveis cena´rios: PMUs instaladas apenas em bar-
ras de gerac¸a˜o (neste caso, nas barras 1, 2 e 3) e a presenc¸a de PMUs
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Figura 25 – Sistema-teste IEEE 9 barras modelado no n´ıvel de subes-
tac¸a˜o.
em todas as barras do sistema.
Assim como para o sistema-teste IEEE 14, as informac¸o˜es pro-
venientes de PMUs sa˜o tratadas de duas formas: como informac¸a˜o a
priori para o estimador E1FC (considerando esta estimac¸a˜o como caso
1), ou; como entrada para o estimador ortogonal em blocos, E2CB
(caso 2). Para ambos os casos a comparac¸a˜o e´ feita considerando-se
o estimador centralizado correspondente (estimadores E1C e E2C, res-
pectivamente).
7.4.2.1 Medidas PMU nas Barras 1, 2 e 3
Apo´s a finalizac¸a˜o do processo de CET local, inicia-se a etapa de
coordenac¸a˜o. Os resultados obtidos ao final deste procedimento podem
ser vistos na Fig. 27.
Esta figura faz um comparativo entre as duas abordagens desen-
volvidas neste trabalho de doutorado com as suas respectivas verso˜es
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Figura 26 – Me´trica dos erros nas magnitudes (a) e nos aˆngulos (b) das
tenso˜es nas barras para medidas convencionais para o sistema-teste
IEEE 9.
centralizadas. Percebe-se que, ao tratarmos as medidas fasoriais como
informac¸a˜o a priori, os resultados obtidos teˆm qualidade inferior a` das
estimativas fornecidas pelos estimadores de dois esta´gios. Tal fato era
esperado, uma vez que a arquitetura E2CB, que acopla o estimador
em blocos a` sa´ıda do estimador convencional, utiliza tambe´m as medi-
das fasoriais de corrente, o que enriquece a qualidade das estimativas
obtidas.
7.4.2.2 Medidas PMU em Todas as Subestac¸o˜es
Ao consideramos o cena´rio ideal, com PMUs instaladas no sis-
tema como um todo, obteˆm-se ao final do processo de estimac¸a˜o hi-
era´rquica proposta os resultados das me´tricas para as tenso˜es nodais
apresentados na Fig. 28.
Estes resultados mostram-se superiores aos da sec¸a˜o anterior,
evidenciando a contribuic¸a˜o do maior nu´mero de medidas fasoriais de
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Figura 27 – Me´trica dos erros nas magnitudes (a) e nos aˆngulos (b) das
tenso˜es nas barras considerando PMUs instaladas nas barras 1, 2 e 3
para o sistema-teste IEEE 9.
alta precisa˜o para a qualidade das estimativas. Ale´m disso, corroboram
a superioridade do estimador descentralizado E2CB de dois esta´gios em
relac¸a˜o aos seus correspondentes de um u´nico esta´gio.
7.5 Desempenho computacional
7.5.1 Tempo de execuc¸a˜o dos estimadores propostos
Conforme mencionado na Sec¸a˜o 7.1, o tempo de ca´lculo reque-
rido pelo processo de Coestimac¸a˜o de Estados e Topologia, para um
sistema de poteˆncia composto por va´rias subestac¸o˜es representadas no
n´ıvel de sec¸a˜o de barra, e´ determinado pela subestac¸a˜o que exigir mais
tempo para concluir o processo de coestimac¸a˜o, ja´ que se supo˜e que
os estimadores locais operam em paralelo. Tal fato deve ser portanto
considerado na determinac¸a˜o do tempo total de estimac¸a˜o de estados
para o sistema de poteˆncia como um todo. Se definirmos:
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Figura 28 – Me´trica dos erros nas magnitudes (a) e nos aˆngulos (b)
das tenso˜es nas barras considerando PMUs instaladas em todas as SEs
para o sistema-teste IEEE 9.
tiSE : tempo de execuc¸a˜o da coestimac¸a˜o para a subestac¸a˜o i;
tcoord : tempo de ca´lculo necessa´rio ao processo de coordenac¸a˜o
executado no n´ıvel hiera´rquico superior;
ttotal : tempo total para a estimac¸a˜o de estados para o sistema
de poteˆncia,
enta˜o teremos:
ttotal = max
i
{tiSE}+ tcoord (7.1)
A equac¸a˜o (7.1) sera´ utilizado para a determinac¸a˜o dos tempos
de ca´lculo referentes aos casos simulados para os sistemas-teste de 14
e 9 barras apresentados nas sec¸o˜es anteriores deste cap´ıtulo. Conforme
ja´ mencionado, os aplicativos computacionais foram implementados em
Matlab e executados em um microcomputador com 2 GB de memo´ria
RAM e processador Intel Dual-Core de 1.87 GHz. Ressalta-se ainda
que na˜o foram adotadas te´cnicas de esparsidade e de ordenac¸a˜o na
programac¸a˜o, bem como na˜o foram considerados os tempos necessa´rios
para a transmissa˜o de dados.
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7.5.2 Sistema-teste de 14 barras
Conforme mencionado anteriormente, o tempo total de ca´lculo
do aplicativo desenvolvido e´ calculado adicionando-se os tempos ne-
cessa´rios para a execuc¸a˜o de cada etapa de estimac¸a˜o da arquitetura
proposta.
Tendo-se como base o tempo total para a execuc¸a˜o da estrate´-
gia centralizada correspondente, E1C e E2C, chega-se aos resultados
apresentados na Tabela 12. Esta tabela apresenta a frac¸a˜o de tempo
requerido para a execuc¸a˜o das estrate´gias propostas, E1FC e E2CB,
em relac¸a˜o a respectiva estimac¸a˜o centralizada. Destaca-se que, para
as EESP centralizadas (E1C e E2C), considera-se que a topologia das
SEs esta´ correta, fazendo-se uso da modelagem barra-ramo da rede com
todas as medidas, exceto as medidas de fluxo de poteˆncia ativa e rea-
tiva nos ramos chavea´veis, presentes nos planos de medic¸a˜o adotados e
descritos na Sec¸a˜o 7.3.
Tabela 12 – Frac¸a˜o de tempo necessa´ria para execuc¸a˜o da arquitetura
de estimac¸a˜o hiera´rquica proposta para o sistema IEEE 14 barras.
Estrate´gia de Estimac¸a˜o Frac¸a˜o de Tempo
E1FC sem medidas fasoriais 0,24364637
E1FC com PMUs nas barras 1, 2, 3, 6 e 8 0,23300938
E1FC com PMUs em todas as SEs 0,25102506
E2CB com PMUs nas barras 1, 2, 3, 6 e 8 0,85173938
E2CB com PMUs em todas as SEs 0,86012021
Pode-se perceber da Tabela 12 que, apesar da estrate´gia de es-
timac¸a˜o hiera´rquica proposta fazer uso de ate´ 3 estimadores distintos
(CET, estimador ortogonal baseado no me´todo de Givens com 3 mul-
tiplicadores e estimador ortogonal em bloco), o tempo necessa´rio para
a finalizac¸a˜o do me´todo proposto na˜o chega a 90% do tempo requerido
pela estimac¸a˜o centralizada. Isto se justifica pelo fato do volume de
dados processados por cada estimador da arquitetura hiera´rquica ser
muito menor do que o da estrate´gia centralizada.
7.5.3 Sistema-teste de 9 barras
Assim como o apresentado na Subsec¸a˜o 7.5.2, faz-se uma com-
parac¸a˜o entre os tempos necessa´rios para a execuc¸a˜o de cada etapa
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de estimac¸a˜o da arquitetura proposta com a estrate´gia de estimac¸a˜o
centralizada correspondente.
Novamente, os tempos base considerados sa˜o os obtidos na exe-
cuc¸a˜o das estrate´gias centralizadas, E1C e E2C, obtendo os resultados
apresentados na Tabela 13. Da mesma forma como o apresentado na
Subsec¸a˜o 7.5.2, a tabela apresenta a frac¸a˜o de tempo requerido para a
execuc¸a˜o das estrate´gias propostas, E1FC e E2CB, em relac¸a˜o a respec-
tiva estimac¸a˜o centralizada. Ressalte-se que as medidas, excetuando as
de fluxo de poteˆncia ativa e reativa nos ramos chavea´veis, sa˜o as mes-
mas presentes nos planos de medic¸a˜o adotados e descritos na Sec¸a˜o 7.4.
Tabela 13 – Frac¸a˜o de tempo necessa´ria para execuc¸a˜o da arquitetura
de estimac¸a˜o hiera´rquica proposta para o sistema IEEE 9 barras.
Estrate´gia de Estimac¸a˜o Frac¸a˜o de Tempo
E1FC sem medidas fasoriais 0,10448036
E1FC com PMUs nas barras 1, 2 e 3 0,12015331
E1FC com PMUs em todas as SEs 0,13700179
E2CB com PMUs nas barras 1, 2 e 3 0,79259224
E2CB com PMUs em todas as SEs 0,7529828
Os resultados apresentados na Tabela 13 corroboram mais uma
vez a aplicabilidade da metodologia de estimac¸a˜o hiera´rquica proposta
neste trabalho.
7.6 Ana´lise preliminar de erros grosseiros
A ana´lise de erros grosseiros (EG) e´ pertinente ao estudo de es-
timac¸a˜o de estados, uma vez que perdas nos canais de transmissa˜o de
dados, erros de traduc¸a˜o e medic¸a˜o, deficieˆncia na regulagem de equi-
pamentos de medic¸a˜o, etc., podem levar a estimativas na˜o-aderentes a`s
condic¸o˜es operativas do sistema de poteˆncia que se deseja monitorar.
Ale´m disso, espera-se que estimadores de estados tenham a capacidade
de explorar a redundaˆncia das informac¸o˜es que processam de modo a
detectar e identificar erros grosseiros em medidas.
Considerando a importaˆncia do processamento de erros grossei-
ros na estimac¸a˜o de estados, neste trabalho foi desenvolvido um estudo
preliminar a respeito da presenc¸a destes erros nas diferentes etapas do
algoritmo de estimac¸a˜o hiera´rquica aqui proposto. Para tal, faz-se uso
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do sistema-teste de 4 barras apresentado na Sec¸a˜o 6.7, Fig. 13, para
avaliar a viabilidade de se associar o tratamento de erros grosseiros
tanto a` estimac¸a˜o local, no n´ıvel de SE, quanto a` etapa de coordenac¸a˜o
de estimativas locais. Para tal, os EGs simulados teˆm variaˆncia tipi-
camente na faixa de 10σ, sendo o seu processamento analisado para os
novos estimadores aqui apresentados. Ale´m disso, em todas as simula-
c¸o˜es foi considerada uma probabilidade de falso alarme de 5% na etapa
de detecc¸a˜o de EGs.
7.6.1 Resultados Considerando-se Erros Grosseiros na CET
Tendo por base o que foi exposto na Subsec¸a˜o 6.4.1, diferentes
tipos de erros sa˜o aplicados a`s SEs do sistema. Os erros grosseiros
simulados foram alocados arbitrariamente a`s seguintes medidas: para
a SE 1, o erro esta´ na medida de injec¸a˜o de poteˆncia ativa no no´ 1;
para a SE 2, o EG se encontra no fluxo de poteˆncia reativa no ramo
chavea´vel 2−10; um erro no fluxo de poteˆncia ativa no ramo chavea´vel
3 − 15 esta´ presente na SE 3; finalmente, a SE 4 apresenta erro na
medida de injec¸a˜o de poteˆncia reativa no no´ 18.
No primeiro caso, a presenc¸a de EG na medida de injec¸a˜o de
poteˆncia ativa na barra 1, cujo valor real e´ de 1,8510 pu, faz com que
o valor lido seja 2,0617 pu. Como consequeˆncia, o valor da parcela
da Jmqp da func¸a˜o multi-objetivo com a presenc¸a deste EG ultrapassa
o limiar estabelecido pelo crite´rio do χ2, com probabilidade de falso
alarme de 5% e 12 graus de liberdade, que e´ de 21,03, conforme se
conclui do valor do crite´rio dado abaixo:
J(rm, xˆ) = Jmqp + Jmvap = 63, 1464 + 9, 5103× 10−6.
E´ importante ressaltar que a parcela da func¸a˜o multi-objetivo que e´
usada para comparac¸a˜o com o crite´rio do χ2 e´ a referente a`s medi-
das analo´gicas, ou seja, Jmqp. Tendo sido detectado o erro grosseiro,
o programa realiza o processo de identificac¸a˜o e eliminac¸a˜o da medida
erroˆnea, conforme descrito na Subsec¸a˜o 2.5.1. Tal procedimento e´ reali-
zado analisando-se o vetor de res´ıduos normalizados, no qual a medida
cujo res´ıduo normalizado possui maior valor e´ eliminada do conjunto de
medidas, reiniciando-se o processo de estimac¸a˜o sem a medida porta-
dora de EG. Apo´s a eliminac¸a˜o, o valor final de Jmqp torna-se bastante
reduzido, ja´ que o valor final da func¸a˜o-objetivo e´:
J(rm, xˆ) = 2, 7931 + 2, 1762× 10−5.
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Como o novo valor de Jmqp e´ inferior ao limiar do teste do qui-quadrado,
conclui-se que na˜o ha´ mais EGs nas medidas presentes na subestac¸a˜o.
No caso do EG da SE 2, o valor erroˆneo para a medida de fluxo
de poteˆncia reativo no ramo 2−10, que era de 0,1527 pu e passa a ser de
0,2561 pu, faz com que a parcela correspondente a`s medidas analo´gicas
da func¸a˜o multi-objetivo seja Jmqp = 42, 4759, ultrapassando o crite´rio
χ2 estabelecido, que para esta SE e´ 15,51, considerando-se 8 graus de
liberdade. Apo´s a identificac¸a˜o e remoc¸a˜o correta da medida portadora
do EG, realizada da mesma forma que para a SE 1, obte´m-se:
J(rm, xˆ) = 5, 67 + 1, 30× 10−5.
Novamente, a eliminac¸a˜o da medida espu´ria faz com que a parcela Jmqp
seja inferior ao limiar do teste do qui-quadrado, de onde se conclui que
na˜o ha´ mais EG nas medidas desta SE.
A presenc¸a de EG na medida de fluxo de poteˆncia ativa no ramo
3−15, que passa de 0,1300 pu para 0,2392 pu, faz com que o algoritmo
do MPDPI especializado atinja a convergeˆncia, pore´m para um valor
de:
J(rm, xˆ) = 53, 3167 + 0, 1123,
cuja parcela Jmqp, ale´m de ser mais significativa que a parcela Jmvap,
ultrapassa o crite´rio do χ2 estabelecido, que e´ de 28,87 para 18 graus
de liberdade. Com isso, o programa realiza o procedimento de identifi-
cac¸a˜o de EG e aponta e elimina corretamente a medida erroˆnea. Como
consequeˆncia, o valor final da func¸a˜o multi-objetivo passa a ser:
J(rm, xˆ) = 9, 91 + 2, 16× 10−5.
Com a parcela Jmqp abaixo do limiar do qui-quadrado, conclui-se que
na˜o ha´ mais EG no plano de medic¸a˜o desta subestac¸a˜o.
Na SE 4, a presenc¸a do erro grosseiro na injec¸a˜o de poteˆncia
reativa na barra 18, que era 0,0898 pu e passa a ser igual a 0,1808
pu, resulta em um valor muito elevado para a parcela Jmqp = 41, 9206
se comparado a` parcela Jmvap = 1, 037 × 10−5. Ale´m disso, tal valor
ultrapassa o crite´rio do χ2 estabelecido para esta SE que e´ de 22,36
com 13 graus de liberdade. Com isso, e´ sinalizada a presenc¸a de EG
no plano de medic¸a˜o e o programa identifica e elimina corretamente a
medida erroˆnea, fazendo com que o valor final da func¸a˜o multi-objetivo
seja:
J(rm, xˆ) = 4, 48 + 1, 91× 10−5.
Mais uma vez, apo´s a eliminac¸a˜o da medida portadora de EG, o
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valor da parcela Jmqp e´ menor que o limiar do qui-quadrado estabele-
cido, podendo-se concluir que na˜o ha´ mais medidas espu´rias no plano
de medic¸a˜o.
7.6.2 Resultados Considerando-se Erros Grosseiros no Esti-
mador Ortogonal Convencional
No caso da ana´lise de EG para o estimador ortogonal baseado
no me´todo de Givens com treˆs multiplicadores, foi aplicada a metodo-
logia convencional apresentada na Subsec¸a˜o 2.5.2. Como este me´todo
encontra-se bem detalhado na literatura, apenas um exemplo e´ aqui
apresentado. No contexto desta subsec¸a˜o, e´ importante considerar que
o estimador aplicado no COR para tratar de medidas provenientes do
SCADA lida apenas com as medidas de fluxo de poteˆncia ativa nas
linhas de transmissa˜o, conforme explicado na Sec¸a˜o 6.5.
Sendo assim, considera-se que ha´ presenc¸a de EG na medida
de fluxo de poteˆncia ativa na linha de transmissa˜o da barra 7 para a
barra 10. Isso faz com que o valor da func¸a˜o objetivo seja de 83,8478
que e´ muito maior que o valor estabelecido pelo crite´rio do χ2, com
probabilidade de falso alarme de 5% e 6 graus de liberdade, que e´ de
12,592. Apo´s a identificac¸a˜o e eliminac¸a˜o deste erro, o valor passa a ser
Jmqp = 6, 5469.
Conclui-se, portanto que a medida portadora de EG foi eliminada
e que na˜o ha´ mais ind´ıcios da presenc¸a de erros nas demais medidas de
fluxo de poteˆncia ativa.
7.6.3 Resultados Considerando-se Erros Grosseiros no Esti-
mador Ortogonal em Blocos
A presenc¸a de EG em medidas provenientes de PMU podem
se manifestar nas tenso˜es nodais ou nas correntes. Como o estima-
dor utilizado para lidar com ambos os tipos de medidas e´ o estimador
ortogonal em blocos E2CB, que trata as informac¸o˜es dispon´ıveis em
coordenadas retangulares, ha´ correlac¸a˜o entre a parte real e imagina´ria
de cada medida, fazendo com que o EG possa se manifestar de maneira
mais significativa em uma dessas parcelas e menos na outra. Como
consequeˆncia, se for detectada a presenc¸a de EG no plano de medic¸a˜o,
ao se identificar EG em um dos componentes de uma dada medida,
a eliminac¸a˜o devera´ abranger tambe´m o outro componente. Sendo as-
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sim, a eliminac¸a˜o da medida erroˆnea sera´ feita pela eliminac¸a˜o do bloco
real/imagina´rio do plano de medic¸a˜o.
Primeiramente considera-se que ha´ EG na medida do mo´dulo do
fasor tensa˜o monitorado pela PMU instalada na barra 2. Isso resulta
em um valor para func¸a˜o objetivo igual a 36,042, sendo este valor maior
que o limiar do χ2 = 18, 307, com probabilidade de falso alarme de 5%
e 10 graus de liberdade, estabelecido para este sistema. A presenc¸a do
erro faz com que a parte real da medida seja identificada como a medida
portadora do erro grosseiro, por ser aquela cujo res´ıduo normalizado e´
maior que os demais. Como consequeˆncia, as linhas correspondentes ao
bloco sa˜o processadas novamente, pore´m com peso negativo, conforme
apresentado na Subsec¸a˜o 6.5.2. Este procedimento equivale a eliminar
completamente os efeitos da medida original no processo de estimac¸a˜o,
implicando na reduc¸a˜o do valor final da soma ponderada dos quadrados
dos res´ıduos para de 5,139.
Quando o EG e´ aplicado ao mo´dulo do fasor corrente medida da
barra 3 para a barra 1, o valor da soma ponderada dos quadrados dos
res´ıduos resultante e´ de 36,558. Como mais uma vez o valor do limiar
baseado na distribuic¸a˜o do qui-quadrado e´ ultrapassado, e´ detectada a
presenc¸a de EG, que se manifesta na parte imagina´ria do bloco corres-
pondente. Da mesma forma que no caso de EG em medida de tensa˜o,
ambas as componentes retangulares da medida identificada como por-
tadora de EG sa˜o reprocessadas com peso negativo. Tal procedimento
elimina a medida erroˆnea e faz com que o valor final da func¸a˜o objetivo
seja de 9,164, indicando que o processo de estimac¸a˜o foi expurgado de
informac¸o˜es espu´rias.
7.7 Ana´lise dos Resultados
O processo de coestimac¸a˜o de estados e topologia proposto
mostra-se eficaz na estimac¸a˜o concomitante dos estados e topologia
de sistemas compostos unicamente por subestac¸o˜es. As adaptac¸o˜es a`
metodologia desenvolvida em [19] teˆm como objetivo viabilizar a apli-
cac¸a˜o da coestimac¸a˜o exclusivamente para as subestac¸o˜es, sem que haja
perda da qualidade da estimac¸a˜o.
Durante todas as simulac¸o˜es, o processo de coestimac¸a˜o proposto
na˜o apresentou nenhuma dificuldade de convergeˆncia, que e´ atingido em
na˜o mais que 3 iterac¸o˜es. Como forma de melhor validar os resulta-
dos apresentados, cada caso analisado foi submetido a uma se´rie de 50
simulac¸o˜es, que se distinguem entre si pelos erros aleato´rios utilizados
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para simulac¸a˜o das medidas.
Ao compararmos os resultados obtidos apresentados na Tabela 9
com os valores dos estudos de fluxo de poteˆncia originais, verifica-se que
a estimac¸a˜o de estados descentralizada apresenta excelente desempe-
nho, com resultados bastante aderentes aos esperados. Esta conclusa˜o
tambe´m se aplica a`s comparac¸o˜es de me´tricas dos erros apresentadas
neste cap´ıtulo.
Um ponto importante a ser destacado esta no fato de que as es-
timativas produzidas pela estrate´gia descentralizada proposta apresen-
tam precisa˜o semelhante, e em alguns casos ate´ superior, a`s estimativas
obtidas pela estimac¸a˜o centralizada. Este fato ressalta a validade da
proposta de estimac¸a˜o de estados hiera´rquica apresentada em [3, 4] e
adaptada para aplicac¸a˜o neste trabalho de pesquisa. Destaca-se ainda
que a estrutura de estimac¸a˜o hiera´rquica que lida com as medidas oriun-
das do sistema SCADA segue a arquitetura de estimac¸a˜o proposta por
Lo et. al [3], sendo enriquecida pela adic¸a˜o do estimador capaz de pro-
cessar integralmente as informac¸o˜es fasoriais dispon´ıveis no sistema.
Ale´m disso, os resultados da ana´lise de erros grosseiros nos treˆs
estimadores, embora preliminares e conduzidos em um sistema de pe-
queno porte, mostram-se bastante satisfato´rios e encorajadores quanto
ao aprofundamento deste to´pico em trabalhos futuros.
Em resumo, pode-se inferir dos resultados apresentados neste ca-
p´ıtulo que a metodologia proposta de estimac¸a˜o de estados hiera´rquica
em dois n´ıveis, tendo como n´ıvel local as subestac¸o˜es do sistema ele´-
trico, e´ plenamente via´vel para a modelagem em tempo real de sistemas
ele´tricos de poteˆncia.
7.8 Concluso˜es
Neste cap´ıtulo sa˜o apresentados resultados obtidos para a ar-
quitetura proposta de estimac¸a˜o de estados hiera´rquica em dois n´ıveis.
A modificac¸a˜o do me´todo de coestimac¸a˜o de estados e topologia
para aplicac¸a˜o no n´ıvel de sec¸a˜o de barra permite a estimac¸a˜o tanto das
varia´veis analo´gicas quanto da topologia de cada subestac¸a˜o de forma
individualizada, com resultados bastante promissores.
A arquitetura proposta para estimac¸a˜o hiera´rquica em dois n´ıveis
mostra-se eficaz, pois os resultados obtidos para este modelo de esti-
mac¸a˜o de estados sa˜o bastante aderentes aos obtidos pela estimac¸a˜o de
estados centralizada.
Quanto aos algoritmos de estimac¸a˜o que combinam medidas con-
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vencionais e medidas fasoriais, observa-se que o me´todo E2CB e´ supe-
rior no que tange a` qualidade das estimativas, as expensas de um maior
tempo de processamento. Por outro lado, o algoritmo E1FC apresenta
menores tempos de execuc¸a˜o pore´m, por na˜o processar medidas faso-
riais de corrente, fornece resultados de qualidade inferior aos obtidos
pelo me´todo E2CB.
Como principais vantagens da metodologia proposta podem ser
citadas: a estimac¸a˜o concomitante de estados e topologia no n´ıvel local
(subestac¸o˜es); a reduc¸a˜o no volume de informac¸o˜es transmitidas para
o centro de operac¸a˜o regional, sem que haja perdas para o processo de
estimac¸a˜o no n´ıvel hiera´rquico superior, e a possibilidade de se utilizar
um mo´dulo de estimac¸a˜o espec´ıfico para processamento de medidas
fasoriais no n´ıvel superior, as quais podem contribuir significativamente
para melhorar a qualidade das estimativas finais.
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8 CONCLUSÕES FINAIS
8.1 Introduc¸a˜o
Neste Cap´ıtulo sa˜o apresentadas as concluso˜es gerais obtidas
durante este trabalho de pesquisa.
A primeira linha de desenvolvimento abordada contempla o apro-
fundamento do problema da coestimac¸a˜o de estados e topologia em
relac¸a˜o ao estado da arte, privilegiando a sua aplicac¸a˜o a subestac¸o˜es
individuais, bem como a modelagem na˜o linear elementos da rede ele´-
trica.
A outra grande vertente do trabalho e´ a de estimac¸a˜o de estados
hierarquizada. Neste aspecto, a principal contribuic¸a˜o do trabalho e´
a extensa˜o de algoritmos anteriormente propostos para coordenac¸a˜o
das estimativas locais de modo a permitir o processamento eficiente de
classes distintas de medidas.
8.2 Proposta para a Estimac¸a˜o de Estados Hiera´rquica em
dois Nı´veis
A proposta de coestimac¸a˜o de estados e topologia apresentada
no Cap´ıtulo 6 para a modelagem em tempo real de subestac¸o˜es se baseia
na extensa˜o da coestimac¸a˜o de estados e topologia para contemplar a
modelagem na˜o linear das subestac¸o˜es e demais elementos da rede,
expandido a proposta apresentada em [18] e [19], utilizando a CET de
forma plena, ou seja, aplicada a cada subestac¸a˜o individual do sistema
ele´trico ao inve´s do sistema modelado na forma barra-ramo estendido.
Em sistemas reais, medidas fasoriais ocorrem sob a forma de
medidas de tensa˜o e tambe´m de corrente ele´trica. No desenvolvimento
deste trabalho duas arquiteturas de estimac¸a˜o foram desenvolvidas para
agregar medidas fasoriais a`s medidas oriundas do sistema SCADA, re-
feridas como E1FC e E2CB. A primeira consiste de um estimador con-
vencional de apenas um esta´gio, capaz de processar informac¸o˜es a pri-
ori. Medidas fasoriais de tensa˜o sa˜o utilizadas na inicializac¸a˜o deste
estimador, o que contribui para estabelecer relac¸o˜es entre fasores de
tensa˜o em diferentes subestac¸o˜es. Apesar da estrate´gia E1FC apresen-
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tar tempos de processamento melhores, ha´ a desvantagem da qualidade
das estimativas serem ligeiramente inferiores a`s obtidas pela estrate´gia
E2CB.
O estimador E2CB apresenta como principal vantagem a inclusa˜o
de medidas fasoriais de corrente, que tambe´m podem contribuir signi-
ficativamente para o processo de estimac¸a˜o de estados. O estimador
resultante e´ composto de dois esta´gios, sendo o primeiro um estimador
convencional e o segundo um estimador ortogonal em blocos capaz de
processar ambos os tipos de medidas fasoriais. Este segundo mo´dulo
apresenta como propriedade deseja´vel o fato de ser na˜o-iterativo, em
consequeˆncia do uso da forma retangular para as medidas fasoriais. O
processamento em bloco dos componentes retangulares permite a cor-
reta representac¸a˜o das correlac¸o˜es entre os mesmos, assegurando assim
a manutenc¸a˜o das propriedades estat´ısticas da soluc¸a˜o.
Outro aspecto abordado neste trabalho diz respeito a` presenc¸a
de erros grosseiros nos planos de medic¸a˜o. Sabe-se que, em sistemas
reais, a incideˆncia de erros grosseiros em medidas analo´gicas e´ comum,
constituindo-se portanto em um fator a ser considerado quando da pro-
posta de novas estrate´gias de estimac¸a˜o de estados. Sa˜o portanto inves-
tigados procedimentos para tratamento de erros grosseiros em medidas
analo´gicas associados a` coestimac¸a˜o de estados e topologia no n´ıvel
local.
Adicionalmente, o estimador de n´ıvel hiera´rquico superior deve
ser tambe´m capaz de identificar e eliminar erros grosseiros, desde que
haja redundaˆncia suficiente no n´ıvel hiera´rquico superior. O proces-
samento de erros no n´ıvel de coordenac¸a˜o e´ tambe´m um dos to´picos
abordados neste trabalho, tendo para isso sido exploradas as proprie-
dades de reprocessamento de medidas dos estimadores ortogonais.
Deve-se mencionar ainda que as arquiteturas propostas sa˜o apli-
cadas a configurac¸o˜es real´ısticas e variadas de subestac¸o˜es, como forma
de melhor validar as metodologias desenvolvidas neste trabalho.
8.3 Etapas Desenvolvidas do Trabalho
As etapas desenvolvidas neste trabalho de doutorado tiveram
por objetivo cumprir as metas estabelecidas e citadas na sec¸a˜o anterior.
Sa˜o elas:
• Implementac¸a˜o do processo de coestimac¸a˜o na˜o-linear no n´ıvel
local;
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• Aplicac¸a˜o da nova arquitetura a sistemas-teste de pequeno porte
com e sem a presenc¸a de PMUs;
• Estudos sobre o comportamento do estimador proposto mediante
a presenc¸a de erros grosseiros:
– Incursa˜o em estudos com erros grosseiros em medidas na
subestac¸a˜o;
– Erros grosseiros em medidas no n´ıvel hiera´rquico superior:
∗ erros grosseiros em medidas SCADA processadas pelo
estimador convencional;
∗ estudos preliminares a respeito de erros grosseiros em
medidas fasoriais processadas pelo estimador em blocos.
• Extensa˜o das simulac¸o˜es para abranger sistemas mais real´ısticos;
• Elaborac¸a˜o de artigos que apresentem a evoluc¸a˜o deste trabalho
de pesquisa [27] e [28].
Ao final destas etapas, verificou-se que a arquitetura proposta
E2CB para o n´ıvel de coordenac¸a˜o apresenta melhor desempenho que
a E1FC, com resultados bastante aderentes aos obtidos se for aplicada
a estrate´gia centralizada. Ale´m disso, o algoritmo final proposto (uti-
lizando a estrate´gia E2CB no n´ıvel hiera´rquico superior) se mostrou
eficiente, processando as informac¸o˜es dispon´ıveis nas subestac¸o˜es lo-
calmente, reduzindo o volume de dados transmitidos e estimados no
n´ıvel de coordenac¸a˜o, com tempos de ca´lculo satisfato´rios. Os resulta-
dos obtidos apresentados no Cap´ıtulo 7 demonstram a aplicabilidade
e desempenho da arquitetura de estimac¸a˜o hiera´rquica em dois n´ıveis
desenvolvidas neste trabalho.
8.4 Sugesto˜es para Trabalhos Futuros
A implementac¸a˜o das propostas de estimac¸a˜o de estados hiera´r-
quica em dois n´ıveis aqui apresentadas teˆm por objetivo selecionar e
diminuir o volume de dados a serem enviados para os centros de opera-
c¸a˜o regionais. Os estudos de aplicabilidade da pesquisa de doutorado
foram promissores, condizentes com as necessidades apresentadas na
estimac¸a˜o de estados em sistemas ele´tricos reais.
Embora diversos aspectos relevantes tenham sido abordados, ha´
alguns pontos que podem ser melhor explorados, sendo portanto suge-
ridos como trabalhos futuros:
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• A possibilidade de se identificar erros grosseiros nos dois n´ıveis
hiera´rquicos propostos esta´ atrelada a outro aspecto relativo a`
estimac¸a˜o de estados, o da observabilidade. Os testes de aplica-
bilidade aqui apresentados partem do princ´ıpio de que o sistema e´
observa´vel. Pore´m, perda de medidores, falhas na comunicac¸a˜o,
etc., podem levar o sistema a` na˜o-observabilidade. Surge por-
tanto a necessidade de se considerar a ana´lise de observabilidade
em conexa˜o com o estimador hiera´rquico proposto, para que se
possa avaliar o impacto da eventual perda de observabilidade e
possibilidades para a restaurac¸a˜o da mesma;
• Estudos mais aprofundados a respeito de erros grosseiros em me-
didas SCADA convencionais no processo de coestimac¸a˜o de esta-
dos e topologia;
• Aprimoramento do estudo preliminar de detecc¸a˜o, identificac¸a˜o e
remoc¸a˜o de erros grosseiros em medidas fasorias para o estimador
baseado no me´todo de Givens em blocos;
• A proposta atual para a coestimac¸a˜o de estados e topologia tem
por objetivo minimizar uma func¸a˜o multi-objetivo. Pode-se al-
terar esta abordagem de forma a realizar estudos sobre incluir o
tratamento da topologia sob a forma de informac¸o˜es a priori em
estimadores de mı´nimos quadrados.
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A.1 SISTEMA ANALISADO NO COR
Este apeˆndice tem por objetivo apresentar alguns dados omitidos
no corpo da tese para o sistema-teste IEEE 9 barras.
Conforme discutido no Cap´ıtulo 7, o sistema modelado no n´ıvel
de sec¸a˜o de barra da figura 25 e´ reduzido para apenas 9 barras na
modelagem barra-ramo obtida pela topologia estimada no n´ıvel local.
Sendo assim, apo´s o processo de CET no n´ıvel local, o sistema analisado
no COR e´ o apresentado na figura 29.
Figura 29 – Sistema-teste IEEE 9 barras.
A.2 AMOSTRA DO VETOR DE MEDIDAS
Conforme mencionado no Cap´ıtulo 7, cada sistema-teste foi sub-
metido a uma se´rie de 50 simulac¸o˜es, diferenciando em cada uma de-
las pela semente geradora de pequenos erros aleato´rios acrescentados
aos vetores de medidas perfeitas obtidas por um aplicativo de fluxo
de poteˆncia. Nesta sec¸a˜o sera˜o apresentados os vetores de medidas e
variaˆncias utilizados em uma das simulac¸o˜es para todos as etapas do
algoritmo (subestac¸o˜es individuais e sistema analisado no COR) para
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as medidas provenientes do SCADA.
Tabela 14 – Medidas e suas correspondentes covariaˆncias para o
sistema-teste 9 barras: Nı´vel de Subestac¸a˜o.
SE
Valor da medida
Covariaˆncia
pu
1
1,0273 0,00020816
0,37114 0,00011296
0,0018427 0,0001
-0,71705 0,00015132
0,0012957 0,0001
0,12474 0,00010181
0,00069214 0,0001
-0,27651 0,00010729
-0,0013229 0,0001
0,34639 0,0001127
-0,35012 0,0001127
0,35173 0,00011296
0,34611 0,00011296
0,12557 0,00010181
-0,13462 0,00010181
0,14029 0,00010181
0,13698 0,00010181
2
1,0318 0,00020506
0,008793 0,0001
-1,6374 0,00036569
-0,0077031 0,0001
-0,062023 0,00010044
1,6016 0,00036569
1,6481 0,00036569
0,066751 0,00010044
0,060341 0,00010044
3
1,0462 0,00020506
0,41833 0,00011806
-0,0023106 0,0001
0,42399 0,00011806
-0,85097 0,00017225
-0,05352 0,0001003
0,0056205 0,0001
-0,056399 0,0001003
0,093861 0,00010118
0,43532 0,00011806
Continua na pro´xima pa´gina
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Tabela 14 – Continuac¸a˜o da pa´gina anterior
SE
Valor da medida
Covariaˆncia
pu
3
0,43974 0,00011806
0,85923 0,00017225
-0,057436 0,0001003
-0,041463 0,0001003
-0,10535 0,00010118
4
1,033 0,00020523
0,7287 0,00015132
-0,41031 0,00011676
-0,3096 0,00010942
0,2364 0,0001057
-0,21623 0,00010523
-0,013585 0,00010001
0,39975 0,00011676
0,31685 0,00010942
0,23523 0,00010522
-0,0025095 0,00010001
5
0,98442 0,00019914
0,3961 0,00011655
0,82947 0,0001711
-0,62881 0,00013906
-0,62466 0,00013906
0,38537 0,00011495
0,10878 0,00010127
-0,25212 0,00010625
-0,25816 0,00010625
-0,84194 0,0001711
1,2284 0,00025625
-0,62717 0,00013906
-0,11781 0,00010128
0,5111 0,000125
-0,24442 0,00010625
6
1,0212 0,00020256
0,30641 0,00010933
-0,0037388 0,0001
-0,89827 0,000181
0,58923 0,00013535
0,17388 0,00010273
-0,0098404 0,0001
-0,30455 0,000109
0,14463 0,00010181
0,90441 0,000181
Continua na pro´xima pa´gina
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Tabela 14 – Continuac¸a˜o da pa´gina anterior
SE
Valor da medida
Covariaˆncia
pu
6
-0,59373 0,00013535
0,89339 0,000181
0,30285 0,000109
-0,1359 0,00010181
0,31519 0,000109
7
1,0086 0,00020523
1,629 0,00036569
-0,00080354 0,0001
-0,86475 0,00017503
-0,76481 0,00015834
-0,0018468 0,0001
-0,10092 0,00010085
-0,010723 0,0001
0,077281 0,00010071
0,01119 0,00010001
-0,011257 0,0001
0,87021 0,00017503
0,74994 0,00015834
0,874 0,00017503
-0,76361 0,00015834
-0,086885 0,00010071
-0,0099364 0,00010001
-0,081769 0,00010071
-0,0036786 0,00010001
8
1,0111 0,00020321
-0,50013 0,000125
0,76817 0,00015761
-0,499 0,000125
0,2333 0,00010581
-0,16075 0,00010306
0,10559 0,00010115
-0,16625 0,00010306
0,22779 0,0001059
-0,759 0,00015761
0,26974 0,00010671
-0,50123 0,000125
-0,11061 0,00010114
-0,0748 0,00010046
-0,17375 0,00010306
9
1,0188 0,00020658
-0,0045753 0,0001
Continua na pro´xima pa´gina
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Tabela 14 – Continuac¸a˜o da pa´gina anterior
SE
Valor da medida
Covariaˆncia
pu
9
0,84516 0,00017225
-0,0089864 0,0001
-0,24605 0,00010585
-0,60549 0,00013699
-0,0037624 0,0001
-0,16407 0,00010224
0,009754 0,0001
-0,021098 0,0001001
0,17896 0,00010327
-0,60684 0,00013699
0,60669 0,00013699
0,22848 0,00010585
0,24661 0,00010585
0,16846 0,00010327
-0,18124 0,00010327
0,042834 0,0001001
0,032772 0,0001001
Tabela 15 – Medidas e suas correspondentes covariaˆncias para o
sistema-teste 9 barras: Nı´vel de Coordenac¸a˜o.
Nı´vel
Valor da medida
Covariaˆncia
pu
COR
0,70442 0,00015132
-0,71831 0,00015132
1,6169 0,00036569
-1,6412 0,00036569
0,84462 0,00017225
-0,85108 0,00017225
0,40229 0,00011676
-0,41119 0,00011655
0,30753 0,00010942
-0,30668 0,00010933
-0,842 0,0001711
0,862 0,00017503
-0,59871 0,00013535
0,60664 0,00013699
Continua na pro´xima pa´gina
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Tabela 15 – Continuac¸a˜o da pa´gina anterior
Nı´vel
Valor da medida
Covariaˆncia
pu
COR
0,76223 0,00015834
-0,75945 0,00015761
-0,24749 0,00010581
0,22819 0,00010585
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B.1 SISTEMA ANALISADO NO COR
Este apeˆndice tem por objetivo apresentar alguns dados omitidos
no corpo da tese para o sistema-teste IEEE 14 barras.
Conforme discutido no Cap´ıtulo 7, o sistema modelado no n´ıvel
de sec¸a˜o de barra da figura 14 e´ reduzido para apenas 14 barras na
modelagem barra-ramo obtida pela topologia estimada no n´ıvel local.
Sendo assim, apo´s o processo de CET no n´ıvel local, o sistema analisado
no COR e´ o apresentado na figura 30.
Figura 30 – Sistema-teste IEEE 14 barras.
B.2 AMOSTRA DO VETOR DE MEDIDAS
Conforme mencionado no Cap´ıtulo 7, cada sistema-teste foi sub-
metido a uma se´rie de 50 simulac¸o˜es, diferenciando em cada uma de-
las pela semente geradora de pequenos erros aleato´rios acrescentados
aos vetores de medidas perfeitas obtidas por um aplicativo de fluxo
de poteˆncia. Nesta sec¸a˜o sera˜o apresentados os vetores de medidas e
variaˆncias utilizados em uma das simulac¸o˜es para todos as etapas do
algoritmo (subestac¸o˜es individuais e sistema analisado no COR) para
as medidas provenientes do SCADA.
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Tabela 16 – Medidas e suas correspondentes covariaˆncias para o
sistema-teste 14 barras: Nı´vel de Subestac¸a˜o.
SE
Valor da medida
Covariaˆncia
pu
1
1,0739 0,00021236
-0,0061446 0,0001
1,1459 0,00023456
0,0032599 0,0001
-0,76386 0,00015837
-1,5676 0,00034398
-0,00095199 0,0001
-0,091184 0,00010091
0,010648 0,0001
0,01678 0,00010003
0,19543 0,0001041
-0,76382 0,00015831
0,75562 0,00015831
0,39855 0,00011574
1,5595 0,00034389
1,5849 0,00034389
-0,0021053 0,0001
0,0090248 0,0001
-0,082906 0,00010085
-0,19067 0,00010352
-0,19142 0,00010352
2
1,0651 0,0002092
1,5072 0,00033077
0,18582 0,00010335
-0,40595 0,00011735
-0,55137 0,00013119
-0,7272 0,00015285
-0,27732 0,0001075
0,24332 0,0001057
0,049493 0,00010034
0,050821 0,00010033
-0,029333 0,00010013
1,4951 0,00033077
1,7229 0,00038971
-0,4049 0,00011735
-0,97854 0,00019508
-0,29642 0,00010831
-0,050635 0,00010024
Continua na pro´xima pa´gina
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Tabela 16 – Continuac¸a˜o da pa´gina anterior
SE
Valor da medida
Covariaˆncia
pu
2
0,041873 0,00010024
0,099186 0,00010094
3
1,0215 0,00020201
-0,45671 0,00012218
-0,47886 0,00012218
0,7195 0,00014958
0,24848 0,00010566
0,015481 0,00010002
0,012032 0,00010002
-0,010231 0,00010002
0,0014484 0,0001
-0,46915 0,00012218
-0,70446 0,00014958
0,24621 0,00010543
0,0088386 0,00010002
0,018037 0,00010006
-0,021888 0,00010001
4
1,026 0,00020506
-0,0094182 0,0001
0,0027609 0,0001
-0,14901 0,00010241
0,61575 0,00013705
-0,27243 0,0001076
0,53599 0,00012937
-0,47185 0,00012285
-0,25688 0,00010584
-0,012238 0,0001
0,00053916 0,0001
-0,0038295 0,0001
-0,046608 0,00010022
0,095782 0,00010076
-0,078563 0,00010051
0,049698 0,00010015
-0,0065514 0,0001
-0,75357 0,00015681
0,26542 0,0001076
0,48896 0,00012285
-0,91165 0,00018263
0,28755 0,00010902
-0,54829 0,00012937
0,22725 0,00010584
Continua na pro´xima pa´gina
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Tabela 16 – Continuac¸a˜o da pa´gina anterior
SE
Valor da medida
Covariaˆncia
pu
4
0,13136 0,0001016
-0,097202 0,00010076
-0,033091 0,00010015
0,13737 0,00010154
-0,071746 0,0001006
0,075697 0,00010065
-0,0059544 0,0001
5
0,98507 0,0002
1,0218 0,0002065
-0,0035598 0,0001
-0,083511 0,00010058
0,0016927 0,0001
0,74089 0,00015411
-0,45356 0,00012057
0,39749 0,0001166
-0,61499 0,00013764
0,0017457 0,0001
-0,024366 0,00010003
-0,0059551 0,0001
-0,068236 0,00010062
0,13062 0,00010181
-0,045105 0,00010024
0,026306 0,0001001
0,067312 0,00010058
-0,73565 0,00015411
0,46583 0,00012057
-0,40376 0,0001166
0,61096 0,00013764
0,0093653 0,00010003
0,078617 0,00010085
-0,12745 0,00010181
0,057871 0,00010034
-0,027836 0,0001001
6
1,0759 0,00021492
0,014646 0,0001
-0,086193 0,00010063
-0,0061448 0,0001
-0,10248 0,00010125
-0,081808 0,00010065
0,46594 0,00012057
-0,18466 0,0001033
Continua na pro´xima pa´gina
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Tabela 16 – Continuac¸a˜o da pa´gina anterior
SE
Valor da medida
Covariaˆncia
pu
6
-0,004328 0,0001
-0,10135 0,00010096
-0,0017305 0,0001
0,42898 0,00011788
-0,030769 0,00010011
-0,18374 0,00010352
-0,10905 0,00010109
0,2014 0,00010366
0,091898 0,00010065
-0,45369 0,00012057
0,19217 0,0001033
-0,072704 0,00010063
0,11328 0,00010125
-0,32678 0,00011057
0,031232 0,00010011
0,18045 0,00010352
0,09302 0,00010109
-0,086493 0,00010096
-0,43016 0,0001179
9
1,0382 0,00020551
1,0394 0,00020551
0,00041936 0,0001
-0,0066004 0,0001
-0,049892 0,00010023
0,15956 0,00010241
-0,087741 0,00010078
0,28223 0,0001076
-0,30059 0,0001087
0,0047352 0,0001
0,011736 0,0001
0,011638 0,00010003
-8,0034e-005 0,00010001
-0,0081554 0,0001
0,16194 0,00010244
-0,17331 0,00010276
-0,082428 0,00010078
0,098194 0,00010078
-0,14478 0,00010185
-0,01187 0,00010004
-0,26671 0,0001076
0,2975 0,0001087
Continua na pro´xima pa´gina
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Tabela 16 – Continuac¸a˜o da pa´gina anterior
SE
Valor da medida
Covariaˆncia
pu
9
0,0089383 0,0001
-0,014094 0,0001
0,021636 0,00010004
-0,0021267 0,00010001
-0,14437 0,00010244
0,16657 0,00010276
10/ 14
1,032 0,00020568
1,0366 0,00020323
0,0046483 0,0001
0,0076653 0,0001
-0,093996 0,00010081
0,028485 0,00010018
0,046644 0,00010023
-0,13998 0,00010222
0,062381 0,00010038
0,099224 0,00010076
0,0078224 0,0001
-0,010231 0,0001
-0,064769 0,00010034
0,067415 0,00010058
-0,022137 0,00010003
-0,0546 0,00010025
0,067921 0,0001003
0,00019373 0,0001
0,077502 0,00010081
-0,08795 0,00010081
0,052326 0,00010018
-0,091798 0,00010076
0,16145 0,00010222
-0,14644 0,00010222
0,055703 0,00010034
-0,060707 0,00010034
0,065142 0,00010058
0,01554 0,0001
0,041496 0,00010025
-0,052986 0,00010025
11
1,028 0,0002092
0,99325 0,0002
-0,025164 0,00010012
-0,040249 0,00010018
-0,014248 0,0001
Continua na pro´xima pa´gina
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Tabela 16 – Continuac¸a˜o da pa´gina anterior
SE
Valor da medida
Covariaˆncia
pu
11
0,079569 0,00010061
-0,0035076 0,00010003
-0,079133 0,0001006
0,014964 0,0001
0,098283 0,00010091
0,053313 0,00010018
-0,087325 0,00010061
0,074397 0,0001006
-0,10682 0,00010091
12
1,0429 0,00021088
1,0502 0,00021088
-0,049559 0,00010037
-0,013809 0,00010003
0,08317 0,00010063
-0,014061 0,00010003
-0,015283 0,00010002
0,027143 0,0001001
0,012226 0,00010003
-0,079628 0,00010063
0,020193 0,00010002
-0,02951 0,0001001
13
1,063 0,00020941
-0,13997 0,00010182
-0,064667 0,00010039
0,019059 0,00010003
0,18281 0,00010321
-0,054357 0,00010034
-0,060478 0,00010032
0,0083402 0,00010002
0,094811 0,00010099
0,068722 0,00010039
-0,19211 0,00010391
-0,17592 0,00010321
0,046973 0,00010032
-0,11873 0,00010131
-0,087395 0,00010099
188
Tabela 17 – Medidas e suas correspondentes covariaˆncias para o
sistema-teste 14 barras: Nı´vel de Coordenac¸a˜o.
Nı´vel
Valor da medida
Covariaˆncia
pu
COR
1,5393 0,00034389
-1,5199 0,00033077
0,76558 0,00015831
-0,73576 0,00015411
0,72286 0,00015285
-0,70226 0,00014958
0,56544 0,00013119
-0,54497 0,00012937
0,40524 0,00011735
-0,41067 0,0001166
-0,23849 0,00010566
0,22717 0,00010584
-0,61057 0,00013705
0,6176 0,00013764
0,2732 0,0001076
-0,27552 0,0001076
0,15958 0,00010241
-0,14624 0,00010241
0,45616 0,00012057
-0,4568 0,00012057
0,06666 0,00010063
-0,078638 0,00010061
0,095298 0,00010065
-0,075151 0,00010063
0,17511 0,0001033
-0,18881 0,00010321
-0,0044941 0,0001
0,0099092 0,0001
0,26741 0,0001076
-0,2835 0,0001076
0,052187 0,00010023
-0,042215 0,00010023
0,10033 0,00010078
-0,086806 0,00010076
-0,035154 0,00010018
0,040371 0,00010018
0,017011 0,00010003
-0,0061716 0,00010003
Continua na pro´xima pa´gina
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Tabela 17 – Continuac¸a˜o da pa´gina anterior
Nı´vel
Valor da medida
Covariaˆncia
pu
0,064585 0,00010039
-0,057849 0,00010038
