In this paper, we prove the following inequality: for any x, y > 0, there holds
It is well-known that this function f is Hölder continuous with Hölder exponent 1/2 (but not of any higher Hölder exponent, see for example [1] ). For α ∈ (0, 1/2], the Hölder norm of f is defined as |f | C 0,α = sup x =y∈R |f (x) − f (y)| |x − y| α .
In this paper, we investigate the Hölder norm and provide the following estimate
Since f is an even function, in the sequel we will assume x, y > 0. The method we shall use to prove the above estimate is rather elementary, however, it turns out that the argument is a little bit delicate in several situations. Our argument roughly runs as follows: firstly we investigate the monotonicity property of f on (0, ∞). It is easy to show that (0, ∞) is divided by a sequence of consecutive intervals, each of which contains exactly one inflection point of the form
Preliminaries
Let ϕ(t) = sin t − t cos t, t ∈ (0, ∞). It's easy to see that for each n 1, there is only one solution α n ∈ (nπ, nπ + π 2 ) for the equation ϕ(t) = 0. Let α n = nπ + π 2 − θ n , θ n ∈ (0, π 2 ), we have Lemma 1.1. For each n 1, the following estimates hold for θ n ,
(.)
Proof. Since α n is a solution for the equation ϕ(t) = 0, we have sin α n = α n · cos α n .
Using α n = nπ + π 2 − θ n , we have
which yields (.). Substitute α n = nπ + π 2 − θ n in the above inequality, one gets (.) and (.).
Remark. For θ 1 , it will be more convenient to use the deduced estimate θ 1 < π 14 . Lemma 1.2. For each n 1, we have the following estimate
We have
Since (−1) n · ϕ(t) is monotonically decreasing in (nπ, nπ + π 2 ) and α n is the only solution for the equation ϕ(t) = 0, we have β n > α n . Thus
More precisely, we have
(.) Lemma 1.3. For each n 1, we have the following estimate
Proof. By (.) we have
which yields θ n > θ n+1 .
On the other hand,
By using θ n − θ n+1 < tan(θ n − θ n+1 ) we can deduce the right hand side of (.).
Lemma 1.4. For n 1, we define the constant C n as follows
. Then C n < 2 for each n > 1 and C 1 < 2.26.
Proof. Let δ n = α n+1 − α n = π + θ n − θ n+1 . We have δ n < π(1 + 1 αnαn+1 ) according to Lemma 1.3 and
Thus, if let
then,
.
By Lemma 1.1, we have the following estimate
Recall that α n = nπ + π 2 − θ n , where θ n ∈ (0, π 2 ). If n > 1, then by Lemma 1.1, we have
Thus we can estimate G n (n > 1) as follows
Similarly, for n = 1, we have
Then, we get the estimate of G 1
If let
Thus,
).
Therefore,
Using the above estimates
Therefore, we obtain the following estimate of C n :
In next section, we will also need the following well-known inequality( [2, 3] ).
Hölder properties of f (x)
In this section, we shall study Hölder properties of
Proof. By Cauchy's inequality, for x, y ∈ [
Denote by
Direct calculation yields
Notice that α n sin(2θ n ) = 1 tan θ n · sin(2θ n ) = 2 cos 2 θ n .
Using this, we can write I n as follows
n sin 2 θ n and E = sin(2θ n+1 ) − sin(2θ n ), we will have
Substitute them in the last equation of I n , we get
By (.) and Lemma 1.4, we have
C n |y − x| 2|y − x|, n > 1, 2.26|y − x|, n = 1.
for any x, y ∈ [
For n = 1, we now improve the above estimate.
Proof. We consider the following function
By Proposition 2.1, 0 < ϕ(x, y) < √ 2.26. Since max
Suppose ϕ(x, y) attains its maximum at (x 0 , y 0 ), then the above estimate implies that x 0 < y 0 . Using
It follows that (x 0 , y 0 ) is an interior point, thus
From (.) one can deduce the following facts
Using (.) we can also deduce an upper bound for x 0 . In fact,
Assume that ϕ(x 0 , y 0 ) √ 2, we will derive a contradiction. By (.) we have |f
By Lemma 1.3-1.4,
From (.) it follows that
which yields y 0 < 2 3π . By (.) again we have
we have y 0 < . We can also deduce a lower bound for x 0 . In fact,
, and f (x 0 ) < 1 2π+
Using (.) again, we have |f
, by the mean value theorem, we have
, then it's easy to verify that
By (.), it follows that
Proof. Consider the function
Since f is increasing in [ 1 α1 , ∞), and max
By Lemma 1.1, it's easy to verify that
It follows that
It remains to consider the case when x ∈ [
π . Suppose ψ(x, y) attains its maximum at (x 0 , y 0 ). Assume that ψ(x 0 , y 0 ) √ 2, we will derive a contradiction. Using f ′ ( 1 α1 ) = 0, we have
Thus (x 0 , y 0 ) must be an interior point. It follows that
From (.) and the mean value theorem, we have
Using (.) we can derive an upper bound for x 0 and a lower bound for y 0 . In fact, By the mean value theorem, we have
Using this one can improve the upper bound of y 0 . In fact,
. By Lemma 1.5, we have
π . By Lemma 1.1 and Taylor's expansion formula, it's not difficult to verify that π , and f (y 0 ) − f (x 0 ) < 1.9 π + 0.7 π = 2.6 π .
By (.) again, we have f ′ (y 0 ) > π 2.6 > 1.2, which contradicts with (.).
Finally, we can prove the following main theorem. By Lemma 1.3, we have
Now suppose y > x > 0. If y ∈ J k , then x ∈ J ℓ for some ℓ k. By (.), one can also choose x ′ , y ′ ∈ J m for some ℓ m k, such that f (x ′ ) = f (x) and f (y ′ ) = f (y). By Propositions 2.1, 2.2 and 2.4, we have
