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ABSTRACT
This thesis considers the problem of controlling a group of micro aerial vehicles for
agile maneuvering cooperatively, or distributively. We first introduce the background
and motivation for micro aerial vehicles, especially for the popular multi-rotor aerial
vehicle platform. Then, we discuss the dynamics of quadrotor helicopters. A quadro-
tor is a specific kind aerial vehicle with a special property called differential flatness,
which simplifies the algorithm of trajectory planning, such that, instead of planning
a trajectory in a 12-dimensional state space and 4-dimensional input space, we only
need to plan the trajectory in 4-dimensional, so called, flat output space, while the
12-dimensional state and 4-dimensional input can be recovered from a mapping called
endogenous transformation.
We propose a series of approaches to achieve agile maneuvering of a dynamic
quadrotor formation, from controlling a single quadrotor in an artificial vector field,
to controlling a group of quadrotors in a Virtual Rigid Body (VRB) framework, to
balancing the effect between the human control and autonomy for collision avoidance,
vi
and to fast on-line distributed collision avoidance with Buffered Voronoi Cells (BVC).
In the vector field method, we generate velocity, acceleration, jerk and snap fields,
depending on the tasks, or the positions of obstacles, such that a single quadrotor
can easily find its required state and input from the endogenous transformation in
order to track the artificial vector field.
Next, with a Virtual Rigid Body framework, we let a group of quadrotors follow a
single control command while also keeping a required formation, or even reconfigure
from one formation to another. The Virtual Rigid Body framework decouples the
trajectory planning problem into two subproblems.
Then we consider the problem of collision avoidance of the quadrotor formation
when it is meanwhile tele-operated by a single human operator. The autonomy with
collision avoidance algorithm, based on the vector field methods for a single quadrotor,
is an assistive portion of the quadrotor formation controller, such that the human
operator can focus on his/her high level tasks, leaving the low level collision avoidance
task be handled automatically.
We also consider the full autonomy problem of quadrotor formations when re-
configuring from one formation to another by developing a fast, on-line distributed
collision avoidance algorithm using Buffered Voronoi Cells (BVCs). Our BVC based
collision avoidance algorithm only requires sensed relative position, rather than rela-
tive position and velocity, while the computational complexity is comparable to other
methods like velocity obstacles.
At last, we introduce our experimental quadrotor platform which is built from a
PixHawk flight controller and an Odroid-XU4 single-board computer. The hardware
and software architecture of this multiple-quadrotor platform is described in detail so
that our platform can easily be adopted and extended with different purposes.
vii
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Chapter 1
Introduction
1.1 Overview
Unmanned Aerial Vehicles (UAVs) have received a tremendous amount of research
in recent years, especially those of small size, or namely, micro unmanned aerial ve-
hicles (MAVs). MAVs are becoming popular in humans ordinary lives because of
breakthroughs in related technologies. For example, inexpensive MEMS accelerom-
eters and gyroscopes are available; light, high power density batteries are available;
small, high torque brushless motors are available, and so on. Multi-rotor aerial vehi-
cles are the most popular kind of MAVs, not only for hobbyists who fly RC planes
for recreation, but also for researchers, because of their simple dynamics and easy
of control. Among multi-rotor aerial vehicles, those with four rotors, or quadrotors,
play a major role in the research community, especially in formation flight research.
Formation flight as considered in this thesis is not simply multiple aerial vehicles
flying in parallel, however, we consider sophisticated techniques for formation flight
relying on cooperation between individual vehicles, and the interaction between the
group of vehicles, the environment, and the human operator.
1.2 Applications of MAVs and their Formations
UAVs have been applied in the military for decades, because they can be deployed
without putting pilots’ lives at risk. In recent years, the advent of smaller UAVs,
1
2or MAVs, have shown great potential for civil applications. A lot of MAV platforms
are available in the commercial market nowadays. For example, in consumer market,
DJI1 Mavic Pro (Figure 1·1(a)) quadrotor is designed exclusively for photography
and movie filming. There exists many other companies providing similar commercial
quadrotors from DIY (Do It Yourself) level to RTF (Ready to Fly) level. Another
example, in industrial market, MAVs (Microdrone2, Figure 1·1(b)) are also useful for
saving wild animals like fawns and other young animals during the mowing season,
because they are usually hidden from the tall grasses. There are many other appli-
cations of using MAVs, like oil and gas pipeline examination, power line inspection,
cargo shipping, to name a few.
(a) DJI Mavic Pro for photography (Figure
is from a screen-shot at http://y2u.be/p1d_
ptE6yrc).
(b) Microdrone quadrotor is saving wild animals
in fields (Figure is from http://tinyurl.com/
jonfqzg/).
Figure 1·1: Commercialized quadrotors.
Applications for multiple MAVs formations, however, are not yet maturely com-
mercialized, according to our best knowledge. There is a significant amount of re-
search focusing on multiple MAVs applications, especially when these MAVs are
sensor-equipped. For example, coverage control in (Schwager et al., 2011a) is ap-
plied with multiple quadrotors for monitoring a forest simultaneously (Figure 1·2(a))
1http://www.dji.com/
2https://www.microdrones.com/
3to have a maximized coverage. There are also some attempt of commercializing the
multiple quadrotors in dramas, or shows. For example, the cooperation between the
Cirque du Soleil3, ETH Zurich, and Verity Studios4 carried out a live interaction
film, named SPARKED, in which ten quadrotors masqueraded as colorful dancing
lampshades, and interacted with a human actor, like a magic (Figure 1·2(b)).
Multiple MAVs can be deployed in a rescue site, after an earthquake, a flood, a
forest fire, and so on. The rescue site requires the multiple MAVs to have a maximum
coverage, and can be used to deliver the most recent information to aid in a speedy
rescue of survivors. In these applications, having the multiple MAVs controlled by
multiple human operators may be problematic, due to the lack of cooperation among
the UAVs in trajectory planning. For example, the coverage area of the multiple
MAVs may have significant overlaps, while leaving some other areas uncovered by
any MAV. More seriously, the multiple trajectories may intersect, or may be too
close at some time, leading to a potential collision.
(a) Five 3DR DIY quadrotors (circled) return-
ing to base after a coverage mission.
(b) A film showing the magic interaction between
the quadrotors and a human actor. (Figure is from
http://veritystudios.com/).
Figure 1·2: Applications of multiple quadrotors.
3https://www.cirquedusoleil.com/
4http://veritystudios.com/
4MAVs will be more and more useful in our daily life, as they become easier to
control, due to technology improvement. Sensor-equipped MAVs cooperate in a way
as a sensor network, and are capable of achieving large missions that cannot be
accomplished by a single MAV. In this thesis, we focus on the algorithms that enable
multiple MAVs to fly in a group, in specific formations, agilely and safely.
1.3 Contributions
In this thesis, we propose a series of approaches for achieving agile maneuvering of
quadrotor formations, meanwhile, our approaches are validated through experiments.
First, we propose a control design method for driving a quadrotor helicopter along
a desired velocity vector field using tools from differential flatness theory, intend to
make existing planning and control algorithms that assume simple robot dynamics
useful for quadrotor robots with complex nonlinear dynamics. Our method produces a
low-level feedback controller so that the quadrotor will reliably follow a desired vector
field, even in aggressive dynamic flight regimes. The method uses differential flatness
theory to produce an input signal to effectively cancel the complex internal dynamics
of the quadrotor, so it can be controlled as if it were of integrator dynamics. The
chief difficulty lies in effectively compensating for the dynamics of the quadrotor so
that it achieves the velocity commanded by the vector field. We do this by exploiting
the differential flatness property of quadrotor dynamics. This property allows for
the 12 dimensional state of the quadrotor to be specified analytically from a desired
position and yaw angle, and their time derivatives. Furthermore, the required control
inputs for the quadrotor can also be specified analytically in a similar way. Typically,
differential flatness is used to plan trajectories for a quadrotor, and to give open-
loop control inputs to achieve this trajectory. Instead, we use differential flatness
to produce a closed-loop feedback controller, that effectively causes the quadrotor to
5move along the flow of a given vector field as if it were a point particle.
Second, we represent the group of quadrotors as in a single body with a single
reference frame, which we call a Virtual Rigid Body (VRB). Individual quadrotors
occupy a single point on the VRB when holding a formation, or they traverse a trajec-
tory on the VRB when transitioning between formations. Given a sufficiently smooth
trajectory for the VRB in SE(3), we propose a method to retrieve dynamically feasi-
ble SE(3) trajectories for the quadrotors by exploiting the differential flatness of the
quadrotors’ dynamics (Mellinger and Kumar, 2011, Mellinger et al., 2012b). We then
design a feedback controller for the robots to robustly execute the specified trajec-
tories and hold the desired formation despite of disturbances and modeling errors.
Furthermore, we present a method for sequencing multiple different formations, and
automatically transitioning between each formation without collisions. This sequence
of formations is executed in the moving reference frame of the VRB, yielding com-
plex interleaved trajectories in the global reference frame. Our method is partially
decentralized and fully scalable. The VRB trajectory is computed centrally and com-
municated to all robots in a broadcast fashion, while each robot plans and tracks its
own trajectory in the moving VRB frame.
We also leverage the VRB concept to provide a simple, intuitive abstraction for a
human user to control an arbitrarily large swarm of quadrotors with a standard gam-
ing joystick. The human pilot “flies” the VRB directly as if it were a single aircraft.
Meanwhile, each quadrotor within the VRB autonomously determines its own control
action required to hold the formation or transition between formations throughout
the maneuver. This allows the human to direct the swarm through a variety of en-
vironments, in a potentially aggressive manner, for inspection of buildings, bridges,
or other infrastructure, finding survivors after a disaster, or for surveillance of indoor
and outdoor environments. The advantage of our method is the decoupling of the
6trajectory control into two subproblems, (i) controlling the trajectory of the VRB
in the global reference frame, and (ii) controlling the trajectory for each individual
quadrotor within the VRB local reference frame. We let the human operator control
the VRB in the global frame, and let the quadrotors autonomously compute their
own control action in the VRB local frame. The quadrotors compute collision-free
trajectories in the VRB local frame, thereby giving spatially complex collision free
trajectories in global reference frame.
At last, We introduce a Buffered Voronoi Cell (BVC), which retracts the edge of
the Voronoi cell by a safety radius for every robot, so that if the robot’s center point
is in the BVC, its body will be entirely within the Voronoi cell. We propose a receding
horizon control (RHC) approach to plan a path within the BVC while satisfying the
relevant dynamic, positional, and input constraints. Furthermore, we show that this
receding horizon controller can be solved analytically for a one step time horizon for
very fast execution. We find that the one step horizon is well-suited for robots with
integrator dynamics, while a multi-step horizon is better suited to vehicles with more
complex dynamics. We prove that collisions are avoided for integrator robots.
We show through three benchmark simulation scenarios that our algorithm per-
forms comparably to the Optimal Reciprocal Collision Avoidance (ORCA) algorithm
from the RVO2 library (van den Berg et al., 2011, van den Berg et al., 2016), but
without requiring velocity information.
In summary, our contributions are as follows,
• We derive the instantaneous velocity, acceleration, jerk, and snap required in the
quadrotor’s endogenous transformation analytically from a given vector field.
The vector field can be specified numerically with a given interpolation function
between points, or it can be specified analytically. In either case, we require
that up to third order spatial derivatives be computed from the vector field
7description (for acceleration, jerk, and snap). From these derivatives we find
the state of the quadrotor to achieve the velocity required by the vector field,
and then control the quadrotor to that state with the low-level SE(3) controller.
• We propose the Virtual Rigid Body abstraction, which allows for the planning
and control of interleaved, agile trajectories of a swarm of quadrotors leverag-
ing the property of differential flatness. The Virtual Rigid Body decouples of
the trajectory control into two subproblems, (i) controlling the trajectory of
the Virtual Rigid Body in the global reference frame, and (ii) controlling the
trajectory for each individual quadrotor within the Virtual Rigid Body local
reference frame.
• We propose an algorithm for autonomously sequencing formations and tran-
sitions between formations to produce complex choreographed trajectories for
the quadrotor swarm using the VRB. The algorithm ensures that the transition
between different formations will always have collision free trajectories for the
group of quadrotors.
• We propose and assistive collision avoidance algorithm that helps the human
operator when he/she is controlling a large group of quadrotors. The assistive
collision avoidance algorithm frees the human operator from avoiding collision
for each individual quadrotor, and hence the human operator can focus on
his/her high-level flight tasks.
• We propose a fast, on-line autonomous collision avoidance algorithm for group
of dynamical robots when they are transitioning from one formation to another,
based on Buffered Voronoi Cells. The Buffered Voronoi Cell based algorithm
guarantees that when each robot plans a trajectory in its corresponding cell,
the collision can be avoided among the whole group.
81.4 Organization
Since we are working with quadrotors, we describe the quadrotor dynamics and its
differential flatness property in Chapter 3, right before our contributed work. Our
research relies on the differential flatness property quite a lot, because it requires the
trajectory planning of a quadrotor to be taken only in a 4 dimensional flat output
space, rather than in the 12 dimensional state space and the 4 dimensional input
space.
Based on the differential flatness property, we have proposed a vector field method
in Chapter 4 for controlling a single quadrotor. With this method, a single quadrotor
can follow a vector field as if it were a single integrator. The vector field method can
also be use to make the quadrotor avoid obstacles in the environment.
Then, in Chapter 5, we propose our Virtual Rigid Body (VRB) abstraction, which
builds upon the virtual structure concept that is common in the formation control
literature. A Virtual Rigid Body is a dynamic structure that simplifies the control of
dynamic quadrotor formations by decoupling the trajectory generation of the Virtual
Rigid Body in the global frame, from the trajectory generation of the individual
quadrotors in the VRB local frame. In this chapter, the control of the quadrotor
formation is autonomous.
In Chapter 6, we extend the autonomous flight of a group of quadrotors to semi-
autonomous flight, and we present a solution that balances between human operation
to steer the formation, and autonomy for collision avoidance. Our human-swarm in-
terface is built upon a single off-the-shelf gaming joystick and low pass filters such
that a group of quadrotors can be controlled in the framework of the Virtual Rigid
Body. The collision avoidance algorithms, developed from our vector field method,
work as an assistive portion to help the quadrotors avoid collision with the obsta-
cles in the environment, and also prevent the quadrotor formation from inter-vehicle
9collision.
In Chapter 7, we focus on collision avoidance problem during the formation recon-
figuration of groups of micro aerial quadrotors. We especially deal with inter-vehicle
collision avoidance. By using the Buffered Voronoi Cells (BVCs), we design a dis-
tributed algorithm for the group of robots, i.e., for each robot, as long as it does
not plan a trajectory beyond its corresponding BVC, the collision avoidance can be
guaranteed among the formation. Our algorithm is comparable to the velocity ob-
stacle (VO) based algorithms, like ORCA, which requires both position and velocity
information from neighbor robots, while our algorithm needs only position informa-
tion. Our collision avoidance algorithm is validated in several simulations an a trial
of experiments.
Finally, we present our multi-quadrotor platform in Chapter 8. Our platform
consists of PixHawk flight controller, Odroid-XU4 single-board computer, OptiTrack
motion capture system, WI-FI router, Laptop, and so on. Our communication net-
work is built upon the Robot Operating System (ROS), and a /mavros ROS node is
used to communicate with the PixHawk flight controller. Our platform is easy to use,
easy to repair, and affordable. Most importantly, it can be easily extended without
major modifications.
Our conclusion remark is in Chapter 9, in which we also discuss the limitations of
our research, as well as our future work.
Chapter 2
The State of the Art
This chapter discusses the state of the art relevant to this thesis.
First, quadrotor dynamics are known to be differentially flat (Fliess et al., 1995,
Martin et al., 2003), which allows for efficient trajectory planning algorithms, as
described in (Mellinger and Kumar, 2011, Mellinger et al., 2012b). In this thesis,
we use differential flatness extensively in this work to generate dynamically feasible
quadrotor trajectories.
there exists many vector-field like control algorithms for quadrotors, for example,
classical techniques that employ artificial potential fields and navigation functions for
navigation to a goal (Rimon and Koditschek, 1992, Habets and van Schuppen, 2004).
Also, algorithms for controlling linear dynamics in polytopic regions of a state space
(Habets and van Schuppen, 2004) have been used as building blocks for more complex
control strategies (Kloetzer and Belta, 2008, Ayanian and Kumar, 2010). Methods
for obstacle avoidance also commonly generate vector fields to avoid obstacles. For
example, the seminal work (Khatib, 1986) uses time varying artificial potentials that
result in time varying velocity fields for a robot to avoid moving obstacles. Similarly,
the concept of reciprocal velocity obstacles (van den Berg et al., 2008) allows multiple
robots to avoid collisions with one another, but relies on integrator dynamics of the
robots (which is mathematically equivalent to giving a velocity vector field).
In multi-robot control, it is particularly common to assume the robots have in-
tegrator dynamics. For example, well known control algorithms for flocking (Jad-
10
11
babaie et al., 2003), herding (Reynolds, 1987), and consensus (Olfati-Saber and Mur-
ray, 2004) assume either single or double integrator dynamics. Also, controllers for
multi-agent sensor coverage and surveillance often assume integrator dynamics, as in
(Schwager et al., 2011c, Corte´s et al., 2002, Schwager et al., 2011a), and controllers
for connectivity maintenance in mobile wireless networks commonly use this assump-
tion (Zavlanos and Pappas, 2007, Dimarogonas and Johansson, 2008). Our vector
field based method in this thesis, or Chapter 4 to be specific, controls quadrotors so
that they behave as single integrators, thus making all of these multi-agent control
strategies directly applicable to quadrotors.
In formation control, some recent works have studied agile quadrotor formations
in particular. For example, (Turpin et al., 2012) proposed an agile formation con-
trol strategy in which a leader quadrotor flies an agile trajectory, while the other
quadrotors control themselves to keep the formation relative to the leader, taking
into account communication delays and failures. The effects of communication de-
lays on the stability of quadrotor formations was further studied in (Schwager et al.,
2011b). In a non-agile regime, formation control for quadrotors was also considered in
(Montijano et al., 2016), which accomplished formation control for quadrotors using
on-board vision, without a global reference frame. In (Kushleyev et al., 2013), the
authors described control and trajectory generation tools for controlling swarms of
micro-quadrotors between different formations. In a similar vein, a method for simul-
taneously solving the position assignment problem and controlling robots between two
formations was presented in (Turpin et al., 2014). Position assignment to transition
between two formations was also considered in (Yu and Lavalle, 2012) for large teams
of simple particle robots. Also in (Alonso-Mora et al., 2012b), the authors shown the
methods to display 3D features, as well as animations, with multiple aerial vehicles.
Formation control is also related to multi-agent consensus (Olfati-Saber and Murray,
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2004, Jadbabaie et al., 2003, Vicsek et al., 1995) which has enjoyed an explosion of
research in recent years. Many formation control strategies have been designed based
on consensus, for example as in (Ji et al., 2006, Ren and Sorensen, 2008).
Our Virtual Rigid Body concept is related to the idea of a virtual structure,
which has been used extensively in the multi-agent formation control literature (Lewis
and Tan, 1997, Beard et al., 2001, Olfati-Saber and Murray, 2002, Ren and Beard,
2004, O¨gren et al., 2004, Lalish et al., 2006, Ren and Sorensen, 2008). These works
use a pre-defined virtual formation structure, combined with local control to maintain
that structure throughout a maneuvering. The focus has been on controlling mobile
robots in the plane (Lewis and Tan, 1997, Olfati-Saber and Murray, 2002, Ren and
Sorensen, 2008), controlling spacecraft formations (Beard et al., 2001, Ren and Beard,
2004), controlling underwater vehicles for ocean monitoring (O¨gren et al., 2004), or
controlling more abstract mobile agents (Lalish et al., 2006). In contrast, our VRB
is not a rigid structure, but a dynamic reference frame in which quadrotors traverse
trajectories within the frame when moving from one formation to another. Unlike
previous work in virtual structures, our VRB approach is implemented and tested
with quadrotor hardware, proving its effectiveness as a practical quadrotor swarm
control tool.
Our work also deals with human-swarm interfaces. Swarms of robots inherently
have too many degrees of freedom to be managed by a single human operator, thus
some method of partial autonomy must be employed to aid the operator. Several
architectures have been proposed for human-swarm interfaces for ground robots, in-
cluding, but not limited to, (Arkin and Ali, 1994, McLurkin et al., 2006, Vasile et al.,
2011, Olson et al., 2012). However, there is a paucity of work in human-swarm inter-
faces for quadrotor swarms. One of the few contributions in this area is in (Franchi
et al., 2012), which proposed a haptic interface for steering the quadrotor formation,
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avoiding obstacles, and scaling the formation. In contrast, with our human-swarm
interface, the user steers the VRB as if it were a single aircraft, and selects forma-
tions from a library to reconfigure the swarm, while each quadrotor manages its own
trajectory within the VRB.
Tele-operation of mobile robot swarm is considered in (Mastellone and Stipanovic´,
2007, Mastellone et al., 2008), in which multiple non-holonomic vehicles were con-
trolled in a leader-follower formation and the leader robot was remotely driven to
a desired velocity. Gesture based human-swarm interaction is seen in (Alonso-Mora
et al., 2015), in which authors deciphered human gestures to drive multiple ground
mobile robots to show different faces.
Obstacle avoidance for single and multiple quadrotors is also heavily researched
in the literature. For a single quadrotor, control through a hatpic interface control is
demonstrated in (Brandt and Colton, 2010) where the pilot received force feedback
when obstacles are close, and in (Hou and Mahony, 2013) the authors proposed an
approach to construct a novel dynamic kinesthetic boundary (DKB) to aid a pilot
to navigate an aerial robotic vehicle through a cluttered environment. In (Israelsen
et al., 2014), the authors provided a method to assist the operator to fly a quadrotor
to perform collision avoidance by predicting its future trajectory. The paper (Mendes
and Ventura, 2013) presents a method to assist the tele-operation of a quadrotor by
constructing the nearby environment using sonar sensors.
There exists an enormous body of literature in mult-robot collision avoidance,
and many algorithms have been proposed. The most relevant class of algorithms in
our context are the highly influential Reciprocal Velocity Obstacle (RVO) methods, as
seen in (Alonso-Mora et al., 2012a, Wilkie et al., 2009, van den Berg et al., 2008, Snape
et al., 2011), with a common assumption that the velocities of neighbor robots are
known. One of the most popular and powerful variants of these is the ORCA method
14
(van den Berg et al., 2011, van den Berg et al., 2016), which we use as a benchmark
for comparison in this thesis.
Our method relies on the computation of Voronoi diagrams. Voronoi diagrams
have been used in other path planning and collision avoidance works, but typically the
robots move along the edges of a static Voronoi diagram (Bortoff, 2000, Bhattacharya
and Gavrilova, 2008, Garrido et al., 2006b, Garrido et al., 2006a). Instead, our use
of Voronoi cells is inspired by coverage control algorithms such as (Corte´s et al.,
2004, Pimenta et al., 2008). However, our algorithm seeks to drive the robots to
goal positions without collisions, rather than to provide sensor coverage. A similar
algorithm appeared in (Bandyopadhyay et al., 2014), where a modified Voronoi cell is
used to avoid collisions within a larger probabilistic swarm guidance context. Unlike
our algorithm, this method mixes coverage control with collision avoidance, and was
not analyzed in detail or compared with other methods, as it was not the main focus
of that paper. Also, a combination of Voronoi diagrams with Reciprocal Velocity
Obstacles is seen in (Breitenmoser and Martinoli, 2016), where the robots perform
coverage of an environment while using RVOs to avoid collisions.
Sequential Convex Programming (SCP) is another tool used in the literature for
planning collision free paths between multiple dynamic vehicles. SCP algorithms for
collision avoidance solve a sequence of convex optimizations in order to find “near opti-
mal” collision free trajectories for the vehicles, as in (Schulman et al., 2013, Schulman
et al., 2014). Similarly, in (Morgan et al., 2013, Morgan et al., 2014a) a decentral-
ized MPC-SCP algorithm for spacecraft swarms was presented, and in (Morgan et al.,
2014b) a Model Predictive Control (MPC) algorithm using SCP was proposed to deal
with formation flying for a large number of agents. Unfortunately, SCP methods are
not well suited for fast on-line implementation due to high computational complexity
and intensive communication requirements. In contrast, our algorithm uses either an
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efficient closed-form solution at each time step, or a single convex quadratic program,
and is naturally distributed.
Many other methods exist for collision and obstacle avoidance, for example, meth-
ods based on artificial potential fields (Chang et al., 2003), receding horizon control
(Schouwenaars et al., 2004), Mixed Integer Linear Programming (MILP) (Schouwe-
naars et al., 2001, Richards et al., 2002, How et al., 2004), Mixed Integer Quadratic
Programming (MIQP) (Mellinger et al., 2012a), computation of reachable sets (Hoff-
mann and Tomlin, 2008), and rule-based approaches (Lalish and Morgansen, 2012).
All of these methods come with advantages and drawbacks, but most are not suit-
able for on-line, distributed implementation due to computation or communication
demands.
Chapter 3
Quadrotor Dynamics and Differential
Flatness
In this chapter, we give a necessary background of quadrotor dynamics and its prop-
erty of differential flatness, which form the backbone of our research.
3.1 Quadrotor Dynamics
A quadrotor is well-modeled as a rigid body with forces and torques applied from
the four rotors and gravity (Mellinger and Kumar, 2011). This is similar to the
dynamics of a fixed wing aircraft, but without the aerodynamic forces and moments
from the wings and stabilizers (Stevens et al., 2003). The relevant forces, moments,
and coordinate frames are shown in Figure 3·1.
Throughout this thesis, we use North-East-Down (NED) coordinate systems,
which is commonly used in aviation, and is also known as Local Tangent Plane (LTP)
system. As in Figure 3·1, we denote the NED global reference frame as Fw, i.e., which
is assumed to be attached to the ground. The axes of Fw are expressed as xw, yw and
zw. We denote the body-fixed frame as Fb, i.e., which is assumed to be attached to
the quadrotor at the center of the quadrotor. The axes of Fb are expressed as xb, yb
and zb. The orientation of the quadrotor with respect to the global reference frame
Fw is defined by the rotation matrix R ∈ SO(3). The rotation matrix R, on the other
hand, can be parameterized by a set of Euler angles, known as roll (φ), pitch (θ) and
yaw (ψ) angles. Specifically, we use the Euler angles in a z− y − x sequence in this
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thesis. The z − y − x Euler angles are also known as Tait-Bryan angles. With the
z− y− x Euler angles, we assume the body-fixed frame Fb is first attached with the
global reference frame Fw, and then, the (final) frame Fb is obtained by the following
rotations:
1. Right-handed rotation about the zw axis of Fw with the yaw angle ψ, obtain
an intermediate coordinate frame, saying x′ − y′ − z′ frame;
2. Right-handed rotation about the y′ axis of the previous obtained intermediate
x′−y′−z′ coordinate frame with the pitch angle θ, obtain a second intermediate
frame, saying x′′ − y′′ − z′′ frame;
3. Right-handed rotation about the x′′ axis of the previous obtained x′′ − y′′ − z′′
coordinate frame with the roll angle φ, obtain the (final) body-fixed frame Fb.
Figure 3·1: Coordinate frames of a quadrotor. The NED global ref-
erence frame is denoted by Fw, and the quadrotor body-fixed frame is
denoted by Fb.
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With this sequence, the rotation matrix R is expressed as
R = R(z2,ψ)R(y′,θ)R(x′′,φ)
=
 cosψ − sinψ 0sinψ cosψ 0
0 0 1
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
 1 0 00 cosφ − sinφ
0 sinφ cosφ

=
 cos θ cosψ sinφ sin θ cosψ − cosφ sinψ cosφ sin θ cosψ + sinφ sinψcos θ sinψ sinφ sin θ sinψ + cosφ cosψ cosφ sin θ sinψ − sinφ cosψ
− sin θ sinφ cos θ cosφ cos θ
 ,
(3.1)
notice that the singularity of R appears in some cases. For example, when θ = pi/2,
the rotation matrix R is
R =
 0 sin(φ− ψ) cos(φ− ψ)0 cos(φ− ψ) − sin(φ− ψ)
−1, 0 0
 ,
which gives infinite number of solutions of φ and ψ. Using rotation matrix, instead of
Euler angles in quadrotor dynamics is beneficial to its control, for example, the yaw
angle ψ = pi or ψ = −pi is uniquely expressed in the rotation matrix.
The quadrotor dynamics are given by a system of four nonlinear equations, as
follow, 
v˙ = g +
1
m
Rf ,
R˙ = RΩ,
ω˙b = J
−1τ − J−1ΩJωb,
p˙ = v.
(3.2)
(3.3)
(3.4)
(3.5)
Equation (3.2) is the force equation, which guards the linear velocity, i.e., v =
[vx, vy, vz]
T, of the quadrotor in the global reference frame Fw. In equation (3.2),
g = [0, 0, g]T is the acceleration due to gravity, m is the quadrotor mass, and f =
[0, 0, fz]
T is the total thrust force generated from the four rotors. Usually, g = 9.8m/s2
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and fz is the summation of the four motors’ thrust, hence f is aligned with the
negative vertical body-fixed direction −zb of the body frame Fb. The rotation matrix
R is from equation (3.1). Equation (3.3) is called the kinematic equation, which
shows the relation between the orientation of the quadrotor with its angular velocity
ωb = [ωx, ωy, ωz]
T, which is indeed expressed in the body-fixed frame Fb. In equation
(3.3), Ω = ω∧b = [0,−ωz, ωy;ωz, 0,−ωx;−ωy, ωx, 0] is the tensor form of ωb. Reversely,
we have ωb = Ω
∨. Equation (3.4) is the momentum equation, which guards the
angular motion of the quadrotor. The inertia matrix of the quadrotor is denoted
as J, with its principal axes aligned with the body-fixed frame axes. The torque
generated from the four rotors on the quadrotor is given by τ = [τx, τy, τz]
T, which is
also expressed in the body-fixed frame Fb. At last, equation (3.5) is the navigation
equation, which simply integrating the velocity to the position p = [x, y, z]Tin the
global reference frame Fw.
The quadrotor dynamics of equations (3.2) to (3.5) has a state in 12 dimen-
sions, i.e., the position p, velocity v, the orientation R, and angular velocity ωb.
Usually, when we parameterize the rotation matrix R to Euler angles, we say the
12-dimensional state vector is
ξ = [x, y, z, vx, vy, vz, ψ, θ, φ, ωx, ωy, ωz]
T.
On the other hand, the quadrotor dynamics has a input vector in 4 dimensions,
i.e.,
µ = [fz, τx, τy, τz]
T,
which is equivalent to the number of rotors on the quadrotor, and is strongly correlated
to the angular speeds ω1, ω2, ω3 and ω4, because for each rotor, we have its thrust
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and torque as fi = kFω
2
i , ∀i = 1, ...4,
τi = kMω
2
i , ∀i = 1, ...4,
in which kF and kM are the force and torque coefficients. With the rotation directions
of the four motors in Figure 3·1, the relationship between the inputs and the angular
speeds of the four motors are given by
µ =

fz
τx
τy
τz
 =

f1 + f2 + f3 + f4
f2L− f4L
f1L− f3L
−τ1 + τ2 − τ3 + τ4

=

kF kF kF kF
0 kFL 0 −kFL
kFL 0 −kFL 0
−kM kM −kM kM


ω21
ω22
ω23
ω24
 , (3.6)
where L is the distance from the rotor axis to the center of the quadrotor.
3.2 Differential Flatness and Endogenous Transformation
Planning a trajectory to be executed by a quadrotor is not trivial, as one must
find a trajectory that satisfies the dynamics (3.2)–(3.5), and find the control input
that produces that trajectory. We call a trajectory that satisfies the dynamics of a
quadrotor for some input signal dynamically feasible, which is defined formally as
follows.
Definition 1 (Dynamically Feasible Trajectory). A quadrotor trajectory ξ(t) is called
dynamically feasible over a time interval [t1, t2] if there exists a control input µ(t) such
that ξ(t) and µ(t) satisfy the (3.2)–(3.5) for all t1 ≤ t ≤ t2.
Definition 1 is generally defined with arbitrary control input µ(t). More strictly,
one can define the control input µ(t) to satisfy some constraint, e.g., the actuator
limits of the rotors, etc. However, the actuator limits is beyond the scope of this
thesis.
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Differential flatness (Fliess et al., 1992, Martin et al., 2003) is a property of some
nonlinear control systems that greatly simplifies the problem of finding dynamically
feasible trajectories, and it is a property that extends the controllability from linear
systems to nonlinear systems. If a system is differentially flat, its state vector and
input vector can be written explicitly in terms of a smaller number of, so called, flat
outputs, and a finite number of time derivatives of those outputs (Murray, 2009).
The dimension of the flat output space, is equal to the dimension of the input space.
Differential flatness is useful in trajectory planning because one can plan an arbitrary
trajectory in the flat output space (as long as it is sufficiently smooth to a certain
degree), and analytically find a dynamically feasible trajectory, and the control in-
put required to follow that trajectory. Planning a trajectory in flat output space is
generally more easier than that in the state and input spaces (Martin et al., 2003),
because the flat output space is usually in a much lower dimensional space.
More formally, differential flatness is defined as follows.
Definition 2 (Differential Flatness (Murray, 2009)). A nonlinear control system ξ˙ =
f(ξ,µ) is called differentially flat if there exists an invertible function α(·) such that
σ = α(ξ,µ, µ˙ · · · ,µ(p)),
for some finite number of time derivatives p, where σ is called the flat output. Fur-
thermore, the inverse of α(·) gives the solutions of trajectories of ξ and µ as functions
of the flat output σ and a finite number of derivatives up to q degree,ξ = β(σ, σ˙, · · · ,σ(q)),µ = γ(σ, σ˙, · · · ,σ(q)).
In Definition 2, the two functions (β(·), γ(·)) together are called the endogenous
transformation, which maps the flat output explicitly to state and input.
Quadrotor dynamics are known to be differentially flat (Mellinger and Kumar,
2011, Richter et al., 2013). Typically, the flat output is chosen as the position and
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yaw angle, the endogenous transformation between the flat output and state and
input are seen in both (Mellinger and Kumar, 2011) and (Richter et al., 2013), with a
slight difference. However, the common thing between these two papers involves with
geometry and Coriolis Equations, makes it harder for readers to understand. Here
in Theorem 1, we give the endogenous transformation for quadrotor dynamics with
only mathematical expressions.
Theorem 1 (Endogenous Transformation for Quadrotor Dynamics). Assuming the
quadrotor is not in free-fall (σ¨1:3 6= g), the quadrotor dynamics (3.2)–(3.5), with state
ξ = [x, y, z, vx, vy, vz, ψ, θ, φ, ωx, ωy, ωz]
T and input µ = [fz, τx, τy, τz]
T, are differen-
tially flat, with the flat output
σ = [x, y, z, ψ]T := [σ1, σ2, σ3, σ4]
T, (3.7)
the state ξ can be expressed explicitly in terms of σ and its derivatives by ξ =
β(σ, σ˙, σ¨,
...
σ), i.e.,
[x, y, z, vx, vy, vz, ψ]
T = β1:7 = [σ1, σ2, σ3, σ˙1, σ˙2, σ˙3, σ4]
T,
θ = β8 = arctan(βa/βb),
φ = β9 = arctan(βc/
√
β2a + β
2
b ),
[ωx, ωy, ωz]
T = β10:12 = (R
TR˙)∨,
(3.8)
where 
βa = − cosσ4σ¨1 − sinσ4σ¨2,
βb = − σ¨3 + g,
βc = − sinσ4σ¨1 + cosσ4σ¨2,
(3.9)
and R is from equation (3.1) with the Euler angles ψ = σ4, θ = β8, and φ = β9.
Furthermore, the input µ can also be expressed explicitly as µ = γ(σ, σ˙, σ¨,
...
σ ,
....
σ ),
i.e., fz = γ1 = −m‖σ¨1:3 − g‖,[τx, τy, τz]T = γ2:4 = J(R˙TR˙ + RTR¨)∨ + RTR˙J(RTR˙)∨, (3.10)
where the subscript denotes components of a vector or vector valued function.
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Proof. Equation (3.7) is trivial since the flat outputs are chosen directly from the
state.
We then prove equation (3.8). In equation (3.8), β1:7(·) is trivial again since they
are from the flat output and a part of its first time derivatives,
[x, y, z, vx, vy, vz, ψ]
T = [σ1, σ2, σ3, σ˙1, σ˙2, σ˙3, σ4]
T := β1:7(σ, σ˙). (3.11)
A simple inspection of equation (3.2) and Figure 3·1 shows that the total thrust
vector f = [0, 0, fz]
T, which is expressed in the body-fixed frame Fb, is parallel to
zb axis, and from the sequence how we rotate a series coordinate systems to obtain
the rotation matrix R, we know that zb is the last column of R. Hence we can solve
zb even though there is an unknown item fz from equation (3.2) by normalizing as
follows,
zb = − σ¨1:3 − g‖σ¨1:3 − g‖ , (3.12)
where σ¨1:3 = v˙ = [σ¨1, σ¨2, σ¨3]
T is the acceleration from the flat output space. As
we assume the quadrotor is not in free-fall maneuver (stated in the theorem), i.e.,
σ¨1:3 6= g, equation (3.12) is well-defined.
Since zb is the third column of the rotation matrix R, from equation (3.1), we
have [
cosφ sin θ cosψ + sinφ sinψ
cosφ sin θ sinψ − sinφ cosψ
cosφ cos θ
]
= zb,
from which the roll (φ) and pitch (θ) angles of the quadrotor can be solved implicitly
as [
sinφ
cosφ sin θ
cosφ cos θ
]
=
[
sinψ − cosψ 0
cosψ sinψ 0
0 0 1
]
zb, (3.13)
then, substitute equation (3.12) into equation(3.13), and by reduction of a fraction,
we get
φ = arctan(βa/βb) := β8(σ, σ˙, σ¨), (3.14)
θ = arctan(βc/
√
β2a + β
2
b ) := β9(σ, σ˙, σ¨), (3.15)
where βa, βb and βc are shown in equation (3.9). The normalization operation of zb,
i.e., 1/‖σ¨1:3 − g‖, is eliminated since it is a common divisor of the denominator and
numerator of the argument in arctan(·) function.
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With the Euler angles roll (φ), pitch (θ) and yaw (ψ) be obtained, the rotation
matrix R is then calculated as by (3.1). Notice that roll (φ) and pitch (θ) are functions
of σ, σ˙ and σ¨, we can conclude R is a function of these too
R := βR(σ, σ˙, σ¨).
Time derivatives of R can be found by the chain rule, hence R˙ is a function of σ,
σ˙, σ¨ and
...
σ . Then, equation (3.3) shows that
Ω = R−1R˙ = RTR˙ = βTRβ˙R := βΩ(σ, σ˙, σ¨,
...
σ). (3.16)
Since Ω = ω∧b , then ωb can be calculated by its inverse, as
ωb = Ω
∨ = (βTRβ˙R)
∨ := β10:12(σ, σ˙, σ¨,
...
σ). (3.17)
In summary, equations (3.11), (3.14), (3.15) and (3.17) conclude the endogenous
transformation of the states as in equation (3.8), the state is a function of the flat
output and its derivatives up to fourth order.
At last, let’s prove equation (3.10). As the same as zb, we can solve fz from
equation (3.2) as
fz = m(zb · [σ¨1, σ¨2, σ¨3 − g]T) = −m‖σ¨1:3 − g‖ := γ1(σ, σ˙, σ¨), (3.18)
and τ = [τx, τy, τz]
T is then obtained from equation(3.4) in the knowledge of ω˙b.
Again, ω˙b is calculated by chain rule once the roll (φ) and pitch (θ) are obtained
from equations (3.14) and (3.15), while yaw (ψ) and its derivatives are from the flat
output directly. From equation (3.17), we have
ω˙b = ˙(Ω∨) = (Ω˙)∨ = (β˙TRβ˙R + β
T
Rβ¨R)
∨,
and we know ω˙b is a function of σ, σ˙, σ¨,
...
σ and
....
σ . Then from the momentum
equation (3.4), the input τ is calculated as
τ = Jω˙b + ΩJωb
= J(β˙TRβ˙R + β
T
Rβ¨R)
∨ + βTRβ˙RJ(β
T
Rβ˙R)
∨
:= γ2:4(σ, σ˙, σ¨,
...
σ ,
....
σ ), (3.19)
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In summary, equations (3.18) and (3.19) conclude that the endogenous transfor-
mation of the input, as in equation (3.10), is a function of the flat output and its
derivatives up to fourth order.
The free-fall maneuver of a quadrotor is not considered in this thesis. Actually,
it is a singularity point of the endogenous transformation as stated in Theorem 1,
otherwise, zb defined in equation (3.12) is meaningless.
By using the endogenous transformation of Theorem 1, we can generate dynamical
feasible trajectories ξ(t) and their associated control input µ(t), , given a flat output
trajectory σ(t). Notice that the flat output trajectory σ(t) is required to be smooth
up to its fourth time derivative, i.e., σ(t) ∈ C4. Specifically, the position p = [x, y, z]T
has to be smooth up to fourth time derivative, while the yaw angle ψ has to be smooth
up to second time derivative.
3.3 Trajectory Planning
Trajectory planning in the flat output space is not trivial, even though it is much
simpler than that in the state and input space. (Murray, 2009) shows the basic
method of planning a trajectory and two examples (non-holonomic integrator and
vectored thrust aircraft) in the flat output space. Time polynomial based trajectory
planning using quadratic programming (QP) is seen in (Mellinger and Kumar, 2011),
and there are many more other literatures dealing with trajectory planning with
similar setup. Our Bernstein polynomial based trajectory planning algorithm, which
is a part of my work, while we don’t claim as a contribution, will be described in
Appendix A.
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3.4 SE(3) Controller
The SE(3) controller is seen in (Lee et al., 2010, Mellinger and Kumar, 2011), different
with the PID control on each state, like the roll pitch and yaw angle, separately, it
works directly on the special Euclidean group to track a desired attitude of a quadro-
tor. By using the SE(3) controller, the singularities of Euler angles can be avoided,
and there is no ambiguities of representing the attitude in quaternions. Moreover,
aggressive maneuver with large roll and pitch angle can be achieved easily by imple-
menting the SE(3) controller. In purpose of completeness of this thesis, the SE(3)
controller is attached in Appendix B.
The performance of the SE(3) controller, is shown in Appendix B.2 as in a simu-
lation and in Appendix B.3 as in a real quadrotor flight.
3.5 Conclusion
In this chapter, we have described the quadrotor dynamics and its differential flatness
property in detail. The endogenous transformation from the flat output space to the
state and input space is carefully outlined in mathematical equations, with geometry
and Coriolis Equations be avoided for calculation. The quadrotor dynamics and its
endogenous transformation are the backbone of our research, as you will see in the
later chapters.
Chapter 4
Vector Field Following
This chapter is published in(Zhou and Schwager, 2014).
Many control and planning techniques give an output in the form of a vector field
along which the robot is intended to move. For example, navigation, obstacle avoid-
ance, collision avoidance, swarming and flocking, and mobile network connectivity
maintenance controllers often give a vector field for the robot or robots to follow to
accomplish the desired task. This is effective for robots moving in a pseudo-static
regime in which dynamics do not play a major role in the motion, for example ground
robots with significant gear reduction, or slow moving aerial robots. However, in a dy-
namic regime in which inertial effects cannot be neglected, it is challenging to control
a robot along an arbitrary vector field. Specifically, quadrotor helicopters have high
dimensional, nonlinear dynamics to contend with, so algorithms that give a vector
field are of questionable applicability without an “inner loop” controller to guide the
quadrotor along the vector field. For example, a typical obstacle avoidance algorithm
will give a vector field along which a robot can drive to avoid obstacles. Using this
vector field as a control input for a quadrotor may be effective at low velocities, but
as the commanded velocities increase, the quadrotor will deviate more and more from
the desired path, eventually hitting the obstacle.
In this chapter, we propose our control method based on vector field. Vector
field is similar to artificial potential field, but it can be more useful and suitable for
quadrotor dynamics. Vector field is different from potential field, e.g., for can obtain
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a vector field from a potential field by finding its partial derivatives, but reversely
from a vector field, it is unnecessarily able to find a corresponding potential field. It
is because potential fields have only zero curl while vector fields can have non-zero
curl.
As described in Chapter 3, we require a flat output up to its fourth derivative in
order to recover a 12-dimensional state and 4-dimensional input. Hence, we derive
the time derivatives from a given velocity vector field, to obtain acceleration vector
field, jerk vector field and also snap vector field, such that the quadrotor state and
input can be calculated by the endogenous transformation as in Theorem 1. Using
our control method, the quadrotor will maneuver itself to precisely follow the vector
field, even for high desired velocities.
4.1 Vector Fields
The key to our method is to find the required time derivatives (σ˙, σ¨,
...
σ ,
....
σ ) by
taking spatial derivatives of the vector field. With these time derivatives, the states
and inputs of the quadrotor can be generated from the endogenous transformation
as described in Theorem 1. The SE(3) controller described in (Mellinger and Kumar,
2011) and (Lee et al., 2010) is then used to stabilize the quadrotor along the required
trajectory ξ(t). Here we only consider vector fields specifying spatial velocity, hence
the yaw angle ψ (= σ4) is irrelevant. We arbitrarily set ψ(t) = σ4(t) ≡ 0, and
the expressions for the time derivatives of σ1:3(t) are computed with the following
theorem.
Theorem 2. The flat output derivatives σ˙1:3, σ¨1:3,
...
σ1:3,
....
σ 1:3 required to compute
the endogenous transformation, at an arbitrary point x in a vector field V(x) can be
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calculated by 
σ˙1:3(x) = V(x)
σ¨1:3(x) = J (σ˙1:3(x),x)σ˙1:3(x)
...
σ1:3(x) = J (σ¨1:3(x),x)σ¨1:3(x)
....
σ 1:3(x) = J (...σ1:3(x),x)...σ 1:3(x),
(4.1)
where J (f(x),x) denotes the Jacobian matrix of a function f(x).
Proof. σ˙1:3(x) = V(x) is true by definition. Then
σ¨1:3(x) =
d(σ˙1:3(x))
dt
=
∂(σ˙1:3(x))
∂x
d(x(t))
dt
= J (σ˙1:3(x),x)σ˙1:3(x),
and the procedure can be recursively applied to obtain the expressions for the third
and forth time derivatives.
The method is applicable to 2D, or 3D vector fields. For simplicity and easy
expression, we show examples in the 2D plane. Consider a velocity vector field given
by the equation
V(x, y) =
[
y
−x
]
− 0.5 sin(x2 + y2 − 1)
[
x
y
]
, (4.2)
in which all flows in the field would converge to a limit cycle x2 + y2 = 1. Figure
4·1 shows the velocity field expressed in equation (4.2) and its three time derivatives,
notice that the vector length is scaled to fit into the figures. In this example, and
in Theorem 2 the analytical expression of the vector fields are available because the
velocity vector field is at least three times differentiable.
For vector field expressed in discrete form, we can also find the flat output for our
quadrotor dynamics by interpolation, which can be seen in our publication (Leahy
et al., 2016a, Leahy et al., 2016b).
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It is worth to mention that, the vector fields for the whole environment is unnec-
essary for the quadrotor. The quadrotor only need to use Theorem 2 to calculate the
flat output at its current position. The vector fields themselves are able to ensure the
smoothness of the quadrotor’s trajectory when it is moving in the field.
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(a) Velocity vector field.
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(b) Acceleration vector field.
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(c) Jerk vector field.
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(d) Snap vector field.
Figure 4·1: Vector fields derived from the velocity vector field ex-
pressed in equation (4.2), with scaled vector length for plotting.
4.2 Simulation
To illustrate the concept of our vector field method, we simulate with a dynamical
model of quadrotor flying in three different velocity vector fields: (i), limit cycle;
(ii), logarithmic spiral and (iii), obstacle avoidance vector field. Section 4.3 gives the
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results of hardware experiments with a quadrotor executing our control method on
line in the same vector fields.
4.2.1 Limit Cycle
We use the same formulation of equation (4.2) as a limit cycle vector field with a planar
translation of the center of the limit cycle from xcenter = [0, 0]
T to xcenter = [0.9, 1.5]
T
(unit: meter). We set the limit cycle at a constant height 0.5 meter, or z = −0.5
meter as in our NED coordinate system, hence we assume our quadrotor will fly at
that constant height when simulating our vector field method, as well as flying in
our experiment in Section 4.3. As see in previous section, the vector fields and its
derivatives are shown in Figure 4·1.
The simulated trajectory of the quadrotor is shown in Figure 4·3(a), with multiple
quadrotor images drawn at various time instants to give an indication of pitch and
roll angles. The quadrotor does not actually enter the vector field until the third
quadrotor image. Before then, it is executing a planned maneuvering to take off and
enter the vector field with an appropriate velocity.
4.2.2 Logarithmic Spiral
The equation of a logarithmic spiral in polar coordinates is
r = a exp
(−bθ), a, b > 0, θ ∈ [0,∞), (4.3)
in which a defines the scale of the logarithmic spiral curve, and b defines its conver-
gence rate. In Cartesian space, we have a logarithmic spiral vector field as defined
by
V(x) =
[
y
−x
]
− b
[
x
y
]
, (4.4)
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which is shown in Figure 4·2. In Figure 4·2(a), the spiral path is defined from its
polar coordinates expression with a = 1.5 and b = 0.2, and Figure 4·2(b) shows the
trajectory of a single integrator dynamics particle when it is put in the logarithmic
spiral vector field.
The simulation of quadrotor dynamics is shown in Figure 4·3(b). The simulation
shows that the quadrotor flies in the logarithmic spiral vector field just as a particle
of single integrator dynamics. Again, the first two quadrotor images in Figure 4·3(b)
show a pre-planned take-off trajectory, and the quadrotor enters the vector field at
the third image at a desired velocity.
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(a) Logarithmic spiral calculated from
polar coordinate equation (4.3).
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Spiral Path
(b) A path following the vector field gen-
erated from a particle with single inte-
grator dynamics.
Figure 4·2: Starts from [−1.5, 0]T in the vector field (right), the sin-
gle integrator particle eventually spires to [0, 0]T, showing the same
trajectory as the logarithmic spiral (left).
4.2.3 Vector field for Obstacle Avoidance
Artificial potential field is widely applied in obstacle avoidance, and collision avoid-
ance, for example in (Khatib, 1986, Chang et al., 2003). In our case, the vector field
is also suitable for obstacle avoidance. In this simulation, the quadrotor flies to a
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Quadrotor trajectory
Limit cycle
(a) The 2D vector field is the same with Figure
4·1(a) but translated to [0.9, 1.5,−0.5]T, with a
constant altitude 0.5 meter. The trajectory con-
verges to the circle (x − 0.9)2 + (y − 1.5)2 = 1
very soon, as expected
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Quadrotor trajectory
Logarithmic spiral
(b) The quadrotor starts from [0.9, 0,−0.5]T to
follow the vector field, and spire to the center
[0.9, 1.5,−0.5]T, to which the vector field is trans-
lated. The quadrotor achieves a trajectory the
same with the logarithmic spiral as in Figure 4·2.
Figure 4·3: Simulation of a single quadrotor flying in two vector fields,
limit cycle (left) and logarithmic spiral (right).
destination point, while trying to avoid collision with an obstacle on its path. The
destination generates an attracting field to pull the quadrotor to it, while the obstacle
generates a repelling field to push the quadrotor away from colliding.
Remark 1. The destination center point [xa, ya]
T generates an attracting vector field
as the gradient of a 2D Gaussian function
fa(x, y) = Aa exp
(−(x− xa)2 − (y − ya)2
2σ2a
)
,
and is formulated as
Va(x, y) = fa(x, y)
σ2a
[
xa − x
ya − y
]
. (4.5)
The obstacle center point [xr, yr]
T generates a rejecting vector field with its mag-
nitude to be a Gaussian function
fr(x, y) = Ar exp
(−(x− xr)2 − (y − yr)2
2σ2r
)
,
and the direction is departing the center of the obstacle, formulated as
Vr(x, y) = fr(x, y)√
(x− xr)2 + (y − yr)2
[
x− xr
y − yr
]
, (4.6)
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while [x, y]T 6= [xr, yr]T, and Aa and Ar are constant coefficients.
Both formulations are infinitely differentiable, so they allow for the computation
of the necessary spatial derivatives for the endogenous map. The attracting vector
field in equation (4.5) guarantees the attracting vector magnitude is small if the robot
is far away from its destination, and the magnitude converges to 0 when approaching
to its destination. So that in the control, the robot will not move too fast when it is
far away from the destination and when it is almost arrived at the destination. The
repelling vector field in equation (4.6) guarantees that the magnitude of repelling
vector is larger as closer to the obstacle, preventing the robot from colliding to the
obstacle.
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Path
Figure 4·4: A composite 2D vector field of an attracting field from
the destination at [2.5, 1.5]T and a repelling field from the obstacle at
[1.2, 0.6]T. The path shows the expected trajectory of a robot starts
from the point [0, 0.2]T, and then follow the vector field to the destina-
tion, where the vector vanishes to zero.
A vector field composed from an attracting and a repelling vector field is shown
in Figure 4·4. The two vector fields are formulated from Remark 1. Figure 4·5 shows
the simulation results by applying the vector field in obstacle avoidance.
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(a) The (virtual) obstacle is at [0.6, 1.2,−0.5]T,
the quadrotor passes it from left.
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(b) The (virtual) obstacle is at [1.0, 1.2,−0.5]T,
the quadrotor passes it from right.
Figure 4·5: The quadrotor avoids the obstacle with different trajecto-
ries when the (virtual) obstacles (black circle) are at different positions.
4.3 Experiments
In this section, we carry out the experiments applying the vector field method. The
experiments were conducted with a K500 quadrotor, form KMel Robotics1. The po-
sition and orientation of the quadrotor are observed by an OptiTrack motion capture
system2 at a default update rate 120Hz and obtained by MATLAB via Java scripts
reading UDP packets from the OptiTrack. The velocity and angular velocity are
computed by numerical differentiation from the position and Euler angles, rendered
by the Extended Kalman Filter (EKF) in MATLAB.
The UDP packet parsing, the EKF algorithm, and the SE(3) controller are imple-
mented in C language and are called by MATLAB via the MEX interface to speed up
the calculation, making it possible to run the algorithm on-line without downgrading
the OptiTrack update rate, even when flying multiple quadrotors. Meanwhile, the
K500 receives the desired thrust, Euler angles and Euler angles’ rate as the inputs,
and executes its on-board SO(3) controller based on the on-board IMU data at a
1http://kmelrobotics.com/, (KMel Robotics was acquired by Qualcomm Technologies, Inc.
on February 2, 2015.)
2http://www.optitrack.com/
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500Hz loop rate.
All experiments were conducted corresponding to the same setup as in the simu-
lations in Section 4.2. The same as in the simulations, we let the quadrotor take off
and fly into the vector field by following a pre-defined trajectory, which is generated
from Be´zier curves (Farouki, 2012, Murray, 2009). The final state of this pre-defined
trajectory is designed to match the vector field so that the quadrotor can transition
smoothly from the trajectory following control to the vector field following control.
4.3.1 Limit Cycle
The quadrotor first flies to [0.5, 0.5,−0.5]T, which is outside of the limit cycle (x −
0.9)2 + (y − 1.5)2 = 1 on a constant altitude (−z = 0.5 meter), with a pre-defined
trajectory, then in the vector field following, it converges to the limit cycle as expected,
with a small position error due to modeling error, control error and even aerodynamic
influences. Along the cycle, the quadrotor flies at a constant speed 1.4m/s, as in
Figure 4·6(a).
(a) Composite image of a single quadrotor flying
a limit cycle, http://tinyurl.com/qbus6c7.
(b) Composite image of a single quadrotor fly-
ing a logarithmic spiral, http://tinyurl.com/
kx2meq4.
Figure 4·6: A single quadrotor flying a limit cycle and a logarithmic
spiral path at a constant altitude 0.5 meter.
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4.3.2 Logarithmic Spiral
The quadrotor first flies to [0.9, 0,−0.5]T where it enters the vector field, as shown
in Figure 4·6(b) at a constant altitude −z = 0.5 meter. The maximum speed in this
case is 1.4m/s, and the quadrotor quickly slows down when approaching the center
of the logarithmic spiral.
4.3.3 Obstacle Avoidance
We present two experiments to demonstrate the obstacle avoidance with the vector
field following strategy. We don’t put a real obstacle in the environment, and hence
we assume there is a “virtual” obstacle. In each experiment, the “virtual” obstacle
is presented at a different position. In the vector field, the quadrotor flies from the
same start position at [0.2, 0,−0.5]T to the same destination at [1.5, 2.5,−0.5]T.
(a) The (virtual) obstacle is at [0.6, 1.2,−0.5]T,
http://tinyurl.com/o475fna.
(b) The (virtual) obstacle is at [1.0, 1.2,−0.5]T,
http://tinyurl.com/qdmucrm.
Figure 4·7: Composite image of a single quadrotor avoiding an (vir-
tual) obstacle at different positions.
4.4 Conclusion
In this chapter, we proposed an approach for controlling a single quadrotor following
a specified vector field. The vector field is more general than the artificial potential
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field, because it can have non-zero curl. We demonstrate our approach in three
simulations, as well as in three hardware experiments.
39
Chapter 5
Coordinated Agile Maneuvering
This chapter is published in (Zhou and Schwager, 2015).
In this chapter, we consider the problem of flying a group of quadrotors in a for-
mation. To do this, we propose a suite of trajectory design tools and control tools to
control a team of quadrotor micro aerial vehicles through a sequence of agile, coordi-
nated maneuvers. Our intention is to create trajectories for a team of quadrotors that
are as rich and interleaved as one would see from a fighter jet demonstration team at
an air show. We introduce an abstraction called a Virtual Rigid Body (VRB) in order
to facilitate the agile control of multi-quadrotor formations, and transitions between
formations. Our strategy builds upon differential flatness-based control techniques,
which allow for controllers to be designed for a single quadrotor to execute agile tra-
jectories. Our Virtual Rigid Body abstraction is for a general purpose, i.e., it works
for robots other than MAVs.
Our trajectory design and control method is useful, for example, to maintain a
team of quadrotors in formation while aggressively maneuvering the formation in a
constrained environment, such as indoors or in dense urban canyons. It can also be
used to transition between different formations to suit different purposes, for example
to move in a triangle for aerodynamic efficiency, then convert to a line to fit through
a tightly constrained opening.
Our Virtual Rigid Body abstraction may also furnish a natural way for a human
operator to control a large swarm of quadrotors as a single body.
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5.1 Virtual Rigid Body
We consider a group of N robots labeled by {1, . . . , N} in a 3D environment. As
usual, we let Fw be the fixed global reference frame for the group of robots, and here
we let Fi denote the local frame of robot i, where i ∈ {1, . . . , N}. We denote by
pi(t) ∈ R3 the position, and Ri(t) ∈ SO(3) the orientation of robot i with respect to
the global reference frame Fw, where t is time.
Our Virtual Rigid Body is defined as follow,
Definition 3 (Virtual Rigid Body). A Virtual Rigid Body is virtual structure with
a local reference frame Fv, such that a group of N robots are located in the virtual
structure with local positions {r1(t), r2(t), · · · , rN(t)}, where t is time.
Let pv(t) ∈ R3 and Rv(t) ∈ SO(3) denote the position and orientation of the
origin of Fv expressed in the global reference frame Fw at time t, respectively. The
relationship between pi(t), ri(t) of robot i and pv(t), Rv(t) of the VRB is described
as follows,
pi = pv + Rvri, (5.1)
∀i ∈ {1, · · · , N}, with “(t)” be dropped for simplicity.
A trajectory of a VRB is defined as a trajectory of the origin of its local frame Fv
in the global reference frame Fw, it can be given as a function of time t, or specified
by a series of way points with assigned velocity, acceleration, etc., as well as the
time intervals between any two successive way points. The orientation can also be
parameterized with Euler angles for convenience, as the same in Appendix A for a
single quadrotor. Generally, we denote the trajectory of a VRB as a combination of
a position trajectory in R3 and an orientation trajectory in SO(3) associated with
time t:
δv(t) = pv(t)×Rv(t) ∈ C4 : R≥0 7→ R3 × SO(3),
where C4 denotes the set of functions whose fourth derivative is continuous. This
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smoothness property is required in order to generate trajectories for the quadrotors
using differential flatness tools (See Section 3.2), as will be discussed in detail in Sec-
tion 5.2. Correspondingly, we denote the trajectory of robot i in the global reference
frame Fw as
δi(t) = pi(t)×Ri(t) ∈ C4 : R≥0 7→ R3 × SO(3),
∀i ∈ {1, · · · , N}. Again, δi(t) is a combination of pi(t) ∈ R3 and Ri(t) ∈ SO(3).
Before describing how we plan trajectories using the VRB abstraction, we first
define some terms we use in this chapter, and even in the remaining of this thesis,
and also layout the problems that lead to our solutions.
Definition 4 (Formation). A formation Π is a Virtual Rigid Body with a group of
N robots with constant local positions {r1, r2, · · · , rN} in the VRB local frame Fv
associated with a time duration of TΠ > 0.
We denote mri the local position of robot i in the VRB local frame Fv, and mpi
the global position of robot i in the global reference frame Fw when the VRB is in
formation Πm.
Remark 2. In a formation, the local positions of the robots are constant, but the local
orientations of the robots will unnecessarily to be constant. In fact, the quadrotors
will have to rotate significantly in their local frame in order to maintain their relative
positions in the VRB during a formation flight.
Definition 5 (Transformation). A transformation Φ is a Virtual Rigid Body with
a group of N robots with time varying local positions {r1(t), r2(t), · · · , rN(t)} in the
VRB local frame Fv associated with a time duration of TΦ > 0.
Definition 6 (Switch). A switch is an transitioning event of a VRB from a status of
formation to a status of transformation, or vise versa.
Remark 3. A typical formation flight task of a VRB with N robots consists of M for-
mations {Π1, · · · , ΠM} and M−1 transformations {Φ12, · · · , ΦM−1M } in a sequence
as {Π1, Φ12, Π2, · · · ΦM−1M , ΠM}. The corresponding time durations associated with
this formation flight task are in a sequence as {T1, T 12 , T2, · · · , TM−1M , TM}. The total
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number of switches is 2(M − 1). The first formation starts at t1, the switch from Πm
to Φmm+1 and that from Φ
m
m+1 to Πm+1 happen at t
m
m+1 and tm+1, respectively, and the
final formation ends at tMM+1, in which 1 ≤ m ≤M and 0 ≤ t1 < t12 < t2 · · · < tMM+1.
For safety and collision avoidance consideration, we define a constant clearance
radius si for robot i, and the minimum safety distance between robot i and j is
sij = sji = si + sj.
Figure 5·1: A segment of a typical formation flight task with two
formations (a triangle Πm on the left, and a straight line Πm+1 on the
right), and one transformation (the smooth transition between them
indicated by Φmm+1).
As in Figure 5·1, we have an example of showing a section of a typical formation
flight task of a Virtual Rigid Body of three robots with a safe radius si = s,∀i. The
Virtual Rigid Body is in formation Πm with constant local positions { mr1, mr2, mr3}
of the three robots when tm ≤ t < tmm+1, in a transformation Φmm+1 with time vary-
ing local positions {r1(t), r2(t), r3(t)} when tmm+1 ≤ t < tm+1, and in a succes-
sive formation Πm+1 with constant local positions { m+1r1, m+1r2, m+1r3} when
tm+1 ≤ t < tm+1m+2. The switches happen at tmm+1 and tm+1, from Πm to Φmm+1 and
from Φmm+1 to Πm+1, respectively. The VRB can be rotating and translating in the
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global reference frame Fw while these local formations and transformations occur.
We have the following four problems to solve in order to plan trajectories for the
group of robots in a VRB.
Problem 1 (Robots’ Trajectories in a Formation). Given a VRB trajectory δv(t) ∈
C4, with constant local robot positions {r1, · · · , rN} in Fv, find a dynamically feasible
trajectory δi(t), for robot i, such that δi(t) ∈ C4, ∀i ∈ {1, · · · , N}.
Problem 2 (Robots’ Trajectories in a Transformation). Given a VRB trajectory
δv(t) ∈ C4, with time varying local robot positions {r1(t), · · · , rN(t)} in Fv, find a dy-
namically feasible trajectory δi(t), for robot i, such that δi(t) ∈ C4, ∀i ∈ {1, · · · , N}.
Problem 3 (Smoothness at Switches). Given a VRB trajectory δv(t) ∈ C4, in which
tm ≤ t ≤ tm+1m+2, with constant local positions { mr1, · · · , mrN} for tm ≤ t ≤ tmm+1, and
{ m+1r1, · · · , m+1rN} for tm+1 ≤ t ≤ tm+1m+2 in Fv of the N robots, where 0 ≤ tm <
tmm+1 < tm+1 < t
m+1
m+2, find a transformation trajectory ri(t), in which t
m
m+1 ≤ t ≤ tm+1,
and a trajectory δi(t), in which tm ≤ t ≤ tm+1m+2, for robot i, such that δi(t) ∈ C4,
∀i ∈ {1, · · · , N}.
Problem 4 (Collision Avoidance in Transformation). In addition to Problem 3, we
require that ‖ri(t) − rj(t)‖ = ‖pi(t) − pj(t)‖ ≥ si + sj, in which tmm+1 ≤ t ≤ tm+1,
∀i, j ∈ {1, · · · , N}, i 6= j.
The next section will solve these problems, as well as giving an example of the
trajectories of a team of quadrotors.
5.2 Trajectory Generation
Our method works for any given VRB trajectory that is four times continuously
differentiable. For example, we have employed the method (Mellinger and Kumar,
2011) to give a δv(t) based on keyframes and Be´zier curve interpolation. As in Figure
5·2, we generate a VRB trajectory δv(t) from the keyframes {K1, K2, · · · }, on which
velocity, accelration, Euler angles, Euler angle rates and so on, are assgined. Next,
depending on whether the VRB is in a formation Πm or a transformation Φ
m
m+1, we
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calculate the flat outputs σi(t) = [xi, yi, zi, ψi]
T and their time derivatives up to fourth
order for quadrotor i. Finally, using the endogenous transformation for the quadrotor
dynamics based on the differential flatness theory (See Theorem 1 in Chapter 3), we
find a desired dynamically feasible trajectory (See Definition 1in Chapter 3) δi(t) and
reference input [fzi(t), τxi(t), τyi(t), τzi(t)]
T, that the input can be used as feed-forward
terms in the SE(3) controller (Lee et al., 2010) to follow the desired trajectory for
quadrotor i.
Figure 5·2: The main procedure in our method to generate trajectories
for the quadrotors in a Virtual Rigid Body.
Figure 5·3 shows the first a few segments of a Virtual Rigid Body trajectory
generated for our demostration, will later be used in our experiment in Section 5.3.
As seen from this trajectory, we intend to let the quadrotors to take off slowly from
the origin of Fw at time t1 = 0s to a point above it at t2 = 1.5s, pass through the
third keyframe at t3 = 6.5s with a certain upward speed and then tangent into the
circle centered at the flight arena. The orientation trajectory of the VRB is not shown
explicitly, but Fv is shown in each keyframe with an attached coordinate system.
5.2.1 Trajectories for the Quadrotors in a Formation
In this section we solve Problem 1. We require the VRB trajectory, as well as a fixed
set of local positions, defining the formation of the quadrotors in the VRB. In order
to fly the quadrotors safely in a sequence of specified formations, we require that the
formations satisfy the following assumption.
45
0
1
2
0 0.5 1 1.5 2 2.5
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
x(m)
 
t5 = 10.5s
y(m)
 
t4 = 8.5s
t1 = 0sFw
t2 = 1.5s
t3 = 6.5s
 
z
(m
)
Vel (m/s)
Accel (m/s2)
Figure 5·3: Four sections of trajectories for a Virtual Rigid Body
parameterized with five keyframes.
Assumption 1 (Safety Configuration). In a flight task with M formations, i.e.,
{Π1, · · · , ΠM}, the desired local positions { mr1, · · · , mrN} of the N robots in
a VRB for formation Πm, satisfy ‖ mri − mrj‖ ≥ si + sj, ∀ m ∈ {1, · · · , M},
∀ i, j ∈ {1, · · · , N}, i 6= j.
We give six examples of safety configurations in a sequence in Figure 5·4 that we
will use in our demonstration.
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Figure 5·4: Six example formations of a VRB with three quadrotors.
Given a VRB trajectory and a formation with constant local position ri for quadro-
tor i, the flat outputs σi(t) = [pi(t)
T, ψi(t)]
T and their derivatives for quadrotor i can
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be generated using the following simple result.
Theorem 3. Given a VRB trajectory δv(t) = pv(t)×Rv(t) ∈ C4 with constant local
positions {ri, · · · , rN} in the VRB local Fv of the N robots, the position pi(t) of
robot i in the global reference frame Fw is given by (5.1), and its derivatives can be
calculated as 
p˙i = p˙v + R˙vri
p¨i = p¨v + R¨vri
...
p i =
...
pv +
...
Rvri
....
p i =
....
p v +
....
R vri
, (5.2)
while the yaw angle ψi(t) and its derivatives can be inherited from that of the Virtual
Rigid Body directly, ∀i ∈ {1, · · · , N}.
5.2.2 Trajectories for the Quadrotors in a Transformation
In this section we solve Problem 2. The procedure is similar to that in Section
5.2.1, except that, here we have time varying local positions {r1(t), · · · , rN(t)} for all
quadrotors in the VRB local frame Fv, so r˙i(t) 6= 0, r¨i(t) 6= 0, and so on. In this case
we have the following results to generate the flat outputs σi(t) = [pi(t)
T, ψi(t)]
T and
their derivative for quadrotor i.
Theorem 4. Given a VRB trajectory δv(t) = pv(t)×Rv(t) ∈ C4, with time varying
local positions {r1(t), · · · , rN(t)} in the VRB local frame Fv, in which 0 < tmm+1 ≤
t ≤ tm+1, of the N robots. The position pi(t) of robot i in the global reference frame
Fw is given by (5.1), and its derivatives can be calculated as
p˙i = p˙v + R˙vri + Rvr˙i
p¨i = p¨v + R¨vri + 2R˙vr˙i + Rvr¨i
...
p i =
...
pv +
...
Rvri + 3R¨vr˙i + 3R˙vr¨i + Rv
...
r i
....
p i =
....
p v +
....
R vri + 4
...
Rvr˙i + 6R¨vr¨i + 4R˙v
...
r i + Rv
....
r i
, (5.3)
for t ∈ [tmm+1, tm+1], while the yaw angle ψi(t) and its derivatives can be inherited
from that of the Virtual Rigid Body directly, ∀ i ∈ {1, · · · , N}.
47
With a given VRB trajectory shown in Figure 5·3, the trajectories for three
quadrotors generated by Theorem 3 and Theorem 4 for our demonstration are shown
in Figure 5·5. We will let the team of three quadrotors take off in a formation Π1 and
then transit to Π2, through a transformation Ψ
1
2 with both formations illustrated in
Figure 5·4.
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Figure 5·5: Trajectories generated for three quadrotors with a given
VRB trajectory shown in Figure 5·3, two formations Π1 and Π2 shown
in Figure 5·4, and a transformation Ψ12 designed between them. Notice
the rolling and turning of the VRB cause the formation to turn on its
side in the global reference frame.
5.2.3 Smoothness and Collision Avoidance
Section 5.2.1 and 5.2.2 give us smooth trajectories when the VRB is in a formation
or a transformation, respectively. In this section we solve Problem 3 and 4, which
consider the smoothness at the switches and collision avoidance in the transforma-
tions. Designing a sufficiently smooth transformation law is critical to having good
performance for a formation flight. From (5.3), we can make up the flat outputs
σi(t) and its derivatives for each quadrotor for t ∈ [tmm+1, tm+1], Remark 3 indicates
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that a transformation Φmm+1 is only designed between two formations Πm and Πm+1.
Intuitively, the position of the quadrotor i must be continuous in the VRB local frame
Fv at time instances tmm+1 and tm+1,
ri(t
m
m+1) =
mri
ri(tm+1) =
m+1ri
, ∀ i ∈ {1, · · · , N}, (5.4)
we also require that the velocity, acceleration, jerk and snap be continuous at the
time of switches, 
p˙i(t
m
m+1) =
mp˙i
...
....
p i(t
m
m+1) =
m
....
p i
p˙i(tm+1) =
m+1p˙i
...
....
p i(tm+1) =
m+1
....
p i
, (5.5)
which gives us 
r˙i(t) = 0
r¨i(t) = 0
...
r i(t) = 0
....
r i(t) = 0
, ∀ t ∈ {tmm+1, tm+1}, (5.6)
which indicates that a transformation can only start and end with zero velocity,
acceleration, jerk and snap.
Furthermore, the minimum safety distance should be satisfied throughout a trans-
formation, as to solve Problem 4.
The first element in designing a transformation law is to solve a target assignment
49
problem which can be accomplished with the well-known Hungarian algorithm, which
is a combinatorial optimization algorithm that solves the assignment problem in poly-
nomial time. A number of methods can be used, for example those in (Yu and Lavalle,
2012, Turpin et al., 2014). Straight line trajectories generated in this way (by na¨ıvely
matching the initial position in one formation with the final position in another) may
yield trajectories that violate the minimum safety distance requirement. To modify
the trajectories to prevent collision, we employ the vector field based method from
Chapter 4, in which we present an algorithm to give a dynamically feasible trajectory
for a quadrotor to avoid colliding with a (virtual) static obstacle. Here we modify
this algorithm so that all quadrotors move to avoid colliding with all others.
To this end, we create a joint vector field, which is a composition of a transfor-
mation vector field and a repelling vector field, for each quadrotor, as in Figure 5·6.
The transformation vector field considers only the initial and final position of
a quadrotor to drive it from one place to another, while the repelling vector field
considers the repelling effect from all other nearby quadrotors to avoid collision. The
transformation velocity vT i in
vT i = Ai sin(airi(t) + di), ∀i ∈ {1, · · · , N}, (5.7)
in which Ai is a constant coefficient, ai and di are parameters that make sure when
ri(t
m
m+1) =
mri and ri(tm+1) =
m+1ri, we have vT i = r˙i(t) = 0, as in equation (5.6),
at these two time instances.
The repelling velocity vRi of quadrotor i repelled from the repelling vector field
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Figure 5·6: The transformation law is generated by two vector fields.
We show only two robots and only the goal of robot 1 for simplicity.
The velocity magnitude on the y axis of robot 1 is designed to be a
sine function such that the initial and final velocity are zero, as well as
their derivatives. The repelling vector magnitude created by robot 2 is
a parabola function such that only when the robot comes close enough
to its neighbor will it be deformed by a repelling force.
generated from quadrotor j is given by
vjRi =

Bj
(
D−‖ri−rj‖
D−si−sj
)2
ri−rj
‖ri−rj‖ , if j ∈ Ni
0, if j /∈ Ni
, (5.8)
∀i ∈ {1, · · · , N}, where Ni denotes the collection of indices of nearby quadrotors
of quadrotor i. Bj is a constant coefficient, and D is a constant threshold defining
Ni, i.e., j ∈ Ni, only if ‖rj(t)− ri(t)‖ ≤ D, j 6= i.
With the transformation vector field and repelling vector field be defined in equa-
tions (5.7) and (5.8), we have our composite vector field described for quadrotor i
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as
vi = vT i +
∑
j∈Ni
vjRi, ∀i ∈ {1, · · · , N}, (5.9)
and by Theorem 1, the flat output and their derivatives are obtained to produce a
dynamically feasible trajectory for quadrotor i.
Figure 5·7 shows the transformation law from our composed vector field method,
robot 1 and robot 2 “bend” their trajectories so that the minimum safety distance is
guaranteed.
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Figure 5·7: Left: trajectories of three robots in transformation Φ12,
which is a transitioning from formations Π1 to Π2 as shown in Figure
5·4. The safety distance is set as s = si + sj = 0.6 meter, and the
threshold is set as D = 0.7m. d1 = 0.55 meter and d2 = 0.65 meter
are the minimum distance when repelling vector field be applied or not,
respectively. Right: Velocity, acceleration, jerk and snap of robot 2 in
the VRB local frame Fv.
5.3 Experiments
In this section, we implement our trajectory generation tools to a group of three
quadrotors. Our experiments use three KMel K500 quadrotors flying through a se-
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quence of the six formations shown in Figure 5·4, with five transformations generated
between each two successive formations, while following a Virtual Rigid Body trajec-
tory. Due to a small flight volume in our experiment arena, the VRB trajectory is
designed to move in a tight circle, while spinning with a constant angular rate about
the roll axes. A minimum relative distance of 0.7 meter is set in our formations such
that collision would easily happen if no transformation law is applied since the actual
diameter of a KMel K500 quadrotor is 0.55 meter. Including the five keyframes shown
in Figure 5·3, we have designed 30 keyframes in 71 seconds for the entire flight demon-
stration and Figure 5·8 shows the three trajectories for the corresponding quadrotors.
The three quadrotors circle in the flight arena while transitioning between different
formations within a rotating VRB.
Our algorithm is not running off-line, however, for each segment of a flight task,
we generate trajectories for all quadrotors before the time of switch. Distributed
trajectory planning can also be easily adopted, assuming the trajectories can be
communicated between quadrotors instantly.
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Figure 5·8: Trajectories for three quadrotors. Several formations are
depicted in magenta.
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Again, our algorithm were implemented in C/MEX in MATLAB with position
and orientation for the quadrotors be obtained with an OptiTrack motion capture
system running at 120Hz. Our optimized C/MEX code is capable of generating a
segment of trajectory in less than 5 milliseconds for the three quadrotors, fast enough
for on-line implementation—planning a trajectory segment at switch time instances,
without downgrade the OptiTrack system. A video of our experiment is available
from http://tinyurl.com/k5wnpmr. An eight-frame sequence of the video is shown
in Figure 5·9, but of course the motion of the quadrotors is difficult to appreciate from
the still frames. The magenta lines between quadrotors indicate that the repelling
vector field is always governed, as long as their distance is less than the threshold D,
the repelling vector in equation (5.8) will effect the maneuvering of the quadrotors.
5.4 Conclusion
In this chapter, we proposed a method for generating complex interleaved trajectories
for a group of quadrotor micro aerial vehicles using a new abstraction, called a Virtual
Rigid Body. This allows for quadrotors to hold formations and to transition between
formations in a local reference frame, while their Virtual Rigid Body rotates and
translates arbitrarily in the global fixed frame. Differential flatness tools are used
to obtain state trajectories and open-loop input for the quadrotors to execute the
planned trajectories.
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Figure 5·9: Sequence of images from the experimental video with the
VRB of three quadrotors. The quadrotors are in (a) Π1 while taking
off from ground; (b) Φ12; (c) the beginning of Π2; (d) Π3; (e) Φ
3
4; (f) Π4;
(g) Π5 and (h) Π6 while landing.
Chapter 6
Assistive Collision Avoidance
This chapter is published in (Zhou and Schwager, 2016).
In this chapter, we propose a tele-operation architecture for a single human user
to control an arbitrarily large swarm of quadrotors through a cluttered environment
with a standard gaming joystick. The user controls the whole swarm as a single body,
while local formation control and collision avoidance are taken care of autonomously
by each robot. By allowing the quadrotors to autonomously avoid collisions, the
human user can focus on the overall maneuvering of the swam, instead of taking care
of each quadrotor to avoid the obstacles in the environment. Our approach can be
useful in security, surveillance, and search and rescue applications, in which a human
operator must maneuver a swarm through, e.g., a cluttered building, a forest, or a
disaster site. Based on the abstraction of a Virtual Rigid Body (VRB) we proposed
in previous chapter (Chapter 5), we implement an intuitive human-swarm interface
with a standard gaming joystick to fly a quadrotor swarm from a single human user.
Our assistive collision avoidance algorithm supplements the quadrotor swarm control,
so that the maneuvering of the swarm is not interrupted by the obstacles. Our
strategy is integrated with differential flatness-based control techniques, which have
been used in the past primarily to design controllers for single quadrotors to execute
agile trajectories (Mellinger and Kumar, 2011, Zhou and Schwager, 2014, Zhou and
Schwager, 2015).
55
56
6.1 Intuitive Human Interface
Here we describe the human-swarm interface component of our control architecture.
With our human-swarm interface, the human operator is able to control an arbitrarily
large quadrotor swarm as if the swarm were a single aircraft.
Our human-swarm interface is an off-the-shelf gaming joystick. The joystick gives
commands to our base station (a laptop computer, for example), which interprets
the commands as a state trajectory for the Virtual Rigid Body. The commanded
VRB state is then broadcast to the quadrotors. The concept is shown in Figure 6·1.
This control method is intuitive, since the joystick is widely used in flight simulators
and computer games. The axes of the joystick are interpreted as commanded Euler
angles and thrust, while the buttons on the joystick are used to select different for-
mations. The goal of this section is to describe the map between the joystick signal,
namely, Euler angles and thrust (φJ(t), θJ(t), ψJ(t), fJ(t)) and their first derivatives
(φ˙J(t), θ˙J(t), ψ˙J(t), f˙J(t)), to the Virtual Rigid Body trajectory δv(t) in real time.
Figure 6·1: A standard joystick - Logitech Extreme 3D Pro, which has
4 axes corresponding to the three Euler angles and the thrust, and 12
buttons that are assigned to different formations. Euler angles and the
thrust can be differentiated numerically to get the Euler angle rates
and thrust rate, which are then be mapped to the trajectory of the
Virtual Rigid Body.
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The raw data from the joystick is noisy due to unavoidably jerky motion from
the human hand. To smooth this signal, we apply a first order filter. An example of
the joystick data is illustrated in Figure 6·2. Notice that the roll φJ(t), pitch θJ(t)
and yaw rate ψ˙J(t) are from the joystick directly, so that the roll rate φ˙J(t) and the
pitch rate θ˙J(t) are obtained by numerical differentiation from φJ(t) and θJ(t), while
the yaw ψJ(t) is obtained by numerical integration from ψ˙J(t). Also, ψ¨J(t) can be
obtained by numerical differentiation from ψ˙J(t). Given these filtered inputs, we now
must find the VRB trajectory that the user intends, by solving Problem 5.
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Figure 6·2: Sample data from a Logitech Extreme 3D Pro joystick.
Left: Orientation data as Euler angles in ◦, and thrust data in grams.
Right: Euler angle rates and thrust rate data in ◦/s and grams/s,
respectively. Thin black lines are the raw data while the colored lines
are the filtered signal.
Problem 5 (VRB Trajectory from Joystick Commands). Knowing the input signal
from the joystick as φJ(t), θJ(t), ψJ(t), and fJ(t), and their derivatives as φ˙J(t),
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θ˙J(t), ψ˙J(t) and f˙J(t), find a trajectory δv(t) ∈ C4 for the Virtual Rigid Body.
There are many potential ways to solve this problem. In general, the system
designer can choose to assign any dynamics to the VRB to achieve a VRB trajectory
from the input signal. For example, one may let the VRB behave itself as a quadrotor,
or as a fixed wing aircraft, or as an integrator. Our solution here is to consider the
simplest approach, which is to treat the VRB as a single integrator in a 3D space,
while the orientation of the Virtual Rigid Body is inherited from the joystick directly.
Specifically, the VRB dynamics are modeled as
p˙v(t) = vv(t). (6.1)
Again, we apply a first order filter to the velocity input vv(t) as
v˙v(t) = −avv(t) + u1(t), (6.2)
where a is a positive value. The input u1(t) comes from the joystick by
u1(t) =
 e1θJ(t)e1φJ(t)
e2fJ(t)
 , (6.3)
where e1 and e2 are constant positive scaling factors that e1 scales the horizontal
speed while e2 scales the vertical speed. The two scaling factors e1 and e2, along
with the positive parameter a in (6.2), can be used as three variables for tuning the
aggressiveness of the maneuvering. These parameters should be tuned so as to avoid
actuator saturation.
From (6.1) to (6.3), we obtain the VRB position trajectory pv(t) in real time,
as well as its velocity vv(t). However, Theorem 3 and 4 in Chapter 5 show that the
VRB trajectory is required to be δv(t) ∈ C4, because its acceleration v˙v(t) ≡ p¨(t), jerk
v¨v(t) ≡
...
p(t) and snap
...
v v(t) ≡
....
p (t) need to be found from the joystick commands.
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Similar to (6.2), we apply again a first order filter to the acceleration of the VRB
a˙v(t) = −aav(t) + u2(t), (6.4)
where the input v2(t) comes from the joystick by
u2(t) =
 e1θ˙J(t)e1φ˙J(t)
e2f˙J(t)
 .
Finally, We obtain jerk and snap directly as
jv(t) = a˙v(t)
sv(t) = j˙v(t)
. (6.5)
The pitch and roll Euler angles of the Virtual Rigid Body are given directly by
the joystick Euler angles φv(t) = φJ(t) and θv(t) = θJ(t), respectively, and their
derivatives are obtained in the same way. For yaw, the user commands the yaw rate
directly by twisting the joystick, where ψ˙v(t) is proportional to the angle of twist, and
it is a direct output from the joystick. Then the VRB yaw angle ψv(t) and higher
yaw derivatives are determined by integration and differentiation of the yaw rate,
respectively.
In conclusion, (6.1), (6.2), (6.4) and (6.5), as well as the orientation parameterized
as Euler angles give the desired trajectory δv(t) for the Virtual Rigid Body. As an
example of our solution, Figure 6·3 shows the components of the generated trajectory
of the Virtual Rigid Body from the joystick data shown in Figure 6·2.
Thus far, the flat outputs σi(t) and its derivatives of quadrotor i in the Virtual
Rigid Body can be calculated, by applying Theorem 3 and 4, depending on if the
Virtual Rigid Body is in a formation or in a transformation status. Then, by applying
the endogenous transformation as in Theorem 1, and a feed-forward, feedback SE(3)
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Figure 6·3: Left: Virtual Rigid Body position and its derivatives up to
fourth order. Right: Virtual Rigid Body orientation and its derivatives
up to second order, parameterized as Euler angles.
controller, we obtain the final control commands for all quadrotors.
6.2 Assistive Collision Avoidance
In this section, we introduce the component of assistive collision avoidance algorithm
in our control architecture, as a supplementary of the previous human-swarm interface
to assist the human user by autonomously avoiding collisions with obstacles. Each
robot in the robot team reacts to both environment and all other robots for achieving
obstacle avoidance and also inter-vehicle collision. Using multiple interacting vector
fields, similar to that in Chapter 4 and Chapter 5, the algorithm allows for the
formation to deform enough to avoid collisions with obstacles, and relax back into
the formation when far away from obstacles. One possible draw back of potential
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field-based methods is that the deadlocks may occur (Mastellone and Stipanovic´,
2007, Mastellone et al., 2008), however, since the swarm is tele-operated by a human
user in our case, this can be less of a problem. The user can see when a deadlock
is occurring, and reactively maneuver the swarm to dislodge the quadrotors that are
stuck in a local minimum.
Our algorithm for collision avoidance is applied to environments like the scenario
shown in Figure 6·4(a), in which a swarm of five quadrotors is under control from a
human user, while the environment contains two obstacles. The obstacles are modeled
as cylinders with different radii. Since we focus on formation control and collision
avoidance, we assume that the robots sense their local environment precisely.
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(a) Scenario with two obstacles. (b) Formation vector fields.
Figure 6·4: (a), Top view of a scenario with two obstacles in the en-
vironment. The magenta lines show the coupling among the quadrotor
swarm. The orange arrowhead shape in the middle denotes the VRB,
and the vv depicted by a thick blue arrow is the commanded velocity of
the VRB from the joystick. The velocity of all quadrotors are denoted
as v1 to v5, respectively. (b), Formation vector fields for quadrotor 1,
4 and 5 in the VRB frame Fv.
In our strategy, the obstacles affect the maneuvering of the quadrotor swarm in
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two different ways. First, the obstacles influence the commanded velocity vv, as well
as the commanded acceleration av of the VRB through a vector field, such that the
VRB will slow down or change its heading direction when there is an obstacle in
its path. Second, the obstacles influence the individual quadrotors that are close to
it, also through vector fields, that each individual quadrotor takes its own action to
deviate from its original heading direction in order to avoid collision to these obstacles.
Additionally, to avoid inter-vehicle collision, each quadrotor considers all the other
quadrotors as dynamical obstacles with repelling vector fields.
Our control algorithm for collision avoidance runs in real time and is distributed
among the quadrotor swarm, with the exception of the component that acts on the
VRB, as described below. We apply the vector field method from Chapter 4 and
Chapter 5. With running this control algorithm, the dynamical feasible trajectory
of each quadrotor described in Definition 1, and the smoothness requirement of the
states and inputs, can be satisfied.
For a single robot in the VRB, its control input is expressed in VRB local frame,
as follows
Vi(ri) = V0,i(ri) + R
−1
v
(
V1,i(pv) + V2,i(pi)− pv
)
+ V3,i(ri), (6.6)
in which ri is the local position of robot i in VRB local frame Fv, and pi, pv, Rv are
related as in equation (5.1). The four terms on the right are defined as follows,
1. V0,i(ri): Velocity vector for robot i at local position ri from the formation vector
field, in order to keep its assigned position;
2. V1,i(ri): Velocity vector for robot i as of the obstacles force on the VRB;
3. V2,i(ri) Velocity vector for robot i as of the obstacles force on the robot;
4. V3,i(ri) Velocity vector for robot i as from the coupling of other robots.
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The details of these vector fields are described in the following sub sections.
6.2.1 Formation Vector Fields
In our VRB framework, we apply a vector field for each quadrotor in the VRB local
frame Fv, such that when the quadrotor deviates from its desired position, a forcing
vector will act on the quadrotor to pull it back to the desired position. Here we take
advantage of our VRB abstraction, so that instead of considering the maneuvering of
the quadrotors in the global frame, we only consider their maneuvering in the VRB
local frame.
Let the desired position of quadrotor i in the VRB local frame Fv be denoted as
rdi , then the vector in the vector field at position ri for quadrotor i is defined as
V0,i(ri) = A(r
d
i − ri), i = 1, · · · , N, (6.7)
where A is a positive constant parameter. As long as the quadrotor can follow its
vector field, it will eventually converge to its desired position in the VRB local frame,
when the environment is obstacle free.
An example of a 2D version of this vector field for each quadrotor is shown in
Figure 6·4(b), in which different color denotes the vector field for different quadrotor.
Note that all five vector fields actually act on the quadrotor at once.
6.2.2 Vector Fields from Obstacles
Our collision avoidance algorithm works at two levels: The first level is that we
generate a vector field to force the Virtual Rigid Body to change its commanded
velocity vv to decrease the aggressiveness of the VRB, and the second level is that
we generate another vector field from each obstacle to achieve collision avoidance
for each quadrotor, while the VRB is still tracking its trajectory. The two levels
can be unequally responsible in achieving collision avoidance. For example, one can
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increase the influence of the first level and hence decrease that of the second level,
such that the entire swarm can be far away from the obstacles while keeping a desired
formation. However, we choose to let the second level to be more responsible for
collision avoidance. By doing so, collision is avoided for the quadrotor swarm, while
the formation is partially maintained.
For simplicity, we consider a bounding cylinder that encompasses the obstacle in
order to generate a repelling vector field. Figure 6·5 shows our repelling vector field
for the obstacles in the scenario of Figure 6·4(a).
(a) Vector field for the VRB. (b) Vector field for quadrotors
Figure 6·5: Left: vector field for the VRB. Right: vector field for
quadrotors. Each vector field is generated from equations (6.8), or
(6.10), with different parameters. The darker color means larger mag-
nitude of repelling vector and the lighter color means smaller magni-
tude. Intuitively, the VRB, or each single quadrotor, will be pushed
toward the light region and avoid the dark region.
Vector Field for the Virtual Rigid Body
We assume that the quadrotor swarm maneuvers in the horizontal plane only, so that
climbing to a higher altitude to avoid the obstacles is not an option in our setting.
We define a repelling vector pointing from the position of an obstacle to the VRB
65
at horizontal coordinate p¯, with its magnitude to be a Gaussian-like function related
to the position and radius of this obstacle, as well as the VRB heading direction.
Assuming that there are n obstacles in the environment, and we denote the horizontal
position of obstacle k in the global frame Fw as o¯w,k, then the overall repelling vector
in the vector fields generated from the n obstacles at horizontal coordinate p¯ is
V1(p¯) =
n∑
k=1
fk(o¯w,k, rk, vˆv)
p¯− o¯w,k
‖p¯− o¯w,k‖ , (6.8)
where the magnitude fk(o¯w,k, rk, vˆv) is a function of the obstacle position o¯w,k, radius
rk and the VRB heading direction vˆv = vv/‖vv‖:
fk(o¯w,k, rk, vˆv) = Bk exp
(
− (p¯− o¯w,k)TΣ−1(p¯− o¯w,k)
)
,
where Bk is a positive scalar parameter related to the radius rk of obstacle k. The
value of Bk can be chosen so that the commanded velocity vv for the VRB can still
overcome the largest repelling vector, since the VRB is virtual. The 2×2 matrix Σ is
positive definite and it defines the major and minor axes of the dynamic Gaussian-like
function by
Σ−1 =
[
vˆv, vˆ
⊥
v
] [ 1
2κ21
0
0 1
2κ22
] [
vˆv, vˆv
⊥]T , (6.9)
where vˆ⊥v is the perpendicular unit vector of vˆv, and κ1, κ2 are the covariance vari-
ables. From (6.9) and Figure 6·5(a), one can see that the VRB is repelled more from
the obstacle if it is heading towards the obstacle directly, than if it is passing by the
obstacles from the side, as shown in Figure 6·5(b).
Vector Field for Quadrotors
We design a stronger vector field for the individual quadrotors than that for the
VRB, such that when a quadrotor gets too close to an obstacle, the repelling vector
is powerful enough to “push” the quadrotor away,
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V2(p¯) =
n∑
k=1
(
Ck exp
(
− ‖p¯− o¯w,k‖
2
2κ23
)) p¯− o¯w,k
‖p¯− o¯w,k‖ , (6.10)
where Ck is again a positive scalar parameter related to the radius of obstacle k. The
value of Ck must be chosen large enough to ensure collision avoidance.
The vector field V2 is shown in Figure 6·5(b). Equation (6.10) is expressed in the
global frame Fw, while in our simulation of collision avoidance in Section 6.2.4, we
express them in the VRB local frame Fv by
V2(r¯) =
n∑
k=1
(
Ck exp
(
− ‖r¯− o¯v,k‖
2
2κ23
)) r¯− o¯v,k
‖r¯− o¯v,k‖ , (6.11)
where r¯ denotes the horizontal coordinate in Fv, and o¯v,k is the horizontal position
of obstacle k in Fv. Equation (6.11) is obvious since ‖p¯− o¯w,k‖ = ‖r¯− o¯v,k‖.
The magnitude of the vector V2 in the vector field of obstacle 1 in the VRB local
frame can be seen in Figure 6·6.
6.2.3 Vector Fields from Quadrotors
Here we also consider inter-vehicle collision avoidance. With the two vector fields
described in Section 6.2.2, the obstacle avoidance is achieved, as seen from our ex-
periment in Section 6.3. To ensure inter-vehicle collision avoidance, and similar to
(6.11), we again apply the vector field method to each quadrotor in the VRB local
frame Fv,
V3,i(r) =
∑
j∈Ni
(
D exp
(
− ‖r− rj‖
2
2σ24
)) r− rj
‖r− rj‖ ,
where Ni denotes the neighbors of quadrotor i. The scale parameter D and covariance
σ4 can be tuned so that the vector field from each quadrotor will not effect the other
quadrotors when the swarm is in a desired formation.
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6.2.4 Simulation in VRB Local Frame
In this section, we show the effectiveness of our vector fields described in previous
sections in a simulation of a quadrotor swarm with collision avoidance.
By taking the advantage of the Virtual Rigid Body abstraction, instead of con-
sidering the static or dynamic obstacles in the global frame Fw, we consider dynamic
obstacles in the VRB local frame. The global maneuvering of each quadrotor is fused
from the local maneuvering of each quadrotor in Fv and the global maneuvering of the
VRB in Fw. When collision avoidance is achieved in Fv, it is automatically achieved
in the Fw for the quadrotor swarm.
Figure 6·6 shows a sequence of snapshots in our simulation starting from the
scenario shown in Figure 6·4(a). Because the simulation is shown in Fv, only the
obstacles and quadrotors appear to move, while the VRB center appears to be fixed.
In simulation, we pre-planned the trajectories for the obstacles, plotted as gray lines.
These trajectories are designed to be smooth, although they can be more complex in
real-world.
6.3 Experiments
Our assistive collision avoidance algorithm for the tele-operated quadrotor swarm is
validated experimentally with a group of KMel Nano quadrotors in an environment
with two obstacles. The radii of the obstacles are r1 = 0.15m and r2 = 0.11m, respec-
tively. As usual, we assume that the quadrotors can sense their environment precisely,
the position and orientation for the quadrotors are obtained with an OptiTrack mo-
tion capture system running at 120Hz. A video of our experiments is available at
http://sites.bu.edu/msl/vrb-obstacles/.
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(a) Time = 0 s. (b) Time = 4.4 s. (c) Time = 9.0 s.
Figure 6·6: A sequence of snapshots in a simulation of collision avoid-
ance for a quadrotor swarm, shown in Fv. The velocities of the obstacles
are plotted with thick blue arrows, and the velocities of the quadrotors
are plotted with thin blue and thick red arrows (the red arrow is a
summation of the thin blue arrows). The vector field generated from
obstacle 1 is indicated by a gray shadow, and the vector field from
quadrotor 3 is indicated by a red shadow. The formation vector field
for quadrotor 1 is plotted with gray arrows, and it is static in Fv, since
its purpose is to “pull” quadrotor 1 back to a desired position.
6.3.1 Experiment I: Trapezoid Formation
Our first experiment is to control a swarm of five quadrotors flying a “Trapezoid” for-
mation in the experimental arena with the two cylinder obstacles. The “Trapezoid”
formation is designed in our formation library. The human user can choose the for-
mation by pressing a button on the joystick. A six-frame sequence of this experiment
is shown in Figure 6·7.
6.3.2 Experiment II: Line Formation
The second experiment is the same with experiment I, except that the VRB has a
transformation from a “Trapezoid” formation to a “Line” formation, and we control
the quadrotor swarm in the “Line” formation through the obstacle area. Again, a
few snapshots of the experiment video are shown in Figure 6·8.
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Figure 6·7: A sequence of snapshots of experiment I. (a), The quadro-
tor swarm is initialized as a “Trapezoid” formation; (b), The quadrotor
swarm significantly deforms while passing through obstacle 2 from two
sides; (c), The corner of the “Trapezoid” formation is squeezed by ob-
stacle 2; (d), One quadrotor comes close to obstacle 1, but with no
collision.
Figure 6·8: A sequence of snapshots of experiment II. (a), The VRB
is in a transformation from the “Trapezoid” formation to a “Line”
formation; (b), The “Line” formation is deformed by obstacle 1; (c),
The quadrotor swam has successfully passed through the two obstacles;
(d), the quadrotor swarm is significantly deformed by obstacle 2.
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6.4 Conclusion
In this chapter, we proposed a method of tele-operation of quadrotor swarms from
a single human user with a standard joystick, while the quadrotors autonomously
avoid collision with obstacles and with each other. with an intuitive human-swarm
interface, and thanks to the framework of a Virtual Rigid Body, we successfully apply
multiple vector fields among the quadrotor swarm, to avoid collisions by compliantly
deforming the formation. Our assistive collision avoidance algorithm is validated
experimentally.
Chapter 7
Distributed Collision Avoidance using
Buffered Voronoi Cells
This chapter was submitted to the journal Robotics and Automation Letters (RA-L).
The vector field based algorithms in previous chapters are useful but still have
limitations. For example, we plan trajectories for a group of quadrotors in a VRB
at the time instances of switches, it is hard to incorporate dynamical obstacles when
they appear during a formation or a transformation.
In this chapter we present a distributed, reactive algorithm for groups of dynamic
robots to avoid collisions with one another, based on Buffered Voronoi Cells (BVCs),
extended from general Voronoi tessellation. The algorithm can be executed on-line by
each robot, and only requires the robots to know the relative positions of neighbor-
ing robots. This is in contrast to existing methods, which typically require position
and velocity information, or more detailed trajectory information, to be shared be-
tween neighboring robots. Specifically, our algorithm has the same collision avoidance
guarantee, and the same computational complexity, as the state-of-the-art Reciprocal
Velocity Obstacle algorithms (van den Berg et al., 2008, van den Berg et al., 2011),
and executes on-line with comparable speed. However it does not require velocity
information to be communicated, sensed, or inferred between robots. This makes the
algorithm well suited to collision avoidance in dynamic, large-scale, ad hoc vehicle
groups with relative position sensing, but no wireless network. The algorithm is also
readily extended to arbitrary dimensions, and can be applied to collision avoidance
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for groups of micro aerial vehicles in 3D, or autonomous cars and boats in 2D.
To execute the algorithm, each robot computes its Voronoi cell, and plans a trajec-
tory inside its cell while also approaching to the target position, which may be inside
or outside the cell at various times during the execution. The robots update their
Voronoi cells and re-plan their paths at each iteration, in a receding horizon fashion,
until they reach their goal positions. Collision avoidance follows from a simple geo-
metric principle—the Voronoi cells are disjoint from one another, thus ensuring that,
if each robot stays entirely within its cell at the next time step, there cannot be a
collision.
7.1 Problem Formulation
We use a Voronoi tessellation to plan collision-free paths for a group of robots in real-
time, updating the Voronoi cells and the paths at each time step of execution. The
Voronoi cells naturally separate the robots, thus guaranteeing no collision among the
robots. To account for the physical size of the robots, the boundary of the Voronoi cell
needs to retreat by a safety radius, which we call the Buffered Voronoi Cell (BVC).
In this section, we formally define our problem, and present some key properties of
the BVC.
Suppose we have a group of N robots, with positions denoted as p1, p2, · · · , pN ,
and define a safety radius for all robots as s. When the group of robots are in a
configuration with no collision, we call that a collision free configuration.
Definition 7 (Collision Free Configuration). A collision free configuration for the
group of N robots with safety radius s is one where the distance between all robots i
and j satisfies ‖pi − pj‖ ≥ 2s, ∀i, j ∈ {1, 2, · · · , N}, i 6= j.
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7.1.1 Buffered Voronoi Cell
For the group of N robots in a 2D plane R2, the general Voronoi cell (Okabe et al.,
2009) of robot i is defined as
Vi = {p ∈ R2|‖p− pi‖ ≤ ‖p− pj‖,∀j 6= i}, (7.1)
where ‖ · ‖ denotes the Euclidean distance. Equivalently, we can write equation (7.1)
as
Vi = {p ∈ R2|
(
p− pi + pj
2
)T
pij ≤ 0,∀j 6= i}, (7.2)
where pij = pj − pi. To cons hider the safety radius s of the robots, we define the
Buffered Voronoi Cell.
Definition 8 (Buffered Voronoi Cell). For a group of N robots in a 2D plane R2 with
a collision free configuration, the Buffered Voronoi Cell (BVC) of robot i is defined
as
V¯i = {p ∈ R2|
(
p− pi + pj
2
)T
pij + s‖pij‖ ≤ 0,∀j 6= i}. (7.3)
Lemma 1 (Properties of BVC). If the group of N robots with safety radius s is in
a collision free configuration, then ∀i, j ∈ {1, 2, · · · , N}, we have, (i) V¯i 6= ∅; (ii)
V¯i ⊂ Vi; (iii) ∀p′j ∈ V¯j, i 6= j, ‖p′i − p′j‖ ≥ 2s; and (iv) V¯i ∩ V¯j = ∅, ∀i 6= j.
Proof. (i) If the group of N robots is in a collision free configuration, i.e., ‖pij‖ =
‖pi−pj‖ ≥ 2s, we can plug the position of robot i, pi, into equation (7.3) in Definition
8, (
pi − pi + pj
2
)T
pij + s‖pij‖
=
1
2
pTjipij + s‖pij‖
=− 1
2
‖pij‖2 + s‖pij‖
≤ − 1
2
(2s)‖pij‖+ s‖pij‖ = 0.
According to Definition 8, pi ∈ V¯i, thus V¯i 6= ∅ since V¯i has at least one element,
i.e., pi.
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(ii) According to equation (7.3) in Definition 8, ∀p′i ∈ V¯i, we have(
p′i −
pi + pj
2
)T
pij ≤ −s‖pij‖ < 0,
which also satisfies (7.2), hence p′i ∈ Vi. Therefore, we have V¯i ⊂ Vi.
(iii) According to equation (7.3) again, ∀p′i ∈ V¯i and ∀p′j ∈ V¯j,(
p′i −
pi + pj
2
)T
pij + s‖pij‖ ≤ 0, (7.4)
(
p′j −
pj + pi
2
)T
pji + s‖pji‖ ≤ 0. (7.5)
Since pij = −pji, ‖pij‖ = ‖pji‖, the summation of equations (7.4) and (7.5)
yields (p′i − p′j)Tpij ≤ −2s‖pij‖, then by using the fact that ‖a‖ · ‖b‖ ≥ ‖aTb‖, or
‖a‖ ≥ ‖aTb‖/‖b‖, we conclude that
‖p′i − p′j‖ ≥
‖(p′i − p′j)Tpij‖
‖pij‖ ≥
2s‖pij‖
‖pij‖ = 2s.
(iv) For any V¯i and V¯j, i 6= j, consider an arbitrary point p′i ∈ V¯i, we prove that
p′i /∈ V¯j, ∀j 6= i. From equation (7.4), we have,(
p′i −
pi + pj
2
)T
pij ≤ −s‖pij‖,
and plug p′i into the definition of V¯j as in equation (7.3), we have(
p′i −
pj + pi
2
)T
pji + s‖pji‖
=− (p′i − pi + pj2 )Tpij + s‖pij‖
≥s‖pij‖+ s‖pij‖
=2s‖pij‖,
which contradicts the definition of V¯j in equation (7.3). Moreover, for an arbitrary
point p′j ∈ V¯j, we have p′j /∈ V¯i. Hence we conclude that V¯i ∩ V¯j = ∅, ∀i 6= j.
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7.2 BVC Collision Avoidance Algorithm
In this section, we describe our receding horizon path planning algorithm based on
quadratic programming (QP) for robot with general linear system dynamics,i.e.,
pt+1 = Apt + But. For robots with single integrator dynamics, Lemma 1 shows
that the QP program is always feasible. We first present a general approach that
requires solving a quadratic program (QP) on-line (Section 7.2.1), and then give an
analytical geometrical solution (Section 7.2.2) for a special case of the QP that is fast
to compute. Finally, we prove in Section 7.2.3 that the algorithm (both the QP and
analytical solution) are guaranteed to avoid collision using Lemma 1.
7.2.1 Receding Horizon Path Planning
At each time step, the robot computes its BVC, plans a path within the BVC, then
executes the first step along that path. The robot position, BVC, and planned path
evolve together throughout the execution of the algorithm. Assuming that the plan-
ning horizon is T steps, and for robot i at each time instance, we denote the positions
of the planned trajectory as p¯i,1, p¯i,2, · · · , p¯i,T , ∀i ∈ {1, 2, · · · , N}.
The algorithm requires each robot to solve a QP at each time step. For robot i,
the path and input (or velocity) are given by the solution of the following QP,
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Problem 6 (Receding Horizon Path Planning).
minimize
p¯1,··· ,p¯T
Ji =
T−1∑
t=0
(
(p¯i,t − pi,f )TQp(p¯i,t − pi,f ) + uTi,tQuui,t
)
+(p¯i,T − pi,f )TQf(p¯i,T − pi,f ), (7.6)
subject to
p¯i,t+1 =Ap¯i,t + Bui,t, t = 0, · · · , T − 1, (7.7)
p¯i,t ∈V¯i, t = 1, · · · , T, (7.8)
p¯i,0 =pi, (7.9)
‖ui,t,x‖ ≤ux,max, t = 0, · · · , T − 1, (7.10)
‖ui,t,y‖ ≤uy,max, t = 0, · · · , T − 1. (7.11)
In Problem 6, the cost function Ji is a summation of intermediate states cost,
inputs cost and terminal cost. In equation (7.6), pi,f is the goal position, p¯i,0 to p¯i,T
and ui,0 to ui,T−1 are the path, and inputs to be planned, respectively. The positive
definite or semidefinite matrices Qp, Qu, and Qf are weight factors to balance among
the three costs aforementioned. The decision variables for this standard QP problem
are p¯i,1 to p¯i,T .
The constraint (7.7) is the dynamic constraint for robot i, in a discrete form. The
constraint (7.8) restrains the planned path to be in the corresponding BVC of robot
i. As equation (7.3) in Definition 8, equation (7.8) can be written explicitly in the
form of a set of linear inequality constraint,
p¯Ti,tj ≤ 0, t = 1, · · · , T, j = 1, 2, · · · , N, j 6= i, (7.12)
where j is a 3× 1 vector, corresponding to an edge of the BVC V¯i. Constraint (7.9)
is the initial position condition, requiring that the planned path starts from current
position of robot i. Finally, the lower and upper bound for the input ui,t are written
component-wise in equations (7.10) and (7.11).
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7.2.2 Analytical Geometric Solution
The receding horizon path planning in Section 7.2.1 generates a near-optimal control
policy at the expense of solving a QP problem on-line at each time step. In the
interest of more efficient path planning, here we present an alternative analytical
geometric solution to a special case of Problem 6 without solving a QP problem,
while collision avoidance is still guaranteed. here we present an alternative analytical
geometric solution which executes faster at the expense of some optimality loss. It
can be seen as a special case of Problem 6 without solving the full QP problem, while
collision avoidance is still guaranteed.
The special case of Problem 6 is that we consider only the terminal cost and ne-
glect the intermediate states and the control input cost, i.e., we let Qp = 0, Qu = 0,
and keep Qf positive definite in equation (7.6). The constraints (7.7) to (7.11), how-
ever, are the same. This simplification can be regarded as a one-step greedy strategy
that drives the robot to move to its goal position as soon as possible. With this
simplification, the robot should move towards a point in the BVC that is closest to
its goal position (which may be inside or outside the BVC at any time instant). This
geometric special case is similar to an algorithm that first appeared in (Bandyopad-
hyay et al., 2014) for avoiding collisions as part of larger swarm guidance algorithm.
Some na¨ıve mathod to find a closest point in a polygon is to check each edge and each
vertex for a minimum, here we present a noval approach to acheive the same goal.
The algorithm for finding this closest point in the BVC is outlined in Proposition 1
and Algorithm 1, by exploring some properties of Euclidean geometry.
Proposition 1. Let V = (E , e) ⊂ R2 represent a convex polygon, where E is the set
of edges and e is the set of vertices. For an arbitrary point g ∈ R2, the closest point
g∗ ∈ V to g is either g itself, or on an edge E∗ of V, or is a vertex e∗ of V.
Proof. This proposition follows from the simplex algorithm.
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Algorithm 1 Finding Closest Point
Require: g, V = (E , e)
dmin ← +∞
g∗ ← ∅
for Ei in E do
Let g1 and g2 represent the two vertices of Ei
θi = acos
(
(g1−g)T(g2−g)
‖g1−g‖‖g2−g‖
)
λi = − (g1−g)T(g2−g)‖g1−g2‖2
if 0 ≤ λi ≤ 1 then
gp = (1− λi)g1 + λig2
if dmin > ‖gp − g‖ then
dmin = ‖gp − g‖
g∗ ← gp
end if
else
if dmin > ‖g1 − g‖ then
dmin = ‖g1 − g‖
g∗ ← g1
end if
if dmin > ‖g2 − g‖ then
dmin = ‖g2 − g‖
g∗ ← g2
end if
end if
end for
if
∑k
i=0 θi = 2pi then
dmin = 0
g∗ ← g
end if
return g∗
79
In our formulation, for robot i, once the closet point g∗i ∈ V¯ to the goal position
pi,f is found, the control input ui,0 is calculated to move the robot i toward g
∗ at
that time step.
In practice, our polygon is expressed as a group of linear inequalities as (7.12),
hence V¯i is always convex. The computational complexity of Algorithm 1 increase as
the number of Voronoi neighbors of the robot increases. In Algorithm 1, we iterate
on each edge, and calculate the angle from g to the two vertices and a ratio1. If the
summation of all the angles is 360◦, then g∗ = g is in the polygon V , otherwise, g∗
should either be an vertex, or on one edge, depending on the value of λi.
The key to increase the computational efficiency is to decrease the number of
edges of the BVC of one robot, as seen from the above analysis. For typical Voronoi
configurations, the number of Voronoi neighbors is small. Also, in practice a robot’s
sensing range will be limited, in which case only the robots that are close enough will
be treated as neighbors, and corresponding edges will be created for its BVC.
7.2.3 Collision Avoidance Guarantee
For single integrator robots, the following Theorem illustrates that once the group
of robots is in a collision free configuration, the robots will be in a collision free
configuration for all time in the future, applying either of the on-line path planning
algorithms in Sections 7.2.1 or 7.2.2.
Theorem 5. If the group of N robots is in a collision free configuration, i.e., the
initial positions p1,0, p2,0, · · · , pN,0 satisfy ‖pi,0 − pj,0‖ ≥ 2s, ∀i 6= j, then all future
positions p1,k, p2,k, · · · , pN,k, k ∈ Z+, are in a collision free configuration, i.e.,
‖pi,k − pj,k‖ ≥ 2s, ∀i 6= j, if the control input is from solving Problem 6.
Proof. We show (i) that a collision free configuration leads to a feasible QP, and
(ii) that a one step execution of the resulting path leads to a new collision free
configuration. These two facts applied in a mathematical induction prove to theorem.
1Refer to http://mathworld.wolfram.com/Point-LineDistance3-Dimensional.html
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Since the N robots are initially in a collision free configuration, according to (1) in
Lemma 1, they have non-empty BVCs, V¯i 6= ∅ and pi,0 ∈ V¯i, ∀i ∈ {1, 2, · · · , N}.
If ui,k = 0, ∀i, ∀k, which satisfies the constraints (7.10) and (7.11), then we know
pi,t = pi,0 ∈ V¯i, ∀i, t = 1, 2, · · · , T . Therefore, the Problem 6 is always feasible.
Then according to (3) in Lemma 1, ∀i 6= j, ‖pi,ti − pj,tj‖ ≥ 2s, ∀ti, tj = 1, 2, · · · , T ,
which indicates that the paths computed by solving Problem 6 will not lead to an
intersection. In particular, executing one step of the path leaves the robots in a
collision free configuration. Hence the new BVC is non-empty, and the program at
the next step is again feasible. By mathematical induction, our algorithm in Section
7.2.1, and the special case in Section 7.2.2, guarantees no collision among the robots
for all time.
7.2.4 Dealing with Deadlock
Deadlock is a ubiquitous problem in distributed collision avoidance algorithms. Dead-
lock happens when some robots block each others’ paths in such a way that at least
one robot cannot reach its goal using its control algorithm. To our knowledge, no
existing algorithm can provably avoid deadlock without central computation or global
coordination of the robots’ paths. Most distributed algorithms attempt to alleviate
the problem through sensible heuristics. Similarly, here we propose two heuristic
solutions that perform well in practice to alleviate deadlock phenomena.
First we propose a right hand rule, a preventative strategy used before the deadlock
happens. Assuming the robots are in a 2D plane, by using the right hand rule,
each robot always chooses to detour from its right side when encountering other
robots. The robots can also use left hand rule, as long as all robots follow the same
rule. Practically, we introduce an edge such that only the right side of one robot
in the corresponding BVC is considered as the path planning space. The simulation
in Section 7.3.2 applies the right hand rule, for all robots at all time during the
simulation.
Our second solution exploits the necessary condition of deadlock, and is used after
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the deadlock happens. As a result, if the robots can avoid satisfying the necessary
condition, the deadlock can be prevented.
Proposition 2. For those robots whose goal positions are not inside their own BVCs,
when in a deadlock configuration, each robot must be at the closest point to the goal
position on its BVC. The closest point in the BVC of robot i, g∗i , to the goal pi,f , must
be either (a) at a vertex, or (b) on one edge that a line from pi,f to g
∗
i is perpendicular
to this edge.
Proof. (Abbreviated) Deadlock only occurs when a robot is already located at g∗i ,
because otherwise the robot can move toward g∗i for at least one step, meaning it
is not a deadlock. The case (a) and (b) are self-evident given Proposition 1 and
Algorithm 1.
Case (b) in Proposition 2, can be easily avoided because the perpendicular condi-
tion also requires the neighbor robot who shares the Voronoi edge to be on the line
segment from pi,f to g
∗
i . This condition is broken if the robot deviates to its right or
left side a little (e.g., using the aforementioned right hand rule) to avoid the co-linear
configuration. Therefore, we only aim to avoid case (a), i.e., staying at the vertex,
when deadlock happens. Our heuristic solution is that when deadlock is detected and
the robot is at the vertex, it then chooses one of its adjacent edges to detour along.
In this way, the necessary condition of deadlock can be avoided, and furthermore, the
deadlock can be avoided.
Note that the solution described here can not provably lead to all robots reaching
their goals, because it can lead to the so-called livelock phenomenon, where robots
oscillate indefinitely between a deadlock configuration and a deadlock avoidance be-
havior. However, we rarely observe this phenomenon in simulations or experiments.
7.2.5 Extension to 3D Space and Higher-Order Systems
Our algorithm can be naturally extended to 3D space, as long as the BVCs are
expressed in 3D. As for the 2D case, the 3D BVC can also be written explicitly as a
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set of linear inequalities as in the form of equation (7.12), except that j is a 4 × 1
vector expressing a face of a BVC.
For higher order systems, with any collision avoidance algorithm, one can find
a collision free configuration that will ultimately lead to collision. Consider two
robots approaching each other at high speed at time t. With second order or higher
dynamics, they will require a certain distance, ds > s, to stop. Hence, there will be
a collision free separation 2s ≤ ‖pi,t − pj,t‖ < 2ds for which no input will avoid a
collision at some t + τ in the future, ‖pi,t+τ − pj,t+τ‖ ≤ 2s. However, we propose a
heuristic to avoid this problem in practice. We set a safety radius s larger than the
physical size of the robot, such that even if the safety radius is violated (due to the
high order dynamics of the robot), the physical collision will not occur. In fact, a
small modification to Problem 6 can naturally account for this. We remove the initial
condition constraint p¯i,0 = pi, and include it as part of the quadratic cost instead.
We also replace the dynamics in equation (7.7) with the higher order dynamics of
the robot. Hence, if robot i is beyond its BVC by a small distance because of noise,
momentum, etc., our algorithm can compute a path to bring it back to its BVC.
A simulation with eight quadrotors with full nonlinear dynamics in a 3D Gazebo
environment will be seen in Section 7.3.3, and our experiments with five quadrotor
robots are described in Section 7.5.
7.3 Numerical Simulation
In this section, we implement our algorithm in multiple simulations with robots in
2D and 3D environments.
7.3.1 Simulation with Receding Horizon Path Planning
We first simulate five robots with single integrator dynamics in a 2D plane in MAT-
LAB, with the QP solver implemented with CVXGEN (Mattingley et al., 2011, Mat-
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tingley and Boyd, 2012). Simulation results are shown in Figure 7·1. The five robots
as well as their BVCs are plotted in different colors. The robots are initially positioned
around the perimeter of a circle with a little random offset to break symmetry. The
goal positions are also placed around the same circle. The dashed grey lines, which
obviously intersect with each other, are the straight lines from the robots’ current
positions to their goal positions. The thick colored lines are the executed trajectories,
and the thick dark lines are the planned paths from our algorithm. In our simula-
tion, the system time step is ∆t = 0.25s, and the planning horizon is T = 20. The
safety radius is s = 0.2 m, and the minimum distance among the robots during the
simulation is dmin = 0.4 meter.
7.3.2 Simulation with Geometric Solution
Our distributed algorithm is scalable to an arbitrary number of robots. In this section,
we present a similar simulation as in Section 7.3.1 with the number of robots increased
to 100, while the control input is from the geometric solution as we described in
Section 7.2.2, using the right hand rule to avoid deadlock. As in Section 7.3.1, the
100 robots are first distributed evenly on a circle with a radius of 20 meters, with a
small random offset to break symmetry, as shown in Figure 7·2(a). The BVCs for all
robots are plotted in the same colors of the robots in Figure 7·2(a). Figure 7·2(b),
7·2(c) and 7·2(d) are the robots’ configurations at step 160, 320 and 480, respectively.
The last 100 steps of the executed trajectories of only a few robots are plotted in
order to not obscure the figures.
7.3.3 Simulation in 3D Space with Quadrotors
We successfully validated our algorithm in 3D using eight quadrotors in Gazebo2,
a well-known robotics simulator using the Open Dynamic Engine (ODE)3 as the
2http://gazebosim.org/
3http://www.ode.org/
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(a) Initial configuration.
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(b) Step 80.
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(c) Step 160.
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(d) Step 240.
Figure 7·1: Simulation with five robots of single integrator dynamics
using the receding horizon path planning algorithm.
underlying physics engine. To ensure the fidelity of the simulated quadrotor dynamics,
we use the hector quadrotor package(Meyer et al., 2012) in the Robot Operating
System (ROS) that models the quadrotor quite comprehensively. The snapshots of
the test scenario are shown in Figure 7·3. The eight quadrotors, initially positioned
at the corners of a 3D cube, are required to navigate to the corresponding diagonal
corners. We use the geometric solution on the 3D BVC as outlined in Section 7.2.5,
and the quadrotors are iteratively controlled to move to the newest closest points
found by the geometric solution of Algorithm 1, at each time step. As shown in
Figure 7·3(b), our algorithm successfully generates reactive 3D paths in real-time for
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(a) Initial Configuration.  
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(b) Step 160.
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(c) Step 320.  
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(d) Step 480.
Figure 7·2: Simulation with 100 robots with single integrator dy-
namics move to their goal positions using the geometric solution from
Algo. 1.
the quadrotors while avoiding collision with each other.
7.4 Comparison with Other Collision Avoidance Algorithms
In this section we compare the computation performance of our algorithm to the
most promising existing algorithm, ORCA (van den Berg et al., 2011, van den Berg
et al., 2016). We note that algorithms based on Sequential Convex Programming
(SCP) will not perform competitively against neither our algorithm nor ORCA. This
is because SCP algorithms require multiple steps of convex programming (Schulman
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(a) Initial configuration. (b) Snapshot of the process.
Figure 7·3: Simulation with eight quadrotors in Gazebo. The goal
position of one quadrotor is to move from one corner of a 3D cube to
the corresponding diagonal corner.
et al., 2013, Schulman et al., 2014) be performed in a loop until some convergence
criteria is reached, and many variants require the exchange of an entire planned path
between robots at each time step (Morgan et al., 2013, Morgan et al., 2014a). In
contrast, our algorithm requires the solution of a single QP or a closed form geometric
computation at each time step, while ORCA requires the solution of an LP.
Our algorithm is position-based, i.e., one robot needs only position information
from its neighbors in order to create a BVC, while the RVO algorithm is velocity-
based, requiring both position and velocity information from neighbors. Because of
this difference, our algorithm is more suitable and robust for implementation when
robots only have on-board sensors, and no communication network, or when com-
munication is limited. Proximity sensors such as laser range finders, sonar sensors,
etc., have considerable noise on position sensing, and hence velocity estimates derived
from these sensors will be significantly corrupted by noise. In the case that the ve-
locity is more accurate than position, such as using on-board sensors like an inertial
measurement unit (IMU), the information must be communicated over a network,
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which leads to difficulties with bandwidth, delays, and dropped packets.
7.4.1 Computational Complexity
We compare the computational complexity between our algorithm and the ORCA
algorithm for each robot, assuming that each robot has found the k neighbor robots
in its vicinity. The ORCA algorithm takes O(k) time to create agent ORCA lines from
the k neighbors. Then, it solves a velocity in O(k) time by adding the constraints
one by one in random order while keeping track of the current optimal new velocity
(van den Berg et al., 2011). Therefore, the overall computational complexity is O(k)
for the ORCA algorithm. In our QP based receding horizon algorithm, constructing a
BVC takes O(k) time, while solving a standard QP problem takes O(m3) time, where
m is the number of decision variables, which is linear in the number of neighbor robots
k, as well as the planning horizon T . Hence the total computational complexity is
O(k3) for one robot, worse than that of the ORCA algorithm. On the other hand,
with our geometric solution in Algorithm 1, we see that the complexity is O(k), hence
it is comparable to the ORCA algorithm. Hence, our algorithm provides the flexibility
for users to choose between a near-optimal path by applying the QP based receding
horizon algorithm, or fast computation by applying the analytical geometric solution
to find the control input.
7.4.2 Case Study
In this section, we compare the performance of our algorithms versus the ORCA
algorithm, using three cases with 100 robots each. The first case is the same with
that in Section 7.3.2 and Fig. 7·2. The second and third cases are shown in Fig.
7·4, with 100 robots in square formations swapping positions in 2D. The three cases
represent particularly challenging collision avoidance problems, and are considered
as performance benchmarks. Our algorithm is implemented in MATLAB, while the
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ORCA algorithm for these cases is implemented in C++ with RVO2 library (van den
Berg et al., 2016). We set the same parameters for simulation, for example, safety
radius rs of the robots, system time step ∆t, maximum speed umax, and so on. We
compare how many steps will all robots reach their goals, and the result in Table 7.1
shows that our geometric solution has roughly the same execution steps compare to
the ORCA algorithm, while our QP based receding horizon takes more steps for the
robots to reach their goal.
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Figure 7·4: Case 2 and 3 for performance benchmarks.
Table 7.1 shows our the simulation steps from initial configurations to final con-
figurations for the three cases. The number of execution steps are comparable for
both algorithms in all cases.
As a summary, our geometric solution gives a performance comparable to the
ORCA algorithm. Though the QP based RHC (or MPC) path planning algorithm
has a slower convergence rate, but for dealing with high order dynamics, we believe
it has its advantage (See Section 7.5).
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Table 7.1: Execution steps for the three cases.
QP algorithm Geometric algorithm ORCA algorithm
Case 1 755 569 612
Case 2 360 355 361
Case 3 1670 704 509
7.5 Experiments with Micro Aerial Vehicles
In this section, we validate our QP based RHC path planning algorithm in experi-
ments with five quadrotors in an OptiTrack motion capture environment.The quadro-
tors are controlled to remain in a horizontal plan, and use our algorithm in 2D to
navigate in the plane. We run our algorithm on a desktop computer equipped with
an Intel i5-4670K CPU of four cores and 16 GB of RAM. The low-level control and
trajectory following is implemented in MATLAB, as we used in previous chapters.
In our experiments, we choose the QP receding horizon algorithm, instead of
the geometric algorithm, as we find it to be better suited to vehicles with complex
dynamics, and to show that it is still fast enough for real-time computation. As
in Section 7.3.1, we implement our algorithm with CVXGEN. We set the planning
horizon as T = 30, and the system time step for path planning is ∆t = 0.25 second.
The initial and final configuration are the same as with the simulation in Section
7.3.1. We conducted a total of 79 experimental trials with no collisions or deadlocks
(experiments were run until a hardware failure prevented further trials). Figure 7·5
shows a typical trial in our experiments. In this experiment, the quadrotors reach
their goal configuration in 30 seconds. Due to system noise and aerodynamic effects,
the executed trajectories are not as smooth as that in our simulation, however this is
an effective test of the robustness of our algorithm.
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(a) At 0 second. (b) At 10 second. (c) At 30 second.
Figure 7·5: Experiment with five micro aerial vehicles reconfiguring
their formation, using our on-line receding horizon algorithm.
The physical radius of our quadrotor is 0.14 meter, while we set the safe radius
in our experiment as s = 0.2 meter to account for noise, aerodynamics, and higher
order dynamical effects. The BVC, can sometimes be reduced to a very small space,
as in Figure 7·5(b), while the minimum safe distance is still maintained, as in Figure
7·6(a) where the minimum distance is 0.405 meter. The total terminal cost of the
five quadrotors, eventually converges to zero indicating convergence of the robots to
their goal positions, as shown in Figure 7·6(b).
Relevant statistics of our 79 experimental trails are shown in Figure 7·7. Figure
7·7(a) shows the total terminal cost of all quadrotors monotonically decreases over
time. The time for achieving convergence to the goal configuration is shown in Figure
7·7(b). The average time for convergence is 29.3 seconds, with a standard deviation
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Figure 7·6: Algorithm performance in an experiment trial.
of 6.4 seconds.
7.6 Conclusion
In this chapter, we introduce the Buffered Voronoi cell and efficient distributed al-
gorithms for a group of dynamic vehicles to avoid collision with one another. Our
algorithm gives comparable performance to the existing reciprocal Velocity Obsta-
cle algorithm, and collision avoidance is guaranteed among the robots, however it
requires only position information from neighboring robots.We validate the effective-
ness and robustness of our algorithm in simulations in both 2D and 3D environments,
and demonstrate the algorithm in 79 experiments with five quadrotor micro aerial
vehicles. In the future, we will consider static obstacles in the environment, and will
pursue an experimental implementation with on-board computation and sensing.
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(a) Summation of terminal cost of all robots. When the cost
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their goal positions over the 79 trials.
Figure 7·7: Statistics of experimental trials.
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Chapter 8
Multi-Quadrotor Platform
In this chapter, we introduce the multi-quadrotor platform we developed for a part of
our experiment. In some of our experiment, we used quadrotors from KMel robotics1.
However, those quadrotors were expensive, and of high-maintenance. Even though
the SO(3) controller implemented on-board enabled the quadrotors with ability of
aggressive maneuver, it is not a good experimental platform for researchers who want
to focus on their high level algorithms. With this consideration, we decided to develop
our own multi-quadrotor platform from open-source hardware and software, such that
the quadrotors are affordable, user friendly, and more importantly, the platform can
evolve as supported from open-source community.
Considering the future work of our research, for example, on-board image pro-
cessing, etc., the quadrotor is required to carry a considerable amount of payload,
like cameras, and must have a significant computation power. Hence, we choose DJI
F330 frame for building our quadrotor. The DJI F330 frame is of the same size of a
KMel K500 quadrotor.
We choose PixHawk (Meier et al., 2011) as our flight controller, because it is
widely used in all different kinds of MAVs, and is actively supported by open-source
community. The compatible flight controllers are, but not limited to, PixHawk Mini,
Pixfalcon, HKPilot32, they are usually binary-compatible to PixHawk.
1http://kmelrobotics.com/, (KMel Robotics was acquired by Qualcomm Technologies, Inc.
on February 2, 2015.)
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We choose PX42, instead of APM, as the PixHawk firmware, because PX4 is better
documented than APM, and the PX4 flight stack has an OFFBOARD control mode,
which is for accepting control commands from MavLink (Micro Aerial Vehicle Link)
protocol3, such that the researchers are able to command the quadrotor from their
own algorithm. The PX4 firmware and all parameters can be setup with software
QGroundControl4.
We also choose Odroid-XU45, a single-board Heterogeneous Multi-Processing (HMP)
Octa core Linux computer, for on-board processing. It has a great potential for on-
board image processing regarding its light weight, and small power consumption,
compared to Raspberry Pi. For example in (Barry and Tedrake, 2015), Pushbroom
stereo vision is implemented with two Odroid computer and two cameras on a fixed-
wing aircraft to avoid obstacles when flying in high speed.
8.1 PixHawk and PX4 Flight Stack
PixHawk (Meier et al., 2011) is an open-hardware industry standard autopilot flight
controller started on 2009, by Lorenz Meier at ETH, popular adopted in academic
research and industrial applications, for its low cost and wide availability.
The PixHawk shown in Figure 8·1 is feature by the following specifications,
1. 168 MHz Cortex-M4F 32-bit micro-controller STM32F427, with 256 KB RAM
and 2 MB Flash. Failsafe co-processor: 72MHz Cortex-M3 32-bit micro-controller
STM32F103.
2. Sensors include: ST Micro LSM303D (14-bit, 3-axis magnetometer & 3-axis
accelerometer); Invensense MPU6000 (16-bit, 3-axis accelerometer & 3-axis gy-
2http://dev.px4.io/
3http://qgroundcontrol.org/mavlink/start/
4http://qgroundcontrol.com/
5http://www.hardkernel.com/
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roscope); MEAS MS5611 (Barometer).
3. Interfaces include UART, 12C, SPI, CAN, Spektrum DSM/DSM2/DSM-X Satel-
lite, micro USB, etc.
4. Light weight: 38 gram, and small dimension: 81.5× 50× 15.5 mm.
Figure 8·1: PixHawk autopilot.
The PX4 flight stack6 is a collection of algorithms for attitude estimation, guid-
ance, navigation and control, for autonomous aerial vehicles, including fixed-wing,
multi-rotor aircraft and VTOL airframes. PX4 is built upon NuttX7 with a slight
modification. NuttX is a real-time operating system (RTOS), suitable for micro-
controllers scalable from 8-bit to 32-bit, released in 2007 by Gregory Nutt under BSD
license.
PX4 is a leading research platform for drones and other vehicles around the globe,
for its easy of use, and powerful performance. It reacts with external hardware and
software, e.g., QGroundControl, easily via serial port under MavLink protocol.
8.2 Single-board computer - Odroid-XU4
Odroid-XU4, as shown in Figure 8·2, is a Heterogeneous Multi-Processing (HMP)
Octa core computer, belongs to a catalog of single-board computer, designed by Hard-
6http://dev.px4.io/concept-flight-stack.html
7http://www.nuttx.org/
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kernel co., Ltd8. Odroid-XU4 is suitable for on-board processing for its light weight,
small dimensions, low power consumption, as well as the following specifications,
1. Samsung Exynos5422 CortexTM-A15 2Ghz and CortexTM-A7 Octa core CPUs.
2. Mali-T628 MP6 GPU (OpenGL ES 3.0/2.0/1.1 and OpenCL 1.1 Full profile).
3. 2Gbyte LPDDR3 RAM.
4. eMMC5.0 Flash Storage & micro SD card slot.
5. 2 × USB 3.0 Host, 1 × USB 2.0 Host.
Figure 8·2: Odroid-XU4 single-board computer.
We install Lubuntu 14.04 system9 on Odroid-XU4. Lubuntu is a lightweight Linux
operating system based on Linux and Ubuntu, and it is specially focuses on speed
and energy-efficiency, hence its minimum hardware requirement is very low.
8http://www.hardkernel.com/
9http://lubuntu.net/
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8.3 Hardware Architecture
Figure 8·3 shows a single quadrotor consists of a few parts: a PixHawk flight con-
troller, an Odroid-XU4 single-board Linux computer, a power distribution board,
a battery, a Spektrum satellite receiver and a USB to serial TTL converter, and
so on. The USB to serial TTL converter ensures the communication between the
Odroid-XU4 single-board Linux computer and the PixHawk flight controller, under
the MavLink protocol.
The hardware architecture of our multi-quadrotor platform is shown in Figure 8·4.
Three PixHawk quadrotors, are connected to a router through WI-FI network, and a
laptop is connected to the router through Ethernet cable, for decreasing any possible
latency on 2.4Ghz/5.8Ghz wireless communication channel. The laptop works as the
base station that can run all necessary algorithms to steer the quadrotors. A joystick
is plugged into the laptop so it can take over the control of the quadrotors when
necessary. Our platform is for indoor test, hence we have an OptiTrack10 motion
capture system and a desktop computer runs Motive11 for localizing the quadrotors.
Figure 8·3: A single PixHawk quadrotor.
10http://optitrack.com/
11http://optitrack.com/products/motive/
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Figure 8·4: Hardware architecture of our multi-quadrotor platform.
8.4 Robot Operating System (ROS)
The Robot Operating System (ROS) (Quigley et al., 2009) provides a structured
communication layer of a heterogeneous computer cluster over the host operating
systems, and is becoming a standard framework widely used in robotics. By using
ROS, all functionalities in a robotics project can be automatically run as multiple
processes, while the communication between these processes is dealt with simple de-
fined messages, making the low level inter-process communication (IPC) hidden from
the researchers. Therefore, the researchers can focus on the algorithm development.
We install ROS-indigo12 full package on our Laptop computer, which is hosted
by Ubuntu 14.04 Linux system. In the Odroid computer side, we install ROS-indigo
bare bones, which contains only basic functionalities.
ROS works on heterogeneous computer cluster. In our hardware architecture as
in Figure 8·4, we initiate the roscore from the Laptop, and the quadrotors launch
their ROS nodes from their Odroid computers, as they are all connected to the router,
12wiki.ros.org/indigo
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either by Ethernet cable, or by WI-FI.
8.4.1 MAVRos
MAVRos13 is a ROS package that communicates with PixHawk/PX4, or other sys-
tems enabled with MAVLink protocol, through various of schemas, like serial port,
UDP, TCP client, etc. Figure 8·5 shows a few topics the /mavros node subscribes and
publishes to. The /mavlink/from and /mavlink/to topics extract information ex-
changed between the /mavros node and the PixHawk on the serial port. Sending mes-
sages to the topic /mavros/setpoint attitude/att throttle and all similar topics
on the left side of Figure 8·5 is able to control the PixHawk from external hardware, if
the PixHawk is in OFFBOARD mode. Data grabbed from the PixHawk are also pub-
lished to a few topics, e.g., flight mode and status are explained in /mavros/state;
IMU data are listed in /mavros/imu/data and /mavros/imu/data raw, and so on.
/mavros
/mavros/battery
/mavros/imu/data
/mavros/setpoint_attitude/att_throttle
/mavros/setpoint_attitude/attitude
/mavros/setpoint_position/local
/mavros/setpoint_velocity/cmd_vel
/mavros/setpoint_attitude/cmd_vel
/mavros/state
/mavros/imu/data_raw
/mavros/local_position/pose
/mavros/rc/out
/mavlink/from
/mavlink/to
/mavros/imu/temperature
/tf/rosout
…
…
Figure 8·5: MAVRos node and a few related ROS topics.
13https://wiki.ros.org/mavros/
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8.5 Fly a Single Quadrotor with a Joystick
In this section, we show how to control a single PixHawk quadrotor with a joystick
by using ROS, assuming the quadrotor, joystick, router and ROS are properly set.
The joystick we used here is a Logitech Extreme 3D Pro gaming joystick. Apparently,
this is for manual flight, however, the interface from computer to PixHawk, or the
quadrotor, will be used for autonomous flight in next two sections.
The related nodes and topics are shown in Figure 8·6, in which nodes /joy and
/joystick run on the laptop, and the other two run on the Odroid computer. The
node /joy reads the joystick and publish raw data on topic /joy, and the node
/joystick converts the raw data into thrust, roll, pitch and yaw angles, and publishes
them on topic /joystick basic, then, the node manual flight outputs messages
that are needed for node /mavros to talk to the PixHawk flight controller.
The PixHawk flight controller needs to be in the OFFBOARD mode in order to
react to the control commands received from the Odroid computer. To do this, we
set channel 5 on the remote to toggle the PixHawk between the STABLIZED and
the OFFBOARD mode. Need to mention that, in OFFBOARD mode, the control
commands need to stream as faster as 2Hz, otherwise, PixHawk/PX4 will exit its
OFFBOARD.
The following sequence is necessary to let a PixHawk quadrotor react to the joy-
stick:
1. Run the ROS nodes in Figure 8·6;
2. Arm the quadrotor from the Specktrum remote;
3. Toggle the PixHawk to OFFBOARD mode.
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/joystick_basic
/joystick /joy
/joy
/mavros
/tf
/manual_flight
/mavros/setpoint_attitude/att_throttle
/mavros/setpoint_attitude/attitude
Laptop
Odroid
/mavlink/from
/mavlink/to
Figure 8·6: Nodes and topics for controlling a single quadrotor from
a joystick.
8.6 Fly a Single Quadrotor in OptiTrack
In this section, we describe the control of a single quadrotor within an OptiTrack mo-
tion capture system. The related nodes and topics are shown in Figure 8·7. As usual,
the controller commands fed to the quadrotors directly are still packed into messages
published on the two topics, i.e., /mavros/setpoint attitude/att throttle and
/mavros/setpoint attitude/attitude.
In this example, we run MATLAB as a part of our control architecture, such that
our code base used in previous sections for KMel quadrotors can be shared for the
PixHawk quadrotors. MATLAB communicate with ROS by using Robotics System
Toolbox (RST), which can initiate ROS nodes, publish data to ROS topics, as well
as subscribe to ROS topics. Joystick is still used here for controlling the MATLAB
program flow, such that MATLAB knows when to start feeding control commands to
the quadrotor. On the other hand, the joystick is able to take over the control of the
quadrotor when it is in emergency, which is quite often when testing new algorithms.
The quadrotor control commands, are packed into messages and are published on the
topic /quadrotor control, which is subscribed by ROS node /pixhawk flight. The
node /pixhawk flight works as a switch picking what control command to be sent
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to node /mavros, either the control commands from the joystick, or the commands
from MATLAB.
/joystick_basic
/joystick
/joy
/joy
/pixhawk_flight
/mavros/setpoint_attitude/att_throttle
/mavros/setpoint_attitude/attitude
Laptop
Odroid
/mavlink/to
/mavlink/from
/joystick_control
/tf
/mavros
MATLAB
OptiTrack data (UDP)
Laptop
/quadrotor_control
/joystick_control
Figure 8·7: Nodes and topics for controlling a single quadrotor in an
OptiTrack motion capture system.
The MATLAB node, or MATLAB program, mainly deals with the quadrotor au-
tonomous flight, and it can be run on a laptop other than the one runs the /joystick
and /joy nodes. Its flowchart is shown in Figure 8·8.
MATLAB program is straight-forward. It initializes a few things at first, for
example, setting up communication with OptiTrack system, advertising ROS topics,
initializing Kalman filter, etc., and then wait for a joystick command before going
to the main loop. In the main loop, MATLAB program gets data from OptiTrack
and calculates the position and orientation of the quadrotor, and grabs a set of flat
output, from a pre-defined trajectory (See Appendix A), or from other high-level
algorithms. Then, by using endogenous transformation, MATLAB program obtains
desired state and reference input. Finally, MATLAB program calculates the actual
control input for quadrotor by applying the SE(3) controller (See Appendix B), and
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Setup
(OptiTrack, ROS, 
Kalman, etc)
Joystick Wait
Go? No
/joystick_control
Yes
Get OptiTrack Data
Get Flat Output
Endogenous 
Transformation
SE(3) Controller
Trajectory data
OptiTrack data
Send Commands
/quadrotor_control
Figure 8·8: MATLAB flowchart for a single quadrotor autonomous
flight.
sends to node /pixhawk flight via a topic /quadrotor control. Need to mention
that, the joystick is able to take over the control of the quadrotor by holding buttons
1 and buttons 2, that the control commands from MATLAB will not goes through.
The update and prediction of Kalman filter, which are not included in the flowchart,
are also executed in the main loop.
8.7 Fly Multiple Quadrotors in OptiTrack
In Section 8.6, the flat output of a single quadrotor can be from pre-defined trajec-
tory, or from other high-level algorithms. The three blocks, i.e., Get Flat Output,
Endogenous Transformation and SE(3) Controller, can be parallelized for mul-
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tiple quadrotors. However, a single joystick will unable to be used for flying the
multiple quadrotors, because a slight difference on the dynamics will leads to differ-
ent reaction to the identical control command. Instead, an emergency landing mode
can be trigged from the joystick for safety consideration. The emergency landing
is programmed in the node /pixhawk flight as a state in the finite-state machine.
Once the emergency landing state is entered, it will not exit again.
The framework of flying multiple quadrotors in an OptiTrack motion capture sys-
tem is shown in Figure 8·9. The node MATLAB outputs multiple channels of quadrotor
control commands to the multiple quadrotors.
/joystick_basic
/joystick
/joy
/joy
Laptop
/mavlink/from
/joystick_control
/pixhawk_flight
/mavros/setpoint_attitude/att_throttle
/mavros/setpoint_attitude/attitude
Odroid 1
/mavlink/to
/tf
/mavros
MATLAB
OptiTrack data (UDP)
Laptop
/quadrotor_control_1
/joystick_control
/mavlink/from
/pixhawk_flight
/mavros/setpoint_attitude/att_throttle
/mavros/setpoint_attitude/attitude
Odroid 2
/mavlink/to
/tf
/mavros
/quadrotor_control_2
/mavlink/from
/mavros/setpoint_attitude/att_throttle
/mavros/setpoint_attitude/attitude
Odroid N
/mavlink/to
/tf
/mavros
/quadrotor_control_N
/pixhawk_flight
Figure 8·9: Framework of flying multiple quadrotors in OptiTrack.
The flat outputs of the multiple quadrotors can from any other high-level path
planning algorithms, for example, the algorithms in Chapter 5 or Chapter 7. For
the algorithms that do not care about acceleration, jerk and snap, one can use the
velocity only to generate the desired state and reference input from the endogenous
transformation as well.
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8.8 Conclusion
In this chapter, we introduced our multi-quadrotor platform built from PixHawk/PX4
and Odroid single-board computer, as well as related software. The related source
code and instructions are available from https://github.com/dzhou-git/. We have
shown three examples of using this multi-quadrotor platform, from flying a single
quadrotor by a joystick, to flying a single quadrotor, and to multiple quadrotors in
an OptiTrack motion capture system. One can easily add his/her own components to
interact with the quadrotors. In summary, our multi-quadrotor platform is an easy
to use, easy to repair and affordable system that can let researchers focus on their
high-level algorithm development.
Chapter 9
Conclusion and Future Work
9.1 Conclusion
In this thesis, we proposed a series of tools to fly a team of micro aerial vehicles
autonomously, agilely and safely.
By using the endogenous transformation from the differential flatness property of
quadrotor dynamics, we were able to control a single quadrotor following a specified
vector field, in which obstacles may exists.
We introduced a new abstraction called the Virtual Rigid Body (VRB), which
gave us a framework for controlling a group of micro aerial vehicles. The quadrotors,
are in a formation if their local positions with respect to the VRB are constant;
or in a transformation if their local positions are time-varying. Differential flatness
tools are used in this framework for generating dynamical feasible trajectories for the
quadrotors.
We also extended our Virtual Rigid Body framework to tele-operation of teams of
micro aerial vehicles, which are controlled from a single human operator. Under the
Virtual Rigid Body framework, our collision avoidance algorithm automatically deals
with obstacle avoidance and also inter-vehicle collision avoidance problems, leveraging
between safety flight and keeping a desired formation.
To conquer the limitation of the vector field methods, i.e., planning on-line tra-
jectories recursively at each time step, we also introduced a fast, on-line collision
avoidance algorithm based on Buffered Voronoi Cells (BVC). As long as each robot
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plans its own trajectory in its Buffered Voronoi Cells, the collision avoidance is then
guaranteed.
Lastly, we introduced an easy to use, easy to repair, affordable and extendable
multi-quadrotor platform, built on PixHawk flight controller, Odroid-XU4 single-
board computer, as well as Robot Operating System (ROS). Three flight examples
are given such that future work can easily be carried out for validation.
9.2 Future Work
We found that using differential flatness property of quadrotor dynamics to plan
trajectories for group of quadrotors, or a single quadrotor has a limitation on incor-
porating the actuator limits. High acceleration can easily lead to control saturation
that the tracking performance will inevitably goes down. To deal with this problem,
we believe numerical methods based on optimization should be a good solution. For
example, we can have a trial of experiments in which peak values of acceleration are
assigned in order to find a good threshold corresponding to a proper tracking perfor-
mance or tracking error. The threshold can then be formulated as a constraint in the
optimization problem.
We would also like to extend our Buffered Voronoi Cell based distributed collision
avoidance algorithm to a more general dynamics, for example, a linear system like
x˙ = Ax + Bu. By defining the input constraint, we can find a reachable set of all
possible state. The intersection of the reachable set and the Buffered Voronoi Cell,
can be used as planning space for searching a good trajectory. On the other hand,
we will apply the Buffered Voronoi Cell algorithm for autonomous driving, in which
the dynamics of vehicle are more complex than what we used in Chapter 7.
Lastly, with our affordable multiple-quadrotor platform based on PixHawk flight
controller and Odroid-XU4 single-board computer, we will integrate cameras, lidars,
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and so on, as a distributed perception platform.
Appendix A
Trajectory planning with Be´zier Curve
Trajectory planning plays an important role in quadrotor navigation. In this section,
we briefly outline the method of trajectory planning based on Bernstein polynomial
basis, while knowing necessary information on the waypoints that the quadrotors
need to fly through. The trajectory is planned in the flat output space, then the full
trajectory of state and input is calculated through the endogenous transformation, as
stated in Theorem 1 in Chapter 3.
A.1 Bernstein Polynomial Basis and Be´zier Curve
In this section, we introduce the Bernstein polynomial basis and Be´zier Curve (Farouki,
2012), which are the tools we will use in our trajectory planning algorithm in Section
A.2.
The Bernstein basis of degree n is defined by
b
(n)
k (t) =
(
n
k
)
(1− t)n−ktk, t ∈ [0, 1], k = 0, · · · , n, (A.1)
in which
(
n
k
)
is a binomial coefficient, and(
n
k
)
=
n!
(n− k)!k! .
An example of a septic1 Bernstein basis is shown in Figure A·1.
1If the polynomial is of degree 2, it is called a quadratic polynomial; if of degree 3, called cubic,
if of degree 4, called quartic, if of degree 5, called quintic, if of degree 6, called sextic, if of degree 7,
called septic, and if of degree 8: called octic, etc.
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Figure A·1: Septic Bernstein basis.
For any continuous function f(t), t ∈ [0, 1], it can be approximated by using the
Bernstein basis, as
pn(t) =
n∑
k=0
f(k/n)b
(n)
k (t). (A.2)
The approximation (A.2) uniformly convergent to f(t), as n → ∞, as shown in
Figure A·2 for instance. The value of pn(t), is a sum of sampled values of f(t) at the
n+ 1 uniformly-spaced ordinates t = k/n weighted by the basis functions b
(n)
k (t).
The widely adoption of the Bernstein basis, as in equation (A.1), is to replace the
values f(k/n) in equation(A.2) with freely-specified coefficients ck for k = 0, 1, · · · , n,
such that a polynomial is expressed as
p(t) =
n∑
k=0
ckb
(n)
k (t), t ∈ [0, 1], (A.3)
and it can be intuitively manipulated by the coefficients ck, k = 0, 1, · · · , n. The
polynomial in equation (A.3) is called a polynomial in Bernstein form, while equation
(A.2) is called a Bernstein polynomial.
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Figure A·2: Bernstein approximation to a continuous curve (left, the
original function is f(t) = −12 sin(t) + 15t3 − 3t2 + t, t ∈ [0, 1]) and a
piecewise continuous curve (right).
Based on the polynomial of Bernstein basis, The Be´zier curve, which was first
applied in car design in the early 1960s by two engineers, Paul de Faget de Casteljau
of Citroe¨n, and Pierre E´tienne Be´zier of Renault, is presented as
p(t) =
n∑
k=0
ckb
(n)
k (t), t ∈ [0, 1], (A.4)
in which the coefficient vectors c0, · · · , cn are called the control points, which can be
used as points to control the shape of the curve. The dimension of the control point
ck can be 2, i.e., the curve p(t) is in 2D; or 3, i.e., the curve p(t) is in 3D. The Be´zier
curve is confined in the convex hull of the control points c0, · · · , cn. A group of Be´zier
curves in 2D is shown in Figure A·3.
A few properties associated with the Bernstein basis are listed as follow,
1. Symmetry. b
(n)
n−k(1− t) ≡ b(n)k (t), i.e., the basis function b(n)k (t) and b(n)n−k(t) are
mirror images of each other about the interval mid-point t = 1
2
.
2. Recursion. The basis of degree n+1 may be generated from the basis of degree
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Figure A·3: A group of Be´zier curves in 2D. Top-left: Straight line
from P0 to P1. Top-right: quadratic Be´zier curve confined by a convex
hull of points P0, P1 and P2. Bottom-left: cubic Be´zier curve confined
by a convex hull of points P0, P1, P2 and P3; Bottom-right: quartic
Be´zier curve confined by a convex hull of points P0, P1, P2, P3 and
P4.
n through the recurrence,
b
(n+1)
k (t) = tb
(n)
k−1(t) + (1− t)b(n)k (t),
for k = 0, · · · , n+ 1, and the recursion is initiated with b(0)0 (t) ≡ 1.
3. Non-negativity. b
(n)
k (t) ≥ 0, ∀t ∈ [0, 1], ∀k = 0, 1, · · · , n.
4. Partition of Unity.
∑n
k=0 b
(n)
k (t) = 1.
5. End-point Values. The polynomial in equation (A.3) satisfies p(0) = c0 and
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p(1) = cn. The same, the Be´zier Curve in equation (A.4) satisfies p(0) = c0,
and p(1) = cn.
6. Derivatives. The derivatives of polynomial in Bernstein form can be calculated
directly from polynomials in Bernstein form with lower degree. One can verify
that
d
dt
b
(n)
k (t) = n[b
(n−1)
k−1 (t)− b(n−1)k (t)],
in which bn−1−1 (t) ≡ 0 and b(n−1)n (t) ≡ 0. Hence, from equation (A.3), we have
d
dt
p(t) =
n−1∑
k=0
n∆ckb
(n−1)
k (t),
where ∆ck = ck+1 − ck. It is the same for the Be´zier Curve in equation (A.4),
that
d
dt
p(t) =
n−1∑
k=0
n∆ckb
(n−1)
k (t),
where ∆ck = ck+1 − ck.
7. Integrals. The integral of the Bernstein basis and the polynomial in Bernstein
form can be calculated directly from polynomials in Bernstein form with higher
order. The integral of the Bernstein basis is
t∫
i
b
(n)
k (τ)dτ =
1
n+ 1
n+1∑
j=k+1
b
(n+1)
j (t),
since b
(n)
n+1(t) = 0. Then, the indefinite integral of (A.3) is expressed as∫
p(t)dt =
n+1∑
k=1
(
1
n+ 1
k−1∑
j=0
cj
)
b
(n+1)
k (t) + const.
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A.2 Trajectory Planning in Flat Output Space
In this section, we outline each step of the trajectory planning algorithm, based
on Bernstein basis and Be´zier curve, in the flat output space. The related source
code in MATLAB m files, as well as some C files for C/MEX, is available from
https://github.com/dzhou-git/.
We first plan a trajectory in the flat output space, then by using the endogenous
transformation as stated in Theorem 1, the full trajectory of state and input can be
calculated. Theorem 1 indicates that the trajectory σ(t) in the flat output space needs
to be sufficiently smooth up to its fourth time derivative, i.e., σ(t) ∈ C4. Specifically,
the flat output trajectory σ(t) can be decoupled into position trajectory p(t) and yaw
angle trajectory ψ(t), i.e., σ(t) = p(t)×ψ(t), and we require the position trajectory to
be sufficiently smooth up to its fourth time derivative, and the yaw angle trajectory to
be sufficiently smooth up to its second time derivative, i.e., p(t) ∈ C4, and ψ(t) ∈ C2,
respectively. A position with a yaw angle in space, associated with with its derivatives
(velocity, acceleration, jerk and snap), requiring the quadrotor to navigate through,
is considered as a waypoint in this section.
Planning a straight line is a simplest way to plan a trajectory between a pair of
waypoints. However, it dissatisfies with the smoothness requirement on the trajectory,
the infinite derivative on the waypoints require the quadrotor to have full stop at the
waypoints, causing instability in quadrotor control.
To satisfy with the smoothness requirement, we start with planning the position
trajectory based on the Be´zier curve, in the form of equation (A.4), assuming the
position, velocity, acceleration, jerk and snap information from a series of waypoints
are known, as in Figure A·4.
The waypoints separate the trajectory to be planned into segments. Let’s consider
two waypoints pi and pi+1, and assuming the quadrotor is required to fly through
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Figure A·4: Waypoints and the trajectory passing through them.
pi at velocity vi, acceleration ai, jerk ji and snap si at time ti, and through pi+1 at
velocity vi+1, acceleration ai+1, jerk ji+1 and snap si+1 at time ti+1, ti+1 > ti.
Since the Be´zier curve in equation (A.4) is defined on t ∈ [0, 1], so the position
trajectory p(t) between the two waypoints pi and pi+1 can be defined as
p(t) = pˆ(tˆ) =
n∑
k=0
ckb
(n)
k (tˆ) =
n∑
k=0
ck(1− tˆ)n−k tˆk, tˆ = t− ti
ti+1 − ti , (A.5)
in which ti ≤ t ≤ ti+1 and ck, k = 0, 1, · · · , n, are the control points to be determined
in our trajectory planning algorithm. Equation (A.5) needs to satisfy the following
constraints on the two waypoints,
p(ti) = pi,
· · ·
....
p (ti) = si,
p(ti+1) = pi+1,
· · ·
....
p (ti+1) = si+1,
(A.6)
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which is equivalent to
n∑
k=0
ck
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣
t=ti
= pi,
d
dt
n∑
k=0
ck
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣
t=ti
= vi,
d2
dt2
n∑
k=0
ck
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣
t=ti
= ai,
d3
dt3
n∑
k=0
ck
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣
t=ti
= ji,
d4
dt4
n∑
k=0
ck
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣
t=ti
= si,
(A.7)
(A.8)
(A.9)
(A.10)
(A.11)
and 
n∑
k=0
ck
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣
t=ti+1
= pi+1,
d
dt
n∑
k=0
ck
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣
t=ti+1
= vi+1,
d2
dt2
n∑
k=0
ck
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣
t=ti+1
= ai+1,
d3
dt3
n∑
k=0
ck
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣
t=ti+1
= ji+1,
d4
dt4
n∑
k=0
ck
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣
t=ti+1
= si+1,
(A.12)
(A.13)
(A.14)
(A.15)
(A.16)
implies that the Be´zier curve should be of degree larger than or equal to 9, in order to
have the constraint (A.6), or constraints (A.7) to (A.16) not to be over-constrained.
With Bernstein polynomial basis of degree 9, the first five control points c0 to c4 can
be uniquely determined from constraints (A.7) to (A.11), and the last five control
points c5 to c9 can be uniquely determined from constraints (A.12) to (A.16).
In our code, we implemented the Be´zier curve of degree 13, such that the first five
control points c0 to c4, and the last five control point c9 to c13, can be determined
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from constraints (A.7) to (A.16), while the middle four control points, c5 to c8 can
be determined by a means of optimization, e.g., minimum snap, as in (Mellinger and
Kumar, 2011), in which the derivatives of waypoints are set free, and the control
points are finally obtained by numerical quadratic programming (QP). In our case,
however, with known the derivatives of the waypoints, the control points c5 to c8 can
be obtained with a closed form solution by solving a similar minimum snap quadratic
programming problem. The cost function is defined as
argmin
ck
ti+1∫
ti
∣∣∣ d4
dt4
13∑
k=0
ck
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣2dt, (A.17)
which is actually a quadratic function with respect to the elements of control points,
i.e., cx,0, cy,0, cz,0, · · · , cx,13, cy,13, cz,13. Most importantly, cx,k, cy,k and cz,k are not
correlated, i.e., there is no term such as cx,0 · cy,1, and so on. With this observation,
the control points are decoupled to three groups with regarding the cost function in
equation (A.17), hence, for cx,0 to cx,13, we have a cost function
argmin
cx,k
ti+1∫
ti
∣∣∣ d4
dt4
13∑
k=0
cx,k
( ti+1 − t
ti+1 − ti
)n−k( t− ti
ti+1 − ti
)k∣∣∣2dt, (A.18)
and because c0 to c4 and c9 to c13 can be uniquely determined from the constraint
(A.7) to (A.16), the above cost function is quadratic in cx,5, cx,6, cx,7 and cx,8. The
cost function (A.18) can easily be written as in the standard form of QP, as follows
argmin
c
1
2
cTHc + hTc + const.,
in which c = [cx,5, cx,6, cx,7, cx,8]
T, H is a 4×4 constant matrix, and h is a 4×1 constant
vector. Notice that the QP with the cost function (A.18) has no more constraint for
cx,5 to cx,8 hence the solution is
c = −H−1h.
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The same procedure can be applied to cy,5 to cy,8 and cz,5 to cz,8, respectively, such
that c5 to c8 are found.
With all the control points be found, the position trajectory from pi to pi+1 can
be fully recovered from equation (A.4). Connections of the trajectory segments is
then a full trajectory that passes through the pre-defined waypoints, smoothly.
The yaw angle trajectory ψ(t) is planned in the same way as the position trajectory
p(t), however, it is only required to be sufficiently smooth up to its second time
derivative, i.e., ψ(t) ∈ C2, hence the minimum degree of its corresponding Be´zier
curve is 5. In our code, we set it with degree 9, hence it is capable to be optimized,
by solving a so called minimum acceleration (mimic to minimum snap) QP problem.
An example of planned trajectory for a single quadrotor in its flat output space
is shown in Figure A·5, in which we assign eight waypoints to ask the quadrotor to
fly through at specified time instances. Notice that the local frames attached to the
trajectory at the waypoints do not reflect the desired orientation of the quadrotor.
The orientation on the trajectory, i.e., the Euler angles trajectory, have to be calcu-
lated from the endogenous transformation. Its result associated with the flat output
trajectory in Figure A·5 is shown in Figure A·6.
A.3 Trajectory Planning in State and Input Space
The endogenous transformation in Section 3.2 has stated the mapping from flat out-
put space to the state and input spaces of the quadrotor in detail with mathematical
explanation. In this section, we show its result from the flat output trajectory in
Figure A·5. A series of the Euler angles along the trajectory, is seen in Figure A·6,
plotted as local frames attached on the flat output trajectory, and they are the de-
sired orientation in order to have the quadrotor to fly through the waypoints. The
individual elements, the desired state and input, for the first 10 seconds, can be seen
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Figure A·5: An example of planned trajectory passing through eight
waypoints. We use NED coordinate system, such that the z-axis is
inverted.
in Figure A·7.
A.4 Discussion
The availability of closed form of solution in our trajectory planning algorithm, is due
to the known waypoints, as well as their associated derivatives. However, it is not flex-
ible when considering obstacles, or consider optimal sequence passing through these
waypoints. For real world applications, for example, planning real time trajectory
with receding horizon control (RHC) in order to avoid dynamic obstacles, numerical
optimization method is more suitable for planning feasible trajectory for quadrotors.
For example, in (Mellinger and Kumar, 2011), the obstacles are formulated in the
constraints, and the middle waypoints’ derivatives are set as free for optimization. In
(Richards and How, 2002), mixed integer linear programming (MILP) is formulated
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Figure A·6: The orientations, i.e., the series of Euler angles, attached
on the trajectory, are calculated from the endogenous transformation.
such that an optimal visiting sequence of the waypoints can be found by numerical
optimization.
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(b) Desired velocity, unit: m/s.
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(f) Feed-forward input, fz, unit: gram.
Figure A·7: Desired trajectory, generated from the endogenous trans-
formation from the flat output trajectory. The red, green and blue lines
are corresponding to x, y, z, or roll (φ), pitch (θ), yaw (ψ), respectively.
The x-axes are time in second.
Appendix B
SE(3) Controller for Quadrotors
Here we briefly outline the SE(3) controller in our quadrotor control, and then show
its performance with a simulation and a real flight.
B.1 SE(3) Controller
Assuming the reference flat output trajectory is σr(t) = [pr(t)T, ψr(t)]T, and by using
the endogenous transformation in Theorem 1, the reference state can be obtained. In
this section, we put a superscript “r” on the state trajectory, in order to distinguish it
from the actual state, which we do not have any superscript. We also put a superscript
“r” to the reference input obtained from the endogenous transformation.
The errors on position and velocity are calculated by
p˜ = p− pr,
v˜ = v − vr = p˙− p˙r,
then the desired force (in the global reference frame Fw) can be calculated by using
a PID controller:
fdesz = −Kp,pp˜−Ki,p
∫
p˜dt−Kd,pv˜ +m(p¨r − [0, 0, g]T),
where Kp,p, Ki,p and Kd,p are the PID parameters, which can be positive scalars or
diagonal matrices.
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The total thrust on the quadrotor are then obtained by projecting fdesz to the z
axis on the quadrotor local frame Fb, i.e., zbdes, and in-cooperating a feed-forward
term f rz (refer to equation (3.10)) obtained from the endogenous transformation,
fdesz =
1
2
((fdesz )
Tzb + f
r
z ), (B.1)
in which 1/2 balances the control effort between the desired force and the feed-forward
total thrust.
The desired z axis of the quadrotor local frame Fb is obtained by normalizing fdesz ,
zdesb = −
fdesz
‖fdesz ‖
,
and xdesb and y
des
b have to be calculated in the help with an intermediate y
′ axis in
the x′ − y′ − z′ frame (refer to Section 3.1), y′ = [sin(ψr), cos(ψr), 0]T, then,
xdesb =
y′ × zdesb
‖y′ × zdesb ‖
,
ydesb = z
des
b × xdesb ,
hence the desired rotation matrix is Rdes = [xdesb ,y
des
b , z
des
b ].
The errors on orientation and angular velocity are calculated as
R˜ =
1
2
(
(Rdes)TR−RTRdes)∨,
ω˜ = ωb − ωrb,
in which ωb is the actual angular velocity and ω
r
b is the reference angular velocity
from equation (3.17).
Finally, the desired torque is calculated by the following equation, in-cooperating
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a feed-forward torque,
τ des = −Kp,oR˜−Ki,o
∫
R˜dt−Kd,oω˜ + λτ r, (B.2)
in which Kp,o, Ki,o and Kd,o are the PID parameters for the orientation control, and
λ ≤ 1 is a scalar weight factor on the reference torque input τ r.
In summary, the desired input µdes = [fdesz , (τ
des)T]T are obtained from equations
(B.1) and (B.2).
From the desired input µdes, one can find the rotor speed by inversing equation
(3.6), which is actually beyond the scope of SE(3) controller.
B.2 Quadrotor Flight in Simulation
The performance of the SE(3) controller is shown in this section in a simulation with
full quadrotor dynamics. The parameters, such as the weight, and inertia matrix, are
obtained in 3D modeling software by carefully modeling each part of the quadrotor,
hence they are quite close the real values. However, the simulation doesn’t count in
the aerodynamics and the motor dynamics, which are beyond the scope of this thesis.
The KMel K500 quadrotor is the model in our simulation, it weights approximately
850 gram. Figure B·1 shows the data in the first 10 seconds. The maximum speed is
3.5 m/s, while the maximum tracking error is about 3.5 cm, while the Euler angles
tracking error is less than 1.5◦.
B.3 Quadrotor Flight in OptiTrack
The performance of the SE(3) controller is shown in this section with a real quadrotor
in an OptiTrack motion capture system. The quadrotor is the KMel K500, weights
around 850 gram. Figure B·2 shows the data in the first 10 seconds. The maximum
flight speed is around 3.5 m/s, while the maximum tracking error is less than 6 cm,
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Figure B·1: Tracking errors using SE(3) controller in Simulation.
worse than that in the simulation, but still acceptable in real scenario, counting on
the modeling error and aerodynamic effects on the quadrotor.
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Figure B·2: Tracking errors using SE(3) controller in hardware ex-
periment.
Appendix C
Notations
The main notations used in this thesis are listed in Table C.1.
Table C.1: Main notations.
Fw Global reference frame
Fb Body-fixed frame of a quadrotor
Fi Body-fixed frame of robot (quadrotor) i in a group of N
robots (quadrotors)
R Rotation matrix of quadrotor with respect to Fw
φ Roll angle
θ Pitch angle
ψ Yaw angle
J Inertia matrix of a quadrotor
v Velocity in global reference frame Fw
vx, vy, vz Elements of v
g Gravity vector in global reference frame Fw
m quadrotor mass
ωb Angular velocity in quadrotor body-fixed frame Fb
ωx, ωy, ωz Elements of ωb
Ω Tensor form of angular velocity
f Total thrust vector
τ Torque vector in quadrotor body-fixed frame Fb
τx, τy, τz Elements of τ
p Position in global reference frame Fw
x, y, z Elements of p
σ Flat output (Differential flatness)
σ1:3 The first three element of σ
σ1, σ2, σ3, σ4 Elements of σ
ξ State (Differential flatness)
µ Input (Differential flatness)
b
(n)
k (t) Bernstein polynomial basis of degree n, t ∈ [0, 1]
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ck The k
th coefficient of polynomial expressed with Bernstein
polynomial basis
ck The k
th vector coefficient of Be´zier Curve
Aa Coefficient in designing the attractive vector field
Ar Coefficient in designing the repelling vector field
ri Local position of robot i in the VRB local frame Fv
pv(t) Position trajectory of the origin of the VRB local frame Fv
Rv(t) Orientation trajectory of the origin of the VRB local frame
Fv
δv(t) Trajectory of a VRB in the global reference frame Fw
δi(t) Trajectory of robot i in the global reference frame Fw
Ck The set of functions whose kth derivative is continuous
Π Formation of a VRB of a group of N robots
Ψ Transformation of a VRB of a group of N robots
si Safety radius for robot i in the global reference frame Fw
p¯ Horizontal position of a robot
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