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Abstract: Reliable condition monitoring (CM) highly relies on the correct extraction of fault-
related features from CM signals. This equally applies to the CM of wind turbines (WTs). But 
influenced by slowly rotating speeds and constantly varying loading, extracting fault 
characteristics from lengthy, nonlinear, non-stationary WT CM signals is extremely difficult, 
which makes WT CM one of the most challenge tasks in wind power asset management 
despites that lots of efforts have been spent. Attributed to the superiorities to Empirical Mode 
Decomposition (EMD) and its extension form Hilbert-Huang Transform (HHT) in dealing with 
nonlinear, non-stationary CM signals, the recently developed Variational Mode Decomposition 
(VMD) casts a glimmer of light for the solution for this issue. However, the original proposed 
VMD adopts default values for both number of modes and filter frequency bandwidth. It is not 
adaptive to the signal being inspected. As a consequence, it would lead to inaccurate feature 
extraction thus unreliable WT CM result sometimes. For this reason, a precise feature 
extraction method based on optimised VMD is investigated in this paper. The experiments have 
shown that thanks to the use of the proposed optimisation strategies, the fault-related features 
buried in WT CM signals have been extracted out successfully. 
Keywords: wind turbine, condition monitoring, variational mode decomposition, fault 
diagnosis 
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1. Introduction 
      As faults occurring in a Wind turbine (WT) may degenerate power generation performance, 
increase downtime, rise maintenance costs, and even lead to catastrophic failure in worst cases 
[1], WT condition monitoring (CM) that aims to detect these faults at an early stage has been 
regarded as one of the most effective measures to lower the Cost of Energy (COE) of wind 
power [2-6]. This is why WT CM is attracting increasing interest today from both academic 
and the industrial communities [7-9].  
      WT CM can be implemented in many ways [5]. But to date, the most proven approach is 
still based on signal processing because in contract to those mathematical models that are used 
to describing the dynamic behaviour of a WT, the CM signals collected directly from an 
operating WT can give more trustful, reliable and accurate description of the actual health 
condition of the WT being inspected. However, WTs are subjected to constantly varying 
loading conditions; moreover in order to maximize power generation at wide range of wind 
speeds, WTs are controlled by using a variable speed strategy. For these reasons, the CM 
signals collected from WTs are always nonlinear and non-stationary in both time and frequency 
domains. In contract to those CM signals collected from fixed-speed steam turbines operating 
in nuclear or coal fire power plants, the interpretation of the CM signals from WTs is more 
difficult. Therefore, the detection of incipient WT drive train fault is nearly impossible if 
without the aid of an appropriate signal processing tool [10-14].  
      In order to interpret non-stationary CM signals, many signal processing methods have been 
developed, such as short-time Fourier transform (STFT), Wigner-Ville distribution (WVD), 
wavelet transform, S-transform [15] and so on [16-18]. However, as the STFT is originated 
from Fourier transform, it is limited to Heisenberg's uncertainty principle as well; the WVD 
shows disadvantage due to the cross-term interference; the multi-resolution strategy of wavelet 
transform does benefit feature extraction from non-stationary signals. But in essence, it is a 
linear method based on fixed mother wavelet function, which is not adaptive to the signal being 
inspected thus still cannot fully guarantee the precise extraction of the local characteristics of 
the signal; S-transform takes the advantages of both the STFT and wavelet transform. It is more 
efficient in calculation than wavelet transform and more powerful in feature extraction than the 
STFT [15]. However, it also inherits the disadvantages of both pioneer methods, i.e. it is not 
locally adaptive as well. Hence, the locally adaptive feature of the empirical mode 
decomposition (EMD) and its extended form local mean decomposition (LMD) becomes an 
attractive solution for processing nonlinear and non-stationary CM signals [19]. Moreover, 
3 
 
they both have been applied to WT CM. However, as the EMD and LMD decompose the signal 
via recursive calculations [20], which show the following disadvantages: 
 the recursive calculations decreases the efficiency of calculation. As a consequence, 
the EMD and LMD could face difficulty in dealing with lengthy CM signals, e.g. the 
WT CM signals; 
 the estimation of the upper and lower envelops is one of the key steps in EMD and LMD 
calculations. Therefore, the error developed in envelop estimation will spread in the 
recursive decomposition results; 
 as mentioned in [21], the intrinsic mode functions (IMFs) resulted by the EMD are not 
band-limited functions. Thus, the EMD is always accompanied by mode mixing issues 
[22], which significantly affects the accuracy of signal processing. To date, a fully 
successful solution for such an issue has not been achieved despite the lots of efforts, 
such as the development of the ensemble EMD (EEMD) and the ensemble LMD 
(ELMD) [23-26]. Practice has shown that the mixing modes existing in the IMFs 
prevent the correct presentation of the signal’s time-frequency features by the approach 
of Hilbert transform.  
      To overcome these issues, an alternative non-recursive signal decomposition method, 
namely variational mode decomposition (VMD), was proposed recently [27]. In contrast to the 
EMD, the VMD is implemented in frequency domain. In other words, the VMD decomposes 
a signal into a few principal modes, then these modes will be constantly updated with the aid 
of Wiener filtering technique. The central frequency of each mode will be gradually 
demodulated to the corresponding baseband. Since the VMD is based on non-recursive 
calculations, it is more efficient in computing algorithm than the EMD and LMD. Moreover, 
the application of Wiener filtering technique enables the VMD to be very much robust against 
the negative influences of background noise on the accuracy of signal processing [27]. In 
addition, attributed to the application of Wiener filters, the VMD resultant modes are narrow-
banded functions, which not only skilfully mitigates the mode mixing issues existing in the 
EMD, but also benefits the accurate extraction of the time-frequency features by the approach 
of Hilbert transform.  
         Since the VMD method was proposed, many researchers have explored its potential 
application in CM signals feature extraction. For example, a novel method of rubbing fault 
diagnosis based on the VMD was proposed in [28] and the equivalent filtering characteristics 
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of the VMD were also investigated in this paper. A novel fault diagnosis method based on the 
VMD and multi-kernel support vector machine is proposed in [29]. In [30], the performance 
comparison of the VMD and empirical wavelet transform (EWT) for the classification of power 
quality by using support vector machine was discussed. The results show that the VMD 
outperforms over EWT in feature extraction. To alleviate the negative influence of wind power 
generation, the VMD based novel model is proposed to improve the predication performance 
for the short-term wind power forecasting [31].  
            In [32], the superiorities of the VMD over the EMD was verified and the potential 
application of the VMD to the WT CM was also investigated. Moreover, the authors have also 
pointed out the proposed VMD shows the following two defects, which limits its feature 
extraction capability to a large extent:     
 the number of modes 𝑲. Different from the EMD, the number of modes 𝐾 resulted by 
the VMD is controllable. It should be defined in advance before starting VMD 
calculation. In theory, the value of 𝐾  is dependent on the number of frequency 
components 𝑛 included in the signal. Once the value of 𝐾 is defined inappropriately, 
not only unnecessary calculation would be increases, but also the accuracy of signal 
decomposition could be influenced. Therefore, it is very necessary to optimize the value 
of 𝐾  to ensure the accuracy of VMD and its efficient calculation. However, the 
conventional VMD fails to perform such an optimization. For example, a default value 
𝐾 = 3 is applied to processing all signals in [27]; 
 bandwidth control parameter a. Wiener filtering is the key technique adopted by the 
VMD. In conventional VMD, much effort has been spent on locate the central 
frequencies of the modes and the filters. An equivalent bandwidth is used to construct 
all filters with different central frequencies, which is not right particularly when 
processing a narrow-band mode function with large sideband noise. So, the frequency 
bandwidth of the filter should be adaptive to the mode function being inspected. 
Therefore, the bandwidth control parameter a in the VMD calculation should be 
optimized as well to fully reduce the influence of background noise on the premise of 
correct feature extraction. However, the conventional VMD does not take any 
consideration of this influence and uses a default value of 𝑎 in all calculations. 
      It has no doubt that the utilization of inappropriate 𝑢𝑘 and 𝑎 will lead to the degeneration 
of the performance of the VMD and thus discount its added value in the application of WT CM. 
As an extension of the work reported in [32], the optimization of the VMD is studied in this 
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paper in order to overcome the aforementioned issues of the VMD.  Moreover, the benefit of 
performing such an optimization is experimentally demonstrated by applying the optimized 
VMD to interpreting the CM signals collected from a WT bearing. More details about this work 
is depicted in the following sections. 
2. Fundamental theory of the VMD  
      The VMD aims to decompose the signal into different discrete modes. These modes have 
specific sparsity properties, i.e. it is assumed that each mode is compactly distributed around 
its central frequency. The procedures to perform the VMD process are described as follows 
[27]: 
a) For a given signal, define the number of modes K and mode bandwidth control 
parameter a, and initialize the modes 𝑢𝑘(𝑡) (𝑘 = 1,2,3, … 𝐾); 
b) For each mode uk(t), compute the associated analytic signal by means of Hilbert 
transform, i.e. 
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d) The bandwidth is estimated through the squared L2-norm. The resulting constrained 
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central frequencies. 
      A quadratic penalty term 𝛼 and a Lagrangian multiplier factor 𝜆(𝑡) are introduced in order 
to render the unconstrained problem. The augmented Lagrange expression is as follows 
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      An alternate direction multipliers method is applied to find the saddle point of the 
augmented Lagrange expression. 
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where, 𝑤𝑘 and ∑ 𝑢𝑖(𝑡)𝑖  correspond to 𝑤𝑘
𝑛+1 and ∑ 𝑢𝑖(𝑡)
𝑛+1
𝑖≠𝑘 , respectively. Convert (5) into 
spectral domain and apply the Parseval/Plancherel Fourier isometry. 
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With manipulation 𝜔 with 𝜔 − 𝜔𝑘,  
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By exploiting the Hermitian symmetry, (7) can be further inferred 
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The solution of this quadratic optimization problem is as follows 
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Then, the central frequency, 𝜔𝑘 , can be converted to the frequency domain 
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The quadratic equation (10) is easily solved as 
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      From the theory depicted above, it can be inferred that the original proposed VMD shows 
the following limitations in signal feature extraction. Firstly, the number of decomposition 
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number 𝐾 needs to be defined in advance without any pre-knowledge about the signal being 
inspected. Thus, it is difficult to guarantee that the appropriateness of setting of the value of 𝐾. 
This would affect the accuracy of feature extraction; Secondly, mode frequency bandwidth 
control parameter a should be carefully selected in order to suppress noise interference as much 
as possible. In principle, it is adaptive to the mode function being processed. However, a fixed 
default value of a is adopted by the conventional VMD. Apparently, both these two limitations 
need to improve to reduce the error of the VMD in feature extraction, which motivates the 
following research. 
3. Parameter Optimisation of the VMD 
3.1. Optimum number of modes 
      It is well known that WT CM signals are often contaminated by background noise and 
electromagnetic interferences, which smear the fault-related features contained in the signals 
and as a consequence, lower the reliability of CM conclusion. Thus, take measures to mitigate 
these undesired influences is essential. The optimization of the number of modes depicted in 
this section is just an effort for reaching such a purpose. Considering the background noise and 
electromagnetic interferences in frequency spectrum are often smaller in magnitude in contrast 
to valid frequency components, the following spectrum-envelope based method is developed 
to identify the valid frequency components contained in the signal, and according to which to 
furthermore determine the optimum number of modes of the VMD. The methods can be 
implemented by following the steps described below. 
 Step 1: Implement the Fourier transform of the CM signal x  
(s) FFT(x)F                                                       (12) 
                                                     𝐴𝑎𝑥 = |𝐹(𝑠𝑖)|    (𝑖 = 1,2, ⋯ , 𝑙)                                      (13) 
where, 𝑙 is an integer equal to half number of data 𝑥. 
Step 2:  Detect the local maximum and local minimum magnitudes of  𝐴𝑎𝑥. 
Step 3: Generate the envelope curve of the filtered spectrum by using the cubic spline 
interpolation method. The relevant calculation can be easily implemented by using 
an available Matlab function namely ‘spline.m’. 
Step 4: Calculate the following threshold, based on which to filter out noise and interference 
components 
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( )l h lThreshold A r A A                                             (14) 
where, Ah and Al are respectively the maximum and minimum magnitudes that can 
be observed from the spectrum, r is a ratio used for controlling the level of the 
threshold, i.e. the larger the value of  𝑟, the higher the level of the threshold tends 
to be. In this paper, 𝑟 was taken to be 0.2 based on the assumption is that the signal-
to-noise ratio of WT CM signals is usually higher than 85 dB.  
Step 5: Filter out those frequency components that have smaller magnitude than the 
threshold value through setting them to be zero. 
Step 6: Identify the optimum number of modes from the resultant envelope curve. 
     To ease understanding, a bearing CM signal is taken as an example to demonstrate the 
aforementioned algorithm. The time waveform of the signal is shown in Fig.1.  
 
Fig.1. An example of bearing condition monitoring signal 
      Calculate the frequency spectrum and the associated envelope curve of the signal, see 
Fig.2a. Apply (14) to calculating the value of the threshold from the associated envelope curve 
and obtain Threshold = 6. Then, apply this threshold to Fig.2a, the trimmed envelope curve is 
shown in Fig.2b.  
 
(a) envelope curve                                        (b) filtered envelope curve 
Fig.2. Mode number detection illustration for bearing under normal condition 
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      From Fig.2b, it is clearly seen that there are only 4 valid frequency components remains in 
the spectrum, thus the right number of modes for the VMD calculation should be set as 4.   
  The mode number detection result obtained above can be readily validated with the aid of 
correlation analysis between of the raw signal and the purified signals constructed by using the 
VMD modes. It can be imagined that the more number of modes are used to reconstruct the 
signal, the reconstructed signal will be more correlated to the raw signal. Thus, with the 
increase of the number of modes for purified signal construction, the resultant correlation 
coefficient of the purified signal and the raw signal will increase gradually until reaching a 
saturated value. Then, the number of modes that corresponds to the saturated value of the 
correlation coefficient will indicate the optimum value of the mode number 𝐾. A smaller mode 
number will lead to the phenomenon of mode mixing in VMD result, while a larger mode 
number will not only lead to unnecessary calculations thus decrease computational efficiency 
of the VMD, but also result in the presence of a number of modes with redundant information. 
To demonstrate such a point of view and verify the correctness of the aforementioned method 
for mode number optimization, the CM signal shown in Fig.1 is dealt with by using the VMD 
with the setting of a significant number of modes 50. Then, calculate the signal correlation 
coefficient ratio of the modes by using an equation   
𝐶(𝑛) = 𝑐𝑜𝑟𝑟(∑ 𝑚𝑛𝑘=1 𝑘 , 𝑥)                                               (15)                        
where, 𝑛 increases from 1 to 50, 𝑐𝑜𝑟𝑟(𝑚𝑘, 𝑥) is the correlation coefficient between the 𝑘th 
VMD mode and the input signal 𝑥. 
      The variation tendency of the resultant correlation coefficient ratio 𝐶(𝑛)  against the 
number of modes is shown in Fig.3. 
  
Fig. 3. Variation tendency of the correlation coefficient ratio 
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    From Fig.3, it is found that the resultant correlation coefficient increases gradually with the 
increase of the number of modes, and finally reaches a saturated value when the number of 
mode is 4. This is in agreement with the aforementioned detection result very well and indicates 
once again that the first 4 VMD modes should have contained almost all valid information in 
the raw CM signal. Through this example, it can be said that method proposed in this section 
is valid for detecting the optimum number of VMD modes. 
3.2. Optimum frequency bandwidths of Wiener filters  
    According to [27] and also the algorithm depicted in Section 2, the frequency bandwidth 
control parameter 𝑎 will significantly influence the VMD results. As Fig.4 shows, the smaller 
the parameter 𝑎 is, the wider the frequency bandwidth of the filter tends to be, and vice versa. 
When the bandwidth of the filter is wide, more information, such as background noise and 
interference frequency items, will be included in the filtering result. This will decrease the 
signal-to-noise ratio of the filtering result and increase the difficulty of signal interpretation. 
However, the frequency bandwidth control parameter 𝑎  cannot be too big as a narrow 
frequency bandwidth of the filter will raise the risk of that important parts of the signal are 
either discarded as noise when the number of modes is too few or shared by adjacent modes 
that have same centre frequency when the number of modes is too many. In summary, 
decreasing the bandwidth by increasing 𝑎  comes at the risk of not properly capturing the 
correct mode, while 𝑎 too low includes more noise in the estimated mode. Thus, the parameter 
𝑎, i.e. the frequency bandwidth of Wiener filter, should be optimized in the calculation of VMD 
to ensure the correctness of the VMD results.   
 
Fig. 4. Influence of parameter 𝑎 on the frequency bandwidth of Wiener filter 
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To achieve such a purpose, an algorithm is developed to detect the optimum value of 
parameter 𝑎. The algorithm is depicted as follows. 
Step 1: For an input signal 𝑥 , detect the optimum number of modes by using the 
algorithm described in Section 3.1, and then set 𝑛 to be the optimum number of modes; 
Step 2: Define an initial value of parameter 𝑎 = 200 and decompose the signal 𝑥 by 
using the VMD, i.e.  
                                         
1
n
k
k
x m

                                                                       (16) 
where 𝑚𝑘 denotes the 𝑘-th VMD mode. 
Step 3: Calculate the total contribution of all centre frequency components energy of 
centre frequency (EOC)  in VMD results, i.e. 
                                              𝐸𝑂𝐶 = ∑ 𝐴𝑘
𝑛
𝑘=1                                                            (17) 
As defined in (15), 𝐴𝑘  is the maximum magnitude observed from the frequency 
spectrum of the 𝑘th VMD mode;  
Step 4: Calculate the total energy of all modes (EOM) from their frequency spectra 
                                             𝐸𝑂𝑀 = ∑ ∑ 𝑀𝑘,𝑗
𝑁
𝑗=1
𝑛
𝑘=1                                                (18) 
where, 𝑀𝑘,𝑗 represents the magnitude of the 𝑗-th frequency component in the spectrum 
of the 𝑘-th VMD mode. 𝑁 is equal to the half number of data contained in the mode; 
Step 5: Calculate and record the value of signal energy distribution ratio (SEDR) 
                                            
EOC
SEDR
EOM
                                                                   (19) 
Step 6: Increase the value of a and repeat Steps 2 to 5 until a reaches 10000; 
Step 7: Plot the variation tendency of the SEDR against the value of 𝑎.  
    For the bearing CM signal shown in Fig.1, the resultant tendency of SEDR versus 𝑎 is shown 
Fig.5. 
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Fig.5. SEDR versus 𝑎  
From Fig.5, it is interestingly found that at the beginning, the SEDR increases gradually with 
the increasing value of 𝑎 until it reaches the maximum value when a = 6873, since which the 
SEDR turns to decrease with the increase of  𝑎. This implies that filter with parameter a = 6873 
has the best signal-to-noise ratio.  
Based on the above description, the VMD with the optimized parameters of 𝐾 and 𝑎 can be 
implemented by using the following algorithm: 
1) Determine the optimum number of modes 𝐾 by using the method depicted in Section 
3.1;  
2) Determine the optimum mode bandwidth control parameter 𝑎 by using the method 
proposed in Section 3.2; 
3) Initialize {?̂?𝑘
1}, {𝜔𝑘
1}, {?̂?1}, and 𝑛 = 0; 
4) Update 𝑛 with 𝑛 + 1, and iterate the following loop calculations until 𝑘 = 𝐾, i.e. 
𝐹𝑜𝑟 𝑘 = 1: 𝐾 
𝑈𝑝𝑑𝑎𝑡𝑒 ?̂?𝑘 𝑓𝑜𝑟 𝑎𝑙𝑙 𝜔 ≥ 0 𝑤𝑖𝑡ℎ 
?̂?𝑘
𝑛+1(𝜔) =
𝑓(𝜔) − ∑ ?̂?𝑖
𝑛+1(𝜔) − ∑ ?̂?𝑖
𝑛(𝜔) +
?̂?𝑛(𝜔)
2𝑖>𝑘𝑖<𝑘
1 + 2𝑎(𝜔 − 𝜔𝑘
𝑛)2
 
𝑈𝑝𝑑𝑎𝑡𝑒 𝜔𝑘 𝑤𝑖𝑡ℎ 
𝜔𝑘
𝑛+1 =
∫ 𝜔|?̂?𝑘
𝑛+1(𝜔)|2
∞
0
𝑑𝜔
∫ |?̂?𝑘
𝑛+1(𝜔)|
2∞
0
𝑑𝜔
 
𝐸𝑛𝑑 𝑓𝑜𝑟 
Then, dural ascent for all ω ≥ 0 
?̂?𝑛+1(𝜔) = ?̂?𝑛(𝜔) + 𝜏(𝑓(𝜔) − ∑ ?̂?𝑘
𝑛+1(𝜔)𝑘 )  
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Until the following convergence condition is satisfied 
∑
‖𝑢𝑘
𝑛+1−𝑢𝑘
𝑛‖
2
2
‖?̂?𝑘
𝑛‖
2
2 < 𝜀
𝐾
𝑘=1   
4. Feature extraction by using the VMD with the optimum parameter values 
        In this section, the contribution of the aforementioned algorithms to improving the quality 
of VMD results is experimentally demonstrated with the aid of the CM signals collected from 
a test rig that was designed dedicatedly for testing the reliability of WT bearings. On the test 
rig, the rotating speed of the bearing is controlled by a DC motor, which can rotate at variable 
speeds to simulate the operating conditions of the bearing at different wind speeds.  
4.1. VMD based CM application for normal bearing 
       First of all, the bearing vibration signal was collected by using a sampling frequency of 12 
kHz when the bearing was health and without any defect. The time waveform of the signal is 
shown in Fig.6a. To facilitate comparison, both the original proposed VMD and the VMD with 
optimized parameters were applied to dealing with the signal. The corresponding results are 
shown in Figs.6b and 6c.   
 
(a) Time waveform of the signal 
 
      
           (b) VMD result when 𝑛 = 3, 𝑎 = 500          (c) VMD result when 𝑛 = 4, 𝑎 = 6873  
Fig.6 Feature extraction results when the bearing is normal 
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    From Fig.6a, it is seen that the vibration signal collected even when the bearing is under 
normal condition is still very noisy, i.e. almost all bearing rotational features are hidden by the 
noise. Moreover, the noise often has very wide frequency bandwidth. As a consequence, it 
could mask the signal features in a wide range of frequencies. The comparison of Figs.6b and 
6c shows that after using the optimum values of the parameters 𝐾 and 𝑎, the noise contained 
in the vibration signal has been cancelled sufficiently. In other words, the energy of the signal 
spreads over a wide range of frequencies from 0 to 6 kHz in the results decomposed by using 
the conventional VMD. Moreover, the rotational feature of the bearing is seriously smeared by 
the noise. By contrast, after using the improved VMD with the optimum values of the 
parameters 𝐾 and 𝑎, most noise is successfully cancelled and thanks to which the rotational 
feature of the bearing is clearly presented in the time-frequency map of the signal. In Fig6c, 
the time interval 0.035s indicates the bearing rotating speed of 1750 rev/min.    
    To demonstrate the significant benefit of using the optimized VMD in extracting fault-
related features from WT CM signals, the proposed parameter optimization algorithm was 
applied to processing the vibration signals collected respectively when defects occurred on the 
inner race and outer race of the bearing. The raw signals collected in both scenarios are showing 
in Fig.7. 
 
(a) Inner race fault 
 
(b) Outer race fault 
Fig.7 Vibration signals collected when the bearing was faulty 
     As can be imagined, impact features are present in the vibration signals once a defect is 
developed on the surface of either inner race or outer race of the bearing. The time interval 
between the impact features discloses the characteristic frequency of the fault and thus becomes 
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an important clue in implementing fault diagnosis. For example, at the same bearing rotational 
speed, the outer race defect will result in a larger time interval than the inner race defect does. 
However, the practice, as seen in Fig.7, has shown that the bearing vibration signals are often 
contaminated by strong background noise due to various reasons (e.g. poor lubrication). Thus, 
how to accurately identify the time interval between impact features from noisy bearing 
vibration signals is a challenge. To address this issue, the optimized VMD was adopted for 
processing the signals in Fig.7 and the corresponding results are shown in Figs.8 and 9. Where 
the results obtained by using the conventional VMD are also shown for comparison.  
 
 
       (a) VMD result when 𝑛 = 3, 𝑎 = 2000           (b) VMD result when 𝑛 = 6, 𝑎 = 7929  
Fig.8 VMD for the signal shown in Fig.7a 
    
      (a) VMD result when 𝑛 = 3, 𝑎 = 2000            (b) VMD result when 𝑛 = 7, 𝑎 = 4036  
Fig.9 VMD for the signal shown in Fig.7b 
        From Figs.8a and 9a, it is found that when the default values of the mode number and 
bandwidth control parameter were adopted, the fault-rated impact features can be perceived 
from the time-frequency maps of the signals. However, considerable background noise is also 
present in the figures, which smears the fault features and consequently leads to the risk of 
either false alarm or the failure of fault detection. By contrast, Figs.8b and 9b disclose that after 
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optimizing the VMD parameters, the noise contained in the signals has been successfully 
filtered out by the VMD and thanks to this, the impact features contained in the signals are 
clearly presented in the time-frequency maps. Moreover, it can be readily measured that the 
impact features in Fig.8b show a time interval of about 0.006s, which corresponds to the 
characteristic frequency 157Hz of an inner race fault in the bearing; while the impact features 
in Fig.9b shows a time interval of about 0.009s, which corresponds to the characteristic 
frequency 104Hz of an outer race fault in the bearing. 
5. Conclusions 
         The VMD has been proved superior to the EMD in both signal decomposition and feature 
extraction. However, the accuracy of the VMD results can be significantly affected by the 
number of mode 𝐾 and mode frequency bandwidth control parameter 𝑎 that are adopted in 
VMD calculations. In order to achieve an accurate VMD and thus explore a valid signal 
processing tool for WT CM, a parameter optimization algorithm was developed in this paper. 
The effectiveness of the proposed algorithm in processing WT CM signals has been 
experimentally verified. The experiments have shown that:   
 An inappropriate value of the number of modes K not only decreases the algorithm 
efficiency of the VMD due to unnecessary calculation, but also lowers the accuracy of 
signal decomposition results; An inappropriate value of the mode bandwidth control 
parameter 𝑎 will significantly discount the noise cancellation capability of the VMD 
and consequently reserve considerable noise in the VMD results, which will 
significantly increase the difficulty in signal interpretation;.  
 With the aid of the proposed optimization algorithm, the accuracy of the VMD has been 
significantly improved, i.e. the impact features contained in the bearing vibration 
signals have been explicitly extracted out despite the considerable noise in the signals 
and the lack of any pre-knowledge about the CM signals.  
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