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よび視聴されるようになってきている。なかでも YouTube や Netflix といった動画配信サ
ービスの拡大により、多くの動画がインターネットからストリーミングやダウンロードに
よって視聴されている[1]。そして、図 1.1 に示すように動画のトラフィック量は今後ます





図 1.1  動画のトラフィック量の推移とその予測[2] 
 
H.265/HEVC（High Efficiency Video Coding）は、JCT-VC（Joint Collaborative Team 













できるが、計算量が大きい。そのため、より計算量の小さい Sum of Absolute Transform 
Difference（SATD）コストやMost Probable Mode（MPM）により RD コストの小さい
モードを推定し、RD コスト計算対象のモード（RDモード）の数を絞り込む。本研究で




































Telecommunication Union - Radiocommunication Sector） BT.601や BT.709で定めら
れた、輝度信号と 2つの色差信号を用いて色を表現する表色系である。輝度信号（Y）と
色差信号（Cb、Cr）は、RGBから変換式を用いて求められる。式(2.1)に BT.601で定め
られた SDTV（Standard Definition TeleVision）での変換式を、式(2.2)に BT.709で定め
られたHDTV（High Definition TeleVision）での変換式を示す。また、図 2.1にデジタル
































































































































(a) 符号化対象フレーム (b) 予測されたフレーム (b)-(a) 予測誤差 


























































ただし、𝑓(𝑗, 𝑘)は画像信号、𝐹(𝑢, 𝑣)は DCTの係数を表し、 
𝐶(𝑢), 𝐶(𝑣) = {
1
√2
 (𝑢, 𝑣 = 0)
1 (𝑢, 𝑣 = 1,2, … , 𝑁 − 1)
 (2.7) 


































図 2.7 CABACの処理の概要[12] 
 
 






動画像符号化に関する国際標準は、ITU-T（ITU - Telecommunication Standardization 
Sector）と ISO/IEC JTC1（International Organization for Standardization / 
International Electrotechnical Commission Joint Technical Committee）の 2つの国際
標準化機関によって進められてきた。ITU-Tは VCEG（Video Coding Experts Group）





図 2.9  ITU-TとMPEGによる動画像符号化標準制定 
 





















































された。詳細については 3章で述べる。このような要素技術の改善により AVCの 2倍の
圧縮効率が実現された。[13] 
H.265/HEVCの次の規格として、現在 H.266/VVC（Versatile Video Coding）の標準化

































































2で、𝐶3 = 𝐶2/2とされ𝐾1 = 0.01、
𝐾2 = 0.03が良いとされる。𝜇𝑥、𝜎𝑥、𝜎𝑥𝑦はそれぞれ 11×11の正規化されたガウス関数で
重みづけられた𝑥(𝑖)の平均、𝑥(𝑖)の標準偏差、𝑥(𝑖)と𝑦(𝑖)の共分散である。以上をまとめる
と式(2.14)のようになる。 
𝑆𝑆𝐼𝑀(𝑥 , 𝑦) =
(2𝜇𝑥𝜇𝑛 + 𝐶1)(2𝜎𝑥𝑦 + 𝐶2)












図 2.10にNeural Networkの例を示す。図中の○がノードを表している。 
 
 
図 2.10 Neural Networkの例 
 
2000年代、画像認識分野では SIFTなどの特徴量と SVM（Support Vector Machine）
などの識別器を組み合わせた方法が主流だった。しかし、2012年の ILSVRC（ImageNet 
Large Scale Visual Recognition Competition）という画像認識のコンペティションで

































2.5.2 代表的な CNN の構造 
 
 LeNetは 1990年代に提案されていたネットワークだがハードウェアの制約から 2010
年まで実装が困難だった。しかし、back propagation（誤差逆伝播）を用いた学習の結
果、手書き文字認識で高い性能を発揮した。LeNetは 2つの Convolution層の後に 2つの
全結合（FC：Fully Connected）層があり、各 Convolution層の後にサブサンプリングが
行われるような構造になっている。図 2.12に LeNetの構造を示す。[23] 
 
 
図 2.12 LeNetの構造 
 
 AlexNetは、LeNetよりも多層（deep）で Channel数も多い（wideな）ネットワーク
である。AlexNetは 5つの Convolution層の後に 3つの FC層がある構造になっている。


















































































 HEVCではピクチャをブロックに分割して符号化処理を行う。まず CTU（Coding Tree 
Unit）という符号化の基本単位となる 64×64のブロックに分割する。そして CTUは CU
（Coding Unit）という可変サイズのブロックに再帰的に分割する。CUのサイズとして 8
×8、16×16、32×32、64×64が取り得る。そして CUは PU（Prediction Unit）という
予測単位のブロックに分割される。画面内予測の場合、8×8の CUのみ 4×4の PUに分

















ブロックサイズ𝑁、位置(𝑥, 𝑦)の場合、(−1, 𝑁)、(−1, 𝑦)、(𝑥, −1)、(𝑁, −1)の位置の画素値




















































 MPM（Most Probable Mode）は、左と上の隣接する PUで用いられたモードから最適
な画面内予測モードを推定して得る 3つのモードである。これは、隣接するブロックはモ
ードにある程度相関があるということを利用している。また、35種類の画面内予測モード
から 1つ選択するより 3つのMPMから 1つ選択するほうが、選択されたモード番号を符
号化するときに必要なシンボル数が少なく済むため、MPMには符号量を減らす役割も果
たしている。[31] 
 図 3.4に、MPM取得の流れを示す。左と上の隣接する PUで用いられたモードが同じ





ードでなければ Planarを 0番目に、DCを 1番目に、Verticalを 2番目に設定する。左と
上の隣接する PUで用いられたモードが異なる場合は、左隣の PUで用いられたモードを
0番目に、上隣の PUで用いられたモードを 1番目にする。その後、Planar、DC、
Verticalの優先順で、左と上の隣接する PU で用いられてないモードを 2番目にする。 
 





内予測モード決定の流れを示す。まず、比較的計算量の少ない MPM と SATD コストを用
いて 35 種類のモードを絞り込む。MPMについては、左と上の隣接する PU で用いられた
モードが同じであれば 1 つ、そうでなければ 2 つが RD コスト計算対象モードとされる。
SATD コストは 35 種類のモードすべてについて計算されてコストの低い順に、PU のサイ
























4.1.1 CNNMC のネットワーク構造 
 
CNNMCの概要を図 4.1に示し、CNNMCで用いられる CNNの構造とパラメータを、
それぞれ図 4.2、表 4.1に示す。 
ネットワークの入力は、予測対象ブロックの左・左上・上に隣接する 3つの 128×128
の復号済みブロックの輝度画素値（Reconstructed Pixels）と、それらに対応する 4×4の





確率分布は、ネットワークの出力に対し N×Nの Kernelを用いて Average Poolingを行
うことで得られる。Reconstructed Pixelsの入力は 5つの Convolution層を、Intra 
Prediction Modes の入力は 1つの Convolution層を経て足し合わされた後 Softmax関数










図 4.1 CNNMCの概要 
 
 
図 4.2 CNNMCで用いられる CNNの構造 
 
 
表 4.1 CNNMCで用いられる CNNのパラメータ 
Layer Kernel Size Channel数 Stride 
conv1 4×4 128 1 
conv2 4×4 128 2 
conv3 3×3 64 1 
conv4 4×4 64 2 
conv5 1×1 67 1 









データセットの作成にあたって、[32]と同様に CVPR 2018のWorkshop and Challenge 
on Learned Image Compression（CLIC）[33] Dataset P（“professional”）と Dataset 
M（“mobile”）の画像を使用する。画像は training用が 1633枚、validation用が 102枚
となっている。training用の画像から CNNの学習用のデータセットを、validation用の
画像から評価テスト用のデータセットを作成する。それぞれの画像は、HMによりエンコ
ードしてその際に各予測ブロックに対応する Reconstructed Pixels、Intra Prediction 
Modes、Target Modesの情報を取り出して組にすることでデータセットを作成する。エ
ンコードは encoder_intra_main.cfgの設定ファイルを用いて All Intraで行う。さらに、
MPMがシンボル数で有利であるために多く選択されることを防ぐため、MPMを使わな
いようにし、35種類全ての画面内予測モードの RDコストを計算（Full RD Search）す





図 4.3 データセット作成の概要 
 






は、テスト用データセットの Reconstructed Pixels と Intra Prediction Modes を学習済み
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CNNに入力し得られた候補モードと HMから得たMPMの組み合わせの中に Target 
Modeが含まれている割合を算出することで行う。 
 




 異なるネットワーク構造の比較として、conv1～conv4層の Kernel Sizeと Channel数
を変更したものを検討する。表 4.2に比較したネットワーク構造を示す。例として、構造
(2-3)は、Channel 数が表 4.1の 2倍で Kernel Sizeが全て 3×3のネットワーク構造を指
す。 
 
表 4.2 比較したネットワーク構造 
 
Channel 数 
表 4.1と同じ 表 4.1の 1/2倍 表 4.1の 2倍 
Kernel Size 
表 4.1と同じ (1-1) (1-2) (1-3) 
全て 3×3 (2-1) (2-2) (2-3) 








表 4.3 比較した CNNからの出力モードとMPMのモードの組み合わせ 
 CNNからの出力モード数 MPMのモード数 
(a) 3 0 
(b) 1 1 
(c) 2 1 
(d) 1 2 
(e) 2 2 
(f) 3 1 
(g) 3 2 
(h) 3 3 




 実験に使用した計算環境を表 4.4に示す。 
 
表 4.4 実験に使用した計算環境 
マシン 1 
CPU Intel Core i7-8700K @ 3.70GHz ×12 
メモリ 15.6GiB 
GPU GeForce GTX 1080 8111MiB 
マシン 2 
CPU Intel Xeon X5680 @ 3.33GHz ×12 
メモリ 125.3GiB 
GPU GeForce GTX 1080 Ti 11171MiB 
共通 
OS Ubuntu 16.04 LTS（64bit） 
NN フレームワーク Chainer 5.1.0 




際、ミニバッチサイズは 100、最適化手法は Adamを使用する。学習の epoch（学習デー
タを全て使い切るサイクル）数は、学習させたときの lossにより決定する。図 4.6、図




同様に判断し epoch数は 50とした。 
 
 
図 4.5 実験の実行環境 
 
 





















表 4.5 精度評価実験の結果 
ネットワーク構造 
推定に用いた CNN からの出力モードとMPM のモードの組み合わせ 
(a) (b) (c) (d) (e) (f) (g) (h) (i) 
(1-1) 0.553447 0.482021 0.578662 0.581357 0.646133 0.64623 0.694414 0.722178 
0.618164 
(1-2) 0.551807 0.481152 0.578643 0.581582 0.644687 0.645303 0.693818 0.721406 
(1-3) 0.463223 0.472803 0.552383 0.581797 0.626846 0.608857 0.673105 0.704229 
(2-1) 0.553174 0.481543 0.580322 0.581416 0.644561 0.646699 0.694326 0.721748 
(2-2) 0.550283 0.481064 0.579795 0.581172 0.645244 0.645410 0.693467 0.720654 
(2-3) 0.522109 0.476523 0.56542 0.578867 0.642051 0.631514 0.686289 0.714736 
(3-1) 0.463223 0.472803 0.552549 0.581797 0.626875 0.608857 0.673105 0.704229 
(3-2) 0.555781 0.482588 0.58166 0.581904 0.645527 0.648271 0.695361 0.723301 





第 5 章 提案手法 
 










5.1.1 使用する CNNの概要 
 
 図 5.1に、4章で説明した CNNMCのネットワークと問題点を示す。CNNMCのネッ
トワークは、128×128の大きなブロックの情報を入力および出力する。そのため、128×
128のブロックの中に存在する様々な PUの画面内予測モードが一度に推定される。この





















トル要素を 1、そうでないものを 0とする表現）にしたベクトル 3つからなる行列となっ





図 5.2 提案するネットワークの概要 
 
 
図 5.3 one-hot表現の例 
 
5.1.2 使用する CNNの構造 
 
 使用する CNNの構造は、[32][34]、4.2節での結果を参考に構造(A)と(B)の 2種類を検
討する。図 5.4と表 5.1に構造(A)のネットワークとパラメータ、図 5.5と表 5.2に構造(B)
のネットワークとパラメータを示す。構造(A)において、最大値 1最小値 0に正規化され
た Reconstructed Pixelsの入力は 2つの Convolution層と 1つの FC層を、Intra 
Prediction Modes の入力は 1つの FC層を経て足し合わされた後、1つの FC層を経て
Softmax関数にかけられる。各 Convolution層、FC層の後には活性化関数として Tanh
が用いられる。構造(B)は、構造(A)の conv1層と conv2層の後にそれぞれ Convolution層
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を追加した構造になっていて、PUサイズ（N）が 8より大きければ Strideが 2、8以下
であれば Strideが 1となる。 
 
 
図 5.4 構造(A)のネットワーク 
 
 
表 5.1 構造(A)で用いられるパラメータ 
Layer Kernel Size Channel数 Stride 
conv1 3×3 128 1 
conv2 3×3 64 1 
fc1 - 128 - 
fc2 - 128 - 






図 5.5 構造(B)のネットワーク 
 
 
表 5.2 構造(B)で用いられるパラメータ 
Layer Kernel Size Channel数 Stride 
conv1 3×3 128 1 
conv2 3×3 128 2 (1) 
conv3 3×3 64 1 
conv4 3×3 64 2 (1) 
fc1 - 128 - 
fc2 - 128 - 
fc3 - 35 - 






































表 6.1 実験に使用した計算環境 
マシン 3 
CPU Intel Core i7-3770 @ 3.40GHz ×4 
メモリ 16.0GB 
OS Windows 10 Pro（64bit） 
NN フレームワーク ONNX Runtime 1.1.0 
画像処理ライブラリ OpenCV 3.4.8 
共通 エンコーダ HM 16.20 
 
データセットの作成のための最適モード情報導出と符号化性能評価は C++（HM）を用
いて行い、その他の処理は pythonを用いて行う。表 6.1のマシン 3を用いたのは符号化
性能評価のときのみである。図 6.1に実験の実行環境を示す。CNNの学習の際、ミニバ
ッチサイズは 100、最適化手法は Adamを使用する。学習の epoch数は、学習させたとき
の lossにより決定する。図 6.2、図 6.3に、それぞれ 4×4 PUの最適モードを構造(A)に
学習させた時の accuracyと lossを示す。両図より、50 epochで十分収束していると判断
し、学習の epoch数は 50とした。他の PUサイズ、構造についても同様に判断し epoch
数は 50とした。CNNの学習は pythonの Chainerで行うが、符号化性能評価時に C++
（HM）の中で推論処理を行う必要があるため、それが可能な ONNX（Open Neural 
Network Exchange）[35]形式のモデルに変換する。変換には ONNX-Chainerを用い、推





図 6.1 実験の実行環境 
 
 









スト用データセットの Reconstructed Pixelsと Intra Prediction Modesを学習した CNN















図 6.5 各手法の最適画面内予測モードの推定精度 
 
 次に、提案手法において PUサイズ毎の推定精度の比較を行う。 















を行い、従来手法の HMと性能を比較する。HMはこれまでと同様に All Intraで符号化
を行う。テスト画像には、これまでテスト用データセットに使用してきた CLIC dataset
の validation用画像を使用する。また、Full RD Searchを行う場合とも比較を行う。性
能評価にあたって、HMの Common Test Conditions（CTC）[36]に従って QP＝22、
27、32、37として各画像符号化を行い、それぞれの手法の HMに対する BD-Rateを算出
して平均する。 
 表 6.2に平均 BD-Rateの比較結果を示す。提案手法はいずれも Yの BD-Rateが下が
り、HMよりも良い結果となっている。特に構造(A)は構造(B)の 5倍以上 BD-Rateが向上






表 6.2 平均 BD-Rateの比較結果 
 平均 BD-Rate [%] 
Y U V 
提案手法＜構造(A)＞ －0.163 0.013 －0.137 
提案手法＜構造(B)＞ －0.031 0.109 0.044 
HM（Full RD Search） －0.311 0.188 0.076 
 
次に、各手法の BD-Rate（Y）の分布を比較する。図 6.7に各手法の BD-Rateの分布を
示す。この図は、BD-Rateを 0.5%ずつ刻んだ区間に該当する画像の数を求めヒストグラ
ムにしたものとなっている。提案手法は表 6.2に示した平均値付近に分布が集中している
のに対し、Full RD Search は平均値付近だけではなく低い BD-Rateの方にも少し分布が
あり、ややばらつきがあるのが確認できる。構造(A)、Full RD Search とも-0.2%前後に多













 図 6.8に QP＝22の時、図 6.9に QP＝37の時の各手法の相対 PSNRと相対ビット数の
分布を示す。なお両図においては、上に行くほど PSNRがあがり左に行くほどビットレー
トが下がるため、左上に行くほど符号化効率が向上することとなる。 
図 6.8を見ると、高ビットレートの時は Full RD Searchが群を抜いて高い PSNRとな
り、次いで構造(A)が構造(B)よりわずかに高い PSNRとなる傾向が見える。Full RD 
Searchは PSNRが上がる分ビット数も増えている。 
図 6.9を見ると、低ビットレートの時は高ビットレートの時ほど Full RD Searchの
















 表 6.3に、各手法の HMに対するエンコード時間とデコード時間を示す。エンコード時
間はどの手法も増加している。構造(A)と Full RD Searchのエンコード時間はあまり大き
な差がないが、構造(B)は他 2つと比べて 2倍以上エンコード時間がかかっている。デコ






表 6.3 各手法のHMに対するエンコード時間とデコード時間 
 エンコード時間 デコード時間 
提案手法＜構造(A)＞ +582% +7102% 
提案手法＜構造(B)＞ +250% +1854% 
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