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a b s t r a c t
In this work, the controllability result of a class of fractional evolution nonlocal impulsive
quasilinear delay integro-differential systems in a Banach space has been established by
using the theory of fractional calculus, fixed point technique and also we introduced a new
concept called (α, u)-resolvent family. As an application that illustrates the abstract results,
an example is given.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The purpose of this paper is to study the fractional nonlocal impulsive integro-differential control system of the form
dαu(t)
dtα
+ A(t, u(t))u(t) = (Bµ)(t)+ Φ

t, f (t, u(β(t))),
∫ t
0
g(t, s, u(γ (s)))ds

, (1.1)
u(0)+ h(u) = u0, (1.2)
∆u(ti) = Ii(u(ti)), (1.3)
where the state u(.) takes values in the Banach space X , 0 < α ≤ 1, t ∈ [0, a], u0 ∈ X, i = 1, 2, . . . ,m and
0 < t1 < t2 < · · · < tm < a. We assume that −A(t, .) is a closed linear operator defined on a dense domain D(A) in
X into X such that D(A) is independent of t . It is assumed also that −A(t, .) generates an evolution operator in the Banach
space X , the control function µ belongs to the spaces L2(J,U), a Banach space of admissible control functions with U as
a Banach space and B : U → X is a bounded linear operator. The functions f : J × X r → X, g : Λ × Xk → X,Φ :
J × X2 → X, h : PC(J, X)→ X, u(β) = (u(β1), . . . , u(βr)), u(γ ) = (u(γ1), . . . , u(γk)), and βp, γq : J → J are given, where
p = 1, 2, . . . , r, q = 1, 2, . . . , k. Here J = [0, a] andΛ = {(t, s) : 0 ≤ s ≤ t ≤ a}.
Let PC(J, X) consist of functions u from J into X , such that u(t) is continuous at t ≠ ti and left continuous at t = ti and
the right limit u(t+i ) exists for i = 1, 2, . . . ,m. Clearly PC(J, X) is a Banach space with the norm ‖u‖PC = supt∈J ‖u(t)‖, and
let∆u(ti) = u(t+i )− u(t−i ) constitute an impulsive condition.
In recent years, fractional differential equations have attracted the attention of many mathematician and physicists; see
for instance, Baleanu et al. [1–3], Agarwal and Lakshmikantham [4], basic papers of Lakshmikantham et al. [5–8] and Kilbas
et al. [9,10]; see also [11–16]. The existence results to evolution equations with nonlocal conditions in Banach space was
studied first by Byszewski [17,18]. Deng [19] indicated that, using the nonlocal condition u(0) + h(u) = u0 to describe for
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instance, the diffusion phenomenon of a small amount of gas in a transparent tube can give better result than using the usual
local Cauchy problem u(0) = u0. Let us observe also that since Deng’s papers, the function h is considered
h(u) =
p−
k=1
cku(tk), (1.4)
where ck, k = 1, 2, . . . , p are given constants and 0 ≤ t1 < · · · < tp ≤ a.
Differential equations involving impulsive effects occur in many applications: pharmacokinetics, the radiation of
electromagnetic waves, population dynamics, biological systems, the abrupt increase of glycerol in fed-batch culture,
bio-technology, nanoelectronics, etc., [20]. For the basic theory of impulsive differential equations the reader can refer
to [21].
Controllability problems for different kinds of dynamical systems have been considered in many papers [20,22–26].
There are few papers discussing controllability results for impulsive functional differential inclusions in Banach spaces; see
[27,28]. Sakthivel et al. [29] investigated approximate controllability of impulsive differential equations with state-
dependent delay. Jeong et al. [30] studied controllability for semilinear retarded control systems in Hilbert spaces. Tai and
Wang [20] gave sufficient conditions for the controllability of fractional impulsive neutral functional integro-differential
systems in a Banach space. Balachandran and Park [23] studied the controllability of fractional integro-differential systems
in Banach spaces.
In the past decade, many authors investigated the existence result for fractional evolution equations; see [31,32].
Moreover, there are different types of mild solutions that have been proved. For example, the first one was constructed
in terms of a probability density function given by El-Borai [33] and was then developed by Zhou et al. [34,35], and the
second one was presented in terms of an α-resolvent family provided by Araya et al. [36] and then Mophou et al. [37]. But,
in both senses, if the closed operator in the evolution equation is dependent on more than variable, then the considered
case can be taken as an open problem. For this reason, we will introduce in this article a new concept called (α, u)-resolvent
family, which is based on Araya–Lizama concepts [36], and Hille–Phillips principles [38]. Our paper is organized as follows.
Section 2 is devoted to a review of some essential results in fractional calculus and the resolvent operators that will be used
in this work to obtain our main results. In Section 3, we state and prove the controllability result. Section 4 deals with an
example to illustrate the abstract results.
2. Preliminaries
Let X and Y be two Banach spaces such that Y is densely and continuously embedded in X . For any Banach space Z ,
the norm of Z is denoted by ‖.‖Z . The space of all bounded linear operators from X to Y is denoted by B(X, Y ) and B(X, X)
is written as B(X). We recall some definitions in fractional calculus from [39,40], then some known facts of the theory of
semigroups from [41,42].
Definition 2.1. The fractional integral of order α > 0 is defined by
Iαa f (t) =
1
Γ (α)
∫ t
a
(t − s)α−1f (s)ds
where Γ is the gamma function and f ∈ L1([a, b],R+).
If a = 0, we can write Iα f (t) = (gα ∗ f )(t), where
gα(t) :=

1
Γ (α)
tα−1, t > 0,
0, t ≤ 0,
as usual, ∗ denotes the convolution of functions, also we have limα→0 gα(t) = δ(t), which is the delta function.
The Riemann–Liouville fractional derivative of order n− 1 < α < n is defined by
aDαt f (t) =
1
Γ (n− α)
dn
dtn
∫ t
a
(t − s)n−α−1f (s)ds,
where f is an abstract continuous function on the interval [a, b] and n ∈ N∗, also the Caputo fractional derivative of order
n− 1 < α < n is defined by
c
aD
α
t f (t) =
1
Γ (n− α)
∫ t
a
(t − s)n−α−1f (n)(s)ds.
This definition is still till now a basic source for all authors that are working in the field of fractional calculus.
Definition 2.2. A two parameter family of bounded linear operators Q (t, s), 0 ≤ s ≤ t ≤ a, on X is called an evolution
system if the following two conditions are satisfied
(i) Q (t, t) = I, Q (t, r)Q (r, s) = Q (t, s) for 0 ≤ s ≤ r ≤ t ≤ a,
(ii) (t, s)→ Q (t, s) is strongly continuous for 0 ≤ s ≤ t ≤ a.
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More details about evolution system and quasilinear equation of evolution can be found in [41, Chapter 5 and Section 6.4
respectively].
Let E be the Banach space formed from D(A)with the graph norm. Since−A(t) is a closed operator, it follows that−A(t)
is in the set of bounded operators from E to X .
Definition 2.3. Let A(t, u) be a closed and linear operator with domain D(A) defined on a Banach space X and α > 0. Let
ρ[A(t, u)] be the resolvent set of A(t, u). We call A(t, u) the generator of an (α, u)-resolvent family if there exist ω ≥ 0 and
a strongly continuous function R(α,u) : R2+ → L(X) such that {λα : Re(λ) > ω} ⊂ ρ(A) and for 0 ≤ s ≤ t <∞,
(λα I − A(s, u))−1v =
∫ ∞
0
e−λ(t−s)R(α,u)(t, s)v dt, Re(λ) > ω, (u, v) ∈ X2. (2.1)
In this case, R(α,u)(t, s) is called the (α, u)-resolvent family generated by A(t, u).
Remark 2.1. 1. In the deleting case of s and u, (2.1) will be reduced to the introduced concept by [36].
2. We can deduce that (1.1)–(1.3) is well posed if and only if,−A(t, u) is the generator of (α, u)-resolvent family.
3. Here, R(α,u)(t, s) can be extracted from the evolution operator of the generator−A(t, u).
4. The (α, u)-resolvent family is similar to the evolution operator for nonautonomous differential equations in a Banach
space.
LetΩ be a subset of X .
Definition 2.4 (Compare [11,20,22] with [36]). By amild solution of (1.1)–(1.3) wemean a function u ∈ PC(J : X)with values
inΩ satisfying the integral equation
uµ(t) = R(α,u)(t, 0)u0 − R(α,u)(t, 0)h(u)
+
∫ t
0
R(α,u)(t, s)
[
(Bµ)(s)+ Φ

s, f (s, u(β(s))),
∫ s
0
g(s, η, u(γ (η)))dη
]
ds
+
−
0<ti<t
R(α,u)(t, ti)Ii(u(ti)), t ∈ J (2.2)
for all u0 ∈ X and admissible control µ ∈ L2(J,U). We assume the following conditions.
(H1) The bounded linear operatorW : L2(J,U)→ X defined by
Wµ =
∫ a
0
R(α,u)(a, s)Bµ(s)ds,
has an induced inverse operator W˜−1 which takes values in L2(J,U)/kerW and there exist positive constantsM1,M2, such
that ‖B‖ ≤ M1 and ‖W˜−1‖ ≤ M2.
(H2) h : PC(J : Ω)→ Y is Lipschitz continuous in X and bounded in Y , that is, there exist constants k1 > 0 and k2 > 0 such
that
‖h(u)‖Y ≤ k1,
‖h(u)− h(v)‖Y ≤ k2 max
t∈J
‖u− v‖PC , u, v ∈ PC(J : X).
For conditions (H3)–(H5) let Z be taken as both X and Y .
(H3) g : Λ× Zk → Z is continuous and there exist constants k3 > 0 and k4 > 0 such that∫ t
0
‖g(t, s, u1, . . . , uk)− g(t, s, v1, . . . , vk)‖Zds ≤ k3
k−
q=1
‖uq − vq‖Z , uq, vq ∈ X, q = 1, 2, . . . , k,
k4 = max
∫ t
0
‖g(t, s, 0, . . . , 0)‖Zds : (t, s) ∈ Λ

.
(H4) f : J × Z r → Z is continuous and there exist constants k5 > 0 and k6 > 0 such that
‖f (t, u1, . . . , ur)− f (t, v1, . . . , vr)‖Z ≤ k5
r−
p=1
‖up − vp‖Z , up, vp ∈ X, p = 1, 2, . . . , r,
k6 = max
t∈J
‖f (t, 0, . . . , 0)‖Z .
A. Debbouche, D. Baleanu / Computers and Mathematics with Applications 62 (2011) 1442–1450 1445
(H5)Φ : J × Z2 → Z is continuous and there exist constants k7 > 0 and k8 > 0 such that
‖Φ(t, u1, u2)− Φ(t, v1, v2)‖Z ≤ k7(‖u1 − v1‖Z + ‖u2 − v2‖Z ), u1, u2, v1, v2 ∈ X,
k8 = max
t∈J
‖Φ(t, 0, 0)‖Z .
(H6) βp, γq : J → J are bijective absolutely continuous and there exist constants cp > 0 and bq > 0 such that β ′p(t) ≥ cp
and γ ′q(t) ≥ bq respectively for t ∈ J, p = 1, . . . , r and q = 1, . . . , k.
(H7) Ii : X → X are continuous and there exist constants li > 0, i = 1, 2, . . . ,m such that
‖Ii(u)− Ii(v)‖ ≤ li‖u− v‖, u, v ∈ X .
Let us takeM0 = max ‖R(α,u)(t, s)‖B(Z), 0 ≤ s ≤ t ≤ a, u ∈ Ω.
(H8) There exist positive constants δ1, δ2, δ3 ∈ (0, δ/3] and λ1, λ2, λ3, λ4 ∈ [0, 14 ) such that
δ1 = M0‖u0‖ +M0k1,
δ2 = M0M1M2[‖u1‖ +M0‖u0‖ +M0k1 +M0k7θ +M0k8a+M0ξ ]a,
δ3 = M0k7θ +M0k8a+M0ξ,
and
λ1 = Ka‖u0‖ + k1Ka+M0k2,
λ2 = 2a2KM1M2{‖u1‖Y +M0(‖u0‖Y + k1 + k7θ + k8a+ ξ)},
λ3 = Ka(k7θ + k8a)+M0k7ρ,
λ4 = Kaξ +M0
m−
i=1
li,
where ρ = a[k5(1/c1 + · · · + 1/cr)+ k3(1/b1 + · · · + 1/bk)], θ = ρδ + a(k4 + k6) and ξ =∑mi=1(liδ + ‖Ii(0)‖).
3. Controllability result
Definition 3.1. We shall say that the fractional system (1.1)–(1.3) is controllable on the interval J if for all u0, u1 ∈ X , there
exists a control µ ∈ L2(J,U), such that the mild solution u(.) of (1.1)–(1.3) corresponding to µ, verifies: u(0) + h(u) =
u0,∆u(ti) = Ii(u(ti)), i = 1, 2, . . . ,m and uµ(a) = u1.
Lemma 3.1. Let R(α,u)(t, s) be the (α, u)-resolvent family for the fractional problem (1.1)–(1.3). There exists a constant K > 0
such that
‖R(α,u)(t, s)ω − R(α,v)(t, s)ω‖ ≤ K‖ω‖Y
∫ t
s
‖u(τ )− v(τ)‖dτ ,
for every u, v ∈ PC(J : X) with values inΩ and every ω ∈ Y .
Proof. Since the resolvent operator is similarly to the evolution operator for nonautonomous differential equations in a
Banach space, then we can use a similar manner as in [41, Lemma 4.4, p. 202]. 
Let Sδ = {u : u ∈ PC(J : X), u(0)+ h(u) = u0,∆u(ti) = Ii(u(ti)), ‖u‖ ≤ δ}, for t ∈ J, δ > 0, u0 ∈ X and i = 1, . . . ,m.
Lemma 3.2.
‖ϕ(t)‖ ≤ θ,
where
ϕ(t) =
∫ t
0
[
f (s, u(β(s)))+
∫ s
0
g(s, τ , u(γ (τ )))dτ
]
ds.
Proof. We have
‖ϕ(t)‖ ≤
∫ t
0
[
‖f (s, u(β1(s)), . . . , u(βr(s)))− f (s, 0, . . . , 0)‖ + ‖f (s, 0, . . . , 0)‖
+
∫ s
0
‖g(s, τ , u(γ1(τ )), . . . , u(γk(τ )))− g(s, τ , 0, . . . , 0)‖dτ +
∫ s
0
‖g(s, τ , 0, . . . , 0)‖dτ
]
ds.
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Using H3, H4 and H6, we get
‖ϕ(t)‖ ≤
∫ t
0
[k5(‖u(β1(s))‖ + · · · + ‖u(βr(s))‖)+ k6 + k3(‖u(γ1(s))‖ + · · · + ‖u(γk(s))‖)+ k4]ds
≤
∫ t
0
[k5{‖u(β1(s))‖(β ′1(s)/c1)+ · · · + ‖u(βr(s))‖(β ′r(s)/cr)} + k6
+ k3{‖u(γ1(s))‖(γ ′1(s)/b1)+ · · · + ‖u(γk(s))‖(γ ′k(s)/bk)} + k4]ds
≤ k5
c1
∫ β1(t)
β1(0)
‖u(τ )‖dτ + · · · + k5
cr
∫ βr (t)
βr (0)
‖u(τ )‖dτ + k6a
+ k3
b1
∫ γ1(t)
γ1(0)
‖u(η)‖dη + · · · + k3
bk
∫ γk(t)
γk(0)
‖u(η)‖dη + k4a.
Hence the required result. 
Theorem 3.3. Suppose that the operator −A(t, u) generates an (α, u)-resolvent family with ‖R(α,u)(t, s)‖ ≤ Me−σ(t−s) for
some constants M, σ > 0. If hypotheses (H1)–(H8) are satisfied, then the fractional control integro-differential system (1.1)with
nonlocal condition (1.2) and impulsive condition (1.3) is controllable on J.
Proof. Using hypothesis (H1), for an arbitrary function u(.), we define the control
µ(t) = W˜−1

u1 − R(α,u)(a, 0)u0 + R(α,u)(a, 0)h(u)
−
∫ a
0
R(α,u)(a, s)Φ

s, f (s, u(β(s))),
∫ s
0
g(s, η, u(γ (η)))dη

ds−
m−
i=1
R(α,u)(a, ti)Ii(u(ti))

(t).
We define an operator P : Sδ → Sδ by
(Puµ)(t) = R(α,u)(t, 0)u0 − R(α,u)(t, 0)h(u)+
∫ t
0
R(α,u)(t, η)BW˜−1

u1 − R(α,u)(a, 0)u0 + R(α,u)(a, 0)h(u)
−
∫ a
0
R(α,u)(a, s)Φ

s, f (s, u(β(s))),
∫ s
0
g(s, τ , u(γ (τ )))dτ

ds−
m−
i=1
R(α,u)(a, ti)Ii(u(ti))

(η)dη
+
∫ t
0
R(α,u)(t, s)Φ

s, f (s, u(β(s))),
∫ s
0
g(s, τ , u(γ (τ )))dτ

ds+
−
0<ti<t
R(α,u)(t, ti)Ii(u(ti)).
Using this controller we shall show that the operator P has a fixed point. This fixed point is then a solution of Eq. (2.1).
Clearly Puµ(a) = u1, which means that the control µ steers system (1.1)–(1.3) from the initial state u0 to u1 in time a,
provided we can obtain a fixed point of the nonlinear operator P .
Now we show that P maps Sδ into itself.
‖(Puµ)(t)‖ ≤ ‖R(α,u)(t, 0)u0‖ + ‖R(α,u)(t, 0)h(u)‖
+
∫ t
0
‖R(α,u)(t, η)‖ ‖BW˜−1‖

‖u1‖ + ‖R(α,u)(a, 0)u0‖ + ‖R(α,u)(a, 0)h(u)‖ +
∫ a
0
‖R(α,u)(a, s)‖
×
Φ s, f (s, u(β(s))), ∫ s
0
g(s, τ , u(γ (τ )))dτ

− Φ(s, 0, 0)
+ ‖Φ(s, 0, 0)‖ ds
+
m−
i=1
‖R(α,u)(a, ti)‖{‖Ii(u(ti))− Ii(0)‖ + ‖Ii(0)‖}

dη +
∫ t
0
‖R(α,u)(t, s)‖
×
Φ(s, f (s, u(β(s))), ∫ s
0
g(s, τ , u(γ (τ )))dτ)− Φ(s, 0, 0)
+ ‖Φ(s, 0, 0)‖ ds
+
−
0<ti<t
‖R(α,u)(t, ti)‖{‖Ii(u(ti))− Ii(0)‖ + ‖Ii(0)‖}.
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Using H1, H2, H5 and H7, we get
‖(Puµ)(t)‖ ≤ M0‖u0‖ +M0k1 +
∫ t
0
M0M1M2

‖u1‖ +M0‖u0‖ +M0k1
+
∫ a
0
M0

k7

‖f (s, u(β(s)))‖ +
∫ s
0
g(s, τ , u(γ (τ )))dτ
+ k8 ds+M0 m−
i=1
(liδ + ‖Ii(0)‖)

dη
+
∫ t
0
M0

k7

‖f (s, u(β(s)))‖ +
∫ s
0
g(s, τ , u(γ (τ )))dτ
+ k8 ds+M0 m−
i=1
(liδ + ‖Ii(0)‖).
According to Lemma 3.2 and H8, we have
‖(Puµ)(t)‖ ≤ M0‖u0‖ +M0k1 +M0M1M2[‖u1‖ +M0‖u0‖ +M0k1 +M0k7θ +M0k8a+M0ξ ]a
+M0k7θ +M0k8a+M0ξ .
From assumption H8, one gets ‖(Puµ)(t)‖ ≤ δ. Thus, P maps Sδ into itself.
Now for u, v ∈ Sδ , we have
‖Puµ(t)− Pvµ(t)‖ ≤ I1 + I2 + I3 + I4,
where
I1 = ‖R(α,u)(t, 0)u0 − R(α,v)(t, 0)u0‖ + ‖R(α,u)(t, 0)h(u)− R(α,v)(t, 0)h(v)‖,
I2 =
∫ t
0
R(α,u)(t, η)BW˜−1

u1 − R(α,u)(a, 0)u0 + R(α,u)(a, 0)h(u)
−
∫ a
0
R(α,u)(a, s)Φ

s, f (s, u(β(s))),
∫ s
0
g(s, τ , u(γ (τ )))dτ

ds−
m−
i=1
R(α,u)(a, ti)Ii(u(ti))

− R(α,v)(t, η)BW˜−1

u1 − R(α,v)(a, 0)u0 + R(α,v)(a, 0)h(v)
−
∫ a
0
R(α,v)(a, s)Φ

s, f (s, v(β(s))),
∫ s
0
g(s, τ , v(γ (τ )))dτ

ds−
m−
i=1
R(α,v)(a, ti)Ii(v(ti))


dη,
I3 =
∫ t
0
R(α,u)(t, s)Φ s, f (s, u(β(s))), ∫ s
0
g(s, τ , u(γ (τ )))dτ

− R(α,v)(t, s)Φ

s, f (s, v(β(s))),
∫ s
0
g(s, τ , v(γ (τ )))dτ
 ds,
and
I4 =
m−
i=1
‖R(α,u)(t, ti)Ii(u(ti))− R(α,v)(t, ti)Ii(v(ti))‖.
Applying Lemma 3.1 and H2, we get
I1 ≤ ‖R(α,u)(t, 0)u0 − R(α,v)(t, 0)u0‖ + ‖R(α,u)(t, 0)h(u)− R(α,v)(t, 0)h(u)‖ + ‖R(α,v)(t, 0)h(u)− R(α,v)(t, 0)h(v)‖
≤ {Ka‖u0‖ + k1Ka+M0k2}max
τ∈J
‖u(τ )− v(τ)‖.
Also, we apply Lemmas 3.1 and 3.2, H1, H2, H5 and H8, we obtain
I2 ≤ a2KM1M2
2max

u1 − R(α,u)(a, 0)u0 + R(α,u)(a, 0)h(u)
−
∫ a
0
R(α,u)(a, s)Φ

s, f (s, u(β(s))),
∫ s
0
g(s, τ , u(γ (τ )))dτ

ds−
m−
i=1
R(α,u)(a, ti){Ii(u(ti))− Ii(0)+ Ii(0)}

,
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u1 − R(α,v)(a, 0)u0 + R(α,v)(a, 0)h(v) −
∫ a
0
R(α,v)(a, s)Φ

s, f (s, v(β(s))),
∫ s
0
g(s, τ , v(γ (τ )))dτ

ds
−
m−
i=1
R(α,v)(a, ti){Ii(v(ti))− Ii(0)+ Ii(0)}

Y

max
τ∈J
‖u(τ )− v(τ)‖
≤ 2a2KM1M2{‖u1‖Y +M0(‖u0‖Y + k1 + k7θ + k8a+ ξ)}max
τ∈J
‖u(τ )− v(τ)‖.
Again, Lemmas 3.1 and 3.2, H3–H6 and H8 imply that
I3 ≤
∫ t
0
R(α,u)(t, s)Φ s, f (s, u(β(s))), ∫ s
0
g(s, τ , u(γ (τ )))dτ

− R(α,v)(t, s)Φ

s, f (s, u(β(s))),
∫ s
0
g(s, τ , u(γ (τ )))dτ

+
R(α,v)(t, s)Φ s, f (s, u(β(s))), ∫ s
0
g(s, τ , u(γ (τ )))dτ

− R(α,v)(t, s)Φ

s, f (s, v(β(s))),
∫ s
0
g(s, τ , v(γ (τ )))dτ
 ds
≤ Ka(k7θ + k8a)max
τ∈J
‖u(τ )− v(τ)‖ +M0k7
∫ t
0

‖f (s, u(β(s))− f (s, v(β(s))))‖
+
∫ s
0
‖g(s, τ , u(γ (τ )))− g(s, τ , v(γ (τ )))‖dτ

ds
≤ Ka(k7θ + k8a)max
τ∈J
‖u(τ )− v(τ)‖ +M0k7
∫ t
0

k5
r−
p=1
‖u(βp(s))− v(βp(s))‖(β ′p(s)/cp)
+ k3
k−
q=1
‖u(γq(s))− v(γq(s))‖(γ ′q(s)/bq)

ds
≤ {Ka(k7θ + k8a)+M0k7ρ}max
τ∈J
‖u(τ )− v(τ)‖.
Now, from Lemma 3.1, H7 and H8, we have
I4 ≤
m−
i=1
{‖R(α,u)(t, ti)Ii(u(ti))− R(α,v)(t, ti)Ii(u(ti))‖ + ‖R(α,v)(t, ti)Ii(u(ti))− R(α,v)(t, ti)Ii(v(ti))‖}
≤

K
m−
i=1
(liδ + ‖Ii(0)‖)a+M0
m−
i=1
li

max
τ∈J
‖u(τ )− v(τ)‖.
It follows from these estimations that
‖Puµ(t)− Pvµ(t)‖ ≤
4−
j=1
Ij ≤
4−
j=1
λj max
τ∈J
‖u(τ )− v(τ)‖.
Therefore, P is a contraction mapping and hence there exists a unique fixed point u ∈ X , such that Pu(t) = u(t). Any fixed
point of P is a mild solution of (1.1)–(1.3) on J which satisfies u(a) = u1. Thus, system (1.1)–(1.3) is controllable on J . 
Remark 3.1. Let ua(u0− h(u);µ) be the state value of (1.1)–(1.3) at terminal time a corresponding to the controlµ and the
nonlocal initial value u0 − h(u) ∈ P is an abstract phase space described axiomatically. Introduce the set
ℜ(a, u0 − h(u)) = {ua(u0 − h(u);µ)(0) : µ ∈ L2(J,U)},
A. Debbouche, D. Baleanu / Computers and Mathematics with Applications 62 (2011) 1442–1450 1449
which is called the reachable set of system (1.1)–(1.3) at terminal time a and its closure in X is denoted byℜ(a, u0 − h(u)).
The fractional nonlocal impulsive control system (1.1)-(1.3) is said to be approximately controllable on the interval J if
ℜ(a, u0 − h(u)) = X; see [22,29].
4. Example
Consider the fractional nonlocal impulsive integro-partial differential control system of the form
∂αu(x, t)
∂tα
+ a(x, t, u(x, t)) ∂
2u(x, t)
∂x2
= ζ (x, t)+ Φ

t, x arctanϕp(x, t, u),
∫ t
0
e−ϕq(x,s,u)ds

, (4.1)
u(x, 0)+
m−
k=1
cku(x, tk) = u0(x), x ∈ [0, π], (4.2)
u(0, t) = u(π, t) = 0, t ∈ J, (4.3)
∆u(tk, x) = −u(tk, x), x ∈ (0, 1), k = 1, . . . ,m, (4.4)
where 0 < α ≤ 1, 0 < t1 < · · · < tm < a,Φ, p, q as above and the function a(x, t, .) is continuous. Let us take
X = L2[0, π], PC = PC(J, Sδ), Sδ = {y ∈ L2[0, π] : ‖y‖ ≤ δ}.
Put (Bµ)(x, t) = ζ (x, t), x ∈ [0, π] where µ(t) = ζ (., t) and ζ : [0, π] × J → [0, π] is continuous, h(u(., t)) =∑m
k=1 cku(., tk), the functions f (t, u(β(t))) = x arctanϕp(x, t, u) and g(t, s, u(γ (t))) = e−ϕq(x,s,u), where ϕη(x, t, u) =
(u(x, sin t), u(x, (sin t)/2), . . . , u(x, (sin t)/η)), and βτ (t) = γτ (t) = (sin t)/τ , τ = 1, . . . , η, η = max(r, k).
We define A(t, .) : X → X by (A(t, .)w)(x) = a(x, t, .)w′′ with
(i) The domain D(A(t, .)) = {w ∈ X : w,w′ are absolutely continuous,w′′ ∈ X, w(0) = w(π) = 0} is dense in the
Banach space X and independent of t . Then
A(t, u)w =
∞−
n=1
n2(w,wn)wn, w ∈ D(A),
where (., .) is the inner product in L2[0, π] and wn = Zn ◦ u is the orthogonal set of eigenvectors in A(t, u), where
Zn(t, s) =

2
π
sin n(t − s)α, 0 < α ≤ 1, 0 ≤ s ≤ t ≤ a, n = 1, 2, . . ..
(ii) The operator [A(t, .)+ λα I]−1 exists in L(X) for any λwith Re λ ≤ 0 and
‖[A(t, .)+ λα I]−1‖ ≤ Cα|λ| + 1 , t ∈ J.
(iii) There exist constants η ∈ (0, 1] and Cα such that
‖[A(t1, .)− A(t2, .)]A−1(s, .)‖ ≤ Cα|t1 − t2|η, t1, t2, s ∈ J.
Under these conditions each operator −A(s, .), s ∈ J generates an evolution operator exp(−tαA(s, .)), t > 0 (which is
compact, analytic and self-adjoint) and there exists a constant Cα such that
‖An(s, .) exp(−tαA(s, .))‖ ≤ Cα
tn
,
where n = 0, 1, t > 0, s ∈ J , (compare with [38])
In particular, we conclude that, the evolution operator in fact is an (α, u)-resolvent family has the form:
R(α,u)(t, s)w =
∞−
n=1
exp[−n2(t − s)α](w,wn)wn, w ∈ X .
Assume that the linear operatorW is given by
Wµ(x) =
∫ a
0
R(α,u)(a, s)Bµ(x, s)ds
=
∞−
n=1
∫ a
0
exp[−n2(a− s)α](ζ (x, s), wn)wnds, x ∈ [0, π]
has a bounded invertible operator W˜−1 in L2(J,U)/kerW .
Further all assumptions (H1)–(H7) are satisfied and it is possible to choose our constants in H8. Hence by Theorem 3.3
system (4.1)–(4.4) is controllable on J .
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5. Conclusion
In this article, the controllability result for a class of fractional evolution nonlocal impulsive quasilinear multi-delay
integro-differential systems in a Banach space has been considered. A new set of sufficient conditions are derived for our
main result by using the theory of fractional calculus, fixed point technique and (α, u)-resolvent family (a new concept).
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