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Zusammenfassung: Das vorliegende Arbeitspapier betrachtet die Struktur von 30 Simula-
tionsstudien, welche die Güte von verschiedenen MD-Verfahren für fehlende Werte in qua-
litativen Merkmalen untersuchen. Für die Betrachtung wird zunächst der allgemeine Auf-
bau der Studien beschrieben. Des Weiteren werden Merkmale der in den Studien verwen-
deten Datenmatrizen erhoben, aggregiert und ausgewertet. Dabei ist auffällig, dass z. B. 
ordinalskalierte Merkmale verhältnismäßig wenig untersucht werden. Darüber hinaus 
werden mit den verwendeten Ausfallraten gemeinsam mit den Ausfallmechanismen und -
mustern die Variationen der fehlenden Daten in den Studien betrachtet. Ein weiterer 
Überblick wird außerdem zu den verwendeten MD-Verfahren und Bewertungskriterien ge-
geben. Dabei ist auffällig, dass bei den MD-Verfahren und den Bewertungskriterien sehr 
viele Unterschiede zwischen den Studien existieren, wodurch im Endeffekt kein MD-
Verfahren oder Bewertungskriterium in mehr als 60 % der Studien verwendet wird. 
Schlüsselworte: fehlende Werte, Imputation, missing data, qualitative Daten, Simulations-
studien
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1 Einleitung 
Die meisten Verfahren zur Datenanalyse setzen eine vollständige Datenmatrix voraus und 
erschweren somit die Analyse unvollständiger Datenmatrizen (vgl. Schafer und Graham 
2002, S. 147). Das Problem der Analyse unvollständiger Daten ist praxisrelevant, da in der 
Realität viele Datenmatrizen unvollständig sind (vgl. z. B. Backhaus und Blechschmidt 
2009, S. 266; Eekhout et al. 2012, S. 729–731). Wenn eine unvollständige Datenmatrix 
vorliegt, stehen laut Bankhofer (1995, S. 89–90) fünf verschiedene Strategien zur Analyse 
der Daten zur Verfügung: Eliminierungsverfahren, Imputationsverfahren, Parameter-
schätzverfahren, Multivariate Analyseverfahren und Sensitivitätsverfahren. Eine ausführli-
che Darstellung dieser fünf Ansätze ist bei Bankhofer (1995) zu finden.  
Die Auswahl einer geeigneten Strategie stützt sich unter anderem auf den vorliegenden 
Ausfallmechanismus. Das Konzept der Ausfallmechanismen geht auf Rubin (1976) zurück 
und beschreibt den Zusammenhang zwischen der Datenmatrix und der Missing Data (MD) 
Indikatormatrix. Letztere gibt an, ob ein Wert in der Datenmatrix beobachtet ist oder nicht. 
Die Daten werden als Missing at Random (MAR) bezeichnet, sofern das Fehlen der Werte 
nicht von den unbeobachteten Werten abhängt. Ein Spezialfall von MAR stellt der Missing 
Completely at Random (MCAR) Ausfallmechanismus dar, bei dem das Fehlen der Werte 
nicht von den Werten der Datenmatrix abhängt. Falls die Bedingungen für MAR nicht er-
füllt sind, wird von einem Missing Not at Random (MNAR) Ausfallmechanismus gespro-
chen (vgl. Little und Rubin 2020, S. 13–14). 
Neben dem Ausfallmechanismus ist das Skalenniveau ein weiteres wichtiges Kriterium für 
die Auswahl eines geeigneten Verfahrens. In der Literatur ist hierbei die Betrachtung von 
Verfahren für quantitative Merkmale vorherrschend (vgl. Ferrari et al. 2011, S. 2410; Cug-
nata und Salini 2017, S. 316). Da jedoch viele Datenmatrizen existieren, die nicht nur aus 
quantitativen Merkmalen bestehen, fokussiert sich dieses Arbeitspapier auf Methoden zum 
Umgang mit fehlenden Werten bei qualitativen Merkmalen. Das Ziel dieses Arbeitspapiers 
ist dabei die Analyse existierender Simulationsstudien zum Vergleich von Methoden zum 
Umgang mit fehlenden Werten bei qualitativen Merkmalen. Ähnlich wie bei Lin und Tsai 
(2020) wird in diesem Arbeitspapier der Aufbau solcher Studien analysiert, um so Rück-
schlüsse über bereits existierende Vergleichsansätze und eventuell vorhandene For-
schungslücken ziehen zu können.  
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Für das vorliegende Arbeitspapier wurden im Rahmen einer Literaturrecherche 30 Quellen 
identifiziert, die Verfahren zum Umgang mit fehlenden Werten bei qualitativen Daten an-
hand von Simulationen vergleichen. Der Aufbau des Arbeitspapiers orientiert sich an Ro-
ckel (2017, S. 2–13). Im Folgenden wird zunächst der generelle Aufbau von Simulations-
studien beschrieben. Anschließend wird auf die verschiedenen Faktoren, die im Rahmen 
einer Simulationsstudie variiert werden können, im Einzelnen eingegangen. Das Arbeits-
papier schließt mit einem Fazit. 
2 Aufbau der untersuchten Simulationsstudien 
In den untersuchten Quellen gibt es zwei verschiedene Vorgehensweisen zum Vergleich 
der MD-Verfahren. Die Unterschiede zwischen diesen beiden werden durch die verwende-
te Datenbasis verursacht. Bei der einen Vorgehensweise werden reale unvollständige Da-









Abbildung 1: Vorgehensweise bei einer realen unvollständigen Datenmatrix (in An-
lehnung an Rockel (2017, S. 3)) 
Die grundsätzliche Vorgehensweise bei der Verwendung realer unvollständiger Daten ist 
in der Abbildung 1 schematisch dargestellt. Da bei dieser Vorgehensweise die Datenmatri-
zen bereits unvollständig sind, können die MD-Verfahren direkt auf die Matrizen ange-
wendet und anschließend die Ergebnisse der einzelnen MD-Verfahren miteinander vergli-
chen werden (vgl. z. B. Josse et al. 2012, van der Palm et al. 2016b). Die Vorgehensweise, 













Abbildung 2: Vorgehensweise bei einer vollständigen Datenmatrix (in Anlehnung an 
Rockel (2017, S. 3)) 
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Unter vollständigen Datenmatrizen werden 
• simulierte Daten, 
• reale vollständig erhobene Daten und  
• reale Daten, deren fehlende Werte entweder gelöscht („real komplett“) oder durch Im-
putation zunächst vervollständigt werden („real imputiert“), 
verstanden. Um die MD-Verfahren sinnvoll anwenden zu können, müssen bei diesen Da-
tenmatrizen zunächst Werte gelöscht werden, bevor die MD-Verfahren angewendet wer-
den. Anschließend können die Ergebnisse der MD-Verfahren analysiert werden. Dazu 
können diese entweder mit bekannten Simulationsparametern oder mit Ergebnissen, basie-
rend auf der vollständigen Datenmatrix, verglichen werden. Die Schritte vom Generieren 
der Datenmatrix (falls diese simuliert sind) bzw. vom Löschen der Werte (falls reale Daten 
verwendet werden) bis zur Analyse der Ergebnisse wird in vielen Simulationen mehrmals 
wiederholt und die Analysen über die Wiederholungen aggregiert. Wie viele Wiederholun-
gen bei der zweiten Vorgehensweise in den untersuchten Quellen verwendet werden, zeigt 
die Abbildung 3.1 
 
Abbildung 3: Anzahl der Wiederholungen bei vollständigen Daten 
 
1   Studien, basierend auf real unvollständigen Datenmatrizen, führen keine Wiederholungen zur Erzeugung des zu 
analysierenden Datenmaterials durch und werden deshalb in der Abbildung nicht berücksichtigt. 
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Studien, in denen die Anzahl der Wiederholungen nicht explizit angegeben wird und bei 
denen die Anzahl an Wiederholungen auch nicht durch andere Hinweise ermittelt werden 
kann, sind in der Abbildung durch „k. A.“ dargestellt. Anhand der Abbildung ist zu erken-
nen, dass als Anzahl der Wiederholungen ausschließlich „runde“ Zahlen gewählt werden 
und diese stark variieren. Am häufigsten werden 100, 200 oder 1000 Wiederholungen 
durchgeführt bzw. die Anzahl der Wiederholungen nicht angegeben. Die Auswahl der 
Wiederholungsanzahl wird in der Regel nicht begründet. Damit bleibt die Anzahl der Wie-
derholungen oftmals nicht nur unbegründet, sondern wird stellenweise gar nicht erst ange-
geben.  
2.1 Datenmatrizen 
In diesem Abschnitt werden die Beobachtungen zu den Datenmatrizen und Strukturen die-
ser dargelegt. Hierbei wird untersucht, wie viele Ausprägungen die betrachteten Merkmale 
besitzen, welche Skalenniveaus vorliegen und welche Arten von Datenmatrizen zur Unter-
suchung verwendet werden. 
Die Anzahl der Ausprägungen (oder auch Anzahl der Kategorien) der verwendeten Merk-
male wird für die Auswertung in dichotom, trichotom und mehr als drei Ausprägungen un-
terschieden. Die genaue Anzahl der betrachteten Ausprägungen ist in der folgenden Tabel-
le 1 zu sehen.  
 Ausprägungen 
  2 3 > 3 k. A. 
Quellen 23 13 22 1 
Tabelle 1: Anzahl der Ausprägungen 
Wie der Tabelle zu entnehmen ist, wird in einer Quelle die Anzahl der verwendeten Kate-
gorien in den Merkmalen nicht angegeben. Dementsprechend ist dieser Fall als „k. A.“ ge-
kennzeichnet. Falls mehrere Merkmale mit unterschiedlichen Anzahlen an Ausprägungen 
in einer Quelle betrachtet werden, erfolgt die Erfassung der Ausprägungen der einzelnen 
Merkmale separat. Wenn z. B. in einer Quelle sowohl dichotome als auch trichotome 
Merkmale in den Datenmatrizen vorkommen, wird diese Quelle in den Spalten für „2“ und 
„3“ Ausprägungen erfasst. Bei Studien, in denen auch quantitative Merkmale in den Da-
tenmatrizen vorkommen, wird für die quantitativen Merkmale stets eine Anzahl an Aus-
prägungen von mehr als drei unterstellt und dementsprechend erfasst. Am häufigsten wer-
den Merkmale mit genau zwei oder mehr als drei Ausprägungen betrachtet. Der Grund 
hierfür ist, dass sich einige Quellen zum einen u. a. mit der Güte von MD-Verfahren für 
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rein binäres Datenmaterial beschäftigen (z. B. Faisal und Tutz 2017) und zum anderen rein 
trichotomes Datenmaterial hingegen nur in einzelnen Fällen betrachtet wird (z. B. van der 
Palm et al. 2016a). 
Weitere Untersuchungspunkte sind das Skalenniveau der verwendeten Merkmale und die 
Art der Datenmatrix. In der folgenden Tabelle 2 sind die betrachteten Skalenniveaus sowie 
die dabei untersuchten Arten von Datenmatrizen zusammengefasst. 
  Skalenniveau  








Real unvollständig 3 3 1 0 1 5 
Real vollständig 6 6 2 1 0 7 
Real komplett 4 2 2 2 1 7 
Real imputiert 1 0 0 0 0 1 
Real unbekannt 1 2 1 1 1 3 
Simuliert 12 6 4 3 1 16 
Resampling 3 1 1 1 1 4 
 Gesamt 23 16 8 6 4 30 
Tabelle 2: Arten der Datenmatrix und Skalenniveaus der untersuchten Quellen 
Die Einteilung der Arten von Datenmatrizen orientiert sich an der Unterteilung, die bereits 
zu Beginn des Kapitels 2 verwendet wird. Neben den dort beschriebenen Arten von Da-
tenmatrizen sind zusätzlich die Optionen „real unbekannt“ und „Resampling“ in der Tabel-
le aufgeführt. Bei „real unbekannten“ Daten, handelt es sich um jene Datenmatrizen, für 
die nur ersichtlich ist, dass sie real erhoben sind, jedoch weitere Angaben zur Vollständig-
keit oder eventuellen weiteren Bearbeitungsschritten zur Vervollständigung fehlen. 
„Resampling“ dagegen beschreibt einen Prozess, bei dem aus einer vollständigen Daten-
matrix Stichproben (sogenannte Subsamples) gezogen und diese Subsamples als eigen-
ständige Datenmatrizen in der weiteren Analyse verwendet werden. Die Zeilen- bzw. Spal-
tensummen in der Tabelle entsprechen meist nicht den Gesamtanzahlen der Arten von Da-
tenmatrizen bzw. der Skalenniveaus, da in vielen Quellen unterschiedliche Datenmatrizen 
zum Vergleich der dort untersuchten Verfahren herangezogen werden. 
In 19 der 30 Quellen wird mindestens eine reale Datenmatrix verwendet, wohingegen in 16 
Quellen mindestens eine simulierte Datenmatrix genutzt wird. 9 der 30 Autoren entschei-
den sich sowohl für simulierte als auch für reale Datenmatrizen in ihren Untersuchungen, 
selten verwenden sie die Option des „Resamplings“. Nur in fünf Quellen werden „real un-
vollständige“ Datenmatrizen verwendet. Eine mögliche Begründung dafür liegt in der er-
schwerten Beurteilung der MD-Verfahren bei der Verwendung real unvollständiger Da-
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tenmatrizen, was u. a. aus der fehlenden Vergleichsmöglichkeit mit zuvor festgelegten Si-
mulationsparametern oder vollständigen Daten resultiert. 
Die Skalenniveaus werden, wie für qualitativen Daten typisch, in nominal und ordinal un-
terteilt (vgl. Bamberg et al. 2017, 6 f.). Da, wie zuvor beschrieben, die dichotomen bzw. 
binären Daten eine besondere Stellung einnehmen, werden diese in der Tabelle zusätzlich 
erfasst. Unter „gemischt“ sind alle Quellen zusammengefasst, bei denen in einer Untersu-
chung mindestens eine Datenmatrix verwendet wird, die sowohl qualitative als auch quan-
titative Merkmale beinhaltet. Dabei werden die Skalenniveaus der qualitativen Merkmale 
zusätzlich einzeln in der Tabelle erfasst. Eine weitere Besonderheit ist mit dem Skalenni-
veau „unbekannt“ gegeben. Hierzu zählen alle Datenmatrizen, bei denen nicht erkennbar 
ist, welches Skalenniveau in mindestens einem Merkmal vorliegt. 
Am häufigsten wird in den Quellen mindestens ein binäres Merkmal verwendet (23 von 
30). Diese Quellen haben sich in ihren Untersuchungen jedoch nicht nur auf rein binär ska-
liertes Datenmaterial beschränkt, sondern auch die Kombination mit nominalen und ordi-
nalen Daten untersucht. Vier von acht Quellen, welche zur Untersuchung u. a. ordinalska-
lierte Merkmale betrachten, nutzen ausschließlich ordinale Merkmale (z. B. Cugnata und 
Salini 2017 und Wu et al. 2015). Ferner ist im Inneren der Tabelle 2 zu erkennen, welche 
Kombinationen aus Art von Datenmatrix und Skalenniveaus in den einzelnen Quellen 
verwendet werden. Beispielsweise wird in drei Quellen ein real unvollständige Daten-
matrix genutzt, in dem mindestens ein Merkmal binär skaliert ist. Am häufigsten wird die 
Kombination aus simulierten Datenmatrizen mit mindestens einem binären Merkmal ver-
wendet. 
2.2 Fehlende Werte 
Einen weiteren relevanten Untersuchungspunkt bilden die fehlenden Werte innerhalb der 
Datenmatrizen. Dazu werden der jeweils vorliegende Ausfallmechanismus, das Ausfall-
muster und der Anteil fehlender Werte genauer betrachtet. Die in den Studien auftretenden 
Kombinationen aus Ausfallmechanismus und Ausfallmuster sind in der folgenden Tabelle 
3 zusammengefasst dargestellt. Grundsätzlich werden die Ausfallmechanismen, wie in Ka-




Analyse existierender Simulationsstudien  Steve Röhrig, Tobias Rockel 
— 7 — 
  Muster  







 MCAR 8 16 23 
MAR 6 12 16 
MNAR 2 2 3 
Real 1 4 5 
Gesamt 11 23  
Tabelle 3: Verwendete Ausfallmechanismen und -muster 
Ein weiterer Mechanismus, welcher in der Tabelle aufgeführt wird, ist der „reale“ Aus-
fallmechanismus. Dieser kann in der Regel nicht genauer bestimmt werden (vgl. Schafer 
und Graham 2002, S. 152). Dieser Ausfall liegt ausschließlich bei realen Daten vor, die 
unvollständig erhoben sind. Da die Autoren in ihren Studien mehrere Mechanismen und 
Muster verwenden können, stimmen die Zeilen- und Spaltensummen fast nie mit den Ge-
samtzahlen der Ausfallmechanismen und -muster überein. In den Quellen ist die Nutzung 
des MCAR-Mechanismus am stärksten verbreitet. Er wird in 23 der 30 Quellen genutzt. 
Der MAR-Mechanismus ist mit 16 von 30 Quellen am zweithäufigsten vertreten. Der 
MNAR- und der „reale“ Mechanismus hingegen werden nur selten verwendet.  
In der Tabelle 3 wird außerdem zwischen univariaten und multivariaten Ausfallmustern 
unterschieden. Ein univariates Ausfallmuster liegt dann vor, wenn nur in genau einem 
Merkmal Daten fehlen. Der multivariate Ausfall hingegen dann, wenn mehrere Merkmale 
vom Ausfall betroffen sind (vgl. van Buuren 2018, S. 105). Aus der Tabelle 3 wird ersicht-
lich, dass zum einen wesentlich mehr Quellen multivariate als univariate Ausfallmuster be-
trachten und zum anderen, dass die meisten Quellen einen MCAR- oder MAR-
Mechanismus mit einem multivariaten Ausfallmuster verwenden. 
Ein weiteres wichtiges Kriterium hinsichtlich des Fehlens der Daten ist, wie eingangs er-
wähnt, der Anteil dieser. Dazu wird in der folgenden Abbildung 4 dargestellt, wie viele un-
terschiedliche Ausfallraten in den Quellen angewandt werden. 
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Abbildung 4: Anzahl der verwendeten Ausfallraten 
In der Abbildung 4 sind die in den Quellen verwendeten Anzahlen an Ausfallraten darge-
stellt. Wenn in einer Quelle die Ausfallrate nicht variiert wird, ist die verwendete Anzahl 
entsprechend eins. Am häufigsten werden in den Quellen eine, drei, vier oder fünf ver-
schiedene Ausfallraten verwendet. Mehr als fünf unterschiedliche Ausfallraten werden nur 
in drei Quellen verwendet. Neben der Anzahl der verwendeten Ausfallraten in den Quellen 
wird außerdem festgehalten, in welchen Bereichen die Autoren die gewählten Raten variie-
ren. Dazu sind mittels Boxplots die minimal sowie maximal verwendeten Ausfallraten dar-
gestellt. Diese sind der folgenden Abbildung 5 zu entnehmen.  
 
Abbildung 5: Variation des Anteils der fehlenden Werte in den Quellen 
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Die niedrigste verwendete Ausfallrate beträgt in den Studien 0,5 %. 23 % der Quellen wäh-
len als minimale Ausfallrate weniger als 5 %. Über die Hälfte der Quellen hingegen wäh-
len eine minimale Ausfallrate zwischen 5 % und 20 %. Weitere 23 % wählen eine minima-
le Ausfallrate von mehr als 20 %, wobei diese maximal 30 % beträgt, mit einer Ausnahme 
in der als minimaler Anteil fehlender Daten 50 % gewählt wird. Die maximal gewählten 
Ausfallraten reichen von 0,9 % (Ausfall in einer real unvollständigen Datenmatrix) bis hin 
zu einem Anteil von 80 % fehlender Daten. 87 % der betrachteten Quellen wählen eine 
Ausfallrate von maximal 50 %. Nur 13 % der Quellen wählen eine Ausfallrate von über 
50 %. Der entscheidende Einfluss auf die Güte der MD-Verfahren, welchen der Anteil feh-
lender Werte besitzt, erklärt die häufig unterschiedlich und stark variierenden Anzahlen 
und Anteile fehlender Werte. 
2.3 MD-Verfahren 
Das Hauptaugenmerk der Simulationsstudien liegt auf den dort untersuchten MD-
Verfahren. In diesem Kapitel werden die in den Quellen verwendeten MD-Verfahren be-
trachtet. Die dazu erfassten Verfahren sind der folgenden Abbildung 6 zu entnehmen. Alle 
Verfahren, welche mehr als einmal betrachtet werden, sind dort explizit abgebildet. Jene 
Verfahren, die nur einmal in den Quellen vorkommen, sind unter dem Begriff „sonstige“ 
zusammengefasst. Bei diesen handelt es sich um sehr spezielle Verfahren, welche nicht 
weiter von anderen Autoren aufgegriffen werden. Da die Autoren in der Regel mehrere 
MD-Verfahren betrachten, sind die gesamt beobachteten Häufigkeiten der MD-Verfahren 
deutlich größer, als die Anzahl der untersuchten Quellen. Der Abbildung 6 ist außerdem zu 
entnehmen, dass MD-Verfahren, die auf Multipler Imputation basieren oder vollständige 
Objekte mittels Eliminierungsverfahren erzeugen, mit Abstand am häufigsten verwendet 
werden.  
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Abbildung 6: Anzahl verwendeter MD-Verfahren 
Sowohl die Multiple Imputation als auch die vollständigen Objekte werden in über der 
Hälfte aller untersuchten Quellen betrachtet. Aufgrund der Einfachheit der Erzeugung voll-
ständiger Objekte mittels Eliminierungsverfahren wird dieses in vielen Studien als Ver-
gleichsbasis herangezogen. Ebenso verhält es sich mit der Imputation von Lageparametern, 
die aufgrund ihrer Einfachheit ebenfalls oftmals als Vergleichsbasis herangezogen werden.  
2.4 Bewertung 
In diesem Abschnitt wird die in den Quellen verwendete Art der Bewertung für die unter-
suchten MD-Verfahren aufgezeigt. Eine entsprechende Übersicht der erfassten Bewer-
tungskriterien ist mit der Abbildung 7 gegeben. Alle Bewertungskriterien, welche nur ein-
mal verwendet werden, sind erneut unter „sonstige“ zusammengefasst. Da die Autoren 
häufig mehrere Kriterien zur Bewertung der betrachteten Verfahren heranziehen, überstei-
gen die gesamt beobachteten Häufigkeiten der Bewertungskriterien die Anzahl der betrach-
teten Quellen. Aus der Abbildung ist ersichtlich, dass überwiegend Regressionsmodelle 
und die Imputationswerte selbst zur Bewertung herangezogen werden. Im Fall der Regres-
sionsmodelle werden die Verfahren beispielsweise anhand des durch sie hervorgerufenen 
Bias bei der Schätzung der Regressionskoeffizienten bewertet.  
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Abbildung 7: Anzahl verwendeter Vergleichskriterien 
Im Falle der Imputationswerte wird häufig die Genauigkeit, also der Anteil der korrekt im-
putierten Werte, im Rahmen der Bewertung betrachtet. Unter Parameterschätzung zählen 
hier alle Quellen, welche zur Bewertung z. B. Verteilungsparameter bestimmen und an-
schließend diese mit denen der vervollständigten Datenmatrix vergleichen. Nur wenige 
Quellen haben zur Beurteilung der MD-Verfahren die erforderliche Zeit zur Imputation 
und die Korrelation betrachtet. 
3 Fazit 
Das Ziel des vorliegenden Arbeitspapiers war es, den Aufbau und die Struktur von 30 be-
reits existierenden Simulationsstudien, speziell für fehlende qualitative Daten, zu betrach-
ten, um daraus Rückschlüsse auf mögliche Forschungslücken ziehen zu können. Dabei 
zeigte sich, dass die betrachteten Quellen sowohl im Umfang der durchgeführten Simulati-
onen als auch bei deren Beschreibung stark variieren. Besonders auffällig wurde dies, 
wenn die Autoren beispielsweise zu manchen Simulationsparametern keine Angaben 
machten. Dieser Umstand beeinträchtigte die Nachvollziehbarkeit einiger Studien.  
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Außerdem ist zu hinterfragen, ob sich alle betrachteten Studien für einen noch ausstehen-
den Gütevergleich der dort untersuchten MD-Verfahren eignen. Da, neben den zuvor er-
wähnten Problemen hinsichtlich der Nachvollziehbarkeit der Simulationen, es auch frag-
lich ist, inwiefern z. B. Studien mit einer nur geringen Anzahl an durchgeführten Wieder-
holungen für einen weiteren Vergleich geeignet sind.  
Es wurde zudem erkennbar, dass ordinalskalierte Merkmale verhältnismäßig wenig unter-
sucht wurden. Eine Empfehlung basierend auf einer umfangreichen Betrachtung verschie-
dener MD-Verfahren für unterschiedlich vorliegende Skalenniveaus war außerdem nicht 
gegeben. Viele Studien verglichen Verfahren für speziell vorliegende Skalenniveaus, doch 
nur wenige Arbeiten widmeten sich gezielt dem tatsächlichen Unterschied durch die Ver-
wendung verschieden skalierter Merkmale. Aus der Untersuchung ging außerdem hervor, 
dass in den Studien viele unterschiedliche MD-Verfahren und Bewertungskriterien zum 
Umgang mit fehlenden qualitativen Daten herangezogen wurden. Dabei konnte kein Ver-
fahren bzw. Vergleichskriterium aufgrund einer besonders häufigen Anwendung hervor-
stechen. 
Mit dem vorliegenden Arbeitspapier konnte festgestellt werden, wie die Autoren ihre Si-
mulationen für fehlende qualitative Daten aufbauen. Aussagen bzgl. der Häufigkeit und 
Verhältnismäßigkeit in den Beobachtungen sind jedoch immer unter der Prämisse zu se-
hen, dass zunächst nur 30 Studien betrachtet wurden. Dadurch ist es sinnvoll, unter Be-
rücksichtigung der zuvor benannten Punkte den Umfang der untersuchten Studien zu er-
weitern und anschließend einen umfangreichen Gütevergleich der MD-Verfahren für feh-
lende Daten in qualitativen Merkmalen anhand bereits existierender Simulationsstudien 
durchzuführen. Somit können weitere Forschungslücken identifiziert und die hier gewon-
nenen Erkenntnisse verifiziert werden.
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