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Zielsetzung dieser Dissertation ist die Entwicklung neuer bzw. die Erwei-
terung bestehender Ansa¨tze zur Regelung von Systemen unter simulta-
nen Stellgro¨ßen- und Stellratenbegrenzungen. Solche Begrenzungen tre-
ten in allen praktischen Systemen auf und ihre Verletzung kann zu ei-
ner drastischen Verschlechterung der Regelgu¨te bis hin zur Instabilita¨t
fu¨hren. Vor diesem Hintergrund sollen in dieser Arbeit Regelverfahren ent-
wickelt werden, welche die Stellbegrenzungen explizit beim Reglerentwurf
beru¨cksichtigen. Im ersten Teil der Arbeit liegt der Fokus auf der Stabilisie-
rung einer konstanten Ruhelage, der zweite Teil widmet sich der Aufgabe,
ein System von einer Ruhelage in eine andere Ruhelage zu u¨berfu¨hren.
Sowohl zur Stabilisierung als auch zur U¨berfu¨hrung des Systems zwi-
schen verschiedenen Ruhelagen werden zum einen Zustandsregler und zum
anderen Ausgangsru¨ckfu¨hrungen betrachtet. Im Fall von Zustandsreglern
ist die Messung des gesamten Zustandsvektors erforderlich. Dies ist un-
ter praktischen Gesichtspunkten eine sehr restriktive Anforderung, da die
Messung des gesamten Zustandsvektors oftmals zu teuer oder schlicht
unmo¨glich ist. Im Gegensatz dazu beno¨tigen Ausgangsru¨ckfu¨hrungen le-
diglich die Ausgangsgro¨ßen eines Systems, um das Stellsignal zu berechnen.
Alle Regelungen werden im Hinblick auf eine kurze Ausregelzeit und ei-
ne gute Da¨mpfung optimiert. Dazu werden fu¨r alle Verfahren konvexe Op-
timierungsprobleme auf Basis von linearen Matrixungleichungen (LMIs)
und Sum-of-squares-Zerlegungen (SOS-Zerlegungen) angegeben. Auf die-
se Weise wird ein effizienter Reglerentwurf mo¨glich.
XVII
Abstract
The primary objective of this thesis is the development of new and the ex-
tension of existing control methods for systems subject to input amplitude
and rate constraints. The violation of such constraints can cause serious
performance degradations or even instability of the closed loop system.
Therefore, control methods incorporating amplitude and rate constraints
are of high practical relevance. The first part of this thesis is focussed on
stabilizing a constant steady state. In the second part the task of driving
the system from one steady state to another one is considered.
In order to stabilize systems and to transfer the system between steady
states, state feedback controllers as well as output feedback controllers are
developed. In case of state feedback controllers, the whole state vector must
be known, which is a quite restrictive assumption because measuring the
state vector is often very expensive or even impossible. Output feedback
controllers operate based on output information and avoid the requirement
of measuring the state vector.
All controllers are designed in view of short settling times and good
damping characteristics. All controllers derived in this thesis can be de-
signed based on linear matrix inequalities (LMIs) and sum-of-squares-
decompositions (SOS-decompositions). Therefore, convex optimization




Um ein System in geeigneter Weise zu beeinflussen, wird diesem u¨ber den
Systemeingang Energie zugefu¨hrt. So muss beispielsweise zum Betrieb ei-
nes klassischen Gleichstrommotors eine bestimmte Eingangsspannung an
den Motorklemmen angelegt werden. Durch geeignete Beeinflussung des
Energieflusses mittels Stellglieder, die im Folgenden auch als Aktoren be-
zeichnet werden, kann dem System ein gewu¨nschtes Verhalten aufgepra¨gt
werden. Das dazu notwendige Stellsignal wird mittels einer Steuerung bzw.
einer Regelung berechnet und entspricht im Idealfall unmittelbar dem
Eingang des Systems. In der Realita¨t ist dies aber nicht zu erzielen, da
hierfu¨r ein idealer Aktor erforderlich ist, welcher das von der Regelung
bzw. Steuerung angeforderte Stellsignal ohne Modifikation in das entspre-
chende wirksame Stellsignal umsetzen kann. In der Praxis ist jedoch je-
der Aktor physikalischen Begrenzungen unterworfen. Diese betreffen zum
einen die Begrenzung der Amplitude des Stellsignals, zum anderen aber
auch die Geschwindigkeit, mit der das Stellsignal vera¨ndert werden kann.
So kann beispielsweise das Ruder eines Schiffes zum einen nicht beliebig
weit ausgelenkt werden (Stellgro¨ßenbegrenzung), zum anderen kann der
Ruderwinkel aufgrund seiner großen Masse nicht beliebig schnell verstellt
werden (Stellratenbegrenzung).
Beim Entwurf vieler Regelverfahren werden diese Begrenzungen nicht
beru¨cksichtigt. Werden sie jedoch im Betrieb der Regelung verletzt, kann
ein unerwu¨nschtes Systemverhalten und im schlimmsten Fall sogar die In-
stabilita¨t des Systems die Folge sein. Eine Mo¨glichkeit, solche Effekte zu
verhindern, ist die Regelung so auszulegen, dass die Begrenzungen niemals
verletzt werden. Dies hat jedoch zur Folge, dass die verfu¨gbare Stellgro¨ße
bzw. Stellrate nicht vollsta¨ndig ausgenutzt wird. Um die aus dieser Vor-
gehensweise resultierenden langen Ausregelzeiten zu vermeiden, werden
oftmals die verwendeten Aktoren u¨berdimensioniert. Da in diesem Fall die
tatsa¨chliche Nutzung der Stellbegrenzungen im Betrieb weit hinter der
Leistungsfa¨higkeit des Aktors zuru¨ckliegt, liegen Wirtschaftlichkeit und
Energieeffizienz deutlich unter dem theoretisch erzielbaren Optimum.
Eine signifikante Verbesserung hinsichtlich Regelgu¨te, Wirtschaftlich-
keit und Effizienz la¨sst sich erzielen, wenn die Stellbegrenzungen bereits
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im Entwurf beru¨cksichtigt werden. Wa¨hrend fu¨r Systeme, die entweder
einer Stellgro¨ßen- oder einer Stellratenbeschra¨nkung unterworfen sind, ei-
ne Vielzahl solcher Regelverfahren zur Verfu¨gung stehen, existieren fu¨r
den Fall simultaner Stellgro¨ßen- und Stellratenbegrenzungen weitaus we-
niger Methoden. Des Weiteren wird selbst im Falle einer ausschließlichen
Stellgro¨ßen- bzw. Stellratenbegrenzung zumeist nur die Stabilisierung ei-
ner gegebenen Ruhelage betrachtet. Oftmals soll eine Regelung aber dazu
verwendet werden, das System von einer Ruhelage in Abha¨ngigkeit von
einem Referenzsignal in eine andere Ruhelage zu u¨berfu¨hren. Diese Auf-
gabenstellung ist bislang ebenfalls nicht bzw. nur in unzureichender Weise
gelo¨st.
1.1 Zielsetzung
Ziel dieser Arbeit ist die Entwicklung neuer, bzw. die Erweiterung be-
stehender Reglerentwurfsmethoden fu¨r Systeme unter simultanen Stell-
gro¨ßen- und Stellratenbegrenzungen. Außerdem sollen, wie bereits zuvor
erwa¨hnt, Verfahren entwickelt werden, die nicht nur die Stabilisierung
einer einzigen Ruhelage erlauben, sondern auch in der Lage sind, das
System abha¨ngig von einem Referenzsignal in verschiedene Ruhelagen zu
u¨berfu¨hren. Natu¨rlich sind auch in diesem Fall die Stellbegrenzungen in
den Reglerentwu¨rfen zu beru¨cksichtigen. Eine weitere Anforderung an den
Reglerentwurf ist, dass er auf systematische Weise und in vertretbarer Re-
chenzeit durchgefu¨hrt werden kann. Dazu werden im Rahmen der Arbeit
unter Verwendung von linearen Matrixungleichungen und Sum-of-squares-
Zerlegungen konvexe Optimierungsprobleme formuliert. Dies erlaubt ei-
ne weitgehende Automatisierung des Entwurfsprozesses. Als Ergebnis der
Reglerentwu¨rfe ergibt sich neben den Parametern des Reglers auch ein
garantiertes Stabilita¨tsgebiet.
Wa¨hrend die meisten existierenden Regelverfahren einen besonderen
Schwerpunkt auf die Gro¨ße dieses garantierten Stabilita¨tsgebiets legen,
liegt der Schwerpunkt in dieser Arbeit auf der erzielbaren Regelgu¨te. Ih-
re Bewertung erfolgt dabei auf Basis der Ausregelzeit und der Da¨mpfung
des geschlossenen Regelkreises. Dies ist unter praktischen Gesichtspunkten
ha¨ufig von gro¨ßerem Interesse, da der Bereich, in welchem die Regelung
betrieben wird, in der Regel durch die gegebenen Betriebsgrenzen fest-
gelegt ist. Aus diesem Grunde ist oftmals die Sicherstellung einer guten
Reglerperformance innerhalb eines begrenzten, vorab definierten Bereiches
einer Vergro¨ßerung des Stabilita¨tsgebietes vorzuziehen.
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Ein besonderer Schwerpunkt liegt dabei auf der Entwicklung von Re-
gelverfahren fu¨r Systeme mit linearer Dynamik. Einige der entwickelten
Verfahren sind aber in modifizierter Form auch auf nichtlineare Systeme
anwendbar. In solchen Fa¨llen werden auch Systeme mit nichtlinearer Dy-
namik betrachtet.
Neben dem Entwurf von Zustandsregelungen, welche die Kenntnis des
gesamten Zustandsvektors erfordern, wird in dieser Arbeit auch der Ent-
wurf von Ausgangsru¨ckfu¨hrungen betrachtet, deren Regelalgorithmus le-
diglich auf den Ausgangsgro¨ßen des Systems basiert. Da eine Messung des
gesamten Zustandsvektors oftmals nicht mo¨glich bzw. sehr teuer ist, sind
Ausgangsru¨ckfu¨hrungen fu¨r den praktischen Einsatz von besonderem In-
teresse.
1.2 U¨berblick u¨ber die Arbeit
Die Gliederung der Arbeit ist in Abbildung 1.1 dargestellt. Dabei sind Ka-
pitel, die neu erzielte Ergebnisse beinhalten, grau unterlegt. Auch die Ver-
bindungen zwischen den einzelnen Kapiteln gehen daraus hervor. Zuna¨chst
wird in Kapitel 2 die Problemstellung genauer beleuchtet und auf die Mo-
dellierung von Stellgro¨ßen- und Stellratenbegrenzungen eingegangen. In
der zweiten Ha¨lfte des Kapitels werden die wichtigsten existierenden Ver-
fahren zur Regelung von Strecken unter Stellgro¨ßen- und Stellratenbegren-
zungen vorgestellt. Außerdem wird auf bestimmte Verfahren zur Regelung
von Systemen unter ausschließlicher Stellgro¨ßenbegrenzung eingegangen,
die im Verlauf der Arbeit erweitert werden.
In Kapitel 3 werden wichtige Grundbegriffe und Stabilita¨tssa¨tze vor-
gestellt. Diese werden dann zur Entwicklung neuer bzw. zur Erweiterung
bestehender Regelverfahren verwendet. Dabei stellt der in Abschnitt 3.4
angegebene Stabilita¨tssatz bereits ein erstes Ergebnis dieser Arbeit dar.
Die Kapitel 4 bis 7 bilden den Hauptteil der Arbeit und beschreiben
die entwickelten Verfahren. Der Fokus in den Kapiteln 4 und 5 liegt dabei
in der Stabilisierung einer gegebenen, fixen Ruhelage. In Kapitel 4 wird
eine nichtlineare Regelung vorgestellt, die eine besonders gute Reglerper-
formance erzielt. Ihr Einsatz erfordert jedoch die Kenntnis des gesam-
ten Zustandsvektors. In Kapitel 5 wird eine Ausgangsru¨ckfu¨hrung vorge-
stellt, deren Regelalgorithmus lediglich die Kenntnis der Ausgangsgro¨ßen
des Systems erfordert. Diese Eigenschaft macht sie fu¨r den praktischen
Einsatz besonders interessant.
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Abbildung 1.1: U¨berblick u¨ber die Arbeit und die entwickelten Verfahren zur
Regelung von Systemen unter Stellgro¨ßen- und Stellratenbeschra¨nkungen.
1.2 U¨berblick u¨ber die Arbeit 5
Die Kapitel 6 und 7 beschreiben Methoden zur Fu¨hrungsregelung. Da-
bei erzielt die in Kapitel 6 vorgestellte sa¨ttigende Fu¨hrungsregelung ei-
ne sehr gute Reglerperformance. Außerdem kann sie auf eine wichtige
Klasse nichtlinearer Systeme erweitert werden. Diese Erweiterung wird
im zweiten Teil von Kapitel 6 vorgestellt. Jedoch erfordert die sa¨ttigende
Fu¨hrungsregelung die Kenntnis des gesamten Zustandsvektors.
Fu¨r die Zwei-Freiheitsgrade-Regelung in Kapitel 7 ist dagegen lediglich
die Kenntnis der Ausgangsgro¨ßen des Systems erforderlich. Zur Realisie-
rung der Vorsteuerung in der Zwei-Freiheitsgrade-Struktur wird zum einen
ein modellbasierter Ansatz unter Einsatz des Fu¨hrungsreglers aus Kapitel
6, zum anderen ein inversionsbasierter Ansatz vorgestellt.
62 Grundlagen
In diesem Kapitel wird auf die im Rahmen dieser Arbeit betrachteten
Systeme eingegangen und die Modellierung von simultanen Stellgro¨ßen-
und Stellratenbeschra¨nkungen erla¨utert. Anschließend folgt ein U¨berblick
u¨ber bekannte Regelverfahren fu¨r diese Systemklasse.
2.1 Systeme mit Stellbegrenzungen
In dieser Arbeit werden zumeist lineare zeitinvariante Systeme betrachtet,
die jedoch hinsichtlich ihrer Stellgro¨ße und auch ihrer Stellrate begrenzt
sind. Sie werden durch
x˙s = Asxs +Bsua, (2.1)
ys = Csxs
mitAs ∈ Rns×ns ,Bs ∈ Rns×m undCs ∈ Rqs×ns beschrieben. Die Elemente
ua,i des Eingangsvektors ua sind dabei hinsichtlich der Stellgro¨ße, gema¨ß
umin,i ≤ ua,i ≤ umax,i, und der Stellrate, gema¨ß vmin,i ≤ u˙a,i ≤ vmax,i,
beschra¨nkt. Im Folgenden wird vorausgesetzt, dass das Paar (As,Bs)
vollsta¨ndig steuerbar ist und die Ausgangsgro¨ßen linear unabha¨ngig sind,
also rang(Cs) = qs gilt.
Im Verlauf der Arbeit werden auch Verfahren vorgestellt, welche zur
Regelung nichtlinearer Systeme geeignet sind. Auf die dort betrachteten
Systeme wird im jeweiligen Abschnitt eingegangen.
Bei den meisten Verfahren zum Entwurf von Regelungen fu¨r lineare
und nichtlineare Systeme werden Stellbegrenzungen nicht beru¨cksichtigt.
Dadurch wird zwar auf der einen Seite ein einfacher und systematischer
Entwurf mo¨glich, auf der anderen Seite ko¨nnen aber bei U¨berschreitung
der Begrenzungen verschiedenste Effekte auftreten, die negativen Einfluß
auf die Regelgu¨te oder gar die Stabilita¨t haben.
Solche Effekte werden beispielsweise durchWindup verursacht. Das wohl
bekannteste Windup-Pha¨nomen tritt bei Verwendung von Reglern mit In-
tegralanteil zu Tage, bei welchen im Falle sa¨ttigender Stellgro¨ßen oft ein
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deutliches und langanhaltendes U¨berschwingen der Regelgro¨ße beobach-
tet werden kann. Eine anschauliche Erkla¨rung hierfu¨r liefert die folgende
Betrachtung: Ist die Stellgro¨ße in Sa¨ttigung, hat eine Vera¨nderung des Re-
gelfehlers keine A¨nderung des Stellsignals zur Folge. Stattdessen wa¨chst
der Integralanteil deutlich an, ein Verhalten, das als Regler-Windup be-
zeichnet wird. Verla¨sst die Stellgro¨ße anschließend den Sa¨ttigungsbereich,
muss dieser hohe Integralanteil erst einmal abgebaut werden, was zu dem
verlangsamten Ausregelvorgang mit deutlichem U¨berschwingen fu¨hrt.
Windup-Effekte ko¨nnen aber auch beobachtet werden, wenn kein dy-
namischer Regler verwendet wird. Im Falle stabiler Strecken tritt Win-
dup auf, wenn die Streckendynamik in Relation zum verfu¨gbaren Stell-
gro¨ßenbereich hoch ist [57]. Das Stellsignal kann dann einen Zustand unter
Umsta¨nden nicht schnell genug zuru¨ckfu¨hren, um das System ausreichend
zu da¨mpfen. In solchen Fa¨llen ko¨nnen Grenzzyklen mit endlicher Am-
plitude die Folge sein. Dieses Pha¨nomen wird auch als Strecken-Windup
[57] bezeichnet. Ist das System instabil, ko¨nnen die Konsequenzen weitaus
dramatischer sein. Im schlimmsten Fall wird das Gesamtsystem aus Stre-
cke und Regler bei auftretender Sa¨ttigung instabil. Aufgrund der Stell-
gro¨ßenbegrenzung sind gro¨ßere Auslenkungen nicht mehr stabilisierbar.
Instabile Systeme, die einer Stellgro¨ßenbegrenzung unterliegen, ko¨nnen da-
her nur lokal, d.h. fu¨r einen begrenzten Betriebsbereich, stabilisiert werden.
In der Vergangenheit hat dies schon diverse katastrophale Unfa¨lle zur
Folge gehabt. Einen U¨berblick hierzu liefert [129]. Als Beispiele werden
hier der Absturz eines Prototyps der Saab Gripen JAS-39, ein aerodyna-
misch instabiles Jagdflugzeug, im Jahre 1993, sowie der Reaktorunfall von
Tschernobyl im Jahr 1986 genannt. Die Ursache des Absturzes der Saab
Gripen lag dabei in einer unerwartet auftretenden Sa¨ttigung der Stellrate.
Auch im Fall von Tschernobyl haben Stellbegrenzungen eine maßgebliche
Rolle gespielt. Dabei ist insbesondere die Tatsache, dass instabile Syste-
me nur lokal, d.h. innerhalb eines gewissen Betriebsbereiches, stabilisiert
werden ko¨nnen, entscheidend.
2.2 Modellierung der Stellratenbegrenzung
Zur Modellierung einer simultanen Stellgro¨ßen- und Stellratenbegrenzung
wird zuna¨chst nur ein skalares Eingangssignal u betrachtet und wie in
[113], [130] ein Operator σumax,vmax(u) eingefu¨hrt. Dieser Operator soll die
folgenden Eigenschaften aufweisen:
• σumax,vmax(u) ist differenzierbar fu¨r jedes stetig differenzierbare Ein-
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• wenn u(t) > umax bzw. u(t) < −umax ist, so gilt
σumax,vmax(u) = umax bzw. σumax,vmax(u) = −umax,
• wenn u˙(t) > vmax bzw. u˙(t) < −vmax ist, so gilt
d
dt




Es stellt sich nun die Frage, wie ein Operator mit diesen Eigenschaften defi-




umin, wenn u < umin,
u, wenn umin ≤ u ≤ umax,
umax, wenn u > umax
verwendet. Im Rahmen dieser Arbeit werden zumeist symmetrische Stell-
begrenzungen betrachtet. In diesen Fa¨llen wird zur Verku¨rzung der
Schreibweise satumax(u) := sat[−umax umax](u) verwendet.
Unter Verwendung der Sa¨ttigungsfunktion kann nun die Differentialglei-
chung
u˙a,τ = satvmax (−τua,τ + τ satumax(u)) , (2.2)
mit ua,τ (0) = satumax(u(0)) und τ > 0 aufgestellt werden. Mit Hilfe des
folgenden Lemmas la¨sst sich zeigen, dass die Differentialgleichung (2.2)




die oben genannten Eigenschaften aufweist. Dabei ergibt sich ua,τ aus der
Differentialgleichung (2.2).
Lemma 2.1. ( [130]) Fu¨r jede stu¨ckweise stetige Funktion u existiert der
Grenzwert aus (2.3) im L∞-Raum und der Grenzwert σumax,vmax(u) hat
eine L∞-Norm, welche kleiner als umax ist. Des Weiteren ist σumax,vmax(u)
Lipschitz-stetig mit der Lipschitz-Konstanten vmax.
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Beweis. Der Beweis wird in [130] in knapper Form angegeben. Aufgrund
der Bedeutung des Operators σumax,vmax(u) und der Differentialgleichung
(2.2) fu¨r diese Arbeit, wird er an dieser Stelle in einer ausfu¨hrlicheren Form
angegeben.
Zuna¨chst soll gezeigt werden, dass der Grenzwert (2.3) existiert. Dies
ist der Fall, falls ua,τ eine Cauchy-Folge ist. Dazu wird τ1, τ2 > τ∗ > 0
angesetzt und von ua,τ1(0) = ua,τ2(0) = satumax(u(0)) ausgegangen. Ist
ua,τ eine Cauchy-Folge, so muss
‖ua,τ1 − ua,τ2‖∞ ≤ L∞ <∞
gelten (siehe hierzu auch Anhang A.1). Nun wird gezeigt, dass L∞ =
2vmax/τ∗ gilt. Der Beweis erfolgt durch Widerspruch. Angenommen es sei




Es sind 4 Fa¨lle zu untersuchen:
• ua,τ1 <satumax(u) + vmax/τ∗ und ua,τ2 >satumax(u)− vmax/τ∗,
• ua,τ1 >satumax(u) + vmax/τ∗ und ua,τ2 <satumax(u)− vmax/τ∗,
• ua,τ1 >satumax(u) + vmax/τ∗ und ua,τ2 >satumax(u)− vmax/τ∗,
• ua,τ1 <satumax(u) + vmax/τ∗ und ua,τ2 <satumax(u)− vmax/τ∗.
Die Bedingungen ua,τ1 < satumax(u) + vmax/τ∗ und ua,τ2 > satumax(u) −
vmax/τ∗ sind nicht gleichzeitig erfu¨llbar, da andernfalls












gelten wu¨rde, was im Widerspruch zur oberen Annahme steht. Daher
mu¨ssen nur die folgenden beiden Fa¨lle betrachtet werden:
• ua,τ1 >satumax(u) + vmax/τ∗ und ua,τ2 >satumax(u)− vmax/τ∗,
• ua,τ1 <satumax(u) + vmax/τ∗ und ua,τ2 <satumax(u)− vmax/τ∗.
Zuna¨chst wird der erste Fall betrachtet. Aus ua,τ1 > satumax(u) + vmax/τ∗
folgt τ∗(satumax(u) − ua,τ1) < −vmax und wegen τ1 > τ∗ > 0 somit
τ1(satumax(u)− ua,τ1)< −vmax. Damit ist
u˙a,τ1 = satvmax (τ1(satumax(u)− ua,τ1)) = −vmax.
10 2 Grundlagen
Aufgrund der Sa¨ttigungsfunktion fu¨r die Stellrate ist u˙a,τ2 ≥ −vmax, wes-
halb also im ersten Fall u˙a,τ1 − u˙a,τ2 ≤ 0 gilt.
Nun wird der zweite Fall untersucht. Aus ua,τ2 <satumax(u)−vmax/τ∗ folgt
τ∗(satumax(u) − ua,τ2) > vmax und wegen τ2 > τ∗ somit τ2(satumax(u) −
ua,τ2)> vmax und damit
u˙a,τ2 = satvmax (τ2(satumax(u)− ua,τ2)) = vmax.
Da außerdem u˙a,τ1 ≤ vmax gilt, ergibt sich auch in diesem Fall u˙a,τ1 −
u˙a,τ2 ≤ 0.
Also gilt in allen Fa¨llen, in denen ua,τ1 − ua,τ2 > 2vmax/τ∗ ist, u˙a,τ1 −
u˙a,τ2 ≤ 0. Demnach kann die Differenz ua,τ1 − ua,τ2 nicht u¨ber 2vmax/τ∗
hinaus anwachsen, d.h., es gilt ua,τ1 −ua,τ2 ≤ 2vmax/τ∗. In analoger Weise
la¨sst sich zeigen, dass u˙a,τ1 − u˙a,τ2 ≥ 0 immer gilt, falls ua,τ1 − ua,τ2 <
−2vmax/τ∗ ist. In Folge dessen muss ua,τ1 − ua,τ2 ≥ −2vmax/τ∗ gelten. Da
also offensichtlich ‖ua,τ1 − ua,τ2‖∞ ≤ 2vmax/τ∗ gilt, ist ua,τ eine Cauchy-
Folge.
Außerdem impliziert ua,τ ≥ umax wegen (2.2) u˙a,τ ≤ 0 und ua,τ ≤





Des Weiteren ist ‖ua,τ (t2) − ua,τ (t1)‖ ≤ vmax‖t2 − t1‖ fu¨r alle t1,t2 > 0.
Fu¨r τ →∞ ergibt sich
‖ua,∞(t2)− ua,∞(t1)‖ ≤ vmax‖t2 − t1‖
fu¨r alle t1,t2 > 0 und daher ist ua,∞ Lipschitz-stetig mit der Lipschitz-
Konstanten vmax.
Neben der Modellierung einer simultanen Stellgro¨ßen- und Stellratenbe-
grenzung mit dem Operator σumax,vmax(u) und Gleichung (2.3) existieren
in der Literatur noch weitere Ansa¨tze. So wird beispielsweise in [9] ein
Aktormodell verwendet, welches durch
u˙a = vmaxsgn (−ua + satumax(u)) (2.4)
mit ua(0) = satumax(u(0)) beschrieben wird. In [113] wird jedoch gezeigt,
dass dieses Modell nicht die erforderlichen Eigenschaften aufweist. Wenn
na¨mlich u bzw. ua die Stellgro¨ßen- und Stellratenbegrenzung nicht verletzt,
gilt bei Verwendung der Differentialgleichung (2.4) offenbar u˙a = 0, was









Abbildung 2.1: Aktor mit Stellgro¨ßen- und Stellratenbeschra¨nkung
sich aber im Allgemeinen als nicht sinnvoll herausstellt. Weitere Ansa¨tze
zur Modellierung von Stellgro¨ßen- und Stellratenbegrenzungen speziell zur
Anwendung bei diskreten Systemen werden in [113] diskutiert.
Im Rahmen der Arbeit wird die am weitesten verbreitete Modellie-
rung nach [130] verwendet. Der Operator σumax,vmax(u) wird im Folgen-
den auch als idealer Stellgro¨ßen- und Stellratenbegrenzer bezeichnet. Zur
Durchfu¨hrung von Reglerentwu¨rfen wird die Differentialgleichung (2.2) mit
τ < ∞ verwendet. Diese kann als ein Modell fu¨r einen Aktor aufgefasst
werden und wird im Verlauf der Arbeit auch als Aktormodell bezeichnet.
Abbildung 2.1 zeigt ein Blockschaltbild der Differentialgleichung.
Die Wahl endlicher Werte fu¨r τ hat eine zusa¨tzliche Verlangsamung zur
Folge, die in Abbildung 2.2 dargestellt ist. Gezeigt sind die Verla¨ufe der
wirksamen Stellgro¨ße ua fu¨r verschiedene Werte des Parameters τ und den
kommandierten Verlauf der Stellgro¨ße u. Dabei fa¨llt auf, dass die Wahl von
τ = 1 im Aktormodell (2.2) im Vergleich zu einem idealen Stellgro¨ßen-
und Stellratenbegrenzer σumax,vmax(u) die Dynamik deutlich verlangsamt.
Es zeigt sich ebenfalls, dass die verfu¨gbare Stellrate nicht ausgescho¨pft
wird. Dagegen approximiert das Aktormodell (2.2) mit τ = 5 den idealen
Stellgro¨ßen- und Stellratenbegrenzer bereits sehr gut. Wird der Parameter
τ entsprechend groß gewa¨hlt, ist die von ihm eingebrachte Verlangsamung
der Gesamtdynamik a¨ußerst gering. Einen Anhaltspunkt fu¨r die konkrete
Wahl von τ in Relation zu den Stellbegrenzungen liefern die U¨berlegungen
in Abschnitt 2.4.
Im Falle eines Eingangsvektors ua bzw. u kann der Operator
σumax,vmax(u) bzw. die Differenzialgleichung (2.2) elementweise angewen-







, ua(0) = satU(u(0)), (2.5)
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Abbildung 2.2: Einfluss des Parameters τ auf die Dynamik des Aktormodells
mit umax = −umin = 1 und vmax = −vmin = 1: Verlauf der wirksamen Stell-
gro¨ße ua als Reaktion auf den kommandierten Stellgro¨ßenverlauf u bei Ver-
wendung des idealen Aktormodells σumax,vmax(u) , eines Aktormodells mit
τ = 1 und eines Aktormodells mit τ = 5 (oben). Darunter sind die
zugeho¨rigen Verla¨ufe der Stellrate u˙a dargestellt.







mit U = [umin umax], umin = [umin,1 . . . umin,m]
T, umax =
[umax,1 . . . umax,m]
T. Auch hier wird im Falle symmetrischer Begrenzun-
gen zur Vereinfachung der Schreibweise satumax(u) = sat[−umax umax](u)








, ua(0) = satumax(u(0)). (2.6)
Zur Analyse und zum Entwurf von Regelkreisen fu¨r Systeme unter Stell-
gro¨ßen- und Stellratenbeschra¨nkungen wird das System (2.1) um den Zu-
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stand ua des Aktors erweitert. Mit




ergibt sich das erweiterte System














0 −T ] . (2.8)
Fu¨r die in dieser Arbeit vorgestellten Reglerentwu¨rfe wird vorausgesetzt,
dass der Ausgang des Aktormodells (2.2) bekannt ist. Wird das Aktor-
modell als Teil des Regelalgorithmus angesehen, ist diese Voraussetzung
immer erfu¨llt. Im Verlauf dieser Arbeit wird die Ausgangsgro¨ße ua des
Aktormodells als die wirksame Stellgro¨ße bezeichnet.
2.3 Alternative Modellierung
Die Modellierung der simultanen Stellgro¨ßen- und Stellratenbegrenzung-
en in Abschnitt 2.2 fu¨hrt schließlich auf das System (2.7). Darin
taucht eine geschachtelte Sa¨ttigungsfunktion auf, welche im Reglerentwurf
beru¨cksichtigt werden muss.
Um Komplikationen durch die zusa¨tzliche Sa¨ttigungsfunktion zu ver-
meiden, kann alternativ ein Aktormodell aus [58] verwendet werden, bei
welchem durch entsprechende Auslegung eines im Regler integrierten PT-1
Gliedes sichergestellt wird, dass die Stellratenbegrenzung niemals verletzt
wird. Da eine Sa¨ttigung der Stellrate ausgeschlossen ist, ist diese Vor-
gehensweise jedoch konservativ. Abbildung 2.3 zeigt das entsprechende
Modell, welches elementweise auf den Eingangsgro¨ßenvektor angewendet




(−ua,i+satumax,i(ui)) , ua,i(0)=satumax,i(ui(0)) (2.9)
beschrieben wird. Die Zeitkonstanten Tv,i werden so gewa¨hlt, dass die
Stellratenbegrenzung |u˙a,i| ≤ vmax,i in jedem Fall eingehalten wird. Auf-









Abbildung 2.3: Ersatzmodell fu¨r einen Aktor mit Stellgro¨ßen- und Stellraten-
beschra¨nkung
die maximale Differenz max |ui − ua,i| = 2umax,i. Aus der Forderung








nicht unterschreiten. Auch hier kann zum Reglerentwurf eine um den Ak-
torzustand ua erweiterte Systemdarstellung angegeben werden. Sie lautet
x˙ = Ax+B satumax (u)



















Im Gegensatz zum System (2.7) tritt hier nur eine Sa¨ttigungsfunktion
fu¨r die Stellgro¨ße auf. Durch dieses Modell wird es demnach mo¨glich, die
bestehenden Verfahren zum Entwurf von Regelungen fu¨r Systeme unter
ausschließlicher Stellgro¨ßenbegrenzung einzusetzen. Dieser Vorteil wird je-
doch durch eine deutliche Konservativita¨t erkauft. Aufgrund von Bedin-
gung (2.10) wird die Zeitkonstante des Ersatzmodells auf einen minimalen
Wert begrenzt und verlangsamt so den Ausregelvorgang. Anhand von Un-
gleichung (2.10) wird deutlich, dass dies eine umso gro¨ßere Rolle spielt, je
kleiner das Verha¨ltnis von vmax,i zu umax,i ist.
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2.4 Vergleich der Aktormodelle
In diesem Abschnitt werden die beiden Aktormodelle (2.2) und (2.9) mit-
einander verglichen. Bei Betrachtung der beiden Modelle fa¨llt auf, dass
sich aus der Differentialgleichung (2.2) das Modell (2.9) fu¨r den Spezialfall
τ ≤ vmax
2umax
ergibt. Erfu¨llt der Parameter τ diese Ungleichung, tritt keine Sa¨ttigung
der Stellrate auf und die entsprechende Sa¨ttigungsfunktion in Gl. (2.2)
wird nicht aktiv. Entsprechend muss diese bei den nachfolgenden Sta-
bilita¨tsbetrachtungen und im Reglerentwurf nicht beru¨cksichtigt werden.
Die Einschra¨nkung hinsichtlich τ bzw. Tv fu¨hrt jedoch zu einer deutlich
schlechteren Dynamik des Modells (2.9) gegenu¨ber dem Modell nach Gl.
(2.2). Dies unterstreicht Abbildung 2.4.
Darin sind die Verla¨ufe der wirksamen Stellgro¨ße ua und der Stellrate u˙a
fu¨r beide Modelle dargestellt. Wa¨hrend bei Verwendung des Aktormodells
(2.2) mit τ = 5 eine Sa¨ttigung der Stellrate auftritt, wird bei Verwendung
des Modells (2.9) die Stellrate nur schlecht ausgenutzt. Dies fu¨hrt zu ei-
ner deutlich langsameren Reaktion der wirksamen Stellgro¨ße ua auf den
kommandierten Verlauf u.
Es la¨sst sich also festhalten, dass bei Verwendung des Modells (2.9) die
Kapazita¨t des realen Aktors nicht ausgescho¨pft wird. Gleichzeitig liefert
der Vergleich einen Anhaltspunkt fu¨r die Wahl des Parameters τ bei Ver-
wendung des Aktormodells (2.2). Damit die volle Kapazita¨t des Aktors




2.5 Regelungen fu¨r Systeme mit
Stellgro¨ßenbegrenzungen
Wie im vorigen Abschnitt gezeigt, erlaubt die Verwendung des Ersatz-
modells (2.9) die Anwendung von Verfahren fu¨r Strecken unter aus-
schließlicher Stellgro¨ßenbegrenzung, zumindest in den Fa¨llen, in denen
die Stellratenbegrenzung nicht zu restriktiv ist. Im Folgenden wird da-
her auf verschiedene Ansa¨tze zur Regelung von Systemen mit Stell-
gro¨ßenbegrenzungen eingegangen. Im Rahmen dieser Arbeit werden einige
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Abbildung 2.4: Vergleich der Aktormodelle (2.2) mit τ = 5 und (2.9)
mit umax = −umin = 1 und vmax = −vmin = 1 fu¨r einen kommandierten
Stellgro¨ßenverlauf u : Dargestellt sind die wirksame Stellgro¨ße ua (oben)
und die Stellrate u˙a (unten). Die Verla¨ufe von ua und u˙a fu¨r den idealen Aktor
σumax,vmax(u) sind ebenfalls dargestellt.
der an dieser Stelle vorgestellten Verfahren auf Systeme unter geschachtel-
ter Sa¨ttigung erweitert, so dass die Verwendung des Modells (2.2) mo¨glich
wird, was insbesondere im Falle restriktiver Stellratenbegrenzungen von
Vorteil ist. Einige Verfahren erlauben bereits die Sa¨ttigung der Stellrate.
Darauf wird an den entsprechenden Stellen explizit hingewiesen.
2.5.1 Anti-Windup-Verfahren
Dieser Abschnitt soll einen groben U¨berblick u¨ber Anti-Windup-Verfahren
bieten und erhebt keinen Anspruch auf Vollsta¨ndigkeit. Detailliertere
Erla¨uterungen zu den verschiedenen Verfahren und deren Entwicklung fin-
den sich in [135].
Beim Entwurf von Regelungen mit Anti-Windup wird zuna¨chst ein
Regler ohne Beru¨cksichtigung der Stellgro¨ßenbegrenzung derart entwor-
fen, dass bestimmte Performancemerkmale fu¨r das unbeschra¨nkte Sys-
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tem eingehalten werden. Anschließend wird die eigentliche Anti-Windup-
Struktur in den Regelkreis integriert. Diese wird so entworfen, dass im
Fall nichtsa¨ttigender Stellgro¨ßen die Performancemerkmale erhalten blei-
ben und bei auftretender Sa¨ttigung diese mo¨glichst gut approximiert wer-
den ko¨nnen [135].
Ausgehend von ad-hoc Verfahren, die ohne oder mit wenig theoreti-
schem Hintergrund entwickelt wurden, u¨ber erste akademische Studien in
der Mitte des 20. Jahrhunderts (siehe beispielsweise [88]) haben sich heu-
te moderne Anti-Windup-Verfahren etabliert. Letztere ermo¨glichen Sta-
bilita¨ts- und Performancegarantien und ko¨nnen nicht zuletzt durch den
Einsatz LMI-basierter Verfahren auf systematische Weise entworfen wer-
den [48], [102], [103], [121]. Dabei haben sich zwei Richtungen etabliert:
globale und lokale Ansa¨tze. Der globale Ansatz geht von stabilen Regel-
strecken aus. Zielsetzung beim Entwurf des Anti-Windup-Netzwerkes ist
die Sicherstellung der globalen Stabilita¨t des geschlossenen Kreises. Im
Allgemeinen werden dazu globale Performance-Kriterien optimiert, siehe
beispielsweise [48], [143]. Neuere Ansa¨tze wie [102] erlauben auch eine loka-
le Performance-Optimierung bei gleichzeitiger Garantie der globalen Sta-
bilita¨t. Wa¨hrend die globalen Ansa¨tze nur auf stabile Systeme anwend-
bar sind, sind lokale Ansa¨tze auch zur Regelung instabiler Systeme ge-
eignet. Hier ist die Stabilita¨t des geschlossenen Kreises jedoch nicht mehr
global, sondern nur lokal innerhalb eines bestimmten Betriebsbereichs si-
chergestellt. Zum Entwurf des Anti-Windup-Netzwerkes wird dann ent-
weder die Gro¨ße dieses garantierten Einzugsgebietes [121] oder ein lokales
Performance-Kriterium, wie beispielsweise die L2-Versta¨rkung optimiert
[103].
Mit den zuvor genannten Ansa¨tzen ist lediglich die Beru¨cksichtigung
der Beschra¨nkung der Stellgro¨ße mo¨glich. Liegt eine zusa¨tzliche Stellra-
tenbegrenzung vor, so kann diese unter Verwendung des in Abschnitt 2.3
vorgestellten einfachen Aktormodells beru¨cksichtigt werden. Durch diese
Vorgehensweise wird jedoch die Dynamik des geschlossenen Kreises, wie
in Abschnitt 2.3 beschrieben, verlangsamt. Unter Verwendung des weni-
ger konservativen Aktormodells aus Abschnitt 2.2 wird fu¨r stabile Regel-
strecken in [146] ein erweitertes Anti-Windup-Netzwerk vorgestellt. Zur
lokalen Stabilisierung ist das Verfahren [141] geeignet.
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2.5.2 Modellpra¨diktive Regelung
Die modellpra¨diktive Regelung (Engl.: Model Predictive Control, MPC) ist
ein in der praktischen Anwendung ha¨ufig eingesetztes Regelungsverfahren.
Wichtigster Bestandteil einer modellpra¨diktiven Regelung ist ein Modell
der Strecke. Dieses Modell wird dazu verwendet, mit Hilfe des aktuellen
Zustands Vorhersagen u¨ber zuku¨nftige Streckenzusta¨nde in Abha¨ngigkeit
vom Systemeingang fu¨r einen bestimmten Zeithorizont zu treffen und auf
dieser Grundlage eine optimale Steuerfolge zu berechnen. U¨blicherweise
wird zuna¨chst das Streckenmodell diskretisiert, wodurch die Optimierung
der Steuerfolge und die Implementierung auf einem Digitalrechner erleich-
tert werden. Anschließend wird das diskretisierte Streckenmodell dazu ge-
nutzt, um online, d.h. wa¨hrend des Betriebs der Regelung, in jedem Ab-
tastschritt k eine optimale Stellgro¨ßenfolge u(k+1),u(k+2), . . . ,u(k+N)
u¨ber einen endlichen Vorhersagehorizont N zu berechnen. In der Regel
wird fu¨r diese Optimierung ein quadratisches Gu¨temaß minimiert. Von
der auf diese Weise berechneten Stellgro¨ßenfolge werden jedoch nur die
Werte u(k+1) fu¨r den unmittelbar folgenden Abtastschritt als Stellsignal
verwendet. Im na¨chsten Rechenschritt wird das Optimierungsproblem er-
neut gelo¨st, wobei wiederum nur die ersten Werte der errechneten Stell-
gro¨ßenfolge verwendet werden.
In der Online-Optimierung ko¨nnen Begrenzungen der Stellgro¨ße, der
Stellrate sowie der Zusta¨nde beru¨cksichtigt werden und bei Verwendung
eines quadratischen Gu¨temaßes ergibt sich ein konvexes Optimierungspro-
blem, welches effizient gelo¨st werden kann [27]. Aufgrund der Konvexita¨t
gilt in diesem Fall, dass jedes lokale Optimum auch gleichzeitig global opti-
mal ist. Einen guten U¨berblick u¨ber die modellpra¨diktive Regelung und die
Beru¨cksichtigung von Stellbegrenzungen liefern die U¨bersichtsartikel [83],
[92] sowie [109]. In dem Buch [91] wird außerdem auf spezifische Aspekte
aus dem praktischen Einsatz der modellpra¨diktiven Regelung eingegangen
und es werden zahlreiche Anwendungen vorgestellt.
Nachteilig an dieser urspru¨nglichen Form der modellpra¨diktiven Rege-
lung ist jedoch die Notwendigkeit, ein Optimierungsproblem online lo¨sen
zu mu¨ssen. Daher beschra¨nkt sich der Einsatz des Verfahrens bislang auf
die Regelung relativ langsam ablaufender Prozesse. In den letzten Jah-
ren wurden jedoch Ansa¨tze entwickelt, das Optimierungsproblem vorab
oﬄine zu lo¨sen und den Zustandsraum in konvexe Gebiete aufzuteilen,
wobei jedem Gebiet ein affines Regelgesetz zugeordnet werden kann. Im
Verlauf des Ausregelvorgangs muss dann lediglich bestimmt werden, in
welchem Gebiet sich der aktuelle Zustand befindet, um dann das entspre-
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chende Regelgesetz anwenden und so das Stellsignal berechnen zu ko¨nnen.
Auch bei diesem Verfahren ko¨nnen Stellgro¨ßen- und Stellratenbegrenzung-
en beru¨cksichtigt werden. Diese sogenannte explizite modellpra¨diktive Re-
gelung wurde in [14] vorgestellt. Es ergeben sich jedoch bereits fu¨r Systeme
niedriger Ordnung sehr komplexe Gebietsaufteilungen mit vielen Gebieten
[83], [142]. Dies erschwert im Betrieb der Regelung die Aufgabe, das zum
jeweiligen Systemzustand geho¨rige Gebiet zu ermitteln. Neue Ansa¨tze nut-
zen Hashtabellen [11] bzw. Baumstrukturen [95], um diese Aufgabe effi-
zient lo¨sen zu ko¨nnen. Als Alternative zur expliziten modellpra¨diktiven
Regelung werden auch Ansa¨tze verfolgt, den Aufwand fu¨r die Online-
Optimierung zu reduzieren. So wird beispielsweise in [142] die spezielle
Struktur des Optimierungsproblems ausgenutzt. Außerdem wird die Op-
timierung abgebrochen, bevor das Optimum erreicht ist. Dies reduziert
zwar deutlich den Online-Rechenaufwand, jedoch existiert bislang fu¨r die-
sen Fall kein Stabilita¨tsnachweis [142].
2.5.3 Lineare Sa¨ttigungsregler
Als lineare Sa¨ttigungsregler werden lineare Zustandsru¨ckfu¨hrungen be-
zeichnet, die bewusst so entworfen werden, dass eine sa¨ttigende Stellgro¨ße
auftreten kann. Im Gegensatz zu Anti-Windup-Verfahren wird hier jedoch
die Sa¨ttigung nicht als ein negativer Effekt betrachtet, der im Nachhinein
kompensiert werden muss. Vielmehr wird der Sa¨ttigungsbereich bewusst
genutzt, um mo¨glichst große Einzugsgebiete garantieren oder den Ausre-
gelvorgang beschleunigen zu ko¨nnen. Dazu wird die Stellgro¨ßenbegrenzung
bereits im Reglerentwurf beru¨cksichtigt.
Es lassen sich zwei Forschungsrichtungen feststellen: Die (semi-)globale
Stabilisierung und die lokale Stabilisierung. Bei der (semi-)globalen Stabi-
lisierung erfolgt der Reglerentwurf im Hinblick auf die globale Stabilita¨t
einer Ruhelage, die Performance der Regelung spielt dabei jedoch eine
untergeordnete Rolle. Ein wichtiges Ergebnis zur (semi-)globalen Stabili-
sierung findet sich in [117], [127]. Demnach kann ein lineares System unter
Stellgro¨ßenbegrenzungen global asymptotisch stabilisiert werden, falls alle
Pole des unbeschra¨nkten Systems in der geschlossenen linken s-Halbebene
liegen. Dies gilt in gleicher Weise, wenn das System zusa¨tzlich Stellratenbe-
grenzungen unterworfen ist [113]. Der in [112] vorgestellte Ansatz erlaubt
ein verbessertes Ausregelverhalten, indem ein sogenannter Low-gain Reg-
ler mit einem High-gain Regler kombiniert wird. Dabei dient der Low-gain
Regler der Stabilisierung und geht nicht in Sa¨ttigung. Der High-gain Regler
stellt dann die Performance sicher und arbeitet auch im Sa¨ttigungsbereich.
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Zusa¨tzliche Stellratenbegrenzungen werden in [113] beru¨cksichtigt.
Dennoch ist der Aspekt der (semi-)globalen Stabilisierung unter prakti-
schen Gesichtspunkten von untergeordnetem Interesse. Aufgrund der Tat-
sache, dass eine lineare Systemdarstellung in der Regel aus der Lineari-
sierung eines nichtlinearen Systems um einen Arbeitspunkt hervorgeht,
gilt die lineare Systembeschreibung nur in einem Teil des Zustandsrau-
mes. Zumeist hat ein reales System auch bestimmte Betriebsgrenzen, die
nicht u¨berschritten werden du¨rfen. Aus diesen Gru¨nden ist die Performan-
ce des Reglers oftmals von gro¨ßerem Interesse als ein großes garantiertes
Einzugsgebiet. Dies setzt selbstversta¨ndlich voraus, dass alle relevanten
Betriebszusta¨nde im garantierten Einzugsgebiet liegen. Des Weiteren wer-
den Regelungen auch eingesetzt, um instabile Systeme zu stabilisieren.
Dies ist mit dem Ansatz der (semi-)globalen Stabilisierung nicht mo¨glich.
Methoden zur lokalen Stabilisierung erlauben dagegen neben einer deutlich
verbesserten Performance auch den Reglerentwurf fu¨r instabile Systeme.
Bei der lokalen Stabilisierung wird zumeist die direkte Methode von
Ljapunov verwendet, um garantierte Einzugsgebiete zu ermitteln. Erste
Arbeiten auf dem Gebiet sind in [52] zu finden. Darin werden ebenfalls
ein Low-gain und High-gain Regler kombiniert. Die Struktur des High-
gain Reglers ist jedoch sehr eingeschra¨nkt, weshalb das Verfahren relativ
konservativ ist.
In den letzten Jahren haben sich effiziente Entwurfsverfahren mit
Hilfe linearer Matrixungleichungen (Engl.: Linear Matrix Inequalities,
LMI) etabliert. Arbeiten hierzu finden sich in [60], [63] und [123]. Die
Ansa¨tze aus [60], [63] stellen den sa¨ttigenden Zustandsregler als konve-
xe Hu¨lle, bestehend aus dem unbeschra¨nkten Regler und einem virtu-
ellen, nicht-sa¨ttigenden Hilfsregler, dar. Im Gegensatz zu [123], wo ein
bilineares Optimierungsproblem iterativ gelo¨st werden muss, ergibt sich
auf diese Weise unmittelbar ein konvexes Optimierungsproblem. Die Sta-
bilita¨tsbedingungen aus [60], [63] bilden im Falle einer einzigen Eingangs-
gro¨ße tatsa¨chlich die Sa¨ttigungsfunktion exakt ab, fu¨r Mehrgro¨ßensysteme
werden jedoch in [6] weniger konservative Stabilita¨tsbedingungen herge-
leitet. Dies geschieht zum Preis einer deutlichen Zunahme an Optimie-
rungsvariablen, was in der praktischen Implementierung und beim Einsatz
ga¨ngiger numerischer Optimierungsmethoden, insbesondere bei Systemen
ho¨herer Ordnung, zu Problemen fu¨hrt.
Aus beiden zuvor genannten Ansa¨tzen wurden auch Methoden zur Be-
handlung geschachtelter Sa¨ttigungen abgeleitet [10], [122], [150], welche
die Beru¨cksichtigung zusa¨tzlicher Stellratenbegrenzungen erlauben. Der
Ansatz aus [122] ist eine Verallgemeinerung von [123] und erfordert eben-
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falls eine iterative Lo¨sung des sich ergebenden bilinearen Optimierungs-
problems. Dagegen ergeben sich aus [10], [150] konvexe Optimierungspro-
bleme, die ohne Iteration auskommen. Die in [10] vorgestellte Methodik ist
dabei eine Erweiterung des in [60], [63] beschriebenen Verfahrens, wa¨hrend
[150] eine Erweiterung der Methodik aus [6] ist. Beide Ansa¨tze liefern
im Falle von Systemen mit einer einzigen Eingangsgro¨ße dieselben Stabi-
lita¨tsbedingungen. Bei Mehrgro¨ßensystemen ist der Ansatz [150] weniger
konservativ, erfordert jedoch mehr Optimierungsvariablen, was die prakti-
sche Anwendbarkeit einschra¨nkt. Einen aktuellen, umfassenden U¨berblick
u¨ber die existierenden Verfahren liefert auch das Buch [133]. Als zentra-
ler Ansatz fu¨r diese Arbeit wird die in [10] vorgestellte Methodik dienen.
Diese wird in Kapitel 3 auch auf nichtlineare Systeme erweitert und beim
Entwurf nichtlinearer Regler Anwendung finden.
2.5.4 Strukturvariable Regelungen
Strukturvariable Regelungen verfolgen prinzipiell die gleiche Zielsetzung
wie die im vorigen Abschnitt vorgestellten linearen Sa¨ttigungsregler.
Wa¨hrend bei den linearen Sa¨ttigungsreglern zur lokalen Stabilisierung
der Sa¨ttigungsbereich der Stellgro¨ße genutzt wird, um so durch eine
gute Ausnutzung des Stellbereichs eine gute Performance des geschlos-
senen Regelkreises zu erzielen, nutzen strukturvariable Regelungen ei-
ne zustandsabha¨ngige Reglerversta¨rkung und damit eine nichtlineare Zu-
standsru¨ckfu¨hrung.
Die ersten Arbeiten zur Anwendung strukturvariabler Regler zur Rege-
lung von Systemen mit Stellgro¨ßenbegrenzungen finden sich in [77] und
[78]. Hier wird zustandsabha¨ngig zwischen einer endlichen Anzahl von Zu-
standsreglern so umgeschaltet, dass der Stellbereich unter Vermeidung ei-
ner Sa¨ttigung des Stellsignals besser genutzt wird. Dazu wird jedem Regler
ein Ljapunov-Gebiet zugeordnet und sichergestellt, dass diese Gebiete in-
einander geschachtelt sind.
Ein a¨hnlicher Ansatz wurde danach auch in [144] unter dem Namen
piecewise-linear LQ control (PLC) vorgestellt. Dabei erfolgt die Wahl
der einzelnen Teilregler und der zugeho¨rigen Gebiete durch das Lo¨sen
von Riccati-Gleichungen. Weitere Verfahren denen diese Idee zugrunde
liegt, werden in [94], [118], [119] vorgestellt, wobei in den beiden Letztge-
nannten auch asymmetrische Begrenzungen und Stellratenbegrenzungen
beru¨cksichtigt werden. Die Ergebnisse sind jedoch sehr konservativ.
Die zuvor genannten Verfahren schalten zwischen einer endlichen An-
zahl an Teilreglern um. Dadurch ist der Stellgro¨ßenverlauf nicht stetig,
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was im praktischen Einsatz zu einer sehr hohen Belastung des Stellgliedes
fu¨hrt. Die sogenannte weich strukturvariable Regelung (WSVR) weist die-
sen Nachteil nicht auf. Erste Arbeiten finden sich in [7], [37], [38], [78]. In
der WSVRmit variabler Sa¨ttigung [7] werden zwei Zustandsru¨ckfu¨hrungen
miteinander kombiniert. Die erste Zustandsru¨ckfu¨hrung wird so entworfen,
dass die Stellgro¨ße nicht sa¨ttigt, die zweite wiederum wird mittels einer va-
riablen Sa¨ttigung so modifiziert, dass die Kombination beider Regelungen
die Stellgro¨ßenbegrenzung einha¨lt. Im Gegensatz dazu wird in [37], [38]
ein parameterabha¨ngiges Regelgesetz verwendet. Dieser Parameter wird
aus der Lo¨sung einer Differentialgleichung bestimmt und ist daher stetig.
Eine weitere Version weich strukturvariabler Regler wird in [1] vorgestellt.
Auch hier wird ein parameterabha¨ngiges Auswahlgesetz verwendet, jedoch
ergibt sich dieser Parameter aus der Lo¨sung einer impliziten Gleichung.
Er dient dazu, die Eigenwerte des geschlossenen Regelkreises zustands-
abha¨ngig auf Ursprungsgeraden zu verschieben und so den Ausregelvor-
gang zu beschleunigen. Da dieser implizit definierte Parameter auch gleich-
zeitig eine Ljapunov-Funktion des geschlossenen Regelkreises ist, wird das
Verfahren als weich strukturvariable Regelung mittels impliziter Ljapunov-
Funktionen bezeichnet. Alle Ansa¨tze weisen die gemeinsame Eigenschaft
auf, dass die Stellgro¨ße nicht sa¨ttigt. Eine U¨bersicht u¨ber die in diesem
Absatz angesprochenen Regelungen liefert [4].
Fu¨r das in [1] vorgestellte Konzept wurden in der ju¨ngeren Vergan-
genheit diverse Modifikationen vorgestellt. So wird in [34], [147] ein LMI
basierter Entwurf angegeben, welcher einen effizienten Reglerentwurf er-
laubt. In [49] wurde die Methodik auf eine bestimmte Klasse von MIMO-
Systemen erweitert. Des Weiteren wird in [85], [86] eine sa¨ttigende Ver-
sion der weich strukturvariablen Regelung mittels impliziter Ljapunov-
Funktionen fu¨r SISO-Systeme eingefu¨hrt, welche deutlich schnellere Ausre-
gelvorga¨nge erlaubt. Durch eine Modifikation des Auswahlgesetzes gelingt
es in [67], die Regelung auf eine gro¨ßere Systemklasse zu erweitern, in [66]
wird schließlich eine polynomiale weich strukturvariable Regelung vorge-
stellt, welche es erlaubt, die Eigenwerte nicht nur auf Ursprungsgraden,
sondern auch auf anderen Bahnen in der komplexen Ebene zu verschieben.
Neben der Tatsache, dass bislang nur Systeme unter ausschließlicher Stell-
gro¨ßenbegrenzung betrachtet wurden, existiert bislang keine Version der
weich strukturvariablen Regelung mittels impliziter Ljapunov-Funktion,
die auf allgemeine MIMO-Systeme anwendbar ist. Im Rahmen dieser Ar-
beit wird das Konzept aus [67] auf zusa¨tzliche Stellratenbegrenzungen und
Systeme mit mehreren Eingangsgro¨ßen erweitert. Im Vergleich zu der in
[49] angegebenen Regelung erlaubt die in dieser Arbeit vorgestellte Version
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aufgrund der modifizierten Selektionsstrategie aus [67] die Anwendbarkeit
auf eine gro¨ßere Systemklasse. Da sa¨ttigende Stellsignale erlaubt sind, er-
gibt sich außerdem eine deutlich verbesserte Performance des geschlosse-
nen Regelkreises. Na¨heres hierzu findet sich in Kapitel 4.
Ein weiterer Ansatz sa¨ttigender weich strukturvariabler Regler ist der
sogenannte α-Regler nach [24], [25]. Hier wird in jedem Zeitschritt eine
Zustandsru¨ckfu¨hrung aus der Lo¨sung einer parameterabha¨ngigen Ricca-
tigleichung gewonnen. Ein Nachteil des Verfahrens ist der relativ hohe
Online-Rechenaufwand, der sich aus der Lo¨sung der parameterabha¨ngigen
Riccatigleichung ergibt.
Auch der in der Arbeit von [77] bzw. [144] vorgestellte strukturva-
riable Regler wurde zu einer weich strukturvariablen Version modifi-
ziert. Diese wird in [61] vorgestellt. Hier wird zwischen zwei linearen Zu-
standsru¨ckfu¨hrungen interpoliert, wozu in jedem Zeitschritt der Eigenwert
einer Matrix bestimmt werden muss. Ein sehr a¨hnliches Verfahren, wel-
ches sich hinsichtlich der Selektionsstrategie von [61] unterscheidet, nutzt
zur Interpolation N Zustandsru¨ckfu¨hrungen. Es wird in [39], [148] vorge-
stellt und zur Realisierung eines modellbasierten Anti-Windup Verfahrens
verwendet.
2.5.5 Ausgangsru¨ckfu¨hrungen
Der Begriff Ausgangsru¨ckfu¨hrung bezeichnet Regelverfahren, deren Re-
gelalgorithmus lediglich die Kenntnis der messbaren Ausgangsgro¨ßen
beno¨tigt. Dies ist unter praktischen Gesichtspunkten ein wesentlicher
Aspekt, da oftmals nicht alle Zustandsgro¨ßen mit vertretbarem Aufwand
messbar sind.
Die in den Abschnitten 2.5.3 und 2.5.4 vorgestellten Regelverfahren
beno¨tigen die Information des gesamten Zustandsvektors. Prinzipiell las-
sen sich die Verfahren auch zu Ausgangsru¨ckfu¨hrungen erweitern, indem
ein Beobachter eingesetzt wird, um den Zustandsvektor zu scha¨tzen. Fu¨r
die weich strukturvariable Regelung zeigen [5] bzw. [84], dass die Verwen-
dung eines Beobachters zwar mo¨glich ist, sich jedoch Einschra¨nkungen an
das Verfahren ergeben, welche die praktische Nutzbarkeit in Frage stellen.
Ein Beobachter nutzt zur Scha¨tzung des Zustandsvektors ein Modell der
Strecke. Auf Basis dieses gescha¨tzten Zustands berechnet der Regler dann
das Stellsignal. Dieses Konzept la¨sst sich verallgemeinern, indem die An-
forderung der Scha¨tzung des Zustandsvektors aufgegeben wird. Es ergibt
sich ein dynamischer Regler, dessen Dynamik jedoch nicht durch das Mo-
dell der Strecke beschrieben wird. Dies erlaubt zwar auf der einen Seite
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mehr Entwurfsfreiheit, auf der anderen Seite sind aufwendigere Transfor-
mationen zur Herleitung konvexer Entwurfsbedingungen erforderlich.
Ausgangsru¨ckfu¨hrungen zur semiglobalen Stabilisierung werden bei-
spielsweise in [112], [113], [120] vorgestellt. Wie auch die linearen
Sa¨ttigungsregler weisen diese ebenfalls den Nachteil auf, dass sie sehr lang-
same Ausregelverla¨ufe liefern. Ein anderer Ansatz, welcher ebenfalls nur
zur Regelung stabiler linearer Systeme geeignet ist, findet sich in [101].
Darin wird eine maximale L2 Versta¨rkung bezu¨glich Sto¨rgro¨ßen garantiert,
jedoch werden die Anfangsbedingungen der Strecke zu null angenommen.
Zusa¨tzliche Stellratenbegrenzungen ko¨nnen mit der in [113] ,[130] beschrie-
benen Methodik beru¨cksichtigt werden.
Verfahren, die auch zur lokalen Stabilisierung geeignet sind und nicht
voraussetzen, dass die Strecke stabil ist, werden in [54], [132] vorgestellt.
In [132] werden dabei auch zusa¨tzliche Stellratenbegrenzungen betrachtet.
Zur Herleitung eines Stabilita¨tssatzes werden Bedingungen fu¨r die Stabi-
lita¨t linearer Sa¨ttigungsregler aus [123] verwendet. Die sich ergebenden
Stabilita¨tsbedingungen haben die Form bilinearer Matrixungleichungen
(BMI) und werden zu LMIs relaxiert. Dadurch sind die Verfahren jedoch
konservativ. Eine sa¨ttigende Ausgangsru¨ckfu¨hrung, die leichter berechnet
werden kann, liefert [145]. Diese Regelung ist jedoch parametervariant, was
zu mehr Variablen im Entwurf und ho¨herem Aufwand bei der Implemen-
tierung des Reglers fu¨hrt.
Ein besonders interessanter Ansatz zur lokalen Stabilisierung wird in
[84] vorgestellt. Hier ko¨nnen unter Anwendung einer Transformation aus
[114] alle Entwurfsbedingungen als lineare Matrixungleichungen formu-
liert werden, wodurch ein effizienter Entwurf mo¨glich wird. Unabha¨ngig
davon wird in [40] eine sehr a¨hnliche Methode vorgeschlagen, die ebenfalls
unter Verwendung der Transformation aus [114] konvexe Entwurfsbedin-
gungen liefert. Dabei ist die gewa¨hlte Struktur der Ausgangsru¨ckfu¨hrung
identisch. Im Gegensatz zu [84] wird in [40] der Schwerpunkt aber auf
die Unterdru¨ckung energiebegrenzter Sto¨rungen gelegt. Im Rahmen dieser
Arbeit wird der Ansatz aus [84] aufgegriffen und auf zusa¨tzliche Stellraten-
begrenzungen erweitert. Außerdem wird ein Entwurf zur Unterdru¨ckung
von Sto¨rungen vorgeschlagen, welche im Gegensatz zum Ansatz in [40]
nicht energiebegrenzt sind.
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2.5.6 Fu¨hrungsregelungen
Die meisten in den vorigen Abschnitten vorgestellten Regelungen sind
darauf zugeschnitten, eine bestimmte und wa¨hrend des Betriebs der
Regelung konstante Ruhelage zu stabilisieren. Diese Ruhelage wird
dann u¨blicherweise in den Koordinatenursprung transformiert, so dass
die Regelungsaufgabe als Stabilisierung der Ruhelage x = 0 aufge-
fasst werden kann. Diese Vorgehensweise liegt den Entwu¨rfen der linea-
ren Sa¨ttigungsregler, der strukturvariablen Regelungen sowie der Aus-
gangsru¨ckfu¨hrungen zugrunde.
Vielfach besteht die Aufgabe einer Regelung aber darin, das System
in Abha¨ngigkeit eines Referenzsignals von einem Arbeitspunkt in einen
anderen zu u¨berfu¨hren. Die Regelungsaufgabe wird jedoch deutlich kom-
plizierter, wenn vorausgesetzt werden muss, dass sich die zu stabilisierende
Ruhelage wa¨hrend des Betriebs der Regelung a¨ndert. Ein weit verbreiteter
Ansatz zur Lo¨sung dieser Problemstellung ist, das System so zu transfor-
mieren, dass die gewu¨nschte neue Ruhelage im Ursprung des transformier-
ten Systems liegt. Solche Verfahren werden beispielsweise in [80], [82] und
[134] beschrieben. Aus diesem Ansatz ergeben sich jedoch zwei wesentliche
Nachteile:
• Im Falle zeitvarianter Referenzsignale und somit zeitvarianter neuer
Ruhelagen geht das Referenzsignal in die Differentialgleichung des
Systems ein, was zu einem deutlich komplizierteren Optimierungs-
problem fu¨hrt.
• Die erreichbaren neuen Ruhelagen sind vom Anfangszustand der
Strecke abha¨ngig.
Das erste Problem, welches aus dem Auftreten des Referenzsignals in der
Differentialgleichung resultiert, kann abgemildert werden, indem ein soge-
nanntes Exosystem hinzugefu¨gt wird. Es dient dazu, das gewu¨nschte Refe-
renzsignal zu modellieren. Neben sinusfo¨rmigen Referenzsignalen ko¨nnen
auf diese Weise auch Rampen und konstante Referenzsignale verwendet
werden. Solche Verfahren werden beispielsweise in [62], [93] und [130] vor-
gestellt. Der letztgenannte Nachteil, die Abha¨ngigkeit der erreichbaren
neuen Ruhelagen vom Anfangszustand, bleibt aber bestehen.
Im Laufe dieser Arbeit wird ein Fu¨hrungsregler vorgestellt, welcher die
zuvor genannten Nachteile vermeidet und ein schnelles Ausregelverhalten
sicherstellt. Dabei werden die Stellbeschra¨nkungen im Stabilita¨tsnachweis
explizit beru¨cksichtigt. Zuna¨chst wird ein Regler fu¨r den Fall eines
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vollsta¨ndig messbaren Zustandsvektors hergeleitet. Anschließend wird ei-
ne Methode vorgestellt, welche die Regelung nur auf Basis der Ausgangs-
gro¨ßen des Systems ermo¨glicht. Dabei wird auf die Zwei-Freiheitsgrade-
Struktur von Horowitz [59] zuru¨ckgegriffen. In dieser Struktur wird eine
Vorsteuerung mit einer Regelung kombiniert. Zur Realisierung der Vor-
steuerung werden im Rahmen dieser Arbeit sowohl ein modellbasierter als
auch ein inversionsbasierter Ansatz verfolgt.
2.6 Konvexe Optimierung
Es wird sich zeigen, dass sich die Entwu¨rfe der im Rahmen dieser Arbeit
entwickelten Regelungen als konvexe Optimierungsprobleme formulieren
lassen. Konvexe Optimierungsprobleme zeichnen sich dadurch aus, dass
sowohl die Nebenbedingungen als auch die verwendeten Gu¨tefunktionen
konvex sind. Sie weisen eine Reihe wichtiger Eigenschaften auf. So ist je-
des lokale Optimum auch ein global optimal und das Optimierungsproblem
besitzt eine eindeutige Lo¨sung. Diese Eigenschaften erlauben eine nume-
risch effiziente Lo¨sung des Optimierungsproblems.
Die in dieser Arbeit hergeleiteten Entwurfsbedingungen werden als li-
neare Matrixungleichungen oder in Form von sogenannten Sum-of-squares-
Polynomen (SOS-Polynome) dargestellt und sind somit konvex. Daher
wird in diesem Abschnitt eine Einfu¨hrung in die LMI und SOS-Methodik
gegeben.
2.6.1 Lineare Matrixungleichungen
Lineare Matrixungleichungen (LMIs) eignen sich zur Darstellung von Ne-
benbedingungen in der Optimierung. Im Bereich der Regelungstechnik tre-
ten Nebenbedingungen sehr oft in dieser Form in Erscheinung oder ko¨nnen
in eine solche Darstellung u¨berfu¨hrt werden. Einen U¨berblick hieru¨ber
bietet [139], fu¨r eine tiefgreifende Erla¨uterung sei auf [21] verwiesen. Im
Folgenden werden die Definition einer LMI sowie die wichtigsten Eigen-
schaften und Sa¨tze angegeben.
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Die Definition einer linearen Matrixungleichung liefert
Definition 2.1. Gegeben seien symmetrische Matrizen Fi ∈ Rn×n mit i =
0,1, . . . ,m und ein Vektor x ∈ Rm bestehend aus den skalaren Variablen
xi. Die Ungleichung
F(x) = F0 +
m∑
i=1
xiFi ≻ 0 (2.11)
wird als lineare Matrixungleichung bezeichnet, wobei die Notation F(x) ≻
0 bedeutet, dass die Matrix F(x) symmetrisch und positiv definit ist.
Lautet eine Bedingung, dass die Matrix F(x) positiv semidefinit sein
muss, so wird dies durch die nicht strikte Ungleichung F(x)  0 aus-
gedru¨ckt. Eine solche nicht strikte Ungleichung kann aber stets in eine
a¨quivalente strikte LMI umgeformt werden [21].
Der Name lineare Matrixungleichung bezieht sich auf die Form von Un-
gleichung (2.11). Wird eine Ungleichung der Form (2.11) unter Verwen-
dung des Zusammenhangs zwischen den Hauptabschnittsdeterminanten
und der Definitheit der Matrix [21] als skalare Ungleichungen in den Ma-
trixelementen ausgeschrieben, ergeben sich jedoch keine linearen Unglei-
chungen. Vielmehr sind die Ungleichungen polynomial in den Variablen
xi.
Die Darstellung einer LMI in Definition 2.1 ist sehr allgemein. In der
Regelungstechnik tritt sie oft in einer Gestalt auf, in denen Matrizen als
Variablen in Erscheinung treten. Ein Beispiel hierfu¨r bildet die Stabi-
lita¨tsuntersuchung des autonomen Systems x˙ = Ax mit Hilfe des Sta-




erfu¨llt sind. Zum Nachweis der Stabilita¨t des Systems muss daher eine
MatrixP gefunden werden, welche die obigen Ungleichungen erfu¨llt. Solche
Bedingungen lassen sich mit Hilfe von Basismatrizen ausdru¨cken. Dies
wird deutlich, wenn eine Matrix Ei,j mit i ≥ j verwendet wird, wobei die
Elemente ei,j und ej,i zu eins und alle u¨brigen zu null gesetzt werden. Die









wobei pi,j das entsprechende Element der Matrix P bezeichnet. Damit
liegt sie in der erforderlichen Form (2.11) vor. In gleicher Weise kann auch
die Bedingung ATP+PA ≺ 0 umgeformt werden.
Wichtige Eigenschaften und Rechenregeln
An dieser Stelle sollen einige wichtige Eigenschaften und Rechenregeln
vorgestellt werden, die im Rahmen der Arbeit Anwendung finden werden.
Diese und weitere Regeln finden sich beispielsweise in [21]. Insbesondere
in Fa¨llen, in denen die Nebenbedingungen zuna¨chst nicht unmittelbar in
der Gestalt von LMIs vorliegen, sind diese Regeln unverzichtbar, um eine
Transformation in die beno¨tigte Form vorzunehmen.
Die erste wichtige Eigenschaft ist, dass LMIs im Allgemeinen nicht ein-
deutig sind. Daher kann dieselbe Lo¨sungsmenge durch verschiedene LMIs




wobei die Matrix M regula¨r ist, dieselbe Lo¨sungsmenge. Dies ist anhand
aus der Definition einer positiv definiten Matrix ersichtlich, wonach A ≻
0⇔ xTAx > 0 fu¨r alle x 6= 0 gilt. Mittels einer regula¨ren MatrixM kann
somit eine Kongruenztransformation durchgefu¨hrt werden, welche oft fu¨r
einen Variablenwechsel zur Eliminierung bilinearer Terme verwendet wird.
In vielen regelungstechnischen Problemstellungen treten nichtlineare
Nebenbedingungen auf. Diese sind oft dennoch konvex und ko¨nnen in
Form einer LMI ausgedru¨ckt werden. Die Grundlage hierfu¨r liefert das
sogenannte Schur-Komplement Lemma.
Lemma 2.2. ([21]) Gegeben seien affine Funktionen Q(x), S(x) und
R(x), wobei Q(x) und R(x) symmetrisch sind. Die Ungleichungen
R(x) ≻ 0 und Q(x)− S(x)R−1(x)ST(x) ≻ 0





Lemma 2.2 kann auch auf nicht strikte LMIs verallgemeinert werden,
siehe dazu beispielsweise [21].
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2.6.2 Lo¨sungsmethoden
Dieser Abschnitt soll einen Einblick in die Lo¨sungsmethoden fu¨r Optimie-
rungsprobleme, bestehend aus Nebenbedingungen in Form von LMIs und
konvexen Gu¨tefunktionen, vermitteln. Solche Optimierungsprobleme wer-




cTx, unter der Bedingung, dass (2.12)
F(x)  0
mit F(x) gema¨ß Ungleichung (2.11). Die Variablen xi des Optimierungs-
problems sind im Vektor x ∈ Rm zusammengefasst. Aufgrund der Tat-
sache, dass semidefinite Programme konvex sind, ko¨nnen effiziente Me-
thoden zur Berechnung der optimalen Lo¨sung angewendet werden. Der
wohl einfachste Algorithmus ist der Ellipsoid-Algorithmus, wie er beispiels-
weise in [20] beschrieben wird. Im praktischen Einsatz haben sich jedoch
die sogenannten Innere-Punkte-Verfahren etabliert [139]. Zwar steigt der
Aufwand zur Lo¨sung eines Optimierungsproblems sowohl beim Ellipsoid-
Algorithmus als auch bei Innere-Punkte-Verfahren im ungu¨nstigsten Fall
polynomial mit der Gro¨ße des Problems, in der Praxis zeigen Innere-
Punkte-Verfahren aber ein besseres Konvergenzverhalten [140].
Im Rahmen dieser Arbeit werden zur Optimierung die frei verfu¨gbaren
Solver SDPT3 4.0 [136] bzw. SeDuMi 1.21 [131] zusammen mit dem In-
terface YALMIP [87] verwendet. Beide Solver sind zur Lo¨sung von semi-
definiten Programmen geeignet und verwenden primal-duale Pfadverfol-
gungsmethoden. Um einen Einblick in die zu Grunde liegenden Methoden
zu geben, soll im Folgenden auf die Lo¨sung von semidefiniten Programmen
der Form (2.12) unter Verwendung von Innere-Punkte-Verfahren eingegan-
gen werden. Eine detailliertere Betrachtung findet sich in [140].
Primal-duales Optimierungsproblem




− Tr(F0Z), u. d. B. d. (2.13)
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Z  0,
Tr(FiZ) = ci, ∀i = {1, . . . ,m}.
Darin bezeichnet Tr(F) die Spur der Matrix F. Angenommen, x sei eine
zula¨ssige Lo¨sung des primalen Problems (2.12) und Z eine zula¨ssige Lo¨sung
des dualen Problems (2.13), d.h. die Bedingungen F(x)  0 und Z  0
sind erfu¨llt. Fu¨r positiv definite symmetrische Matrizen A  0, B  0 gilt




Tr(FiZxi) + Tr(F0Z) = Tr(F(x)Z) ≥ 0,
woraus
−Tr(F0Z) ≤ cTx
folgt. Aus diesem Grund ist der Wert der Zielfunktion des dualen Problems
fu¨r alle zula¨ssigen Z kleiner oder gleich dem Wert der Zielfunktion des
primalen Problems fu¨r alle zula¨ssigen x. Der Wert
η = cTx+Tr(F0Z) ≥ 0 (2.14)
ist die sogenannte Dualita¨tslu¨cke (Engl.: Duality Gap) bzgl. x und Z.
Im Folgenden bezeichnet x∗ die optimale Lo¨sung des primalen Problems
(2.12) und p∗ = cTx∗ den zugeho¨rigen optimalen Wert der Zielfunktion.
Ebenso bezeichnet Z∗ die optimale Lo¨sung des dualen Problems (2.13)
und d∗ = −Tr(F0Z∗) den zugeho¨rigen Wert der Zielfunktion. Aufgrund
der obigen Ausfu¨hrungen gilt d∗ ≤ p∗, wobei gema¨ß [110] die Beziehung
d∗ = p∗ gilt, falls entweder ein x existiert, so dass F(x) ≻ 0 gilt oder ein
Z ≻ 0 existiert, so dass Z ≻ 0 und Tr(FiZ) = ci fu¨r alle i = {1, . . . ,m}
gilt.




cTx+Tr(F0Z), u. d. B. d.
F(x)  0,
Z  0,
Tr(FiZ) = ci, ∀i = {1, . . . ,m}.
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zu formulieren. Da die Variablen x und Z unabha¨ngig sind und die Ziel-
funktion die Summe der Zielfunktionen des primalen und dualen Problems
ist, ko¨nnen primales und duales Problem auch separat gelo¨st werden. So-
mit erscheint das primal-duale Optimierungsproblem zuna¨chst nicht von
Vorteil zu sein. Tatsa¨chlich kann es aber dazu dienen, die Konvergenz zu
verbessern.
Der zentrale Pfad
Im Folgenden wird die strikte Lo¨sbarkeit des primalen und dualen Pro-
blems sowie die lineare Unabha¨ngigkeit der Matrizen Fi vorausgesetzt. Es
wird nun eine strikt konvexe Barriere-Funktion
Φ(x) =
{
log detF(x)−1, falls F(x) ≻ 0
∞ sonst
betrachtet. Da diese Funktion konvex ist, besitzt sie ein globales Minimum
in x∗. Die Lo¨sung x∗ wird analytisches Zentrum der LMI F(x) ≻ 0 ge-
nannt. Das analytische Zentrum ha¨ngt von den zugeho¨rigen LMIs, nicht
aber von der Lo¨sungsmenge ab. Das Hinzufu¨gen redundanter Bedingun-
gen, welche die Lo¨sungsmenge nicht vera¨ndern, beeinflusst daher sehr wohl
das analytische Zentrum [140].








log detF(x)−1, u. d. B. d. (2.16)
F(x)  0,
cTx = γ.
In Abha¨ngigkeit von γ beschreibt x∗(γ) einen Pfad im Lo¨sungsraum, dieser
wird als der zentrale Pfad bezeichnet und ist in Abbildung 2.5 dargestellt.
Nun soll ein Zusammenhang zum dualen Problem (2.13) hergestellt wer-







cTx = p cTx = 0,6 p+ 0,4p∗
Abbildung 2.5: (a) Ho¨henlinien der Barriere-Funktion Φ(x) mit analytischem
Zentrum x∗. (b) Zentraler Pfad: Die Punkte kennzeichnen die analytischen Zen-













wobei der Index i die i-te Komponente des Gradienten von log detF(x)−1










λ (γ − cixi) = 0






fu¨r alle i ∈ {1, . . . ,m}. Es la¨sst sich zeigen, dass λ > 0 fu¨r alle Teile des
zentralen Pfades zwischen dem analytischen Zentrum und der optimalen
Lo¨sung gilt [140]. Da F(x∗(γ)) ≻ 0 gilt und ebenfalls λ > 0 ist, ist Z∗ =
F(x∗(γ))−1/λ eine zula¨ssige Lo¨sung des dualen Problems (2.13). Daher
folgen aus Punkten x∗(γ) des primalen Problems zula¨ssige Matrizen des
dualen Problems. Außerdem ergibt sich zwischen der Dualita¨tslu¨cke η und
dem Lagrange-Multiplikator λ das Verha¨ltnis
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d.h. die Dualita¨tslu¨cke ist antiproportional zu λ. Des Weiteren ist
F(x∗(γ))−1/λ nicht nur eine zula¨ssige Lo¨sung des dualen Problems, son-
dern liegt ebenfalls auf dem zum dualen Problem geho¨renden zentralen
Pfad. Demnach gibt es einen Zusammenhang zwischen Punkten auf dem
primalen und dualen zentralen Pfad. Diese Tatsache kann ausgenutzt wer-
den, indem in jedem Schritt entweder das aktuelle Zk des dualen Problems
zum Update der Variable xk des primalen Problems, bzw. das aktuelle xk
zum Update von Zk verwendet wird.
2.6.3 Sum-of-squares
Die Sum-of-squares-Methodik (SOS-Methodik) stellt eine Verallgemeine-
rung der LMI-Methodik auf polynomiale Funktionen dar. Sie dient dazu,
die Nichtnegativita¨t eines Polynoms sicherzustellen. Im Allgemeinen ist die
U¨berpru¨fung eines Polynoms auf Nichtnegativita¨t ein np-schweres Problem
[106]. Mit der SOS-Methodik la¨sst sich diese Aufgabe jedoch sehr effizient
lo¨sen. Dabei wird die Forderung der Nichtnegativita¨t durch die Forderung
ersetzt, dass das Polynom als Summe quadrierter Polynome darstellbar ist.
Offensichtlich ist ein Polynom, welches durch eine Summe quadrierter Po-
lynome dargestellt werden kann, nichtnegativ. Dabei ist aber zu beachten,
dass nicht jedes nichtnegative Polynom ein SOS-Polynom ist.
Um die Methodik zu erla¨utern, wird zuna¨chst der Begriff Polynom de-
finiert:
Definition 2.2. Ein Polynom p(x) in x = [x1, . . . , xn]
T der Ordnung δ
mit den Koeffizienten cα1,...,αn ist eine Linearkombination von Monomen




cα1,...,αn ·xα11 · . . . ·xαnn .
Die Menge der Polynome in x wird im Folgenden mit R[x] bezeichnet.
Damit kann nun ein Sum-of-squares-Polynom definiert werden:
Definition 2.3. Die Menge der SOS-Polynome Σ[x] ist die Menge aller
Polynome p(x), welche durch eine endliche Summe von quadrierten Poly-
nomen qi(x) darstellbar ist, d.h., es gilt
Σ[x] =
{
p(x) ∈ R[x] : p(x) =
N∑
i=1




Damit ist die Forderung p(x) ≥ 0 fu¨r alle x ∈ Rn erfu¨llt, falls p(x) ∈ Σ[x]
gilt. Da die Menge der nichtnegativen Polynome gro¨ßer als die Menge
der SOS-Polynome ist, stellt die Forderung p(x) ∈ Σ[x] eine konservative
Abscha¨tzung bezu¨glich der Forderung der Nichtnegativita¨t dar. Es existie-
ren also bestimmte Polynome, die ebenfalls nichtnegativ sind, aber nicht
als SOS-Polynome ausgedru¨ckt werden ko¨nnen.
Ist ein Polynom ein SOS-Polynom, so ist damit nur dessen Nichtnegati-
vita¨t sichergestellt. Oftmals wird aber gefordert, dass ein Polynom positiv
definit ist, d.h., p(0) = 0 und p(x) > 0 soll fu¨r alle x ∈ Rn\{0} gelten. Um
auch die positive Definitheit eines Polynoms nachweisen zu ko¨nnen, wird
ein positiv definites Hilfspolynom der Form
ǫ(x) = ǫ1x
2d
1 + . . .+ ǫnx
2d
n , ǫi > 0
verwendet. Gilt nun
p(x)− ǫ(x) ∈ Σ[x],
ist p(x) ≥ ǫ(x) > 0 fu¨r alle x ∈ Rn\{0} nachgewiesen.
Existiert die SOS-Zerlegung eines Polynoms, so ist dessen globale Nicht-
negativita¨t sichergestellt. In vielen Fa¨llen ist diese Forderung aber zu re-
striktiv, da oftmals nur die Nichtnegativita¨t innerhalb eines gewissen Ge-
bietes G gefordert ist. Um diese Forderung als SOS-Bedingung zu definie-
ren, kann das folgende Lemma aus [65] verwendet werden, welches auch
als verallgemeinerte S-Prozedur bezeichnet wird.
Lemma 2.3. ([65]) Gegeben seien ein Polynom p(x) und N Polynome








fu¨r alle x ∈ G = {x : gk(x) ≥ 0, k = 1, . . . ,N}.
Beweis. Der Beweis findet sich in [65].
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2.6.4 Matrix Sum-of-squares-Zerlegungen
Die fu¨r SOS-Polynome entwickelte Methodik la¨sst sich auf Matrixpolyno-
me erweitern. Ergebnisse hierzu finden sich beispielsweise in [29], [81] und
[116]. Dazu wird zuna¨chst die folgende Definition beno¨tigt.
Definition 2.4. Die Menge der SOS-Matrixpolynome Σr[x] ist die Menge
aller symmetrischen Matrixpolynome P(x) ∈ Rr×r[x], die als eine endliche
Summe von Matrixpolynom-Produkten Qi(x)








TQi(x), Qi(x) ∈ Rr×r[x]
}
.
Die wesentliche Eigenschaft von SOS-Matrixpolynomen ist, dass sie po-
sitiv semidefinit sind fu¨r alle x ∈ Rn. Wie schon im Falle von SOS-
Polynomen ko¨nnen auch fu¨r SOS-Matrixpolynomen analog zu Lemma 2.3
lokale Bedingungen formuliert werden. Dazu dient
Lemma 2.4. ([50]) Gegeben seien ein symmetrisches Matrixpolynom
P(x) ∈ Rr×r[x] und N Polynome g1(x), g2(x), . . . , gN (x). Falls N Ma-







fu¨r alle x ∈ G = {x : gk(x) ≥ 0, k = 1, . . . ,N}.
Beweis. Der Beweis findet sich in [50].
Lo¨sungsmethoden
Wie eingangs dieses Abschnittes erwa¨hnt, kann die Frage, ob fu¨r ein Po-
lynom eine SOS-Zerlegung existiert, als LMI-Problem formuliert werden
[30], [107]. Einen Ausgangspunkt hierfu¨r bildet der folgende Satz.
36 2 Grundlagen
Satz 2.1. ([107]) Ein Polynom p(x) vom Grad 2d ist ein SOS-Polynom
genau dann, wenn eine positiv semidefinite Matrix Q und ein Vektor1




Beweis. Der Beweis findet sich in [107].
Zur U¨berpru¨fung, ob ein Polynom p(x) ein SOS-Polynom ist, kann dem-
nach die sogenannte Gram-Matrix Q untersucht werden. Ist diese positiv
semidefinit, so handelt es sich bei p(x) um ein SOS-Polynom. Es ist jedoch
festzuhalten, dass die Zerlegung p(x) = zT(x)Qz(x) in Satz 2.1 nicht ein-
deutig ist. So existieren Matrizen Q, welche nicht positiv semidefinit sind,
obwohl p(x) ein SOS-Polynom ist. Ist aber eine Zerlegung bekannt, in wel-
cher Q positiv semidefinit ist, so la¨sst sich hieraus folgern, dass es sich
bei p(x) um ein SOS-Polynom handelt. Unter Verwendung einer Darstel-
lung aus [108] gelingt es, die Suche nach einer solchen positiv semidefiniten
Matrix Q als LMI-Problem zu formulieren [30], [107]. Dies ist auch dann
mo¨glich, wenn ein Polynom p(x) unbekannte Koeffizienten beinhaltet, was
fu¨r die Anwendbarkeit der Methodik zum Reglerentwurf entscheidend ist.
Auch fu¨r SOS-Matrixpolynome kann ein zu Satz 2.1 analoger Satz aus
[29] angegeben werden.
Satz 2.2. ([29]) Ein symmetrisches Matrixpolynom P(x) vom Grad 2d
ist ein SOS-Matrixpolynom genau dann, wenn eine positiv semidefinite
Matrix Q und ein Vektor z(x) existieren, wobei z(x) die Mononome in x
mit maximalem Grad d beinhaltet, so dass
P(x) = (z(x)⊗ Ir)TQ (z(x)⊗ Ir)




Beweis. Der Beweis findet sich in [29].
Unter Verwendung von Satz 2.1 bzw. 2.2 kann ein SOS-Problem als
LMI-Problem ausgedru¨ckt werden. Dieses LMI-Problem kann dann mit
den in Abschnitt 2.6.1 beschriebenen Verfahren gelo¨st werden. Fu¨r Details
zur Umwandlung von SOS- in LMI-Probleme sei auf [107] verwiesen.




In diesem Kapitel wird die Stabilita¨t von Systemen unter Stellgro¨ßen- und
Stellratenbeschra¨nkungen betrachtet. Dazu wird das in Abschnitt 2.2 vor-
gestellte Aktormodell verwendet. Das Kapitel ist folgendermaßen aufge-
baut: Zuna¨chst werden einige Grundbegriffe erla¨utert, die fu¨r die im Rah-
men dieser Arbeit verwendeten Stabilita¨tssa¨tze entscheidend sind. Im An-
schluss daran wird in Abschnitt 3.2 auf den Entwurf von nichtsa¨ttigenden
linearen Reglern fu¨r Systeme mit linearer Dynamik eingegangen. In diesem
Zusammenhang werden auch konvexe Entwurfsbedingungen hergeleitet.
Eine bessere Ausnutzung der verfu¨gbaren Stellgro¨ßen- bzw. Stellratenbe-
schra¨nkungen wird durch den in Abschnitt 3.3 vorgestellten Stabilita¨tssatz
ermo¨glicht, welcher den Entwurf sa¨ttigender linearer Zustandsregler er-
laubt. Wa¨hrend die zuvor erwa¨hnten Stabililta¨tssa¨tze der Literatur ent-
nommen werden ko¨nnen, stellt der im letzten Abschnitt des Kapitels vor-
gestellte Stabilita¨tssatz fu¨r nichtlineare Systeme unter sa¨ttigenden nicht-
linearen Zustandsru¨ckfu¨hrungen bereits ein Ergebnis dieser Arbeit dar.
3.1 Grundbegriffe
Der Begriff des Einzugsgebietes einer Ruhelage ist von zentraler Be-
deutung. Im Folgenden bezeichnet Ψ(t,x0) die Trajektorie des Systems
x˙ = f(x), ausgehend vom Anfangszustand x0 = x(0). Nun wird das Ein-
zugsgebiet wie folgt definiert:
Definition 3.1. ([8]) Das System x˙ = f(x) habe eine Ruhelage in x = 0.
Das Gebiet A⊆Rn heißt Einzugsgebiet der Ruhelage, wenn fu¨r alle x0∈A
lim
t→∞
Ψ(t,x0) = 0 und Ψ(t,x0) ∈ A ∀t > 0
gilt. Das gro¨ßtmo¨gliche Einzugsgebiet
Amax =
{
x0 ∈ Rn : lim
t→∞
Ψ(t,x0) = 0 ∧ Ψ(t,x0) ∈ Amax ∀t > 0
}
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heißt maximales Einzugsgebiet der Ruhelage.
Ist das System global asymptotisch stabil, so gilt Amax = Rn. Andern-
falls ist die Frage entscheidend, wie groß das Einzugsgebiet ist. Es gibt eine
Vielzahl an Verfahren, die zur Approximation des maximalen Einzugsge-
biets fu¨r ein System geeignet sind, U¨bersichtsartikel dazu stellen [16] und
[41] dar.
3.1.1 Kontraktive Invarianz
Im Rahmen dieser Arbeit werden Regelverfahren vorgestellt, welche ne-
ben den eigentlichen Reglerparametern auch ein Einzugsgebiet fu¨r das ge-
regelte System garantieren. Dazu wird die Eigenschaft der kontraktiven
Invarianz eines Gebietes [60] verwendet. Ein kontraktiv invariantes Gebiet
kann numerisch effizient bestimmt werden und ist ein Einzugsgebiet. Im
Allgemeinen ist es aber kleiner als das maximale Einzugsgebiet Amax.
Zur Erla¨uterung der kontraktiven Invarianz wird mittels einer positiv
definiten Funktion v(x) die beschra¨nkte Menge
G(ρ) = {x ∈ Rn : v(x) ≤ ρ}
mit ρ > 0 definiert. Nun la¨sst sich die folgende Definition angeben:
Definition 3.2. ([60]) Das abgeschlossene Gebiet G(ρ) heißt kontraktiv
invariant fu¨r ein System x˙= f(x) mit der Ruhelage x=0, wenn v(0) = 0 ,
v(x) > 0 und v˙(x)< 0 fu¨r alle x ∈ G(ρ) gilt.
Abbildung 3.1 (a) dient der Veranschaulichung der Eigenschaft der
kontraktiven Invarianz fu¨r den Fall ellipsoider Gebiete G(ρ). Dazu wird
zuna¨chst der Rand ∂G(ρ) betrachtet: Der Gradient von v(x) ist in Rich-
tung des steilsten Anstiegs von v(x) gerichtet und steht somit orthogonal





· x˙ < 0
fu¨r alle x ∈ ∂G(ρ) gilt. Letzteres ist im Falle eines kontraktiv invarianten
Gebietes sichergestellt, da in Definition 3.2 v˙(x) < 0 nicht nur fu¨r alle
x ∈ ∂G(ρ), sondern fu¨r alle x ∈ G(ρ) gefordert wird. Folglich la¨uft die















Abbildung 3.1: (a) Kontraktiv invariantes Gebiet G(ρ): Jede Trajektorie, die
in ein Gebiet G(ρ1) mit 0 < ρ1 ≤ ρ einla¨uft, kann dieses im weiteren Verlauf
nicht mehr verlassen. (b) Approximation des maximalen Einzugsgebiets Amax
mit Hilfe des kontraktiv invarianten Gebiets G(ρ).
es nicht verlassen. Im Folgenden wird nun ein Gebiet G(ρ1) mit 0 < ρ1 ≤ ρ
betrachtet. Es gilt
G(ρ1) = {x ∈ Rn : v(x) ≤ ρ1} = {x ∈ Rn : v(x) · ρ/ρ1 ≤ ρ}
bzw.
G(ρ1) = {x ∈ Rn : v˜(x) · ≤ ρ}
mit der Ljapunov-Funktion v˜(x) = v(x) · ρ/ρ1. Da laut Definition 3.2








· x˙ < 0.
Somit la¨uft eine Trajektorie, die von x ∈ ∂G(ρ) ausgeht, schließlich in
das Gebiet x ∈ G(ρ1) ein und verla¨sst es in ihrem weiteren Verlauf auch
nicht wieder. Auch fu¨r eine Trajektorie, die von x(t) ∈ ∂G(ρ1) ⊆ G(ρ) mit
0 < ρ1 ≤ ρ ausgeht, existiert ein ρ2 < ρ1, so dass x(t+ ǫ) ∈ G(ρ2) ⊂ G(ρ1)
fu¨r ein beliebig kleines ǫ > 0 gilt. Die Gebiete ziehen sich demnach mit
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der Zeit um den Ursprung x = 0 zusammen, woraus sich der Begriff der
kontraktiven Invarianz ableitet.
Fu¨r Systeme mit linearer Dynamik erweisen sich quadratische Formen
v(x) = xTPx
mitP ≻ 0 als außerordentlich nu¨tzlich. In diesem Fall ist G(ρ) ein Ellipsoid.
Der Vorteil der Verwendung quadratischer Formen liegt vor allem darin
begru¨ndet, dass sie eine Formulierung des Reglerentwurfs als konvexes
Optimierungsproblem ermo¨glichen. Dies wird sich auch beim Entwurf der
in dieser Arbeit entwickelten Regelungen zeigen. Die Approximation des
maximalen Einzugsgebietes mittels des Gebiets G(ρ) und quadratischer
Ljapunov Funktion v(x) = xTPx zeigt Abbildung 3.1 (b).
3.1.2 Gebiet nichtsa¨ttigender Trajektorien
Im Fall von Systemen, die Stellbegrenzungen unterworfen sind, sind die Ge-
biete von besonderem Interesse, in denen eine Zustandsru¨ckfu¨hrung h(x)
nicht sa¨ttigt, d.h. umin,i ≤ hi(x) ≤ umax,i fu¨r alle i ∈ {1,2, . . . ,m} gilt. Mit
U = [umin umax] la¨sst sich die folgende Definition angeben:
Definition 3.3. Das nichtsa¨ttigende Gebiet
LU(h(x)) = {x ∈ Rn : umin,i ≤ hi(x) ≤ umax,i, i = 1,2, . . . ,m}
eines Reglers h(x) ist die Menge, in welcher die Zustandsru¨ckfu¨hrung h(x)
nicht sa¨ttigt, d.h. umin,i ≤ hi(x) ≤ umax,i fu¨r alle i = {1,2, . . . ,m} gilt.
Das im Folgenden definierte Gebiet der nichtsa¨ttigenden Trajektorien
betrachtet im Gegensatz zu Definition 3.3 den Vektor h(x) entlang der in
x(t0) startenden Trajektorie Ψ(t,x(t0)).
Definition 3.4. Das Gebiet nichtsa¨ttigender Trajektorien
L∞,U(h(x)) = {x(t0) ∈ Rn : Ψ(t,x(t0)) ∈ LU(h(x))∀t ≥ t0}
eines Systems mit der Zustandsru¨ckfu¨hrung h(x) beschreibt die Menge
aller Zusta¨nde x(t0), fu¨r welche die Begrenzung umin,i ≤ hi(x) ≤ umax,i
fu¨r alle i ∈ {1,2, . . . ,m} und fu¨r alle zuku¨nftigen Zeiten eingehalten wird.
In den meisten Fa¨llen werden im Rahmen der Arbeit symme-
trische Beschra¨nkungen betrachtet. Zur Verku¨rzung der Schreibweise








Abbildung 3.2: Lineares Gebiet Lumax(h) zu einer linearen Zu-
standsru¨ckfu¨hrung hTx und Gebiet nichtsa¨ttigender Trajektorien L∞,umax(h).
Das kontraktiv invariante Gebiet G(ρ) kann als Abscha¨tzung von L∞,umax(h)
verwendet werden.
L∞,[−umax umax](h(x)) verwendet. Werden lineare Zustandsru¨ckfu¨hrungen
h(x) = Hx betrachtet, so werden LU(H) = LU(Hx) und L∞,U(H) =
L∞,U(Hx) abgeku¨rzt.
Wa¨hrend beide Gebiete in den obenstehenden Definitionen fu¨r die Stell-
gro¨ßenbeschra¨nkung definiert wurden, lassen sich diese Definitionen auch
dafu¨r angeben, dass eine Zustandsru¨ckfu¨hrung die Begrenzung vmin,i ≤
hi(x) ≤ vmax,i einha¨lt. Es ergeben sich dann die Gebiete LV(h(x)) und
L∞,V(h(x)).
Das Gebiet der nichtsa¨ttigenden Trajektorien ist von besonderem
Interesse, da in L∞,U(h(x)) die Stellgro¨ße nicht sa¨ttigt, d.h., die
Sa¨ttigungsfunktion der Stellgro¨ße nicht beru¨cksichtigt werden muss. Im
Fall linearer Systeme unter ausschließlichen Stellgro¨ßenbegrenzungen ist
L∞,U(h) ein Einzugsgebiet, falls die Eigenwerte des geregelten Systems
in der linken s-Halbebene liegen. Im Falle einer zusa¨tzlichen Stellraten-
begrenzung gilt, dass die Schnittmenge L∞,U(H) ∩ L∞,V(K1 + TH) ein
Einzugsgebiet ist, falls die Eigenwerte des geregelten Systems in der linken
s-Halbebene liegen. Die Tatsache, dass auch das Gebiet L∞,V(K1 +TH)
beru¨cksichtigt werden muss, wird bei Betrachtung des Systems (2.7) deut-
lich. Abbildung 3.2 zeigt die Gebiete Lumax(h) und L∞,umax(h) fu¨r die Zu-
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standsru¨ckfu¨hrung hTx. Die Bestimmung des Gebietes nichtsa¨ttigender
Trajektorien L∞,umax(h) ist im Allgemeinen nicht auf einfache Weise
mo¨glich.
Eine Abscha¨tzung fu¨r das Gebiet nichtsa¨ttigender Trajektorien ergibt
sich mit Hilfe eines kontraktiv invarianten Gebietes G(ρ). Gilt na¨mlich
wie in Abbildung 3.2 G(ρ) ⊆ Lumax(h), so ist G(ρ) eine Abscha¨tzung fu¨r
L∞,umax(h). Da eine Trajektorie, die in G(ρ) startet, G(ρ) nicht wieder
verlassen kann, liegen alle zuku¨nftigen Zusta¨nde in Lumax(h) und geho¨ren
damit zum Gebiet nichtsa¨ttigender Trajektorien L∞,umax(h). Diese Vor-
gehensweise wird spa¨ter aufgegriffen, um einen nichtsa¨ttigenden, linearen
Zustandsregler fu¨r ein lineares System unter simultaner Stellgro¨ßen- und
Stellratenbegrenzung zu entwerfen.
3.1.3 Abklingrate
Beim Entwurf der im Rahmen dieser Arbeit vorgestellten Regelungen steht
die erzielbare Regelgu¨te im Vordergrund. Ist ein Gebiet G kontraktiv inva-
riant, so ist damit zwar sichergestellt, dass der Zustand x(t) fu¨r alle x0 ∈ G
schließlich in die Ruhelage x = 0 einla¨uft, jedoch ist zuna¨chst keine Aus-
sage mo¨glich, wie schnell dies geschieht. Ein Bewertungskriterium hierfu¨r
liefert die Abklingrate [21].
Definition 3.5. ([21]) Gegeben sei das System x˙ = Ax mit der Ruhelage
x = 0. Die Abklingrate bezu¨glich eines Gebietes G ist definiert als die




fu¨r alle x0 ∈ G gilt.
Ist eine Ljapunov-Funktion eines Systems bekannt, so kann gema¨ß [21]
mit Hilfe des folgenden Satzes eine untere Schranke fu¨r die Abklingrate
bestimmt werden.
Satz 3.1. ([21]) Gegeben sei das System x˙ = Ax mit der asymptotisch
stabilen Ruhelage x = 0. Gilt fu¨r eine Ljapunov-Funktion v(x) des Systems
v˙(x) ≤ −2αv(x)
fu¨r alle x ∈ G mit G = {x : v(x) ≤ 1}, dann ist α eine untere Schranke
fu¨r die Abklingrate α.
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Mit Hilfe dieser unteren Schranke kann die Performance eines Reglers
optimiert werden. Wird ein lineares System mit dem nichtsa¨ttigenden li-
nearen Zustandsregler u = K2,linx geregelt, so dass alle Eigenwerte des
geschlossenen Regelkreises x˙ = Aˆx = (A +BK1 +BTK2,lin)x links der
imagina¨ren Achse liegen, so entspricht die untere Schranke Abklingrate α
dem Betrag des gro¨ßten Realteils aller Eigenwerte des geschlossenen Re-




Wird sie vergro¨ßert, so wird dementsprechend der langsamste Eigenwert
nach links verschoben, was zu einem schnelleren Ausregelverhalten fu¨hrt.
Auf den Entwurf des Reglers u = K2,linx wird im na¨chsten Abschnitt
eingegangen.
3.2 Lineare Regler
Die in dieser Arbeit entwickelten Regler werden mit einem linearen Zu-
standsregler u = K2,linx fu¨r das System (2.7) verglichen. Damit der ge-
schlossene Regelkreis
x˙ = Ax+B satvmax (K1x+T satumax (K2,linx)) ,
linear ist, ist beim Entwurf sicherzustellen, dass weder die Stellgro¨ßen-,
noch die Stellratenbegrenzung verletzt wird. Die entsprechenden Bedin-
gungen lauten∣∣kT1,ix+ τikT2,lin,ix∣∣ ≤ vmax,i und ∣∣kT2,lin,ix∣∣ ≤ umax,i (3.1)
fu¨r alle x(t) mit t ∈ [0,∞] und alle i ∈ {1, . . . ,m}. Dabei bezeichnen kT1,i
und kT2,lin,i die i-ten Zeilen von K1 und K2,lin.
Wa¨hrend die Zustandsru¨ckfu¨hrung K1 durch das Aktormodell (2.5)
und die Wahl der Parameter τi festgelegt ist, kann die Wahl des Reg-
lers K2,lin auf vielfa¨ltige Weise erfolgen. Unter anderem ko¨nnen Verfah-
ren aus der linearen Regelungstheorie, wie beispielsweise Polplatzierung
oder auch linear-quadratische Reglerentwu¨rfe eingesetzt werden. Nachtei-
lig bei dieser Vorgehensweise ist jedoch, dass die Bedingungen (3.1) nur
nachtra¨glich durch Simulation des geschlossenen Regelkreises u¨berpru¨ft
werden ko¨nnen. Werden die Begrenzungen verletzt, so verliert die lineare
Theorie ihre Gu¨ltigkeit. Daher mu¨ssen die Entwurfsparameter so angepasst
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werden, dass die Begrenzungen nicht verletzt werden. Dazu muss nach je-
der Variation der Parameter erneut die Einhaltung der Stellbegrenzungen
u¨berpru¨ft werden. Gegebenenfalls ist dann eine neuerliche Parameteran-
passung erforderlich. Diese Prozedur muss so lange wiederholt werden, bis
ein Regler gefunden ist, der die Stellbegrenzungen einha¨lt.
Um den Entwurf effizienter durchfu¨hren zu ko¨nnen, soll die Formulie-
rung der Entwurfsbedingungen als LMIs erfolgen. Dies ist im Falle symme-
trischer Begrenzungen |ua,i| ≤ umax,i und |u˙a,i| ≤ vmax,i mo¨glich. Asym-
metrische Begrenzungen umin,i ≤ ua,i ≤ umax,i bzw. umin,i ≤ u˙a,i ≤ umax,i
mit umin,i,vmin,i < 0 und umax,i,vmax,i > 0 ko¨nnen jedoch beru¨cksichtigt
werden, wenn der im Folgenden vorgestellte Entwurf fu¨r die betragsma¨ßig
restriktivere Begrenzung erfolgt.
Aufgrund der Tatsache, dass das System (2.7) eine lineare Dynamik
aufweist, wird die quadratische Form v(x) = xTPx mit P ≻ 0 verwendet.
Mit ihrer Hilfe wird das Gebiet
E(P) = G(1) = {x ∈ Rn : xTPx ≤ 1} (3.2)
definiert und gefordert, dass E(P) kontraktiv invariant und somit eine
Teilmenge des maximalen Einzugsgebietes ist. Um sicherzustellen, dass die
Stellbegrenzungen nicht verletzt werden und der resultierende geschlossene
Regelkreis lineares Verhalten aufweist, wird∣∣kT2,lin,ix∣∣ ≤ umax,i, ı = 1, . . . , m, (3.3)∣∣kT1,ix+ τikT2,lin,ix∣∣ ≤ vmax,i, ı = 1, . . . , m (3.4)
fu¨r alle x ∈ E(P) gefordert. Diese Forderung ist erfu¨llt, sofern die Bedin-
gungen des folgenden Satzes erfu¨llt sind
Satz 3.2. Gegeben sei das Gebiet E(P) gema¨ß Gl. (3.2), das System
x˙ = Ax+B satvmax (K1x+T satumax (u))
und die nichtsa¨ttigende Zustandsru¨ckfu¨hrung u = K2,linx. Wenn die Be-
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 0, i = 1, . . . ,m, (3.6)




erfu¨llt sind, ist E(P) kontraktiv invariant fu¨r das oben gegebene System
unter der Zustandsru¨ckfu¨hrung u = K2,linx.
Beweis. Um die kontraktive Invarianz von E(P) zu zeigen, muss v(x) =
xTPx positiv definit sein und die Bedingung
v˙(x) =2xTPx˙
=2xTP (Ax+B satvmax (K1x+T satumax (K2x))) < 0
erfu¨llen. Sind die Bedingungen (3.3) und (3.4) fu¨r alle x ∈ E(P) sicher-
gestellt, so sa¨ttigt der Regler weder hinsichtlich der Stellgro¨ße noch der
Stellrate. Daher mu¨ssen die Sa¨ttigungsfunktionen in der obigen Gleichung
nicht beru¨cksichtigt werden. Entsprechend ergibt sich Bedingung (3.7).
Nun werden die Bedingungen (3.3) und (3.4) betrachtet. Fu¨r den maxi-






gelten. Der maximale Betrag |kT2,lin,ix| tritt auf dem Rand ∂E(P) = {x :




gelten. Mit Hilfe des Verfahrens der Lagrange-Multiplikatoren kann das Su-
premum berechnet werden. Zuna¨chst wird der Fall kT2,lin,ix > 0 betrachtet







= 0⇔ x∗ = − 1
2λ
P−1k2,lin,i.
Aus x∗TPx∗ = 1 folgt λ = 1/2
√
kT2,lin,iP





−1k2,lin,i. Im Fall k
T
2,lin,ix < 0 ergibt sich in ana-
loger Weise x∗ = P−1k2,lin,i/
√
kT2,lin,iP
−1k2,lin,i. Quadrieren der Forde-
rung |kT2,lin,ix∗| ≤ umax,i liefert |kT2,lin,ix∗|2 = x∗Tk2,lin,ikT2,lin,ix∗ ≤ u2max,i.
Nach Einsetzen von x∗ ergibt sich in beiden Fa¨llen die Forderung
u2max,i − kT2,lin,iP−1k2,lin,i ≥ 0,
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welche mit Hilfe des Schur-Komplements in die Matrixungleichung (3.5)
umgeformt werden kann. Die Umformung der Bedingung (3.4) erfolgt in
analoger Weise und liefert Bedingung (3.6).
Die Bedingungen (3.5) und (3.6) stellen sicher, dass E(P) ⊆ Lumax(K1+
TK2,lin)∩Lvmax(K2,lin) gilt. Da E(P) kontraktiv invariant ist, gilt demnach
auch E(P) ⊆ L∞,umax(K1 +TK2,lin) ∩ L∞,vmax(K2,lin).
Durch die in Satz 3.2 formulierten Bedingungen werden keine Forderun-
gen an die Gro¨ße des Gebiets E(P) gestellt. In der praktischen Anwen-
dung soll E(P) jedoch das Gebiet mo¨glicher Betriebszusta¨nde umfassen.
Um dies sicherzustellen, wird die zusa¨tzliche Bedingung X0 ⊂ E(P) hin-
zugefu¨gt. Dabei bezeichnet X0 die Menge mo¨glicher Anfangszusta¨nde, die
im Rahmen dieser Arbeit als konvexes Polyeder mit den N -Eckpunkten
x0,j angesetzt ist. Die Forderung X0 ⊂ E(P) ist erfu¨llt, falls
xT0,jPx0,j < 1 (3.8)
fu¨r alle j ∈ {1, . . . ,N} gilt. Auch die Verwendung von Ellipsoiden als
Gebiet mo¨glicher Anfangszusta¨nde ist denkbar. Gilt beispielsweise X0 =
{x : xTP0x ≤ 1}, so lautet die Forderung X0 ⊂ E(P)
P−P0 ≻ 0.
Um eine hohe Regelgu¨te zu erzielen, bietet sich die Optimierung der unte-
ren Schranke der Abkling- bzw. Konvergenzrate α des geschlossenen Regel-
kreises an. Da der Regler im vorliegenden Fall auf dem Gebiet E(P) nicht
sa¨ttigt, ergibt sich aus Satz 3.1, dass α die Abklingrate des geschlossenen
Regelkreises ist, falls die Bedingung
2xTP (Ax+B satvmax (K1x+T satumax (K2x))) < −2αxTPx
erfu¨llt ist. Da der Regler weder hinsichtlich der Stellgro¨ße noch der Stellra-
te sa¨ttigt, mu¨ssen die Sa¨ttigungsfunktionen in der obigen Gleichung nicht
beru¨cksichtigt werden und es ergibt sich unmittelbar
ATP+PA+(K1+TK2,lin)
T
BTP+PB (K1+TK2,lin)≺ −2αP. (3.9)
Im Folgenden soll die untere Schranke α optimiert werden, d.h., der lang-
samste Eigenwert des geschlossenen Regelkreises soll nach links verschoben
werden. Ist Bedingung (3.9) fu¨r ein beliebiges α > 0 erfu¨llt, so ist damit
offensichtlich auch die Forderung (3.7) aus Satz 3.2 erfu¨llt. Daher wird
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die Forderung (3.7) in der Optimierung durch die restriktivere Forderung
(3.9) ersetzt.
Um ein konvexes Optimierungsproblem zu erhalten, mu¨ssen die Ent-
wurfsbedingungen aus Satz 3.2 bzw. die Bedingung (3.9) als LMIs formu-
liert werden. Aufgrund der Terme PBTK2,lin in den Matrixungleichungen
(3.7) bzw. (3.9) liegen die Entwurfsbedingungen zuna¨chst nicht in Form
von LMIs vor. Jedoch la¨sst sich diese Bilinearita¨t unter Zuhilfenahme der
Substitutionen Q = P−1, Y = K2,linQ vermeiden. Dazu wird Bedingung
P ≻ 0 sowie (3.7) bzw. (3.9) beidseitig mit Q = P−1 multipliziert. Es
ergibt sich Q ≻ 0 und
QAT+AQ+GTBT+BG≺ −2αQ, (3.10)
wobei an dieser Stelle zur Verku¨rzung der Schreibweise G = K1Q + TY


















 0, i = 1, . . . ,m (3.13)
umgeformt. Darin bezeichnen yTi , g
T
i die i-ten Zeilen von Y bzw. von G.





≻ 0, j = 1, . . . ,N. (3.14)
Mit den Entwurfsvariablen Q = P−1 und Y lautet das Optimierungspro-
blem zur Maximierung der unteren Schranke fu¨r die Abklingrate:
Maximiere
Q≻0,Y,α>0
α, u. d. B. d. (3.15)
(3.10), (3.12), (3.13), (3.14).
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Aufgrund des Terms αQ in (3.10) handelt es sich bei (3.15) streng genom-
men nicht um ein konvexes Optimierungsproblem. Das Problem ist aber
quasikonvex und kann mittels einer Bisektion in α iterativ gelo¨st werden.
Die Reglermatrix kann anschließend ausK2,lin = YQ
−1 berechnet werden.
Lineare Regler weisen, wie schon im Falle einer ausschließlichen Stell-
gro¨ßenbeschra¨nkung, Nachteile bezu¨glich der Reglerperformance auf. Die
Ursache hierfu¨r liegt in einer Begrenzung der Reglerversta¨rkung durch
die Bedingungen (3.12) und (3.13), was zu langsamen Ausregelvorga¨ngen
fu¨hrt. Im betrachteten Fall einer zusa¨tzlichen Stellratenbegrenzung wie-
gen die Nachteile aber noch schwerer: Insbesondere beim Entwurf linearer
Regler fu¨r instabile Systeme ergeben sich nur kleine kontraktiv invariante
Gebiete. Auf diesen Aspekt wird im folgenden Abschnitt nochmals einge-
gangen.
3.3 Lineare Sa¨ttigungsregler
Die im vorigen Abschnitt betrachteten linearen Regler weisen den Nachteil
auf, dass sie weder die verfu¨gbare Stellrate noch die Stellgro¨ße gut ausnut-
zen. Die Regelgu¨te la¨sst sich jedoch deutlich verbessern, indem sa¨ttigende
Regler u = K2x zugelassen werden. In diesem Fall gestaltet sich jedoch
der Nachweis der kontraktiven Invarianz von E(P) schwieriger. Eine solche
Methodik wird in [10] beschrieben. Sie bildet eine wichtige Grundlage fu¨r
die im Rahmen dieser Arbeit entwickelten Verfahren und wird daher im
Folgenden vorgestellt.
Es werden wiederum das System (2.7) und das Gebiet E(P) gema¨ß Gl.
(3.2) betrachtet. Um sicherzustellen, dass E(P) kontraktiv invariant ist,
mu¨ssen die Bedingungen aus Definition 3.2 erfu¨llt sein. Mit einer positiv
definiten Funktion v(x) = xTPx mit P ≻ 0 ist noch sicherzustellen, dass
v˙(x) =2xTPx˙
=2xTP (Ax+B satvmax (K1x+T satumax (K2x))) < 0
fu¨r alle x ∈ E(P) gilt. Im Unterschied zum linearen Regler mu¨ssen hier
die beiden ineinander geschachtelten Sa¨ttigungsfunktionen beru¨cksichtigt
werden. Dies gelingt mit Hilfe eines Satzes aus [10], welcher Bedingungen
fu¨r die kontraktive Invarianz von E(P) unter einer p-fach geschachtelten
Sa¨ttigungsfunktion angibt. Um diesen Satz fu¨r den vorliegenden Fall an-
geben zu ko¨nnen, wird die Menge
V = {v ∈ Nm : vi ∈ {1, 2, 3}}
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beno¨tigt, wobei die Dimension m des Vektors v der Dimension des Ein-
gangsvektors u bzw. ua entspricht. Sie dient dazu, einzelne Zeilen aus
Matrizen Wi auszuwa¨hlen und die Matrix
∆ (v,W1,W2,W3)=diag {δ(v1 − 1), δ(v2 − 1), . . . , δ(vm − 1)}W1
+diag {δ(v1 − 2), δ(v2 − 2), . . . , δ(vm − 2)}W2




1, falls j = 0,
0, falls j 6= 0
zu definieren. Die Aufgabe der Matrix ∆ (v,W1,W2,W3) la¨sst sich an-
schaulich anhand des folgenden Beispiels erla¨utern. Angenommen, es gelte







wobei wTj,i die i-te Zeile der Matrix Wj bezeichnet. Damit la¨sst sich nun
der folgende Satz angeben:
Satz 3.3 ([10]). Gegeben sei das Gebiet E(P), das System
x˙ = Ax+B satvmax (K1x+T satumax (u))
und der Regler u = K2x. Falls Matrizen H1,H2 ∈ Rm×n existieren, so
dass die Bedingungen E(P) ⊆ Lvmax(H1) ∩ Lumax(H2) und
P (A+B∆(v,H1,K1 +TH2,K1 +TK2))
+ (A+B∆(v,H1,K1 +TH2,K1 +TK2))
T
P < 0 (3.16)
fu¨r alle v ∈ V gelten, dann ist E(P) kontraktiv invariant fu¨r das oben
gegebene System unter der Zustandsru¨ckfu¨hrung u = K2x.
Beweis. Der Beweis findet sich in [10].
Der Regler u = K2x ist damit nicht mehr direkt beschra¨nkt durch
die Stellgro¨ßen- bzw. Stellratenbegrenzung, sondern indirekt u¨ber die
Tatsache, dass virtuelle Hilfsregler H1 und H2 existieren mu¨ssen, so
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dass sie die Matrixungleichung (3.16) und die Stellraten- bzw. Stell-
gro¨ßenbegrenzung einhalten. Letzteres ist der Fall, wenn die Bedingungen
E(P) ⊆ Lvmax(H1) ∩ Lumax(H2) erfu¨llt sind. Fu¨r die eigentliche Regelung
wird jedoch nur der tatsa¨chliche Regler u = K2x verwendet, weshalb H1
und H2 keinerlei Performanceanspru¨chen gerecht werden mu¨ssen.
Zusa¨tzlich zu den in Satz 3.3 angegebenen Bedingungen soll sicherge-
stellt werden, dass E(P) das Gebiet mo¨glicher Anfangszusta¨nde X0 bein-
haltet. Dies fu¨hrt wiederum auf Bedingung (3.8).
Auch hier liegen die Entwurfsbedingungen zuna¨chst nicht als LMIs vor.
Jedoch erlaubt die Verwendung der Substitutionen Q = P−1, Y1 = H1Q,
Y2 = H2Q und Yk = K2Q eine Formulierung der Entwurfsbedingun-
gen als LMIs. Die Zustandsru¨ckfu¨hrung K1 ist wiederum durch das Ak-
tormodell (2.5) festgelegt und somit keine Optimierungsvariable. Durch
beidseitige Multiplikation mit Q = P−1 ergibt sich aus der Forderung
P ≻ 0 unmittelbar die Bedingung Q ≻ 0. Auf die gleiche Weise kann die





transformiert werden [10]. Die Forderungen E(P) ⊆ Lvmax(H1) und
E(P) ⊆ Lumax(H2), d.h. |hT1,ix| ≤ vmax,i und |hT2,ix| ≤ umax,i fu¨r alle
x ∈ E(P) und alle i ∈ {1, . . . ,m} werden wie im Beweis zu Satz 3.2 im














fu¨r alle i ∈ {1, . . . ,m}, welche wiederum durch beidseitige Multiplikati-
on mit der regula¨ren, symmetrischen Matrix (3.11) und Anwendung der












 0, i = 1, . . . ,m (3.19)
umgeformt werden ko¨nnen [10]. Die Bedingung X0 ∈ E(P) kann im Falle
der Wahl von X0 als konvexes Polyeder durch die Forderung (3.8) ausge-
dru¨ckt werden. Mit Hilfe des Schur-Komplement Lemmas ergibt sich die
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 0, j = 1, . . . ,N. (3.20)
Wa¨hrend in [10] die Gro¨ße des Ellipsoids E(P) maximiert wird, liegt bei
den in dieser Arbeit durchgefu¨hrten Reglerentwu¨rfen der Fokus auf ei-
ner hohen Regelgu¨te. Daher soll, wie schon beim Entwurf eines linearen,
nichtsa¨ttigenden Zustandsreglers, die Abklingrate des geschlossenen Krei-
ses maximiert werden. Zu diesem Zweck wird in (3.17) die Ungleichung




Mit den EntwurfsvariablenQ,Y1,Y2 undYk lautet das Optimierungspro-




α, u. d. B. d. (3.22)
(3.17), (3.18), (3.19), (3.20).
Der maximale Wert αmax, der sich aus dieser Optimierung ergibt, re-
pra¨sentiert die untere Schranke fu¨r die Abklingrate α des virtuellen Re-
gelkreises x˙ = (A+BK1+BTK2)x, d.h., die im tatsa¨chlichen Regelkreis
vorhandenen Sa¨ttigungsfunktionen werden in Bedingung (3.21) nicht ex-
plizit beru¨cksichtigt. Dennoch fu¨hrt eine ho¨here Abklingrate α auch zu
einer Verbesserung der Abklingrate αsat(x) des gesa¨ttigten Systems
x˙ = Ax+B satvmax (K1x+T satumax (K2x)) .
Diese wird durch die virtuellen Hilfsregler H1 und H2 beeinflusst, welche
u¨ber die gemeinsame Ljapunov-Funktion v(x) = xTPx auch mit K2 in
Beziehung stehen. Es gilt
αsat(x) ∈ [αmin, αmax]
mit αmin = minv∈V{α(v)} und
α(v) = max
{
α > 0 : xTP (Ax+
B∆ (v,H1,K1 +TH2,K1 +TK2)x) < −αxTPx
}
.
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Eine Erho¨hung von αmax fu¨hrt aufgrund der gemeinsamen Ljapunov-
Funktion v(x) = xTPx auch zu einer Verschiebung von αmin in Rich-
tung αmax und somit zu einer Verbesserung der Abklingrate αsat(x) des
gesa¨ttigten Systems. Eine detailliertere Betrachtung findet sich in Ab-
schnitt A.3.
3.4 Nichtlineare Sa¨ttigungsregler
Der im vorigen Abschnitt vorgestellte lineare Sa¨ttigungsregler aus [10] er-
zielt aufgrund der Tatsache, dass das Stellsignal hinsichtlich Stellgro¨ße und
Stellrate sa¨ttigen kann, eine deutlich bessere Performance als ein linearer
Regler. Jedoch besteht aufgrund der Linearita¨t im Regelgesetz weiterhin
der Nachteil, dass fu¨r kleine Auslenkungen um die Ruhelage x = 0, bei de-
nen keine Sa¨ttigung stattfindet, die Stellbegrenzungen nur unzureichend
ausgenutzt werden. Dieser Nachteil kann aber durch Verwendung eines
nichtlinearen sa¨ttigenden Regelgesetzes u = k2(x) vermieden werden. In
diesem Fall ist jedoch ein modifizierter Satz u¨ber die kontraktive Inva-
rianz erforderlich, welcher im Rahmen dieser Arbeit hergeleitet und im
Folgenden allgemein fu¨r nichtlineare Systeme der Form
x˙=a(x)+B(x) satvmax (k1(x) +T satumax (k2(x)))
mit a(x) ∈ Rn und B(x) ∈ Rn×m sowie Gebiete
Gv = {x ∈ Rn : v(x) ≤ 1} (3.23)
mit positiv definiter Funktion v(x) angegeben wird. Der folgende Satz
stellt nun die kontraktive Invarianz von Gv sicher.
Satz 3.4. Gegeben sei das Gebiet Gv gema¨ß Gl. (3.23), das System
x˙ = a(x) +B(x) satvmax (k1(x) +T satumax (u))
und der nichtlineare Zustandsregler u = k2(x). Falls Vektoren





k1(x) +Th2(x),k1(x) +Tk2(x))) < 0 (3.24)
fu¨r alle v ∈ V, x ∈ Gv\{0} gilt, dann ist Gv kontraktiv invariant fu¨r das
oben gegebene System unter dem Regelgesetz u = k2(x).
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fu¨r alle x ∈ Gv\{0} gelten. Der Nachweis, dass die obige Ungleichung
erfu¨llt ist, sofern die Bedingungen aus Satz 3.4 gelten, wird, a¨hnlich wie
im Beweis von Satz 3.3 in [10], mittels einer oberen Abscha¨tzung von v˙(x)












k1i(x) + τi satumax,i (k2i(x))
)
< 0,
wobei bi(x) die i-te Spalte der Matrix B(x) bezeichnet. Zur kompakteren
Darstellung werden außerdem die Funktionen
fi(x) = k1i(x) + τi satumax,i (k2i(x))
verwendet. Nun wird unter Beru¨cksichtigung von Gv ⊆ Lvmax(h1(x)) ∩
Lumax(h2(x)) eine, von den beiden Sa¨ttigungsfunktionen unabha¨ngige,
obere Grenze fu¨r den Summenterm in v˙(x) hergeleitet. Zuna¨chst wird eine
obere Grenze fu¨r die a¨ußere Sa¨ttigungsfunktion angegeben. Die Herleitung
dieser Zusammenha¨nge ist fu¨r ein eindimensionales System in Abbildung
3.3 dargestellt. Es werden vier Fa¨lle betrachtet, in denen fi(x) sa¨ttigt,
d.h., |fi(x)| ≥ vmax,i:
• wenn ∂v(x)
∂x
bi(x) ≥ 0 und fi(x) ≤ −vmax,i, dann
∂v(x)
∂x






bi(x) ≥ 0 und fi(x) ≥ vmax,i, dann
∂v(x)
∂x






bi(x) ≤ 0 und fi(x) ≥ vmax,i, dann
∂v(x)
∂x












Abbildung 3.3: Beru¨cksichtigung der Sa¨ttigungsfunktion im Stabi-
lita¨tsnachweis: Herleitung einer oberen Abscha¨tzung fu¨r fi(x) mit Hilfe
eines virtuellen Reglers h1,i(x) im Falle eines eindimensionalen Systems.
• wenn ∂v(x)
∂x
bi(x) ≤ 0 und fi(x) ≤ −vmax,i, dann
∂v(x)
∂x












Mit der Funktion satumax,i (k2i(x)) aus fi(x) wird in gleicher Weise ver-







Diese beiden Ungleichungen lassen sich zusammenfassen und es folgt
∂v(x)
∂x




k1,i(x) + τih2,i(x), k1,i(x) + τik2,i(x)} .
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Mit der Forderung v(x) < 0 ergibt sich als hinreichende Bedingung fu¨r die









k1,i(x) + τih2,i(x), k1,i(x) + τik2,i(x)} < 0
fu¨r alle x ∈ Gv\{0}. Sind alle Argumente der Maximumfunk-
tion negativ, so ist auch das Maximum der Argumente negativ.
Dies wird in Satz 3.4 in Bedingung (3.24) unter Verwendung von
∆ (v,h1(x),k1(x) +Th2(x),k1(x) +Tk2(x)) ausgenutzt, indem die obi-
ge Ungleichung fu¨r alle Argumente der Maximumfunktion u¨berpru¨ft
wird.
Zur Erla¨uterung von Satz 3.4, wird ein SISO-System der Form
x˙ = a(x) + b(x) satvmax (k1(x) + τ satumax (k2(x)))
betrachtet. Fu¨r diesen Fall ergibt sich V = {v ∈ N : v ∈ {1,2,3}}. Damit
folgen aus Satz 3.4 die Bedingungen
∂v(x)
∂x
(a(x) +b(x)h1(x)) < 0,
∂v(x)
∂x
(a(x) +b(x) (k1(x) + τh2(x))) < 0,
∂v(x)
∂x
(a(x) +b(x) (k1(x) + τk2(x))) < 0
fu¨r alle x ∈ Gv\{0} und Gv ⊆ Lvmax(h1(x)) ∩ Lumax(h2(x)) fu¨r die
kontraktive Invarianz von Gv. Demnach mu¨ssen die virtuellen Systeme
x˙ = a(x) + b(x)h1(x), x˙ = a(x) + b(x) (k1(x) + τh2(x)) und x˙ =
a(x) +b(x) (k1(x) + τk2(x)) die gemeinsame Ljapunov-Funktion v(x) be-
sitzen. Im MIMO-Fall ergeben sich entsprechend 3m virtuelle Systeme, die
eine gemeinsame Ljapunov-Funktion besitzen mu¨ssen.
Satz 3.4 wird in [50] aufgegriffen, um polynomiale Systeme unter simul-
taner Stellgro¨ßen- und Stellratenbeschra¨nkung mit polynomialen Reglern
zu stabilisieren. Im Falle von Strecken mit linearer Dynamik und linearen
Zustandsru¨ckfu¨hrungen ergibt sich aus Satz 3.4 unmittelbar Satz 3.3.
Fu¨r den Fall, dass ein System mit linearer Dynamik mit Hilfe eines
nichtlinearen Reglers stabilisiert werden soll, la¨sst sich der folgende Satz
verwenden.
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Satz 3.5. Gegeben sei die Regelstrecke
x˙ = Ax+B satumax (K1x+T satvmax(u)) ,
das Regelgesetz u = k2(x) und das Gebiet Gv. Falls Vektoren




(Ax+B∆ (v,h1(x),K1x+Th2(x),K1x+Tk2(x))) < 0
fu¨r alle x ∈ Gv gilt, dann ist Gv kontraktiv invariant fu¨r die Regelstrecke
unter Verwendung des Regelgesetzes u = k2(x) .
Beweis. Satz 3.5 folgt unmittelbar aus Satz 3.4 fu¨r ein mit linearer Dyna-
mik, d.h. a(x) = Ax, B(x) = B und k1(x) = K1x.
Satz 3.5 wird im folgenden Abschnitt genutzt, um nichtlineare Regelun-
gen fu¨r Systeme mit linearer Dynamik zu entwerfen.
3.5 Fazit
Die in diesem Kapitel eingefu¨hrten Grundbegriffe sind im Rahmen dieser
Arbeit von wesentlicher Bedeutung. Die in den folgenden beiden Kapi-
teln vorgestellten Regelverfahren liefern jeweils eine Approximation des
Einzugsgebietes einer Ruhelage unter Verwendung der in Abschnitt 3.1.1
eingefu¨hrten kontraktiv invarianten Gebiete. Bei der Optimierung der Re-
gelverfahren wird im Folgenden zumeist die in Abschnitt 3.1.3 definierte
Abklingrate des geschlossenen Regelkreises maximiert. Der in Abschnitt
3.3 vorgestellte lineare Sa¨ttigungsregler wird ebenso wie der lineare Regler
aus Abschnitt 3.2 als Vergleichsregler zur Bewertung der entwickelten Re-
gelungsverfahren verwendet. Des Weiteren erfordert die Parametrierung
des im Rahmen dieser Arbeit entwickelten sa¨ttigenden Fu¨hrungsreglers
den Entwurf eines linearen Sa¨ttigungsreglers.
Satz 3.4 ist bereits ein erstes Ergebnis dieser Arbeit. Er bildet die
entscheidende Grundlage fu¨r den Entwurf weich strukturvariabler Reg-
ler im nun folgenden Kapitel. Im Stabilita¨tsnachweis fu¨r den sa¨ttigenden




Die in Abschnitt 3.3 erla¨uterten linearen Sa¨ttigungsregler erlauben eine, im
Vergleich zu einem nichtsa¨ttigenden linearen Regler, bessere Nutzung des
verfu¨gbaren Stellbereichs und somit einen deutlich schnelleren Ausregel-
vorgang. Dennoch weisen sie den Nachteil auf, dass auch hier aufgrund des
linearen Regelgesetzes der Stellbereich fu¨r kleine Auslenkungen nicht gut
ausgescho¨pft wird. Dieser Nachteil kann durch den Einsatz nichtlinearer
Regelgesetze vermieden werden. Diese Idee liegt den weich strukturvaria-
blen Regelungen zu Grunde.
Fu¨r Systeme unter ausschließlicher Stellgro¨ßenbegrenzung existieren,
wie bereits in Abschnitt 2.5.4 erwa¨hnt, verschiedene Versionen weich struk-
turvariabler Regelungen. In dieser Arbeit wird das Konzept der weich
strukturvariablen Regelung mittels impliziter Ljapunov-Funktion nach [1]
aufgegriffen. Diese Methode wird im Folgenden auch als implizite Rege-
lung bezeichnet. Diese wird in [49] auf eine bestimmte Klasse von MIMO-
Systemen erweitert, jedoch ist eine sa¨ttigende Stellgro¨ße ausgeschlossen.
Die existierenden Versionen der impliziten Regelung sind also bislang
nur fu¨r Systeme unter ausschließlicher Stellgro¨ßenbegrenzung und nicht
auf allgemeine MIMO-Systeme anwendbar. In dieser Arbeit wird eine Er-
weiterung auf Systeme unter simultaner Stellgro¨ßen- und Stellratenbegren-
zung, sowie auf allgemeine Systeme mit mehreren Einga¨ngen vorgestellt.
Dazu findet Satz 3.5 aus Abschnitt 3.4 sowie die erstmals in [67] angege-
bene Auswahlstrategie Verwendung.
4.1 Grundlagen
Um eine implizite Regelung fu¨r ein lineares System (2.1) unter simultaner
Stellgro¨ßen- und Stellratenbegrenzung zu entwerfen, wird zuna¨chst das
in Abschnitt 2.2 eingefu¨hrte Aktormodell verwendet und das erweiterte
System (2.7) gebildet. Es wird nun vorausgesetzt, dass die Stellgro¨ßen- und
Stellratenbegrenzungen symmetrisch sind, d.h., es gilt umin,i = −umax,i







u = −K2(p)x x˙s=Asxs+Bsua
g(x, p) = 0
Abbildung 4.1: Blockschaltbild einer impliziten Regelung fu¨r Systeme unter
Stellgro¨ßen- und Stellratenbegrenzung. Ein Aktormodell wird in den Regler in-
tegriert und stellt sicher, dass ua die Stellbegrenzungen einha¨lt. Der Parameter
p wird mit Hilfe der impliziten Gleichung g(x, p) = 0 aus dem aktuellen Zustand




und vmin,i = −vmax,i fu¨r alle i ∈ {1, . . . ,m}.
Das Grundprinzip der impliziten Regelung besteht darin, eine Zu-
standsru¨ckfu¨hrung
u = −K2(p)x
in Abha¨ngigkeit eines Selektionsparameters p ∈ (0, p] so zu vera¨ndern,
dass der zur Verfu¨gung stehende Stellbereich mo¨glichst gut ausgenutzt
wird. Der Selektionsparameter wird dabei aus einer impliziten Gleichung
bestimmt. Abbildung 4.1 zeigt ein Blockschaltbild der impliziten Regelung.
Zuna¨chst wird jedem Regler K2(p) ein kontraktiv invariantes Gebiet
G(p) = {x ∈ Rn : g(x, p) < 0}
zugeordnet. Dabei ist sicherzustellen, dass diese Gebiete infinitesimal dicht
ineinander geschachtelt sind, d.h., es gilt G(p− ǫ) ⊂ G(p) fu¨r jedes beliebig
kleine ǫ > 0. Da die Gebiete G(p) kontraktiv invariant sind, kann eine Tra-
jektorie, die in ein Gebiet G(p) einla¨uft, dieses im weiteren Verlauf nicht
mehr verlassen. Fu¨r eine endliche Anzahl an Reglern K2(p) zeigt Abbil-
dung 4.2 (a) die Schachtelung der Gebiete. Um den Ausregelvorgang zu
beschleunigen, erfolgt die Wahl der Regler K2(p) derart, dass die Eigen-
werte des Systems








G(p1) Gp = G(p)
Abbildung 4.2: (a) Schachtelung der kontraktiv invarianten Gebiete G(p): Mit
fallendem Auswahlparameter p ziehen sich die Gebiete um die Ruhelage x= 0
zusammen. (b) Verschiebung der Eigenwerte von Aˆ(p) ausgehend von λ(Aˆ(p))
mit fallendem p auf Strahlen in der komplexen Ebene.
auf Strahlen in der linken komplexen s-Halbebene verschoben werden. Dies
wird in Abbildung 4.2 (b) illustriert. Ein ReglerK2(p) wird dann aktiviert,
wenn die Trajektorie in das zugeho¨rige Gebiet G(p) eintritt, d.h., wenn x
auf dem Rand des Gebietes G(p) liegt und somit x ∈ ∂G(p) = {x ∈ Rn :
g(x, p) = 0} gilt. Daraus folgt unmittelbar die Selektionsstrategie
g(x, p) = 0 (4.1)
zur Bestimmung des Auswahlparameters p. Ist die Selektionsstrategie (4.1)
hinsichtlich p eindeutig lo¨sbar, ist jedem Zustand x ∈ G(p) eindeutig ein
Regler K2(p) zugeordnet. Außerdem ist g(x, p) so zu wa¨hlen, dass der ge-
schlossene Regelkreis stabil ist. Sind die Bedingungen des folgenden Satzes
erfu¨llt, so sind die eindeutige Lo¨sbarkeit der Selektionsstrategie (4.1) und
die Stabilita¨t des geschlossenen Regelkreises gewa¨hrleistet.
Satz 4.1 ([1, 2]). Die Differenzialgleichung x˙ = f(x) mit der Ruhelage
x = 0 besitze fu¨r jeden Anfangswert aus einer Umgebung U1 des Ursprungs
eine stetige und eindeutige Lo¨sung. Es existiere in einer Menge
H = {(p,x) : 0 < p < p,x ∈ U0\{0}} ,
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wobei U0 ⊂ U1 ebenfalls eine Umgebung des Ursprungs sei, eine stetige
Funktion g(x, p), so dass die Bedingungen
1. Fu¨r x→ 0 resultiert aus g(x, p) = 0 der Grenzu¨bergang p→ 0+,
2. lim
p→0+
g(x, p) > 0 und lim
p→p−
g(x, p) < 0 fu¨r alle x ∈ U0\{0}.
3. −∞ < ∂g(x, p)/∂p < 0 fu¨r alle (p, x) ∈ H
4. ∂g(x(t), p)/∂t < 0 fu¨r alle (p,x) ∈ H mit g(x, p) = 0
erfu¨llt sind, dann ist die Ruhelage x = 0 asymptotisch stabil. Des Wei-
teren ist durch die Gleichung g(x, p) = 0 in U0\{0} eine Funktion p(x)
implizit definiert, die in x = 0 durch p(0) = 0 stetig erweiterbar ist. Die-
se erweiterte Funktion ist in U0 eine Ljapunov-Funktion fu¨r das System
x˙ = f(x).
Beweis. Satz 4.1 ist eine Kombination expliziter Stabilita¨tssa¨tze mit dem
Satz u¨ber implizite Funktionen (siehe beispielsweise [23]). Fu¨r einen
ausfu¨hrlichen Beweis sei auf [1, 2] verwiesen.
Zuna¨chst wird die Funktion g(x, p) in Abha¨ngigkeit von p ∈ (0, p) be-
trachtet. Aufgrund von Bedingung 2 gilt g(x, p) > 0 an der unteren Inter-
vallgrenze, wa¨hrend g(x, p) < 0 an der oberen Intervallgrenze gilt. Durch
Bedingung 3 ist sichergestellt, dass g(x, p) mit zunehmendem p streng mo-
noton fa¨llt. Somit stellen Bedingungen 2 und 3 des Satzes sicher, dass die
Funktion g(x, p) im Intervall (0, p) genau eine Nullstelle besitzt. Gema¨ß
[76] ist die Funktion p(x) eine Ljapunov-Funktion der Ruhelage x = 0 in
der Umgebung U , falls diese die Bedingungen p(x) > 0 fu¨r alle x ∈ U\{0},
p(0) = 0 und p˙(x) < 0 fu¨r alle x ∈ U\{0} erfu¨llt. Die Definition von H
stellt sicher, dass p(x) > 0 fu¨r alle x ∈ U\{0} gilt. Bedingung 1 garan-
tiert, dass p(x) in x = 0 stetig erweiterbar ist. Somit gilt auch p(0) = 0.
Bedingungen 3 und 4 wiederum stellen sicher, dass
p˙(x(t)) = − ∂g(x(t),p)/∂t
∂g(x(t),p)/∂p
< 0
gilt und p(x) ist eine Ljapunov-Funktion der Ruhelage x = 0.
Im Folgenden wird ohne Beschra¨nkung der Allgemeinheit p = 1 festge-
legt.
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4.2 Regelungsnormalform fu¨r
MIMO-Systeme
Bevor die konkrete Wahl der Funktion g(x, p) und der Zu-
standsru¨ckfu¨hrung K2(p) erla¨utert wird, wird zuna¨chst auf die Re-
gelungsnormalform fu¨r Mehrgro¨ßensysteme eingegangen. Es wird sich
zeigen, dass die Darstellung des Systems (2.7) in der Regelungsnormal-
form fu¨r den Entwurf einer strukturvariablen Regelung in besonderer
Weise geeignet ist. In [90] werden verschiedene Normalformen fu¨r lineare
Mehrgro¨ßen-Systeme vorgestellt. Eine ausfu¨hrlichere Erla¨uterung findet
sich ebenfalls in [137]. Im Folgenden soll nun die Transformation eines
MIMO-Systems in die Regelungsnormalform erla¨utert werden.
Dazu wird vorausgesetzt, dass die Steuerbarkeitsmatrix
Mb =
[
B AB A2B . . . AnB
]
den Rang n besitzt. Unter Verwendung der Strategie der gleichlangen Ket-
ten [90] la¨sst sich zuna¨chst eine Matrix
PGl=[b1, b2, . . . , bm, Ab1, . . . , Abm, . . . ,




berechnen, wobei bi die i-te Spalte der Eingangsmatrix B =
[b1 b2, . . . ,bm] bezeichnet. Um die Transformation x˜ = Γx durchfu¨hren
zu ko¨nnen, muss die Matrix PGl invertierbar sein. Daher werden nur Spal-
ten Aibi hinzugefu¨gt, wenn dadurch der Rang von PGl vergro¨ßert wird
und Ai−1bi zuvor bereits hinzugefu¨gt wurde. Gilt rang(PGl) = n, werden
keine weiteren Spalten hinzugefu¨gt. Nun wird zuna¨chst die Inverse P−1Gl
berechnet, aus welcher die Transformationsmatrix Γ wie folgt gewonnen






























Darin entspricht ρi dem Spaltenindex vonA
κi−1bi in (4.2). Mit der Trans-











0 . . . 1 0 . . . 0
−a1,1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −a1,n
. . .






0 . . . 0 0 . . . 1
−am,1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −am,n







0 . . . 0
...
...
0 . . . 0
1 b˜1,2 b˜1,3 . . . b˜1,m
0 0 . . . 0
...
...
0 0 . . . 0
0 1 b˜2,3 . . . b˜2,m
...




0 . . . 0 0




Das Ergebnis der Transformation ha¨ngt mit der Anordnung der Spalten
bi in B zusammen. Da die Nummerierung der Einga¨nge aber frei wa¨hlbar
ist, ist eine spaltenweise Umsortierung der Eingangsmatrix stets mo¨glich,
so dass jedes steuerbare System in die obige Darstellung transformiert
werden kann [90]. Bei Systemen, bei welchen die mit b˜i,j bezeichneten
Elemente in B˜ null sind, vereinfacht sich die im Folgenden hergeleitete
Methode deutlich. Im Allgemeinen ko¨nnen die Elemente jedoch von null
verschieden sein, was beispielsweise in [124] gezeigt wird. Wa¨hrend im
Fall der impliziten Regelung fu¨r Mehrgro¨ßensysteme unter ausschließlichen
Stellgro¨ßenbegrenzungen aus [49] der Entwurf nur fu¨r Systeme mo¨glich
ist, bei denen b˜i,j = 0 fu¨r alle i,j gilt, ist der in dieser Arbeit entwickelte
Entwurf nicht auf diese Systemklasse beschra¨nkt.
Bei Betrachtung von A˜ ergeben sich durch die Transformation Teil-
systeme auf der Diagonalen, die ebenfalls in einer Regelungsnormalform
vorliegen. Diese sind jedoch gegebenenfalls u¨ber die Elemente −aj,i mit-
einander verkoppelt. Auch die Eintra¨ge b˜i,j in B˜ sind im Allgemeinen von
null verschieden, weshalb die Teilsysteme in diesem Fall auch u¨ber die
Stellsignale miteinander verkoppelt sind. Im Rahmen der nun folgenden
Ausfu¨hrungen werden die Vektoren
aj = [aj,1 aj,2 . . . aj,n]
T
mit j ∈ {1,2, . . . , m} beno¨tigt.
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4.3 Regelgesetz und Auswahlstrategie
In diesem Abschnitt werden das Regelgesetz und die Auswahlstrategie
genauer erla¨utert. Dazu wird davon ausgegangen, dass das System (2.7) in
der Regelungsnormalform vorliegt oder mit Hilfe der im vorigen Abschnitt
beschrieben Transformation in diese transformiert wurde. Dies ist in der
Regel immer notwendig, da das erweiterte System selbst dann nicht in
der Regelungsnormalform vorliegt, wenn das Originalsystem (2.1) in dieser
Form gegeben ist. Die Ursache hierfu¨r liegt in der Systemerweiterung nach
Gl. (2.8). Außerdem ist zu beachten, dass auch die Zustandsru¨ckfu¨hrung
K1, welche die Ru¨ckfu¨hrung von ua im Aktormodell (2.5) repra¨sentiert,
transformiert werden muss.
Ein Ziel bei der Wahl des Reglers ist es, eine Darstellung der Entwurfs-
bedingungen zu erhalten, die nach Mo¨glichkeit vom Auswahlparameter p








TD−1(p)− (a′j − k1,j)T) (4.3)
mit j ∈ {1, . . . ,m} und
D(p) = diag(pκ1 , pκ1−1, . . . ,p, pκ2 ,pκ2−1, . . . , p, . . . , pκm , pκm−1, . . . , p)
ist unter diesem Gesichtspunkt besonders gu¨nstig. Dabei werden die Ska-
lare κi aus (4.2) entnommen. Im Unterschied zu [49] werden die Vektoren
a′i und aˆ
′







a′m−1 = am−1 − b˜m−1,ma′m,
...
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bzw.
aˆ′∗,m = aˆ∗,m,
aˆ′∗,m−1 = aˆ∗,m−1 − b˜m−1,maˆ′∗,m,
...







berechnet. Die Vektoren aˆ∗,i stellen dabei Entwurfsparameter dar. Um
zu erla¨utern, warum diese Wahl vorteilhaft ist, wird im Folgenden der
virtuelle Regelkreis
Aˆ(p) = A+BK1 −BTK2(p)
betrachtet, dessen MatrizenA, B undK1 in der im vorigen Abschnitt vor-
gestellten Regelungsnormalform vorliegen. Offensichtlich wirkt die Zeile
kT2,m(p) des Reglers K2(p) aufgrund der Elemente b˜i,j der transformierten
Eingangsmatrix nicht nur auf das m-te Teilsystem, sondern auch auf alle
Weiteren, darunter auch das m− 1-te Teilsystem. Durch die oben angege-
bene Wahl der a′m−1 bzw. aˆ
′
∗,m−1 wird diese Auswirkung auf das m− 1-te
Teilsystem kompensiert. Auf das i-te Subsystem wirken sich wiederum
u¨ber b˜i,j alle Reglerzeilen k2,l(p)
T mit l = i + 1, . . . ,m aus. Diese werden
mit Hilfe der Summen in den Gleichungen (4.4) und (4.5) kompensiert.










0 . . . 1 0 . . . 0
−aˆT∗,1D−1(p)
. . .
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ausgedru¨ckt werden kann.
Nachdem die Wahl der Zustandsru¨ckfu¨hrung erla¨utert wurde, wird nun
auf die Wahl der Selektionsstrategie eingegangen. Auch im Falle der im-
pliziten Regelung bietet es sich an, Ellipsoide als kontraktiv invariante
Gebiete G(p) anzusetzen und zur Definition der Auswahlstrategie zu ver-
wenden. Daher wird
g(x, p) = xTR(p)x− 1 = 0 (4.6)
mit R(p) = D−1(p)R1D
−1(p) und R1 ≻ 0 als Auswahlstrategie gewa¨hlt,
woraus sich die Gebiete
G(p) = {x ∈ Rn : g(x, p) < 0} = {x ∈ Rn : xTR(p)x− 1 < 0} (4.7)
ergeben. Die Auswahlstrategie (4.6) entspricht der in [67] verwendeten
Version und unterscheidet sich dabei von der urspru¨nglichen Version in
[1], [4]. Auf diesen Umstand wird in Abschnitt 4.6 genauer eingegangen.
Verglichen mit dem Ansatz [49] erlaubt die Auswahlstrategie (4.6) zusam-
men mit dem Regelgesetz (4.3) eine deutlich gesteigerte Entwurfsfreiheit
hinsichtlich der Matrix R1
1.
4.4 Stabilita¨t der impliziten Regelung
In diesem Abschnitt sollen Bedingungen hergeleitet werden, die sicherstel-
len, dass der mit der impliziten Regelung geschlossene Regelkreis stabil ist
und der Auswahlparameter p eine Ljapunov-Funktion des Regelkreises ist.
Zu diesem Zweck mu¨ssen die Bedingungen aus Satz 4.1 erfu¨llt sein. Unter
Verwendung der Zustandsru¨ckfu¨hrung (4.3) zusammen mit der Auswahl-
strategie (4.6), la¨sst sich der folgende Satz angeben.
Satz 4.2. Gegeben sei das System
x˙ = Ax+B satvmax (K1x+T satumax (u))
in Regelungsnormalform, das Regelgesetz (4.3) und die Selektionsstrate-
gie (4.6). Falls eine Matrix R1 ≻ 0 und virtuelle Zustandsru¨ckfu¨hrungen
H1(p), H2(p) ∈ Rm×n existieren, so dass die Bedingungen
NR1 +R1N ≺ 0, (4.8a)
1Im Falle der impliziten Regelung aus [49] hat R1 die Gestalt einer Blockdiagonalma-
trix.





∀p ∈ (0,1], ∀v ∈ V (4.8b)
und G(p) ⊆ Lvmax(H1(p)) ∩ Lumax(H2(p)) mit
N = diag(−κ1,− (κ1 − 1), . . . ,−1,−κ2,− (κ2 − 1), . . . ,−1,
− κm,− (κm − 1), . . . ,−1)
gelten, dann stabilisiert der Regler (4.3) mit der Auswahlstrategie (4.6) die
Ruhelage x = 0 des Systems.
Beweis. Es ist zu zeigen, dass bei Erfu¨llung der Bedingungen von Satz
4.2 die Bedingungen 1-4 aus Satz 4.1 erfu¨llt sind. Dann na¨mlich ist durch
g(x, p) = 0 eine Ljapunov-Funktion p(x) implizit definiert.
Zuna¨chst werden die Forderungen 1 bis 3 aus Satz 4.1 betrachtet: Die
Definition der kontraktiv invarianten Gebiete nach Gl. (4.6) mit der positiv
definiten Matrix R(p) fu¨hrt in Satz 4.2 zu der Forderung R1 ≻ 0.
Zur U¨berpru¨fung von Bedingung 1 aus Satz 4.1 wird zuna¨chst gezeigt,
dass der Grenzwert des maximalen Eigenwertes von R(p) mit g(x, p) = 0
an der Stelle x → 0 gegen unendlich strebt. Gema¨ß [15] gilt die obere
Abscha¨tzung
xTx ·λmax(R(p)) ≥ xTR(p)x













gelten. Es bleibt zu zeigen, dass λmax(R(p)) nur fu¨r den Grenzwert p→ 0+
gegen unendlich strebt. Wegen R(p) = D−1(p)R1D
−1(p) mit R1 ≻ 0 folgt
0 < λmax(R(p)) <∞
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fu¨r alle p ∈ (0,1]. Weiterhin kann λmax(R(p)) von unten mit
λmax(R(p)) ≥ λmin(R1)λmin(D−2(p))
abgescha¨tzt werden [15]. Mit λmin(D
−2(p)) = p−2 fu¨r p ∈ (0,1] berechnet
sich der Grenzwert zu
lim
p→0+
λmax(R(p)) ≥ λmin(R1) · lim
p→0+
p−2 =∞.
Daraus folgt λmax(R(p))→∞, wenn p→ 0+ gilt. Zusammen mit den vori-
gen Betrachtungen folgt daru¨ber hinaus, dass fu¨r x→ 0 aus xTR(p)x = 1
der Grenzu¨bergang p→ 0+ resultiert. Damit ist Bedingung 1 aus Satz 4.1
erfu¨llt.















und somit folgt fu¨r alle x ∈ G(1) \ {0}, dass limp→0+ g(x, p) =∞ > 0 gilt.
Fu¨r die obere Grenze folgt aus der Definition der Gebiete G(p) in Gl. (4.7)
fu¨r alle x ∈ G(1) offenbar limp→1− g(x, p) = g(x, p) < 0. Damit ist gezeigt,
dass auch Bedingung 2 erfu¨llt ist.








berechnet. Sie ist endlich fu¨r alle (p,x) ∈ (0,1] × G(1) \ {0} und negativ,
wenn die Matrix NR1 + R1N negativ definit ist. Dies stellt Bedingung
(4.8a) sicher und Bedingung 3 ist somit ebenfalls erfu¨llt. Zusammen mit
den Bedingungen 1 und 2 ist sichergestellt, dass die Funktion p(x) in G(1)
implizit durch (4.6) definiert ist.






x˙ = x˙TR(p)x+ xTR(p)x˙ < 0.
Nun wird Satz 3.5 herangezogen. Danach ist die obige Bedingung
erfu¨llt, falls die Matrixungleichungen (4.8b) und G(p) ⊆ Lvmax(H1(p)) ∩
Lumax(H2(p)) gelten. Es la¨sst sich also festhalten, dass alle Bedingungen
aus Satz 4.1 sichergestellt sind, sofern die Bedingungen aus Satz 4.2 erfu¨llt
sind.
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Die Bedingungen aus Satz 4.2 eignen sich noch nicht unmittelbar zum
Entwurf eines impliziten Reglers. Dazu mu¨ssen zuna¨chst die virtuellen
HilfsreglerH1(p) und H2(p) in geeigneter Weise gewa¨hlt werden. Dabei ist
wie schon bei der Wahl von K2(p) wichtig, dass die Darstellung der Ent-
wurfsbedingungen unabha¨ngig vom Auswahlparameter p erfolgen kann.










TD−1(p)− (a′j − k1,j)T) (4.10)
mit j = {1,2, . . . ,m}, die Vektoren a′j aus Gl. (4.4) und die Vektoren
aˆ′i,m = aˆ∗,m,
aˆ′i,m−1 = aˆ∗,m−1 − b˜m−1,maˆ′∗,m,
...






mit i ∈ {1,2} verwendet werden. Die sich hieraus ergebenden Entwurfsbe-
dingungen werden im folgenden Abschnitt vorgestellt.
4.5 Entwurf
Fu¨r den Reglerentwurf mu¨ssen die Matrix R1 und die Vektoren aˆi,j so
bestimmt werden, dass die Bedingungen von Satz 4.2 erfu¨llt sind. Dies ist
der Fall, wenn der Entwurf auf Basis des, in diesem Abschnitt beschriebe-
nen, konvexen Optimierungsproblems erfolgt. Dazu werden zuna¨chst die
Stabilita¨tsbedingungen in Satz 4.2 in lineare Matrixungleichungen umge-
wandelt. Danach wird ein konvexes Gu¨tekriterium vorgestellt.
Eine Formulierung der Bedingungen aus Satz 4.2 als lineare Matrixun-





























mo¨glich. Die Entwurfsbedingungen liefert
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Satz 4.3. Gegeben sei das System
x˙ = Ax+B satvmax (K1x+T satumax (u))
in Regelungsnormalform, das Regelgesetz (4.3), die Selektionsstrategie
(4.6) und ein frei wa¨hlbares Polynom γ(p) mit γ(p) ≥ 0 fu¨r alle p ∈
[pmin, 1]. Falls Matrizen Q ≻ 0, Y˜1, Y˜2 und Y˜∗ existieren, so dass die
Bedingungen





















sk,j(p) ∈ Σ[p], ∀k ∈ {1,2}, (4.12e)
fu¨r alle j ∈ {1,2, . . . ,m} mit a˜′j = τ−1j (a′j − k1,j) und
N = diag(−κ1,− (κ1 − 1), . . . ,−1,−κ2,− (κ2 − 1), . . . ,−1,
− κm,− (κm − 1), . . . ,−1)
gelten, dann stabilisiert der Regler (4.3) mit der Auswahlstrategie (4.6) die
Ruhelage x = 0 des Systems.
Beweis. Aufgrund der Wahl von K2(p), H1(p) und H2(p) entsprechend
den Gleichungen (4.3), (4.9) und (4.10) lassen sich die Terme Aˆv(p) =
A+B∆(v,H1(p),K1+TH2(p),K1+TK2(p)) in den Matrixungleichungen

















0 . . . 1 0 . . . 0
−aˆg,v,1T
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aˆ′1,i, wenn vi = 1,
aˆ′2,i, wenn vi = 2,
aˆ′∗,i, wenn vi = 3.
Nach Einsetzen von R(p) und Multiplikation mit Q = R−11 ergeben
sich aus den Bedingungen (4.8b) die Matrixungleichungen (4.12b). Des
Weiteren ist G(p) ⊆ Lvmax(H1(p)) ∩ Lumax(H2(p)) sicherzustellen, wo-
nach |hT1,j(p)x| ≤ vmax ,j und |hT2,j(p)x| ≤ umax ,j fu¨r alle x ∈ G(p) und
j = {1, . . . ,m} gelten muss. Die maximale Stellgro¨ße bzw. Stellrate inner-
halb eines Gebietes G(p) ergibt sich analog zur Vorgehensweise im Beweis






−1(p)hk,j(p), k = {1,2}.
Es gilt also G(p) ⊆ Lvmax(H1(p)) sofern die Ungleichungen
v2max ,j − hT1,j(p)R−1(p)h1,j(p) ≥ 0, ∀p ∈ [pmin, 1]
mit j ∈ {1, . . . ,m} erfu¨llt sind. Da die obigen Ungleichungen nur im Inter-
vall p ∈ [pmin, 1] sichergestellt werden mu¨ssen findet die verallgemeinerte
S-Prozedur (siehe hierzu Satz 2.3 Verwendung. In diesem Zusammenhang
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wird das Polynom γ(p) verwendet, welches die Bedingung γ(p) ≥ 0 fu¨r alle
p ∈ [pmin, 1] erfu¨llt. Die Bedingung G(p) ⊆ Lvmax(H1(p)) lautet dann
v2max ,j − γ(p)s1,j(p)− hT1,j(p)R−1(p)h1,j(p) ≥ 0,
wobei s1,i(p) ∈ Σ[p] ist. Mit Hilfe des Schur-Komplements [21] la¨sst sich
dies auch ausdru¨cken als[




mit j ∈ {1, . . . ,m}. Gema¨ß Lemma 2.4 ist die obige Ungleichung erfu¨llt,
sofern das Matrixpolynom auf der linken Seite ein SOS-Matrixpolynom
ist, d.h., [




mit j ∈ {1, . . . ,m} gilt. Einsetzen von hT1,j(p) gema¨ß ihrer Definition und













zusammen mit den Substitutionen (4.11) zu den Bedingungen (4.12c). Aus
der Bedingung G(p) ⊆ Lumax(H2(p)) lassen sich die Bedingungen (4.12d)
in analoger Weise herleiten.
Bemerkung 4.1. Um keine zusa¨tzliche Konservativita¨t in den Entwurf
einzubringen, sollte das Polynom γ(p) so gewa¨hlt werden, dass seine Funk-
tionswerte außerhalb des Intervalls p ∈ [pmin, 1] negativ sind. Eine sinnvolle
Wahl ist γ(p) = (p− pmin) · (1− p).
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4.5.1 Einschluss der Anfangsbedingungen
Die in Satz 4.3 angegebenen Stabilita¨tsbedingungen stellen sicher, dass
das Gebiet G1 kontraktiv invariant ist. Im Rahmen der praktischen An-
wendung ist also dafu¨r Sorge zu tragen, dass alle Anfangszusta¨nde, die im
Betrieb der Regelung auftreten ko¨nnen, im Gebiet G1 eingeschlossen sind.
Demnach ist die Forderung X0 ⊂ G1 sicherzustellen.
Unter der Annahme, dass die Menge X0 als ein konvexes Polyeder mit
N Eckpunkten x0,j gegeben ist, startet das System innerhalb von G(1),
wenn fu¨r j = 1, . . . ,N die Ungleichung
g(x0,j , 1) = x
T
0,jR1x0,j − 1 < 0
erfu¨llt ist. Mit Lemma 2.2 und der Substitution Q = R−11 ergibt sich





4.5.2 Gu¨tekriterium und Optimierungsproblem
Die Bedingungen aus Satz 4.3 zusammen mit Bedingung (4.13), welche den
Einschluss des Anfangsgebietes sicherstellt, bilden die Nebenbedingungen
fu¨r den Entwurf. Als Gu¨temaß wird im Folgenden, wie in Abschnitt 3.1.3
beschrieben, die Abklingrate des virtuellen Systems
x˙ = Aˆ⋆,1x = (A+BK1 −BTK2(1))x (4.14)
optimiert. Wenn fu¨r eine positiv definite Matrix Q und ein positives α die
Ungleichung
AˆT⋆,1R1 +R1Aˆ⋆,1 ≺ −2αR1
erfu¨llt ist, so ist α < α eine untere Abscha¨tzung der Abklingrate. Wird
die obenstehende Ungleichung nun von beiden Seiten mit Q = R−11 mul-




Ziel der Optimierung ist die Maximierung der Konvergenzrate bzw. der
unteren Abscha¨tzung α. Dabei ist die LMI-Variable Y˜∗ bzw. aˆ∗,m ledig-
lich durch die LMI (4.15) begrenzt. Dies kann zur Folge haben, dass das
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Optimierungsproblem schlecht konditioniert ist. Um dies zu vermeiden,
wird die zusa¨tzliche Forderung
sup
x∈G(1)
|kT2,j(1)x| < βumax ,j ⇔ kT2,j(1)R1k2,j(1) < β2u2max ,j








fu¨r alle j ∈ {1, . . . ,m}. Somit wird der maximale Betrag der kommandier-
ten Stellgro¨ße begrenzt, wobei β ≫ 1 gilt. Dieser Skalar ist der einzige
Einstellparameter des Entwurfs und legt eine obere Grenze fu¨r den Grad
der Sa¨ttigung fest. Zusammengefasst ergibt sich das Optimierungsproblem:
Maximiere
Q≻0,Y˜1,Y˜2,Y˜⋆
α, u. d. B. d. (4.17)
(4.12a) bis (4.12e), (4.13), (4.15), (4.16).
Bedingung (4.15) in Optimierungsproblem (4.17) ist aufgrund des Terms
αQ keine LMI. Mit Hilfe einer Bisektion in α kann der optimale Wert αmax
aber auf einfache Weise bestimmt werden. Die Optimierung der Abklin-
grate des virtuellen Systems (4.14) fu¨hrt auch zu einer Verbesserung der
Abklingrate des gesa¨ttigten Regelkreises unter Verwendung des Regelge-
setzes u = −K2(p)x. Dies wird in Anhang A.3.1 na¨her erla¨utert.
Neben der Abklingrate existieren eine Reihe weiterer mo¨glicher
Gu¨temaße, beispielsweise die Gro¨ße des Einzugsgebietes, die Ausgangs-
energie oder die Vorgabe eines Startreglers K2(1) und anschließende
Volumen-Maximierung des Gebietes G1. Die Abklingrate liefert im Allge-
meinen jedoch eine gute Ausregelzeit bei minimalem Entwurfsaufwand. Ei-
ne Untersuchung der Regelgu¨te in Abha¨ngigkeit verschiedener Gu¨temaße
findet sich in [55] und besta¨tigt diese Aussage.
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4.6 Alternative Auswahlstrategie
An dieser Stelle werden die Unterschiede zwischen der im Rahmen dieser
Arbeit verwendeten Auswahlstrategie (4.6) aus [67] und der urspru¨nglichen
Auswahlstrategie aus [1], [4] und den darauf aufbauenden Arbeiten [49],
[85], [86] aufgezeigt. In der urspru¨nglichen Version wird eine Skalierungs-
funktion e(p) in die Auswahlstrategie integriert. Diese lautet
g(x, p) = e(p)xTR(p)x− 1.
Die Motivation zur Verwendung von e(p) ergibt sich aus der Tatsache,
dass der Entwurf der in [1], [4] vorgestellten Regelung so erfolgt, dass die
Stellgro¨ße nicht in Sa¨ttigung geht. Zur Realisierung eines schnellen Aus-
regelvorgangs ist in diesem Fall sicherzustellen, dass die verfu¨gbare Stell-
gro¨ße gut ausgenutzt wird. Um die Bedeutung der Skalierungsfunktion
zu erla¨utern, wird im Folgenden ein System mit einer einzelnen Eingangs-
gro¨ße betrachtet. U¨bertragen auf den Entwurf eines sa¨ttigenden impliziten
Reglers fu¨r SISO-Systeme unter simultaner Stellgro¨ßen- und Stellratenbe-
grenzung wird dazu die Skalierungsfunktion als












angesetzt. Dies fu¨hrt zu einer Skalierung der Gebiete G(p) derart, dass
G(p) entweder die Hyperebene {x : |hT1 (p)x| = vmax} oder/und die Hyper-
ebene {x : |hT2 (p)x| = umax} tangiert. Welche Hyperebene tangiert wird
ha¨ngt davon ab, ob fu¨r den jeweiligen Wert des Auswahlparameters p die
Stellgro¨ßen- oder die Stellratenbegrenzung restriktiver ist. Dies ist in Ab-
bildung 4.3 dargestellt. Mit Hilfe von Dini-Derivierten und einem Satz aus
[34], [147] ist auch bei Verwendung dieser Auswahlstrategie die Formulie-
rung eines konvexen Optimierungsproblems zum Reglerentwurf fu¨r Sys-
teme unter simultanen Stellgro¨ßen- und Stellratenbegrenzungen mo¨glich.
Ein solcher Ansatz fu¨r SISO-Systeme wurde in [73] vorgestellt. Eine Er-
weiterung auf MIMO-Systeme unter Verwendung des Ansatzes aus [49] ist




eumax ,1(p), evmax ,1(p), . . . , eumax ,m(p), evmax ,m(p)
}
.













Abbildung 4.3: (a) Skalierung der Gebiete G(p) bei Verwendung der Skalie-
rungsfunktion e(p): Die Gebiete G(p) tangieren die Hyperebene der restriktiveren
Begrenzung (b) Gebiete G(p) ohne Verwendung der Skalierungsfunktion e(p).
Des Weiteren wird in [34] bzw. in [67] gezeigt, dass der Entwurf einer
impliziten Regelung unter Verwendung der Skalierungsfunktion e(p) fu¨r




Re {λi(A)} > 0
nicht mo¨glich ist. Vor allem aus dem letztgenannten Grund wurde im Rah-
men dieser Arbeit die in Abschnitt 4.3 vorgestellte Auswahlstrategie ohne
Skalierungsfunktion verwendet.
Bemerkung 4.2. In [34] werden zwar nur Systeme unter ausschließlicher
Stellgro¨ßenbegrenzung betrachtet, die Ergebnisse gelten aber auch fu¨r den
Fall zusa¨tzlicher Stellratenbegrenzungen. Durch die Erweiterung des Zu-
stands x = [xTs ua]
T tritt na¨mlich lediglich ein Eigenwert λ = 0 hinzu, der
die Lage des Eigenwertschwerpunktes λS nicht beeinflusst.
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4.7 Beispiel: Space-Shuttle
Als Beispielsystem wird das linearisierte Modell eines Space-Shuttles im
Landeanflug mit einer Geschwindigkeit von 0,9 Mach betrachtet. Es wird




−0,095 0,141 −0,990 0,036
−3,595 −0,428 0,280 0
0,395 −0,013 −0,081 0











beschrieben. Es besitzt die Eigenwerte
λ1,2 = −0,0936± 0,9125j,
λ3 = −0,3925,
λ4 = −0,0247.
Dabei ist x1 = β der Schiebewinkel in rad, x2 = p ist die Rollrate in rad/s,
x3 = r ist die Gierrate in rad/s und x4 = Φ ist der Rollwinkel in rad. Ab-
bildung 4.4 veranschaulicht die Definition der Zusta¨nde. Darin bezeichnet
(xe, ye, ze) das erdfeste und (xb, yb, zb) das ko¨rperfeste Koordinatensystem.
Ein Space-Shuttle besitzt keine atmospha¨rischen Triebwerke fu¨r den
Landeanflug, daher muss bereits der erste Anflug erfolgreich sein, eine
Durchstart-Mo¨glichkeit besteht nicht. Um das Shuttle im Gleitflug kontrol-
lieren zu ko¨nnen, stehen ein Seitenruder sowie ein kombiniertes Ho¨hen- und
Querruder (Engl: Elevon) zur Verfu¨gung. Diese werden hydraulisch ver-
stellt, wobei der notwendige Druck von einem hydrazinbetriebenen Hilfs-
triebwerk (Engl.: Auxiliary Power Unit, APU) geliefert wird. Sowohl das
Seitenruder als auch das kombinierte Ho¨hen- und Querruder sind einer
Stellgro¨ßen- und einer Stellratenbegrenzung unterworfen. Im vorliegenden
Fall gilt laut [126] |ua,i| ≤ 22 π180rad und |u˙a,i| ≤ 20 π180 rad/s fu¨r i = 1,2.
Als Gebiet mo¨glicher Anfangszusta¨nde wird ein Polyeder der Form
X0=
{











verwendet. Des Weiteren wird ua,0 = ua(0) = 0 als Anfangszustand fu¨r
das Aktormodell zur Modellierung der simultanen Stellgro¨ßen- und Stell-
ratenbegrenzung gewa¨hlt. Damit durch das Aktormodell die Dynamik des
Gesamtsystems nicht verlangsamt wird, wird τ1 = τ2 = 6 gewa¨hlt.






















Abbildung 4.4: Space-Shuttle mit ko¨rperfestem (xb,yb,zb) und erdfestem
(xe,ye,ze) Koordinatensystem.
Abbildung 4.5 zeigt den Verlauf des Rollwinkels x4 fu¨r eine Anfangs-
auslenkung von xs,0 = [2π/180rad, − 2π/180rad/s, 2π/180rad/s, −
10π/180rad]T. Zum Vergleich werden ebenfalls ein linearer,
nichtsa¨ttigender Regler sowie ein linearer Sa¨ttigungsregler entworfen.
Beide Vergleichsregler werden ebenfalls hinsichtlich der Konvergenzrate
und fu¨r dasselbe Anfangsgebiet X0 entworfen. Die kommandierten Stell-
gro¨ßen u1, u2 sind ebenfalls in Abbildung 4.5 dargestellt. Es zeigt sich
deutlich der Unterschied zwischen den beiden sa¨ttigenden Reglern und
dem nichtsa¨ttigenden linearen Regler. Letzterer kommandiert deutlich
weniger Stellgro¨ße, weshalb sich ein deutlich la¨ngerer Ausregelvorgang
ergibt, der erst nach 9s abgeschlossen ist. Abbildung 4.6 zeigt die
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Abbildung 4.5: Verlauf von Rollwinkel xs,4 = Φ und kommandierten
Stellgro¨ßen u1, u2 fu¨r eine Anfangsauslenkung von xs,0 = [2pi/180rad,
−2pi/180rad/s, 2pi/180rad/s, − 10pi/180rad ]T fu¨r einen linearen Regler ,
einen linearen Sa¨ttigungsregler und die implizite Regelung .
zugeho¨rigen Stellraten u˙a,1, u˙a,2 und die tatsa¨chlich auf das System
wirkenden Stellgro¨ßen ua,1, ua,2. Es fa¨llt auf, dass der implizite Regler
verglichen mit dem linearen Sa¨ttigungsregler hinsichtlich der Stellrate
fu¨r eine ku¨rzere Zeitspanne sa¨ttigt. Aufgrund der Tatsache, dass die
wirksamen Stellgro¨ßen ua,1, ua,2 aber besser genutzt werden, resultiert
der im Vergleich zum linearen Sa¨ttigungsregler um ca. 30% ku¨rzere
Ausregelvorgang.
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Abbildung 4.6: Verlauf der Stellrate u˙a,1 und der wirksamen Stellgro¨ße ua,1
(oben) sowie u˙a,2 und ua,2 (unten) fu¨r einen linearen Regler , einen linearen
Sa¨ttigungsregler und die implizite Regelung mit einer Anfangsauslen-




Die in diesem Abschnitt vorgestellte weich strukturvariable Regelung fu¨r
lineare Systeme unter Stellgro¨ßen- und Stellratenbegrenzung stellt eine Er-
weiterung der urspru¨nglichen Methodik [1], [4] dar. Dazu wird eine verein-
fachte Auswahlstrategie aus [67] aufgegriffen, welche den Entwurf von Re-
gelungen fu¨r eine breitere Systemklasse erlaubt. Der Beitrag dieser Arbeit
liegt in der Beru¨cksichtigung zusa¨tzlicher Stellratenbegrenzungen sowie
der Erweiterung der Methodik auf allgemeine, steuerbare lineare MIMO-
Systeme. Der Entwurf des Reglers kann als konvexes Optimierungspro-
blem formuliert werden. Dazu wird im Rahmen dieser Arbeit die Sum-of-
squares-Methodik verwendet. Prinzipiell kann aber auch auf einen Satz aus
[149] zuru¨ckgegriffen werden. Die Verwendung der SOS-Methodik erlaubt
aber eine im Vergleich dazu deutlich kompaktere Darstellung.
Im Zuge der Erstellung dieser Arbeit konnte ebenfalls eine weich struk-
turvariable Regelung fu¨r lineare SISO-Systeme unter Stellgro¨ßen- und
Stellratenbegrenzungen entwickelt werden. Diese basiert auf der klassi-
schen Selektionsstrategie aus [1] bzw. [4] und wurde in [73] publiziert. Die
in diesem Kapitel vorgestellte weich strukturvariable Regelung mit der
modifizierten Auswahlstrategie aus [67] wurde fu¨r SISO-Systeme in und
fu¨r MIMO-Systeme in [70] vero¨ffentlicht.
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5 Ausgangsru¨ckfu¨hrungen
Zur Implementierung der in den Kapitel 3 und 4 vorgestellten Regelun-
gen wird der gesamte Zustandsvektor beno¨tigt. In vielen Fa¨llen ist jedoch
die Messung aller Zustandsgro¨ßen nicht mo¨glich oder mit einem hohen
Kostenaufwand verbunden.
Ein klassischer Beobachterentwurf nach Luenberger [89] ist nicht ohne
Weiteres mo¨glich, wenn nichtlineare Regelgesetze verwendet werden. Dies
liegt darin begru¨ndet, dass das fu¨r lineare Systeme gu¨ltige Separations-
theorem in diesem Fall nicht anwendbar ist. Demnach ist ein getrennter
Entwurf von Beobachter und sa¨ttigendem Regler nicht mo¨glich. In [84]
wird fu¨r lineare Systeme unter ausschließlichen Stellgro¨ßenbeschra¨nkungen
ein Beobachterentwurf unter Verwendung einer sa¨ttigenden, linearen Zu-
standsru¨ckfu¨hrung angegeben. Das resultierende Optimierungsproblem ist
jedoch nicht konvex und kann beispielsweise mit Hilfe eines sogenannten
Path-Following Algorithmus [104] gelo¨st werden.
Ein konvexer Entwurf la¨sst sich erzielen, wenn eine allgemeine dyna-
mische Ausgangsru¨ckfu¨hrung verwendet wird. Diese besteht aus einem
dynamischen System, dessen Ausgang die kommandierte Stellgro¨ße des
Reglers liefert. Ein Beobachter ist eine spezielle Form einer solchen dyna-
mischen Ausgangsru¨ckfu¨hrung, bei welcher der Zustand des dynamischen
Systems ein Scha¨tzwert fu¨r den Zustand der Regelstrecke ist. Eine allge-
meine dynamische Ausgangsru¨ckfu¨hrung, deren Zustand kein Scha¨tzwert
fu¨r den Zustand der Regelstrecke darstellt, bietet dem gegenu¨ber mehr
Entwurfsfreiheit und erzielt eine bessere Dynamik des geschlossenen Re-
gelkreises. In der Literatur existieren verschiedene Ansa¨tze fu¨r allgemei-
ne dynamische Ausgangsru¨ckfu¨hrungen. So wird in [100] eine dynamische
Ausgangsru¨ckfu¨hrung zur Sto¨runterdru¨ckung fu¨r lineare Systeme unter
ausschließlichen Stellgro¨ßenbegrenzungen angegeben, welche in [101] auf
zusa¨tzliche Stellratenbegrenzungen erweitert wird. Jedoch ist die Reg-
lerstruktur deutlich eingeschra¨nkt und außerdem werden alle Anfangs-
zusta¨nde xs(0) zu null angenommen. In [145] wiederum wird eine dy-
namische Ausgangsru¨ckfu¨hrung vorgeschlagen, welche parametervariant
ist und daher einen vergleichsweise hohen Implementierungsaufwand fu¨r
den Regler nach sich zieht. Außerdem werden im Entwurf lediglich Stell-
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gro¨ßenbeschra¨nkungen betrachtet.
In [84] wird eine Ausgangsru¨ckfu¨hrung fu¨r Systeme unter ausschließ-
lichen Stellgro¨ßenbegrenzungen vorgestellt. Sie zeichnet sich insbesondere
dadurch aus, dass der Reglerentwurf unter Anwendung der Transformatio-
nen aus [114] als konvexes Optimierungsproblem formuliert werden kann.
Ein sehr a¨hnlicher Ansatz wird auch in [40] vorgestellt, auch hier ist ein
konvexer Entwurf unter Verwendung der Transformation aus [114] mo¨glich.
Im Vergleich zu [145] sind die Optimierungsprobleme aufgrund einer ge-
ringeren Anzahl an Reglerparametern in [40] bzw. [84] weniger aufwen-
dig. Daher wird dieses Verfahren im Folgenden aufgegriffen und auf den
Fall einer simultanen Stellgro¨ßen- und Stellratenbeschra¨nkung erweitert.
Wa¨hrend in [84] ein System ohne Sto¨reinflu¨sse betrachtet wird, wird in
diesem Kapitel auch auf die Sto¨runterdru¨ckung eingegangen.
5.1 Grundlagen
Zum Entwurf von Ausgangsru¨ckfu¨hrungen fu¨r lineare Systeme (2.1) unter
simultaner Stellgro¨ßen- und Stellratenbegrenzung wird wiederum das Gl.
(2.1) entsprechende System
x˙s = Asxs +Bsua
mit der Ausgangsgleichung
ys = Csxs
betrachtet und das in Abschnitt 2.2 eingefu¨hrte Aktormodell verwendet.
Des Weiteren wird das erweiterte System (2.7) mit dem Zustandsvektor




aufgestellt. Da das Aktormodell Teil des Regelalgorithmus ist, kann vor-
ausgesetzt werden, dass der Ausgang ua des Aktors bekannt ist. Die Aus-
gangsgro¨ßen des erweiterten Systems ko¨nnen somit im erweiterten Aus-
gangsvektor


















z˙k = Ak zk +Bky +Ek satvmax (K1x+T satumax(u)) ,
u = C⋆zk +D⋆y
(5.1)
mit zk ∈ Rnz , u ∈ Rm und y ∈ Rq verwendet. Aus Gl. (5.1) ergeben sich
unmittelbar die Dimensionen der Matrizen Ak, Bk, Ek, C⋆ und D⋆. Es
ist zu beachten, dass K1 durch das Aktormodell (2.5) festgelegt ist und
des Weiteren K1x = −Tua gilt. Demnach werden im Regelalgorithmus
lediglich der Aktorausgang ua und der Systemausgang ys beno¨tigt. Ein
Strukturbild des geschlossenen Regelkreises zeigt Abbildung 5.1.
Die Tatsache, dass u˙a = satvmax(−Tua +T satumax(u)) u¨ber die Matrix
Ek die Dynamikgleichung des Reglers beeinflusst, wird sich im Folgenden
als nu¨tzlich erweisen, insbesondere bei der Formulierung eines konvexen
Optimierungsproblems. Der Vorteil, ein Aktormodell in den Regler zu in-
tegrieren, zeigt sich in a¨hnlicher Weise auch im Falle ausschließlicher Stell-
gro¨ßenbegrenzungen in [84], wobei in diesem Fall der Aktor durch eine
einfache Sa¨ttigungsfunktion modelliert wird.
Um die Stabilita¨t der Regelung zu analysieren, wird das Gesamtsystem
aus der erweiterten Systemdarstellung (2.7) und dem Regler (5.1) gebildet.












satvmax (K1x+T satumax(u)) ,
u = [D⋆C C⋆] z.
(5.2)
Bei Betrachtung des Gesamtsystems (5.2) fa¨llt auf, dass u = [D⋆C C⋆] z
als ein Zustandsregler fu¨r das Gesamtsystem angesehen werden kann. Da
aber nur die Ausgangsgro¨ßen y des erweiterten Systems sowie die Zusta¨nde
zk des dynamischen Reglers K fu¨r die Regelung zur Verfu¨gung stehen,
ist die Entwurfsfreiheit verglichen mit einem Zustandsregler u = K2x
eingeschra¨nkt.












z˙k = Akzk +Bky
+Ek satvmax(−Tua +T satumax(u))






Abbildung 5.1: Strukturbild einer dynamischen Ausgangsru¨ckfu¨hrung fu¨r Sys-
teme mit Stellgro¨ßen- und Stellratenbegrenzung. Die Dynamikgleichung des Reg-
lers beinhaltet dabei ein Modell des Aktors.
5.2 Stabilita¨t der Regelung
Aufgrund der Darstellung des Gesamtsystems in Gl. (5.2) wird ersichtlich,
dass Satz 3.3 aus Abschnitt 3.3 fu¨r die Stabilita¨tsuntersuchung herangezo-
gen werden kann. Gema¨ß Satz 3.3 werden fu¨r den Nachweis der kontrak-
tiven Invarianz zwei virtuelle, nichtsa¨ttigende Hilfsregler beno¨tigt.
Zur Herleitung konvexer Entwurfsbedingungen erweist es sich bei Ver-
wendung der dynamischen Ausgangsru¨ckfu¨hrung K als sinnvoll, diese vir-
tuellen Hilfsregler wie folgt zu definieren
H1 :
{
z˙k = Ak zk +Bky +Eku1,





z˙k = Ak zk +Bky + Ek (K1x+Tu2) ,
u2 = C2zk +D2y.
(5.4)
Um Satz 3.3 auf die Ausgangsru¨ckfu¨hrung anwenden zu ko¨nnen, werden
analog zu den Definitionen 3.3 und 3.4 das nichtsa¨ttigende Gebiet und
das Gebiet nichtsa¨ttigender Trajektorien zu einem dynamischen Regler
Hj definiert.
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∈ Rn+nz : umin,i ≤ dTj,iCx+ cTj,izk ≤ umax,i,
i = 1,2, . . . ,m
}
eines dynamischen Reglers Hj ist die Menge, in welcher die Ru¨ckfu¨hrung
uj = Cjzk + Djy nicht sa¨ttigt, d.h., es gilt umin,i ≤ dTj,iCx + cTj,izk ≤
umax,i fu¨r alle i = {1,2, . . . ,m}.









T]T) ∈ LU(Hj) ∀t ≥ t0
}
eines Systems mit dem dynamischen Regler Hj beschreibt die Menge aller
Zusta¨nde (x(t0), zk(t0)), fu¨r welche die Begrenzung umin,i ≤ dTj,iCx +
cTj,izk ≤ umax,i fu¨r alle i ∈ {1,2, . . . ,m} und fu¨r alle zuku¨nftigen Zeiten
t ≥ t0 eingehalten wird.
In den meisten Fa¨llen werden in dieser Arbeit symmetrische Be-
grenzungen betrachtet. Zur Verku¨rzung der Schreibweise werden dann
Lumax(Hj) = L[−umax umax](Hj) und L∞,umax(Hj) = L∞,[−umax umax](Hj)
verwendet.
Zur Abscha¨tzung des maximalen Einzugsgebietes wird im Folgenden das
Ellipsoid
E(P) = {z ∈ Rn+nz : zTPz ≤ 1}
verwendet. Die kontraktive Invarianz des Ellipsoids E(P) sichert
Satz 5.1. Gegeben sei ein dynamisches System nach Gl. (2.7) mit einem
Regler K nach Gl. (5.1) und ein Ellipsoid E(P). Wenn die virtuellen Regler
(5.3) und (5.4) existieren, so dass fu¨r alle v ∈ V die Ungleichungen
P ≻ 0, (5.5)
Γ(v)TP+PΓ(v) ≺ 0 (5.6)









erfu¨llt sind und außerdem E(P) ⊆ Lvmax(H1)∩Lumax(H2) gilt, dann ist der
Ellipsoid E(P) kontraktiv invariant bezu¨glich des mit K geregelten Systems
(2.7).
Beweis. Wie bereits in Abschnitt 5.1 erla¨utert, lassen sich Regelstrecke

















u = [D⋆C C⋆] z
zusammenfassen. Unter Verwendung der virtuellen Hilfsregler H1 und H2

























u2 = [D2C C2] z.
Damit entsprechen u1 = [D1C C1] z, u2 = [D2C C2] z und u =
[D⋆C C⋆] z den Zustandsreglern H1, H2 und K2 aus Satz 3.3, woraus
sich unmittelbar die Forderungen (5.6) und E(P) ⊆ Lvmax(H1)∩Lumax(H2)
fu¨r die kontraktive Invarianz von E(P) ergeben.
Die Bedingungen in Satz 5.1 mit den Variablen Ak, Bk, C1, C2, C⋆,
D1, D2, D⋆ und Ek liegen nicht in Form von linearen Matrixungleich-
ungen vor und die Umwandlung, beispielsweise durch Substitutionen ana-
log zum Entwurf eines linearen Sa¨ttigungsreglers, ist nicht offensichtlich.
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Im folgenden Kapitel wird jedoch gezeigt, dass eine Umwandlung in li-
neare Matrixungleichungen sehr wohl mo¨glich ist, sofern die Ordnung nz
des dynamischen Reglers der Ordnung n des erweiterten Systems (2.7)
entspricht.
5.3 Konvexe Darstellung der
Nebenbedingungen
In diesem Abschnitt wird eine Transformation vorgestellt, welche die For-
mulierung der Entwurfsbedingungen als LMIs erlaubt, sofern nz = n gilt.
Die dazu notwendige Transformation wird auch in [84] fu¨r den Entwurf von
Ausgangsru¨ckfu¨hrungen fu¨r lineare Systeme unter ausschließlicher Stell-
gro¨ßenbegrenzung verwendet und entspricht weitestgehend der von Scherer
in [114] vorgeschlagenen Transformation.












wobei die mit ∗ gekennzeichneten Eintra¨ge unbekannt und fu¨r die folgen-
den Ausfu¨hrungen nicht von Interesse sind. Aufgrund der Tatsache, dass
PP−1 = I gelten muss, la¨sst sich eine Zwangsbedingung fu¨r die Matrizen

















YX+NMT = I. (5.7)
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Auch Bedingung (5.6) kann auf diese Weise transformiert werden. Es ergibt




















fu¨r alle v ∈ V . Diese ist aufgrund der Terme Eˆk∆(v, Dˆ1C,K1 +
TDˆ2C,K1+TDˆ⋆C) und Eˆk∆(v, Cˆ1,K1X+TCˆ2,K1X+TCˆ⋆) bilinear
in den neuen Matrixvariablen Eˆk, Cˆ1, Cˆ2, Cˆ⋆, Dˆ1, Dˆ2 und Dˆ⋆. Mit Hil-
fe des folgenden Lemmas kann diese Bilinearita¨t beseitigt werden. Wird
nun, wie in [84] vorgeschlagen, Eˆk = 0, d.h Ek = −N−1YB gewa¨hlt, so









fu¨r alle v ∈ V . Eine Wahl Eˆk 6= 0 dagegen fu¨hrt zu einer Einschra¨nkung
der Menge zula¨ssiger Parameter und damit bei der Optimierung zu einem
schlechteren Optimum [84].
Die Bedingungen (5.5) und (5.6) ko¨nnen also gema¨ß der obigen
Ausfu¨hrungen in LMIs umgewandelt werden. In Satz 5.1 wird jedoch
zusa¨tzlich E(P) ⊆ Lvmax(H1) ∩ Lvmax(H2) gefordert. Um einen konvexen
Reglerentwurf zu ermo¨glichen, muss diese Forderung ebenfalls als LMI for-
muliert werden.
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Zuna¨chst wird die Forderung E(P) ⊆ Lvmax(H1), d.h.,∣∣[ dT1,iC cT1,i ]∣∣ z ≤ vmax,i
fu¨r alle i ∈ {1,2, . . . ,m} und alle z ∈ E(P) betrachtet. Es ergeben sich













  0 (5.12)
fu¨r alle i ∈ {1,2, . . . ,m}. Durch Einfu¨hren der Schlupfvariablen W1 ∈
R
m×m wird eine kompaktere Darstellung der Bedingungen (5.12) mo¨glich













fu¨r alle i ∈ {1,2, . . . ,m}. Diese Bedingungen mu¨ssen nun ebenfalls durch
die in den Substitutionen (5.10) angegebenen neuen LMI-Variablen ausge-





durchgefu¨hrt. Es ergeben sich schließlich die Bedingungen





fu¨r alle i ∈ {1,2, . . . ,m}. Entsprechend lautet die Forderung E(P) ⊆
Lumax(H2) in LMI-Formulierung





fu¨r alle i ∈ {1,2, . . . ,m}.
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5.4 Entwurf
Im vorigen Abschnitt wurden die Transformationen vorgestellt, mit de-
ren Hilfe der Reglerentwurf als konvexes Optimierungsproblem formuliert
werden kann. Der folgende Satz fasst die Entwurfsbedingungen zusammen.
Satz 5.2. Gegeben sei ein dynamisches System nach Gl. (2.7) mit einem
Regler K nach Gl. (5.1), ein Ellipsoid E(P) und die Substitutionen (5.10).
Wenn Matrizen X, Y, Aˆk, Bˆk, Cˆ1, Cˆ2, Cˆ⋆, Dˆ1, Dˆ2 und Dˆ⋆ existieren,














 X I CˆT1I Y CTDˆT1
Cˆ1 Dˆ1C W1

  0, (5.16)
w1,ii ≤ v2max,i, (5.17)

 X I CˆT2I Y CTDˆT2
Cˆ2 Dˆ2C W2

  0, (5.18)
w2,ii ≤ u2max,i (5.19)
fu¨r alle i ∈ {1,2, . . . ,m} erfu¨llt sind, dann ist der Ellipsoid E(P) kontraktiv
invariant bezu¨glich des mit K geregelten Systems (2.7).
Beweis. Um zu zeigen, dass der Ellipsoid E(P) kontraktiv invariant ist,
mu¨ssen die in Satz 5.1 formulierten Bedingungen erfu¨llt sein. Entsprechend
ist an dieser Stelle nachzuweisen, dass deren Einhaltung sichergestellt ist,
wenn die Bedingungen aus Satz 5.2 erfu¨llt sind.
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Bedingung (5.14) ergibt sich dabei aus Bedingung (5.5) nach Anwen-
dung der Transformation (5.9). In gleicher Weise lassen sich die Matrixun-
gleichungen (5.15) aus Bedingung (5.6) herleiten. Die Bedingungen (5.16)
und (5.17) stellen E(P) ⊆ Lvmax(H1) sicher, wa¨hrend die Matrixungleich-
ungen (5.18) und (5.19) garantieren, dass E(P) ⊆ Lumax(H2) sichergestellt
ist. Somit ist die Forderung E(P) ⊆ Lvmax(H1) ∩ Lumax(H2) aus Satz 5.1
ebenfalls erfu¨llt.
5.4.1 Einschluss der Anfangsbedingungen
Schließlich bleibt noch sicherzustellen, dass das Gebiet mo¨glicher Anfangs-
auslenkungen im Ellipsoid E(P) enthalten ist. Da ein dynamischer Reg-
ler verwendet wird, mu¨ssen neben den Anfangszusta¨nden x(0) = x0 der
Strecke und des Aktormodells auch die Anfangszusta¨nde zk(0) = zk0 des






: j = 1, . . . ,N
}










fu¨r alle j ∈ {1, . . . , N} sicherzustellen. Falls auch Anfangszusta¨nde zk0 6= 0












Die Verwendung des Schur-Komplements aus Lemma 2.2 und die beidsei-



















fu¨r alle j ∈ {1, . . . ,N}. Die Transformation mittels der Matrix (5.13) liefert








 ≻ 0. (5.20)
Aufgrund der Tatsache, dass es sich bei zk0,j um Anfangszusta¨nde des
Reglers handelt, ko¨nnen diese vom Benutzer frei vorgegeben werden. Eine
naheliegende Wahl ist zk0,j = 0 fu¨r alle j ∈ {1, . . . , N}. In diesem Fall









= xT0,jYx0,j ≤ 1. (5.21)
Es zeigt sich jedoch, dass die Wahl zk(0) = 0 konservativ ist. Stattdessen
erscheint es sinnvoll, die Anfangsbedingung zk(0) in Abha¨ngigkeit von
y(0) = y0 zu wa¨hlen. Eine Mo¨glichkeit hierzu ist, zk0 als eine lineare
Funktion von y0 der Form
zk(0) = zk0 = Sy0 = SCx0
anzusetzen. Unter Verwendung von (5.20) zusammen mit der Substitution
Sˆ = NS ergibt sich daraus die Bedingung






 ≻ 0 (5.22)
fu¨r alle j ∈ {1, . . . ,N}. Die neue Variable Sˆ wird dann zusammen mit
den Reglerparametern optimiert und somit kann der Anfangszustand des
Reglers in Abha¨ngigkeit vom Anfangszustand der Strecke gewa¨hlt werden.
Bemerkung 5.1. Unbedingt zu beachten ist der Fall, dass xi(0) = 0
fu¨r alle x0,j gilt. Hier kann na¨mlich die entsprechende Spalte in Sˆ be-
liebig gewa¨hlt werden, da sie stets mit null multipliziert wird. Um da-
raus resultierende Probleme bei der Optimierung zu vermeiden, sollte die
entsprechende Spalte keine Variable des Optimierungsproblems sein und
beispielsweise auf 0 festgelegt werden. Dieser Fall tritt bei Systemen mit
simultaner Stellgro¨ßen- und Stellratenbegrenzung ha¨ufig auf, da der An-
fangszustand ua(0) des Aktormodells in der Regel zu null gewa¨hlt wird.
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5.4.2 Begrenzung der Pollagen
Die Optimierung der Reglerparameter kann unter Umsta¨nden zu einer sehr
hohen Reglerdynamik fu¨hren. Hierdurch wird zum einen die Implementie-
rung auf einem Mikrocontroller erschwert und zum anderen besteht die
Gefahr, dass Messrauschen versta¨rkt wird. Abhilfe schafft die Begrenzung
der Pollagen des geschlossenen Regelkreises. Gema¨ß [31] liegen die Pole




erfu¨llt ist. Angewendet auf die Ausgangsru¨ckfu¨hrung ergibt sich nach der

























In [31], [115] werden neben der Begrenzung der Pole auf das Gebiet
R = {|s| ≤ θ} auch Beschra¨nkungen auf andere konvexe Gebiete betrach-
tet. Diese Bedingungen ko¨nnen ebenfalls auf die Ausgangsru¨ckfu¨hrung an-
gepasst werden.
5.4.3 Optimierungsproblem
Die in Satz 5.2 angegebenen Bedingungen stellen zusammen mit der Ma-
trixungleichung (5.20) bzw. (5.22) zum Einschluss des Anfangsgebietes
und Bedingung (5.24) zur Begrenzung der Pollagen die Nebenbedingun-
gen des Optimierungsproblems dar. Wie schon beim Entwurf des linearen









als Gu¨tekriterium verwendet. Als Matrixungleichung ausgedru¨ckt und















Ist diese LMI erfu¨llt, so ist α < α eine untere Abscha¨tzung der Abklin-
grate fu¨r das virtuelle System (5.26). Auch hier gilt aufgrund der Ana-
logie zwischen der Ausgangsru¨ckfu¨hrung in Gl. (5.2) und dem linearen
Sa¨ttigungsregler aus Abschnitt 3.3, dass durch die Optimierung von α
auch die untere Schranke der Abklingrate des gesa¨ttigten Systems αsat
verbessert wird.
Wird der Anfangszustand des Reglers zk(0), wie in Abschnitt 5.4.1 be-





α, u. d. B. d.
(5.28)
(5.14) bis (5.19), (5.22), (5.24), (5.27).
Soll der Anfangszustand des Reglers nicht in Abha¨ngigkeit von y(0)
gewa¨hlt werden, so muss Bedingung (5.22) durch (5.20) bzw. (5.21) er-
setzt werden.
Aufgrund der Substitutionen (5.10) liegen nach Lo¨sung des Optimie-
rungsproblems (5.28) die Reglerparameter zuna¨chst nicht in der zur Im-
plementierung notwendigen Form vor. Dazu mu¨ssen die Substitutionen
zuna¨chst ru¨ckga¨ngig gemacht werden.
5.4.4 Ru¨ckgewinnung der Reglerparameter
Zur Ru¨ckgewinnung der Reglerparameter mu¨ssen zuna¨chst die Matrizen
M und N so gewa¨hlt werden, dass Gleichung (5.7) erfu¨llt ist. Dazu kann
die LU- bzw. QR-Zerlegung der Matrix I − YX verwendet werden. Die
Zerlegung ist stets mo¨glich, da mittels des Schur-Komplements aus Bedin-
gung (5.14) folgt, dass X − Y−1 ≻ 0 gilt. Somit ist die Matrix I − YX
negativ definit. Die Matrizen M und N, die sich aus der LU- bzw. QR-
Zerlegung der Matrix I −YX ergeben, sind stets regula¨r, was sich leicht
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anhand des fu¨r quadratische Matrizen A und B gu¨ltigen Zusammenhangs
det(AB) = det(A) · det(B) zeigen la¨sst. Sind die Matrizen M und N be-
















Wird der Anfangszustand des Reglers in Abha¨ngigkeit der Anfangswer-
te des Ausgangs y(0) gewa¨hlt, so wird zur Implementierung des Reglers
zusa¨tzlich die Matrix S beno¨tigt. Es ergibt sich in diesem Fall S = N−1Sˆ.
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5.5 Beispiel: Regelung eines Helikopters
Als Beispielsystem wird das lineare Modell eines Helikopters ZD 559 der
Firma Lynx betrachtet. Der Helikopter wird bei der Entwicklung von
zuku¨nftigen Helikoptermodellen zu Forschungszwecken verwendet. Das
Modell findet sich in [105] und wurde bei einer Geschwindigkeit von 120




−0,046 0,0385 2,7192 −9,8052
0,0221 −0,9008 61,5464 0,3205
0,0299 0,0380 −2,5919 0
0 0 0,9989 0
0,0043 0.0129 −0,1283 −0,0152
−0,0320 0,2281 −1,8534 0
0 0 0,0016 0
−0,0237 0,0187 0,0877 0
−0,0001 −0,0916 0 0
−0,0236 −0,7219 0,4681 0
0,0058 0,4225 0 0
0 0 0 0,0477
−0,2142 −2,7024 9,7940 −61,2455
−0,1847 −10,2992 0 −0,3827
0 1 0 −0,0327







3,8024 −7,0223 2,1602 0
−135,25 −49,3051 0,0001 0
20,9344 30,9867 −6,0002 0
0 0 0 0
1,5360 −1,2845 −9,5747 4,8851
34,9038 −19,4471 −153,4332 −0,9776
0 0 0 0




und besitzt die Eigenwerte
λ1,2 = −0,6236± 2,5707j,







Abbildung 5.2: Helikopter ZD 559 der Firma Lynx
λ7 = −3,8267,
λ8 = −10,4281.
Abbildung 5.2 zeigt ein Bild des Helikopters. Dabei bezeichnet x1 die Ge-
schwindigkeitsabweichung vu vom Arbeitspunkt in La¨ngsrichtung in m/s,
x2 die Sinkgeschwindigkeit vw in m/s, x3 die Nickwinkelgeschwindigkeit
in rad/s, x4 den Nickwinkel in rad, x5 die Geschwindigkeitsabweichung
vv vom Arbeitspunkt in Querrichtung in m/s, x6 die Rollrate rad/s, x7
den Rollwinkel in rad und x8 die Gierrate in rad/s. Die Eingangsgro¨ßen
des Systems sind der Anstellwinkel ua,1 der Rotorbla¨tter des Hauptrotors
in rad, welcher auch als Pitch bezeichnet wird, der Winkel der zyklischen
Blattverstellung in Richtung der La¨ngsachse ua,2 in rad, der Winkel der
zyklischen Blattverstellung in Richtung der Querachse ua,3 in rad und
der Anstellwinkel der Rotorbla¨tter des Heckrotors ua,4 in rad. Die Ein-
gangsgro¨ßen unterliegen dabei den folgenden Stellgro¨ßen- bzw. Stellraten-
beschra¨nkungen:
|ua,1| ≤ 12π/180 rad, |u˙a,1| ≤ 25π/180 rad/s,
|ua,2| ≤ 10π/180 rad, |u˙a,2| ≤ 18π/180 rad/s,
|ua,3| ≤ 10π/180 rad, |u˙a,3| ≤ 18π/180 rad/s,
|ua,4| ≤ 12π/180 rad, |u˙a,4| ≤ 25π/180 rad/s.
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Messbare Ausgangsgro¨ßen sind die Geschwindigkeitsabweichung in
La¨ngsrichtung x1, die Sinkgeschwindigkeit x2, die Nickwinkelgeschwin-
digkeit x3, die Rollrate x6 und die Gierrate x8. Der Nickwinkel x4, die
Geschwindigkeit in Querrichtung x5 und der Rollwinkel x7 werden nicht


















betrachtet. Der Entwurf der Ausgangsru¨ckfu¨hrung erfolgt dann, wie in
Abschnitt 5.4 beschrieben, durch Lo¨sen des Optimierungsproblems (5.28).
Dabei werden die Eigenwerte des virtuellen Regelkreises (5.25) auf einen
Kreis mit dem Radius θ = 20 beschra¨nkt.
Zum Vergleich wurden auch hier ein linearer, nichtsa¨ttigender Zustands-
regler sowie ein linearer Sa¨ttigungsregler entworfen. Beide Vergleichsreg-
ler wurden ebenfalls hinsichtlich der Abklingrate und fu¨r das Anfangs-
gebiet X0 entworfen. Dabei wird vom Anfangszustand des Aktormodells
ua(0) = 0 ausgegangen.
Abbildung 5.3 zeigt die Verla¨ufe der Sinkgeschwindigkeit xs,2 und
der Nickwinkelgeschwindigkeit xs,3 fu¨r die Anfangsauslenkung xs,0 =
[5m/s, 5m/s, 5π/180 rad, 60π/180 rad/s, 5m/s, 7π/180 rad/s,
60π/180 rad/s, 5π/180 rad]T. Abbildung 5.4 zeigt die zugeho¨rigen
Verla¨ufe der kommandierten Stellgro¨ße u und der tatsa¨chlich wirksamen
Stellgro¨ße ua (gestrichelter Verlauf). Der zugeho¨rige Verlauf der Stellraten
ist in Abbildung 5.5 dargestellt.
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Abbildung 5.3: Vergleich der dynamischen Ausgangsru¨ckfu¨hrung
mit einem linearen Sa¨ttigungsregler und einem linearen,
nichtsa¨ttigenden Zustandsregler . Verlauf der Sinkgeschwindigkeit
xs,2 (Hinweis: Das negative Vorzeichen bedeutet, der Helikopter steigt)
und der Nickwinkelgeschwindigkeit xs,3 fu¨r die Anfangsauslenkung
xs,0 = [5m/s, 5m/s, 5pi/180 rad, 60pi/180 rad/s, 5m/s, 7pi/180 rad/s,
60pi/180 rad/s, 5pi/180 rad]T.
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Abbildung 5.4: Verla¨ufe der kommandierten Stellgro¨ßen satumax,i(ui) und der
wirksamen Stellgro¨ßen ua,i (gestrichelt) fu¨r die Anfangsauslenkung xs,0 =
[5m/s, 5m/s, 5 pi/180 rad, 60pi/180 rad/s, 5m/s, 7 pi/180 rad/s,
60pi/180 rad/s, 5pi/180 rad]T fu¨r die dynamische Ausgangsru¨ckfu¨hrung ,
den linearen Sa¨ttigungsregler und den linearen, nichtsa¨ttigenden Zustands-
regler .
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Abbildung 5.5: Vergleich der dynamischen Ausgangsru¨ckfu¨hrung mit ei-
nem linearen Sa¨ttigungsregler und einem linearen, nichtsa¨ttigenden Zu-
standsregler . Verlauf der Stellraten u˙a,1 bis u˙a,4 fu¨r die Anfangsauslenkung
xs,0 = [5m/s, 5m/s, 5pi/180 rad, 60pi/180 rad/s, 5m/s, 7pi/180 rad/s,
60pi/180 rad/s, 5pi/180 rad]T.
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Erwartungsgema¨ß erzielt der lineare Sa¨ttigungsregler im Vergleich die
ku¨rzeste Ausregelzeit. Dies wird durch eine gute Ausnutzung des Stell-
bereichs mo¨glich, die kommandierte Stellgro¨ße, wie auch die Stellrate
sa¨ttigen. Der nichtsa¨ttigende lineare Zustandsregler weist die la¨ngste Aus-
regelzeit und die schlechteste Ausnutzung des Stellbereichs auf. Die zuvor
vorgestellte Ausgangsru¨ckfu¨hrung erzielt eine bessere Ausregelzeit als der
nichtsa¨ttigende lineare Zustandsregler und es tritt eine Sa¨ttigung hinsicht-
lich der Stellrate auf. Die Ausregelzeit des linearen Sa¨ttigungsreglers und
dessen bessere Ausnutzung des Stellbereichs kann jedoch nicht erzielt wer-
den. Wa¨hrend der lineare Sa¨ttigungsregler und die nichtsa¨ttigende lineare
Zustandsru¨ckfu¨hrung aber die Kenntnis aller Systemzusta¨nde erfordern,
genu¨gt im Falle der Ausgangsru¨ckfu¨hrung die Messung von 5 der insge-
samt 8 Streckenzusta¨nde.
5.6 Sto¨runterdru¨ckung
In diesem Abschnitt werden Systeme betrachtet, welche von einer konstan-
ten Sto¨rung w beeinflusst werden. Sie werden durch
x˙s = Asxs +Bsua +Esw,
ys = Csxs
mit As ∈ Rns×ns , Bs ∈ Rns×m und Es ∈ Rns×l beschrieben, wobei ua
wiederum einer Stellgro¨ßen- und Stellratenbegrenzung unterliegt, d.h., es
gilt |ua,i| ≤ umax,i und |u˙a,i| ≤ vmax,i fu¨r i = , . . . ,m. Unter Verwendung




lautet die erweiterte Systemdarstellung









Die Matrizen A, B und K1 sind in Gl. (2.8) angegeben. Als Sto¨rungen
werden Vektoren w betrachtet, die zu der Menge
W = {w ∈ Rl : wTGw ≤ 1} (5.30)
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geho¨ren, wobei G eine positiv definite Matrix ist. Ziel des Reglerentwurfs
ist es zuna¨chst sicherzustellen, dass fu¨r alle x(0) ∈ E(P) und alle w ∈ W
die Trajektorie x(t) im Gebiet E(P) verbleibt. Dazu wird der Begriff eines
strikt invarianten Gebietes beno¨tigt.
Definition 5.3. Ein Ellipsoid E(P) ist strikt invariant fu¨r das System
(5.29) falls v˙(x) < 0 fu¨r alle x ∈ ∂E(P) und alle w ∈ W gilt.
Unter Verwendung der dynamischen Ausgangsru¨ckfu¨hrung K gema¨ß Gl.
(5.1) mit den virtuellen HilfsreglernH1 undH2 aus Gl. (5.3) und (5.4) kann
wiederum das erweiterte Gesamtsystem mit dem Zustand z = [xT zTk ]
T











satvmax (K1x+T satumax(u)) +Egw,









Damit kann nun ein Satz angegeben werden, welcher eine Erweiterung
eines Satzes aus [10] auf die dynamische Ausgangsru¨ckfu¨hrung ist.
Satz 5.3. Gegeben sei die Strecke (5.29), die dynamische Aus-
gangsru¨ckfu¨hrung K aus Gl. (5.1) und der Ellipsoid E(P). Falls ein po-















fu¨r alle v ∈ V, w ∈ W gelten und außerdem die Bedingung E(P) ⊆
Lvmax(H1) ∩ Lumax(H2) sichergestellt ist, dann ist E(P) ein strikt invari-
antes Gebiet des Systems (5.29) mit dem Regler K.
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Beweis. Zum Beweis von Satz 5.3 ist zu zeigen, dass v˙(z) < 0 fu¨r alle
z ∈ ∂E(P) und alle w ∈ W gilt. Im Fall der Sto¨runterdru¨ckung lassen sich
die Regelstrecke (5.29) und der dynamische Regler K zum Gesamtsystem

















satvmax (K1x+T satumax ([D⋆C C⋆] z))
≤ zT (Γ(v)TP+PΓ(v)) z






































z+ η < −ηzTPz+ η
gilt. Da fu¨r alle z ∈ ∂E(P) die Gleichung zTPz = 1 gilt, ist auf dem Rand
v˙(z) < 0 sichergestellt. Außerhalb dieses Gebietes ist v˙(z) ebenfalls nega-
tiv, weshalb eine Trajektorie, die im Ellipsoid E(P) startet, im weiteren
Verlauf darin verbleibt. Somit ist E(P) ein strikt invariantes Gebiet.
Zum Entwurf des Reglers K soll wieder ein konvexes Optimierungspro-
blem formuliert werden. Dazu mu¨ssen zuna¨chst die Bedingungen (5.32)
in geeigneter Weise transformiert werden. Dies erfolgt wiederum mit Hil-
fe der Matrix Π aus Gl. (5.8). Nach Anwendung des Schur-Komplements
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ergeben sich die LMIs













 ≻ 0 (5.33)





Π linear in den Matrixvariablen und entspricht
mit Ek = −N−1YB der linken Seite der Matrixungleichung (5.15). Im
Zuge der Optimierung ist sicherzustellen, dass ein gegebenes Anfangsge-
biet Z0 trotz Einwirkung der konstanten Sto¨rung w stabilisiert werden
kann. Um ein mo¨glichst großes Gebiet von Sto¨rsignalen abzudecken, wird
ξ ·W0 ⊂ W gefordert und ξ maximiert. Wird W0 durch ein konvexes Po-





δ u. d. B. d. (5.34)
wT0,jGw0,j ≤ δ, j = 1, . . . ,Nw,
(5.14), (5.16) bis (5.19), (5.22), (5.33)
mit δ = 1/ξ2.
Bemerkung 5.2. Aufgrund des Parameters η > 0 in den Matrixungleich-
ungen (5.33) ist das Optimierungsproblem (5.34) nicht konvex. Diese Pro-
blematik la¨sst sich jedoch umgehen, indem ein fixes η > 0 vorgegeben wird
und das Optimierungsproblem gelo¨st wird. Das Optimum fu¨r δ ergibt sich
dann, indem η zwischen 0 und ∞ variiert wird [63].
Falls das GebietW0, in dem mo¨gliche Sto¨rungenw liegen, vorab bekannt
ist und sich aus der Lo¨sung des Optimierungsproblems (5.34) ein ξ > 1
ergibt, la¨sst sich mit Hilfe der Regelung eine weitere Zielsetzung verfolgen.
Der oben beschriebene Reglerentwurf stellt sicher, dass alle Trajektorien
ausgehend von z(0) ∈ E(P) fu¨r alle w ∈ W in E(P) verbleiben.
Eine etwas andere Zielsetzung ist aber der Wunsch nach einem mo¨glichst
kleinen invarianten Gebiet, welches den Ursprung entha¨lt. Dann na¨mlich
verbleibt jede Trajektorie, die im Ursprung startet, in der Na¨he des Ur-
sprungs fu¨r alle w ∈ W . Mit Hilfe der nun beschriebenen Vorgehensweise
la¨sst sich diese Zielsetzung verfolgen, wobei gleichzeitig sichergestellt wird,
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dass das Gebiet E(P) fu¨r eine feste Menge W0 mo¨glicher Sto¨rungen strikt
invariant ist. Das invariante Gebiet um den Ursprung wird dabei durch
eine Ho¨henlinie der Ljapunov-Funktion begrenzt und lautet
E(P,ρ1) =
{
z ∈ Rn+nz : zTPz ≤ ρ1
}
mit 0 < ρ1 < 1. Die nun folgenden Ausfu¨hrungen stellen eine Erweiterung
der in [60] beschriebenen Methodik auf die Verwendung einer dynamischen




z˙k = Ak zk +Bky +Eku3,
u3 = C3zk +D3y,
H4 :
{
z˙k = Ak zk +Bky + Ek (K1x+Tu4) ,









kann der folgende Satz zum Entwurf einer solchen Regelung verwendet
werden.
Satz 5.4. Gegeben sei die Regelstrecke (5.29) und die Menge an Sto¨rungen
W. Wenn eine Matrix P ≻ 0, die Regler H1, H2, H3, H4 und ein Skalar













P ≺ 0 (5.36)
fu¨r alle v ∈ V und E(P) ⊆ Lvmax(H1) ∩ Lumax(H2) und E(P,ρ1) ⊆
Lvmax(H3)∩Lumax(H4) erfu¨llt sind, dann ist der Ellipsoid E(P) strikt in-
variant. Des Weiteren wird jede Trajektorie, die im Gebiet E(P,ρ1) startet,
fu¨r alle w ∈ W in E(P,ρ1) verbleiben.
Beweis. Es gilt E(P,1) ⊆ Lvmax(H1) und E(P,ρ1) ⊆ Lvmax(H3). Da ρ ∈
[ρ1,1], existiert ein λ ∈ [0,1], so dass 1/ρ = λ · 1/1 + (1 − λ) · 1/ρ1 ist.
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Demnach existiert ein Hρ,v, welches eine konvexe Kombination aus H1
und H3 ist, so dass E(P,ρ) ⊆ Lvmax(Hρ,v) gilt. Des Weiteren existiert
ein Hρ,u, welches eine konvexe Kombination aus H2 und H4 ist, so dass
E(P,ρ) ⊆ Lumax(Hρ,u) gilt. Da Hρ,v und Hρ,u als konvexe Kombination
der Regler H1 und H3 bzw. H2 und H4 ausgedru¨ckt werden ko¨nnen, gilt
sofern die Bedingungen (5.35) und (5.36) erfu¨llt sind fu¨r alle ρ ∈ [ρ1,1]























Somit wird eine Trajektorie, die in E(P) = E(P,1) startet, fu¨r t → ∞ in
den Ellipsoid E(P,ρ1) einlaufen. Da der Ellipsoid E(P,ρ1) strikt invariant
ist, wird außerdem eine Trajektorie, die in E(P,ρ1) startet, fu¨r alle w ∈ W
in E(P,ρ1) verbleiben.
Die Bedingungen aus Satz 5.4 ko¨nnen mit Hilfe der in Abschnitt 5.3
eingefu¨hrten Substitutionen in LMIs u¨berfu¨hrt werden. Die Bedingungen
(5.35) und (5.36) lassen sich unter Anwendung des Schur-Komplement














 ≻ 0, (5.37)
und













 ≻ 0, (5.38)
umformen. Die Bedingung E(P,ρ1) ⊆ Lvmax(H3) fu¨hrt schließlich auf die
LMIs 
 ρ−11 X ρ−11 I CT3ρ−11 I ρ−11 Y CTDT3
C3 D3C W3

  0 (5.39)
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und
w3,ii ≤ v2max,i (5.40)
fu¨r alle i ∈ {1, . . . ,m}. In analoger Weise wird die Bedingung E(P,ρ1) ⊆
Lumax(H4) durch 
 ρ−11 X ρ−11 I CT4ρ−11 I ρ−11 Y CTDT4
C4 D4C W4

  0, (5.41)
und
w4,ii ≤ u2max,i (5.42)
fu¨r alle i ∈ {1, . . . ,m} ausgedru¨ckt. Zum Entwurf wird gefordert, dass
E(P,ρ1) ⊂ ζ · Z∞ gilt. Wird nun ζ minimiert, bzw. γ∞ = 1/ζ2 maximiert,




− γ∞, u. d. B. d. (5.43)
wT0,jGw0,j ≤ 1,
xT∞,jYx∞,j ≥ γ∞,














(5.14), (5.16) bis (5.19), (5.22), (5.37) bis (5.42).
In Kapitel 7 wird dieses Optimierungsproblem dazu verwendet, um im
Rahmen des Entwurfs einer Zwei-Freiheitsgrade-Regelung eine dynamische
Ausgangsru¨ckfu¨hrung zur Sto¨runterdru¨ckung zu entwerfen.
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5.7 Fazit
Die in diesem Kapitel vorgestellte Ausgangsru¨ckfu¨hrung stellt eine Er-
weiterung der sa¨ttigenden Ausgangsru¨ckfu¨hrung aus [84] auf Systeme un-
ter simultaner Stellgro¨ßen- und Stellratenbegrenzung dar. Auch im Falle
zusa¨tzlicher Stellratenbegrenzungen ko¨nnen durch geeignete Wahl virtuel-
ler Hilfsregler alle Entwurfsbedingungen mit Hilfe der von Scherer in [114]
angegebenen Transformation als konvexe Nebenbedingungen formuliert
werden. Dies erlaubt den Entwurf mittels konvexer Optimierung. Voraus-
setzung dazu ist, dass die Ordnung der dynamischen Ausgangsru¨ckfu¨hrung
der Ordnung n des um den Aktorzustand erweiterten Systems entspricht.
Wa¨hrend in [84] nur die Stabilisierung von Anfangszusta¨nden betrachtet
wird, befasst sich diese Arbeit auch mit der, fu¨r die Praxis relevanten,
Unterdru¨ckung von Sto¨rungen.
Der besondere Vorteil der Ausgangsru¨ckfu¨hrung gegenu¨ber den in Ka-
pitel 3 und 4 beschriebenen Verfahren ist die Tatsache, dass ihr Regel-
algorithmus lediglich die Kenntnis der Ausgangsgro¨ßen des Systems er-
fordert. Das betrachtete Beispiel zeigt, dass die Ausgangsru¨ckfu¨hrung ein
besseres Ausregelverhalten erzielen kann als ein linearer Zustandsregler,
welcher die Kenntnis des gesamten Zustandsvektors erfordert. Die Aus-
gangsru¨ckfu¨hrung wird in Kapitel 7 im Rahmen der Zwei-Freiheitsgrade-
Regelung wieder aufgegriffen. Auf diese Weise wird eine Fu¨hrungsregelung





Die zuvor vorgestellten Regelverfahren dienen zur Stabilisierung einer ge-
gebenen Ruhelage. Zu diesem Zweck wird der Ursprung des Systems in
die jeweilige Ruhelage transformiert. Oftmals soll eine Regelung jedoch
dazu verwendet werden, ein System - mo¨glicherweise in Abha¨ngigkeit von
einem Referenzsignal - von einer Ruhelage in eine andere Ruhelage zu
u¨berfu¨hren. Dieser Aufgabenstellung widmet sich dieses Kapitel.
6.1 Ausschließliche Stellgro¨ßenbegrenzungen
Um zu erla¨utern, welche Probleme sich beim Entwurf von Festwert-
Fu¨hrungsregelungen unter Beru¨cksichtigung von Stellbegrenzungen erge-
ben, wird zuna¨chst der Fall ausschließlicher Stellgro¨ßenbegrenzungen be-
trachtet. Die Effekte, die dabei beobachtet werden ko¨nnen, treten in glei-
cher Weise auch bei Systemen mit zusa¨tzlicher Stellratenbegrenzung in
Erscheinung.











betrachtet. Bei diesem System handelt es sich um das stark vereinfachte
Modell der Nickbewegung der McDonnell X-36, welche kein Seitenleitwerk
besitzt (abgeku¨rzt TAFA Engl.: Tailless Fighter Aircraft). Das Modell wur-
de [69] entnommen und besitzt die Eigenwerte
λ1 = −4,
λ2 = 1.
Der Zustand xs,1 bezeichnet dabei den Anstellwinkel in rad und xs,2 die
Pitchrate in rad/s. Der Eingang ua des Systems ist der Ho¨henruderwinkel
in rad, welcher auf |ua| ≤ 20/180π rad begrenzt ist. Fu¨r dieses System
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wurde ein linearer, nichtsa¨ttigender Zustandsregler u = kTlinxs zur Sta-
bilisierung der Ruhelage xs = 0 entworfen, wobei die Konvergenzrate des
geschlossenen Kreises optimiert wurde. Der Entwurf ist in Anhang A.6 be-
schrieben. Neben den Reglerparametern liefert der Entwurf ebenfalls ein
Ellipsoid E(P), der das garantierte Einzugsgebiet charakterisiert.
Nun soll ein Regelgesetz aufgestellt werden, welches eine Pitchrate von
xs,2 = 15π/180 rad/s einstellt. Aus Gl. (6.1) ergibt sich, dass hierzu ein
stationa¨rer Anstellwinkel von xs,1 = 15π/180 rad, sowie eine stationa¨re
Stellgro¨ße von u = −0,1309 rad erforderlich sind. Um diese neue Ruhelage
zu stabilisieren, wird das Regelgesetz
u = u+ kTlin(xs − xs) (6.2)
verwendet. Soll nun wiederum ein Ellipsoid E(P,ρ(u)) zur Abscha¨tzung
des garantierten Einzugsgebiets der neuen Ruhelage bestimmt werden, so
ist sicherzustellen, dass der Regler auf diesem Ellipsoid nicht sa¨ttigt. Da-
mit wird der Ellipsoid begrenzt durch die Ho¨henlinie ρ(u), bei der das
Regelgesetz (6.2) die Stellgro¨ßenbegrenzung tangiert. Gesucht ist also
ρ(u) = min
u+kTlin(xs−xs)=umax
(xs − xs)TP(xs − xs).







Gilt also wie im vorliegenden Fall u 6= 0, wird der Ellipsoid E(P,ρ(u)) klei-
ner als der Ellipsoid E(P) der Ruhelage xs = 0. Fu¨r das hier betrachtete
Beispiel zeigt Abbildung 6.1 die Ellipsoide der Ruhelage xs = 0, sowie
der neuen Ruhelage xs = [15π/180 rad 15π/180 rad/s]
T. Es ist deutlich
erkennbar, dass nicht alle Zusta¨nde, die im Ellipsoid E(P) liegen auch
im Ellipsoid E(P,ρ(u)) enthalten sind. Fu¨r die Trajektorien, die nicht in
E(P,ρ(u)) starten, ist somit nicht sichergestellt, dass sie tatsa¨chlich in die
neue Ruhelage einlaufen. Beim Entwurf einer Fu¨hrungsregelung ist dieser
Umstand problematisch.
Diese Problematik bleibt auch bestehen, wenn ein sa¨ttigendes Re-
gelgesetz verwendet wird. Bei dessen Entwurf wird na¨mlich im Stabi-
lita¨tsnachweis ein nichtsa¨ttigender, virtueller Hilfsregler beno¨tigt. Soll ei-









Abbildung 6.1: Abscha¨tzung des maximalen Einzugsgebietes der Ruhelage
xs = 0 (blau) und der neuen Ruhelage xs = [15pi/180rad 15pi/180rad/s]
T (oran-
ge) mit Hilfe von Ellipsoiden.
Hilfsregler die Stellgro¨ßenbegrenzung einha¨lt, was wiederum die zuvor be-
schriebene Problematik zur Folge hat.
Im Falle von Systemen mit simultaner Stellgro¨ßen- und Stellraten-
begrenzung bleibt diese Problematik ebenfalls bestehen. Dabei ist fest-
zuhalten, dass fu¨r im Falle eines Arbeitspunktwechsels prima¨r die
Stellgro¨ßenbegrenzung entscheidend ist. Zwar begrenzt die Stellratenbe-
schra¨nkung im Fall der Stabilisierung der Ruhelage xs = 0 zusa¨tzlich
die Gro¨ße des Ellipsoids, jedoch beeinflusst ausschließlich die Stell-
gro¨ßenbegrenzung dessen Verkleinerung bei Stabilisierung der neuen Ru-
helage xs 6= 0. Die Ursache dafu¨r ist, dass die Stellrate im stationa¨ren Fall
stets null ist.
6.2 Literaturu¨berblick
Zur Fu¨hrungsregelung linearer Systeme unter ausschließlichen Stell-
gro¨ßenbegrenzungen existieren eine Reihe von Ansa¨tzen. Dieser Abschnitt
soll einen U¨berblick u¨ber die wichtigsten Verfahren bieten.
Ein Ansatz zur Fu¨hrungsregelung basiert auf der Verwendung eines so-
genannten Referenz-Regulators (Engl. Reference Governor). Dazu wird
zuna¨chst, a¨hnlich wie beim Entwurf von Anti-Windup Verfahren, ein Reg-
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ler fu¨r das unbeschra¨nkte System entworfen. Der Referenz-Regulator hat
anschließend die Aufgabe, das Referenzsignal so zu modifizieren, dass kei-
ne Sa¨ttigung der Stellgro¨ße auftritt. In [13], [43], [44] wird der Entwurf von
Referenz-Regulatoren fu¨r lineare Systeme beschrieben. Erweiterungen auf
nichtlineare Systeme werden in [12] und [42] vorgestellt. Alle diese Verfah-
ren verwenden die diskretisierte Darstellung des geregelten Systems. Neben
der Messung des Zustandsvektors ist zur Berechnung des modifizierten Re-
ferenzsignals eine Online-Optimierung erforderlich. Die Beru¨cksichtigung
von Stellratenbegrenzungen ist zwar prinzipiell mo¨glich [42], fu¨hrt aber zu
einer weiteren Zunahme des Online-Rechenaufwands.
Ein anderer, weit verbreiteter Ansatz nutzt die Darstellung des Systems
in Fehlerkoordinaten. Diese Herangehensweise wird beispielsweise in [82]
verfolgt. Darin wird das System so umgeformt, dass die Regeldifferenz
ys − r Teil des Zustandsvektors des umgeformten Systems ist. Außerdem
wird ein Integrierer zu Sicherstellung der stationa¨ren Genauigkeit hinzu-
gefu¨gt. Fu¨r dieses System wird anschließend ein Zustandsregler mit Hil-
fe der linear-quadratischen Regelung entworfen. Im Anschluss an diesen
Entwurf wird die Sa¨ttigungsfunktion der Stellgro¨ße in die Betrachtungen
einbezogen und ein Stabilita¨tsgebiet bestimmt. In dieser nachtra¨glichen
Beru¨cksichtigung der Stellgro¨ßenbegrenzung liegt ein entscheidender Nach-
teil dieses Verfahrens. In der Erweiterung des Ansatzes in [134] ist die si-
multane Bestimmung des Reglers und des Stabilita¨tsgebietes mo¨glich, die
verwendete Repra¨sentation der Sa¨ttigungsfunktion ist jedoch sehr konser-
vativ. Schließlich wird dieser Ansatz in [28] um ein Anti-Windup Netzwerk
erweitert und es wird ein weniger konservativer Entwurf vorgestellt.
Alle zuvor angesprochen Verfahren weisen die Gemeinsamkeit auf, dass
der Reglerentwurf anhand eines umgeformten Systems erfolgen muss. Ein
alternativer Ansatz wird von Buhl in [24], [26] vorgestellt. Darin wird ein
zustandsabha¨ngiges Vorfilter entworfen. Zu seiner Parametrierung ist le-
diglich der Entwurf eines stabilisierenden Reglers fu¨r die Ruhelage xs = 0
erforderlich. Um das System in die neue Ruhelage zu u¨berfu¨hren, wird
zuna¨chst eine weitere Ruhelage bestimmt, deren zugeho¨riger Ellipsoid den
aktuellen Systemzustand beinhaltet und die Trajektorie des Systems in
Richtung der neuen Ruhelage bewegt. Dies geschieht so lange, bis die Tra-
jektorie in den zur Zielruhelage geho¨renden Ellipsoid einla¨uft. Dabei sind
sa¨ttigende Stellgro¨ßen zugelassen. Das Verfahren ist jedoch im Allgemei-
nen nur fu¨r SISO-Systeme anwendbar. Eine Begrenzung der Stellrate ist
ebenfalls nicht beru¨cksichtigt.
Ein weiteres Verfahren fu¨r lineare Systeme unter ausschließlicher Stell-
gro¨ßenbegrenzung, welches ein zustandsabha¨ngiges Vorfilter zur Stabili-
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sierung einer von null verschiedenen Ruhelage nutzt, wird in [17], [18] be-
schrieben. Zentrale Idee des Ansatzes ist, zum Nachweis der Stabilita¨t der
gewu¨nschten neuen Ruhelage nicht quadratische Ljapunov-Funktionen zu
verwenden, sondern stattdessen die Ljapunov-Funktion zum Nachweis der
Stabilita¨t der Ruhelage xs in geeigneter Weise zu verformen. Genau wie
beim Vorfilterentwurf in [24] bzw. [26] genu¨gt zur Parametrierung des Vor-
filters der Entwurf eines die Ruhelage xs = 0 stabilisierenden Zustandsreg-
lers. Allerdings sind sa¨ttigende Stellgro¨ßen nicht erlaubt. Zwar wird dieser
Regler in [19] verwendet, um einen sa¨ttigenden Fu¨hrungsregler fu¨r ein Po-
sitioniersystem zu entwerfen, jedoch basiert der Stabilita¨tsnachweis auf der
speziellen Anwendung und ist nicht auf allgemeine Systeme u¨bertragbar.
Des Weiteren erfordert der Ansatz eine Backstepping-Prozedur, wodurch
Herleitung und Stabilita¨tsnachweis kompliziert werden.
In diesem Kapitel wird der Ansatz aus [17], [18] aufgegriffen, um ei-
ne sa¨ttigende Festwert-Fu¨hrungsregelung fu¨r Systeme unter simultaner
Stellgro¨ßen- und Stellratenbegrenzung zu entwerfen. Diese ist auf MIMO-
Systeme anwendbar. Wa¨hrend in [17], [18] vorausgesetzt wird, dass ein
nichtsa¨ttigender Regler mit einer zugeho¨rigen Ljapunov-Funktion bereits
entworfen wurde, wird im Rahmen dieser Arbeit auch auf den Entwurf des
stabilisierenden sa¨ttigenden Reglers eingegangen.
6.3 Vorbemerkungen
Zum Entwurf einer sa¨ttigenden Festwert-Fu¨hrungsregelung wird zuna¨chst
davon ausgegangen, dass im Vorfeld ein linearer Sa¨ttigungsregler gema¨ß
Abschnitt 3.3, beispielsweise durch Lo¨sen des Optimierungsproblems
(3.22), zur Stabilisierung der Ruhelage xs = 0 entworfen wurde. Neben
den Reglerparametern liefert der Entwurf auch ein kontraktiv invariantes
Gebiet E(P). Dieses Gebiet ist fu¨r die im Folgenden angegebenen Defini-
tionen von Interesse.
Dazu wird zuna¨chst die Berechnung von Ruhelagen erla¨utert, bevor an-
schließend die Menge zula¨ssiger Referenzsignale definiert wird.
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6.3.1 Berechnung von Ruhelagen
Zur Bestimmung der Ruhelagen wird wiederum das der Form (2.1) ent-
sprechende System
x˙s = Asxs +Bsua,
ys = Csxs
mitAs ∈ Rns×ns , Bs ∈ Rns×m undCs ∈ Rqs×ns betrachtet. Unter Verwen-
dung des Aktormodells (2.5) ergibt sich analog zu Gl. (2.7) das erweiterte
System
x˙ = Ax+B satvmax (K1x+T satumax (u))
mit x = [xTs u
T
a ]
T. Um nun den Referenzzustand, d.h., die zu einem kon-
stanten Referenzsignal r geho¨rende Ruhelage, zu ermitteln, werden die
Bedingungen im stationa¨ren Fall betrachtet. Hier muss gelten
x˙s = 0 = Asxs +Bsua, (6.3)
u˙a = 0 = satvmax (−Tua +T satumax (u)) . (6.4)
Außerdem soll der Ausgang des Systems im Idealfall dem Referenzsignal
entsprechen, d.h., Gleichung
r = ys = Csxs (6.5)
soll erfu¨llt sein. Es ist offensichtlich, dass nur stationa¨re Zusta¨nde erreich-
bar sind, fu¨r die |ua,i| < umax,i fu¨r alle i ∈ {1, . . . ,m} gilt. In diesem Fall
ergibt sich aus den Gleichungen (6.3) und (6.4) sowie aus der Definition
von A in Gl. (2.8), dass Ax = 0 und u = ua gilt. Die Bedingungen (6.3)


























regula¨r, kann der zugeho¨rige stationa¨re Zustand, sowie der zugeho¨rige sta-












berechnet werden. In diesem Fall konvergiert der Fehler ‖ys−r‖ fu¨r t→∞
zu null. Zur Verku¨rzung der Schreibweise wird im Folgenden x = x(r),
xs = xs(r) und ua = ua(r) verwendet.
Falls die Matrix S nicht regula¨r ist, kann Bedingung (6.5) im Allge-






minimal ist. Zusa¨tzlich ist sicherzustellen, dass die Bedingung x˙s = 0
eingehalten wird und der berechnete Referenzzustand tatsa¨chlich stationa¨r
ist. Aufgrund dieser Gleichungsnebenbedingung, kann die Lo¨sung nicht
unmittelbar mit Hilfe der Pseudoinversen
S+ = (STS)−1ST
erfolgen. Stattdessen muss zur Bestimmung des stationa¨ren Zustands



















formuliert werden. Die Lo¨sung fu¨r ein Optimierungsproblem dieser Form






























wobei S+ die Pseudoinverse der Matrix S bezeichnet.
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6.3.2 Zula¨ssige Referenzzusta¨nde und -signale
Da im Rahmen dieser Arbeit auch instabile Systeme betrachtet werden,
wird auch zur Fu¨hrungsregelung linearer Systeme unter Stellgro¨ßen- und
Stellratenbegrenzungen ein lokaler Ansatz verfolgt. Demnach kann die
Regelung nur innerhalb eines bestimmten Gebietes betrieben werden.
Auch im Falle stabiler Systeme kann in der gewu¨nschten neuen Ruhelage
eine stationa¨re Stellgro¨ße ua 6= 0 erforderlich sein, so dass auch in diesem
Fall nicht beliebige Ruhelagen angefahren werden ko¨nnen. Somit ergeben
sich Einschra¨nkungen hinsichtlich der zula¨ssigen Referenzzusta¨nde und
-signale, auf welche in diesem Abschnitt genauer eingegangen werden soll.
Im vorigen Abschnitt wurde beschrieben, wie die gewu¨nschte neue Ru-
helage in Abha¨ngigkeit von einem Referenzsignal r berechnet werden kann.
Gema¨ß der obigen Ausfu¨hrungen muss fu¨r die gewu¨nschte Ruhelage zum
einen die Bedingung |ua,i| < umax,i sichergestellt sein, zum anderen muss
die neue Ruhelage x = [xTs u
T
a ]
T im Inneren des Ellipsoids E(P) liegen,
d.h., es gilt x ∈ int E(P). In Anlehnung an [17] werden zuna¨chst zula¨ssige
Referenzzusta¨nde definiert:





x ∈ int E(P),
|ua,i| = |ui| ≤ umax,i
fu¨r alle i ∈ {1, . . . ,m} gelten.
Aufgrund der Beschra¨nkung der gewu¨nschten neuen Arbeitspunkte auf
zula¨ssige Referenzzusta¨nde ergeben sich auch Beschra¨nkungen hinsichtlich
der Referenzsignale. Es sind daher nur Referenzsignale zula¨ssig, deren zu-
geho¨rige Referenzzusta¨nde ebenfalls zula¨ssig sind. Dies wird mit Hilfe der
Menge
R = {r ∈ Rqs : |ua,i| < umax,i,x(r) ∈ int E(P)}
und der folgenden Definition ausgedru¨ckt.




r(t) = r ∈ R
gilt.
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Wird das Referenzsignal r(t) in geeigneter Weise begrenzt, so darf ein
zula¨ssiges Referenzsignal einen beliebigen Verlauf besitzen, vorausgesetzt
es konvergiert fu¨r t→∞ gegen einen stationa¨ren Wert r ∈ R.
Begrenzung von Referenzsignalen
Fu¨r den Fall, dass ein Referenzsignal r(t) zumindest zeitweise nicht in
der Menge R liegt, ist entweder |ua,i(r(t))| ≥ umax,i oder/und x(r(t)) /∈
int E(P). In solchen Fa¨llen muss es in geeigneter Weise begrenzt werden.
Eine Begrenzung kann, wie in [17] vorgeschlagen, mit Hilfe der Funktion







mit ǫ > 0 erfolgen, wobei ru(t) das unbeschra¨nkte Referenzsignal und
‖u‖∞ die Maximum-Norm bezeichnet. Der Parameter ǫ dient dazu, sicher-
zustellen, dass x ∈ int E(P) gilt und kann beliebig klein gewa¨hlt werden.
Wird nun das Referenzsignal ru(t) gema¨ß
r(t) =
{
ru(t) ·P (ru(t))−1, wenn P (ru(t)) > 1,
ru(t) sonst
beschra¨nkt, so ist das modifizierte Referenzsignal r(t) zula¨ssig. Der zu
einem in dieser Form begrenzten Referenzsignal r(t) korrespondierende
Referenzzustand x(r(t)) verbleibt stets im Ellipsoid E(P). Des Weiteren
ha¨lt die erforderliche stationa¨re Stellgro¨ße ua die Stellgro¨ßenbegrenzung
ein.
6.4 Sa¨ttigende Festwert-Fu¨hrungsregelung
Wie bereits eingangs des vorigen Abschnitts erwa¨hnt, wird zum Entwurf
der sa¨ttigenden Fu¨hrungsregelung zuna¨chst ein linearer Sa¨ttigungsregler
zur Stabilisierung der Ruhelage x = 0 entworfen. Dazu wird Satz 3.3 aus
Abschnitt 3.3 verwendet. Der Entwurf liefert neben der Reglermatrix K2
auch die Ljapunov-Funktion v(x) = xTPx und das durch den Ellipsoid
E(P) beschriebene kontraktiv invariante Gebiet.
Der zu entwickelnde Fu¨hrungsregler soll nun eine neue Ruhelage x 6= 0
stabilisieren. Außerdem soll sichergestellt sein, dass die neue Ruhelage das-
selbe garantierte Einzugsgebiet E(P) besitzt wie die Ruhelage x = 0, fu¨r
welche der lineare Sa¨ttigungsregler entworfen wurde. Dies wird formal in
der folgenden Definition ausgedru¨ckt:
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Definition 6.3. Das Gebiet E(P) ist Einzugsgebiet der sa¨ttigenden
Fu¨hrungsregelung, wenn eine Zustandsru¨ckfu¨hrung
u(t) = k(x,x)
existiert, so dass fu¨r jedes x(0) ∈ E(P) und jedes zula¨ssige Referenzsignal
r(t) mit limt→∞ r(t) = r die Bedingungen





Da r(t) = 0 ein zula¨ssiges Referenzsignal darstellt, ist jedes Einzugsge-
biet einer sa¨ttigenden Fu¨hrungsregelung ebenfalls ein Einzugsgebiet E(P)
der Ruhelage x = 0. Es wird sich zeigen, dass bei Verwendung des im
Folgenden beschriebenen sa¨ttigenden Fu¨hrungsreglers das kontraktiv in-
variante Gebiet E(P) der Ruhelage x = 0 ebenfalls kontraktiv invariant
ist fu¨r einen zula¨ssigen Referenzzustand x 6= 0.
Zum Erbringen dieses Nachweises wird eine neue Ljapunov-Funktion
beno¨tigt. Dazu wird zuna¨chst jedoch nochmals auf die Ljapunov-Funktion
zur Stabilisierung der Ruhelage x = 0 eingegangen. Der Entwurf eines
linearen Sa¨ttigungsreglers liefert die Ljapunov-Funktion
v(x) = xTPx.
In diesem Kapitel wird jedoch die abgewandelte Ljapunov-Funktion
V (x) = inf
{






beno¨tigt. Dabei gilt γ−1x ∈ E(P) sofern die Ungleichung γ−2xTPx ≤ 1
bzw.
γ2 ≥ xTPx




Falls v(x) eine Ljapunov-Funktion des geschlossenen Regelkreises ist, so
ist V (x) ebenfalls eine Ljapunov-Funktion des geschlossenen Regelkreises.












Die Richtung der Gradienten ist jeweils durch den Vektor xTP festgelegt,
d.h., die Gradienten von v(x) und V (x) sind parallel. Diese Tatsache wird
beim Beweis der kontraktiven Invarianz des Gebiets E(P) unter Anwen-
dung der sa¨ttigenden Fu¨hrungsregelung von Bedeutung sein.
Neben der Funktion V (x) wird noch eine weitere Ljapunov-Funktion
beno¨tigt. Sie wird auch in [17] verwendet und lautet
V⋆(x,x) = inf
{
γ > 0 : x+
1
γ
(x− x) ∈ E(P)
}
. (6.8)
Um deren Bedeutung genauer zu erla¨utern, sind in Abbildung 6.2 die
Ho¨henlinien der Funktion V⋆(x,x), ein aktueller Systemzustand x und der
gewu¨nschte Referenzzustand x dargestellt. Zur Bestimmung der gro¨ßten
unteren Schranke von γ in Gl. (6.8) wird zum Vektor x ein Vektor in Rich-
tung x−x addiert, der mit 1/γ gewichtet wird. Der Parameter γ wird nun
so lange verkleinert, bis x + γ−1(x− x) ∈ ∂E(P) gilt. Dieser Wert von γ
entspricht dem Funktionswert V⋆(x,x), da eine weitere Verkleinerung von
γ offenbar zu x + γ−1(x − x) /∈ E(P) fu¨hrt. Aus dieser Betrachtung wird





auf dem Rand des Ellipsoids liegt, d.h., es gilt xˆ ∈ ∂E(P). Die Funktion
V⋆(x,x) kann als eine verformte Version der Funktion V (x) aufgefasst wer-
den. Außerdem weist sie fu¨r alle x ∈ E(P) und x ∈ int E(P) die folgenden
nu¨tzlichen Eigenschaften auf:
V⋆(x,x) = 0,
V⋆(x,x) < 1, falls x ∈ E(P),
V⋆(x,x) = 1, falls x ∈ ∂E(P).
Demnach liegt ihr Minimum im gewu¨nschten Referenzzustand x. Ferner
ist ihr Funktionswert fu¨r alle x auf dem Rand ∂E(P) eins. Abbildung 6.3
zeigt die Funktion V (x) und die verformte Version V⋆(x,x). Dabei fa¨llt









Abbildung 6.2: Verschiedene Ho¨henlinien der Funktion V⋆(x,x). Die
Ho¨henlinie V⋆(x,x) = 1 ist identisch mit ∂E(P) = {x : v(x) = 1} =
{x : V (x) = 1}.
6.4.1 Regelgesetz des sa¨ttigenden Fu¨hrungsreglers
In diesem Abschnitt wird auf das Regelgesetz u = k(x,x) der sa¨ttigenden
Fu¨hrungsregelung eingegangen. Dieses kann auch im sa¨ttigenden Fall und
bei zusa¨tzlichen Stellratenbegrenzungen analog zu [17] gewa¨hlt werden.
Da hier aber nicht vorausgesetzt wird, dass der die Ruhelage x = 0 stabi-
lisierende Regler die Stellbegrenzungen einha¨lt, ergeben sich grundlegende
A¨nderungen im Stabilita¨tsnachweis, auf die im folgenden Abschnitt einge-
gangen wird.
Zuvor wird aber das Regelgesetz selbst genauer erla¨utert. Dieses soll so
beschaffen sein, dass sich im Fall der Zielruhelage x = 0, ua = u = 0
wieder das Regelgesetz des linearen Sa¨ttigungsreglers aus Abschnitt 3.3
ergibt, d.h., es soll
u = k(x,x = 0) = K2x
gelten. Vor diesem Hintergrund erscheint es sinnvoll, die Zu-
standsru¨ckfu¨hrung u = K2x um ein zustandsabha¨ngiges Vorfilter zu
erga¨nzen. Dieses sollte so beschaffen sein, dass es bei der Aufgabe, das























Abbildung 6.3: Ljapunov-Funktion V (x) der Ruhelage x = 0 (links) und ver-
formte Ljapunov-Funktion V⋆(x,x) einer von null verschiedenen Ruhelage x 6= 0
(rechts).
System in eine Zielruhelage x 6= 0 zu u¨berfu¨hren, die stationa¨r die Stell-
gro¨ße u = ua liefert. Da stationa¨r x = x und V⋆(x,x) = 0 gilt, erscheint
hier das Regelgesetz
u = k(x,x) = K2x+ (1− V⋆(x,x)) · (u−K2x) (6.13)
sinnvoll. Mit Hilfe des sich aus Gl. (6.9) ergebenden Zusammenhangs
x = (1− V⋆(x,x))x+ V⋆(x,x)xˆ
kann das Regelgesetz auch in der, fu¨r den Stabilita¨tsnachweis gu¨nstigen,
Darstellung
u = k(x,x) = K2xˆV⋆(x,x) + (1− V⋆(x,x))u (6.14)
angegeben werden. Der Vektor xˆ liegt dabei, wie bereits zuvor erwa¨hnt,
















Abbildung 6.4: Struktur der sa¨ttigenden Fu¨hrungsregelung mit Zu-
standsru¨ckfu¨hrung K2 und zustandsabha¨ngigem Vorfilter.
V⋆(x,x) auch unmittelbar als Funktion von x und x schreiben. Dazu wird
erneut Gl. (6.8) betrachtet: Der Funktionswert V⋆(x,x) entspricht demnach
dem kleinsten positiven γ, fu¨r das x + γ−1(x − x) ∈ E(P) gilt. Anhand
von Abbildung 6.2 wird deutlich, dass der Wert γ minimal ist, falls x +


















(xTPex)2 + eTxPex(1− xTPx)
1− xTPx




(xTPex)2 + eTxPex(1− xTPx)
1− xTPx . (6.15)
Das Regelgesetz (6.13) kann als Kombination eines Zustandsreglers K2x
mit einem zustandsabha¨ngigen Vorfilter angesehen werden. Ein Struktur-
bild der Regelung zeigt Abbildung 6.4.
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6.4.2 Stabilita¨t des sa¨ttigenden Fu¨hrungsreglers
Nachdem nun im vorigen Abschnitt das Regelgesetz der sa¨ttigenden
Fu¨hrungsregelung erla¨utert wurde, wird in diesem Abschnitt der Stabi-
lita¨tsnachweis gefu¨hrt. Es wurde bereits erwa¨hnt, dass sich die Reglerma-
trix K2 und die Matrix P in Gl. (6.13) bzw. Gl. (6.15) aus dem Entwurf
eines linearen Sa¨ttigungsreglers gema¨ß Abschnitt 3.3 ergeben. Der folgende
Satz stellt die kontraktive Invarianz des Ellipsoids E(P) unter Verwendung
des Fu¨hrungsreglers (6.13) sicher. Des Weiteren ist garantiert, dass jede
Trajektorie, die im Ellipsoid E(P) startet, fu¨r t → ∞ in die gewu¨nschte
Ruhelage x einla¨uft.
Satz 6.1. Gegeben sei das kontraktiv invariante Gebiet E(P) fu¨r das Sys-
tem
x˙ = Ax+B satvmax (K1x+T satumax(u))
mit dem Regler u = K2x. Wenn die Bedingungen aus Satz 3.3 erfu¨llt sind,
d.h., E(P) ⊆ Lvmax(H1) ∩ Lumax(H2) und
P (A+B∆(v,H1,K1 +TH2,K1 +TK2))
+ (A+B∆(v,H1,K1 +TH2,K1 +TK2))
T
P ≺ 0 (6.16)
fu¨r alle v ∈ V gilt, dann gilt fu¨r jeden zula¨ssigen Referenzzustand x ∈
int E(P) unter Verwendung des Regelgesetzes
u = k(x,x) = K2x+ (1− V⋆(x,x)) · (u−K2x)
x(t) ∈ E(P) fu¨r alle t ≥ 0 und x(0) ∈ E(P), sowie limt→∞ x(t) = x fu¨r
alle x(0) ∈ E(P).
Beweis. Zum Beweis von Satz 6.1 ist zu zeigen, dass fu¨r jeden Zustand













B satvmax (K1x+T satumax (k(x,x))) < 0
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fu¨r alle x ∈ E(P)\ {x} und alle x ∈ int E(P) erfu¨llt sein. Um zu zeigen,
dass diese Ungleichung unter den in Satz 6.1 angegebenen Bedingungen
tatsa¨chlich erfu¨llt ist, wird eine obere Grenze fu¨r V˙⋆(x,x) hergeleitet. Dies
erfolgt zuna¨chst in a¨hnlicher Weise wie beim Beweis von Satz 3.4 in Ab-



























Entsprechend ist V˙⋆(x,x) < 0, falls die Bedingungen E(P) ⊆




BK1x+BTh2(x,x), Ax+BK1x+BTk(x,x)) < 0
fu¨r alle v ∈ V erfu¨llt sind. Nun wird das Regelgesetz in der Darstellung aus
Gl. (6.14) eingesetzt. Außerdem ist zur Fortfu¨hrung des Beweises eine ge-
schickte Wahl der nichtsa¨ttigenden Hilfsregler erforderlich. Als besonders
nu¨tzlich stellen sich hierbei die virtuellen Hilfsregler
h1(x,x) = H1xˆV⋆(x,x)
und
h2(x,x) = H2xˆV⋆(x,x) + (1− V⋆(x,x))u
heraus. Aufgrund der Definition von V⋆(x,x) gilt 0 ≤ V⋆(x,x) ≤ 1 fu¨r
alle x ∈ E(P), x ∈ int E(P). Des Weiteren werden nur solche Ruhela-
gen x zugelassen, fu¨r die |ui| < umax,i gilt. Ferner gilt |hT1,ix| ≤ vmax,i und
|hT2,ix| ≤ umax,i fu¨r alle x ∈ E(P). Daher erfu¨llen auch die virtuellen Regler
die Forderung E(P) ⊆ Lvmax(h1(x,x)) ∩ Lumax(h2(x,x))1. Unter Verwen-
dung der Hilfsregler und der Substitution x = V⋆(x,x)xˆ+ (1− V⋆(x,x))x
ergibt sich aus obiger Ungleichung fu¨r V˙⋆(x,x) < 0 die hinreichende Be-
1Dies ist offensichtlich, da es sich bei h2(x,x) um eine konvexe Kombination aus H2xˆ
und u handelt.








+(Ax+BK1x+BTu)(1− V⋆(x,x))) < 0.
Im neuen stationa¨ren Zustand gilt Ax = Asxs +Bsua = 0, ua = u und
somit auch u˙a = BK1x + BTu = −Tua + Tu = 0. Deshalb vereinfacht
sich die oben stehende Bedingung zu
∂V⋆(x,x)
∂x




(Axˆ+BK1xˆ+BTK2xˆ)V⋆(x,x) ) < 0,
wobei xˆ ∈ ∂E(P) gilt. Auf dem Rand ∂E(P) sind die Gradienten von
V (x) und V⋆(x,x) parallel. Da die Gradienten von v(x) und V (x) ebenfalls
parallel sind, gilt zuna¨chst
∂V⋆(x,x)
∂x




(Axˆ+BK1xˆ+BTK2xˆ)V⋆(x,x) ) < 0
mit ζ > 0. Sind nun die Bedingungen E(P) ⊆ Lvmax(H1) ∩ Lumax(H2)




·∆ (v, (Axˆ+BH1xˆ), (Axˆ+BK1xˆ+BTH2xˆ),
(Axˆ+BK1xˆ+BTK2xˆ) ) < 0
sichergestellt. Demnach ist die Bedingung V˙⋆(x,x) < 0 fu¨r alle x ∈
E(P)\{x} erfu¨llt. Aus diesem Grunde gilt x(t) ∈ E(P) fu¨r alle x0 ∈ E(P)
und außerdem ist x(t) = x fu¨r t→∞.
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6.4.3 Entwurf des sa¨ttigenden Fu¨hrungsreglers
Wie im vorigen Abschnitt gezeigt, erfordert die Parametrierung des
sa¨ttigenden Fu¨hrungsreglers lediglich den Entwurf eines die Ruhelage x =
0 stabilisierenden linearen Sa¨ttigungsreglers. Dazu kann Optimierungspro-
blem (3.22) zur Maximierung der Konvergenzrate verwendet werden. Es
zeigt sich jedoch, dass die auf diese Weise entworfenen Fu¨hrungsregler
zwar einen sehr schnellen Ausregelvorgang, aber auch ein deutliches
U¨berschwingen aufweisen. Um diesem Effekt entgegen zu wirken, kann,
wie bereits im Falle des Entwurfs der Ausgangsru¨ckfu¨hrung, die Eigen-
wertlage des virtuellen geschlossenen Regelkreises
x˙ = (A+BK1 +BTK2)x (6.17)
auf das GebietR = {|s| ≤ θ} begrenzt werden. Aus der Matrixungleichung






welche dem Optimierungsproblem hinzugefu¨gt wird.
Konvergenzgeschwindigkeit des sa¨ttigenden Fu¨hrungsreglers
Gema¨ß Satz 6.1 ist die Stabilita¨t des sa¨ttigenden Fu¨hrungsreglers gesi-
chert, sofern die Bedingungen aus Satz 3.3 erfu¨llt sind. Es werden aber
keine Aussagen betreffend der Konvergenzgeschwindigkeit des sa¨ttigenden
Fu¨hrungsreglers getroffen. Eine solche Aussage erlaubt das in diesem Ab-
schnitt angegebene Lemma.
Durch die zuvor beschriebene Vorgehensweise, mit Hilfe von Optimie-
rungsproblem (3.22) die Konvergenzrate des virtuellen Regelkreises (6.17)
zu maximieren, wird zuna¨chst lediglich der stabilisierende Regler u = K2x
optimiert. Wie beim Entwurf des linearen Sa¨ttigungsreglers in Abschnitt
3.3 erla¨utert, wird die Ruhelage x = 0 mit der Konvergenzrate
αsat(x) ∈ [αmin, αmax]
stabilisiert. Das folgende Lemma zeigt, dass durch Lo¨sen des Optimie-
rungsproblems (3.22) auch die Konvergenzrate zur Stabilisierung der neu-
en Ruhelage x 6= 0 unter Verwendung des sa¨ttigenden Fu¨hrungsreglers
positiv beeinflusst wird.
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Lemma 6.1. Gegeben sei das System
x˙ = Ax+B satvmax (K1x+T satumax(u))
und das Regelgesetz des sa¨ttigenden Fu¨hrungsreglers
u = k(x,x) = K2x+ (1− V⋆(x,x)) · (u−K2x)
mit x ∈ int E(P). Sind die Bedingungen aus Satz (6.1) erfu¨llt, so wird die
neue Ruhelage x ∈ int E(P) mit der Konvergenzrate




Beweis. Zum Beweis von Lemma 6.1 werden die in Abschnitt A.7 dis-
kutierten Eigenschaften der Funktion V⋆(x,x) beno¨tigt. Es ist zu zeigen,
dass
V˙⋆(x,x) = −αsat ,Tr(x)V⋆(x,x) ≤ −1
2
αminV⋆(x,x)
gilt. Aus der im Beweis zu Satz (6.1) hergeleiteten Bedingung
∂V⋆(x,x)
∂x




(Axˆ+BK1xˆ+BTK2xˆ)V⋆(x,x) ) < 0
folgt aufgrund der Tatsache, dass die Gradienten der Funktionen V⋆(x,x)
und V (x) auf dem Rand ∂E(P) parallel sind, d.h., dass
∂V⋆(x,x)
∂x
= ζ · ∂V (x)
∂x
fu¨r alle x ∈ ∂E(P) mit ζ > 0 gilt, die Ungleichung
∂V⋆(x,x)
∂x
· x˙ ≤ ζ · ∂V (x)
∂x
·∆ (v, (Axˆ+BH1xˆ), (Axˆ+BK1xˆ+BTH2xˆ),
(Axˆ+BK1xˆ+BTK2xˆ) ·V⋆(x,x) < 0.
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Aus den Ausfu¨hrungen in Abschnitt A.3 folgt außerdem
∂V (x)
∂x
·∆ (v, (Axˆ+BH1xˆ), (Axˆ+BK1xˆ+BTH2xˆ),
(Axˆ+BK1xˆ+BTK2xˆ) ∈ [−αminV (xˆ),−αmaxV (xˆ)].





welcher leicht durch Einsetzen von V (x) =
√
xTPx u¨berpru¨ft werden
kann, ergibt sich fu¨r x ∈ ∂E(P) = {x ∈ Rn : xTPx = 1} = {x ∈ Rn :




(x− x) = ζ ∂V (x)
∂x







Aufgrund der Nullpunkt-Symmetrie von V (x) gilt V (x) = V (−x) ≤ 1− ǫ,









· x˙ ≤ −1
2
αmin ·V⋆(x,x),
womit Lemma 6.1 bewiesen ist.
Wie in Abschnitt A.3 erla¨utert, wird durch Maximieren der Konvergenz-
rate des virtuellen Systems (6.17) auch die Grenze αmin in Richtung von
αmax verschoben, wodurch nach Lemma 6.1 auch eine Verbesserung der
Konvergenzrate der Fu¨hrungsregelung erzielt wird.
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6.4.4 Entwurf des nichtsa¨ttigenden Fu¨hrungsreglers
Fu¨r die folgenden Beispiele wird ein nichtsa¨ttigender Fu¨hrungsregler als
Vergleichsregler entworfen. Dieser stellt die unmittelbare Erweiterung des
nichtsa¨ttigenden Fu¨hrungsreglers fu¨r Systeme unter ausschließlichen Stell-
gro¨ßenbegrenzungen aus [17] auf zusa¨tzliche Stellratenbegrenzungen dar.
Die Parametrierung dieses Reglers erfolgt, wie auch beim sa¨ttigenden
Fu¨hrungsregler, auf Basis des Entwurfs eines die Ruhelage x = 0 sta-
bilisierenden Zustandsreglers. Dieser sa¨ttigt jedoch weder hinsichtlich der
Stellgro¨ße noch hinsichtlich der Stellrate. Zum Entwurf bietet sich die in
Abschnitt 3.2 beschriebene Vorgehensweise an. Es gilt
Lemma 6.2. Gegeben sei das kontraktiv invariante Gebiet E(P) fu¨r das
System
x˙ = Ax+B satvmax (K1x+T satumax(u))
mit dem linearen Regler u = K2,linx. Wenn die Bedingungen aus Satz 3.2












k1,i + τik2,lin,i P
]




gelten, dann gilt fu¨r jeden zula¨ssigen Referenzzustand x ∈ int E(P) unter
Verwendung des Regelgesetzes
u = klin(x,x) = K2,linx+ (1− V⋆(x,x)) · (u−K2,linx)
x(t) ∈ E(P) und limt→∞ x(t) = x fu¨r alle t ≥ 0 und x(0) ∈ E(P).
Beweis. Der Beweis findet sich in Anhang A.8.
Zum Entwurf des nichtsa¨ttigenden Fu¨hrungsreglers kann demnach das
Optimierungsproblem (3.15) verwendet werden.
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6.5 Beispiel: Tailless Fighter Aircraft
Als erstes Beispielsystem wird das Flugzeugmodell aus Abschnitt 6.1 be-
trachtet. Es wird durch Gl. (6.1) beschrieben und ist den Stellbegrenzun-
gen
|ua| ≤ 20π/180 rad, |u˙a| ≤ 40π/180 rad/s
unterworfen. Des Weiteren werden τ = 10 und β = 5 gewa¨hlt und ein
stabilisierender Regler fu¨r das Anfangsgebiet
X0 =
{
xs : |xs,1| ≤ 20
180





entworfen. Ferner wird davon ausgegangen, dass der Aktor initial nicht
ausgelenkt ist, d.h., es gilt ua(0) = 0. Im Folgenden soll die Pitchrate
ys = xs,2 geregelt werden. Abbildung 6.5 zeigt den Verlauf der Pitchrate
fu¨r die Anfangsauslenkung xs,0 = 0. Bei t = 1s wird ein Referenzsignal r =
20/180π rad/s aufgeschaltet. Abbildung 6.6 zeigt die zugeho¨rigen Verla¨ufe
der kommandierten und tatsa¨chlichen Stellgro¨ßen, sowie der Stellrate.
Der in diesem Kapitel vorgestellte sa¨ttigende Fu¨hrungsregler erzielt ver-
glichen mit dem nichtsa¨ttigenden Fu¨hrungsregler nach Abschnitt 6.4.4 ein
deutlich schnelleres Ausregelverhalten. Die Ursache fu¨r diesen deutlichen
Performance-Gewinn zeigt Abbildung 6.6. Offenbar wird sowohl die Stell-
gro¨ße als auch die Stellrate deutlich besser ausgenutzt. Dabei sa¨ttigen die
kommandierte Stellgro¨ße und die Stellrate.

















Abbildung 6.5: Verlauf der Pitchrate ys = xs,2 fu¨r einen nichtsa¨ttigenden
Fu¨hrungsregler und den vorgestellten sa¨ttigenden Fu¨hrunsgregler . Bei
t = 1s wird ein Referenzwert von r = 20pi/180 rad/s fu¨r die Pitchrate
aufgeschaltet.
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Abbildung 6.6: Verlauf der kommandierten und der wirksamen Stellgro¨ße u
bzw. ua (gestrichelter Verlauf) sowie der Stellrate u˙a fu¨r einen nichtsa¨ttigenden
Fu¨hrungsregler und den vorgestellten sa¨ttigenden Fu¨hrunsgregler .
Bei t = 1 s wird ein Referenzwert von r = 20pi/180 rad/s fu¨r die Pitchrate
aufgeschaltet.
6.6 Beispiel: Space-Shuttle
Um zu demonstrieren, dass der sa¨ttigende Fu¨hrungsregler auch fu¨r MIMO-
Systeme geeignet ist, wird an dieser Stelle das Modell des Space-Shuttles
aus Abschnitt 4.7 erneut herangezogen. Die Fu¨hrungsregelung soll dazu
dienen, die Ausgangsgro¨ßen ys,1 = xs,3 und ys,2 = xs,4, d.h. Gierrate und
Rollwinkel, zu beeinflussen. Das Gebiet mo¨glicher Anfangszusta¨nde wird
dabei wieder als Polyeder angesetzt und lautet
X0=
{













Es ist zu beachten, dass der Aktorzustand ua Teil des erweiterten Zu-
standsvektors ist. Somit wird die wirksame Stellgro¨ße auch durch die El-
lipse E(P) begrenzt, was aufgrund der Forderung x = [xTs uTa ]T ∈ E(P) die
Menge der zula¨ssigen Ruhelagen und somit auch die Menge zula¨ssiger Re-
ferenzsignale r begrenzt. Um sicherzustellen, dass diese Begrenzung nicht
zu restriktiv ausfa¨llt, wird in diesem Beispiel gefordert, dass der Anfangs-
zustand ua,0 = ua(0) = [0,75umax,1, 0,75umax,2]
T ebenfalls im Ellipsoid
E(P) liegt. Des Weiteren wird τ1 = τ2 = 6 gewa¨hlt.
Abbildung 6.7 zeigt den Verlauf der Ausgangsgro¨ßen fu¨r eine An-
fangsauslenkung x(0) = 0. Bei t = 1 s wird das Referenzsi-
gnal r = [2,5π/180 rad/s, 55π/180 rad]T eingestellt. Die sa¨ttigende
Fu¨hrungsregelung erzielt dabei im Vergleich zur nichtsa¨ttigenden Rege-
lung ein deutlich schnelleres und besser geda¨mpftes Ausregelverhalten. Die
Ursache hierfu¨r liegt in einer besseren Ausnutzung des Stellbereiches, was
in Abbildung 6.8 gezeigt ist. Darin sind neben den kommandierten und
wirksamen Stellgro¨ßen auch die Stellraten dargestellt.

































Abbildung 6.7: Verla¨ufe der Gierrate ys,1 = xs,3 und des Rollwinkels ys,2 =
xs,4 fu¨r einen nichtsa¨ttigenden Fu¨hrungsregler und den vorgestellten
sa¨ttigenden Fu¨hrunsgregler . Bei t = 1 s wird ein Referenzwert von r =
[2,5pi/180 rad/s, 55pi/180 rad]T aufgeschaltet.
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Abbildung 6.8: Verlauf der kommandierten und der tatsa¨chlich wirksamen
Stellgro¨ßen u1, u2 bzw. ua,1, ua,2 (gestrichelter Verlauf) sowie der Stellraten
u˙a,1, u˙a,2 fu¨r einen nichtsa¨ttigenden Fu¨hrungsregler und den vorgestell-
ten sa¨ttigenden Fu¨hrunsgregler . Bei t = 1 s wird ein Referenzwert von
r = [2,5pi/180 rad/s, 55pi/180 rad]T aufgeschaltet.
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6.7 Erweiterung auf eine Klasse nichtlinearer
Systeme
Der im vorigen Abschnitt vorgestellte sa¨ttigende Fu¨hrungsregler fu¨r li-
neare Systeme unter Stellgro¨ßen- und Stellratenbegrenzungen kann auf
eine spezielle Klasse nichtlinearer Systeme erweitert werden. Dazu werden
nichtlineare SISO-Systeme der Form
x˙s = as(xs) + bs(xs)us,
ys = cs(xs)
(6.22)
mit cs(0) = 0, as(xs),bs(xs) ∈ Rns , relativem Grad δ = ns und einer Ru-
helage xs = 0 fu¨r us = 0 betrachtet. Der Systemeingang us ist dabei einer
Stellgro¨ßenbegrenzung umin ≤ us ≤ umax sowie einer Stellratenbegrenzung
vmin ≤ u˙s ≤ vmax mit umin < 0 < umax, vmin < 0 <vmax unterworfen.
Die zugrunde liegende Idee beim Entwurf einer sa¨ttigenden Festwert-
Fu¨hrungsregelung fu¨r das System (6.22) ist, das System zuna¨chst mit Hil-
fe der exakten Linearisierung (siehe beispielsweise [3], [64], [125]) in eine
a¨quivalente lineare Systemdarstellung zu u¨berfu¨hren. Dazu muss vorausge-
setzt werden, dass der verfu¨gbare Stellbereich ausreichend und das System
(6.22) exakt linearisierbar ist.
Fu¨r Systeme unter ausschließlichen Stellgro¨ßenbegrenzungen wurden
Ansa¨tze zur Regelung nichtlinearer Systeme unter Verwendung der exak-
ten Linearisierung mittels Anti-Windup-Verfahren [36], [56] und modell-
pra¨diktiver Regelung [99] beschrieben. In [50], [51], [68] wurde ebenfalls
eine solche Herangehensweise gewa¨hlt, um die Ruhelage xs = 0 nichtli-
nearer Systeme unter ausschließlicher Stellgro¨ßenbeschra¨nkung zu stabili-
sieren. Die Aufgabe eines Arbeitspunktwechsels sowie zusa¨tzliche Stellra-
tenbegrenzungen wurden darin jedoch nicht betrachtet. Die im Folgenden
vorgestellte Methode erweitert die Ansa¨tze aus [50], [51], [68] auf diese
Fa¨lle.
6.7.1 Exakte Linearisierung
Grundidee der exakten Linearisierung ist es, einen nichtlinearen Regler
so zu entwerfen, dass die Nichtlinearita¨t der Strecke durch das Regelge-
setz vollsta¨ndig kompensiert wird. Bei Abwesenheit von Stellbegrenzungen
entsteht auf diese Weise ein a¨quivalenter linearer geschlossener Regelkreis.
Dazu werden ns Ableitungen der Ausgangsgro¨ße ys berechnet. Falls der
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In den neuen Zustandskoordinaten
zl = Φ(xs) =
[






ergibt sich so die sogenannte Byrnes-Isidori Normalform
z˙l,1 = zl,2,
...








Offenbar taucht der Eingang us lediglich in der ns-ten Ableitung auf. An-
genommen, das System (6.22) sei fu¨r alle xs innerhalb des Gebietes Gxs
exakt linearisierbar, d.h., es gilt2 LbsL
ns−1
as
cs(xs) > 0 fu¨r alle xs ∈ Gxs .
Wird nun das Regelgesetz
us =





verwendet, ergibt sich mit dem neuen Zustandsvektor zl =
[ys y˙s . . . y
(ns−1)
s ]T das lineare System
z˙l = Alzl + blua
2Auch der Fall LbsL
ns−1
as cs(xs)<0 fu¨r alle xs∈Gxs ist eingeschlossen, da bei Verwen-
dung von y˜s=−ys= c˜s(xs) die Bedingung LbsL
ns−1






0 1 0 . . . 0






0 0 0 . . . 1
0 0 0 . . . 0











und dem ku¨nstlichen Eingang ua. Dieser neue Eingang ua soll im Fol-
genden dazu verwendet werden, das System mit Hilfe des sa¨ttigenden
Fu¨hrungsreglers in einen neuen Arbeitspunkt x 6= 0 zu u¨berfu¨hren. Im
Unterschied zur Regelung von Systemen mit linearer Dynamik steht fu¨r
ua jedoch nicht mehr der gesamte Stellbereich zur Verfu¨gung. Die Ursache
hierfu¨r ist, dass ein gewisser Anteil der verfu¨gbaren Stellgro¨ße und Stell-
rate zur Durchfu¨hrung der exakten Linearisierung beno¨tigt wird. Aus den
Begrenzungen umin ≤ us ≤ umax und vmin ≤ u˙s ≤ vmax folgt also
umin ≤














Aus Gl. (6.25) la¨sst sich die Stellgro¨ßenbegrenzung fu¨r ua ermitteln. Die





















] |xs=Φ−1(zl) . (6.28)
Die zustandsabha¨ngige Stellratenbegrenzung ergibt sich aus Gl. (6.26).
Dazu wird zuna¨chst die zeitliche Ableitung
d
dt
































6.7 Erweiterung auf eine Klasse nichtlinearer Systeme 139









(Alzl + blua) .
Schließlich ergeben sich die Begrenzungen hinsichtlich der Stellrate
v˜min(zl,ua) ≤ u˙a ≤ v˜max(zl,ua). Im Gegensatz zu der Begrenzung der
Stellgro¨ße ha¨ngt die Stellratenbegrenzung nicht nur vom Zustand zl der































































(Alzl + blua) .
(6.29)
Nun kann die Menge
Fxs,ua ={xs∈Rns , ua∈R : u˜min(Φ(xs))<0, u˜max(Φ(xs))>0,
v˜min([Φ(xs))
Tua]





definiert werden, welche der Menge aller (xs, ua) entspricht, fu¨r die
das System (6.22) mit der gegebenen Stellgro¨ßen- und Stellratenbe-
grenzung exakt linearisiert werden kann. Unter Verwendung der Men-
ge Fxs,ua , der Abku¨rzungen u˜0(z) = [u˜min(zl), u˜max(zl)], v˜0(z) =
[v˜min(zl,ua), v˜max(zl,ua)] und dem idealen Aktormodell σumax,vmax(u) aus
Abschnitt 2.2 wird das folgende Lemma angegeben:
Lemma 6.3. Gegeben sei das nichtlineare System (6.22) mit dem Re-
lativgrad δ = ns, welches fu¨r alle xs ∈ Gxs mit 0 ∈ Gxs exakt li-





cs(xs) > 0, ∀xs ∈ Gxs . Dann sind das System (6.22) mit den
Stellbegrenzungen umin ≤ us ≤ umax, vmin ≤ u˙s ≤ vmax und das System
z˙l = Alzl + blσ[u˜0(zl),v˜0(zl,ua)](u), (6.30)
mit den Stellbegrenzungen u˜min(zl) ≤ ua ≤ u˜max(zl), v˜min(zl,ua) ≤ u˙a ≤
v˜max(zl,ua), dem Diffeomorphismus zl = Φ(xs) gema¨ß Gl. (6.23) und
u˜min(zl), u˜max(zl), v˜min(zl,ua), v˜max(zl,ua) entsprechend der Gleichungen
(6.27) bis (6.29) a¨quivalent fu¨r alle xs,ua ∈ Fxs,ua .






































c(xs) > 0 fu¨r alle xs ∈ Gxs gilt, gilt mit u˜min(xs) und u˜max(xs)










































, u˙a ∈ (v˜min(xs,ua), v˜max(xs,ua)),
vmin, u˙a ≤ v˜min(xs,ua).
Diese U¨berlegungen liefern schließlich
us =





Einsetzen in Gl. (6.22) fu¨hrt bei Anwendung des Diffeomorphismus (6.23)
schließlich zu
z˙l = Alzl + blσ[u˜0(zl),v˜0(zl,ua)](u).
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z ∈ Rn : xs ∈ Gxs ,xs = Φ−1(zl)
}
mit n = ns + 1 definiert werden. Zur Modellierung der Stellgro¨ßen- und
Stellratenbegrenzung in Gl. (6.30) wird analog zu Gl. (2.2) das Modell
A : u˙a = satv˜0(z)
(−τua +τ satu˜0(z)(u)) , (6.31)
des Aktors verwendet und in den Regelalgorithmus integriert. Unter Ver-
wendung des Zustands z = [zTl ua]
T ergibt sich das erweiterte Gesamtsys-
tem
















, k1 = [0 − τ ]T .
Im Unterschied zum erweiterten System (2.7) beinhaltet das System (6.32)
zustandsabha¨ngige Stellgro¨ßen- und Stellratenbegrenzungen. Diese mu¨ssen
in den nun folgenden Betrachtungen Beru¨cksichtigung finden.
Bemerkung 6.1. Um sicherzustellen, dass bei Verwendung des Aktor-
modells mit zustandsabha¨ngigen Begrenzungen die Stellgro¨ßen- und Stell-
ratenbegrenzung in jedem Fall eingehalten wird, muss der Parameter τ so
gewa¨hlt werden, dass die Aktordynamik im Vergleich zur Systemdynamik
des geschlossenen Regelkreises vernachla¨ssigt werden kann.
Ziel ist es nun, einen sa¨ttigenden Fu¨hrungsregler u = k(z,z) fu¨r das
System (6.32) zu entwickeln. Das Strukturbild des gesamten Regelkreises
ist in Abbildung 6.9 dargestellt. Die Parametrierung des Fu¨hrungsreglers
erfolgt, wie schon im Falle des Fu¨hrungsreglers fu¨r lineare Systeme, auf
Basis eines die Ruhelage z = 0 stabilisierenden Reglers.
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Abbildung 6.9: Struktur der sa¨ttigenden Fu¨hrungsregelung unter Verwendung
der exakten Linearisierung mit idealem Aktor AI , welcher durch den Operator
σumax,vmax(u) beschrieben wird, und dem im Regler integrierten Aktormodell A.
6.7.2 Entwurf eines stabilisierenden Reglers
Im vorigen Abschnitt wurde das nichtlineare System (6.22) in das
a¨quivalente lineare System (6.30) mit einer zustandsabha¨ngigen Stell-
gro¨ßen- und Stellratenbegrenzung umgeformt. Werden diese Begrenzungen
mit Hilfe des Aktormodells (6.31) modelliert und wird ein stabilisierender
Regler so entworfen, dass der Ursprung z = 0 des mit dem Aktor erweiter-
ten Systems (6.32) eine asymptotisch stabile Ruhelage ist, so ist auch der
Ursprung xs = 0 des Systems (6.22) eine asymptotisch stabile Ruhelage.
In diesem Abschnitt soll daher ein stabilisierender Regler fu¨r das System
(6.32) entworfen werden. Wie schon bei der Herleitung des sa¨ttigenden
Fu¨hrungsreglers fu¨r lineare Systeme werden dessen Reglerparameter zum
Entwurf des Fu¨hrungsreglers beno¨tigt. Zur Abscha¨tzung des maximalen
Einzugsgebietes wird das Gebiet
Ez(P) =
{
z ∈ Rn : zTPz ≤ 1}
mit n = ns + 1 verwendet, welches ein Einzugsgebiet ist, falls die Bedin-
gungen des folgenden Lemmas erfu¨llt sind.
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Lemma 6.4. Gegeben sei das System (6.32) mit der sa¨ttigenden Zu-
standsru¨ckfu¨hrung u = kT2 z, der positiv definiten Funktion v(z) = z
TPz
und dem Gebiet Ez(P) ⊂ Fz ∩ Gz. Falls virtuelle Regler h1, h2 ∈ Rn




























< 0, ∀z ∈ Ez(P)\{0}, (6.35)
v˜min(z) ≤ hT1 z ≤ v˜max(z), (6.36)
u˜min(z) ≤ hT2 z ≤ u˜max(z) (6.37)
fu¨r alle z ∈ Ez(P) erfu¨llt sind, dann ist das Gebiet Ez(P) ein Einzugsgebiet
der Ruhelage z = 0 des geschlossenen Regelkreises.
Beweis. Der Beweis von Lemma 6.4 kann in a¨hnlicher Weise erfolgen wie
der Beweis zu Satz 3.4 in Abschnitt 3.4. Es ist zu zeigen, dass, falls die












fu¨r alle z ∈ Ez(P) gilt. Auch hier werden zuna¨chst die Fa¨lle untersucht, in




sa¨ttigt, d.h., wenn f(z) ≤ v˜min(z) bzw.
f(z) ≥ v˜max(z) ist. Mit Hilfe des virtuellen nichtsa¨ttigenden Hilfsreglers
v˜min(z) ≤ hT1 z ≤ v˜max(z) ergibt sich
• wenn ∂v(z)
∂z
bz ≥ 0 und f(z)≤ v˜min(z), dann:
∂v(z)
∂z








bz ≥ 0 und f(z)≥ v˜max(z), dann:
∂v(z)
∂z


















bz ≤ 0 und f(z)≤ v˜min(z), dann:
∂v(z)
∂z




Im ungesa¨ttigten Fall ist offensichtlich satv˜0(f(z)) = f(z). Die Kombina-
tion dieser Fa¨lle liefert dann
∂v(z)
∂z












Wird in gleicher Weise mit dem Term satu˜0(z)(k
T
2 z) in f(z) verfahren und





































Die rechte Seite der obigen Ungleichung ist negativ, falls die Bedingungen
aus Lemma 6.4 erfu¨llt sind. Dies ist eine hinreichende Bedingung dafu¨r,
dass v˙(z) < 0 fu¨r alle z ∈ Ez(P) gilt.
Entwurf mittels konvexer Optimierung
Die in Lemma 6.4 formulierten Bedingungen liegen nicht in der Form
von linearen Matrixungleichungen bzw. Sum-of-squares-Bedingungen vor.
Daher ist Lemma 6.4 nicht unmittelbar fu¨r einen Reglerentwurf mittels
konvexer Optimierung geeignet. In diesem Abschnitt sollen die Bedin-
gungen daher als LMIs bzw. SOS-Bedingungen formuliert werden. Dabei
wird zuna¨chst angenommen, dass die zustandsabha¨ngigen Begrenzungen
u˜min(z), u˜max(z), v˜min(z) und v˜max(z) polynomial in z sind. Unter Verwen-
dung der Substitutionen P = Q−1, y1 = Qh1 y2 = Qh2 und yk = Qk2
kann in diesem Fall das folgende Lemma angegeben werden:
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Lemma 6.5. Gegeben sei das System (6.22) mit relativem Grad δ = ns, so
dass das System exakt linearisierbar ist fu¨r alle xs ∈ Gxs mit 0 ∈ Gxs . Die
Stellbegrenzungen u˜min(z), u˜max(z), v˜min(z) und v˜max(z) seien polynomial
in z. Außerdem sei L ≻ 0 eine Matrix, mit deren Hilfe das Gebiet
Dz := {z ∈ Rn : zTLz ≤ 1} ⊃ {z ∈ Rn : zTQ−1z ≤ 1}
definiert wird, so dass Dz ⊂ Fz ∩ Gz gilt. Falls eine Matrix Q ≻ 0, Vek-
toren y1,y2,yk,∈ Rn und Hilfspolynome s1(z), s2(z), s3(z), s4(z) ∈ Σ[z]
existieren, so dass die Bedingungen























z ≺ 0, (6.41)[
















erfu¨llt sind, dann ist das Gebiet Ez(P) ein Einzugsgebiet der Ruhelage
xs = 0 unter dem Regler u = k
T






Beweis. Es ist zu zeigen, dass, wenn die in Lemma 6.5 angegeben Bedin-
gungen erfu¨llt sind, auch die Bedingungen aus Lemma 6.4 erfu¨llt sind.
Die Bedingung Q ≻ 0 stellt sicher, dass v(z) positiv definit ist. Aufgrund
von Bedingung (6.38) gilt Ez(P) ⊂ Dz. Die Bedingungen (6.39), (6.40)
und (6.41) stellen wiederum die Bedingungen (6.33), (6.34) und (6.35)
aus Lemma 6.4 sicher. Schließlich ist noch sicherzustellen, dass die beiden
virtuellen Hilfsregler h1 und h2 nicht sa¨ttigen. Dazu mu¨ssen die Forderun-
gen (6.36) und (6.37) aus Lemma 6.4 erfu¨llt sein, sofern die Bedingungen
(6.42) bis (6.45) sichergestellt sind. Es wird zuna¨chst Bedingung (6.42) mit
y1 = Qh1 betrachtet. Aus[






v˜2min(z)− (1− zTLz)s1(z) hT1Q
Qh1 Q
]
 0, ∀z ∈ Rn+1.
Mit Hilfe des Schur-Komplement Lemmas ergibt sich mit l(z) = 1− zTLz
v˜2min(z)−l(z)s1(z)−hT1QQ−1Qh1≥0, ∀z∈Rn+1
s1∈Σ[z]⇒ hT1Qh1 ≤ v˜2min(z), ∀z ∈ Dz ⊃ Ez(P).
Aufgrund der Ausfu¨hrungen im Beweis zu Satz 3.2 aus Abschnitt 3.2 gilt
supz∈Ez(P) |hT1 z| =
√
hT1Qh1. Somit stellt die obige Bedingung sicher,
dass |hT1 z| ≤ |v˜min(z)| fu¨r alle z ∈ Ez(P) gilt. In gleicher Weise wird
durch (6.43) sichergestellt, dass auch |hT1 z| ≤ v˜max(z) gilt. Ebenso la¨sst
sich zeigen, dass die Forderungen |hT2 z| ≤ u˜max(z) und |hT2 z| ≤ |u˜min(z)|
durch die Bedingungen (6.44) und (6.45) sichergestellt werden. Somit sind
also auch die Bedingungen (6.36) und (6.37) aus Lemma 6.4 erfu¨llt.
Zur Anwendung von Lemma 6.5 ist die Wahl des Gebietes Dz erfor-
derlich. Mit dessen Hilfe wird die Forderung v˜min(z) ≤ hT1 z ≤ v˜max(z)
und u˜min(z) ≤ hT2 z ≤ u˜max(z) nicht global, sondern nur auf dem Gebiet
Dz sichergestellt. Gema¨ß Lemma 6.4 muss v˜min(z) ≤ hT1 z ≤ v˜max(z) und
u˜min(z) ≤ hT2 z ≤ u˜max(z) fu¨r alle z ∈ Ez(P) gelten, weshalb die zusa¨tzliche
Forderung Ez(P) ⊆ Dz eingehalten werden muss. Dies ist in Abbildung
6.10 gezeigt. Die Menge Dz bzw. die Matrix L kann nicht mit optimiert
werden, da das resultierende Optimierungsproblem in diesem Fall bilinear
wa¨re. Zur Optimierung muss die Matrix L im Vorhinein festgelegt werden.
Erweiterung auf nicht-polynomiale Systeme
Zur Anwendbarkeit von Lemma 6.5 wurde vorausgesetzt, dass es sich bei
u˜min(z), u˜max(z), v˜min(z) und v˜max(z) um Polynome in z handelt. Dies
ist in der Praxis jedoch selten der Fall. Da es sich bei vmin(z), vmax(z),
umin(z) und umax(z) um Stellbegrenzungen handelt, ist es aber mo¨glich,
den in [50], [51] und [68] beschriebenen Ansatz zu verwenden. Dazu werden
Polynome zur Approximation von u¯min(z), u¯max(z), v¯min(z) und v¯max(z)
bestimmt, so dass die Ungleichungen
u˜max(z) ≥ u¯max(z), u˜min(z) ≤ u¯min(z), (6.46)
v˜max(z) ≥ v¯max(z), v˜min(z) ≤ v¯min(z) (6.47)





Abbildung 6.10: Darstellung der Gebiete Ez(P), Dz und Iz: Das Gebiet
Dz wird vor dem Entwurf festgelegt, fu¨r das Einzugsgebiet Ez(P) wird dann
Ez(P) ⊂ Dz gefordert. Die Stellbegrenzungen werden auf dem Gebiet Iz ⊃ Dz
approximiert.
fu¨r alle z ∈ Iz ⊃ Dz gelten (siehe hierzu Abbildung 6.10). Wird nun in
Lemma 6.5 u˜min(z) durch u¯min(z), u˜max(z) durch v¯max(z), v˜min(z) durch
v¯min(z) und v˜max(z) durch v¯max(z) ersetzt, so ist der Reglerentwurf auch
fu¨r nicht-polynomiale Systeme mo¨glich. Im Folgenden wird beschrieben,
wie polynomiale Approximationen u¯min(z), u¯max(z), v¯min(z) und v¯max(z)
fu¨r ein gegebenes Gebiet Iz bestimmt werden ko¨nnen.
Dazu bieten sich insbesondere Approximationsverfahren an, die auf or-
thogonale Polynome pi(x) zuru¨ckgreifen. Die Polynome pi(x) bilden in
diesem Fall eine Polynombasis und sind in der Lage, Funktionen auf ei-
nem Intervall anzuna¨hern. Solche Verfahren werden in [32] bzw. in [98]
ausfu¨hrlich diskutiert. Im Rahmen dieser Arbeit finden zur Approximati-







Mit ihrer Hilfe kann eine Funktion f(x) auf dem Intervall [−1,1] mit













berechnet werden. Soll die Funktion f(x) auf einem beliebigen Intervall
[a,b] approximiert werden, muss zuvor eine entsprechende Intervalltrans-
formation durchgefu¨hrt werden (siehe hierzu Anhang A.10). Sollen mul-
tivariate Funktionen wie beispielsweise f(x1,x2) approximiert werden, so
kann die dazu notwendige multivariate Polynombasis aus den univariaten













verwendet. Die Approximation lautet dann






Zur Bestimmung der polynomialen Approximationen u¯min(z), u¯max(z),
v¯min(z) und v¯max(z) werden zuna¨chst die Approximation uˆmin(z), uˆmax(z),
vˆmin(z) und vˆmax(z) berechnet. Im Anschluss daran werden diese so modifi-
ziert, dass die Forderungen (6.46) und (6.47) erfu¨llt sind. Im ersten Schritt
wird ein Approximations-Algorithmus basierend auf Legendre-Polynomen
verwendet, wie er zuvor beschrieben wurde. Hieraus ergibt sich als Ap-





berechnet. Eine polynomiale Approximation, welche die Bedingung
u˜max(z) ≥ u¯max(z) erfu¨llt ergibt sich mit
u¯max(z) = uˆmax(z)−∆max.
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Diese Prozedur wird in analoger Weise fu¨r u¯min(z), v¯min(z) und v¯max(z)
durchgefu¨hrt. Die Berechnung von ∆max bzw. ∆min kann fu¨r komplizier-
te Funktionen u˜min(z), u˜max(z), v˜min(z) bzw. v˜max(z) relativ aufwendig
werden. In vielen Fa¨llen kann dieses Problem jedoch in mehrere klei-
nere Probleme zerlegt werden. Falls v˜max(z) beispielsweise eine Summe
v˜max(z) =
∑
i v˜max,i(z) ist, kann die polynomiale Approximation v¯max(z)
ebenfalls als Summe v¯max(z) =
∑
i v¯max,i(z) geschrieben werden. In diesem
Fall ko¨nnen die Summanden v¯max,i(z) mit v¯max,i(z) ≤ v˜max,i(z) separat
berechnet werden. Falls v˜max,i(z) als Produkt eines Polynoms pi(z) mit
einer nicht-polynomialen Funktion fi(z), d.h. als v˜max,i(z) = pi(z)fi(z),
geschrieben werden kann, la¨sst sich v¯max ,i(z) aus
v¯max ,i(z) = pi(z)f˜i(z)−∆i sup
z∈Iz
pi(z)
berechnen. Die kleinste obere Schranke eines Polynoms pi(z) innerhalb von
Iz kann mittels SOS-Methoden berechnet werden [107].
6.7.3 Optimierungsproblem
Zum Entwurf des stabilisierenden Reglers kann nun dank Lemma 6.5 ein
konvexes Optimierungsproblem formuliert werden. Bei der Optimierung
ist jedoch sicherzustellen, dass alle relevanten Betriebszusta¨nde im Ein-
zugsgebiet Ez(P) liegen. Wird die Menge dieser Zusta¨nde mit Hilfe eines
konvexen Polyeders Z0 mit den N Eckpunkten z0,j beschrieben, so liefert




 0, j = 1, . . . ,N. (6.48)
Als Gu¨tekriterium wird auch hier die Abklingrate des virtuellen Systems
z˙ = Aˆz = (A+ bkT1 + bτk
T















s1(z), s2(z), s3(z), s4(z) ∈ Σ[z],
(6.38) bis (6.40), (6.42) bis (6.45), (6.48).
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Dieses kann mittels ga¨ngiger LMI-Solver gelo¨st werden. Die Lo¨sbarkeit
ha¨ngt dabei nicht zuletzt von der Wahl des Gebietes Dz ab. Dessen Gro¨ße
muss so gewa¨hlt sein, dass Z0 vom Einzugsgebiet Ez(P) eingeschlossen
werden kann. Eine zu große Wahl von Dz kann jedoch zu Schwierigkeiten
bei der Erfu¨llung der Ungleichungen (6.42) bis (6.45) fu¨hren.
6.7.4 Regelgesetz des Fu¨hrungsreglers und Stabilita¨t
Das Regelgesetz der sa¨ttigenden Fu¨hrungsregelung fu¨r die betrachtete
Klasse nichtlinearer Systeme erfordert, wie schon im Fall der sa¨ttigenden
Fu¨hrungsregelung aus Abschnitt 6.4, die Kenntnis der gewu¨nschten neuen
Ruhelage xs bzw. z. Aufgrund der Umformung des nichtlinearen Systems
in die Darstellung (6.32) mit dem neuen Zustand zl = [ys y˙s . . . y
(n)
s ]T
ergibt sich die gewu¨nschte neue Ruhelage z(r) in Abha¨ngigkeit von ei-
nem Referenzsignal r auf besonders einfache Weise. In der neuen Ruhelage
mu¨ssen die zeitlichen Ableitungen von ys verschwinden, weshalb
z(r) =
[
r 0 . . . 0
]T
gilt. Aufgrund der besonderen Struktur von Al in Gl. (6.32) folgt dann
unmittelbar u = ua = 0. Das bedeutet wiederum, dass das stationa¨re Ein-
gangssignal us 6= 0 von dem Teil des Regelgesetzes (6.24) aufgebracht
wird, durch den das System exakt linearisiert wird. Um sicherzustel-
len, dass die zum Referenzsignal geho¨rende neue Ruhelage auch wirklich
vom System unter den gegebenen Stellbegrenzungen angenommen werden
kann, muss zuna¨chst fu¨r jedes Referenzsignal r 6= 0 u¨berpru¨ft werden,
ob umin ≤ us(r) ≤ umax gilt. Im Folgenden wird vorausgesetzt, dass nur
solche Referenzsignale r auftreten, fu¨r welche dies der Fall ist.
Um das System (6.32) in die neue Ruhelage z(r) zu u¨berfu¨hren, wird in
Analogie zu Abschnitt 6.4.3 das Regelgesetz in den linearisierten Koordi-
naten z








verwendet. Dabei wurde bereits ausgenutzt, dass aufgrund der exakten
Linearisierung stets u = ua = 0 gilt. Die Funktion V⋆(z,z) ergibt sich in
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Analogie zu Abschnitt 6.4.3 und lautet
V⋆(z,z) = inf
{





(zTPez)2 + eTzPez(1− zTPz)
1− zTPz
mit ez = z − z. Aufgrund der Definition von V⋆(z,z) liegt der Zustand zˆ
auf dem Rand des Gebietes Ez(P).
Satz 6.2. Gegeben sei das System (6.22) mit relativem Grad δ = ns,
welches exakt zustandslinearisierbar ist fu¨r alle xs in einem Gebiet Gxs
mit 0 ∈ Gxs sowie das Gebiet
Dz := {z ∈ Rn : zTLz ≤ 1} ⊂ Fz ∩ Gz.
Außerdem sei das Regelgesetz (6.24) gegeben, welches das System mit
dem Diffeomorphismus (6.23) in die a¨quivalente lineare Darstellung (6.30)
mit zustandsabha¨ngigen Stellgro¨ßen- und Stellratenbegrenzungen u˜min(z),
u˜max(z), v˜min(z), und v˜max(z) transformiert. Diese Begrenzungen seien
polynomial in z. Des Weiteren sei das Regelgesetz k2(z,z) des sa¨ttigenden
Fu¨hrungsreglers mit dem internen Aktormodell (6.31) gegeben.
Falls Vektoren h1, h2 ∈ Rn existieren, so dass die in Lemma 6.5 angegebe-
nen Bedingungen erfu¨llt sind, dann gilt fu¨r alle (xs(t), ua(t)) ∈ E(xs,ua)(P)
mit







fu¨r alle (xs(0), ua(0)) ∈ E(xs,ua)(P).
Beweis. Um Satz 6.2 zu beweisen, ist zu zeigen, dass V˙⋆(z,z) < 0 fu¨r al-
le z ∈ Ez(P)\ {z} und z ∈ int Ez(P) gilt. Aufgrund der Tatsache, dass
das nichtlineare System (6.22) mit konstanten Stellgro¨ßen- und Stellra-
tenbegrenzungen in das a¨quivalente lineare System (6.32) mit zustands-
abha¨ngigen Begrenzungen umgewandelt werden kann, entspricht der Be-
weis weitestgehend dem Beweis von Satz 6.1 und wird daher in knapper








beno¨tigt. Da die Bedingungen aus Lemma 6.5 erfu¨llt sind, gilt v˜min(z) ≤
hT1 z ≤ v˜max(z) und u˜min(z) ≤ hT2 z ≤ u˜max(z) fu¨r alle z ∈ Ez(P). Au-
ßerdem ist V⋆(z,z) ≤ 1 fu¨r alle z ∈ int Ez(P) und z ∈ Ez(P), wes-
halb die Hilfsregler die Bedingungen v˜min(z) ≤ h1(z,z) ≤ v˜max(z) und














Az+ bkT1 + bk2(z,z)
)
< 0
gelten. An dieser Stelle wird nun z = zˆV⋆(z,z)+(1−V⋆(z,z))z substituiert
und die Bedingungen Az = 0, u = ua = 0 ausgenutzt. Es ergeben sich als























Die Gradienten von v(z) und V∗(z, z) sind fu¨r alle zˆ ∈ ∂Ez(P) parallel. Da
die Erfu¨llung der Bedingungen aus Lemma 6.5 vorausgesetzt wird, sind die
oberen Ungleichungen erfu¨llt und somit ist V˙⋆(z,z) < 0 sichergestellt.
6.7.5 Beispiel: Roboterarm
Als Beispielsystem wird der Roboterarm mit flexiblem Gelenk aus [128]
betrachtet. Dieser wird durch das nichtlineare Zustandsraummodell
x˙s,1 = xs,2,
x˙s,2 = −a sin(xs,1)− b(xs,1 − xs,3),
x˙s,3 = xs,4,
x˙s,4 = c(xs,1 − xs,3) + dus
beschrieben. Dabei bezeichnet xs,1 den Winkel des Roboterarms in rad,
xs,2 ist die Winkelgeschwindigkeit des Roboterarms in rad/s, xs,3 ist der
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Winkel des Motors in rad und xs,4 ist die Winkelgeschwindigkeit des Mo-
tors in rad/s. Die Eingangsgro¨ße us des Systems ist das Drehmoment des
Motors und unterliegt den Begrenzungen −20Nm ≤ us ≤ 20Nm und
−50Nms−1 ≤ u˙s ≤ 50Nms−1. Der Ausgang ys = xs,1 soll im Folgenden
auf einen festen Wert geregelt werden. Außerdem wird τ = 2 festgelegt.
Mit dem Ausgang ys hat das System den relativen Grad ns und kann
demnach mit dem Diffeomorphismus (6.23) in
z˙l,1=zl,2, z˙l,2=zl,3, z˙l,3=zl,4,
z˙l,4=−(a cos(zl,1)+b+c)zl,3+a(z2l,2−c) sin(zl,1)+bdus
umgeformt werden. Zum Entwurf der Regelung wird a = b = c = d = 1
gewa¨hlt. Die hieraus resultierenden zustandsabha¨ngigen Stellbegrenzun-
gen sind aufgrund trigonometrischer Funktionen nichtpolynomial. Um
den Fu¨hrungsregler entwerfen zu ko¨nnen, wird daher die in Abschnitt
6.7.2 beschriebene Polynom-Approximation verwendet. Die Vorgehens-
weise wird im Anhang B.3.4 genauer erla¨utert. Außerdem werden Hilfs-
polynome si(z) zweiter Ordnung sowie der Polyeder Z0 = {z ∈ R5 :
|zl,1| ≤ π/2, zl,2 = zl,3 = zl,4 = 0, ua,0 = 0} zur Beschreibung des Ge-
biets mo¨glicher Anfangszusta¨nde angesetzt. Die Matrix L muss nun so
gewa¨hlt werden, dass Dz ⊂ Iz gilt. Im vorliegenden Beispiel wird die Ma-
trix L = diag(π, π, π, π, (1.1 ·umax)−2) verwendet. Abbildung 6.11 zeigt
die Verla¨ufe der Ausgangsgro¨ße ys = xs,1 fu¨r eine den Anfangszustand
xs(0) = 0 und ein Referenzsignal von r = π/2 rad, welches bei t = 0,5 s
aufgeschaltet wird. Darunter sind die zugeho¨rigen Verla¨ufe der komman-
dierten und tatsa¨chlich wirksamen Stellgro¨ße ua (gestrichelter Verlauf)
sowie der Stellrate u˙a dargestellt.
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Abbildung 6.11: Verlauf des Winkels des Roboterarms ys = xs,1 (oben),
sowie der kommandierten Stellgro¨ße u und wirksamen Stellgro¨ße us
(mitte) und der Stellrate u˙s (unten) fu¨r den Anfangszustand xs(0) = 0. Bei
t = 0,5 s wird ein Referenzwert von r = pi/2 rad aufgeschaltet.
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6.8 Fazit
Die in diesem Kapitel vorgestellte sa¨ttigende Festwert-Fu¨hrungsregelung
fu¨r Systeme unter Stellgro¨ßen- und Stellratenbegrenzungen entsteht durch
eine Erweiterung des Ansatzes aus [17], in welchem ausschließliche Stell-
gro¨ßenbegrenzungen und nichtsa¨ttigende Regelgesetze betrachtet werden.
Die in dieser Arbeit vorgestellte Fu¨hrungsregelung zeichnet sich durch
eine sehr gute Reglerperformance aus und kann auf einfache Weise ent-
worfen werden. Die Stabilita¨t der Regelung wird durch einen gegenu¨ber
[17] deutlich modifizierten Stabilita¨tssatz sichergestellt. Zur Parametrie-
rung des Fu¨hrungsreglers muss lediglich ein linearer Sa¨ttigungsregler ent-
worfen werden, was durch Lo¨sen eines konvexen Optimierungsproblems
geschieht. Im Gegensatz zu u¨blichen Ansa¨tzen, den Regelfehler in den
Zustandsvektor zu integrieren bzw. ein Exosystem zur Generierung der
Referenzsignale zu verwenden, ist die Menge der erreichbaren Referenz-
zusta¨nde x keine Funktion des Anfangszustandes x(0). Der Vorteil ge-
genu¨ber dem Fu¨hrungsregler von Buhl [24] liegt abgesehen von der ex-
pliziten Beru¨cksichtigung der Stellratenbegrenzung in der unmittelbaren
Anwendbarkeit des Verfahrens auf MIMO-Systeme.
Im Zuge der Entwicklung des Verfahrens wurde zuna¨chst eine ausschließ-
liche Stellgro¨ßenbegrenzung angenommen und der urspru¨ngliche Ansatz
aus [17] derart erweitert, dass ein sa¨ttigendes Regelgesetz verwendet wer-
den kann. Dieses vorla¨ufige Ergebnis wurde in [72] publiziert. Die in diesem
Kapitel entwickelte Fu¨hrungsregelung unter Beru¨cksichtigung der Stellra-
tenbegrenzungen wurde in [71], [74] vero¨ffentlicht.
Wie in diesem Kapitel gezeigt, kann die sa¨ttigende Fu¨hrungsregelung
auch auf exakt zustandslinearisierbare nichtlineare Systeme erweitert wer-
den. Der Einsatz der exakten Linearisierung zusammen mit der SOS-
Methodik erlaubt auch in diesem Fall einen effizienten Reglerentwurf mit-




Die im vorigen Kapitel vorgestellten Fu¨hrungsregelungen haben den Nach-
teil, dass die Messung des gesamten Zustandsvektors erforderlich ist.
Außerdem kann keine Robustheit der Regelung gegenu¨ber angreifenden
Sto¨rungen garantiert werden. In diesem Kapitel wird eine Regelung vor-
gestellt, die lediglich auf der Messung der Ausgangsgro¨ßen des Systems
beruht und auch den Einfluss von Sto¨rungen beru¨cksichtigt.
Wie schon zur Realisierung einer Fu¨hrungsregelung unter Kenntnis
des Systemzustands xs, basieren die meisten bestehenden Verfahren zur
Fu¨hrungsregelung unter ausschließlicher Kenntnis des Systemausgangs ys
darauf, den Zustandsvektor des Systems in Fehlerkoordinaten ex = xs−xs
darzustellen [28], [62], [138]. Die Aufgabe beschra¨nkt sich dann darauf, den
Ursprung ex = 0 des transformierten Systems zu stabilisieren. Hieraus er-
gibt sich jedoch der bereits eingangs von Kapitel 6 erwa¨hnte Nachteil,
dass die Menge an erreichbaren Referenzzusta¨nden vom Anfangszustand
xs(0) der Strecke abha¨ngt. Der Entwurf eines Fu¨hrungsreglers basierend
auf der Darstellung in Fehlerkoordinaten ex = xs − xs la¨sst sich auch
fu¨r die in Kapitel 5 vorgestellte Ausgangsru¨ckfu¨hrung angeben. Hierzu
muss das System lediglich in eine entsprechende Darstellung transformiert
und der Entwurf fu¨r das transformierte System durchgefu¨hrt werden. Der
Entwurf der Regelung erfolgt dann wie in Kapitel 5 beschrieben. Solche
Transformationen finden sich beispielsweise in [28], [62] fu¨r Systeme un-
ter ausschließlicher Stellgro¨ßenbegrenzung. Fu¨r Systeme unter simultanen
Stellgro¨ßen- und Stellratenbeschra¨nkungen sind entsprechende Ansa¨tze in
[130] angegeben.
Im Folgenden soll ein alternativer Ansatz vorgestellt werden, welcher
nicht auf der Darstellung des Systems in Fehlerkoordinaten beruht. Zu
diesem Zweck wird die Zwei-Freiheitsgrade-Struktur von Horowitz [59]
aufgegriffen. Eine gute Einfu¨hrung, speziell im Hinblick auf die Anwen-
dung fu¨r lineare Systeme liefert auch [111]. Die Grundidee ist, mo¨glichst
viele Informationen u¨ber das System zur Vorsteuerung zu verwenden. Die















Abbildung 7.1: Zwei-Freiheitsgrade-Struktur bestehend aus Vorsteuerung und
Regelung. Darin bezeichnet AI das Modell eines idealen Aktors.
und/oder unterschiedliche Anfangszusta¨nde zu kompensieren. Ein wesent-
licher Vorteil dieser Vorgehensweise ist, dass Fu¨hrungs- und Sto¨rverhalten
unabha¨ngig voneinander vorgegeben werden ko¨nnen. Ein Blockschaltbild
der Zwei-Freiheitsgrade Struktur ist in Abbildung 7.1 dargestellt. In [33]
wird diese Struktur verwendet, um fu¨r Systeme unter ausschließlicher Stell-
gro¨ßenbegrenzung eine Regelung mit Vorsteuerung zu entwerfen. Der Ent-
wurf der Ausgangsru¨ckfu¨hrung erfolgt dabei ohne Beru¨cksichtigung der
Stellgro¨ßenbegrenzung. Ein Anti-Windup Netzwerk wird verwendet, um
die negativen Effekte bei auftretender Sa¨ttigung zu mildern.
7.1 Grundlagen
Im Rahmen dieser Arbeit werden zwei Ansa¨tze verfolgt, die sich hinsicht-
lich der Realisierung der Vorsteuerung unterscheiden. In Abschnitt 7.2
wird eine modellbasierte Vorsteuerung vorgestellt. Dabei wird ein Modell
der Strecke in die Vorsteuerung integriert und der in Abschnitt 6.4 vor-
gestellte sa¨ttigende Fu¨hrungsregler zur Regelung des Modells verwendet.
In Abschnitt 7.3 erfolgt die Realisierung der Vorsteuerung mittels einer
Trajektorienplanung. Dazu wird die inversionsbasierte Vorsteuerung fu¨r
Systeme unter ausschließlicher Stellgro¨ßenbegrenzung aus [45], [46], [47]
auf Systeme unter zusa¨tzlicher Stellratenbegrenzung erweitert.
Wie in Abbildung 7.1 gezeigt, wird die wirksame Stellgro¨ße ua von einem
idealen Aktor AI aufgebracht. Dabei ist die wirksame Stellgro¨ße hinsicht-
lich Stellgro¨ße und Stellrate begrenzt, d.h., es gilt wiederum |ua,i| ≤ umax,i
und |u˙a,i| ≤ vmax,i. Der Eingang des idealen Aktors setzt sich dabei aus
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einem Anteil ua,v der Vorsteuerung und dem Anteil ua,r der Regelung zu-
sammen. Wird nun die verfu¨gbare Stellgro¨ße und Stellrate in geeigneter
Weise zwischen der Vorsteuerung und der Regelung aufgeteilt, so erfu¨llt
die Summe ua,v + ua,r die Stellgro¨ßen- und Stellratenbegrenzung und die
Begrenzungen des idealen Aktors werden nicht verletzt. Dies geschieht im
Folgenden mit Hilfe der Vektoren κu ∈ Rm und κv ∈ Rm mit κu,i ∈ [0,1],
κv,i ∈ [0,1]. Damit lauten die Stellbegrenzungen fu¨r die Vorsteuerung
|ua,v,i| ≤ κu,iumax,i, |u˙a,v,i| ≤ κv,ivmax,i (7.1)
und fu¨r die Regelung
|ua,r,i| ≤ (1−κu,i)umax,i, |u˙a,r,i| ≤ (1−κv,i)vmax,i. (7.2)
Wird die Aufteilung in dieser Form gewa¨hlt, so gilt ua = ua,v + ua,r und
|ua,i| ≤ umax,i sowie |u˙a,i| ≤ vmax,i.
7.2 Modellbasierte Vorsteuerung
Aufgabe der Vorsteuerung ist die Generierung einer Steuerfunktion ua,v.
Im Fall einer modellbasierten Vorsteuerung findet dazu die sa¨ttigende
Festwert-Fu¨hrungsregelung aus Abschnitt 6.4 Verwendung. Diese wird da-
zu eingesetzt, das Modell
x˙s,v = Asxs,v +Bsua,v,
ys,v = Csxs,v
der Strecke zu regeln, wobei hierzu alle Modellzusta¨nde xs,v zur Verfu¨gung
stehen. Es mu¨ssen aber die neuen Begrenzungen (7.1) und (7.2), die sich
aufgrund der Aufteilung der Stellgro¨ße und Stellrate ergeben, im Entwurf
beru¨cksichtigt werden. Dazu wird das Aktormodell AV
u˙a,v = satvmax,v
(−Tua,v +T satumax,v(uv))
mit umax,v = [umax,v,1, . . . , umax,v,m] und vmax,v = [vmax,v,1, . . . , vmax,v,m]
in die Vorsteuerung integriert. Anschließend wird, wie schon in Abschnitt





T verwendet und das
erweiterte System
x˙v = Axv +B satvmax (K1xv +T satumax (uv))




















Abbildung 7.2: Zwei-Freiheitsgrade-Struktur unter Verwendung der dynami-
schen Ausgangsru¨ckfu¨hrung. Die Vorsteuerung beinhaltet ein Modell der Strecke
sowie ein zugeho¨riges Aktormodell AV . Der dynamische Regler besteht aus einer
Ausgangsru¨ckfu¨hrung und beinhaltet das Aktormodell AR.
mit A, B und K1 entsprechend Gl. (2.8) gebildet. Damit kann das Regel-
gesetz aus Abschnitt 6.4, d.h.






2 + eTx,vPex,v(1− xTvPxv)
1− xTvPxv
und ex,v = xv − xv zur Regelung des Streckenmodells genutzt werden.
Der Entwurf der Reglermatrix K2 und der Matrix P erfolgt, wie in Ab-
schnitt 6.4.3 beschrieben, durch Lo¨sen des Optimierungsproblems (3.22).
Dazu mu¨ssen im Entwurf lediglich die Stellbegrenzungen (7.1) anstelle von
|ua,i| ≤ umax,i und |u˙a,i| ≤ vmax,i verwendet werden. Außerdem muss der
Anfangszustand xv(0) festgelegt werden. Liegt wie im allgemeinen Fall
keine Information u¨ber den Anfangszustand der realen Strecke vor, ist
jedes beliebige xv(0) ∈ X0 eine zula¨ssige Wahl. Im Rahmen dieser Ar-
beit wird xv(0) = 0 gewa¨hlt. Falls jedoch eine Information u¨ber den An-
fangszustand der realen Strecke vorliegt, sollte xv(0) entsprechend gewa¨hlt
werden. Abbildung 7.2 zeigt die Zwei-Freiheitsgrade-Struktur mit modell-
basierter Vorsteuerung.
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7.3 Vorsteuerung mit Trajektorien-Planung
Die Vorsteuerung wird fu¨r das Modell der Strecke
x˙s,v = Asxs,v +Bsua,v (7.3)
entworfen. Die Aufgabe besteht nun in der Bestimmung der Steuerfunkti-
on ua,v, die das System von einem Arbeitspunkt xs(0) in den Arbeitspunkt
xs(T ) in der Zeitspanne T u¨berfu¨hren soll. In [45], [46], [47] wird fu¨r die-
se Aufgabe ein inversionsbasierter Vorsteuerungsentwurf fu¨r Systeme mit
Stellgro¨ßenbeschra¨nkungen vorgestellt, der im Folgenden erla¨utert wird.
7.3.1 Stellgro¨ßenbeschra¨nkungen
Der Vorsteuerungsentwurf aus [45], [46], [47] ist auch fu¨r nichtlineare Sys-
teme mo¨glich. Aus diesem Grund wird die Methodik anhand dieses allge-
meineren Falls vorgestellt. Lineare Systeme der Form (2.1) sind darin als
Spezialfall enthalten. Betrachtet wird also ein nichtlineares MIMO-System
x˙s = fs(xs,ua), xs(0) = xs,0,
ys,i = cs,i(xs), i = 1,...,m
(7.4)
mit ua ∈ Rm und xs ∈ Rns und den Begrenzungen fu¨r ua = [ua,1,...,ua,m]T:
umin,i ≤ ua,i(t) ≤ umax ,i, i = 1,..., m.
Nun soll eine Steuerfunktion ua(t) berechnet werden, die das System in





a,T ) u¨berfu¨hrt. Dabei wird vorausgesetzt, dass das System in den









a,T ) = 0.







s,T ), i=1, . . . ,m.
Die Bestimmung der Steuerfunktion ua(t) kann als Zwei-Punkt-
Randwertaufgabe mit den Randbedingungen
xs(0) = x
∗
s,0, xs(T ) = x
∗
s,T (7.5)
formuliert werden. Dazu wird vorausgesetzt, dass der Anfangszustand des
Systems xs,0 = x
∗
s,0 ist. Somit ergeben sich ns Differentialgleichungen mit
2ns Randbedingungen fu¨r die ns Zusta¨nde xs = [xs,1, . . . ,xs,ns ]
T.
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7.3.2 Ein-/Ausgangsnormalform
Basis fu¨r den Entwurf bildet die Ein-/Ausgangsnormalform (E/A-
Normalform) eines MIMO-Systems. Um sie zu erhalten, wird zuna¨chst
der relative Grad definiert. Das System (7.4) hat den relativen Grad




Ljfscs,k(xs)=0, j=1, . . . ,rk − 1




































fu¨r alle relevanten Zusta¨nde xs regula¨r ist [64] (siehe zur Definition des
relativen Grades auch Anhang A.11). Ist dies der Fall, so gilt
∂
∂ua,i
Lrkfs cs,k(xs) 6= 0
fu¨r mindestens ein i ∈ {1,...,m}. Dabei wird durch den Operator Lfs die
Lie-Ableitung entlang des Vektorfeldes fs dargestellt. Ist der relative Grad
bestimmt, kann die E/A-Normalform des Systems berechnet werden. Als
neue Koordinaten dienen dabei
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mit









k = 1, . . . ,m und dem erga¨nzenden Vektor




Damit lautet das System in der nichtlinearen E/A-Normalform
y
(rk)
s,k = αk(ys,1, . . . ,ys,m,η,ua), (7.6)
η˙ = β(ys,1, . . . ,ys,m,η,ua) (7.7)
mit k = 1, . . . ,m. Die Gleichung (7.6) stellt dabei die E/A-Dynamik mit
der Ordnung δ dar und Gleichung (7.7) repra¨sentiert die interne Dynamik
des Systems mit der Ordnung ns − δ.




















Fu¨r den Fall, dass δ = ns gilt, existiert keine interne Dynamik und es
handelt sich um ein flaches System mit flachen Ausga¨ngen ys,k.
7.3.3 Systeminversion
Aus Gl. (7.6) ist ersichtlich, dass die Eingangsgro¨ßen u∗a,k direkt
auf die ho¨chsten Ableitungen y
∗(rk)
s,k der Ausga¨nge wirken. Um Stell-




angesetzt. Diese Funktionen werden spa¨ter so gewa¨hlt, dass die Stell-
gro¨ßenbegrenzungen nicht verletzt werden.
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Unter der Voraussetzung, dass die nichtlineare Entkopplungsmatrix
D(xs) fu¨r alle relevanten Zusta¨nde regula¨r ist, kann die Inverse der E/A-
Normalform mit y
∗(rk)






mit α−1 = [α−11 ,...,α
−1
m ]
T. Aus Gl. (7.8) la¨sst sich demnach die Steuer-
funktion ua(t) in Abha¨ngigkeit der Ausgangstrajektorie y
∗
s (t), der internen
Dynamik η∗(t) und den Ansatzfunktionen αˆ = [αˆ1,...,αˆm] ermitteln. Die
interne Dynamik kann berechnet werden, indem die Ausgangstrajektorie
in (7.7) eingesetzt wird:




∗(T )=η∗T . (7.9)
Ist die interne Dynamik bestimmt, la¨sst sich mit Gl. (7.8) auch die Steu-
erfunktion ua(t) bestimmen.
Die Lo¨sungen von y∗s (t), η
∗(t) sowie ua(t) ha¨ngen also von der Wahl von
αˆk ab, auf die im na¨chsten Abschnitt eingegangen wird. Dabei mu¨ssen
zusa¨tzliche Randbedingungen sichergestellt werden, die gewa¨hrleisten,
dass das Stellsignal bei t = 0 und t = T stetig ist. Sie lauten
y
∗(rk)
s,k (0) = 0, y
∗(rk)
s,k (T ) = 0, k = 1,...,m. (7.10)
7.3.4 Lo¨sung der Randwertaufgabe
Um die Randwertaufgabe mit den ns Differentialgleichungen und 2ns






beno¨tigt, die zuna¨chst in m initialen Ansatzfunktionen Ψk(t,pk) mit
t ∈ [0,T ] vorgesehen werden. Bei der Wahl von Ψk(t,pk) ist ebenfalls zu
beru¨cksichtigen, dass die Steuerfolge bei t = 0 und t = T stetig ist, d.h.













erfu¨llt diese Forderung. Einsetzen in die Gleichungen (7.8) und (7.9) liefert
das Stellsignal
u∗Ψ = α
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Anhand von u∗Ψ kann nun u¨berpru¨ft werden, ob die Stell-
gro¨ßenbeschra¨nkungen eingehalten werden. Wird eine Beschra¨nkung
verletzt, mu¨ssen die Ansatzfunktionen Ψk(t,pk) modifiziert werden. Mit




Ψk(t,pk), wenn uΨ,j ∈ [umin,j ,umax,j ]
∀j = 1, . . . ,m,
αk(y
∗









umin,j , wenn uΨ,j < umin,j ,
uΦ,j , wenn uΨ,j ∈ [umin,j ,umax,j ],
umax,j , wenn uΨ,j > umax,j .
Um die Steuerfunktion zu berechnen, muss ein Randwertproblem mit den
αˆk-Funktionen in Abha¨ngigkeit der Parameter pk gelo¨st werden. Dabei ist
die Transitionszeit T im Hinblick auf die Stellgro¨ßenbegrenzungen so zu
wa¨hlen, dass eine Lo¨sung gefunden werden kann. Ist sie zu klein gewa¨hlt,
ist das Problem aufgrund der Stellgro¨ßenbeschra¨nkung nicht lo¨sbar und
T muss vergro¨ßert werden. Zur Lo¨sung der Randwertaufgabe kann, wie
in [45], [46], [47] gezeigt, die MATLAB-Funktion bvp4c [79] verwendet
werden.
7.3.5 Stellratenbegrenzungen
Betrachtet wird wieder das nichtlineare MIMO-System
x˙s = fs(xs,ua), xs(0) = xs,0
ys,i = cs,i(xs), i = 1,...,m.
Neben der Stellgro¨ßenbegrenzung soll nun auch die Begrenzung der Stell-
rate u˙a = [u˙a,1, . . . ,u˙a,m]
T beru¨cksichtigt werden. Dabei wird zur Verein-
fachung der Schreibweise xs anstelle von xs,v und ua anstelle von ua,v
verwendet. Es gilt also
umin,i ≤ua,i ≤ umax,i, (7.12)
vmin,i ≤u˙a,i ≤ vmax,i (7.13)
fu¨r i = 1, . . . ,m. Angesichts der Ausfu¨hrungen des vorigen Abschnitts ist es
naheliegend, auch der zusa¨tzlichen Stellratenbegrenzung durch Umplanen
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der Ansatzfunktion zu begegnen. Dazu findet das Aktormodell (2.5) zur
Modellierung der Begrenzungen Verwendung. Durch das Umplanen der
Ansatzfunktionen wird sichergestellt, dass die Begrenzungen (7.12) und
(7.13) erfu¨llt sind. Ist dies der Fall, wirken sich die Sa¨ttigungsfunktionen
in (2.5) nicht aus und die Differentialgleichung des Aktormodells lautet
dann
u˙a = −Tua +Tu, ua(0) = ua,0. (7.14)
Zur Durchfu¨hrung des Vorsteuerungsentwurfs wird nun der erweiterte Zu-
standsvektor x = [xTs u
T
a ]
T ∈ Rn mit n = ns + m verwendet und das
erweiterte System
x˙ = f(x,u), x(0) = x0








, ci(x) = cs,i(xs)
gebildet. Die Erweiterung des Systems muss auch bei den Randbedingun-
gen beru¨cksichtigt werden. Fu¨r xs sind diese wiederum durch die Gleichun-
gen (7.5) gegeben. Hinzu kommen jedoch die Bedingungen
ua(0) = u
∗
a,0, ua(T ) = u
∗
a,T
fu¨r das Aktormodell. Dabei entsprechen u∗a,0 und u
∗
a,T den stationa¨ren
Stellgro¨ßen in den jeweiligen Arbeitspunkten. Insgesamt ergeben sich also
die Randbedingungen












Die Steuerfolge u∗Φ kann nach der Transformation des Systems in die
E/A-Normalform und unter Verwendung der Ansatzfunktionen (7.11) be-
stimmt werden. Dabei ist zum einen zu beachten, dass bei Bildung der
E/A-Normalform bzw. bei der Berechnung des relativen Grades und der
nichtlinearen Entkopplungsmatrix D(x) das erweiterte System (7.15) mit
dem neuen Eingangsvektor u anstelle von ua verwendet werden muss. Zum
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Mit Hilfe der Beziehung
u∗Ψ = α




kann die zur Realisierung der Trajektorie beno¨tigte Stellgro¨ße berechnet
werden. Aufgrund der zusa¨tzlichen Stellratenbegrenzung erfolgt das Um-




Ψk(t,pk), wenn uΨ,j ∈ [umin,j , umax,j ],
∧u˙a,j ∈ [vmin,j , vmax,j ],
∀j = 1, . . . ,m,
αk(y
∗


















kann ua ermittelt werden. Zusammen mit u
∗
Ψ la¨sst sich u˙a ermitteln und
zum Umplanen der Ansatzfunktion nutzen.
Nun muss uˆ so berechnet werden, dass weder die Stellgro¨ßen- noch
die Stellratenbeschra¨nkung verletzt wird. In einem ersten Schritt wird uˆ,
wie schon in [45], [46], [47] vorgeschlagen, so modifiziert, dass die Stell-




umin,j , wenn uΨ,j < umin,j ,
uΨ,j , wenn uΨ,j ∈ [umin,j , umax,j ],
umax,j , wenn uΨ,j > umax,j
(7.16)
mit j = 1, . . . ,m. Anschließend wird zusa¨tzlich zur Vorgehensweise in [45],
[46], [47] die Einhaltung der Stellratenbegrenzung u¨berpru¨ft. Dazu wird




vmin,j/τj+ua,j , wenn u˙a,j<vmin,j
u˜j , wenn u˙a,j ∈ [vmin ,j ,vmax ,j ]
vmax,j/τj+ua,j , wenn u˙a,j>vmax,j
(7.17)
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berechnet. Schließlich kann das Stellsignal bestimmt werden, indem wie-
derum das Randwertproblem mit den αˆk-Funktionen in Abha¨ngigkeit der
Parameter pk gelo¨st wird.
Dabei ist zu beachten, dass fu¨r den Vorsteuerungsentwurf die Stell-
begrenzungen angepasst werden mu¨ssen. Es gilt im vorliegenden Fall
−κu,iumax,i ≤ ua,i(t) ≤ κu,iumax,i und −κv,ivmax,i ≤ u˙a,i(t) ≤ κv,ivmax,i
mit i = {1,2, . . . ,m}.
Bemerkung 7.1. Wird der Eingang u des Aktormodells (2.5) gema¨ß
Gl. (7.16) auf ±umax,i beschra¨nkt, so wird nach einigen Iterationen der
Matlab-Funktion bvp4c [79] auch der Aktorausgang beschra¨nkt sein. Eine
deutliche Verbesserung der Konvergenzgeschwindigkeit la¨sst sich erzielen,
wenn vor dem Umplanen gema¨ß Gl. (7.17) noch der Ausgang ua des Ak-
tormodells hinsichtlich der Stellgro¨ße beschra¨nkt wird.
Bemerkung 7.2. In [47] werden neben Stellgro¨ßenbegrenzungen auch
Begrenzungen der Ausgangsgro¨ßen beru¨cksichtigt. Dies ist natu¨rlich auch
bei der vorgestellten Erweiterung mo¨glich und kann in analoger Weise
erfolgen.
7.3.6 Beispiel: Tailless Fighter Aircraft
Zum Abschluss dieses Abschnitts soll die Leistungsfa¨higkeit der inversions-
basierten Vorsteuerung anhand des vereinfachten Modells (6.1) der Mc-
Donnell X-36 aus Abschnitt 6.1 erfolgen. Es unterliegt den Begrenzungen
|ua| ≤ 20π/180 rad, |u˙a| ≤ 40π/180 rad/s.
Es wird nun das Aktormodell (2.6) mit τ = 10 verwendet und die Steu-
erfunktion mit Hilfe des zuvor beschriebenen inversionsbasierten Ansat-
zes berechnet. Dabei soll das System vom Arbeitspunkt xs(0) = 0 nach
xs(T ) = [15π/180 rad, 15π/180 rad/s] u¨berfu¨hrt werden, d.h., die Aus-
gangstrajektorie beginnt bei ys(0) = xs,2(0) = 0 und endet bei ys(T ) =
xs,2(T ) = 15π/180 rad/s. Als U¨bergangszeit wurde T = 1,38 s gewa¨hlt.
Zum Vergleich wurde ebenfalls ein sa¨ttigender Fu¨hrungsregler aus Ab-
schnitt 6.4 fu¨r das Anfangsgebiet (6.21) entworfen. Die sich ergebenden
Verla¨ufe des Ausgangs ys = xs,2 sowie der zugeho¨rigen wirksamen Stell-
gro¨ße ua und der Stellrate u˙a sind in Abbildung 7.3 dargestellt.
Es zeigt sich, dass mit Hilfe der inversionsbasierten Vorsteuerung ei-
ne schnellere U¨berfu¨hrung des Systems in den gewu¨nschten neuen Ar-
beitspunkt mo¨glich ist. Dies gelingt durch eine bessere Ausnutzung des
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verfu¨gbaren Stellbereichs. Natu¨rlich muss bei diesem Vergleich der Tatsa-
che Rechnung getragen werden, dass an dieser Stelle eine Steuerung mit
einer Regelung verglichen wird.
7.4 Entwurf der Regelung
Aufgrund der Tatsache, dass sich die Anfangszusta¨nde des Streckenmodells
xs,v(0) im Allgemeinen vom tatsa¨chlichen Anfangszustand xs(0) der Stre-











































Abbildung 7.3: Vergleich der Verla¨ufe der Pitchrate ys = xs,2 fu¨r den An-
fangszustand xs(0) = 0 bei Verwendung der sa¨ttigenden Fu¨hrungsregelung
und der inversionsbasierten Trajektorienplanung fu¨r den angestrebten stati-
ona¨ren Endwert 15pi/180 rad/s . Darunter sind die Verla¨ufe der wirksamen
Stellgro¨ße ua und u˙a dargestellt.
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cke unterscheiden und außerdem die reale Strecke Sto¨reinflussen unterliegt,
bzw. nicht exakt dem in der Vorsteuerung verwendeten Modell entspricht,
ist eine Regelung erforderlich. Bei deren Entwurf sind die Stellgro¨ßen-
und Stellratenbegrenzungen zu beru¨cksichtigen. Im Falle linearer Systeme
kann dazu auf die in dieser Arbeit entwickelten Verfahren zuru¨ckgegriffen
werden. Insbesondere bietet sich die in Kapitel 5 vorgestellte dynamische
Ausgangsru¨ckfu¨hrung an, da ihr Regelalgorithmus nur die Kenntnis der
Ausgangsgro¨ßen des Systems erfordert. Um sie einsetzen zu ko¨nnen, wer-
den im Folgenden Systeme mit linearer Dynamik betrachtet.
Es wird davon ausgegangen, dass die Matrizen As, Bs des Strecken-
modells der Vorsteuerung mit den entsprechenden Matrizen des realen
Systems
x˙s = Asxs +Bsua +Esw,
ys = Csxs
(7.18)
u¨bereinstimmen. Nun wird, wie in [111] vorgeschlagen, der Fehlerzustand
ex = xs−xs,v eingefu¨hrt. Die Berechnung der zeitlichen Ableitung von ex
und Einsetzen der Differenzialgleichungen (7.3) und (7.18) liefert
e˙s =x˙s − x˙s,v
=Asxs +Bs(ua,v + ua,r) +Esw − x˙s,v.
Unter Verwendung von xs = es + xs,v ergibt sich




Zum Entwurf einer Regelung wird wiederum das Aktormodell aus Ab-
schnitt 2.2 verwendet. Es wird in den Regelalgorithmus integriert und
lautet in diesem Fall
u˙a,r = satvmax,r
(−Tua,r +T satumax,r(ur))
mit umax,r,i = (1 − κu,i)umax,i und vmax,r,i = (1 − κv,i)vmax,i. Unter Ver-
wendung des Zustandsvektors e = [eTs u
T
a,r]
T ergibt sich das erweiterte
System












und A, B, K1 aus Gl. (2.8). Da bei vielen praktischen Anwendungen
nicht der gesamte Zustandsvektor der realen Strecke messbar ist, sollen
zur Regelung lediglich die Ausgangsgro¨ßen der realen Strecke verwendet
werden. Damit steht nur der messbare Fehler
ey,s = ys − ys,v = Cses,














der zu verwendende Ausgang des Systems (7.19), wobei ey ∈ Rq mit q =
qs+m gilt. Als Regelung bietet sich die in Kapitel 5 vorgestellte dynamische
Ausgangsru¨ckfu¨hrung mit dem Regelgesetz
K :
{
z˙k = Ak zk +Bky +Ek satvmax (K1e+T satumax(u)) ,
u = C⋆zk +D⋆y
aus Gl. (5.1) an. Da K1e = −Tua gilt, werden lediglich die messbaren
Ausgangsgro¨ßen des Systems zur Regelung verwendet. Analog zu der in
Kapitel 5 beschriebenen Vorgehensweise wird zum Entwurf zuna¨chst das
erweiterte Gesamtsystem, bestehend aus dem erweiterten System (7.19)
und dem Regler K,, mit dem Zustand ze = [eTy zTk ]T gebildet. Die Aufgabe
des Reglers K ist nun, im Fall w = 0 die Ruhelage e = 0 zu stabilisieren







unter der Sto¨rung w sicherzustellen. Dabei wird fu¨r die Sto¨rung w ange-
nommen, dass w ∈ W mit W entsprechend Gl. (5.30) gilt. Zum Entwurf
der Regelung fu¨r das System (7.19) mit dem Ausgang (7.20) kann die in
Abschnitt 5.6 beschriebene Methodik gewa¨hlt werden, wobei in diesem
Fall lediglich x durch e, y durch ey, umax durch umax,r und vmax durch
vmax,r ersetzt werden mu¨ssen.
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Stationa¨re Genauigkeit
Auch wenn durch den in Abschnitt 5.6 beschriebenen Reglerentwurf die
Wirkung der Sto¨rung auf die Systemzusta¨nde unterdru¨ckt wird, wird bei
einer konstanten Sto¨rung w im Allgemeinen eine bleibende Regelabwei-
chung ey,s = ys − ys,v 6= 0 auftreten. Diese bleibende Regelabweichung
kann durch Hinzufu¨gen von Integrierern
q˙i = ey,s,i = c
T
s,ies
beseitigt werden. Dazu wird das System (7.19) nochmals erweitert und der
modifizierte Zustandsvektor e˜ = [eTs q
T uTa,r]
T mit q˙ = Cqes verwendet.
Die Matrix Cq setzt sich dabei aus den Zeilen von Cs zusammen, welche
mit den Ausgangsgro¨ßen korrespondieren, die stationa¨r ausgeregelt werden
sollen.
Es ergibt sich dann das neue erweiterte System








 As 0 BsCq 0 0
0 0 0






 , K˜1 = [ 0 0 −T ]









Unter Verwendung der modifizieren Matrizen A˜, B˜ und C˜ anstelle von
A, B, C kann der oben beschriebene Entwurf durchgefu¨hrt werden. Da-
bei ist zu beru¨cksichtigen, dass sich auch die Ordnung der dynamischen
Ausgangsru¨ckfu¨hrung um die Anzahl der hinzugefu¨gten Integrierer erho¨ht.
7.4.1 Variable Aufteilung der Stellrate
Die Aufteilung der Stellgro¨ße und Stellrate zwischen Vorsteuerung und
Regelung in Gl. (7.1) bzw. (7.2) bringt eine gewisse Konservativita¨t in das
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Verfahren ein. Zumindest im Falle der Stellratenbegrenzung kann diese
jedoch abgemildert werden.
Die Aufteilung der Stellrate in Gl. (7.2) wurde so gewa¨hlt, dass fu¨r u˙a,i =
u˙a,v,i + u˙a,r,i stets |u˙a,i| ≤ vmax,i sichergestellt ist. Diese Wahl garantiert,
dass selbst im ungu¨nstigsten Fall, wenn |u˙a,v,i| = κv,ivmax,i ist, die Stell-
ratenbegrenzung eingehalten wird. Im Betrieb der Zwei-Freiheitsgrade-
Regelung wird aber zumeist der Fall |u˙a,v,i| < κv,ivmax,i vorliegen, zumal
bei Erreichen des gewu¨nschten stationa¨ren Zustands xv stets u˙a,v = 0 gilt.
Eine effektivere Aufteilung ergibt sich also, wenn die Stellratenbegrenzung
der Regelung in Abha¨ngigkeit von der momentan genutzten Stellrate u˙a,v
der Vorsteuerung gewa¨hlt wird. Es gilt dann
vmax,r,i(t) =
{
vmax,i falls u˙a,r,i(t) ≤ 0,
vmax,i − |u˙a,v,i(t)| falls u˙a,r,i(t) > 0
und
vmin,r,i(t) =
{ −vmax,i falls u˙a,r,i(t) ≥ 0,
−(vmax,i − |u˙a,v,i(t)|) falls u˙a,r,i(t) < 0.
Aufgrund der Auslegung der Vorsteuerung auf die Begrenzungen (7.1) gilt
stets vmin,r,i(t) ≤ −(1− κv,i)vmax,i und vmax,r,i(t) ≥ (1− κv,i)vmax,i. Das
folgende Lemma bildet die Grundlage fu¨r eine effizientere und variable
Aufteilung der verfu¨gbaren Stellrate auf Basis der zuvor angegebenen zeit-
variablen Beschra¨nkungen.
Lemma 7.1. Gegeben seien das System
x˙ = Ax+B sat[vmin(t) vmax(t)] (K1x+T satumax(u)) + Ew
mit vmin(t) ≤ vmin = −vmax, vmax(t) ≥ vmax und w ∈ W sowie das
Gebiet Ee(P). Falls das Gebiet Ee(P) strikt invariant fu¨r das System
x˙ = Ax+B satvmax (K1x+T satumax(u)) + Ew
unter der dynamischen Ausgangsru¨ckfu¨hrung K ist, so ist es ebenfalls strikt
invariant fu¨r das System
x˙ = Ax+B sat[vmin(t) vmax(t)] (K1x+T satumax(u)) + Ew
bei Verwendung der dynamischen Ausgangsru¨ckfu¨hrung K.
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Beweis. Der Beweis von Lemma 7.1 ergibt sich als eine direkte Konsequenz
aus Satz 5.3 bzw. Lemma A.1. Fu¨r die virtuellen, dynamischen Hilfsregler
H1 und H2 gilt Ee(P) ⊆ Lvmax(H1) ∩ Lumax(H2) und da des Weiteren
Lvmax,r(H1) ⊂ L[vmin(t) vmax(t)](H1) gilt, ist offensichtlich auch mit zeit-
variablen Begrenzungen die Bedingung Ee(P) ⊆ LV[vmin(t) vmax(t)](t)(H1) ∩Lumax(H2) sichergestellt. Der Rest des Beweises kann analog zum Beweis
von Satz 5.3 bzw. Lemma A.1 erfolgen.
Auf Basis von Lemma 7.1 kann die Regelung also mit den Stellraten-
begrenzungen vmin,r,i(t) bzw. vmax,r,i(t) anstelle der Begrenzungen (7.1)
betrieben werden. Gema¨ß Lemma 7.1 muss dazu die Voraussetzung erfu¨llt
sein, dass der Reglerentwurf mit den Begrenzungen (7.1) erfolgt ist. Ei-
ne Vergro¨ßerung der Menge mo¨glicher Sto¨rungen w bzw. des Gebietes
mo¨glicher Anfangszusta¨nde kann also auf diese Weise nicht erzielt werden.
Bemerkung 7.3. Es ko¨nnte die Vermutung aufkommen, dass zum Zwe-
cke einer Verbesserung der Aufteilung der Stellgro¨ße eine analoge Vorge-
hensweise mo¨glich sei. Leider ist dies jedoch nicht der Fall. Die Ursache
hierfu¨r liegt darin begru¨ndet, dass ua,r als ein Zustand des erweiterten
Systems (7.19) auftritt. Somit wird ua,r zusa¨tzlich durch den Ellipsoid
Ee(P) beschra¨nkt. Eine variable Aufteilung mit umax,r,i ≥ (1− κu,i)umax,i
bzw. umin,r,i ≤ −(1 − κu,i)umax,i ko¨nnte demnach zu einem Zustand ua,r
fu¨hren, der nicht im Ellipsoid Ee(P) enthalten ist. Dann aber wa¨re die
strikte Invarianz von Ee(P) nicht la¨nger gewa¨hrleistet.
7.5 Beispiel: Tailless Fighter Aircraft
Als Beispielsystem wird zuna¨chst nochmals das vereinfachte Modell der
McDonnell X-36 aus Abschnitt 6.1 verwendet, jedoch wird hier eine
zusa¨tzliche Sto¨rung w angenommen, die auf das Modell wirkt. Das System
















Dabei wird angenommen, die Sto¨rung sei begrenzt auf |w| ≤ 8π/180rad.
Bei der Aufteilung der Stellgro¨ße und Stellrate wird ein gutes
Fu¨hrungsverhalten angestrebt. Daher wird κu = κv = 0,7 gewa¨hlt. Im
Folgenden werden die beiden zuvor vorgestellten Vorsteuerungskonzepte
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miteinander verglichen. Dazu wird zuna¨chst die modellbasierte Vorsteuer-
ung entworfen. Es wird τ = 5 und β = 5 und
X0 =
{
xs : |xs,1| ≤ 10
180




als Gebiet mo¨glicher Anfangszusta¨nde gewa¨hlt. Außerdem wird der An-
fangszustand des Aktormodells zu null gesetzt, d.h., es gilt ua,v(0) = 0.
Obwohl der Anfangszustand fu¨r das Modell der Vorsteuerung prinzipiell
beliebig gewa¨hlt werden kann, ist diese Vorgabe sinnvoll, da mit Hilfe von
X0 auch die Menge der erreichbaren Referenzzusta¨nde beeinflusst werden
kann. Somit kann der sa¨ttigende Fu¨hrungsregler, wie in Abschnitt 6.4.3 be-
schrieben, entworfen werden. Zur Implementierung der Vorsteuerung wird
fu¨r das Streckenmodell xs,v(0) = 0 als Anfangszustand verwendet.
Der Entwurf der Vorsteuerung mittels Trajektorienplanung erfolgt, wie
in Abschnitt 7.3 beschrieben, fu¨r einen Arbeitspunktwechsel von der Ru-
helage x(0) = 0 nach x(T ) = [15π/180 rad, 15π/180 rad/s] mit einer
U¨bergangszeit von T = 1,625 s. Aus der Lo¨sung des Randwertproblems
ergibt sich dann die Steuerfunktion ua,v(t).
Unabha¨ngig davon, welche Vorsteuerung implementiert wird, muss der
Anfangszustand der realen Strecke als unbekannt angenommen werden,
d.h., der fu¨r die Vorsteuerung angesetzte Anfangszustand wird sich vom
Anfangszustand der realen Strecke im Allgemeinen unterscheiden. Fu¨r
den hier durchgefu¨hrten Entwurf wird von der Menge 1/3 · X0 mo¨glicher
Anfangszusta¨nde der Strecke ausgegangen. Diese Abweichung wird mit
Hilfe der dynamischen Ausgangsru¨ckfu¨hrung aus Abschnitt 5.6 kompen-
siert. Außerdem dient sie dazu, die Einwirkungen von Sto¨rungen auf
das Gesamtsystem zu minimieren. Zum Entwurf der dynamischen Aus-
gangsru¨ckfu¨hrung wurde das Optimierungsproblem (5.43) mit η = 0,0195
gelo¨st.
Abbildung 7.4 zeigt den Verlauf der Ausgangsgro¨ße ys = xs,2, sowie der
wirksamen Stellgro¨ße ua und der Stellrate u˙a fu¨r eine Anfangsauslenkung
der realen Strecke von xs(0) = −[10π/(3 ·180) rad, 20π/(3 · 180) rad/s]T
und das konstante Fu¨hrungssignal r = 15π/180 rad/s. Bei t = 5 s wird
die konstante Sto¨rung w = 8π/180 rad/s auf das System aufgeschaltet.
Die Ausgangsru¨ckfu¨hrung ist offensichtlich in der Lage, die unterschied-
lichen Anfangszusta¨nde von Vorsteuerungsmodell und realer Strecke zu
kompensieren. Dabei wird der Stellbereich gut ausgenutzt und die Stell-
rate u˙a = u˙a,v + u˙a,r sa¨ttigt. Trotz der auftretenden Sto¨rungen bleibt der
Zustand beschra¨nkt, jedoch verbleibt eine kleine aber bleibende Regelab-
weichung.
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Abbildung 7.4: Vergleich der Verla¨ufe der Pitchrate ys = xs,2 fu¨r eine Zwei-
Freiheitsgrade-Regelung mit modellbasierter Vorsteuerung und mit der in-
versionsbasierten Trajektorienplanung . Der Anfangszustand der realen Stre-
cke ist xs(0) = −[10pi/(3 · 180) rad, 20pi/(3 · 180) rad/s] und es wird der stati-
ona¨re Endwert r = 15pi/180 rad/s angestrebt (oben). Bei t = 5 s wird ein
konstantes Sto¨rsignal w = 8pi/180 aufgeschaltet. Die Verla¨ufe der wirksamen
Stellgro¨ße ua und der Stellrate u˙a sind ebenfalls dargestellt (unten).
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7.6 Beispiel: Space-Shuttle
Als zweites Beispiel wird das Space-Shuttle aus Abschnitt 4.7 aufgegriffen.
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beschrieben werden kann. Eine Zwei-Freiheitsgrade-Regelung soll nun ver-
wendet werden, um die Ausgangsgro¨ßen ys,1 = xs,3 und ys,2 = xs,4,
d.h., die Gierrate und den Rollwinkel zu beeinflussen. Die Aufteilung der
Stellgro¨ße bzw. Stellrate erfolgt wiederum unter dem Fokus eines guten
Fu¨hrungsverhaltens mit κu,i = κv,i = 0,6 fu¨r i = 1,2.
Zum Entwurf der modellbasierten Vorsteuerung wird das Gebiet
X0=
{











verwendet. Seine Wahl beeinflusst die Menge erreichbarer Referenz-
zusta¨nde. Auch in diesem Beispiel wird der Anfangszustand des Aktor-
modells zu null gesetzt, es gilt also ua,v(0) = 0. Zur Implementierung
der Vorsteuerung wird wie schon im vorigen Beispiel vom Anfangszustand
xv(0) = 0 des Streckenmodells ausgegangen.
Der Entwurf der inversionsbasierten Vorsteuerung erfolgt fu¨r die Rand-
bedingungen
x(0) = 0,
x(T ) = S˜ · [0, 0, 0, 0, 55π/180 rad, 2,5π/180 rad/s]T
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und eine U¨bergangszeit von T = 4,5 s. Dabei ist die Matrix S˜ in Gl. (6.6)
gegeben.
Die dynamische Ausgangsru¨ckfu¨hrung dient nun wiederum dazu, An-
fangszusta¨nde xs(0) 6= 0 der realen Strecke sowie die Auswirkungen der
Sto¨rung w zu kompensieren. Zum Entwurf wird von der Menge 1/3 · X0
mo¨glicher Anfangszusta¨nde der Strecke ausgegangen. Um die gewu¨nschte
Gierrate ys,1 stationa¨r genau auszuregeln, wird in diesem Fall der Integrie-
rer
q˙ = ys,1 − ys,v,1 = cTs,1e
hinzugefu¨gt und der Reglerentwurf fu¨r das System (7.21) mit cTq = c
T
s,1
durchgefu¨hrt. Dazu wurde diesmal das Optimierungsproblem (5.43) mit
η = 0,59 gelo¨st.



























Abbildung 7.5: Vergleich der Verla¨ufe des Rollwinkels ys,1 und der Gierra-
te ys,2 fu¨r eine Zwei-Freiheitsgrade-Regelung mit modellbasierter Vorsteuerung
und mit der inversionsbasierten Trajektorienplanung . Der Anfangs-
zustand der realen Strecke ist xs,0 = [−10/(3 · 180) rad, − 10/(3 · 180) rad/s,
−10/(3 · 180) rad/s, − 20/(180) rad]T und es wird der stationa¨re Endwert r =
[55pi/180 rad, 2,5pi/180 rad/s]T angestrebt. Bei t = 15s wird eine konstante
Sto¨rung von w = [5pi/180, 5pi/180]T aufgeschaltet.
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Abbildung 7.6: Vergleich der Zwei-Freiheitsgrade-Regelung bei Verwendung
der modellbasierten Vorsteuerung und der inversionsbasierten Trajektori-
enplanung . Gezeigt sind die Verla¨ufe der wirksamen Stellgro¨ßen ua,1, ua,2
und der Stellraten u˙a,1, u˙a,2 fu¨r den Anfangszustand xs,0 = [−10/(3 · 180) rad,
−10/(3 · 180) rad/s, −10/(3 · 180) rad/s, −20/(180) rad]T und einen gewu¨nschten
stationa¨ren Endwert r = [55pi/180 rad, 2,5pi/180 rad/s]T.
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Abbildung 7.5 zeigt den Verlauf der Ausgangsgro¨ßen des Systems. Dabei
wurde bei t = 15s eine konstante Sto¨rung von w = [5π/180, 5π/180]T auf-
geschaltet. Abbildung 7.6 zeigt die zugeho¨rigen Verla¨ufe der wirksamen
Stellgro¨ße ua sowie der Stellrate u˙a. Dabei ist deutlich ersichtlich, dass
bei Verwendung einer Vorsteuerung mit Trajektorienplanung der Stellbe-
reich besser ausgenutzt wird, was bzgl. ys,1 zu einer ku¨rzeren Anregelzeit
fu¨hrt. Im Falle des zweiten Ausgangs ys,2 bringt die Verwendung der inver-
sionsbasierten Vorsteuerung jedoch keinen Vorteil. Stattdessen weist der
Verlauf hier ein deutlich ausgepra¨gteres U¨berschwingen auf. Dieser Vorteil
ist abha¨ngig vom Anfangszustand der Strecke. Im Falle eines Anfangszu-
stands von xs(0) = 0 lassen sich, wie im Beispiel aus Abschnitt (7.3.6) ge-
zeigt, mit der inversionsbasierten Vorsteuerung im Allgemeineren ku¨rzere
Ausregelzeiten erzielen.
7.7 Fazit
In diesem Kapitel wurde eine Zwei-Freiheitsgrade-Struktur nach Horowitz
[59] verwendet, um ein System von einem Arbeitspunkt in einen ande-
ren Arbeitspunkt zu u¨berfu¨hren. Dabei ist lediglich die Messung der Aus-
gangsgro¨ßen des Systems erforderlich. Der Ansatz erlaubt es, Fu¨hrungs-
und Sto¨rverhalten des geschlossenen Regelkreises weitestgehend getrennt
voneinander zu beru¨cksichtigen. Wa¨hrend zur Realisierung der modell-
basierten Vorsteuerung auf den sa¨ttigenden Fu¨hrungsregler aus Kapitel 6
zuru¨ckgegriffen werden kann, wird zur Realisierung der inversionsbasierten
Vorsteuerung ein Ansatz von Graichen [47] fu¨r Systeme unter ausschließ-
lichen Stellgro¨ßenbegrenzungen aufgegriffen und auf den Fall zusa¨tzlicher
Stellratenbegrenzungen erweitert. Die Bestimmung des Steuersignals erfor-
dert die Lo¨sung eines Zwei-Punkt Randwertproblems und wird numerisch
durchgefu¨hrt.
Zur Regelung findet die dynamische Ausgangsru¨ckfu¨hrung aus Ab-
schnitt 5 Verwendung. Sie dient dazu, neben etwaigen Anfangszusta¨nden
x(0) 6= 0 der realen Strecke auch den Einfluss von Sto¨rungen zu unter-
dru¨cken. Prinzipiell ist auch die Verwendung anderer Regelungen, bei-
spielsweise der in Kapitel 4 erla¨uterten weich strukturvariablen Rege-
lung, denkbar. Die in diesem Kapitel vorgestellte Zwei-Freiheitsgrade-
Regelung unter Verwendung der Vorsteuerung mittels Trajektorienplanung
und der weich strukturvariablen Regelung aus Kapitel 4 wurde in [70]
vero¨ffentlicht.
Unabha¨ngig von der verwendeten Vorsteuerung bzw. Regelung mu¨ssen
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die verfu¨gbare Stellgro¨ße und Stellrate zwischen Vorsteuerung und Rege-
lung aufgeteilt werden. Durch eine variable Aufteilung der Stellrate kann
dieser Nachteil jedoch abgemildert werden.
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8 Zusammenfassung
Zielsetzung dieser Arbeit war die Entwicklung neuer bzw. die Erweiterung
bestehender Regelverfahren fu¨r Systeme unter simultanen Stellgro¨ßen- und
Stellratenbegrenzungen. Nach der Konkretisierung der Aufgabenstellung
in Kapitel 1 wurden in Kapitel 2 zuna¨chst die fu¨r die Arbeit wesentlichen
Grundlagen erla¨utert. Der Fokus lag dabei vor allem auf der Modellie-
rung einer simultanen Stellgro¨ßen- und Stellratenbegrenzung mittels eines
Aktormodells. Anschließend erfolgte die Erla¨uterung verschiedener, bereits
bestehender Regelungsverfahren fu¨r diese Systemklasse. Des Weiteren wur-
den Ansa¨tze fu¨r Systeme unter ausschließlichen Stellgro¨ßenbegrenzungen
erla¨utert, welche im Zuge der Arbeit auf zusa¨tzliche Stellratenbegrenzung-
en hin erweitert wurden. Den Abschluß des Kapitels bildet eine Einfu¨hrung
in die konvexe Optimierung, die fu¨r den Entwurf der entwickelten Verfah-
ren wesentlich ist.
In Kapitel 3 wurden zuna¨chst einige relevante Grundbegriffe erla¨utert.
Anschließend wurden verschiedene Stabilita¨tssa¨tze eingefu¨hrt, auf deren
Basis lineare Zustandsregler sowie lineare Sa¨ttigungsregler entworfen wer-
den ko¨nnen. Den Abschluss des Kapitels bildet ein Stabilita¨tssatz fu¨r nicht-
lineare Systeme unter nichtlinearen, sa¨ttigenden Zustandsru¨ckfu¨hrungen,
welcher bereits ein erstes Ergebnis dieser Arbeit darstellt.
Ansa¨tze zur Stabilisierung konstanter Ruhelagen wurden in den Ka-
piteln 4 und 5 vorgestellt. Die weich strukturvariable Regelung mittels
impliziter Ljapunov-Funktionen in Kapitel 4 stellt seine Erweiterung des
urspru¨nglichen Ansatzes aus [1], [4] dar. Unter Verwendung einer modifi-
zierten Auswahlstrategie aus [67] konnte eine sa¨ttigende weich struktur-
variable Regelung fu¨r allgemeine MIMO-Systeme unter simultanen Stell-
gro¨ßen- und Stellratenbegrenzungen entwickelt werden. Diese Regelung
weist eine sehr gute Regelgu¨te auf, erfordert jedoch die Kenntnis des ge-
samten Zustandsvektors. Die Stabilisierung eines Systems nur auf Ba-
sis der Ausgangsgro¨ßen gelingt mit der in Kapitel 5 vorgestellten Aus-
gangsru¨ckfu¨hrung. Dieser Ansatz stellt eine Erweiterung der sa¨ttigenden
dynamischen Ausgangsru¨ckfu¨hrung aus [84] auf zusa¨tzliche Stellratenbe-
grenzungen dar. Außerdem wurden zusa¨tzlich zum urspru¨nglichen Ansatz
aus [84] auch Sto¨reinflu¨sse beru¨cksichtigt. Die Ausgangsru¨ckfu¨hrung er-
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zielt eine hohe Regelgu¨te, indem sa¨ttigende Stellgro¨ßen und Stellraten
zugelassen sind. Zum Entwurf beider Regelverfahren, sowohl der weich
strukturvariablen Regelung als auch der Ausgangsru¨ckfu¨hrung, konnte ein
konvexes Optimierungsproblem angegeben werden.
Wa¨hrend in den Kapiteln 4 und 5 die Aufgabe der Regelung in der
Stabilisierung einer konstanten Ruhelage lag, widmeten sich die Kapitel 6
und 7 der U¨berfu¨hrung des Systems zwischen Ruhelagen. Zur Herleitung
einer sa¨ttigenden Festwert-Fu¨hrungsregelung in Kapitel 6 wurde der An-
satz fu¨r lineare Systeme unter ausschließlicher Stellgro¨ßenbegrenzung aus
[17] aufgegriffen. Dieser Ansatz wurde auf den Fall zusa¨tzlicher Stellraten-
begrenzungen erweitert. Eine sehr gute Regelgu¨te konnte dadurch erzielt
werden, dass im Gegensatz zum Ansatz aus [17] sa¨ttigende Stellsignale
zugelassen wurden. Wa¨hrend klassische Ansa¨tze auf einer Transformation
des Systems beruhen und zu einer Abha¨ngigkeit zwischen der Menge der
Anfangsauslenkungen und der Menge stabilisierbarer Ruhelagen fu¨hren,
ist zur Parametrierung des sa¨ttigenden Fu¨hrungsreglers ist lediglich der
Entwurf eines stabilisierenden, linearen Sa¨ttigungsreglers fu¨r das Origi-
nalsystem erforderlich. Dies kann mittels konvexer Optimierung auf einfa-
che Weise erfolgen. Außerdem tritt dabei der Nachteil einer Abha¨ngigkeit
zwischen Anfangszusta¨nden und stabilisierbaren Ruhelagen nicht auf. Im
zweiten Teil von Kapitel 6 konnte der Ansatz auf eine bestimmte Klasse
nichtlinearer Systeme erweitert werden. Dazu wird ein Ansatz zur Stabi-
lisierung konstanter Ruhelagen fu¨r Systeme unter ausschließlicher Stell-
gro¨ßenbegrenzung aus [50], [51] aufgegriffen und auf zusa¨tzliche Stellra-
tenbegrenzungen erweitert. Zur Approximation der dabei auftretenden zu-
standsabha¨ngigen Stellbegrenzungen wurden Legendresche Polynome ver-
wendet. Durch Verwendung von SOS-Zerlegungen konnten konvexe Op-
timierungsprobleme angegeben werden, welche einen effizienten Entwurf
erlauben.
Die Kombination einer Vorsteuerung mit der dynamischen Aus-
gangsru¨ckfu¨hrung im Rahmen einer Zwei-Freiheitsgrade-Struktur nach
[59] in Kapitel 7 erlaubt die U¨berfu¨hrung des Systems zwischen ver-
schiedenen Ruhelagen unter Verwendung der Ausgangsgro¨ßen des Sys-
tems. Zwar kann alternativ auch eine dynamische Ausgangsru¨ckfu¨hrung
fu¨r ein entsprechend transformiertes System entworfen werden, jedoch er-
laubt die Verwendung einer Zwei-Freiheitsgrade-Struktur eine weitestge-
hend getrennte Beeinflussung von Fu¨hrungs- und Sto¨rverhalten. So kann
die Menge mo¨glicher Anfangsauslenkungen unabha¨ngig von der Menge
stabilisierbarer Ruhelagen angegeben werden. Zur Realisierung der Vor-
steuerung wurden dabei zwei Ansa¨tze verfolgt. Zuna¨chst wurde eine mo-
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dellbasierte Vorsteuerung vorgestellt, bei welcher ein Modell der Strecke
mit dem Festwert-Fu¨hrungsregler aus Kapitel 6 geregelt wird. Die vom
Fu¨hrungsregler generierte Stellgro¨ße bildet dabei das Stellsignal der Vor-
steuerung. Als alternativer Ansatz wurde der Vorsteuerungsentwurf mit-
tels Trajektorienplanung aus [45], [46], [47] fu¨r Systeme unter ausschließ-
licher Stellgro¨ßenbegrenzung auf zusa¨tzliche Stellratenbegrenzungen hin
erweitert. Zur Parametrierung der Vorsteuerung mittels Trajektorienpla-
nung muss eine Randwertaufgabe gelo¨st werden. Sowohl mit der modell-
basierten Vorsteuerung wie auch bei Verwendung der Trajektorienplanung
konnte eine hohe Regelgu¨te erzielt werden.
Alle Verfahren nutzen die verfu¨gbare Stellgro¨ße und Stellrate aus und




A.1 Lipschitz-Stetigkeit und Cauchy-Folge
Zum Beweis von Lemma 2.1 spielen die Eigenschaften von Cauchy-Folgen
sowie die Lipschitz-Stetigkeit von Funktionen eine entscheidende Rolle.
Daher werden diese Begriffe im Folgenden erla¨utert und es wird auf ihren
Zusammenhang na¨her eingegangen.
Definition A.1. ([22]) Eine Menge S mit einer globalen Metrik d : S →
R
+, welche fu¨r zwei beliebige Punkte x,y ∈ S eine Distanz in Form einer
nichtnegativen reellen Zahl angibt und die Eigenschaften
1. d(x,y) = 0, falls x = y,
2. d(x,y) = d(y,x),
3. d(x,y) + d(y,z) ≥ d(x,z)
aufweist, heißt metrischer Raum.
Definition A.2. ([22]) Falls fu¨r eine Funktion f : D →W eine Konstante
L > 0 existiert, so dass
|f(x)− f(y)| ≤ L|x− y|
fu¨r alle x, y ∈ D gilt, so ist die Funktion Lipschitz-stetig mit der Lipschitz-
Konstante L.
Lipschitz-Stetigkeit bedeutet demnach, dass die Funktionswerte an zwei
dicht beieinanderliegenden Stellen x und y ebenfalls dicht beieinander lie-
gen mu¨ssen. Eine differenzierbare Funktion f : D →W ist auf dem Gebiet
D Lipschitz-stetig, falls ihre Ableitung f ′(x) fu¨r alle x ∈ D endlich ist.
Definition A.3. ([22]) Sei X ein metrischer Raum mit der Metrik d :
X ×X → R+. Die Folge {xn}∞n=1 mit xn ∈ X heißt Cauchy-Folge, wenn
es fu¨r alle ǫ > 0 einen Index nǫ gibt, so dass fu¨r alle n,m > nǫ
d(xn,xm) < ǫ
gilt.
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Ist die verwendete Metrik d(x,y) Lipschitz-stetig, so ist die Folge
{xn}∞n=1, wie beispielsweise in [96] gezeigt, eine Cauchy-Folge. Dies wird
im Beweis zu Lemma 2.1 aufgegriffen, um zu zeigen, dass ua,τ eine Cauchy-
Folge ist. Dazu wird die Metrik d(ua,τ1 ,ua,τ2) = ‖ua,τ1−ua,τ2‖∞ verwendet.
A.2 Duales Problem
Im Zusammenhang mit konvexen Optimierungsproblemen spielt das so-
genannte duale Problem eine wichtige Rolle. Zur Erkla¨rung eines dualen
Problems wird zuna¨chst das Optimierungsproblem
Minimiere
x
f0(x), u. d. B. d. (A.1)
fi(x) ≤ 0, ∀i ∈ {1, . . . ,m}
und x ∈ Rn betrachtet, welches im Folgenden als das primale Problem
bezeichnet wird. Unter der Voraussetzung, dass die Menge X zula¨ssiger
Lo¨sungen nicht leer ist, ko¨nnen die Nebenbedingungen unter der Ver-
wendung der Lagrange-Multiplikatoren in der Gu¨tefunktion beru¨cksichtigt
werden. Es ergibt sich dann die Lagrange-Funktion




wobei die Faktoren λi die sogenannten Lagrange-Multiplikatoren sind. Das









wird als duale Funktion bezeichnet. Nach [140] hat diese duale Funktion die
Eigenschaft, dass sie immer konkav ist, selbst wenn das primale Problem
nicht konvex ist. Außerdem liefert sie die untere Grenze fu¨r das Optimum
p∗ des primalen Problems (A.1). Fu¨r beliebige λi ≥ 0 mit i = 1, . . . ,m




g(λ), u. d. B. d.
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λi ≥ 0, ∀i ∈ {1, . . . ,m}.
Da die Funktion g(λ) immer konkav und die Maximierung von g(λ) gleich-
bedeutend mit einer Minimierung von −g(λ) ist, ist das duale Problem
stets konvex unabha¨ngig davon, ob das primale Problem konvex ist.
Im Folgenden soll nun der Begriff des dualen Problems auf LMI-




cTx, u. d. B. d (A.2)




betrachtet. Zur Aufstellung der Lagrange-Funktion wird zuna¨chst der fol-
gende Satz aus [53] beno¨tigt:
Satz A.1. ([53]) Fu¨r eine symmetrische Matrix S sind die folgenden Aus-
sagen a¨quivalent:
1. S ist positiv definit
2. Tr(SP) ≥ 0 fu¨r alle P ≻ 0
Die Anwendung dieses Satzes liefert unmittelbar
−F(x)  0 ⇔ −Tr(F(x)Z) ≤ 0, Z  0
mit Z ∈ Rn×n. Angewendet auf das Problem (A.2) ergibt sich damit die
Lagrange-Funktion
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Es gilt nun Tr(FiZxi) = xiTr(FiZ) und Tr(cixi) = Tr(ci)xi = cixi, woraus
schließlich




folgt. Die duale Funktion lautet dann
g(Z) = inf
x





Im Fall, dass ci 6= Tr(FiZ) ist, ergibt sich fu¨r alle Z ≥ 0 das Infimum
dieser Funktion u¨ber alle x zu −∞. Eine sinnvolle untere Grenze ergibt




− Tr(F0Z), u. d. B. d.
Z  0,
Tr(FiZ) = ci, ∀i = {1, . . . ,m}.
A.3 Abklingrate sa¨ttigender Regler
Zur Optimierung der Konvergenzrate des Systems (2.7) unter der
sa¨ttigenden Zustandsru¨ckfu¨hrung u = K2x wird in Abschnitt 3.3 die Kon-
vergenzrate des virtuellen Regelkreises x˙ = (A + BK1 + BTK2)x opti-
miert. In diesem Abschnitt soll genauer erla¨utert werden, weshalb durch
dieses Vorgehen auch die tatsa¨chliche Konvergenzrate des geschlossenen
Regelkreises positiv beeinflusst wird. Dazu wird zuna¨chst die Konvergenz-
rate des Systems in Sa¨ttigung betrachtet:
αsat(x) = max
{
α > 0 : xTP (Ax+
B satvmax (K1x+T satumax(K2x))) < −αxTPx
}
.
Da die Differentialgleichung des Aktormodells (2.5) mittels der Formulie-
rung als Element einer konvexen Hu¨lle
u˙a = satvmax (K1x+T satumax(K2x)) ∈ conv {∆(v,H1x,
K1x+TH2x,K1x+TK2x)}
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mit v ∈ V ausgedru¨ckt werden kann, gilt
αsat(x) ∈ [αmin, αmax].
Darin ist αmin = minv∈V{α(v)} mit
α(v) = max
{
α > 0 : xTP (Ax+
B∆ (v,H1,K1 +TH2,K1 +TK2)x) < −αxTPx
}
und αmax entspricht der Lo¨sung des Optimierungsproblems (3.22). Tritt
keine Sa¨ttigung auf, so gilt αsat(x) = αmax. Die virtuellen Regler H1
und H2, die sich aus der Optimierung ergeben, liegen an der Gren-
ze des Lo¨sungsgebietes, andernfalls wa¨re u¨ber die Variation von K2 ei-
ne Verbesserung von αmax mo¨glich. Dies ergibt sich aus der Tatsache,
dass αmax bzw. K2 nur zwei Bedingungen genu¨gen muss: Zum einen
muss Bedingung (3.21) erfu¨llt sein, zum anderen muss das System x˙ =
(A+BK1 +BTK2)x eine gemeinsame Ljapunov-Funktion mit den Sys-
temen x˙ = Ax+B∆ (v,H1,K1 +TH2,K1 +TK2)x besitzen. Demnach
sind H1, H2 und K2 u¨ber die Matrix P verkoppelt und im Verlauf der
Optimierung wird auch αmin in Richtung αmax geschoben. Dies geschieht
so lange bis H1 und/oder H2 die Grenze des Lo¨sungsgebietes erreichen,
weshalb nicht nur αmax sondern auch αmin verbessert wird.
A.3.1 Sa¨ttigende weich strukturvariable Regelung
Die Optimierung der Abklingrate des virtuellen Systems (4.14) in Opti-
mierungsproblem (4.17) fu¨hrt auch zu einer Verbesserung der Abklingrate
α(p,x) = max
{
α > 0 : xTR(p) (Ax+B satvmax (K1x
+ T satumax (−K2(p)x))) < −αxTR(p)x
}
des gesa¨ttigten Regelkreises
x˙ = Ax+B satvmax (K1x+T satumax (−K2(p)x)) .
Um dies zu zeigen, werden zuna¨chst die Sa¨ttigungsfunktionen in obiger
Ungleichung außer Acht gelassen. Dann ist
α(p) = p−1max {α > 0 : R1 (Ax+B (K1x − TK2(1))) < −αxTR1x
}
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die Abklingrate des ungesa¨ttigten Regelkreises
x˙ = (A+BK1 −BTK2(p))x.
Unter Verwendung der konvexen Hu¨lle
u˙a = satvmax (K1x+T satumax(−K2(p)x)) ∈ conv {∆(v,−H1(p)x,
K1x−TH2(p)x,K1x−TK2(p)x)}
gilt demnach
α(p,x) ∈ p−1[αmin, αmax]
mit αmin = minv∈V{α(v)} und
α(v) = max
{
α > 0 : xTR1 (Ax+
B∆ (v,−H1(1),K1 −TH2(1),K1 −TK2(1))x) < −αxTR1x
}
.
Die virtuellen Regler H1(p) und H2(p), deren Parameter sich aus der Op-
timierung ergeben, liegen an der Grenze des Lo¨sungsgebietes, andernfalls
wa¨re u¨ber die Variation der Parameter von K2(p) eine Verbesserung von
αmax mo¨glich. Im Verlauf der Optimierung wird somit αmin in Richtung
αmax geschoben, wodurch auch die Abklingrate α(p,x) des gesa¨ttigten Re-
gelkreises verbessert wird.
A.4 Eigenwertgebiete
Um beim Entwurf von Regelungen mit Hilfe der konvexen Optimierung
Charakteristika wie die U¨berschwingweite und die Da¨mpfung beeinflussen
zu ko¨nnen, erweist sich die Methode der Festlegung von Eigenwertgebieten
als hilfreich. In [31] werden Nebenbedingungen in Form linearer Matrix-
ungleichungen angegeben, die zur Beschra¨nkung auf Eigenwertgebiete ge-
eignet sind, wie sie in Abbildung A.1 dargestellt sind. Wie in [31] gezeigt,
liegen die Eigenwerte eines geschlossenen Regelkreises x˙ = Aˆx innerhalb









Abbildung A.1: Begrenzung der Eigenwerte eines geschlossenen Regelkreises
x˙ = Aˆx auf bestimmte Eigenwertgebiete
mit Q ≻ 0 erfu¨llt ist. Soll das Eigenwert-Gebiet außerdem auf einen bzgl.
der reellen Achse symmetrischen Kreissektor spezifiziert durch den Winkel
ϕ eingeschra¨nkt werden, so wird die LMI[
sin(ϕ) · (AˆQ+QAˆT) cos(ϕ) · (AˆQ−QAˆT)





In diesem Abschnitt wird auf die strikte Invarianz eines Ellipsoids
E(P) bei Verwendung eines linearen Sa¨ttigungsreglers eingegangen. Die
Ausfu¨hrungen beruhen dabei auf [10] und das im Folgenden zitierte Lemma
wird in Abschnitt 5.6 fu¨r den Reglerentwurf von sa¨ttigenden dynamischen
Ausgangsru¨ckfu¨hrungen fu¨r Systeme unter Stellgro¨ßen- und Stellratenbe-
grenzungen verwendet. Ist die auftretende Sto¨rung auf die Menge
W = {w : wTGw ≤ 1}
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begrenzt, so gilt das folgende Lemma aus [10]:
Lemma A.1. ([10]) Gegeben sei die Strecke
x˙ = Ax+B satvmax (K1x+T satumax (u)) + Ew
mit der Sto¨rung w ∈ W, der Regler u = K2x und der Ellipsoid E(P).
Falls ein positiver Skalar η sowie Matrizen H1, H2 ∈ Rm×n existieren, so
dass die Bedingungen







fu¨r alle v ∈ V, w ∈ W gelten und außerdem E(P) ⊆ Lvmax(H1) ∩
Lumax(H2) gilt, dann ist E(P) ein strikt invariantes Gebiet des Systems
x˙ = Ax+B satvmax (K1x+T satumax (u))+Ew mit dem Regler u = K2x.
A.6 Linearer Zustandsregler bei
Stellgro¨ßenbegrenzung
Im Folgenden soll kurz auf den Entwurf des nichtsa¨ttigenden linearen Zu-
standsreglers aus Abschnitt 6.1 eingegangen werden. Ein a¨hnlicher Entwurf
wird auch in [63] gezeigt. Dazu wird das System (2.1)




mit einer einzelnen Eingangsgro¨ße und mit der Stellgro¨ßenbegrenzung
|ua| ≤ umax betrachtet. Diese Begrenzung wird durch eine einfache
Sa¨ttigungsfunktion modelliert, so dass ua = satumax(u) gilt. Unter Ver-
wendung des Gebietes
E(P) = {xs : xTs Pxs ≤ 1}
und mit der Menge mo¨glicher Anfangszusta¨nde X0, die wiederum als kon-
vexes Polyeder mit den N -Eckpunkten x0,j angesetzt wird, lautet das
Optimierungsproblem zum Entwurf eines nichtsa¨ttigenden, linearen Zu-
standsreglers u = kTlinxs
Maximiere
Q≻0,Y,α>0















 0, j = 1, . . . ,N
mit Q = P−1 und y = Qklin. Die erste Nebenbedingung stellt da-
bei v˙(xs) < −αv(xs) < 0 sicher. Mit Hilfe der zweiten Bedingung ist
gewa¨hrleistet, dass |kTlinxs| ≤ umax fu¨r alle xs ∈ E(P) gilt. Die letzte Be-
dingung garantiert schließlich X0 ⊆ E(P).
A.6.1 Garantiertes Einzugsgebiet
In diesem Abschnitt soll das Einzugsgebiet einer Ruhelage xs 6= 0 unter
Verwendung des Fu¨hrungsreglers
u = u+ kTlin(xs − xs) (A.4)
und des Ellipsoids
E(P,ρ(u)) = {xs : (xs − xs)TP(xs − xs) ≤ ρ(u)}
approximiert werden. Der Reglervektor klin und die Matrix P werden aus
der Lo¨sung des Optimierungsproblems (A.3) bestimmt. Um die kontrak-
tive Invarianz von E(P,ρ(u)) sicherzustellen, darf der Regler (A.4) auf
E(P,ρ(u)) nicht sa¨ttigen. Entsprechend muss der Skalar ρ(u) so bestimmt
werden, dass diese Bedingung erfu¨llt und gleichzeitig mo¨glichst groß ist.
Dies ist der Fall, wenn der Ellipsoid E(P,ρ(u)) erstmals die eine der Hy-
perebenen {xs : |u+ kTlin(xs − xs)| = umax} tangiert. Gesucht ist also
ρ(u) = min(xs − xs)TP(xs − xs) u. d. B. d.
|u+ kTlin(xs − xs)| = umax, fu¨r alle xs ∈ E(P,ρ(u)).
Zuna¨chst werden die Fa¨lle betrachtet, in denen |u+ kTlin(xs − xs)| = umax
gilt:
• wenn u+kTlin(xs−xs)=0 und u>0, dann kTlin(xs − xs)≤umax − u
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• wenn u+kTlin(xs−xs)=0 und u<0, dann kTlin(xs − xs)≤umax + |u|
• wenn u+kTlin(xs−xs)=0 und u>0, dann kTlin(xs−xs)≥−(umax+ u)
• wenn u+kTlin(xs−xs)=0 und u<0, dann kTlin(xs−xs)≥−(umax−|u|)
Der Ellipsoid wird begrenzt durch den betragsma¨ßig kleinsten Wert
|kTlin(xs − xs)| = umax − |u|. Unter Verwendung von exs = xs − xs und
unter Beru¨cksichtigung der Symmetrie von E(P,ρ(u)) bzgl. exs = 0 lautet
die Aufgabe nun
ρ(u) = min eTxsPexs u. d. B. d. (A.5)
kTlinexs = umax − |u|, fu¨r alle xs ∈ E(P,ρ(u)).
Unter Verwendung des Lagrange-Multiplikators λ > 0 lautet die Optima-














ergibt. Des Weiteren folgt aus kTline
∗
xs
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γ > 0 : x+
1
γ
(x− x) ∈ E(P)
}
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beno¨tigt. Diese weist eine Reihe von Eigenschaften auf, auf die im Folgen-
den na¨her eingegangen wird. Dazu wird jedoch zuna¨chst die Funktion
V (x) = inf
{








betrachtet, welche auch als Minkowski-Funktion bezeichnet wird. Diese
Minkowski-Funktion hat die wichtige Eigenschaft, dass sie konvex ist, wenn
das Gebiet E(P) konvex ist [17].
Lemma A.2. ([17]) Die Funktion V⋆(x,x) ist konvex fu¨r jedes festes x ∈
int E(P).
Beweis. Die Funktion V⋆(x,x) la¨sst sich auch darstellen als
V⋆(x,x) = inf
{
γ > 0 :
1
γ




E(P)− x = {x′ = x− x : x′TPx′ ≤ 1}
konvex ist. Daher ist V⋆(x,x) eine Minkowski-Funktion, die aufgrund der
Konvexita¨t von E(P)− x ebenfalls konvex ist.
Des Weiteren ist die Funktion V⋆(x,x) fu¨r ein konstantes x ∈ intE(P)
homogen mit Homogenita¨tsgrad eins bezu¨glich x′ = x− x, d.h., es gilt
V⋆(µx
′ + x,x) = µV⋆(x
′ + x,x), (A.6)
fu¨r alle µ > 0, was auch leicht anhand von (6.15) u¨berpru¨ft werden kann.






Beweis. Um Lemma A.3 zu beweisen, werden beide Seiten von (A.6) nach






Wird nun µ = 1 und x′ = x− x eingesetzt, so fu¨hrt dies auf
∂V⋆(x,x)
∂(x)
(x− x) = V⋆(x,x),
womit Lemma A.3 bewiesen ist.
A.8 Nichtsa¨ttigender Fu¨hrungsregler 195
A.8 Nichtsa¨ttigender Fu¨hrungsregler
In diesem Abschnitt wird der Beweis von Satz 6.2 erbracht, welcher
die kontraktive Invarianz des Gebietes E(P) unter Verwendung des
nichtsa¨ttigenden Fu¨hrungsreglers
u = klin(x,x) = K2,linxˆV⋆(x,x) + (1− V⋆(x,x))u (A.7)







Beweis. Zum Beweis von Satz 6.2 ist zu zeigen, dass fu¨r jeden Zustand













B satvmax (K1x+T satumax (klin(x,x))) < 0
gelten. Der Regler klin(x,x) aus Gleichung (A.7) ist eine konvexe Kom-
bination aus K2,linx und u. Da zula¨ssige Referenzruhelagen x voraus-
gesetzt werden, gilt stets |ui| ≤ umax,i. Des Weiteren ist durch Bedin-
gung (6.18) sichergestellt, dass |kT2,lin,ix| ≤ umax,i mit i ∈ {1, . . . ,m} fu¨r
alle x ∈ E(P) und somit auch |kT2,lin,ixˆ| ≤ umax,i mit i ∈ {1, . . . ,m}
fu¨r alle xˆ ∈ ∂E(P) gilt. Aus diesem Grunde ist auf dem betrachte-
ten Gebiet |klin,i(x,x)| ≤ umax,i fu¨r alle i ∈ {1, . . . ,m} und die innere
Sa¨ttigungsfunktion in V˙⋆(x,x) muss nicht beru¨cksichtigt werden. Auch die
zweite Sa¨ttigungsfunktion muss nicht betrachtet werden, sofern die Forde-
rung |kT1 x+ τiklin(x,x)| ≤ vmax,i fu¨r alle x ∈ E(P) und alle i ∈ {1, . . . ,m}
eingehalten wird. Einsetzen des Regelgesetzes (A.7) zusammen mit der
Substitution x = V⋆(x,x)xˆ+ (1− V⋆(x,x))x liefert
|kT1 x+ τiklin(x,x)|
= | (kT1 x+ τiu) (1− V⋆(x,x)) + (kT1 xˆ+ τikT2,lin,ixˆ)V⋆(x,x) ≤ vmax,i.
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Aufgrund der speziellen Struktur vonK1 gilt k
T
1 x = −τiu, so dass der erste
Summand in der obigen Gleichung Null ist. Da außerdem V⋆(x,x) ≤ 1 ist,
gilt |kT1 x+τiklin(x,x)| ≤ vmax,i fu¨r alle x ∈ E(P), falls |(kT1 +τikT2,lin,i)xˆ| ≤
vmax,i fu¨r alle x ∈ E(P) gilt. Dies wird in Satz 6.2 durch Forderung (6.19)
sichergestellt. Demnach mu¨ssen beide Sa¨ttigungsfunktionen V˙⋆(x,x) ent-







B (K1x+Tklin(x,x)) < 0
ergibt. Auch hier wird nun der Regler (A.7) zusammen mit der Substitu-








(Ax+BK1x+BTu)(1− V⋆(x,x)) < 0.
Im neuen stationa¨ren Zustand gilt Ax = Asxs +Bsua = 0, ua = u und
somit auch u˙a = BK1x + BTu = −Tua + Tu = 0. Deshalb vereinfacht




(Axˆ + BK1xˆ + BTH2xˆ)V⋆(x,x) < 0,
wobei xˆ ∈ ∂E(P) gilt. Auf dem Rand ∂E(P) sind die Gradienten V (x)
und V⋆(x,x) parallel. Aufgrund von Forderung (6.20) ist v˙(x) ≤ 0 fu¨r alle
x ∈ E(P). Da die Gradienten von v(x) und V (x) ebenfalls parallel sind, ist
V˙⋆(x,x) < 0 fu¨r alle x ∈ E(P)\{x} sichergestellt. Aus diesem Grunde gilt
x(t) ∈ E(P) fu¨r alle x0 ∈ E(P) und außerdem ist x(t) = x fu¨r t→∞.
A.9 Lie-Derivierte
Zur Durchfu¨hrung der exakten Linearisierung in Abschnitt 6.7 ist die Be-
rechnung von sogenannten Lie-Derivierten erforderlich. Diese sind wie folgt
definiert:
Definition A.4. ([125]) Gegeben sei x ∈ Rn, eine stetig differenzierba-
re skalare Funktion h(x) ∈ R und ein Vektorfeld f(x) ∈ Rn. Die Lie-






Die Lie-Derivierte bezeichnet somit die Vera¨nderung von h(x) in Rich-
tung des Vektorfeldes f(x). Wird die Lie-Derivierte mehrfach angewandt,
d.h. die Lie-Derivierte von Lfh(x) bezu¨glich f(x) gesucht, so wird die
Schreibweise




verwendet. In a¨hnlicher Weise wird die Lie-Derivierte von Lgh(x)
bezu¨glich f(x) abku¨rzend als






Im Rahmen des Entwurfs sa¨ttigender Fu¨hrungsregler in Abschnitt 6.7.2
wird eine Na¨herung unter Verwendung orthogonaler Basispolynome ver-
wendet. Die dort beschriebene Approximation ist fu¨r das Intervall [−1,1]
gu¨ltig. Soll eine Funktion f(x) auf einem beliebigen Intervall [a,b] ap-
proximiert werden, muss zuvor eine Intervalltransformation durchgefu¨hrt
werden, auf die im Folgenden na¨her eingegangen wird. Um x ∈ [a,b] auf
y ∈ [−1,1] abzubilden, wird zuna¨chst die Funktion






definiert. Durch die Verkettung f(h(y)) kann die Funktion f(x) nun auf
das Intervall [−1,1] zuru¨ckgefu¨hrt und die in Abschnitt 6.7.2 beschriebene
Vorgehensweise zur Bestimmung der Koeffizienten ai bzw. aij verwendet
werden. Die ermittelte Lo¨sung muss schließlich mit Hilfe der Umkehrfunk-
tion von h(y), d.h., unter Verwendung von
y = h−1(x) =
2x− (b+ a)
b− a
auf das urspru¨ngliche Intervall [a,b] zuru¨cktransformiert werden.
198 A Anhang
A.11 Relativer Grad
Zum Entwurf der Vorsteuerung mit Trajektorienplanung in Abschnitt 7.3
wird zur Angabe der Ein-/Ausgangsnormalform fu¨r nichtlineare MIMO-
Systeme der Form
x˙s = fs(xs,ua), xs(0) = xs,0
ys,i = cs,i(xs), i = 1,...,m
(A.8)
der Begriff des relativen Grades benutzt. Dessen Definition findet sich fu¨r
Systeme in eingangs-affiner Darstellung in [64] und lautet fu¨r ein allgemei-
nes System der Form (A.8):
Definition A.5. ([64]) Ein nichtlineares MIMO-System der Form (A.8)
hat am Punkt x◦s einen relativen Grad r = [r1, ..., rm]




Ljfscs,k(xs)=0, j=1, . . . ,rk − 1











































B.1 Implizite Regelung: Space-Shuttle




19,422 20,368 8,676 8,980 4,582 3,278
20,368 36,507 15,999 7,571 6,833 −1,279
8,676 15,999 13,012 3,572 3,789 2,139
8,980 7,571 3,572 6,823 6,777 5,303
4,583 6,834 3,789 6,777 13,428 8,847









10,163 −3,890 6,591 16,477 27,600 36,139 ]
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31,074 2,619 −16,772 0,145 0,972 1,925
2,619 0,466 −1,889 0,193 0,442 0,283
−16,772 −1,889 31,914 1,432 −0,336 −3,037
0,145 0,199 1,432 0,338 0,288 −0,007
0,972 0,442 −0,336 0,288 1,304 0,202




[ −15,558 −6,485 4,377 −4,316 −17,136 −2,880
−35,080 −5,229 56,336 0,167 −3,754 −12,777
]




23,825 2,841 3,055 1,302 8,202 −4,100
2,841 1,436 −4,512 0,525 4,993 1,176
3,055 −4,512 68,692 0,243 1,874 −22,981
1,302 0,525 0,243 0,271 2,394 −0,157
8,202 4,993 1,874 2,394 32,180 −4,032





0,025 −0,035 0,056 −0,014 0,728 −0,039
0,126 −0,019 0,211 −0,003 −0,044 0,814
]
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−6,773 −0,086 −0,016 0,063 0,006 −4,09·10−5
−4,500 −6,352 −0,105 7,322 −0,226 5,89·10−4
5,87·101 9,323 −3,970 3,51·101 1,007 −0,002
1,64·103 4,61·101 2,194 3,003 0,960 −0,002
9,94·103 1,36·102 −1,28·101 1,07·102 1,84·101 −0,068






−5,88·10−6 −2,20·10−6 −6,26·10−7 −1,20·10−7 −4,88·10−8 3,55·10−7
2,22·10−4 5,46·10−5 1,18·10−6 9,16·10−6 6,35·10−6 −2,20·10−5
−9,84·10−4 −2,67·10−4 −1,25·10−5 −4,46·10−5 −3,05·10−5 5,86·10−5
3,49·10−6 −4,87·10−5 −5,51·10−6 3,17·10−5 1,86·10−5 −7,99·10−5
−0,006 −0,002 2,60·10−4 2,21·10−4 1,45·10−4 9,76·10−5






1,41·109 −4,13·105 −2,18·105 1,29·105 −4,15·104 −1,79·102
−2,34·108 5,01·106 6,65·105 4,36·105 4,26·105 −1,28·101
1,33·108 −8,19·106 −7,29·105 −1,07·106 −7,07·105 5,38·102
−9,11·108 1,41·104 1,46·106 −1,16·106 −1,55·105 3,26·103
1,33·109 −1,01·107 −3,11·106 1,97·105 −4,84·105 −4,36·103





 −29,504 −20,304 −10,289 −1,249 −0,579 −1,50015,880 34,245 32,214 7,219 3,928 0,34934,171 −21,172 −38,702 −10,689 −6,014 2,167
239,160 161,770 62,628 3,411 3,979 17,776
−279,874 −259,271 −131,356 −17,396 −15,608 −26,063
−39,247 −26,308 −14,101 −1,951 −0,689 −2,184


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0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
−0,002 0,001 0 −0,001 0
0,050 −0,076 0,003 0,039 0,009
−15,541 0,817 0,730 −6,801 0,817
42,424 16,309 −1,449 10,998 −3,832
−46,095 −31,912 1,072 −6,000 5,322
74,237 −24,371 −5,195 43,701 −3,278
−147,391 2,662 8,189 −63,867 10,599
−21,747 −0,152 1,031 −9,278 1,209
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
2.032 0,609 −0,126 −0,043
−460,710 −157,849 23,749 2,774
895,673 378,265 −51,761 −11,368
−693,578 −369,564 46,269 15,779
2779,037 835,283 −159,131 −11,062
−4337,816 −1484,865 295,242 34,691






0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
−0,001 −0,001 0 0
0,118 0,103 −0,025 −0,001
−4,535 −2,224 0,785 0,030
−9,830 −15,734 3,890 −0,161
18,199 33,644 −8,855 0,251
25,790 3,687 −10,692 0,228
−1,123 −1,155 14,231 0,187





−1,28·105 5,77·103 −3,65·102 2,51·103 1,05·103 −0,06
−1,72·106 −2,94·104 −5,72·103 −3,77·102 1,20·103 −5,95
−4,98·106 −5,98·104 −8,74·103 4,92·103 2,00·103 11,61
−1,60·107 −4,95·105 −8,85·104 −3,76·104 5,97·103 −78,69
−0,28 −0,11 −0,01 −0,02 −0,01 0
−0,89 −0,48 −0,20 −0,02 0 0,03
−1,52 −0,75 −0,32 −0,05 −0,02 0,06
−0,50 0,01 0,17 0,02 0,10 −1,16
]
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0,0142 0,0485 −0,0015 0,0034 −0,0053 1,0409
0,0394 0,0288 −0,0065 0,0741 0,0029 1,4314
0,0345 −0,0065 −0,0272 0,2155 −0,0033 6,5154














1,02·105 1,27·106 −5,77·104 1,68·104 1,00·105 −5,47·104
1,27·106 2,32·107 −1,02·106 2,28·105 2,44·106 −9,13·105
−5,77·104 −1,02·106 5,01·104 −1,26·104 −8,69·103 −9,42·104
1,68·104 2,81·104 −1,26·104 3,52·103 −2,07·104 −9,73·103
1,00·105 2,44·106 −8,69·103 −2,07·104 6,84·107 −1,93·106






−4,06·103 1,26·104 −1,23·101 0,85 1,59 −3,27·101
−8,45·104 4,26·104 −2,79·101 −3,67·101 3,16·101 3,48
1,64·104 −2,02·104 0,49 −0,04 0,03 0,46
−1,27·103 5,81·102 −0,64 −0,10 0,14 −0,96
3,46·105 5,06·105 −1,70·101 −9,05 6,32 1,53·102






3,49·104 −5,98·104 −0,63 0,49 0,61 1,09
−5,98·104 2,02·105 −0,14 0,09 −0,13 0,33
−0,56 −0,14 0,09 0,03 −0,02 1,20·10−3
0,49 0,09 0,03 0,06 −0,02 0,02
0,61 −0,13 −0,02 −0,02 0,11 0,05
1,09 0,33 1,20·10−3 0,02 0,05 1,75


204 B Reglerparameter der Beispiele









 0,36 0,82 1,53 0,12 0 −0,110,82 29,88 49,03 −0,05 −0,02 −3,531,53 49,03 3,21·107 0,35 −0,10 −4,21·105
0,12 −0,05 0,35 0,73 0 0,01
0 −0,02 −0,10 0 0 0,02





 −0,02 0 43,32 16,93 −2,47 0,39−0,61 −0,40 1,53·103 5,393·102 −7,38·101 6,62−0,99 −3,25·106 9,42·103 −2,89·106 2,58·106 −5,13·106
0 −0,01 2,08 3,92 −1,16 0,06
0 −0,04 −1,67 −0,60 0,13 −0,37






0,08 0,03 −25,46 −9,20 0,69 −0,12
0,03 1,20·106 −7,01·102 5,26·105 1,46·106 7,55·105
−2,55·101 −7,01·102 3,81·107 2,32·104 −3,12·103 −1,55·102
−9,20·105 5,26·105 2,32·104 3,82·107 2,76·105 2,67·105
0,69 1,46·106 −3,12·103 2,76·105 4,09·107 2,05·105
0,12 7,55·105 −1,55·102 2,67·105 2,05·105 3,85·107


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Tabelle B.8: Reglerparameter des nichtsa¨ttigenden Zustandsreglers
K2,lin=
[
1,17·10−4 −1,19·10−4 −5,21·10−3 −1,04·10−2 −2,70·10−6 −2,10·10−4
−2,82·10−5 −1,10·10−4 −4,47·10−3 −7,16·10−3 −5,28·10−6 −1,14·10−4
−2,00·10−4 1,04·10−4 2,82·10−3 4,48·10−3 −1,16·10−5 3,04·10−4
−3,36·10−4 5,34·10−5 −3,55·10−6 −1,08·10−4 −2,31·10−5 3,60·10−4
−4,02·10−4 −1,29·10−4 0,80 2,29·10−2 1,04·10−2 −8,16·10−3
5,94·10−4 3,65·10−5 1,33·10−2 0,72 −5,77·10−3 8,13·10−3
0,29 4,95·10−4 1,21·10−2 −1,32·10−2 7,99·10−1 4,63·10−3










1,17·10−3 3,14·10−4 6,70·10−3 −9,42·10−3 1,81·10−5 −2,13·10−5
3,14·10−4 3,18·10−4 7,62·10−3 1,55·10−3 −8,18·10−6 3,45·10−4
6,70·10−3 7,62·10−3 2,27·10−1 1,88·10−1 4,34·10−5 7,37·10−3
−9,42·10−3 1,55·10−3 1,88·101 5,95·101 4,75·10−2 4,13·10−1
1,81·10−5 −8,18·10−6 4,34·10−5 4,75·10−4 2,60·10−6 −3,42·10−5






−6,37·10−3 −9,14·10−4 −1,51 1,90 −0,89 0,29
1,11·10−3 2,70·10−4 −1,03 1,30 −7,39·10−1 1,75·10−1
−8,23·10−3 1,59·10−3 −2,34·101 3,12·101 −1,66·101 4,25
−3,42·10−2 −2,98·10−3 4,12 4,22·10−1 1,42 −5,00·10−2
−5,07·10−4 −7,90·10−3 1,73·10−2 −1,14·10−2 1,97·10−2 2,04·10−5






0,11 0,02 −0,25 −1,33 −2,06 −0,55
0,02 0 −0,34 0,19 −0,53 −0,032
−0,25 −0,34 5,03·103 −8,23·103 3,74·102 8,33·102
−1,33 0,19 −8,23·103 2,00·104 8,09·103 −6,15·103
−2,06 −0,53 3,74·102 8,09·103 1,21·104 −6,55·103
−0,55 −3,18·10−2 8,33·102 −6,15·103 −6,55·103 3,83·103


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Tabelle B.9: Reglerparameter des sa¨ttigenden Zustandsreglers
K2=
[
0,0921 0,0053 −0,5757 −3,0227 −0,0016 −0,0230
0,0782 −0,0070 −0,5180 −1,6849 −0,0011 −0,0134
−0,0206 0,0083 0,3425 0,7495 −0,0003 0,0216
−0,1160 −0,0030 0,0975 1,2246 0,0003 0,0085
−0,0478 −0,0168 −5,8354 −2,5860 1,3948 −0,0120
0,0527 −0,0058 −1,4143 −5,3287 0,7786 0,0401
0,1271 0,0173 1,2623 1,2728 −3,4643 0,0340










−1,70·10−3 5,72·10−5 −3,76·10−3 2,63·10−2 −1,54·10−5 −1,13·10−4
5,72·10−5 2,79·10−5 2,58·10−4 −1,58·10−3 −1,25·10−6 8,64·10−6
−3,76·10−3 2,58·10−4 2,36·10−2 8,32·10−2 4,72·10−5 7,40·10−4
−2,63·10−2 −1,58·10−3 8,32·10−2 5,56·10−1 3,31·10−4 2,78·10−3
−1,54·10−5 −1,25·10−6 4,72·10−5 3,31·10−4 3,77·10−7 −3,77·10−7






7,00·10−5 −1,19·10−4 −5,01·10−3 −9,94·10−3 1,35·10−4 1,62·10−3
−6,58·10−6 2,55·10−6 −4,84·10−4 9,47·10−4 −7,66·10−4 5,71·10−5
−8,44·10−4 3,27·10−4 3,60·10−2 6,45·10−2 −2,62·10−2 −6,63·10−4
4,19·10−4 2,02·10−3 1,99·10−1 2,04·10−1 −4,10·10−2 −1,53·10−2
−2,71·10−5 −3,29·10−6 9,92·10−5 1,34·10−4 3,17·10−5 −1,95·10−6





 0,0062 0,0009 0,0049 −0,0069 −0,0094 −0,00170,0009 0,0002 0,0011 0,0003 −0,0014 −0,00050,0049 0,0011 0,5431 0,2145 −0,1443 0,0074
−0,0069 0,0003 0,2145 0,8657 −0,1321 −0,0002
−0,0094 −0,0014 −0,1443 −0,1321 0,4026 −0,0098





B.3.1 Einfu¨hrungsbeispiel: Tailless Fighter Aircraft








[ −0,5709 −0,1902 ]T
B.3.2 Beispiel: Tailless Fighter Aircraft









[ −2,2242 −0,7261 −0,2617 ]T
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B.3.3 Beispiel: Space-Shuttle




3,302 0,295 −1,425 0,059 0,109 0,157
0,295 0,085 −0,336 0,031 0,097 0,055
−1,425 −0,336 5,990 0,131 −0,030 −0,679
0,059 0,031 0,131 0,032 0,053 0,002
0,109 0,097 −0,030 0,053 0,530 0,041




[ −0,522 −0,277 −0,032 −0,159 −0,007 −0,105
−0,302 −0,156 0,801 −0,001 −0,125 0,483
]




0,0045 −0,0004 −0,0056 −0,0008 −0,0150 0,0034
−0,0004 0,0030 0,0300 0,0015 0,0290 −0,0085
−0,0056 0,0300 0,3169 0,0160 0,3045 −0.0891
−0,0008 0.0015 0,0160 0,0010 0,0185 −0.0050
−0,0150 0,0290 0,3045 0,0185 5,6364 0,1123





0,0005 −0,0013 −0,0135 −0,0008 0,8645 0,0004




Neben den Reglerparametern wird im Folgenden auch auf die Approxi-
mation der zustandsabha¨ngigen Stellbegrenzungen mittels der Legendre-
Polynome aus Abschnitt 6.7.2 eingegangen. Dazu werden zuna¨chst die zu-
standsabha¨ngigen Stellbegrenzungen berechnet. Sie lauten im Fall a = b =
c = d = 1
u¯max(z) = umax − (2 + cos(zl,1))zl,3 + (z2l,2 − 1) sin(zl,1),
u¯min(z) = umin − (2 + cos(zl,1))zl,3 + (z2l,2 − 1) sin(zl,1)
und
v¯max(z) = vmax + 3zl,2zl,3 sin(zl,1) + zl,2(z
2
l,2 − 1) cos(zl,1)
− (2 + cos(zl,1))zl,4,
v¯min(z) = vmin + 3zl,2zl,3 sin(zl,1) + zl,2(z
2
l,2 − 1) cos(zl,1)
− (2 + cos(zl,1))zl,4
mit z = [zTl ua]
T. Die Begrenzungen u¯max(z), u¯min(z), v¯max(z) und v¯min(z)
liegen nicht in polynomialer Form vor und sollen im Folgenden auf dem
Approximationsgebiet Iz = {z ∈ Rn : |zi| ≤ π, i = 1, . . . , ns, ua ≤ umax}
angena¨hert werden.
Anhand von
u¯max(z) = umax − 2zl,3 − cos(zl,1)zl,3 + z2l,2 sin(zl,1)− sin(zl,1)
wird im Folgenden die Vorgehensweise bei der Approximation erla¨utert. Da
−2zl,3 bereits ein Polynom ist, mu¨ssen dazu nur die letzten drei Summan-
den von u¯max(z) betrachtet werden. Dabei wird die Tatsache ausgenutzt,
dass sich diese Summanden als Produkt pi(z)f˜i(z) aus einer trigonometri-
schen Funktion fi(z) und einem Polynom pi(z), darstellen lassen. Zuna¨chst
wird cos(zl,1)zl,3 durch ein Polynom vierter Ordnung approximiert. Es er-
gibt sich




∣∣cos(zl,1)− 0,978− 0,452z2l,1 + 0,026z4l,1∣∣ = 0,1912.
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auftritt. Insgesamt gilt somit
zl,3 cos(zl,1) ≈ (0,978− 0,452z2l,1 + 0,026z4l,1)zl,3




∣∣cos(zl,1)zl,3 − 0,978− 0,452z2l,1 + 0,026z4l,1∣∣ = 0,1912 ·π.
Auf diese Weise wird auch mit den anderen Summanden in u¯max(z) ver-
fahren. Es ergibt sich schließlich
u¯max(z) ≈ uˆmax(z) = umax − 2zl,3 − zl,3(0,978− 0,452z2l,1 + 0,026z4l,1)
+ (0,857zl,1 − 0,093z3l,1)(z2l,2 − 1)
mit dem maximalen Approximationsfehler
∆max = max
z∈Iz
|u˜max(z)− uˆmax(z)| = 2,297.
Damit die Bedingung u˜max(z) ≥ u¯max(z) erfu¨llt ist, wird fu¨r den Entwurf
die Begrenzung
uˆmax(z) = 17,703− 2zl,3 − zl,3(0,978− 0,452z2l,1 + 0,026z4l,1)
+ (0,857zl,1 − 0,093z3l,1)(z2l,2 − 1)
verwendet. Fu¨r die zustandsabha¨ngige Stellgro¨ßenbegrenzung
u¯min(z) = −umax − 2zl,3 − cos(zl,1)zl,3 + z2l,2 sin(zl,1)− sin(zl,1)
ergibt die Approximation
uˆmin(z) = −17,703− 2zl,3 − zl,3(0,978− 0,452z2l,1 + 0,026z4l,1)
+ (0,857zl,1 − 0,093z3l,1)(z2l,2 − 1).
Auch die zustandsabha¨ngigen Stellratenbegrenzungen v¯max(z) und v¯min(z)
lassen sich wie folgt approximieren
vˆmax(z) = vmax − 3zl,2zl,3(0,857zl,1 − 0,093z3l,1)
+ zl,2(z
2
l,2 − 1)(0,978− 0,452z2l,1 + 0,026z4l,1)
− (2,978− 0,452z2l,1 + 0,026z4l,1)zl,4,
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vˆmin(z) = −vmax − 3zl,2zl,3(0,857zl,1 − 0,093z3l,1)
+ zl,2(z
2
l,2 − 1)(0,978− 0,452z2l,1 + 0,026z4l,1)
− (2,978− 0,452z2l,1 + 0,026z4l,1)zl,4,
wobei auf dem Gebiet Iz der maximale Approximationsfehler ∆max =
7,961 ergibt. Fu¨r den Entwurf der Regelung werden daher die Begrenzun-
gen
vˆmax(z) = 42,040− 3zl,2zl,3(0,857zl,1 − 0,093z3l,1)
+ zl,2(z
2
l,2 − 1)(0,978− 0,452z2l,1 + 0,026z4l,1)
− (2,978− 0,452z2l,1 + 0,026z4l,1)zl,4,
vˆmin(z) = −42,040− 3zl,2zl,3(0,857zl,1 − 0,093z3l,1)
+ zl,2(z
2
l,2 − 1)(0,978− 0,452z2l,1 + 0,026z4l,1)
− (2,978− 0,452z2l,1 + 0,026z4l,1)zl,4
verwendet. Die Reglerparameter sind in der folgenden Tabelle angegeben.




0,4042 0,6214 0,3680 0,1008 0,0111
0,6214 1,0004 0,6198 0,1777 0,0205
0,3680 0,6198 0,4048 0,1232 0,0152
0,1008 0,1777 0,1232 0,0407 0,0056




[ −30,6449 −57,1699 −43,2245 −16,5543 −2,1650 ]
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B.4.1 Vergleich der Vorsteuerungskonzepte
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B.4.2 Beispiel: Tailless Fighter Aircraft













214 B Reglerparameter der Beispiele
Tabelle B.17: Reglerparameter der Ausgangsru¨ckfu¨hrung
Ak =
















[ −0,5094 0,5875 ]
Tabelle B.18: Reglerparameter der Ausgangsru¨ckfu¨hrung - Fortsetzung
X =

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B.4.3 Beispiel: Space-Shuttle




 8,0967 0,6711 −2,6988 0,1680 0,1752 0,26590,6711 0,1865 −0,6469 0,0729 0,1502 0,0784−2,6988 −0,6469 12,2183 0,2769 − 0,0919 −0,9125
0,1680 0,0729 0,2769 0,0704 0,0777 0,0064
0,1752 0,1502 −0,0919 0,0777 0,8446 0,0767





−0,9786 −0,6001 0,1902 −0,3228 −1,7047 −0,2717







p2,3 = − 31,42
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−2,46·101 0 0 0
−5,60·105 −1,83·101 1,00·10−1 6,30·10−3
−5,84·107 1,07·103 −6,12 −7,21·10−1
−6,49·10−1 9,20·10−1 7,20·10−3
−1,34·108 −8,50 2,67 −3,64·10−1
2,54·108 −2,29·103 8,24 1,79













0 0 0 0 0
1,55 5,64·101 3,75·10−2 1,30 −2,21·10−1
1,05·101 −2,20·103 −7,55 4,00 3,22·101
4,94·102 2,83·103 8,36·101 2,04·102 −5,34·101
1,49·102 1,77·103 4,42·101 7,28·101 −2,54·101
−1,65·102 3,14·103 1,15·101 −5,73 −2,92·101





4,32·105 1,61 3,11·10−3 −1,38·10−2






−0,3969 −1,0707 −0,0601 0,8708 −0,0012
0,1730 1,4191 −0,0819 −0,1477 1,0423
]
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7,06 −1,12·103 −5,30·101 2,82·103
−1,12·103 1,78·105 8,42·103 −4,49·105
−5,30·101 8,42·103 4,00·102 −2,13·10−4
2,82·103 −4,49·105 −2,13·104 1,14·106
1,35·102 −1,15·104 −1,02·103 5,43·104
1,68·10−2 4,56·10−1 1,09·10−2 −1,87













1,28·102 1,06·101 −1,83·103 −1,71·102
1,06·101 1,22·101 −2,54·102 −1,11·102
−1,83·103 −2,54·102 1,13·105 7,08·103
−1,71·102 −1,11·102 7,08·103 3,15·103
7,22·101 1,15·101 1,05·102 −1,99·101
2,51·101 4,35·101 1,10·101 1,21·101
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