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ABSTRACT
METHODS OF ENGINE DEGRADATION ASSESSMENT IN
THE TIME-SCALE DOMAIN
FEBRUARY 2014
JEFFREY C. SIMMONS
B.A. Central Connecticut State University 1995,
M.A. Central Connecticut State University 1998,
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Dr. Kourosh Danai
This dissertation addresses health monitoring of aircraft engines. Two methods are
offered for engine degradation assessment: (1) a direct method to isolate degradation of
engine components in-flight, and (2) an inverse method to quantify the level of degradations
post-flight. The noted feature of the degradation isolation method is its independence
from training, which makes it suitable for on-board implementation. The degradation
quantification method, on the other hand, is a multi-output method of parameter estimation
with the advantage of leveraging the shape attributes of model outputs. The representation
of the shape attributes of the various time series, by continuous wavelet transforms (CWTs),
is the salient feature of both the direct and inverse methods developed in this research. It
enables the isolation of regions in the time-scale plane, called “signatures,” wherein the
wavelet coefficients of a given transform time series dominate the wavelet coefficients of
v
the others. These methods of engine degradation isolation and quantification have been
validated numerically using the transient outputs of a high-bypass turbo-fan engine model
provided by Pratt & Whitney Company.
In the direct method, residuals will continually be formed in-flight to represent the
difference between individual outputs and their baseline. These residuals will then be con-
trasted with each other to reveal “degradation signatures,” denoting the effect of the present
degradation on individual residuals. To perform degradation isolation, the observed degra-
dation effect will be compared with the pre-established effect of individual components’
degradation on the outputs according to the engine model. These pre-established effects
are defined according to the sensitivity of outputs to component parameters, denoted as
“output/parameter signatures,” and to combined component parameters, denoted as “out-
put/component signatures.” The effectiveness of the proposed method is evaluated in
engine simulations. The results indicate that with the suite of outputs currently available
on-board 70% to 96% of the degraded components simulated can be isolated for new and
older engines.
In the inverse method, parameter signatures are extracted to denote the regions of
the time-scale domain wherein individual output parameter sensitivities are dominant.
Justified by this dominance, the prediction error can be attributed in these regions to
the error of the corresponding model parameter. This enables parameter estimation to
be performed on a small set of wavelet coefficients. These isolated regions of the time-
scale plane also reveal numerous transparencies and degrees of freedom to be exploited for
parameter estimation. The transparencies include the quality measures of the parameter
signatures. The degrees of freedom entail the various shape attributes of outputs that can
be included through different wavelet transforms, selectiveness of regions of the parameter
signatures that are closest to the edge points (modulus maxima), among others. It is shown
that by taking advantage of these transparencies and degrees of freedom, the robustness of
vi
parameter estimation can be improved. The results also indicate the potential for improved
precision and faster convergence of the parameter estimates when shape attributes are used
in place of the magnitude. Although the inverse method has proven effective in several
platforms, it is found to be less effective than nonlinear least squares in application to the
engine model, due to the lack of distinction between its output sensitivities.
vii
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INTRODUCTION
Performance of aircraft gas turbine engines deteriorate with age due to corrosion, ero-
sion, and fouling of blades and vanes and increased seal leakages. The customary approach
to engine maintenance is to perform regularly scheduled overhauls of engines to restore
their performance. But this approach is only suitable for normal engine deterioration: it
falls short when components degrade prematurely due to events that potentially degrade
cooling flow or increase erosion of compressor blades. Examples of such events are flying
through sand storms or volcanic plumes, ice ingestion and blockages to the cooling sys-
tem due to contaminations. This dissertation introduces a direct method of component
degradation isolation that can be readily implemented on-board as a safeguard against
accelerated component degradations. Also introduced is a complementary method of com-
ponent degradation quantification which can operate post-flight to determine the severity
of the degradation incurred. In the direct approach, Damage Signature Isolation Method
(DSIM) [34], which is based on pattern recognition, the effects of component degradations
on the outputs are identified first. These effects are then contrasted for component iso-
lation with the characteristic signatures of individual components on the outputs. The
traditional impediment to the development of direct solutions for engine health monitoring
has been their demand for training to determine the component characteristic signatures;
e.g., [16, 17, 36]. The first contribution of this dissertation is to introduce a direct solution
that overcomes this traditional barrier. It achieves this by relying on continuous wavelet
transforms to both represent and delineate the shape attributes of time signals and the
sensitivities of engine outputs to the health parameters.
1
There are two features of continuous wavelet transforms that are particularly appealing
to both the proposed direct and inverse solutions. One is the multi-scale differential feature
of these transforms, which enables characterization of the shapes of time signals, as size is
quantified in the time domain. The other is their capacity to delineate time signals, which
is used for change detection and parameter estimation by isolating regions of considerable
deviation in the time-scale domain among the time signals, coined as signatures. These
signatures offer significant advantages in system identification areas. This dissertation
extends their applicability in performance monitoring of gas turbine engines [3, 25–27].
Specifically, the signatures can be used for signal change detection. By using this change
detection strategy, the proposed degradation isolation method identifies the unique effects
of degradations on the individual outputs as well as the effects of health parameters and
components on the output sensitivities. The contrast between the degradation effects and
the characteristic effects of parameters and components on the outputs has been shown to
provide a considerable level of accuracy for degradation isolation of engine components.
In contrast to the direct approach, the “health parameters” representing the efficiency
and flow capacity of individual engine components are estimated in the inverse approach [35].
Parameter estimation is generally performed post-flight using the recorded measurements [4,
5]. Practical considerations often demand in-flight measurements to be acquired during
steady-state operation of the engine [10, 11, 21], although the estimation methods, such as
the Kalman filter or nonlinear least-squares, would perform more efficiently with transient
measurements. With steady-state measurements and in the absence of a priori informa-
tion about component degradation correlation (e.g., health parameter covariance matrix
in [4]), the information content of each measurement is confined to a static gain, therefore,
at least as many measurements are needed as the number of parameters to be estimated.
Transient measurements, on the other hand, provide more identifiability to the health
parameters [7,9], therefore, they demand fewer sensors [26]. Regardless of the type of mea-
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surement used, the inverse approach is iterative and would require the influence coefficient
matrix (i.e., Jacobian) at the current parameter estimates. With steady-state measure-
ments, the influence matrix can be obtained a priori to reduce computation [4, 5]. With
transient measurements, however, such a priori provision is impossible and function calls
(i.e., engine simulations) are necessary, which add to the computation. The use of tran-
sient data is rare in currently used diagnostic methods but its use has been previously
attempted; Merrington [28, 29] utilized transient data in engine fault diagnosis however,
computer limitations at the time, hampered results. The inverse approach is also con-
strained by the convergence requirements of rich excitation of the outputs and convexity
of the error surface [20], which deter its implementation on-board. It is recalled here that
databases of pre-generated state-space models such as STORM [8] and eSTORM [13] exist
to avoid simulation runs on-board. However, the precision of these models have proven
inadequate for on-board parameter estimation.
The contribution to this thesis to the inverse method of degradation quantification is to
include the shape attributes of outputs. The current inverse methods rely on the magnitude
of the gradient (Jacobian) and of the prediction error. This thesis offers the alternative of
using the shape attributes of these entities instead. For application to the jet engine, this
thesis extends the capabilities of PARSIM [3] to multiple outputs and wavelet transforms.
The salient feature of the proposed method is its size mitigation of the CWT surfaces
by focusing on isolated information-rich regions of these surfaces. These regions of the
time-scale plane, called ‘parameter signatures’, can be isolated because of the enhanced
delineation of time series in the time-scale domain. Each region is sought wherein the
sensitivity of an output to a model parameter dominates its sensitivities to all the other
model parameters, hence making it possible to attribute the prediction error to the error
of individual model parameters in their corresponding parameter signature [3]. These
single-parameter approximations of the prediction error enable, in turn, consideration of
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isolated segments of surfaces of the output sensitivities and prediction error for parameter
estimation, thus making it tractable to include isolated portions of the CWTs for parameter
estimation. A potential pitfall of the above scheme is the absence of parameter signatures
due to parameter non-identifiability. For such cases, an alternative integration routine is
considered wherein separate estimates of individual model parameters are obtained for their
iterative adaptation.
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CHAPTER 1
THE GENERAL APPROACH
This dissertation consists of two separate yet complementary parts. The first part
(chapter 3) describes the direct method to isolate components of the gas-turbine engine in
which the presence of degradation has been detected. The second part (chapter 4) handles
the inverse method in which the severity of the component degradation is assessed. The
salient feature of the proposed approaches is that it transforms transient time series into
a surface in the time-scale domain via continuous wavelet transforms. The two important
features of CWTs is their characterization of shape attributes and their delineation of the
time series. The hallmark of this approach is its reliance on “signatures” which denote
the regions in the time-scale domain of significant deviation between the surfaces. These
signatures have been used in this research for signal change detection as well as parameter
estimation.
DSIM uses continuous wavelet transforms (CWTs) to represent various shape attributes
of outputs/residuals as the basis for identifying the outputs affected by component degra-
dation. It also takes advantage of the enhanced delineation of these wavelet transforms
to identify the residuals that are affected by engine degradation as well as to define the
influence matrix that associates these residuals with the engine components. The contin-
uous wavelet transforms will be described first then the features that benefit performance
monitoring and parameter estimation will be illustrated.
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1.1 Transformation to the Time-Scale domain
Briefly, a continuous wavelet transform (CWT) is obtained by the convolution of a
wavelet function ψs(t) with the signal f(t) [22], as
W{f}(t, s) = f ∗ ψs(t) =
∫ ∞
−∞
f(τ)ψs(t− τ)dτ (1.1)
where ψs(t) =
1
s
ψ( t
s
) represents the wavelet function, and t and s denote the translation
(time) and dilation (scale) parameters, respectively. The wavelet function can be manip-
ulated in two ways, as shown in Fig. 1.1: (i) it can be moved sideways (translated) to
coincide with different segments of the signal, and (ii) it can be widened (dilated) or nar-
rowed (constricted) to align with a larger or smaller segment of the signal at its current
location (current time). Dilation in wavelet transforms is analogous to widening or narrow-
ing of the sinusoidal function in the Fourier transform due to the frequency, as such scale,
s, in CWT is often paralleled to frequency, hence the name “time-frequency” domain.
t3t2t1
s3
s2
s
t
1
Translation Dilation
Figure 1.1. Translation and dilation of the Sombrero wavelet across a time signal
For a view of the CWT which is of significance to this research let us consider the CWT
of a time signal f(t) at a particular coordinate (t1, s1):
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W{f}(t1, s1) =
∫ ∞
−∞
f(τ)
1
s1
ψ
(
t1 − τ
s1
)
dτ (1.2)
The wavelet coefficient, W{f}(t1, s1), which represents the cross-correlation of f(t) with
ψs1(t1), depends upon the magnitude of f(t) as well as the conformity of f(t) with the shape
of the dilated ψs1(t1). As such, the wavelet coefficients can accentuate minute differences
between time signals at the lower scales, when a narrow ψs(t) captures the conformity of
the wavelet function with a small segment of the time signal [26].
Numerically, the computation of CWTs is significantly facilitated for dyadic time data,
similar to fast Fourier transforms. In this dissertation, 128 data points of each time data
and 72 scales obtained for the CWTs, result in a time-scale plane of 128 × 72 pixels with
each pixel having unity time and scale dimensions.
1.2 Characterization of Shape Attributes
The capacity to represent the shape attributes of time series is rooted in CWTs’ multi-
scale differential feature [22]. Consider the wavelet ψ(t) to be the nth order derivative of
the smoothing function β(t); i.e.,
ψ(t) = (−1)nd
n(β(t))
dtn
(1.3)
and the continuous wavelet transform of the time function f(t) defined as
W{f}(t, s) = f ∗ ψs(t) =
∫ ∞
−∞
f(τ)
1√
s
ψ∗
(τ − t)
s
dτ (1.4)
where W{f} denotes the CWT of the time function f(t), ∗ denotes convolution, ψ∗ is
the complex conjugate of ψ, ψs(t) =
1√
s
ψ( t
s
), and t and s denote the time (translation)
and scale (dilation or constriction) parameters, respectively. Then according to Mallat and
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Hwang [24], this wavelet transform is a multiscale differential operator of the smoothed
function f ∗ βs(t) in the time-scale domain; i.e.,
W{f}(t, s) = sn d
n
dtn
(f ∗ βs(t)) (1.5)
Using this feature, one can utilize a CWT to represent a certain shape attribute of a time
series. For instance, one may consider the smoothing function β(t) to be the Gaussian
function. In this case, the Gauss wavelet which is the first derivative of the Gaussian
function, as shown in the left plot of Fig. 1.2, produces a CWT that represents the slope
of the signal f(t) smoothed by the Gaussian function, and orthogonal to it. Similarly, the
Sombrero wavelet which is the second derivative of the Gaussian function, as shown in
the right plot of Fig. 1.2, produces a CWT that denotes the rate of slope change of this
smoothed signal in the time-scale domain.
Time
Gauss Wavelet
Time
Sombrero Wavelet
Figure 1.2. Gauss wavelet (left) and Sombrero wavelet (right) which are the first and
second derivatives of the Gaussian function, respectively
The shape representation capacity of CWTs is illustrated via a simple example. The
time series having piece-wise constant slopes is shown in the top plot of Fig. 1.3. Shown
in the second row are, respectively, the slice of its Gaussian smoothed surface at the first
scale (left), the first-scale slice of its Gauss CWT (middle), and the first-scale slice of its
Sombrero CWT (right). As can be observed from the time series, depicted in the top
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plot of Fig. 1.3, there are slope changes at approximately 30 and 80 seconds, after which
the time series becomes flat. The slice of the Gaussian smoothed surface (left bottom)
is almost identical to the original signal (top) because Gaussian smoothing at low scales
does not change the time series due to the very narrow span of the smoothing function.
The slice of the Gauss CWT (middle bottom) is piece-wise constant with the magnitude of
each segment being proportional to the time series slope. The slice of the Sombrero CWT
contains two spikes at the points of slope change, representing the rate of change of slope
of the time series.
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Figure 1.3. Example of features extracted from a time-series by different WTs
Another important feature of the CWTs relevant to PARSIM is their enhanced delin-
eation of time series in the time-scale domain. To illustrate this point, let us consider the
hypothetical output sensitivities ζ1 and ζ2 in the left plot of Fig. 1.4 associated with the
hypothetical parameters θ1 and θ2. The two output sensitivities are nearly collinear with
a correlation coefficient of ρ = 0.9997. Yet if the difference between their absolute nor-
malized Gauss wavelet coefficients, (|W{ζ1}|/max |W{ζ1}|)−(|W{ζ2}|/max |W{ζ2}|) were
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considered, shown in the right plot of Fig. 1.4, one observes that it consists of both posi-
tive and negative values. This indicates that for each output sensitivity, there are regions
of the time-scale plane wherein the absolute value of one output sensitivity’s normalized
wavelet coefficient exceeds the other’s, albeit by a small margin. One can extrapolate these
results to multiple output sensitivities, with the expectation that the regions associated
with individual parameter signatures will become smaller with the overlap from the other
output sensitivities’ wavelet coefficients. However, given independent output sensitivities
(i.e., full ranked Jacobian Φ) and adequate resolution in the time-scale plane (i.e., number
of pixels), there will always be at least a pixel wherein the wavelet coefficient of each output
sensitivity exceeds all the others.
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Figure 1.4. Two highly correlated output sensitivities and the difference between the
absolute normalized values of their Gauss wavelet coefficients.
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CHAPTER 2
THE ENGINE MODEL
The model used in this study is a generic engine model, provided by Pratt & Whitney,
which is simulated by Numerical Propulsion System Simulation (NPSSTM). The simulation
is compiled and wrapped with an interface to allow it to be run using MATLAB/SIMULINKTM.
The schematic of the engine is shown in Fig. 2.1. The simulation is configured as a two-
spool, high-bypass, separate flow turbofan and for the purpose of this study the health
parameters are confined to the efficiency and flow capacity of the five major components:
low pressure compressor (LPC), high pressure compressor (HPC), high pressure turbine
(HPT), low pressure turbine (LPT), and fan. The ten health parameters used in this study
are listed in Table 2.1. The flight conditions used for simulation are sea level static, stan-
dard day. The operation of the engine simulation is controlled by varying fuel flow. The
simulated outputs that are measurable in-flight are also listed in Table 2.1.
The excitation input considered in this study to generate the transient outputs was a
snap deceleration plus snap acceleration (V-shaped) input, which was emulated by running
the simulation at high power for 15 seconds, ramping down the fuel flow for 10 seconds to
approximately 80% power, and then ramping it back to full power for 10 seconds. Because
the health parameters used in this study were functions of the power setting, this transient
excursion was crafted so that the values of the parameters would not be overly influenced
by the power setting. In every case in this study, the simulation was run to produce 40
seconds of outputs, and the excitation input was introduced at 14 seconds into simulation
after the initial simulation transients had settled. As such, the transient outputs used for
analysis were in the 14 - 38 second time-window.
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Inlet LPC HPC Burner
H
PT LPT
0 2 2.5 3 4 4.5 5 7 8Station
Fan Bypass nozzle
Nozzle
Figure 2.1. Schematic diagram of the two-spool, high-bypass, separate flow turbofan
engine represented by the NPSS simulation model, together with the station and primary
component locations
Table 2.1. The outputs simulated by the model, the engine components, and the health
parameters. The numbering of the pressure and temperature outputs follows the standard
aerospace practice for gas-turbine engines, see Fig. 2.1. The outputs simulated are those
commonly measured in-flight. As to the parameters, the subscript “eff” denotes component
efficiency, “FC” represents its flow capacity.
# Output # Component # Parameter
1 Low Rotor Speed 1 Fan 1 ∆Faneff
2 High Rotor Speed 2 LPC 2 ∆FanFC
3 P2.5 3 HPC 3 ∆LPCeff
4 P3.0 4 HPT 4 ∆LPCFC
5 T3.0 5 LPT 5 ∆HPCeff
6 P5.0 6 ∆HPCFC
7 T5.0 7 ∆HPTeff
8 ∆HPTFC
9 ∆LPTeff
10 ∆LPTFC
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CHAPTER 3
THE DIRECT METHOD
DSIM is inspired by the heuristic approach of human experts who may attempt to iden-
tify the measured outputs affected by component degradation as a precursor to degraded
component isolation. For this, also necessary is a knowledge of the outputs that ought to
be affected by individual component degradations; i.e., degradation signatures. This is a
typical pattern classification problem wherein the identification of affected measurements is
achieved through signal processing and the isolation of the degraded component is obtained
by mapping the affected measurements to the signatures of individual component degrada-
tions on the outputs. This dissertation will show, instead, that both the identification of
the affected measurements and formulation of the component characteristic signatures are
facilitated by the signal change detection introduced in this thesis.
The signal change detection presented in this thesis is achieved by isolating regions in the
time-scale domain wherein the wavelet coefficients of individual outputs are considerably
different from the others. The presence of such regions is used as indication of the effect of
engine degradation on the output. This same approach is also applied to the sensitivities
of modeled outputs to the health parameters to identify the outputs that are affected
by individual health parameters. The latter is then used to establish the influence matrix
representing the characteristic signatures of the health parameters for isolating the degraded
components.
The basis for defining in DSIM the characteristic signatures of the components on the
outputs is the sensitivity of the transient engine outputs to health parameters. The underly-
ing analogy is that if degradation of individual components is reflected in the corresponding
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health parameters, as is assumed in the inverse approach, then the sensitivity of the outputs
to individual health parameters should provide a blueprint for the characteristic signatures
of components. The shape representation capacity of continuous wavelet transforms is used
to account for various shape attributes of the transient outputs/residuals, and the enhanced
delineation of these outputs/residuals for change detection [34].
3.1 Residual Flagging
A residual, j(t), is defined here as the difference between the measured output, yj(t),
and its baseline trace, ynj (t), in response to a known and pre-specified excitation input,
u(t), as
j(t|u(t)) = yj(t|u(t))− ynj (t|u(t)) t ∈ [t1, tN ] (3.1)
As such, it is assumed here that measurements are obtained by introducing a pre-specified
excitation to the engine every so often; e.g., once during each cycle or that they are obtained
during take-off. The residuals would then represent the difference between these measure-
ments and their normal trace already archived for the engine previously. A sample of such
simulated residuals, during the transients caused by the V-shaped fuel flow to the engine,
is shown in Fig. 3.1. As is clear from the results, the size of the residuals are too small to
be used for their delineation in the time domain. However, there is considerable difference
between the shapes of these residuals which can be used as the basis to characterize their
differences. The shape representation capacity of the CWTs [27] is of particular use in this
endeavor.
Another feature of the CWTs that is essential to the identification of degradation-
affected residuals is the enhanced delineation CWTs provide in the time-scale domain [26].
For distinction of local differences between the residuals, the notion of degradation signature
is introduced as:
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Figure 3.1. The residuals of the first three outputs representing degradation in LPC
Definition 1 If a pixel (tk, sl) exists which satisfies the following condition
∣∣∣W{j}(tk, sl)∣∣∣ > ηd ∣∣∣W{m}(tk, sl)∣∣∣ ∀ m = 1, . . . , p 6= j (3.2)
where p denotes the number of outputs in the output suite, ηd is the dominance factor, and
W{j} = W{j}
max(t,s) |W{j}| (3.3)
then the pixel is labeled as (tjk, s
j
l ) and included in Rj , the degradation signature associated
with j .
The normalization of the wavelet coefficients according to Eq. (3.3) nullifies the de-
pendence of the wavelet coefficients on the amplitude of j(t) in Eq. (3.2) and leaves the
correlation between the residual j(t) and the wavelet ψs(t) in Eq. (1.2) as the only factor
affecting the magnitude of the CWT at each time and scale. Accordingly, a signal 1(t) that
is only slightly different from 2(t) in a time-window, associated with the dilation width of
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the wavelet at a certain scale, will correlate differently than 2(t) with ψs(t) within that
time-window, hence, accentuating their local differences.
For illustration purposes, the degradation signatures of the three residuals in Fig. 3.1
obtained at ηd = 1.75 via the Gauss CWT are shown in Fig. 3.2, where the dark pixels
in the plane represent the locations where the wavelet coefficient of the corresponding
residual is dominant relative to that of the rest of the residuals in the output suite. Since,
as discussed earlier, the Sombrero CWT represents the rate of slope changes of the time
series in the time-scale domain, the degradation signatures shown in Fig. 3.2 represent the
regions where the slope of the corresponding residual is larger than all the others in the
suite of seven residuals available on-board.
The presence of a degradation signature in DSIM is used as indication of the unique
effect of degradation on the output, hence, the identifiability of degradation through the
output. This identifiability is represented by assigning binary values to those residuals
which have more than a designated number of pixels in the degradation signature, as
|j | =
 1
∑N,M
k=1,l=1(t
j
k, s
j
l ∈ Rj) > d
0 otherwise
(3.4)
where |j| is the binary flag value associated with j and d ∈ N is called the signature
size threshold representing the designated number of pixels. The above flagging approach
implements a binary strategy in accordance with the notion of degradation signatures
indicating the effect of degradation on the output. An alternative approach here would be
a non-binary strategy whereby the flag value is assigned according to the quality of the
signature, but as yet no solid criterion for such a quality measure has been conceived and
the analysis is currently restricted to the binary approach.
As is clear from Eq. (3.2), the value of the dominance factor, ηd, is central to the es-
timation of degradation signatures. Higher dominance factors lead to fewer pixels in the
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degradation signatures at the risk of missing minute differences between the residuals. Ac-
cordingly, higher dominance factors would correspond to higher standards of identifiability
for degradation. Also central to estimation of degradation signatures is the wavelet trans-
form used, as the flagged residuals would be different for different wavelet transforms. Here
no additional subscript to signify the type of wavelet transform used, but alert the reader
that the flag value will be different given the wavelet transform, the dominance factor and
the signature size threshold used.
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Figure 3.2. The degradation signatures of LPC by the Gauss WT at ηd = 1.75 extracted
from the residuals in Fig. 3.1
For illustration purposes, the flagged residuals for a new engine by the Gauss CWT
at ηd = 1.75, ηd = 2, and ηd = 2.25 using the signature size threshold of d = 5 obtained
according to Eq. (3.1) are shown in Table 3.1. For this case, ynj (t|u(t)) in Eq. (3.1) was
simulated to correspond to a new engine and the degraded components were simulated to
represent degradation levels associated with approximately 1000 cycles. The degradation
signatures were obtained according to Eq. (3.2) using the Gauss WT and flagged according
to Eq. (3.4) at the signature size threshold of d = 5. As is clear from the results, some
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of the flag values change from 1 to 0 at higher dominance factors, indicating diminished
identifiability of degradation by the residuals at higher dominance factors. Corresponding
to the residual signatures in Fig. 3.2 are the first three flagged residuals in Table 3.1 for
LPC at ηd = 1.75, which indicate that each of the residual signatures in fig. 3.2 have more
pixels than d = 5.
Table 3.1. The flagged residuals according to Eq. (3.4) by the Gauss WT at the three
different dominance factors of ηd = 1.75, ηd = 2 and ηd = 2.25 with d = 5
Output # Degraded Component
Fan LPC HPC HPT LPT
ηd ηd ηd ηd ηd
1.75 2.0 2.25 1.75 2.0 2.25 1.75 2.0 2.25 1.75 2.0 2.25 1.75 2.0 2.25
1 0 0 0 1 1 1 0 0 0 0 0 0 1 0 0
2 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1
3 0 0 0 1 0 0 1 1 1 1 1 0 1 0 0
4 1 1 1 0 0 0 1 1 1 0 0 0 0 0 0
5 0 0 0 0 0 0 1 0 0 1 1 1 1 1 1
6 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1
7 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1
3.2 Influence Matrices
Once the flagged residuals have been obtained, they need to be attributed to a compo-
nent degradation. In DSIM, the relationship between the flagged residuals and degraded
components is established according to the sensitivity of the model outputs to either compo-
nents or health parameters. Furthermore, in order to comply with the practical constraint
of unknowable health parameters for the engine, the influence matrices are estimated only
once in this study by setting the value of each health parameter to 1 to represent the engine
at 0-cycle.
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3.2.1 According to Component Sensitivity
One approach to establishing the ‘a priori’ relationship between the outputs and com-
ponent degradations is to assume that any degradation of a component is associated with
changes to its efficiency and flow capacity parameters. Accordingly, the sensitivity of the
outputs to the individual components can be estimated as
∂yˆj/∂Ci =
yˆ(u(t), Θ¯− δθ2i − δθ2i+1)− yˆ(t,u(t), Θ¯)
δθ2i + δθ2i+1
(3.5)
where Θ¯ denotes the vector of nominal parameter values for the engine (all set to 1 for a 0-
cycle engine), and δθ2i and δθ2i+1 represent perturbations of the efficiency and flow capacity
of the component Ci. It should be noted here that the negative perturbations in Eq. (3.5)
are not necessarily representative of all the health parameter changes by degradation, since
the flow capacity values increase with turbine degradations. As a potential alternative, one
could use a central difference approach to include both positive and negative perturbations,
at the cost of performing twice as many simulation runs. Using the component sensitivity
of the outputs, one can adopt the same strategy as in degradation signatures to define the
output/component signature as:
Definition 2 If a pixel (tk, sl) exists which satisfies the following condition
∣∣∣W{∂yˆj/∂Ci}(tk, sl)∣∣∣ > ηd ∣∣∣W{∂yˆq/∂Ci}(tk, sl)∣∣∣ ∀ q = 1, . . . , p 6= j (3.6)
where p denotes the number of outputs in the output suite and W{∂yˆj/∂Ci} is normalized
as in Eq. (3.3), then the pixel is labeled as (tjk, s
j
l ) and included in Ωji, the output/component
signature of Ci on the output yj.
The presence of a output/component signature, as defined above, indicates that the
corresponding output in the output suite is affected by the combined parameter perturba-
tions of the component. As such, the output/component signatures are used to provide
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a blueprint of the component effects on the outputs. But before the utility of the out-
put/component signatures in the analysis is discussed, it is worthwhile mentioning their
similarities/differences with the degradation signatures. The output/component signatures
are similar to the degradation signatures in that they too consider the dominance of indi-
vidual outputs in an output suite. They differ from the degradation signatures, however,
in that the output/component signatures are model-based, because of their reliance on the
modeled output; i.e., ∂yˆj/∂Ci, whereas the residuals are empirical and obtained from the
actual engine.
The output/component signatures, similar to the degradation signatures, provide the
basis for identifying the outputs that are dominantly effected by individual components.
As before, the presence of a output/component signature is used as indication of the com-
ponent influence on the corresponding output, and implement the following binary flagging
approach to the component sensitivities
|∂yˆj/∂Ci| =
 1
∑N,M
k=1,l=1(t
j
k, s
j
l ∈ Ωji) > d
0 otherwise
(3.7)
where d is the signature size threshold, as in Eq. (3.4). Using the above flagging scheme,
each flagged component sensitivity represents a component of an influence matrix to be
used to estimate component degradation values according to the flagged residuals vector.
For illustration purposes, shown in Table 3.2 is the influence matrix comprising the
flagged component sensitivity values according to the perturbation size of δθi = 0.002 in
Eq. (3.5), using the Gauss WT, the dominance factor of ηd = 1.75, and signature size
threshold of d = 5. The perturbation size of δθi = 0.002 will be uniformly the same for all
the parameters in all cases of sensitivity computation in this paper, and is selected to be
small enough to comply with the notion of using the difference equation as approximation
to differentiation.
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Table 3.2. The binary influence matrix comprising the flagged component sensitivity
values of the outputs by the Gauss WT at the dominance factor of ηd = 1.75 and signature
size threshold of d = 5. The 1’s in this table represent the influence of the component on
the corresponding output.
Output Component
# Fan LPC HPC HPT LPT
1 0 1 0 0 1
2 1 1 1 1 1
3 0 1 1 1 1
4 1 0 1 1 0
5 0 0 1 1 1
6 1 1 0 0 1
7 0 1 1 1 1
According to the influence matrix in Table 3.2, the outputs that may be potentially
affected by each component degradation have a magnitude of 1 in the row associated with
the component. For example, according to the results in this table a degradation in LPC is
expected to influence outputs 1, 2, 3, 6, and 7. But the more interesting result in this table
is that both HPC and HPT affect the same outputs, therefore, they are indistinguishable
with this influence matrix. To bypass cases such as this, where the components blueprint
influence on the outputs is the same, several influence matrices will be estimated according
to both the Gauss and Sombrero CWTs and three different dominance factors.
3.2.2 According to Parameter Sensitivity
The second approach to establishing the ‘a priori’ relationship between the outputs
and engine components is through the health parameters. According to this scheme, the
flagged residuals are first associated with individual health parameters and then with engine
components. The parameter sensitivities are generated as
∂yˆj/∂θi ≈ yj(u(t), Θ¯ + δθi)− yj(u(t), Θ¯)
δθi
(3.8)
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where Θ¯ is the vector of nominal parameter values, all set to 1 in this study, θi is an individ-
ual health parameters, among those listed in Table 2.1, and δθi represents the perturbation
size of the parameter (0.002 in this study). Here, instead of positive perturbations, one
could use negative perturbations, as in Eq. (3.5), or both positive and negative pertur-
bations for a central difference approach. Assessing the suitability of the approximation
scheme is deferred to when the method is studied for practical implementation. As before,
one can define the output/parameter signature as
Definition 3 If a pixel (tk, sl) exists which satisfies the following condition
∣∣∣W{∂yˆj/∂θi}(tk, sl)∣∣∣ > ηd ∣∣∣W{∂yˆq/∂θi}(tk, sl)∣∣∣ ∀ q = 1, . . . , p 6= j (3.9)
where p denotes the number of outputs in the output suite and W{∂yˆj/∂θi} is normalized
as in Eq. (3.3), then the pixel is labeled as (tjk, s
j
l ) and included in Πji, the output/parameter
signature of θi on the output yj.
As with the previous signatures, a higher dominance factor provides a higher level of
resolution at the risk of ignoring minor differences. Similar to the component sensitivities,
the parameter sensitivities in DSIM are flagged as
|∂yˆj/∂θi| =
 1
∑N,M
k=1,l=1(t
i
k, s
i
l ∈ Πji) > d
0 otherwise
(3.10)
where d is the signature size threshold used in Eq. (3.4). Using the flagged parameter
sensitivities, a similar influence matrix as the one in Table 3.2 can be formed. For illus-
tration purposes, the influence matrix according to parameter sensitivities obtained at the
dominance factor of ηd = 1.75 via Gauss CWT and based on the signature size threshold
of d = 5 is shown in Table 3.3. According to the influence matrix in this table, parameters
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7 and 8: ∆HPTeff and ∆HPTFC, affect the same outputs: 2, 3, 5 and 7, but there is no
other redundancy observed with the other parameters.
Table 3.3. The binary influence matrix obtained by parameter sensitivity of the outputs
at the dominance factor of ηd = 1.75 via Gauss WT with d = 5 to represent the influence
of each parameter on the outputs
Output Parameter #
# 1 2 3 4 5 6 7 8 9 10
1 1 0 1 1 0 0 0 0 0 1
2 1 1 0 1 1 1 1 1 0 0
3 1 0 1 0 1 1 1 1 1 1
4 1 1 0 1 0 0 0 0 1 0
5 0 0 0 0 0 1 1 1 1 1
6 1 1 1 1 0 1 0 0 1 0
7 0 0 0 1 1 1 1 1 0 1
3.3 Degradation Estimation
Let us consider the case where the presence of engine degradation is suspected. As a
side note, although degradation detection is not addressed in this thesis, it is not consider as
challenging as degradation isolation since it has been observed that degradation detection
to be possible through a variety of mechanisms such as cumulative sum of residuals or
Gaussian smoothed-based degradation signatures. The formulation of such mechanism is
deferred until the practical implementation of the DSIM is considered, so as to base its
design on real data from the engine.
In each degradation scenario, the flagged residuals, on the one hand, specify the outputs
that are affected by the degraded component. The influence matrices, on the other hand,
provide an account of the outputs that are expected to be affected by each component or
parameter. As such, each flagged residual when mapped through the influence matrix can
provide an account of the components or health parameters that are likely to have been
responsible for the flagged residuals.
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3.3.1 Based on Component Sensitivity
Consider the flagged residual vector, E, below obtained by the Gauss WT at the domi-
nance factor of ηd = 1.75 and signature size threshold of d = 5 as the result of degradation
of HPT, as
E = [|j |] =
[
1 1 0 1 1 0 1
]T
The components of the residual vector above are sequenced according to the output number
in Table 2.1. Mapping this flagged residual vector against the influence matrix in Table 3.2,
which is obtained with the same CWT, dominance factor and signature size threshold, can
be readily achieved by the cosine similarity of the above residual vector to the individual
columns of the influence matrix in Table 3.2. According to this strategy, the individual
component degradation estimates ∆̂Cmc according to component sensitivities (denoted by
the subscript c) are obtained as
∆̂Cmc =
∑p
j=1 |j| × |∂yˆj/∂Cm|√∑p
j=1 (|j |)2
√∑p
j=1 (|∂yˆj/∂Cm|)2
(3.11)
which for the example flagged residual above produces the following normalized component
estimate
∆̂Cc =
[
0.56 0.6 0.8 0.8 0.73
]T
which provides the highest estimates for the HPT as well as the HPC. As will be shown
later, the overall estimate for each component will consist of those from Gauss and Som-
brero CWTs at several dominance factors to provide a better resolution for component
degradation estimates than the single estimate shown above.
3.3.2 Based on Parameter Sensitivity
Obtaining the component degradation estimates according to parameter sensitivities
is a bit more involved, since the parameter sensitivities can only be useful for narrowing
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down the list of health parameters potentially affected by the engine degradation. Given
that several residuals are usually flagged in each degradation scenario and each residual
(output) is associated with a different set of health parameters, a voting scheme is devised
here to integrate the count for health parameters from different flagged residuals. In this
voting scheme, the parameter count, Σθi, is computed to represent the number of times a
health parameter is counted by all the flagged residuals as
Σθi =
p∑
j=1
|j| × |∂yˆj/∂θi| (3.12)
The goal of the parameter count, however, is to identify the degraded component, which
can be traced to either or both its efficiency and flow capacity. To this end, the component
count, ΣCm, is computed as the sum of the corresponding health parameters, as
ΣCm = Σθi + Σθi+1, i = 2m− 1 for m = 1, . . . , Q/2 (3.13)
where Q is the number of health parameters and Q/2 denotes the number of components
in the engine. For illustration purposes, let us consider again the flagged residual vector
E above, which according to Eq. (3.12) and the influence matrix in Table 3.3 yields the
parameter count vector
Σθ =
[
3 2 1 4 2 3 3 3 2 3
]T
,
sequenced according to the parameter numbers in Table 2.1. Using Eq. (3.13), the above
parameter count results in the component count vector
ΣC =
[
5 5 5 6 5
]T
which provides the component count of 8 for the HPT. But the above component count
does not yet provide a definitive estimate of the component degradation, due to the uneven
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representation of the parameters/components in the influence matrix. That is, if one were
to consider the scenario where all the residuals were flagged, then the resulting component
count vector would represent the total count of each component in the influence matrix,
hereafter referred to as the component weight, ΣW . For example, the component weight
for the influence matrix in Table 3.3 is
ΣW =
[
8 8 8 8 8
]T
which has equal weight for all the components. Using the component weights to calibrate
the component count, the component degradation estimate, ∆̂Cmθ, according to parameter
sensitivities (denoted by the subscript θ) is computed as
∆̂Cmθ =
ΣCm/Σwm∑Q/2
m=1 ∆̂Cmθ
(3.14)
which represents the ratio of the component count to component weight of each component,
normalized across all the component degradation estimates. Using the above formula, the
normalized component degradation estimate for our example is computed as
∆̂Cθ =
[
0.192 0.192 0.192 0.23 0.192
]T
which provides the highest estimates for the HPT.
3.4 Degradation Isolation Results
Practical application of DSIM entails obtaining the residuals by subtracting from the
current sensory data the baseline data collected from the engine before, transforming the
residuals to the time-scale domain by Gaussian smoothing and/or the Gauss and Sombrero
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CWTs, extracting the residual signatures and flagging them, and then mapping the flagged
residuals through the influence matrix that is available ‘a priori’ from the engine.
In practice, DSIM will use as baseline the sensory data obtained from the engine prior to
its current application. This baseline data can be collected as frequently as possible so that
the flagged residuals can comprise potential gradual degradation of various components.
However the influence matrix cannot be computed as frequently, since it would require
knowledge of the health parameters. The influence matrix in this study is computed for the
new engine (with the health parameters set to 1) under the flight conditions the transient
data will be collected and used throughout for engines of different ages. In the absence of
actual sensory data, the baseline data are obtained from simulation.
Apart from practical concerns such as measurement noise, there are two concerns asso-
ciated with DSIM’s performance. One is the validity of using an influence matrix that may
not necessarily represent the current engine condition and age. The other is the repeata-
bility of degradation isolation for different levels of component degradation. As such, a
test was designed to evaluate DSIM’s repeatability at different engine ages. DSIM’s perfor-
mance is then demonstrated in a case closer to its envisioned application, which is periodic
monitoring of component degradations. This “illustrative case” is also used to demonstrate
the potential effect of some of the practical issues faced in practice, such as measurement
noise, sensor bias and different flight conditions. In all cases, the transient outputs of the
V-shaped input, described in Chapter 2, were used for data generation.
3.4.1 Repeatability Test
Degradation cases were simulated for three engine ages: new (0 cycle), 1000 cycles
and 2000 cycles. The NPSS model has the capability to simulate the performance of
gas-turbines in service, i.e., engine components degraded to higher cycle counts. This is
accomplished via scalars to the efficiency and flow capacity of the respective component
maps. For instance, to test DSIM for a new engine with degradation in the LPC, all scalars
27
were set to their default values, except for those of the LPC, which were set to a level equal
to approximately 1000 cycles of degradation. To test the statistical robustness of DSIM,
ten separate random component degradation episodes for each component corresponding to
roughly 1000 ± 50 cycles from the nominal degradation for each component were processed.
Component degradation episodes were also simulated for engines in service, at 1000 and
2000 cycles. Similarly, for engines in service, the scalars were set to values corresponding
to higher cycle counts to reflect the deterioration of all components, while the scalars of
the component under test were set at elevated levels (i.e., the degraded component of the
2000-cycle engine was set at the degradation of 3000 ± 50 cycles). Ten separate random
episodes of each component degradation were considered for each engine age as well. It
is a well established fact that an engine fleet average deterioration trend does not exist
and that each engine will follow its own unique degradation profile. Given that DSIM’s
operation does not depend on the existence of such profile, only the averages were used
to establish a baseline for the health parameter values at the corresponding engine age.
Alternatively, randomly deviated health parameters from some nominal set of parameter
values to depict engine degradation could have been employed, but such a scheme would
not have been reflective of the number of cycles the depicted degradations were associated
with.
A sample of health parameter deviations from their norm used in the simulation runs
is listed in Table 3.4. From the small magnitude of the health parameter deviations in
Table 3.4, it is clear that DSIM was challenged to isolate small component degradations,
but this was done to test the lower range of DSIM’s isolation ability as assurance of its
success for larger degradation levels. Larger degradations are generally associated with
more pronounced residual differences that not only improve the accuracy of diagnostics
but also reduce the impact of measurement noise on isolation.
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Table 3.4. Sample of parameter deviations used in the simulation to represent degradation
of individual components of the engine
Associated Health Parameters Deviations
Fan LPC HPC HPT LPT
-0.0030 -0.0016 -0.0058 -0.0078 -0.0042 -0.0024 -0.00099 0.00072 -0.0014 0.0016
For each case of the test, the residuals were obtained according to Eq. (3.1) with
ynj (t|u(t)) obtained at the health parameters representing the age of the engine (i.e., equal
to 1 for a new engine or levels corresponding to engines with 1000 or 2000 cycles of service).
The degradation signatures were then obtained according to Eq. (3.2) with Gauss and Som-
brero CWTs for each of the 150 simulated output sets (i.e., 10 episodes × 5 components ×
3 engines). These residuals were then flagged according to Eq. (3.4) at the signature size
threshold of d = 5 and used to estimate the component degradation estimates according
to both component and parameter sensitivities, Eqs. (3.11) and (3.14), respectively. For
illustration purposes, samples of the component degradation estimates representing cor-
rect diagnosis, split diagnosis, and misdiagnosis are shown in Table 3.5. According to the
terminology demonstrated in this table, “correct diagnosis” is represented by a diagnostic
accuracy (DA) of 1 to indicate a match between the highest component degradation es-
timate, ∆̂Cm, and the simulated component degradation. In “split diagnosis,” the DA is
set as the inverse of the number of equal high component degradation estimates, so long
as one of them coincides with the simulated component degradation (DA = 1/2 in the
table). “Misdiagnosis” (DA = 0) denotes the mismatch between the highest ∆̂Cm and the
simulated component degradation.
As mentioned earlier, the component degradation estimates can be obtained from either
the Gauss or Sombrero CWT. As such, these estimates need to be integrated to provide
a comprehensive account of the different aspects of the output shapes, represented by the
CWT, and the level of dominance denoted by the dominance factor, ηd. It was chosen to
perform this integration by adding all the estimates, as depicted in Table 3.6 for a case when
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Table 3.5. Illustration of the three categories of diagnostic accuracy applied to the nor-
malized component degradation estimates
Degraded Correct Diagnosis Split Diagnosis Misdiagnosis
Component DA = 1 DA = 1/2 DA = 0
∆C ∆̂C ∆C ∆̂C ∆C ∆̂C
Real Estimate Real Estimate Real Estimate
Fan 0 0.2083 0 0.1917 0 0.1921
LPC 1 0.2239 0 0.1831 0 0.1806
HPC 0 0.2167 0 0.2240 1 0.2140
HPT 0 0.1862 1 0.2240 0 0.2194
LPT 0 0.1650 0 0.1773 0 0.1940
the Fan was degraded. The last column of Table 3.6 is the normalized sum of the other six
columns. According to the results in this table, the highest estimates by the Gauss CWT
at the dominance factor of ηd = 1.75 (first column) are split between the Fan and the LPC,
the highest estimate at the dominance factor of ηd = 2 (second column) is correct, but it
is erroneous at ηd = 2.25 (third column). The estimates by the Sombrero CWT (columns
4-6), on the other hand, are all correct in isolating the simulated degradation. By summing
the estimates from the two wavelet transforms, the majority estimate is captured, which
happens to be correct in this case. It was observed that the inclusion of all the estimates
in the integrated results provides the most robust and unbiased set of estimation results
for the cases considered.
Using the accuracy count in Table 3.5, the diagnostic accuracy for all the simulated
component degradations according to component and parameter sensitivities are shown in
Table 3.7. Each component degradation estimate in this table represents the sum of six
degradation estimates, as illustrated in Table 3.6, obtained from the Gauss and Sombrero
CWTs at the dominance factors of ηd = 1.75, ηd = 2.0 or ηd = 2.25, and flagged with the
signature size threshold of d = 5. The diagnostic accuracy values in this table represent the
fraction of accurate isolations of the 10 episodes simulated for each component degradation.
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Table 3.6. Illustration of integration by summation of component degradation estimates
by Gauss and Sombrero CWTs at different dominance factors, yielding the normalized
composite degradation estimates for each degradation case
∆̂C
Gauss WT Sombrero WT
∑
∆̂C
ηd = 1.75 ηd = 2 ηd = 2.25 ηd = 1.75 ηd = 2 ηd = 2.25
0.2258 0.2614 0.2264 0.2136 0.2120 0.2095 0.2239
0.2258 0.2490 0.2358 0.1988 0.1983 0.1956 0.2167∑
0.1935 0.1992 0.1415 0.1958 0.1939 0.1956 =⇒ 0.1862
0.1613 0.1162 0.1132 0.1958 0.2019 0.1956 0.1650
0.1935 0.1743 0.2830 0.1958 0.1939 0.2037 0.2083
According to the results obtained by component sensitivity for the new engine in this table,
degradations of all components except the LPT are isolated in every case, and that the
estimates by parameter and component sensitivities are not the same.
Table 3.7. The diagnostic accuracy values using the component and parameter sensitivities
of the new engine. The estimates are the normalized sum of individual estimates by Gauss
and Sombrero CWTs at the three dominance factors of ηd = 1.75, ηd = 2.0 and ηd = 2.25
using the signature size threshold of d = 5.
Engine Overall Diagnostic Accuracy (DA)
Age Accuracy Fan LPC HPC HPT LPT
based on component sensitivity
new (0-cycle) 84% 10/10 10/10 10/10 10/10 2/10
1000-cycle 80% 10/10 10/10 10/10 10/10 0/10
2000-cycle 74% 10/10 10/10 5/10 8/10 4/10
based on parameter sensitivity
new (0-cycle) 74% 10/10 7/10 10/10 10/10 0/10
1000-cycle 82% 10/10 3/10 10/10 10/10 8/10
2000-cycle 62% 10/10 3/10 1/10 10/10 7/10
An aspect of the component degradation estimates that is not represented by the results
in Table 3.7 is the inherent bias in the estimates that can be exploited to advantage. An
example of this bias corresponds to the component degradation estimates by parameter
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sensitivity for LPT, which all point to the HPT, or that every misdiagnosis of the LPC is
in favor of the HPC. For illustration purposes, shown in Fig. 3.3 is the bias of the component
degradation estimates toward HPT when LPT is degraded (shown by the dashed vertical
line in the figure). According to this bias, whenever HPT is diagnosed as the degraded
component according to parameter sensitivity, there is equal likelihood that it could be
the surrogate for LPT. Here, the degradation estimates can be used by the component
sensitivity to advantage, since the results are complementary in nature. Consider, for
instance, the estimates for the new engine in Table 3.7 by parameter sensitivity: they all
misdiagnose LPT whereas they are 20% accurate by component sensitivity, or the estimates
for LPC which are only at 70%, whereas they are perfect by component sensitivity. Using
the observed bias such as those mentioned above, one can define rules to further improve the
accuracy of isolation by the two sensitivities. A set of such rules have been implemented,
as shown in Table 3.8, to illustrate the potential improvements possible.
LPC HPC HPT LPT Fan
0.1
0.12
0.14
0.16
0.18
0.2
0.22
0.24
0.26
0.28
Component
∆̂
C
Figure 3.3. Sample of bias among the component degradation estimates - HPT is consis-
tently selected when the target component degradation is LPT (indicated by the vertical
line)
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According to the first rule shown in Table 3.8, whenever LPC is selected according to
either the parameter sensitivity (par sen) or component sensitivity (comp sen) then LPC
should be selected as the degraded component. This rule is supported by the observation
that both parameter and output sensitivities are consistent in diagnosing degradation in
LPC. The second rule, on the other hand, accounts for the misdiagnosis of LPC degradation
by parameter sensitivity for HPC and uses the estimate by component sensitivity in favor
of LPC estimation. The last rule uses the estimate of LPT by component sensitivity to
overrule the estimate of HPT by parameter sensitivity. The set of rules devised in Table 3.8
are not optimal and are only shown to indicate the potential for improving the results by
integrating the two estimates from parameter and component sensitivities.
Table 3.8. The set of rules to consolidate the component degradation assessments from
component and parameter sensitivities
If par sen −→ LPC or comp sen −→ LPC then deg comp = LPC
If par sen −→ HPC and comp sen −→ LPC then deg comp = LPC
If par sen −→ HPT and comp sen −→ LPT then deg comp = LPT
Using the rules shown in Table 3.8, the estimates in Table 3.7 were refined as shown
in Table 3.9. The results indicate that the component degradation estimates are clearly
improved over those obtained by parameter estimates. It is, however, puzzling that the
results for the 2000-cycle engine are relatively weak, particularly that the results for the
1000-cycle engine are improved relative to those for the new engine. A possible explanation
for the weaker results of the 2000-cycle engine is that if one were to plot the component
deterioration with respect to cycle count, one would immediately notice that there is a
significant slope change (slope becomes much more shallow) between 1000 and 2000 cycles.
This reduction in the level of deterioration may be causing the degradation effects less
prominent thereby eroding the effectiveness of the DSIM for the 2000-cycle engine. Another
explanation could be the deviation of this older engine behavior from that of the new
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engine, hence the discrepancy between its actual component characteristic signatures and
those represented by the influence matrix of the new engine that is used for isolation.
Table 3.9. The composite diagnostic accuracy values obtained by applying the rules in
Table 3.8 to the component degradation estimates associated with the results in Table 3.7
Engine Overall Diagnostic Accuracy
Age Accuracy Fan LPC HPC HPT LPT
DA1 DA2 DA3 DA4 DA5
new (0-cycle) 90% 10/10 10/10 10/10 10/10 5/10
1000-cycle 96% 10/10 10/10 10/10 10/10 9/10
2000-cycle 70% 10/10 10/10 1/10 8/10 6/10
3.4.2 An Illustrative Case
Consider the following hypothetical scenario, the current engine degradation is (Fan
-1%, LPC -1%, HPC -1%, HPT 0%, LPT -1%), for which transient measurement data
is collected from the engine. This data will be used as the baseline and compared to
subsequent transient measurements collected from each subsequent flight. Consider next
that the engine condition deteriorates one week later to (Fan -1%, LPC -1%, HPC -1%,
HPT -2%, LPT -1%), which represents degradation of the HPT. The question is how
DSIM will be used to alert the degradation of HPT in this case. In the absence of actual
measurements from the engine, we considered the following health parameter values to
depict the two above engine conditions:
Θ =
[
0.99 0.99 0.99 0.99 0.99 0.99 1.0 1.0 0.99 1.01
]T
for
(
Fan : −1% LPC : −1% HPC : −1% HPT : 0% LPT : −1%
)
and
Θ =
[
0.99 0.99 0.99 0.99 0.99 0.99 0.98 1.02 0.99 1.01
]T
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for
(
Fan : −1% LPC : −1% HPC : −1% HPT : −2% LPT : −1%
)
which represent the decrease in all the efficiencies and flow capacities by degradations,
except for the flow capacities of turbines which increase with turbine degradations.
For application of DSIM, residuals were obtained, their output/parameter signatures
were extracted by Gaussian smoothing, Gauss and Sombrero CWTs and then flagged ac-
cording to Eq. (3.4) (computation time of 3.75 s on a PC). These flagged residuals were then
mapped against the influence matrix of the engine, which has been obtained and archived
for the new engine based on the parameter and component sensitivities of its outputs. The
component degradation estimates according to both component and parameter sensitivi-
ties are shown in Table 3.10, which indicate that both sensitivities isolate the HPT as the
degraded component.
Table 3.10. The composite component degradation estimates of the illustrative case
using Gaussian smoothing, and the Gauss and Sombrero CWTs at the dominance factors
of ηd = 1.75, ηd = 2 and ηd = 2.25 with the signature threshold size of d = 5
Source Component Degradation
Fan LPC HPC HPT LPT
Actual 0 0 0 1 0
∆̂Cc 0.1354 0.1925 0.2209 0.2312 0.2200
∆̂Cθ 0.1184 0.1434 0.2530 0.2833 0.2018
The above illustrative case is revealing of the potential utility of DSIM as a quick and
effective means of component degradation monitoring in engines. Consider, for instance,
the scenario where several measurement sets obtained from the previous cycles of the engine
are chronologically ordered and used as baseline. With each baseline, all the subsequent
measurements can be used to provide separate estimates of component degradations by
DSIM. This then enables formation of chronological series of estimates which could in-
form the potential degradation of a component when component degradation estimates are
consistently observed in the series.
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3.4.3 Effect of Noise
In general, the outputs are low-pass filtered before being measured, and as such any
jaggedness due to noise is often removed. Nevertheless, it is worthwhile examining the
effect of noise on the diagnostic results. For this purpose, noise was added to the simulated
outputs at the signal-to-noise ratio of SNR = [82, 94, 26, 45, 57, 23, 64] for individual
outputs. For illustration purposes, the noisy residuals obtained for the ‘illustrative case’ are
shown together with those obtained without noise in Fig. 3.4. By comparing the residual
pairs, it is easy to see that while the noise effect is not as pronounced on the first two
residuals, it completely distorts the shape of the last residual (P2.5), which is the smallest
in size. This shape distortion then causes invalid flags and misdiagnosis. For illustration
purposes, the component degradation estimates of the illustrative case obtained with noise
contaminated outputs are shown in Table 3.11. The results clearly indicate the distortion by
noise of the component degradation estimates, particularly those obtained by parameter
sensitivities. Although the estimates by component sensitivities continue to match the
actual degradation here, we consider it to be only accidental and not representative of
superiority of component sensitivities in isolation.
Table 3.11. The composite component degradation estimates of the illustrative case with
additive output noise
Component Degradation
Fan LPC HPC HPT LPT
Actual 0 0 0 1 0
∆̂Cc 0.1986 0.1613 0.2159 0.2339 0.1903
∆̂Cθ 0.3251 0.1314 0.2871 0.1218 0.1346
It is expected that additive output noise to be the most inhibitive factor in the per-
formance of DSIM. As such, its practical implementation ought to be accompanied with
rigorous time filtering and smoothing of the time measurements as well as denoising of the
wavelet coefficients [2,6,25]. It was shown in previous work the effectiveness of compensa-
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Figure 3.4. Sample residual counterparts of those in Fig. 3.1 with additive noise in the
outputs
tion techniques in conjunction with output/parameter signatures [25] and believe similar
techniques will be applicable in mitigating the effect of noise on residuals.
3.4.4 Effect of Flight Conditions
Another factor considered in this study is the effect of flight conditions on the estimation
results. To study this factor, the illustrative case was repeated for the measurements
separately obtained at the two different conditions of A:(20,000 ft altitude and 0.6 Mach
speed) and B:(30,000 ft altitude and 0.7 Mach speed). Since in each of these cases, the
output sensitivities differed considerably from those obtained at the initial flight condition of
0 altitude and 0 Mach speed, the influence matrices were obtained for each of the two flight
conditions, using the value of 1 for all health parameters, to comply with the assumption
of unknown health parameter values. The component degradation estimates obtained at
each of these conditions are shown in Table 3.12. The results indicate that degradation
estimates from component and parameter sensitivities differ for the first condition (20,000
ft and 0.6 Mach) but they are consistent for the second condition (30,000 ft and 0.7 Mach).
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The explanation for the inaccurate estimates by the parameter sensitivities here lies in the
highly correlated parameter sensitivities at this flight condition which render the influence
matrices by the Gauss and Sombrero CWTs at different dominance factors rank-deficient.
The uniqueness of the columns of influence matrices will be a consideration when selecting
the flight conditions at which the data is to be collected.
Table 3.12. The composite degradation estimates of the illustrative case with additive
output noise obtained by parameter and component sensitivities of the outputs
Component degradation estimates
Fan LPC HPC HPT LPT
Actual = [ 0 0 0 1 0 ]T
20,000 ft and 0.6 Mach
∆̂Cc = [ 0.1915 0.1855 0.2069 0.2082 0.2080 ]
T
∆̂Cθ = [ 0.2001 0.1993 0.2072 0.2052 0.1882 ]
T
30,000 ft and 0.7 Mach
∆̂Cc = [ 0.1984 0.1961 0.2022 0.2099 0.1970 ]
T
∆̂Cθ = [ 0.1930 0.1826 0.2070 0.2153 0.2021 ]
T
3.4.5 Effect of Sensor Bias
Whereas DSIM is sensitive to measurement noise, it is immune to sensor bias, since
it only considers the shape of the signal and is unaffected by shifts in the measurement
magnitude. This point is illustrated in Fig. 3.5 for the residuals in Fig. 3.1 when random
bias values are applied to the outputs. The plots clearly indicate the shapes to be identical
while the magnitudes are shifted as the result of bias. As confirmation, diagnostic tests
were performed on the biased residuals and found them to be identical to those obtained
previously.
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Figure 3.5. Sample residual counterparts of those in Fig. 3.1 obtained from biased sensory
measurements
3.5 Discussion: Direct Method
The salient advantage of DSIM over the inverse approaches, such as nonlinear least-
squares, is its independence from iterative function calls (i.e., simulation). DSIM is also
favored among conventional direct methods, such as neural networks, for its independence
from training. For its operation, DSIM compares the shapes of outputs, made available
by CWT, with those obtained previously from the structure. Therefore, DSIM would need
to (1) obtain the residuals by subtracting from the current sensory data the baseline data
collected previously from the engine, (2) transform the residuals by Gaussian smoothing as
well as the Gauss and Sombrero CWTs, (3) extract the residual signatures and flag them,
and (4) map them against the influence matrix, available ‘a priori’ for damage localiza-
tion. These steps take about 3 seconds on a regular PC. Given the minimal requirements
demanded by DSIM, the results presented in this paper promise the beginning of a new
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method of fault diagnosis to be developed for practical implementation. The issues that
need to be considered for its practical application are:
• Prior Computation: In terms of its prior computation, DSIM method would require
11 ‘a priori’ simulation runs of the engine model (given the 10 health parameters) to
estimate the Jacobian, Φ, for the purpose of obtaining the influence matrix. Given
the 20-second simulation runs of our engine model, this took about 4 minutes on
a regular PC. The method would then transform, again ‘a priori’, the individual
columns of Φ into the time-scale domain by Gaussian smoothing as well as the Gauss
and Sombrero CWTs for extracting the signatures and flagging them to render the
influence matrix. This takes 20 seconds on a regular PC.
• Modeling Accuracy: The results reported in this thesis are simulation-based, whereas
in practice the outputs will be measured from the engine. Given that the baseline
outputs for the engine; i.e., yn in Eq. (3.1), can be obtained from the engine itself
and archived, the accuracy of the model is only critical to the derivation of the
influence matrix. With the measured outputs available, a quick reality check for the
model could be the agreement between the actual flagged residuals and those from
simulation. Here, a promising anecdote that gives credence to the fidelity of the
model is the success of the parameter estimation-based health monitoring methods;
e.g., Kalman filters, that also rely on the fidelity of the model [21].
• Excitation Input: Two different excitation inputs were tested, of which the V-shaped
input provides the more robust results across different output suites. Ideally, one
would like DSIM to be independent of the excitation input, since the outputs are
expected to be solely affected by component degradation. It was observed, however,
that due to the nonlinearity of the engine, inputs vary in their effectiveness in accen-
tuating component degradations. As such, the choice of excitation input is important
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to the success of DSIM and the question remains if the transients produced during
aircraft take-off will indeed be suitable for DSIM’s application.
• Noise: As discussed earlier, DSIM is particularly sensitive to noise, since noise distorts
the shape attributes of the outputs that need to be compared together for residual
isolation. Since the purpose of this thesis is to illustrate the concept, no attempt is
made at noise suppression. For its practical application, however, it will be necessary
to study the effect of denoising techniques not only for removing measurement noise
but also for eliminating degradation unrelated engine transients that could cause
invalid residual flags.
• Degradation Detection: DSIM was evaluated with the expectation that a component
degradation exists. In practice, it is unlikely that the residuals j(t) will be nonzero
due to noise even in the case of a non-degraded engine. Therefore the presence of
degradation needs to be established as a precursor to degradation isolation. This is
not a challenging task since such a detection mechanism can be established based on
the size of the residuals or better yet according to deviations of individual output
shapes from those archived for the engine.
• Inclusion of Fault Diagnosis: Another potential utility of the DSIM is in diagnosis
for sudden faults. We consider this to be indeed a more simple task for DSIM than
degradation isolation, since fault diagnosis can be readily performed by matching the
flagged residuals with the fault signatures by, say, cosine similarities, as used with
component sensitivities in Eq. (3.11). The only challenge for fault diagnosis is the
ability to simulate the faults so as to be able to capture the fault signatures.
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CHAPTER 4
THE INVERSE METHOD
Inverse methods in health monitoring and fault diagnosis, in general, use a model of
the process and combine model outputs with measurements from the process to estimate
performance degradation or damage. Examples of inverse methods include the Kalman
filter, state observers and input observers.
The estimation of performance degradation via the inverse method as it applies to
gas-turbine engines consists of estimation of the health parameters such as the component
efficiencies and flow capacities. As such, the estimates effectively quantify the level of degra-
dation and thereby complement the degradation isolation already provided by the direct
method on-board (see Chapter 3). Current application of inverse methods in gas-turbine
engine monitoring is performed exclusively post-flight based on steady-state measurements
to accommodate on-board data acquisition. PARSIM, however, needs to use transient data
due to its reliance on CWT. Of course, it should be noted that the use of transient data
is not a unique capability of PARSIM - NLS can also be implemented on transient data.
The advantage of the transient data is that it contains a broader spectrum of information,
as compared to two or three steady-state data points taken during a typical flight.
Transparencies afforded in the time-scale domain enable PARSIM to hone in on the
estimation of the heath parameters. Examples of such transparencies are the various shape
attributes extracted from individual outputs by different CWTs, the separate estimate
of individual parameter errors, and the quality of each parameter signature yielding the
separate parameter error estimate. Preliminary results indicate that by taking advantage
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of these transparencies PARSIM exhibits more favorable convergence characteristics even
when faced with challenging local minima.
PARSIM has already been discussed in detail [3], so here only a brief presentation of
it is provided to guide the reader to the extensions devised in this dissertation. Briefly,
PARSIM capitalizes on the dominance of output sensitivities to decouple the prediction
error in terms of individual model parameters for their separate estimation. There are
several features of PARSIM that can be used for improved parameter estimation. One is
its inherent uni-parameter estimation approach which allows for the adoption of separate
adaptation step sizes, µi, for individual parameters. Second is the capacity of PARSIM to
increase the amount of outputs available through multiple CWTs to represent its different
shape attributes. Third is the ability to assess the accuracy of the parameter estimate by
the quality of the corresponding parameter signature. This third feature, in turn, allows
integration of the various estimates of each parameter obtained from different CWTs. It also
allows adjustment of the adaptation step size according to the overall confidence attributed
to each parameter estimate.
The above mentioned transparencies and degrees of freedom will be discussed and il-
lustrated using three comparatively smaller yet challenging models, the Chua circuit, van
der Pol oscillator and the non-linear mass-spring-damper prior to transitioning to health
parameter estimation of the gas-turbine engine.
4.1 Parameter Error Estimation by PARSIM
Nonlinear dynamic models are the essential components of virtual environments that
drive today’s design, optimization, control, and automation practice. They provide the
framework for characterizing the behavior of biological, ecological, social, and economic
systems, as well as artifacts like aircraft and manufacturing systems. But to be effective,
models must have a high degree of fidelity to reliably represent the process. This entails
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having the correct form as well as accurate model parameters (coefficients and exponents).
Effective parameter estimation, therefore, is essential to model development.
Dynamic models generally comprise a set of ordinary or partial differential equations
and are often constructed according to first-principles or empirical knowledge of the system.
Parameter estimation entails adjusting the model parameters, Θ ∈ <Q, so as to minimize
the sampled prediction error, (tk,u(t),Θ) between the measured outputs y(tk,u(t)) =
[y1, . . . , yR]
T ∈ <R and modeled outputs, yˆ(tk,u(t),Θ) = [yˆ1, . . . , yˆR]T ∈ <R, obtained
with the same input u(t), as [20]:
(tk,u(t), Θ̂) = y(tk,u(t))− yˆ(tk,u(t), Θ̂) tk = t1, . . . , tN (4.1)
The parameter estimation problem can be viewed as a nonlinear optimization prob-
lem [1] wherein the solution is sought to minimize a cost function, V , in terms of the
prediction error, as
Θ̂(u(t), N ) = argmin
Θ
V (Θ,u(t), N ) (4.2)
where N ∈ <NR for tk = t1, . . . , tN denotes the vector of sampled prediction error.
The solution to the above optimization problem can be sought by gradient-based meth-
ods such as nonlinear least-squares (NLS) [33], or genetic algorithms [15], convex program-
ming [14], Monte Carlo optimization [31], or adaptive estimation techniques [18, 30, 32].
Regardless of the solution method used, the cost function V in Eq. (4.2) is generally for-
mulated based on the magnitude of the prediction error, as
V (Θ,u(t), N ) =
N,R∑
k,j
L(j(tk)) (4.3)
where L is a scalar-valued (typically positive) function such as the square function used in
NLS.
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Among the above optimization methods, NLS is the method of choice for dynamic
systems due to its efficient use of gradients. It adjusts the model parameters iteratively as
Θ̂(q + 1) = Θ̂(q) + µ∆̂Θ(q) (4.4)
where q is the iteration number, ∆Θ = Θ∗ − Θ̂ = [∆θ1, . . . ,∆θQ]T denotes the vector of
parameter errors between the true parameter values Θ∗ = [θ∗1, . . . , θ
∗
Q]
T ∈ RQ and their
current estimate Θ̂ = [θ̂1, . . . , θ̂Q]
T . The vector of parameter errors is estimated at each
iteration by NLS as
∆̂Θ = (ΦTΦ)−1ΦT N (4.5)
where Φ ∈ <NR×Q denotes the matrix of output sensitivities (i.e., Jacobian), having the
form
Φ =

∂yˆ1(t1, Θ̂)/∂θ1 . . . ∂yˆ1(t1, Θ̂)/∂θQ
...
. . .
...
∂yˆ1(tN , Θ̂)/∂θ1 . . . ∂yˆ1(tN , Θ̂)/∂θQ
...
. . .
...
∂yˆR(t1, Θ̂)/∂θ1 . . . ∂yˆR(t1, Θ̂)/∂θQ
...
. . .
...
∂yˆR(tN , Θ̂)/∂θ1 . . . ∂yˆR(tN , Θ̂)/∂θQ

(4.6)
with each column characterizing the sensitivity of all outputs to an individual model pa-
rameter at tk = t1, . . . , tN .
The NLS solution implemented in Eq. (4.5) is based on the magnitude of the prediction
error, as defined by the cost function in Eq. (4.3). An appealing alternative to the error
magnitude is the error shape (e.g., slope and/or rate of slope change), as represented by
the continuous wavelet transform(s) (CWT)(s) [23] of the prediction error. However, the
CWTs of time series span both times and scales. They convert an NR dimensional time
series into R surfaces spanning the time-scale planes of N × M dimension, hence they
45
expand M fold the size of the data to be used for parameter estimation. This increased
dimensionality, in turn, impedes the direct insertion of the data contained in these surfaces
in Eq. (4.5) for parameter estimation, because the resulting Φ and N which represent the
cascaded elements of these surfaces would be too bloated to be implemented in Eq. (4.5).
This dissertation offers a methodical solution to this data expansion by adopting a selective
approach to data inclusion.
The salient feature of the proposed method is its size mitigation of the CWT surfaces
by focusing on isolated information-rich regions of these surfaces. These regions of the
time-scale plane, called ‘parameter signatures’, can be isolated because of the enhanced
delineation of time series in the time-scale domain. Each region is sought wherein the
sensitivity of an output to a model parameter dominates its sensitivities to all the other
model parameters, hence making it possible to attribute the prediction error to the error of
individual model parameters in their corresponding parameter signature [3]. These single-
parameter approximations of the prediction error enable, in turn, consideration of isolated
segments of surfaces of the output sensitivities and prediction error for parameter estima-
tion, thus making it tractable to include isolated portions of the CWTs in Eq. (4.5) for
parameter estimation. A potential pitfall of the above scheme is the absence of parameter
signatures due to parameter non-identifiability. For such cases, an alternative integration
routine is considered wherein separate estimates of individual model parameters are ob-
tained for their iterative adaptation.
4.2 Overview of PARSIM
The single-output single-WT separate parameter estimation solution of PARSIM is
presented in [3]. Here its generalized solutions are provide that can accommodate multiple
outputs and multiple CWTs. Briefly, PARSIM capitalizes on the enhanced delineation of
output sensitivities to isolate regions of the time-scale plane wherein one output sensitivity
46
dominates all the others. Justified by this dominance, the prediction error is attributed
to the error of the corresponding parameter in each region, hence allowing inclusion of
select portions of wavelet coefficients for least-squares estimation or separate estimation of
individual parameter errors.
PARSIM, like NLS, assumes an accurate and identifiable model, MΘ. This implies that
the true model parameter values Θ∗ can be found if the model outputs yˆ(t) obtained under
the same input u(t) applied to the process match the observations y(t) in the mean square
sense; i.e.,
y(t,u(t)) ≡ yˆ(t,u(t),Θ) =⇒ Θ = Θ∗ (4.7)
PARSIM, like NLS, also relies on a first-order approximation of the model as
y(t,u(t)) ≈ yˆ(t,u(t), Θ̂) +
Q∑
i=1
∆θi
∂yˆ(t,u(t),Θ)
∂θi
∣∣∣∣
Θ=Θ̂
+ ν (4.8)
to yield the approximation of the prediction error, as
(t,u(t),Θ∗, Θ̂) ≈ Φ∆̂Θ+ ν (4.9)
where ν denotes measurement noise.
4.2.1 Notion of Parameter Signature
The enhanced delineation of output sensitivities enables isolation of regions of the time-
scale domain wherein a single output sensitivity dominates the others [3]. Each such region
is referred to as a parameter signature, as defined formally below.
Definition 4: The parameter signature Γri,j of the parameter θi is the region consisting
of all pixels (tk, sl) in the time-scale plane wherein the normalized wavelet coefficients of
the corresponding output sensitivity
∣∣∣Wr{∂yˆj/∂θi}(tk, sl)∣∣∣ exceeds the normalized wavelet
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coefficients of all the other output sensitivities by a dominance factor ηrj , expressed math-
ematically as
If ∃(tk, sl) 3
∣∣∣Wr{∂yˆj/∂θi}(tk, sl)∣∣∣ > ηrj ∣∣∣Wr{∂yˆj/∂θm}(tk, sl)∣∣∣
∀ m = 1, . . . , Q 6= i =⇒ (tk, sl) = (tik, sil) ∈ Γri,j (4.10)
where j is associated with the output, the subscript or superscript r denotes the type of
CWT (i.e., Gauss, Sombrero, etc.) and
Wr{∂yˆj/∂θi} = Wr{∂yˆj/∂θi}
max(t,s) |Wr{∂yˆj/∂θi}| (4.11)
Now if the dominance factor ηrj is selected to be large; i.e., η
r
j >> 1, then one can assume
the wavelet coefficients of the corresponding output sensitivity, ∂yˆj/∂θi, to be dominant
among the wavelet coefficients of the output sensitivities associated with output yj. This
then enables us to redefine the wavelet coefficient of the prediction error in Eq. (4.9) in
terms of a single parameter at the corresponding parameter signature Γri,j, as
Wr{j}(tik, sil) ≈ ∆θi Wr{∂yˆj/∂θi}(tik, sil) +Wr{ν} ∀ (tik, sil) ∈ Γri,j (4.12)
For illustration purposes, the parameter signatures of two different parameters are
shown by the grey regions of the time-scale plane in Fig. 4.1 against the CWT (surface) of
the prediction error. According to Eq. (4.12), the prediction error at each grey pixel (i.e.,
pixel of parameter signature) can be attributed to the error of the corresponding parameter,
∆θi, and used for its estimation. Ideally, each of the parameter error estimates ∆̂θi, at each
pixel (tik, s
i
l) ∈ Γri,j , should be identical with a perfect parameter signature. But as is shown
48
in [3] and subsequent sections, the parameter signatures are far from perfect and, as such,
the parameter error estimates at different pixels are not identical. We addressed this in [3]
for a single WT by obtaining the mean estimate of the parameter error over all pixels of the
corresponding parameter signature. However, here multiple parameter signatures obtained
from different CWTs of various outputs are being encountered . As such, a more elabo-
rate solution needs to be formulated wherein the transparencies afforded by the parameter
signatures can be used to advantage. Two solutions have been developed to consolidate
the parameter estimates obtained from the above single-parameter approximation of the
prediction error in Eq. (4.12). The first solution adopts a least-squares approach to the
integration of estimates. The second solution is an alternate approach when the absence of
parameter signatures, due to low parameter identifiability, impedes the application of the
preferred least-squares solution.
Figure 4.1. Gauss wavelet coefficients of the prediction error shown as a surface together
with the parameter signatures of two model parameters shown by grey regions in the time-
scale plane
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4.2.2 The Least-Squares Solution
PARSIM uses a format akin to NLS for integration of the parameter error estimates,
with the form
∆̂Θs = (Φs
TΦs)
−1Φs
T s (4.13)
where Φs is the matrix of wavelet coefficients of output sensitivities at the parameter sig-
natures, and s is the matrix of wavelet coefficients of the prediction error at the parameter
signatures. Therefore, the noted feature of PARSIM is its selective incorporation of wavelet
coefficients in the least-squares solution in accordance with the decoupled prediction error
formulation in Eq. (4.12). Using this format, the Jacobian matrix, Φs, finds the form
Φs =

W1{∂y1/∂θ1}|Γ1
1,1
W1{∂y1/∂θ2}|Γ1
2,1
. . . W1{∂y1/∂θQ}|Γ1
Q,1
...
...
. . .
...
W1{∂y1/∂θ1}|Γ1
1,1
W1{∂y1/∂θ2}|Γ1
2,1
. . . W1{∂y1/∂θQ}|Γ1
Q,1
W1{∂y2/∂θ1}|Γ1
1,2
W1{∂y2/∂θ2}|Γ1
2,2
. . . W1{∂y2/∂θQ}|Γ1
Q,2
...
...
. . .
...
W1{∂y2/∂θ1}|Γ1
1,2
W1{∂y2/∂θ2}|Γ1
2,2
. . . W1{∂y2/∂θQ}|Γ1
Q,2
...
...
. . .
...
WP{∂yR/∂θ1}|ΓP
1,R
WP{∂yR/∂θ2}|ΓP
2,R
. . . WP{∂yR/∂θQ}|ΓP
Q,R
...
...
. . .
...
WP{∂yR/∂θ1}|ΓP
1,R
WP{∂yR/∂θ2}|ΓP
2,R
. . . WP{∂yR/∂θQ}|ΓP
Q,R

(4.14)
where each column comprises the cascaded wavelet coefficients, by various CWTs, of the
outputs sensitivities of a parameter at its parameter signatures. By confining the wavelet
coefficients to those at the parameter signatures, PARSIM reduces the size of the Jacobian
from <NMR×Q to <max(#r,j)R×Q where the dimension max(#r,j) denotes the maximum car-
dinal number of the parameter signatures for all θi at the rth CWT and jth output. It is
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worth noting here that the size of the parameter signatures are uniformized by padding the
wavelet coefficients of size-deficient parameter signatures, relative to max(#r,j), with zero.
The least-squares formulation of Eq. (4.13) also deviates from the ordinary least-squares
formulation of Eq. (4.5) in that it requires the prediction error to be defined as a matrix,
of the form
s =

W1{y1}|Γ1
1,1
W1{y1}|Γ1
2,1
. . . W1{y1}|Γ1Q,1
...
...
. . .
...
W1{y1}|Γ1
1,1
W1{y1}|Γ1
2,1
. . . W1{y1}|ΓQ,1
W1{y2}|Γ1
1,2
W1{y2}|Γ1
2,2
. . . W1{y2}|Γ1Q,2
...
...
. . .
...
W1{y2}|Γ1
1,2
W1{y2}|Γ1
2,2
. . . W1{y2}|Γ1Q,2
...
...
. . .
...
WP{yR}|ΓP
1,R
WP{yR}|ΓP
2,R
. . . WP{yR}|ΓPQ,R
...
...
. . .
...
WP{yR}|ΓP
1,R
WP{yR}|ΓP
2,R
. . . WP{yR}|ΓPQ,R

(4.15)
where the ith column of the error matrix, s, comprises the cascaded wavelet coefficients, by
various CWTs, of the prediction errors of different outputs at the corresponding parameter
signatures Γri,j of parameter θi. Based on the above formulation, the parameter error
estimate, ∆̂Θs, according to Eq. (4.13) will be a Q×Q matrix of the form
∆̂Θs =

∆̂θ1 ζ(1,2) . . . ζ(1,Q)
ζ(1,2) ∆̂θ2 . . . ζ(2,Q)
...
...
. . .
ζ(1,R) . . . ζ(R,Q−1) ∆̂θQ

(4.16)
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where each column of ∆̂Θs is obtained by least-squares estimation using the corresponding
column in s. Among the components of ∆̂Θs, we only consider the diagonal terms, ∆̂θi,
which are obtained using the components of Φs(., i) and s(., i) associated with the same
parameter signatures, hence, representing a true adaptation of the least-squares method.
The off-diagonal terms, ζ(a,b), by the same analogy, are meaningless in that they are obtained
from components of Φs(., a) and s(., b) that relate to different parameter signatures. The
parameter error estimates ∆̂θi are then updated as in NLS
θ̂i(q + 1) = θ̂i(q) + µi(q)∆̂θi(q) (4.17)
except that here each parameter is adapted separately with its separate adaptation step
size µi(q).
As will be shown later, the above solution is effective except in cases where no parameter
signature can be obtained for a parameter across different CWTs of various outputs. In
such cases, the Jacobian Φs would be rank deficient, precluding the implementation of
the least-squares solution. Lack of a signature can be due to a variety of causes. One is
when the parameter is not observable through any of the outputs. Another is when an
output sensitivity is closely correlated to another output sensitivity such that no wavelet
coefficient from a CWT dominates those of the others. A scenario wherein parameter
signatures cannot be extracted is illustrated in the context of the Chua’s circuit (Platform
1), described below.
Platform 1: Chua’s circuit is described by the ordinary differential equations [19]:
dI3
dt
= −
R0
L
I3 −
1
L
V2
dV2
dt
=
1
C2
I3 −
G
C2
(V2 − V1)
dV1
dt
=
G
C1
(V2 − V1)−
1
C1
f(V1)
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y =
[
I3 V2 V1
]T
(4.18)
where
f(V1) = GbV1 − (Ga −Gb)(|V1 + E| − |V1 −E|)
and
Θ∗ =
[
L∗ R∗0 C
∗
2 G
∗ C∗1
]T
=
[
−9.7136 4.75 −1.0837 33.932813 1
]T
To avoid the chaotic aspect of Chua’s circuit, a short time window of 5 seconds is
considered for simulation. The error surfaces of Chua’s circuit from different outputs in this
time window are devoid of local minima but have shallow gradients which pose challenging
parameter identifiability conditions. The parameters G∗a, G
∗
b and E
∗ are non-identifiable
by any of the outputs, so are held constant at their true values. For this illustration and
throughout the thesis for this model, the nominal parameter values, which are also used as
the initial values of the parameters for their estimation, are
Θ¯ =
[
0.95L∗ 1.05R∗0 0.95C
∗
2 1.05G
∗ 0.95C∗1
]T
The prediction error (t) = yˆ(t,Θ∗)− yˆ(t, Θ¯) then reflects the mismatch between the true
and nominal parameter values.
The lack of parameter signatures due to parameter non-identifiability is illustrated for
an episode of Chua’s circuit in Table 4.1. Listed in this table are the number of pixels (car-
dinal number) of the parameter signatures from three different transformations (Gaussian
smoothing, Gauss and Sombrero CWTs) of the first two outputs. The absence of parameter
signatures is clear from the zeros in the last column. This inability to extract parameter
signatures, at this episode of parameter estimation, results in a rank-deficient Jacobian
Φs, with a nill column, and unfit for parameter estimation. In order to remedy disrup-
tions to parameter estimation by rank-deficient Jacobians, a second estimation procedure
is developed for PARSIM as discussed next.
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Table 4.1. Number of pixels of parameter signatures from three different transformations
(Gaussian smoothing and Gauss and Sombrero CWTs) of the first two outputs (I3 and V2)
of the Chua’s circuit
WT Parameter Signature Size
∆̂L ∆̂R0 ∆̂C2 ∆̂G ∆̂C1
CWT11 93 759 0 0 0
CWT12 789 57 0 2 0
CWT21 0 970 9 176 0
CWT22 906 0 20 3 0
CWT31 1487 1272 0 0 0
CWT32 199 0 0 19 0
4.2.3 The Separate Parameter Estimate Solution
A direct ramification of the single-parameter approximation of the prediction error in
Eq. (4.12) is that the error of the corresponding parameter, ∆θi, can be estimated at the
pixels (tik, s
i
l) of the associated parameter signature Γ
r
i,j. Ideally the estimate of ∆θi at
a pixel of Γri,j should be identical to the next at another pixel. However, the parameter
signatures are not perfect and, as such, the parameter error estimates are not identical. In
the single-WT single-output implementation of PARSIM [3], the mean of the parameter
error estimates obtained at the individual pixels of the parameter signature were used in
Eq. (4.17), as
∆̂θ
r
i,j = ∆θ
r
i,j =
1
N ri,j
N,M∑
k,l
Wr{j}(tik, sil)
Wr{∂yˆj/∂θi}(tik, sil)
∀ (tik, sil) ∈ Γri,j (4.19)
where N ri,j denotes the number of pixels (t
i
k, s
i
l) included in Γ
r
i,j (i.e., its cardinal number).
In the multi-CWT multi-output implementation of PARSIM, however, several (P × R)
estimates are obtained, each different from the other, as shown in Table 4.2 at an estimation
iteration of Chua’s circuit parameters. As expected, the estimates vary widely, some being
in even opposite direction (e.g., those of ∆G). One could use, here, the averaging strategy
adopted in [3] again, but such a strategy would not only render too crude an estimate but
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also disregard the quality of the parameter signatures yielding the individual estimates. A
more prudent approach, therefore, is to consider a weighted strategy for the integration
of the estimates whereby the accuracy of each estimate is inferred from the quality of the
associated parameter signature. Such a strategy will have the form
∆̂θi =
P,R∑
r,j
wri,j∆̂θ
r
i,j (4.20)
where wri,j denotes the weight assigned to each estimate ∆̂θ
r
i,j according to the confidence
in its accuracy. It is shown below that the weights wri,j can be defined in terms of the
quality of the parameter signatures, which can be obtained according to the transparencies
afforded in the time-scale domain.
Table 4.2. Sample of parameter error estimates obtained from two CWTs (Gauss and
Sombrero) of the three Chua’s circuit outputs, shown with their true values
Parameter True Error Error Estimates
CWT11 CWT
1
2 CWT
1
3 CWT
2
1 CWT
2
2 CWT
2
3
∆̂L -0.48 -0.32 -0.58 -0.88 -0.49 -0.37 -0.38
∆̂R0 -0.23 0.079 0.071 0.069 0.0 0.002 0.052
∆̂C2 -0.05 0.0 -0.009 -0.0108 -0.0118 0.0 -0.0115
∆̂G -1.69 0.67 -2.17 1.16 -1.13 -0.915 -4.65
∆̂C1 0.05 0.0 0.0 0.0 0.005 0.0 0.0
As implied above, there are measures available to PARSIM to assess the quality of
the parameter signatures. At the same time, PARSIM can benefit from several degrees of
freedom to affect the quality of parameter signatures for improved estimation. One such
degree of freedom is that several wavelet transforms can be obtained for each output to
characterize its different shape attributes. A second degree of freedom is the dominance
factor ηrj in Eq. (4.10) used for parameter signature extraction. A third degree of freedom is
the adaptation step size, µi(q) in Eq. (4.17), that can be adjusted at each iteration based on
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the quality of the corresponding parameter error estimate. PARSIM uses the transparencies
afforded in the time-scale domain to assess the quality of parameter signatures. It then
uses its degrees of freedom to affect the parameter signatures quality and the parameter
estimates they provide. The transparencies used for assessing the parameter signature
quality are discussed next, followed by a description of the degrees of freedom PARSIM
uses to affect the quality of parameter signatures.
4.3 Transparencies of PARSIM
The transparencies used by PARSIM to evaluate the quality of parameter estimates
correspond to the consistency of the parameter error estimates across the pixels of the
parameter signature, as depicted in the right-hand side of Eq. (4.19). The inconsistency
of the parameter error estimates arises from not only the first-order approximation of the
prediction error in Eq. (4.7) but also the approximate nature of parameter signatures,
stemming from the finite dominance factor ηrj used in Eq. (4.10) that does not necessarily
satisfy the requisite condition ηrj >> 1 for Eq. (4.12). This inconsistency (non-uniformity)
of the parameter error estimates provides the basis for evaluating the quality of the pa-
rameter signatures through measures such as entropy, variance and unidirectionality of the
parameter error estimates. Entropy represents the information content of the parameter
error estimates. The variance of the estimates represents their level of dispersion across
the parameter signature. Their unidirectionality informs the uniformity of the parameter
error estimates in direction (sign). First discussed will be the measures that elucidate these
transparencies and then explain how they are used in affecting parameter estimation by
PARSIM, through manipulating its degrees of freedom (in Section 4.4).
4.3.1 Entropy
A common measure of information content or complexity of information of a population
(set) is the Shannon entropy. In this case, the population comprises the parameter error
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estimates, ∆̂θ
r
i,j, obtained at individual pixels of the parameter signature Γ
r
i,j, as formulated
in Eq. (4.19). The Shannon entropy Sri,j of the parameter error estimates is obtained as
Sri,j =
N,M∑
k,l
W¯{∆̂θri,j}2(tik, sil) log(W¯{∆̂θ
r
i,j}2(tik, sil)) ∀ (tik, sil) ∈ Γri,j (4.21)
where
W¯{∆θri,j}2(tik, sil) =
W{∆θri,j}2(tik, sil)∑
k
∑
lW{∆θri,j}2(tik, sil)
(4.22)
Higher entropies represent more evenly distributed parameter error estimates across the pix-
els of the corresponding parameter signature. By the same token, the more concentrated
the parameter error estimates the lower is the entropy of their population. In accordance
with this concept, minimum entropy corresponds to the bulk of the information content
centered at as few pixels as possible in the parameter signature, leading to enhanced sepa-
ration of the columns of the Jacobian Φs in Eq. (4.14). Entropy will serve as the measure
of parameter signature quality and select ηrj in Eq. (4.10) to achieve minimum entropy.
4.3.2 Variance
Variance and entropy are equivalent measures for binary normally distributed popula-
tions [12]. However, for non-binary populations, entropy represents the information content,
whereas variance emphasizes the overall distance of the elements from their mean value.
Since variance provides a higher level of resolution for the scatter of the parameter error
estimates about their mean, it is found to be a better measure of confidence in the fidelity
of the parameter error estimates. This point is illustrated in Fig. 4.2 via two sets of param-
eter error estimates. Even though the two sets of parameter error estimates have almost
the same entropies, the left set has a much larger variance, representing the higher level of
scatter relative to the right set. The variance of the estimates will be used, computed as
γri,j =
1
N ri,j − 1
N,M∑
k,l
(
Wr{j}(tik, sil)
Wr{∂yj∂θi }(tik, sil)
−∆θri,j
)2
∀ (tik, sil) ∈ Γri,j (4.23)
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to adjust the adaptation step size µi(q) in Eq. (4.17), where ∆θ
r
i,j represents the mean of
the parameter error estimates across the parameter signature, as computed in Eq. (4.19).
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Figure 4.2. Illustration of the higher resolution provided by variance vis-a`-vis entropy in
representing the scatter of the parameter error estimates
4.3.3 Unidirectionality
It will commonly happen that the elements of the parameter error estimate ∆̂θ
r
i,j at
individual pixels of the parameter signature (tik, s
i
l) will be nonuniform in their directionality
(sign). As such, they contradict each other over the sign of the parameter error and
reflect negatively on the quality of the parameter signature and the estimate it yields.
The unidirectionality of the parameter error estimate, dri,j, is defined as the percentage of
unanimity in the signs of the parameter error estimates, and compute it as
dri,j =
∑N,M
k,l sgn
(
∆̂θ
r
i,j(t
i
k, s
i
l)
)
N ri,j
∀ (tik, sil) ∈ Γri,j (4.24)
where ‘sgn’ denotes the sign of the parameter error estimate ∆̂θ
r
i,j(t
i
k, s
i
l) represented by +1
or -1, and N ri,j represents the number of pixels (t
i
k, s
i
l) included in the parameter signature
Γri,j. According to the above formula, a value of +1 or -1 for d
r
i,j indicates uniformity
of direction for all the parameter error estimates. At the other extreme, a value of zero
would indicate an equal number of positive and negative estimates, reflecting negatively
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on the quality of the parameter error estimates. This point is illustrated by the two
sets of parameter error estimates in Fig. 4.3. While the entropy of both sets are close
to each other, the estimates from the left parameter signature are unidirectional, with a
unidirectionality of 1, whereas those from the right parameter signature are conflicting with
a unidirectionality of 0.48. We will use the unidirectionality value as a factor in determining
the adaptation step size µi(q) in Eq. (4.17).
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Figure 4.3. Illustration of the significance of unidirectionality vis-a`-vis variance and en-
tropy in representing the uniformity of the parameter error estimates
4.4 Degrees of Freedom of PARSIM
The above-mentioned transparencies will be used as feedback to adjust several degrees
of freedom available to PARSIM for improving its parameter estimation performance. One
such degree of freedom is constricting the size of the parameter signatures so that only
pixels closest in proximity to the modulus maxima of the output sensitivity coefficients can
be selected. A second degree of freedom is the dominance factor ηrj in Eq. (4.10) which plays
a critical role in the quality of the parameter error estimates. A third degree of freedom
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is the adaptation step size µi(q) in Eq. (4.17) that can be adjusted at each iteration based
on the level of confidence in the corresponding parameter error estimate ∆̂θi.
4.4.1 Proximity to Edge Points
It has been reported widely that ‘edges’ represent the most distinguishable aspect of
images and are used extensively for data condensation [22]. Edges are detected in the
time-scale domain by the modulus maxima of the CWTs [22], as indicators of the decay
of the CWT amplitudes across scales. Following the definition by Mallat [22], a modulus
maxima at any point (t0, s0) on the time-scale plane is a local maxima of |W{f}(t, s0)|.
This implies that at a modulus maxima [22]
∂W{f}(t0, s0)
∂t
= 0 (4.25)
where this maximum is a strict maximum and the maxima lines are the connected curves
s(t) in the time-scale plane along which all points are modulus maxima.
There is considerable evidence that the CWT modulus maxima capture a significant
content of the image, and that signals can be reconstructed via the CWT modulus max-
ima [22]. This motivates giving preference to the CWT modulus maxima. To this end, only
those parameter signature pixels can be selected that correspond to the largest wavelet coef-
ficients of the associated output sensitivity. This selection strategy is illustrated in Fig. 4.4
where on the left is the full parameter signature superimposed on the modulus maxima
of the wavelet coefficient of the corresponding output sensitivity, and on the right is the
refined parameter signature with its pixels selected to correspond to the largest wavelet
coefficients of the output sensitivity. As is illustrated by the two parameter signatures,
this strategy achieves the objective of mostly selecting the pixels intersecting or of close
proximity to the modulus maxima of the output sensitivity.
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Figure 4.4. Parameter signature pixels shown together with the modulus maxima of
the wavelet coefficients of the corresponding output sensitivity. The right plot is the full
parameter signature, whereas the left plot shows the parameter signature reduced to 50
pixels closest to the modulus maxima of the output sensitivity.
The above strategy of refining the parameter signatures to a reduced size, not only
pre-filters the signature pixels such that only those pixels containing the most essential
information are used in the parameter error estimate, but also restricts and unifies the
number of pixels of every parameter signature, thereby resulting in a compact and uniformly
formed Jacobian, Φs, in Eq. (4.14). To underline this point, shown respectively in Fig. 4.5
are the parameter error estimates at the pixels of the parameter signatures in Fig. 4.4.
Although the parameter error estimates from the refined parameter signature on the right
are not uniform in sign, they are far more condensed and, therefore, of lower entropy than
those on the left.
The ramification in parameter estimation of the above parameter signature refinement
strategy is evaluated in application to the van der Pol oscillator, introduced below as the
second platform of this paper. Parameter estimation of the van der Pol oscillator faces non-
convex error surfaces and local minima, which are challenging to navigate by gradient-based
parameter estimation methods such as NLS and PARSIM.
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Figure 4.5. The parameter error estimates from the pixels of the parameter signatures
in Fig. 4.4. The left plot shows the parameter error estimates of the original parameter
signature, whereas the right plot shows the estimates at the select (fifteen) pixels.
Platform 2: The van der Pol oscillator is an example of a self-excited nonlinear oscillator,
having the form [37]
mx¨− c(1− x2)x˙+ kx = 0
y =
[
x x˙
]T
(4.26)
with its true parameters defined as Θ∗ = [m∗ c∗ k∗]T = [375 10000 75000]T . As in
Chua’s circuit, the prediction error of this system reflects the difference between the true
and nominal parameters, as (t) = yˆ(t,Θ∗)− yˆ(t, Θ¯), with the nominal parameters set as
Θ¯ = [m¯, c¯, k¯]T = [0.8θ∗1, 1.25θ
∗
2, 0.8θ
∗
3]
T = [300, 12500, 60000]T . The system was simulated
in response to the initial condition x(0) = 0.02, x˙(0) = 0 with a short time-window of 1.27
sec to avoid chaotic behavior and accommodate its first-order approximation.
The effect of parameter signature refinement on parameter estimation by PARSIM is
shown in Fig. 4.6, which shows the estimates of the van der Pol oscillator parameters by
the full and refined parameter signatures, respectively. The results clearly indicate the
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higher accuracy achieved by the refined parameter signatures, hence giving credence to the
parameter signature refinement strategy adopted.
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Figure 4.6. Estimates of the van der Pol oscillator parameters by the full and refined
parameter signatures
4.4.2 Dominance Factor Adaptation
PARSIM relies on the dominance factors ηrj in Eq. (4.10) to extract the parameter signa-
tures. These parameter signatures then determine the regions of the time-scale domain to
be included in PARSIM’s parameter estimation solution. Therefore, the dominance factors
play a critical role in affecting not only the size of the parameter signatures and their pixel
locations but also the magnitude of the corresponding parameter error estimates and their
entropies. This is illustrated in Fig. 4.7 for two parameter signatures obtained at different
dominance factors. As a rule, a higher dominance factor results in a smaller parameter sig-
nature, as is clear from the smaller parameter signature extracted by a higher dominance
factor on the right. Smaller parameter signatures also tend to yield lower entropies for their
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corresponding parameter signatures, as indicated by the smaller entropy of the parameter
error estimates on the right of Fig. 4.7. Therefore, it appears that a suitable strategy for
dominance factor selection should favor higher dominance factors. However, too high a
dominance factor can lead to a null parameter signature. It is, therefore, essential to the
operation of PARSIM to have a strategy whereby a suitable dominance factor is continually
selected such that the highest overall quality parameter signatures are extracted for each
CWT of an output at each iteration of parameter estimation.
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Figure 4.7. Sample effect of the dominance factor on the size of the parameter signature
and its parameter error estimates
The strategy adopted for selection of each dominance factor ηrj extracts parameter
signatures at a pre-specified set of dominance factors and then selects the dominance factor
yielding parameter error estimates with the least overall entropy. This selection strategy
has the form
ηr∗j = argmin
ηr
j
√√√√ Q∑
i=1
(
Sri,j(η
r
j , ∆̂θ
r
i,j)
)2
(4.27)
where ηr∗j denotes the selected dominance factor for the rth CWT of the jth output yield-
ing the least L2 entropy norm of the parameter error estimates among the dominance
factors considered. Another benefit of the devised dominance factor selection strategy is
64
its assurance of maximal parameter signature extraction by avoidance of null parameter
signatures that are represented by infinite entropy values. Null parameter signatures, as
shown in Table 4.1, not only hinder the “least-squares solution” of PARSIM but also lead to
zero parameter error estimates (Table 4.2) that denigrate the effectiveness of its “separate
parameter estimate solution.”
For illustration purposes, shown in Fig. 4.8 are the selected dominance factors for three
different CWT/output combinations of the van der Pol oscillator at different iteration
points of parameter estimation. From the dynamics of the selection process it is clear that
different dominance factor levels are selected for each CWT/output combination among
the five choices available. For instance, the dominance factor selected in the left plot is
mostly at the lower end, whereas the ones in the middle and right plots are gravitating
toward the higher end.
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Figure 4.8. Illustration of dominance factor selection during estimation of the van der
Pol oscillator parameters
The ultimate test of the adopted selection strategy, however, lies on its improvement
of parameter estimation by PARSIM. One measure of parameter estimation quality is the
condition number of the Jacobian Φs (Eq. (4.14)), which is examined for the selected
dominance factor of the van der Pol oscillator in Fig. 4.9 among the condition numbers
of the Jacobian matrices of the dominance factors considered. The results clearly indi-
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cate the effectiveness of the devised dominance factor selection strategy in yielding the
best-conditioned Jacobian matrix for parameter estimation, even though the selection is
performed independent of the condition number.
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Figure 4.9. The condition number of Φs changes with dominance factor.
Next examined is the effectiveness of the adopted dominance factor selection strategy on
parameter estimation. For this, the effect of the selection strategy is evaluated in estimation
of the van der Pol oscillator parameters. Shown in Fig. 4.10 are the prediction and precision
errors of the van der Pol oscillator parameter estimates at different iteration points (q in
Eq. (4.17)) obtained with dominance factor adaptation (noted as variable DF). Shown in
Fig. 4.10 are also the errors from two other estimation runs at two fixed dominance factors.
The prediction error in Fig. 4.10 represents the error between the true and modeled outputs,
as
∑
k |(tk)|, and the precision error, θ, represents the squared sum of the parameters error
at each iteration q, formulated as
θ(q) =
Q∑
i=1
(
θ∗i − θˆi(q)
θˆi(q)
)2
(4.28)
to denote the accuracy of the estimated parameters. It is noted that in practice the true
parameter values θ∗i are not known to allow estimation of the precision error. However,
in simulation based studies such as this they provide an effective means of evaluating
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the validity of parameter estimates, beyond the prediction error minimization capacity of
the method. Both the prediction and precision errors in Fig. 4.10 show the effectiveness
of the devised dominance factor adaptation strategy in improving parameter estimation
as compared to using a fixed dominance factor throughout the parameter estimation run.
The above results, therefore, show that the adopted dominance factor selection strategy not
only leads to a Jacobian that has the best condition number, among the choices considered,
but also improves the accuracy of parameter estimation.
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Figure 4.10. Illustration of how optimal dominance factor effects convergence
4.4.3 Weight Assignment
The quality measure of each estimate ∆̂θ
r
i,j in PARSIM is its Shannon entropy. There-
fore, in the separate parameter estimate solution, the weights wri,j in Eq. (4.20) are assigned
such that higher weights are assigned to parameter estimates of lower entropy. Accordingly,
the weights are defined as
wr.,j = max(S
r
.,j)− Sr.,j (4.29)
where max(Sr.,j) denotes the maximum entropy of all the parameter error estimates at
the current iteration. The above weight assignment strategy, which is consistent with
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associating lower entropies with higher quality estimates, will assign the highest weight to
the parameter error estimate with the lowest entropy.
4.4.4 Step Size Adaptation
The magnitude of the adaptation step size µi(q) ∈ (0, 1] in Eq. (4.17) represents the
confidence in the parameter error estimate ∆̂θi(q). Using lower values of µi tend to render
more stable estimation runs, but they prolong estimation. In time-based estimation meth-
ods, like NLS, the magnitude of µ is the same for all parameters (Eq. (4.4)) and is usually
selected according to the convexity of the error surface. In PARSIM, however, the µi(q)
in Eq. (4.17) can be selected separately for each parameter at each iteration according to
the quality of the parameter error estimate at that iteration. The requisite for adapting
the µi(q) is the ability to assess the confidence in ∆̂θi(q), which is determined by PARSIM
according to the quality of its constituents, ∆̂θ
r
i,j.
As was discussed before, the quality measure of each estimate ∆̂θ
r
i,j in PARSIM is its
Shannon entropy. However, the assignment of µi(q) requires the further step of assigning
confidence to the ∆̂θi(q) based on the quality measures of its constituents ∆̂θ
r
i,j(q). Our
studies indicate that the adaptation of µi(q) is better achieved according to the variance
of the estimates, γri,j in Eq. (4.23), and their unidirectionality d
r
i,j in Eq. (4.24). The
adaptation of µi(q) is performed within a nominal range µ¯ = [µ¯min, µ¯max], which is specified
according to the overall convexity of the error surface. The value of µi(q) at each iteration
is formulated as
µi(q) = (1− µ¯max) ∗ ξi(q) + (µ¯max ∗ φi(q)) (4.30)
where ξi is a factor to account for the variance of the parameter error estimates, γ
r
i,j, and
φi is the factor associated with their unidirectionality. According to the formulation in
Eq. (4.30), higher values of ξi and φi would lead to an adaptation step size µi closer to the
upper limit, µ¯max. The computation of these factors is discussed below.
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• Variance factor ξi: The function of ξi is to boost µi when the individual parameter
estimates ∆θri,j associated with parameter θi have a small variance. For its computa-
tion, the largest weight among the wri,j in Eq. (4.20) is used as a reference. The index
of this largest weight is defined as
Ii = (i, j∗, r∗) 3 wIi = max(wri,j) ∀j = 1, . . . , R; r = 1, . . . , P (4.31)
where Ii denotes the index of the Γ
r
Ii,j
(or ∆̂θ
r
Ii,j
) associated with the maximum weight
(minimum entropy) among the Γri,j of the ith parameter, ∆̂θi. The variance γIi of the
parameter error estimates ∆̂θ
r
Ii,j
estimated by Eq. (4.23) is then normalized as
ψi = | ln(γIi)| (4.32)
where ln denotes natural logarithm. Since γIi < 1, the above normalization provides
an inverse mapping of smaller variances to larger ψi. The range of ψi is then mapped
by interpolation to the range of the nominal adaptation step size µ¯ by an interpolation
line having the slope α and intercept β. The variance factor ξi is then computed as
ξi = α ∗ ψi + β (4.33)
• Directionality factor φi: The computation of the directionality factor is considerably
more straightforward. It is defined to simply represent the average unidirectionality
of the parameter error estimates ∆̂θ
r
i,j, as
φi =
1
RP
R,P∑
j,r
|dri,j| (4.34)
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For illustration purposes, the estimates of the van der Pol oscillator parameters obtained
with variable µi are shown in Fig. 4.11 along with estimates obtained using different fixed
µi. The results clearly indicate the effectiveness of the adaptation mechanism devised for
µi.
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Figure 4.11. Parameter estimates of the van der Pol oscillator obtained with a variable
step size as well with several fixed step sizes
4.5 Performance Evaluation
The contribution of PARSIM is to allow incorporation of shape attributes in parame-
ter estimation. It achieves this by including selected portions of output sensitivities and
prediction error wavelet coefficients in parameter estimation, to allow managing the enor-
mousness of data generated by various CWTs of the model outputs. There are two aspects
of PARSIM’s performance. One aspect concerns the internal workings of PARSIM, as it
pertains to its different solutions (i.e., least-squares versus separate parameter estimates)
and different CWT combinations. The other aspect concerns the potential advantages of
PARSIM in comparison to time-based parameter estimation.
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The performance of gradient-based parameter estimation methods is dependent upon
the global convexity of the error surface, therefore, the general performance of PARSIM
cannot be comprehensively evaluated independent of its application platform. In lieu of
such generalization capacity, we have sufficed to presenting results from both its solutions
and with different CWTs, to provide a qualitative view of their influence on parameter
estimation cases considered.
Although PARSIM benefits from several degrees of freedom that are unavailable to time-
based parameter estimation, its ultimate advantage is realized when the shape attributes
provide a competitive advantage to the magnitude of output sensitivities and prediction
error. Again, in the absence of a generalized framework, results are provided to illustrate
behavioral aspects that can be gained by the inclusion of shape attributes. The results
presented here are, therefore, meant to only highlight those aspects of PARSIM’s perfor-
mance that seem to offer an advantage over magnitude-based parameter estimation. In
that light, we have presented the results of PARSIM together with that of NLS, solely to
provide a basis for evaluating its performance and not as evidence of its overall superiority
to time-based parameter estimation.
4.5.1 The Two PARSIM Solutions
The two solutions of PARSIM are formulated in Eqs. (4.13) and (4.19), respectively.
The fundamental difference between the two solutions is the use of the covariance ma-
trix (Φs
TΦs) in the least-squares (LS) solution (Eq. (4.13)), which incorporates the cross-
correlation between the output sensitivities (i.e., the off-diagonal components of the co-
variance matrix) in estimation of the parameter errors, ∆θi. In this light, the separate
parameter estimate solution in Eq. (4.19) can be viewed as associated solely with the diag-
onal elements of the covariance matrix. To provide a comparison between the two solutions,
hence the significance of the off-diagonal elements of the covariance matrix, the parame-
ters of both the Chua’s Circuit and the van der Pol oscillator were estimated by each of
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these solutions. The prediction and precision errors of the estimates during the estimation
run are shown in Fig. 4.12. The results from the van der Pol oscillator indicate that the
separate parameter estimate solution becomes entrapped in a local minima, even though
the prediction error reaches zero. Those from the Chua’s circuit indicate that the LS so-
lution provides a much smoother convergence profile, although both solutions converge to
the correct parameter values. Overall, the results in Fig. 4.12 clearly indicate the more
effective performance of the LS solution. Therefore, the LS solution is designated as the
solution of choice by PARSIM, unless the Jacobian Φs becomes rank deficient due to the
absence of signatures for a parameter by any of the CWT/output combinations (e.g., see
Table 4.1). In such case and for that iteration, the separate parameter estimate solution is
used as the backup solution.
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Figure 4.12. Prediction and precision errors of parameter estimates of the van der Pol
oscillator (left) and Chua’s circuit (right) by each of the two PARSIM solutions
4.5.2 Combination of Shape Attributes
The salient feature of PARSIM is its incorporation of shape attributes in parameter
estimation. Therefore, its effectiveness vis-a´-vis time-based (magnitude-based) parameter
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estimation is contingent upon the added information content provided by the shape at-
tributes over and beyond the magnitude. As demonstrated later, one condition of such
contingency, that we have identified so far, is the smoothness of output sensitivities. Yet,
given smooth output sensitivities and the preference for the shape attributes, the question
still remains as which shape attributes to consider. To illustrate the significance of shape
attributes in parameter estimation, shown in Fig. 4.13 are the parameter estimates of the
van der Pol oscillator and Chua’s circuit by different transform combinations. Even though
the results are case-specific, the precision errors on the left illustrate that only one combina-
tion of the CWTs; i.e., Gaussian smoothing together with the Gauss and Sombrero CWTs,
is effective in finding the global minimum for the van der Pol oscillator. On the other hand,
the precision errors on the right indicate the parameter estimates of the Chua’s circuit are
more forgiving in that of the six transform combinations, only two fail to provide adequate
information content and four of them lead the estimates to their true values. It is inter-
esting to note that unlike the corresponding precision errors, the prediction errors on the
left all reach zero, underlining the presence of local minima for the van der Pol oscillator.
Another point of interest in Fig. 4.13 is the observation that the best estimation results
correspond to the largest combination of transforms. Even though anecdotal and not of
value in and of itself, this observation highlights PARSIM’s effective integration capacity
that enables it to benefit from the added information of various transforms for improved
parameter estimation.
4.5.3 Convergence Characteristics
Defining the convergence characteristics of PARSIM is not an easy task, because of the
case-specificity of the parameter estimation problem. Furthermore, our experience with
PARSIM is limited to a few platform applications, corresponding to a limited range of error
surface characteristics. Therefore, the results presented are not meant to provide a definitive
and comprehensive view of PARSIM’s performance, they are to rather demonstrate only
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Figure 4.13. Parameter estimates of the van der Pol oscillator (left) and Chua’s circuit
(right) obtained with different transform combinations
aspects of PARSIM that are noteworthy as a parameter estimation solution. One such
aspect is the potential for faster convergence. Another aspect is PARSIM’s tendency to be
less vulnerable to local minima entrapment. Yet another aspect of PARSIM is its sensitivity
to the smoothness of output sensitivities. The results provided next illustrate these aspects
of PARSIM.
4.5.3.1 Speed of convergence
In general, PARSIM is a computationally intensive method, due to the added compu-
tation associated with wavelet transformation, signature extraction and the selection of its
various degrees of freedom. As such, any potentially faster convergence rates attained by
PARSIM would be overshadowed by its longer computation times, except in cases where
simulation times dominate the times used for parameter estimation. While Chua’s circuit
does not represent such a case, it can be used to evaluate the speed of convergence of
PARSIM. To this end, fifty estimation runs of Chua’s circuit’s parameters were performed
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by PARSIM and NLS with random initial parameter values within 2% of the nominal pa-
rameter values Θ¯ = [0.95 θ∗1, 1.05 θ
∗
2, 0.95 θ
∗
3, 1.05 θ
∗
4, 0.95 θ
∗
5]. Shown in Fig. 4.14 are the
prediction and precision errors of these estimation runs. They indicate faster convergence
rates achieved by PARSIM than NLS. However, these results are not to be generalized as
a characteristic of PARSIM, as we expect numerous scenarios to exist wherein PARSIM’s
performance would be inferior to magnitude-based parameter estimation.
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Figure 4.14. Prediction and precision errors of fifty estimation runs of Chua’s circuit
parameters obtained by PARSIM or NLS with different initial parameter values
4.5.3.2 Evasion of local minima
A potential hazard of gradient-based parameter estimation is entrapment in local min-
ima with non-convex error surfaces. In these cases, the prediction error could reach a
minimum of zero but not the precision error. A case in point is the van der Pol oscillator,
as represented by the results in Fig. 4.13. To facilitate visualization, the error surface of the
van der Pol oscillator is plotted in Fig. 4.15 in terms of only two of its parameters, c and k.
Also shown in Fig. 4.15 are the trajectories of parameter estimates by both PARSIM and
NLS from two starting points on the non-convex regions of the error surface. The results
clearly indicate the marked difference between the two trajectories. The NLS solutions
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end in local minima, whereas the solutions from PARSIM converge to the global minimum
(bottom of the convex region). However, the results in Fig. 4.15 could be due to the initial
conditions used, or may be specific to the application platform. To provide a slightly more
diversified study of this aspect of PARSIM, a third platform is described below which also
poses the local minima challenge.
Platform 3: The parameter estimates of the nonlinear mass-spring-damper (MSD) model
mx¨+ cx˙|x˙|+ kx3 = 0 (4.35)
can also be entrapped in local minima when the output represents the free response of
the displacement x to initial conditions. In this model, m denotes the system mass, c is
its damping coefficient, and k is its spring constant. The true model parameter values
were set as Θ∗ = [m∗, c∗, k∗] = [375, 9800, 130000] and the nominal parameter values as
Θ¯ = [0.8 θ∗1, 1.25 θ
∗
2, 0.8 θ
∗
3]. The output comprised the free response of the MSD to the
initial conditions x(0) = 0.2 and x˙(0) = 0.
The capacity of PARSIM in evading local minima was tested in application to both
the van der Pol oscillator and the MSD. For this purpose, fifty estimation runs of the
van der Pol oscillator and MSD parameters were performed with random initial values
by both PARSIM and NLS. The random initial values for the van der Pol oscillator were
within ±10% of the nominal parameter values Θ¯ = [0.8 θ∗1, 1.25 θ∗2, 0.8 θ∗3] and those of the
MSD were within ±1% of the nominal parameter values Θ¯ = [0.8 θ∗1, 1.25 θ∗2, 0.8 θ∗3]. The
prediction and precision errors of the estimation runs are shown in Fig. 4.16, where the
left plots are associated with the van der Pol oscillator and the right plots with the MSD.
The prediction errors in the top plots indicate the success of NLS in zeroing the prediction
error far more rapidly than PARSIM, albeit at erroneous parameter values, as indicated by
the generally non-zero values of the precision error by NLS in the bottom plots. PARSIM,
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Figure 4.15. Two cases where PARSIM finds the global minimum when NLS gets en-
trapped in a local minima
on the other hand, takes considerable more iterations to minimize the prediction error, but
it is far more successful at reaching the correct parameter values, as represented by the
generally smaller values of the precision errors obtained by PARSIM in the bottom plots.
We attribute the better precision of PARSIM to its separate nature of estimation of the
model parameters.
4.5.3.3 Smoothness of output sensitivities
PARSIM relies on the shape attributes of output sensitivities, therefore, its performance
depends on successful characterization of these shape attributes. By the same analogy, su-
perfluous spikes in the output sensitivities that are caused by idiosyncrasies of numerical
simulation would adversely distort the parameter signatures and hamper parameter esti-
mation. This aspect of PARSIM is illustrated in the context of the van der Pol oscillator.
Shown in the top plots of Fig. 4.17 are the unfiltered (left) and smoothed (right) output,
x, of the van der Pol oscillator together with the output sensitivities, in the middle plots,
obtained before and after smoothing of this output. The ramification of the smoothing on
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Figure 4.16. Prediction and precision errors of fifty estimation runs of the van der Pol
oscillator parameters (left) and MSD parameters (right) obtained with random initial pa-
rameter values
the parameter signatures is shown via the parameter signature of c in the bottom plots of
Fig. 4.17. Of note are the non-analytic spikes in the output sensitivities on the left, which
have been smoothed by filtering the output on the right. A significant ramification of such
smoothing is seen in the parameter signature of parameter c obtained by Gauss CWT, in
the bottom plots of Fig. 4.17. This parameter signature indicates the regions of the time-
scale plane wherein the slope of ∂x/∂c exceeds the slopes of the other output sensitivities,
∂x/∂m and ∂x/∂k, by the dominance factor η = 1.5. According to the parameter signature
extracted from the unfiltered output, these regions correspond to approximately 2.6 sec-
onds and 3.75 seconds. However, the region in the parameter signature extracted from the
smoothed output (bottom right) only corresponds to 2.6 seconds, thus excluding the region
at 3.75 seconds. Noting that the parameter error estimates associated with the 3.75-second
region are in the opposite direction to the estimates at 2.6 seconds, the exclusion of this
second region improves the uniformity of the parameter error estimates.
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Figure 4.17. Unfiltered and smoothed (low-pass filtered) output sensitivities of the
van der Pol oscillator (middle plots) obtained, respectively, from the unfiltered and
smoothed output (top plots). Also shown in the bottom plots are the parameter signa-
tures of c from the unfiltered and filtered output sensitivities by the Gauss WT.
Any potential improvement of the parameter signature quality by smoothing should
be represented in the entropy of parameter signatures as well. For evaluation purposes,
listed in Table 4.3 are the entropy values of six parameter signatures of parameter c by
Gaussian smoothing and Gauss and Sombrero CWTs of the van der Pol oscillator outputs.
The entropy values are lower for four of the parameter signatures from smoothed outputs,
indicating an enhanced overall information content as the result of smoothing. A direct
ramification of this enhanced information content, if true for all parameters and at various
instances of parameter estimation, ought to improve the performance of PARSIM. To eval-
uate this assertion, several estimation runs with different initial parameter values of the
van der Pol oscillator parameters were obtained with and without smoothing its outputs.
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The prediction and precision errors of the estimates, shown in Fig. 4.18, indicate a faster
convergence of the prediction error due to smoothing, albeit not at a higher precision. The
improved speed of convergence of PARSIM in Fig. 4.18 due to smoothing gives credence to
PARSIM’s predisposition to smooth shapes.
Table 4.3. Entropy values of the parameter signatures obtained for parameter c of the
van der Pol oscillator from Gaussian smoothing and Gauss and Sombrero CWTs of its
outputs
Parameter Signature Entropies
CWT 11 CWT
2
1 CWT
3
1 CWT
1
2 CWT
2
2 CWT
3
2
unFiltered 1.236 1.236 1.061 1.175 1.028 1.184
Filtered 1.231 1.035 0.937 0.908 1.115 1.252
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Figure 4.18. Unfiltered and filtered parameter estimation of the van der Pol oscillator
circuit
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4.6 Application to Gas-Turbine Parameter Estimation
There are classes of simulations in which despite smoothing the data to remove fictitious
features, i.e., spikes, as well as utilizing all of PARSIM’s transparencies and degrees of
freedom, the parameters fail to converge. The estimation of the level of performance
degradation of gas-turbine engine is an example of such a case. The model used in this study
is the same generic engine model used in the direct method for health parameter estimation
described in the first part of this thesis. The inverse method is used to quantify the level of
damage of the same ten parameters comprising of the efficiency and flow capacity of the five
major components: low pressure compressor(LPC), high pressure compressor (HPC), high
pressure turbine (HPT), low pressure turbine (LPT), and fan. Attempting to estimate the
ten parameters without filtering, results in the lack luster performance shown in Fig. 4.19
where it can be plainly seen that nearly half of the parameters fail to close to their respective
targets. It should be noted that with exception to the LPTFC health parameter, NLS does
not appear to have much difficultly converging to the estimation and is shown on the plot
as a reference.
Fig. 4.20 is the analog of Fig 4.17. The top plots depict the unfiltered (left) and filtered
(right) time trace of the output of the pressure measurement at station 2.5 (P2.5) located
between the low and high pressure compressor. The middle plots are the output sensitiv-
ities of P2.5 w.r.t. LPCeff along with the output sensitivities of three other parameters
which have been added as reference. Of note are the non-analytic spikes at approximately
twelve and twenty-eight seconds in the unfiltered plot in the middle left plot. These spikes
are the result of numerical anomalies rather representative of any true physical phenom-
ena. Also of note are the output sensitivities of the other three parameters which show
the relative flatness in the data. The flatness of the data is the other issue preventing suc-
cessful estimation of the parameters in this particular simulation. Data devoid of unique
and distinguishing features inhibit the necessary condition of dominance at pixel locations
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between parameters and requires relatively low dominance factors, in this case 1.10, to
extract any parameter signatures. Finally the lower plots are the parameter signatures
of ∂P2.5/∂LPCeff produced using the Gauss CWT. The parameter error coefficients are
at the locations where they dominate all the other parameter error coefficients produced
by the same Gauss CWT and dominance factor at that location on the time-scale plane.
These parameter signatures resulting from low dominance factors tend to be of low quality
as can be seen in the lower left hand plot of Fig. 4.20 exhibiting bi-directional coefficients
as in the case of the van der Pol oscillator indicating dubious quality.
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Figure 4.19. Comparison of parameter estimations of the Gas-turbine simulation using
NLS and PARSIM
Filtering the data removes the spikes and results in a uni-directional parameter signature
depicted in the lower right side plot of Fig. 4.20. Of note is that the dominance factor
selected increased from 1.10 to 1.15. However, unlike the case of the van der Pol oscillator,
the amount of information contained in the signal is not improved as measured by the
entropy values. Listed in Table 4.4 are the entropy values of the coefficients associated
with the parameter error updates of the seven outputs of the gas-turbine w.r.t. LPCeff
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transformed using the Gauss CWT. It is readily seen that there is no significant difference
between the unfiltered and filtered entropies indicating that no further information could
be recouped.
Table 4.4. Parameter signature entropy for the gas-turbine simulation
Filtered/unFiltered Parameter Signature Entropies
CWT 11 CWT
1
2 CWT
1
3 CWT
1
4 CWT
1
5 CWT
1
6 CWT
1
7
Filtered 1.174 1.171 1.1756 1.172 1.175 1.173 1.148
unFiltered 1.176 1.157 1.175 1.173 0.825 1.174 0
Filtering the data did not have the desired impact on the convergence of the parameter
estimation in that there is still not enough content contained in the parameter error updates
to provide total convergence. Five test cases were conceived to test the effects of pre-
filtering the data prior to calculating parameter signatures. Fig. 4.21 shows the performance
comparison between the unfiltered and filtered data. Of note is the fair degree of oscillation
in the unfiltered data. The filtered data, as expected, has better performance however, there
is still a fair degree of error even after 25 iterations.
At this point, a discussion is in order to attempt to explain what is happening. Because
PARSIM is a shape based method, in order to extract parameter signatures, the output
sensitivities needs to be rich in unique and distinguishing features. Featureless output sen-
sitivities requires low dominance factors which in turn translates into parameter signatures
which do not satisfy the condition of dominance of Eq. 4.10. The major dilemma resulting
from featureless output sensitivities are parameter signatures containing less than the max-
imum number of possible pixels or an inordinate amount of null signatures producing zero
value entropies. The former will artificially deflate the value of the entropy and can reak
havoc on the calculation of wri,j of the separate parameter estimation method by assigning
more weight to a parameter signature that is potentially inferior to the others while the
later has the effect of driving down the L2 norm of the column [Eq. 4.27]. This in turn will
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Figure 4.20. Comparison of filtered and unfiltered output sensitivities
cause the dominance factor selection process to choose an incorrect dominance factor for
this output which has a grave effect on the parameter error estimate. In the example of
the gas-turbine simulation, this condition caused selection of dominance factors in which
outputs were void of parameter signatures for several parameters or parameter signatures
located at corners of the time-scale domain. This in turn results in nonconvergence of up
to 50 percent of the parameters and often lead to unrecoverable failures of the simulation.
4.7 Discussion: Inverse Method
PARSIM is a method of parameter estimation for dynamic systems that relies on the
shape attributes of system outputs. The shape attributes are represented by continuous
wavelet transformation of the outputs into the time-scale domain, but the surfaces that
characterize the shape attributes present too vast a data content to be readily utilized in
nonlinear least squares. PARSIM overcomes this impediment by considering a selected
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Figure 4.21. Gas-turbine simulation parameter estimation with and without filtering
subset of data points located in isolated regions of the time-scale domain and close to the
modulus maxima of the corresponding wavelet coefficient surfaces.
Two different solutions are devised for parameter estimation. The first and preferred
solution uses the least-square formulation. The second solution, used as recourse, is only
relied upon when parameter signatures cannot be extracted for a model parameter from
any of the wavelet transforms of the outputs.
Another feature of PARSIM is its capacity to use several measures of parameter sig-
nature quality as the basis for adjusting its degrees of freedom. This enables PARSIM to
select the best dominance factor among a set of dominance factors considered as well as to
adjust the adaptation step size associated with each parameter.
The preliminary results presented in this research validate the robustness of PARSIM’s
solutions and highlight some advantages of including the shape attributes in lieu of the
magnitudes of the time series involved (i.e., output sensitivities and prediction errors)
in cases where the level of shape variation between output sensitivities is great. Also
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presented are results to indicate the benefit of the smoothness of the output sensitivities
and PARSIM’s potential vulnerability to superfluous spikes caused by numerical simulation.
The application of PARSIM, however, is not without a cost. Its additional degrees of
freedom make it more onerous to implement and its longer computation time prolongs the
parameter estimation effort. As such, PARSIM should be considered when its potentially
improved precision outweighs its cost of implementation.
• Computation time: The added computational cost of PARSIM, compared to a time-
based method like NLS, is associated with (1) transformation of the involved time
series (output sensitivities and prediction errors) to the time-scale domain via vari-
ous CWTs, (2) extraction of the parameter signatures, (3) selection of the dominance
factors, (4) computation of the adaptation step sizes, and (5) estimation of the param-
eter errors. In application to both Chua’s Circuit and the van der Pol oscillator, 50
iterations of PARSIM on a current state-of-the-art personal computer would require
20-30 minutes depending on the number of CWTs and dominance factors consid-
ered. In comparison, the application of NLS to the same platforms would require
approximately 15 seconds. Running an estimation of the Chua’s circuit with a single
dominance factor, for instance, requires approximately 3 seconds per iteration. The
addition of a second dominance factor would double the time to 6 seconds. Therefore,
the bulk of PARSIM’s computation time is attributed to wavelet transformation and
extracting the parameter signatures at the various dominance factors. This added
computation time will be a detractor of PARSIM in applications involving quick
simulation run-times. However, in applications with long simulation run-times, the
time required to generate parameter signatures becomes less of a concern. In these
cases, the bulk of the run-time is shifted from extracting the parameter signatures to
generating the Jacobian matrix.
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• Number of parameters: If one considers the parameter signatures as sets, then the
union of these sets is bound by the number of pixels included in the time-scale plane.
As such, the larger the number of parameters (parameter signatures), the higher
the competition for pixels. In this paper, we restricted each time series to 128 data
points and the transformation to 72 scales, resulting in a time-scale plane of 128 ×
72 dimension. This number of pixels can be distributed among a large number of
parameter signatures, certainly more than those ordinarily considered for dynamic
systems. Nevertheless, further analysis is warranted to verify this assertion and to
establish the range of parameters that are manageable by PARSIM.
• Selection of the best suite of CWTs: The results presented in this paper are based
on the Gaussian family of CWTs. Depending on the application platform, different
combinations of Gauss and Sombrero CWTs and Gaussian smoothing were selected.
However, these combinations were selected by trial and error, and not autonomously
according to the information content each transformation contributed to the parame-
ter estimation solution. Therefore, devising a measure for identifying the optimal set
of CWTs for each application platform will be an interesting problem to solve. An-
other interesting problem would involve the inclusion of other CWTs in the operation
of PARSIM.
• Range of dominance factors: Among the various degrees of freedom of PARSIM, the
dominance factor is the most critical. In its current form, the dominance factor is
selected among a set of dominance factors. A different strategy would entail deter-
mining the maximum dominance factor by minimizing the number of zero-valued
entropies.
• Number of edge-point pixels: The results produced in this paper are based on an
arbitrary maximum number of edge point pixels. Given that the number of pixels
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included in each parameter signature can have a significant impact on the quality
of parameter estimates, identifying a measure whereby the optimum number of edge
points can be determined is a potentially worthy topic of study.
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CHAPTER 5
CONCLUSION
Two methods of health monitioring were introduced in this dissertation, a direct method
and it’s complementary inverse method. Both methods leverage the added degrees of
freedom inherent in the time-scale domain, such as shape comparison, to advantage. The
direct method of fault diagnosis is introduced for isolation of degraded engine components,
DSIM, which is ideally suited to in-flight application due to its relatively low computation
demand. It identifies the residuals that stand out relative to others in representing engine
abnormality and then associates these residuals with the engine components through the
health parameters. The results show that DSIM provides adequate repeatability to be used
for continual monitoring of component degradation in aircraft engines. The inverse method
of health parameter quantification was introduced to assess the severity of the degradation
identified by the direct method. This method utilizes the transparencies and degrees of
freedom, such as shape attributes, available in the time-scale domain to refine and assess the
quality of the data available for parameter estimation. Estimation results from the three
test platforms used in this research show PARSIM to be potentially more robust when faced
with local minima and shallow gradients as compared to NLS. However, one pitfall which
was identified was that if the output sensitivities lack unique and distinguishing shapes, as
in the case of the jet engine, PARSIM is rendered less effective in estimating the health
parameters.
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