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ABSTRACT 8 
 9 
The meshless numerical wave tank (NWT) has been developed based on the collocation method and the radial basis function. 10 
For simulating short waves, a free surface interpolation approach is proposed in this study in order to mitigate numerical 11 
dissipation and accelerate the simulation. A number of fundamental free surface nodes are employed in the procedure of 12 
solving algebraic equations with a full coefficient matrix, while many more free surface nodes are utilized in the 13 
time-stepping and smoothing procedure by applying the interpolation technique between each adjacent fundamental node. 14 
The NWT with the free surface interpolation approach is applied to simulate regular waves and irregular waves, and is then 15 
validated by both analytical solutions and experimental results. The numerical results are significantly improved by using the 16 
approach to increase the number of free surface boundary nodes, whilst the time consumption increases proportionally. For 17 
shorter waves, more interpolation nodes need be used. The good agreement between the present numerical results and the 18 
analytical and experimental results indicates that the free surface interpolation approach succeeds in rapidly and accurately 19 
simulating the propagation of short waves and irregular waves, covering a wide range of wave frequencies.  20 
 21 
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1. Introduction 28 
 29 
Rapid development in offshore activities, along with increasingly extreme environments, demands more accurate 30 
prediction of the hydrodynamic performance of offshore structures. Among the various numerical tools used for such 31 
prediction, the time-domain simulation method has been commonly accepted as the most effective tool, owing to the fact that 32 
the coupling effects of wave-structure and hull-mooring-riser interactions can be calculated in real-time [1]. As an essential 33 
input for the calculation, the time series of random waves is usually obtained by using a linear summation model with 34 
random seeds or experimentally calibrated waves. However, the linear summation model is too simple to consider the wave 35 
nonlinearities, wave-wave interactions, and water depth effects, whereas the experimental data are limited and unavailable at 36 
the early design stage. Therefore, the numerical wave tank (NWT) tends to be an effective tool for obtaining the time series 37 
of random waves by using nonlinear free surface boundary conditions and considering water depth effects. 38 
The NWT for simulating surface gravity water waves is an important topic in the field of coastal and offshore engineering. 39 
Along with the increasingly improved computer techniques and power, a great deal of success in the computational study of 40 
nonlinear NWTs has been continuously achieved on the basis of various numerical schemes, including the Finite Difference 41 
Method (FDM) [2], the Finite Element Method (FEM) [3], the Boundary Element Method (BEM) [4], the Boundary Integral 42 
Equation Method (BIEM) [5], the Boussinesq-type (BT) model [6], the Computational Fluid Dynamics (CFD) method [7], as 43 
well as Meshless Methods (MMs) [8]. A detailed review of the available NWT for simulating nonlinear water waves with 44 
and without overturning can be seen in Refs. [9, 10] containing a large number of references therein. In the potential NWT on 45 
condition that the viscosity is not important, BEM has been very popularly employed to solve boundary value problem at 46 
each time step because of its efficiency and accuracy. Continuous improvements have been achieved in recent years. The 47 
high-order BEM (HOBEM) attracted more and more attentions for the numerical simulation of nonlinear wave–wave and 48 
wave-body interactions [4, 11-13]. A parallel implementation of NWT was developed by using HOBEM combined with a 49 
fast multipole algorithm (FMA) [14]. A force-feed back absorption controller was implemented in a BEM-type NWT [15]. In 50 
comparison with BEM, the MMs require neither domain nor surface meshing; they construct the numerical approximation 51 
from nodes for the purpose of partly eliminating the difficulties associated with mesh-based methods, such as mesh-based 52 
interpolation, distorted or low-quality meshes that lead to considerable errors, and moving discontinuities [16]. 53 
One of the MMs is the Smooth Particle Hydrodynamics (SPH) method, which was proposed to solve problems in fluid 54 
dynamics such as free surface flows [17, 18]. By handling turbulence, fluid viscosity, and density, the SPH model is able to 55 
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model breaking waves on beaches, the green water overtopping of decks, and wave-structure interactions [19]. A strictly 56 
incompressible SPH (ISPH) model was further developed to simulate free surface flows, in which the pressure was obtained 57 
by solving a pressure Poisson equation from a hydrodynamic formulation [20]. An improved ISPH model with redefined 58 
mirror particle treatment for solid boundaries was recently applied to simulate free surface wave interactions with coastal 59 
structures of various shapes [21]. In addition, a δ-SPH model with numerical diffusive terms was proposed to simulate 60 
different free surface flows, including 2D gravity waves generated by a wave maker [22]. 61 
Another MM, known as the Meshless Local Petrov-Galerkin (MLPG) method, which is based on local weak forms in 62 
overlapping subdomains [23], was proposed by Ma [24] to deal with nonlinear water wave problems. Satisfactory agreement 63 
was achieved in comparison to the analytical solutions and finite element results. This formulation is based on general 64 
fluid-governing equations, and the boundary value problem is solved by using the MLPG method at each time step. The 65 
improved MLPG method based on the Rankine source solution, which boasts a larger computational efficiency, was further 66 
developed to simulate freak waves and breaking waves [25, 26].  67 
Amongst the existing MMs, the one using Radial Basis Function (RBF) networks offers a continuously differentiable and 68 
integrable grid-free scheme for representing surfaces and partial derivative estimations. A set of RBFs is employed, and the 69 
derivatives can be calculated directly. In the applications to solve boundary problems, the fundamental solution of the linear 70 
operator is usually chosen as the RBF [27], which will automatically satisfy the governing equation, except at the center of 71 
the RBF – i.e., the source point. Furthermore, if all the source points are set outside the computational domain, there will be 72 
no singularity in the domain at all, and the governing equation will be satisfied automatically. Consequently, the only task 73 
that remains as this stage is to satisfy the boundary conditions. By collocating points on the boundary, the boundary 74 
conditions can be solved directly without singular numerical integration; in this way, it becomes easier to implement the 75 
solution procedure.  76 
An RBF method that uses the fundamental solution of Laplace’s equation has been proposed for simulating nonlinear free 77 
surface water waves and wave-structure interactions [8]. The method is further employed by Xiao et al. [28] to simulate 78 
nonlinear irregular waves in shallow water by introducing a new form of the NWT with improvements on the incident 79 
boundary conditions; this model has been validated by corresponding experimental measurements. However, the RBF 80 
method produced dense coefficient matrices for the linear system of algebraic equations, the solution of which tends to be 81 
time-consuming. Therefore, relevant numerical techniques warrant further research to accelerate the computation. Similar to 82 
the multi-subdomain approach with BEM [29], Senturk [30] proposed the localized meshless RBF method in the simulation 83 
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of free surface waves by breaking down the computational domain into a number of subdomains, leading to a sparse global 84 
system matrix. This approach is particularly advantageous in mitigating the time-consuming nature of the simulation process.  85 
The random wave usually consists of many wave components with a wide range of periods; this leads to more difficulties 86 
in the simulation than would arise from a simulation consisting solely of monochromatic waves. Thus for simulating random 87 
waves, many more collocation nodes tend to be required because of the existence of short-period waves. However, a larger 88 
number of nodes lead to a more time-consuming computation. As one of the highlights specifically addresses this issue in the 89 
present study, a free surface interpolation approach is proposed to accelerate the simulation using the MM based on the RBF, 90 
whilst increasing the number of free surface nodes. Through the application of the meshless NWT in simulating regular 91 
waves with different periods, the dissipation is clearly seen for short-period waves. The free surface interpolation approach is 92 
then introduced to improve the numerical results without significantly increasing the time consumption. Detailed effects of 93 
the approach are presented on both the numerical results and the overall time consumption. A number of regular waves 94 
within a wide range of periods are then simulated and validated by using analytical solutions. On this basis, the meshless 95 
NWT with the free surface interpolation approach is extended to simulate random shallow-water waves; furthermore, the 96 
results of wave spectra with varying interpolation node numbers are compared to evaluate the efficiency of the improved 97 
model. Corresponding experimental measurements are finally utilized to verify the numerical results. 98 
 99 
2. Mathematical model and numerical scheme 100 
 101 
2.1. Boundary-value problem 102 
 103 
Figure 1 depicts a water wave train propagating in a 2D NWT, with an oxz Cartesian coordinate system. The z=0 plane 104 
coincides with the initially undisturbed free surface, with the z-axis pointing vertically upward. The x-axis is directed 105 
horizontally along the wave’s direction of propagation. The computational fluid domain is denoted as Ω. The instantaneous 106 
free surface boundary, the incident boundary, the bottom boundary, and the radiation boundary are represented by ΓF, ΓI, ΓB, 107 
and ΓR, respectively.  108 
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 109 
Fig. 1. Sketch of a 2D numerical wave tank. 110 
 111 
The fluid considered is inviscid and incompressible, and the flow is assumed to be irrotational. Therefore, the fluid domain 112 
can be described in terms of a velocity potential. The governing equation for this problem is Laplace’s equation: 113 
  0,,2  tzx   (1) 114 
where ),,( tzx  is the velocity potential.  115 
In order to simulate fully nonlinear water waves in the fluid domain, the following set of boundary conditions must be 116 
satisfied for the unknown velocity potential: 117 
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where ),( tx  is the wave elevation on the instantaneous free surface, h(x) is the water depth, c is the wave speed, n  is the 123 
unit outward normal vector on the boundary, and g is the acceleration due to gravity. Equations (2) and (3) represent the fully 124 
kinematic and dynamic free surface boundary conditions, respectively. The atmospheric pressure on the free surface is 125 
assumed to be zero. Equations (4) and (5) are the bottom boundary and incident boundary conditions, respectively. Equation 126 
(6) denotes the radiation boundary condition, thereby imposing the constraint that the waves are always outgoing. 127 
In order to solve the boundary value problem described by Eqs. (1)-(6), the mixed Eulerian-Lagrangian (MEL) approach 128 
[31] is employed. The movements of fluid particles on the instantaneous free surface are tracked in the Lagrangian reference 129 
B
I 
F
R 
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frame, and thus the time-dependent velocity potential and wave elevation in Eqs. (1)-(6) are computed through a 130 
time-stepping integration procedure. Meanwhile, at each time step, all boundary conditions are solved in the Eulerian 131 
reference frame to obtain the unknown velocity potential and fluid velocities on the free surface.  132 
 133 
2.2. Meshless numerical method 134 
 135 
In this study, the boundary conditions at each time step are solved by using the MM based on collocation with the RBF. 136 
The velocity potential is assumed to be the linear combination of N RBFs. Taking nth time step as example, the velocity 137 
potential can be written as [8]:  138 
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where ),( zxqi  is the RBF centered at the source point ),( ii zx , and 
)(n
i  is its weight which is a function of time 140 
similar to the velocity potential. The type of RBF is chosen as the fundamental solution of a 2D Laplace operator: 141 
ii rzxq ln),(   (8) 142 
where 22 )()( iii zzxxr   is the distance between any field point ),( zx  in the computational fluid domain and the 143 
source point ),( ii zx . If all the source points are laid outside the fluid domain, the solution form satisfies the governing 144 
equation automatically.  145 
The fluid velocities, defined as the partial derivatives of the velocity potential, can be derived by Eq. (7): 146 
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At each time step, the wave elevations and the velocity potentials on ΓI and ΓF , and the normal velocities on ΓB and ΓR are 149 
known. Thus the unknown parameters )(ni  at all source points can be obtained by solving boundary equations. Particularly 150 
on the free surface, the velocity potential has been obtained by the time-stepping computation and thus the boundary 151 
condition can be employed directly by using Eq. (7). The equations for determining )(ni  can be summarized as: 152 
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where Eq. (14) is the same as that in Ref. [8]. 157 
A flow chart describing the procedure of numerical implementation can be presented in Fig.2. The computational time 158 
consists of the time TCM required to generate coefficient matrixes for algebraic equations (11)-(14) and the time TSE needed 159 
for solving these equations. In comparison with BEM in which TCM is usually larger than TSE owing to the tedious singular 160 
surface integrations [29], the meshless method is much more straightforward and effective because no time-domain 161 
integrations are required to generate the coefficient matrix of the algebraic equations for determining the unknown 162 
parameters. Therefore, TCM is much smaller and the computational time is mainly TSE for solving the algebraic equations with 163 
a full coefficient matrix established along the entire boundary.  164 
Initial condition (n=0) 
Update collocation points and velocity potentials on ΓF. 
Solve the equations of boundary conditions to determine )(ni . 
Stop 
Calculate the surface displacement and velocity potential on ΓF 
using time-stepping scheme if n>0. Then smooth. 
Check time steps 
Update collocation points and boundary conditions on ΓI and ΓR. 
Next time step (n+1) 
 165 
Fig.2. The flow chart of meshless numerical implementation. 166 
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 167 
2.3. Numerical wave generator and absorption 168 
  169 
In terms of various techniques, many types of wave generators on the incident boundary have been developed for different 170 
NWTs. In this study, the numerical wave generator is employed by analytically specifying both the wave elevations and the 171 
velocity potentials on the incident boundary based on the theoretical wave solutions. It is relatively simple to implement 172 
because it does not involve constant updating of the fluid domain due to wave-maker motions.  173 
A ramping function is applied to gradually increase the incident waves on the incident boundary by smoothly approaching 174 
the unity from zero as the simulation proceeds, in order to reduce the transient effect so as to avoid the numerical instability 175 
and reach the steady state properly. The ramping function is written as 176 
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where mT is the modulation time, during which the incident waves are ramped, set as several times of the wave period. 178 
In order to minimize the wave reflection from the downstream tank wall, a special Sommerfeld radiation condition of 179 
Orlanski type [32] is imposed on the radiation boundary and is combined with a damping layer on the free surface close to 180 
the radiation boundary. The celerity c(t) in Sommerfeld equation (6) is an actual function of time and is continuously 181 
determined from the results of previous time step during the simulation (see, e.g., [33]). The calculated celerity is then limited 182 
to 0 ~ ∆x/∆t in accordance with Orlanski condition [32]. Within the damping layer close to the radiation boundary, extra 183 
terms are added to both the kinematic and dynamic free surface boundary conditions given in Eqs. (2) and (3) as follows 184 
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where )(x  is a tunable damping factor inside the damping layer to prevent the wave reflection and usually written in a 187 
quadratic function form. That is 188 
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where L  is the total length of the NWT,   is the wave length,   is the tuning factor and   denotes the length of the 190 
damping layer. The reflection coefficient is found less than 2% when the length of the damping layer is set to be at least one 191 
wave length ( 0.1 ) by using  =1.0 [34-35]. 192 
 193 
2.4. Time-stepping integration and smoothing scheme 194 
 195 
By employing the meshless method mentioned above to solve the boundary conditions, the fluid velocities on the free 196 
surface can be obtained at each time step. Subsequently, the wave elevations and velocity potentials on the instantaneous free 197 
surface can be calculated through a time-stepping integration procedure according to the MEL approach. The free surface 198 
boundary conditions with a damping layer given by Eqs. (16) and (17) can be treated as ordinary differential equations to be 199 
marched in time. In the case of no wave breaking in the wave propagation, it can be assumed that the wave elevations are 200 
single-valued and the collocation points on the instantaneous free surface are allowed to move vertically only 201 
(semi-Lagrangian). Therefore, the wave elevations and the velocity potentials on the instantaneous free surface can be 202 
expressed as a second order Taylor series [28]: 203 
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where t  is the time step and    txttxz ,,    is the change of the wave elevation calculated by Eq. (19).  206 
This explicit time-stepping scheme overall should be 2nd order accurate in time. In accordance with the theory of Taylor 207 
series, the error of the 2nd order expansion is less than the 3rd term omitted, which can be derived as !3/)()( 32 ttE    208 
for a periodic wave with angular frequency ω. In Eqs (19) and (20), the time step Δt is commonly selected by dividing the 209 
wave period T into M intervals for periodic waves. Therefore, the time t and time step Δt can be normalized as Tt /  and 210 
MTt /1/  , respectively. As a result, the error term can be written as 6/)/2(6/)2()( 332 MtE   . As for 211 
the spatial accuracy, Eq. (20) also shows 2nd order accurate in the wave elevation. It means that the error with respect to the 212 
spatial change can be written as 6/)()( 32 zzE  , in which Δz is obtained by Eq. (19).  213 
The time derivatives t  and t  at previous time steps t  and tt   can be calculated by applying Eqs. (2) 214 
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and (3), respectively. In Eqs. (2), (3), and (20), the spatial derivatives on the velocity potential, x  and z , can be 215 
obtained by applying Eqs. (9) and (10), respectively. In addition, a seven-point difference scheme was applied to calculate the 216 
spatial derivative on the wave elevation, x  [36]: 217 
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where the subscript i denotes the node number on the free surface. 219 
At the beginning of time-stepping integration procedure, a simplified first order form is utilized as follows: 220 
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In order to avoid numerical instability and maintain good accuracy, a five-point smoothing scheme similar to that 223 
introduced by Longuet-Higgins and Cokelet [31] is applied to smooth the free surface profiles and the velocity potentials 224 
derived by the time-stepping integration procedure: 225 
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 228 
3. Free surface interpolation approach and validation with wave theories 229 
 230 
3.1. Performance of the meshless NWT 231 
 232 
The meshless numerical model can be directly applied to simulate the propagation of regular waves, and can be validated 233 
by using analytical solutions. A sketch of the meshless NWT with uniform water depth is shown in Fig. 3.  234 
 11
 235 
Fig. 3. Sketch of the meshless numerical wave tank (NWT) with uniform water depth. 236 
The total length is selected to be L=20 m, and the uniform water depth is selected to be h=2.2 m. These dimensions are 237 
selected according to the size of the NWT mentioned in Section 4.1, which is derived from the physical ocean engineering 238 
basin. Numerical wave probes are evenly spaced at 1 m intervals in the NWT to record the wave elevations. The time-step 239 
interval and the total simulation time are both dependent on the wave period. The total time should be sufficient to allow the 240 
generated waves to become fully developed in the NWT for comparison to analytical solutions.  241 
 242 
3.1.1. Stability 243 
 244 
As one of the stability issues of the meshless NWT, using an explicit time-stepping scheme is likely to degrade the 245 
accuracy and even lead to instability. The other issue, which is the so-called saw-toothed instability, will be discussed later. 246 
Firstly, given an example with simple expression of   )cos( tt   , which represents a linear wave with unit amplitude, the 247 
errors in time and spatial of the 2nd order time-stepping scheme with respect to a number of time intervals can be easily 248 
obtained, as shown in Table 1. The results show that good accuracies both in time and spatial can be achieved for small 249 
time-step sizes. 250 
251 
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Table 1  252 
Accuracy of the 2nd order time-stepping scheme with respect to the time-step size in simulating the linear wave with unit amplitude. 253 
M ∆t/T )(2 tE  Max(∆z) )(2 zE  
25 0.04 2.65E-03 0.2567  2.82E-03 
35 0.02857  9.64E-04 0.1816  9.98E-04 
50 0.02 3.31E-04 0.1264  3.37E-04 
75 0.01333  9.80E-05 0.0840  9.87E-05 
100 0.01 4.13E-05 0.0629  4.15E-05 
200 0.005 5.17E-06 0.0314  5.16E-06 
 254 
In order to investigate the numerical stability of the time-stepping scheme using the second order Taylor series, parametric 255 
studies have been conducted on the accuracy and convergence with respect to the time-step size and the boundary point 256 
spacing. The regular wave used in the comparison has a period T=1.3 s and a height H=0.067 m, leading to a small nonlinear 257 
parameter kH=0.16 for the utilization of linear wave theory. In this scenario, the wave number k is expressed as k=2π/λ. The 258 
numbers of free surface nodes and total nodes are set as m=321 and N=456, respectively. In addition, the numbers of the 259 
collocation points on the incident, bottom, and radiation boundaries are 50, 60, and 25, respectively. The same distribution 260 
will be employed in the subsequent simulations of regular waves except for particular statements.  261 
Different time-step size ∆t is selected by dividing the wave period T into 25, 30, 40, 50, 80, 100, and 200 intervals. In 262 
addition, the boundary point spacing ∆x on the free surface is selected by dividing the tank length L into 150, 200, 250, 320, 263 
400, 500, and 750 intervals, corresponding to ∆x/λ=0.051, 0.038, 0.030, 0.024, 0.019, 0.015, and 0.010, respectively. In 264 
considering the propagation of gravity water waves, a number of quantities can be addressed in detail, such as the wave 265 
height, wave length, phase velocity (or celerity), group velocity, water particle velocity and acceleration, and pressure. 266 
Among these quantities, we select wave height, wave length, phase velocity, and particle velocity to demonstrate the 267 
convergence of the scheme with respect to ∆t and ∆x. The results of the parametric studies are shown in Fig. 4, where the 268 
wave height and particle velocity are measured at x=0.75L. The accuracy of simulation is represented by the ratios of 269 
measured quantities to the theoretical values. It is clear that all the quantities converge to the target when the time-step size is 270 
∆t=T/50 or smaller, and the spacing is ∆x=0.024λ (L/320) or smaller. The optimum time step T/50 agrees with the results of 271 
parametric studies in Refs. [37, 38]. The wave heights, wave lengths, phase velocities, and particle velocities obtained from 272 
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the simulations have low discrepancies of less than 2% with the theoretical values. Good convergence and accuracy 273 
demonstrate the stability and consistency of the scheme with respect to the time-step size and the boundary point spacing.  274 
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(a) Time–step size                                    (b) Boundary point spacing 276 
Fig. 4. Effect on the wave height, wave length, phase velocity, and water particle velocity of: (a) the time–step size; (b) the boundary point 277 
spacing. (T=1.3 s, kH=0.16). 278 
 279 
3.1.2. Efficiency 280 
 281 
Because the numerical scheme has neither prolix formulation nor tedious singular surface integrations, the meshless NWT 282 
has been considered as an effective tool for simulating free surface water waves. In order to examine the efficiency, the 283 
regular wave with period T=1.3 s and height H=0.067 m has been simulated by using the present model, BEM, and CFD 284 
method, respectively. The three NWTs have the same size of L=20 m and h=2.2 m. The simulations are made on a personal 285 
computer with 2.70 GHz Intel CPU and 8GB RAM. The wave height H measured at x=0.75L is 0.0674 m, 0.0680 m, and 286 
0.0667 m, and the consumed CPU time per period is 11.2 s, 22.8 s, and 870.0 s, for the present model, BEM, and CFD 287 
method, respectively. It is clear that three methods have obtained the same waves and the meshless NWT consumes half CPU 288 
time of that using BEM, and only 1/78 CPU time of that using CFD method, demonstrating higher efficiency of the present 289 
model than other methods. 290 
 291 
3.1.3. Smoothing 292 
 293 
The smoothing technique has been widely applied to the wave elevation and potential in order to effectively remove the 294 
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so-called saw-toothed instability in the numerical simulation of water waves [30, 31, 37]. Without smoothing, the computed 295 
positions of the water particles lay alternately above and below a smooth curve, and this indicates that the instability 296 
manifests as a small-scale oscillation in both time and space. The instability appears in nearly all computations and its 297 
influence is dependent on the time step and grid sizes. If the smoothing technique is not applied, the simulations of water 298 
waves would most likely be interrupted owing to the growth of the saw-tooth instability. Regarding the cases in the 299 
parametric study of the time-step size, it is observed that all the simulations have been interrupted owing to the saw-tooth 300 
instability without smoothing, except for the case with the smallest time-step size T/200. The wave profiles obtained in the 301 
simulation using the time-step size T/200 with and without smoothing are shown in Fig.5. It can be clearly seen that the 302 
saw-toothed instability still appears in the wave profile even for the smallest time-step size, and the smoothing technique 303 
worked well to give a smooth profile with no appearance of the small-scale oscillations. This improves the numerical 304 
stability.  305 
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Fig. 5. Effect of the smoothing technique by comparing the wave profiles at time t=50T (T=1.3 s, kH=0.16, ∆t=T/200). 307 
 308 
3.1.4. Wave absorption 309 
 310 
The sponge layer on the free surface and the Sommerfeld radiation condition have been implemented together to remove 311 
the wave reflection from the downstream tank wall. In the case T=1.3 s and kH=0.16, the time series of wave elevations at three 312 
different locations x=0.75L, 0.95L, and 1.0L along the wave tank are shown in Fig. 6, where the wave elevation and the time 313 
are normalized by the wave height and wave period, respectively. It is clear that the wave energy has been successfully 314 
dissipated when the output wave reaches the downstream tank wall, where the normalized wave height is less than 0.1%. 315 
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Fig. 6. Comparison of the wave elevations at x=0.75L, x=0.9L, and x=1.0L (T=1.3 s, kH=0.16). 317 
 318 
3.2. Numerical dissipation 319 
Two cases of regular waves with periods T=1.3 s and T=0.6 s are considered. The wave heights are selected to be H=0.067 320 
m and H=0.014 m to obtain a small nonlinear parameter kH=0.16 for the utilization of linear wave theory. By setting the 321 
same distribution of node numbers on the entire boundary as mentioned in Section 3.1, the two waves can be simulated in the 322 
meshless NWT. Figure 7 shows the wave profiles along the tank at the time of 100 periods, at which time the generated wave 323 
is fully developed.  324 
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Fig. 7. Numerical wave profiles at time t=100T (kH=0.16). 326 
It can be seen that the profile of the longer-period wave (T=1.3 s) is regular with uniform wave heights along the tank, 327 
whereas the profile of the shorter-period wave (T=0.6 s) decays evidently along the propagation direction. The wave energy 328 
extinction can be explained by numerical dissipation, which is induced by the smoothing procedure on the free surface 329 
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profiles and velocity potentials. In terms of linear wave theory, the surface wave elevation ),( tx  can be written as a 330 
cosine function: 331 
)cos(
2
),(   tkxHtx  (26) 332 
where ω is the circular frequency and δ is the phase angle. Substituting Eq. (26) into Eq. (24) results in 333 
)cos(
2
)cos1(
35
121 2  

  tkxHxk ii  (27) 334 
where 1 ii xxx  denotes the uniform space interval on the free surface. Equation (27) implies that ii   , and that 335 
ii    if 0cos1  xk  (i.e., if 0xk ). Given the normalized space interval xk , the relative error represented 336 
by 2)cos1(
35
12 xk  can be obtained. It is clear that an error less than 1.0×10-4 can be achieved for xk <0.185. The effect 337 
of the smoothing procedure on the formal accuracy of the scheme could be negligible if the space interval relative to the wave 338 
length is chosen sufficiently small. Maintaining the same numerical precision, the space interval x  must be smaller for a 339 
shorter wave with larger wave number k. Using the expression )1/(  mLx , the number of free surface nodes m must be 340 
increased for a constant tank length of L. 341 
For the two wave cases mentioned above, with m0625.0)1321/(20 x , the values of )cos1( xk  are 0.011 342 
and 0.234, leading to relative errors of 4.2×10-5 and 1.9×10-2, respectively. Based on Eq. (27), this clearly indicates that the 343 
numerical error tends to be significant for the case of the shorter wave (T=0.6 s), as shown in Fig. 7. In order to improve the 344 
simulation, the number of free surface nodes m must be increased (from 321 to 1501, for instance), thereby reducing xk  to 345 
0.011, which is close to the value for the case of the longer wave (T=1.3 s). As a result, the increment is made to be 346 
approximately 4.7 times larger.   347 
However, the time required to solve the algebraic equations (with a full coefficient matrix established along the entire 348 
boundary, TSE) is approximately a cubic function of the number of nodes on the entire boundary [29]: 349 
3
e
3
SE )(~ mmNT   (28) 350 
where me is the number of nodes along the entire boundary, except for the free surface. Since me must be increased together 351 
with the increasing m in order to ensure numerical stability, TSE tends to increase to more than 100 times if m increases by a 352 
factor of 4.7. This is unacceptable for the numerical simulation. 353 
 354 
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3.3. Free surface interpolation approach for improving simulation 355 
 356 
Therefore, an interpolation approach on the free surface is proposed here to accelerate the simulation while simultaneously 357 
increasing the number of free surface nodes. Note that the small value of )cos1( xk  is used to ensure the numerical 358 
precision of the smoothing procedure in the time-stepping integration, whereas the time-consuming TSE is mainly used in 359 
solving the algebraic equations of the boundary value problem at each time step. Considering this situation, it is reasonable to 360 
separate the two procedures and apply different numbers of free surface nodes to each. In the procedure of solving the 361 
algebraic equations (11) - (14) established on the entire boundary to determine the unknown parameters )(ni , a smaller 362 
number of fundamental free surface nodes are applied; however, in the time-stepping and smoothing procedure, a larger 363 
number of free surface nodes are applied by using the interpolation approach on each adjacent free surface node. If 0m  and 364 
Im  are defined as the fundamental node number and the interpolation node number, respectively, then the total number of 365 
the free surface nodes is: 366 
  1)1( I0  mmm  (29) 367 
As a result, the numerical dissipation tends to be mitigated by setting the interpolation node number to 0I m . Moreover, 368 
the time required to solve the algebraic equations remains unchanged by using the same fundamental node number 0m . Thus, 369 
the total time consumption of the simulation tends to slightly increase due to the time-stepping and smoothing procedures 370 
using more nodes. 371 
By applying the calculated parameters )(ni  (the subscript i denotes all collocation points including the fundamental 372 
free surface nodes) from the algebraic equations, the velocity potential ),()( zxn  and its derivatives can be determined by 373 
using Eqs. (7)-(10) for each interpolation free surface node, which is regarded as the field point (x, z). A new flow chart 374 
describing the whole numerical scheme after introducing the interpolation approach can be shown in Fig. 8. 375 
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Calculate the velocity potential and its derivatives for all 
fundamental and interpolation free surface nodes using )(ni . 
Stop 
Check time steps 
 376 
Fig. 8. The flow chart of meshless numerical implementation after introducing the interpolation approach. 377 
Applying the free surface interpolation approach on the shorter wave (T=0.6 s), numerical simulations are performed by 378 
using different interpolation node numbers and maintaining the fundamental node number at 321. The simulations are made 379 
on a laptop with 2.40 GHz Intel CPU and 6GB RAM, and this laptop is also used for subsequent simulations. Figure 9(a) 380 
shows the results of wave profiles along the NWT at t=100T for four cases with mI=0, 3, 5, and 9. Evident extinction of wave 381 
heights along the length of the NWT is clearly seen in the cases with mI=0, 3, and 5. However, in the case with mI=9, the 382 
extinction vanishes and the wave height distributes uniformly in space. Therefore, a lower interpolation node number results 383 
in a more pronounced extinction. On the other hand, although the total number of free surface nodes m increases (i.e., 321, 384 
1281, 1921, and 3201, corresponding to mI=0, 3, 5, and 9, respectively), the time consumption only increases proportionally 385 
by using the same computer, as shown in Fig. 9(b). More specifically, total number of free surface nodes increases by a factor 386 
of ten (i.e., from m=321 to m=3201) as mI increases from 0 to 9, whereas the time consumption per wave period only 387 
increases by a factor of two (i.e., from 27 s to 43 s).  388 
Additional cases with different fundamental and interpolation node numbers are considered, and the results of wave 389 
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profiles without extinctions of wave heights are compared in Fig. 10(a). The wave profiles are clearly consistent for the cases 390 
in which m0 increases from 251 to 321, 401, and 501, and mI decreases accordingly from 11 to 9, 7, and 5. For each m0, the 391 
minimum mI has been determined and the smaller mI tends to result in pronounced extinction in the simulated wave profiles. 392 
The time consumption per wave period is compared in Fig. 10(b), where a nonlinear and rapid increase is clearly seen with 393 
the increasing fundamental node number. Similar results can be seen for the simulation of a longer wave (T=1.3 s), as shown 394 
in Figs. 11(a) and 11(b).  395 
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Fig. 9. Numerical wave profiles and time consumption for the case of T=0.6 s using different interpolation node numbers. (a) Wave 398 
profiles at t=100T. (b) Time consumption. 399 
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Fig. 10. Numerical wave profiles and time consumption for the case of T=0.6 s using different fundamental and interpolation node 402 
numbers. (a) Wave profiles at t=100T. (b) Time consumption. 403 
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Fig. 11. Numerical wave profiles and time consumption for the case of T=1.3 s using different fundamental and interpolation node numbers. 406 
(a) Wave profiles at t=100T. (b) Time consumption. 407 
 408 
3.4. Validation with linear wave theory 409 
 410 
The meshless numerical model combined with the free surface interpolation approach is further applied to simulate the 411 
propagation of regular waves in uniform water depth. Furthermore, it is validated by using analytical solutions based on 412 
linear wave theory, which uses Eq. (26) to define the surface wave elevation, along with the following equation to define the 413 
velocity potential ),,( tzx : 414 
)sin(
cosh
)(cosh
2
),,(  
 tkx
kh
hzkHgtzx  (30) 415 
The analytical solutions are used for wave generation at the incident boundary and validation of the numerical results. In 416 
addition to the above two wave periods – i.e., T=0.6 s and 1.3 s – three other wave periods (T=0.5 s, 0.8 s, and 1.0 s) are also 417 
selected for the validation. The nonlinearity parameter kH is maintained at 0.16 for the use of linear wave theory. The number 418 
of wave cycles distributed in the NWT are L/λ=51.3, 35.6, 20.0, 12.8, and 7.6, corresponding to the five wave periods from 419 
T=0.5 s to 1.3 s, respectively.  420 
The fundamental node number on the free surface is maintained at 321, whereas different interpolation node numbers are 421 
applied in order to eliminate the dissipation. The numerical results of wave profiles along the length of NWT at t=100T and 422 
typical time series of wave elevations at x/L=0.75 are compared to the analytical solutions in Fig. 12, respectively. The free 423 
surface interpolation node numbers are mI=11, 9, 5, 1, and 0, corresponding to the wave periods T=0.5 s, 0.6 s, 0.8 s, 1.0 s, 424 
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and 1.3 s, respectively. It can be observed that the numerical results of the present model agree well with the analytical 425 
solutions. The meshless NWT using the same fundamental node number is effective in simulating linear regular waves with a 426 
wide range of periods by setting different interpolation node numbers. For shorter waves, larger interpolation node numbers 427 
need to be used. Moreover, it can be seen that the wave elevations at the downstream tank wall in all of the cases are close to 428 
zero (<0.1% incident wave height) because of successful wave energy dissipation by the damping layer.  429 
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(a) T=0.5s, mI=11 431 
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(b) T=0.6s, mI=9 433 
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(c) T=0.8s, mI=5 435 
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(d) T=1.0s, mI=1 437 
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(e) T=1.3 s, mI=0 439 
Fig. 12. Comparison of numerical and analytical wave profiles at t=100T (left), along with time series of wave elevations at x/L=0.75 (right) 440 
using different interpolation node numbers. (a) T=0.5 s, mI=11. (b) T=0.6 s, mI=9. (c) T=0.8 s, mI=5. (d) T=1.0 s, mI=1. (e) T=1.3 s, mI=0. 441 
 442 
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3.5. Validation with Stokes wave theory 443 
 444 
In addition to the validation with linear wave theory, the wave height for the wave period T=1.3 s is increased to H=0.2 m, 445 
leading to a larger nonlinearity parameter kH=0.48 for the use of third order Stokes wave theory. On the basis of the 446 
simulation of linear waves, the fundamental node numbers on the free surface are selected to be m0=321, 201, and 101, and 447 
interpolation node numbers are correspondingly selected to be mI=0, 3, and 9, in order to eliminate the dissipation. The 448 
numerical results of wave profiles along the tank at t=50T and typical time series of wave elevations at x=0.75L are compared 449 
to the analytical solutions in Fig. 13. It is clear that the numerical results of the present model are consistent for different node 450 
numbers and agree well with the analytical solutions of third order Stokes waves. Nearly zero wave elevations at the 451 
downstream tank wall further demonstrate the good performance of the damping layer in the simulation of nonlinear waves. 452 
The time consumptions per wave period for the three cases are 65.1 s, 41.3 s, and 24.5 s, where a significant reduction can be 453 
seen with decreasing fundamental node number by using the free surface interpolation approach.  454 
As mentioned in Section 2.4 with respect to the time-stepping integration scheme, the wave elevations are assumed 455 
single-valued. Therefore, the scheme is not applicable to very strong nonlinear wave cases, such as those with breaking or 456 
overturning waves. More applications to very strong nonlinear waves could be attractive and this would require improving 457 
the meshless NWT, in particular, the time-stepping integration scheme. In addition, simulations of a wide range of nonlinear 458 
waves in accordance with different nonlinear wave theories could also be helpful for recommending how large the steepness 459 
is limited for the application of the method. Both of these warrant further more extensive studies. 460 
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Fig. 13. Numerical wave profiles at t=50T (left) and wave elevations at x=0.75L (right) using different fundamental and interpolation node 462 
numbers. (L=20 m, T=1.3 s, kH=0.48). 463 
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 464 
3.6. Validation in longer wave tank 465 
 466 
In respect of the application of the present model to the simulation in much longer wave tank, the meshless NWT is 467 
elongated to L=160 m for the wave period T=1.3 s, covering more than 60 wave cycles. The nonlinearity parameter is 468 
maintained as kH=0.16 for the use of linear wave theory. The fundamental and interpolation node numbers on the free 469 
surface are selected to be m0=1001 and mI=9 in order to speed up the simulation without pronounced dissipation. The 470 
numerical results of wave profiles along the tank at t=200T and typical time series of wave elevations at x=0.75L are shown 471 
in Fig. 14. Clearly stable wave profiles and wave elevations demonstrate the ability of the meshless NWT combined with the 472 
free surface interpolation approach for the study of the long-time evolution of water waves in much longer space.  473 
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Fig. 14. Numerical wave profiles at t=200T (left) and wave elevations at x=0.75L (right) from the simulation in much longer wave tank. 475 
(L=160 m, T=1.3 s, kH=0.16, mI=9). 476 
 477 
4. Application to irregular waves and experimental validation 478 
 479 
In ocean engineering fields, physical wave basin tests are usually carried out to validate and investigate the hydrodynamic 480 
characteristics of offshore structures in various ocean environments. An essential procedure of the test programs is the proper 481 
simulation of irregular waves according to the given parameters. The meshless numerical model combined with the free 482 
surface interpolation approach is therefore further applied to simulate irregular waves in the wave basin, and is subsequently 483 
validated by the experimental results. 484 
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 485 
4.1. Physical wave basin and meshless NWT 486 
 487 
The meshless NWT is modeled according to the profile of the physical ocean engineering basin in Shanghai Jiao Tong 488 
University, which is capable of adjusting the water depth from 0 m to 5 m by moving a large false bottom up and down. 489 
Irregular waves in shallow water are simulated in both the physical wave basin and the meshless NWT; the results are then 490 
compared for validation. The profiles of the physical wave basin and the meshless NWT for shallow-water simulations are 491 
shown in Fig. 15. 492 
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Fig. 15. Sketch of the physical wave basin and the meshless numerical wave tank (NWT). (a) Physical wave basin. WP: wave probe. (b) 497 
Meshless NWT. 498 
At the left side of the physical wave basin, a dual-flap-type hydraulic wave generator is equipped to generate long-crest 499 
waves. Within a range of 2.5 m in front of the wave generator, the water depth is constant at 6 m where deep-water waves 500 
exist. From X=2.5 m to X=5.1 m, there is a guidance slope plate with one fixed end at a water depth of 2.2 m, and another 501 
free end to be moved up and down. During the simulation of shallow water depth, the slope plate will be used as a smooth 502 
transition bottom from deep water to shallow water. From X=5.1 m to X=35.1 m, there is a large region with uniform water 503 
hI=2.2m 
hR=0.26m 
X=2.0m 
X=4.6m X=20m 
Damping layer 
X=15m 
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depth adjusted by the false bottom. A slope beach is located at the end of the basin to absorb the wave energy and avoid the 504 
wave deflection. Resistance-type wave probes are installed to measure the wave elevations. The wave probe WP1 is located 505 
at X=0.5 m in front of the wave generator; this position corresponds to the incident wave boundary in the NWT. The 506 
measurements by the wave probe WP4 at X=15.5 m are considered as the experimental results, and will be compared with the 507 
numerical wave elevations. 508 
Considering the deep-water conditions within an area from X=0 m to X=2.5 m, linear wave theory can be applied to 509 
specify the irregular wave properties. If the numerical incident boundary is located in this deep-water region, the wave 510 
elevation and the velocity potentials of incident irregular waves can be specified by using the conventional approximation of 511 
linear combination of regular wave components. In this way, the incident boundary condition can be known, and the meshless 512 
numerical simulation of irregular wave propagation can be realized. Based on this concept, the meshless NWT is configured 513 
in Fig. 15(b) with a similar profile to that of the physical wave basin. The total length is selected as 20 m, and the lengths of 514 
the deep-water region, the slope bottom, and the uniform shallow-water region are 2.0 m, 2.6 m, and 15.4 m, respectively. 515 
The incident wave boundary is equivalently located at X=0.5 m in the physical wave basin. A damping layer is located close 516 
to the radiation boundary. The water depths in the deep-water region and shallow-water region are hI=2.2 m and hR=0.26 m, 517 
respectively, which are equivalent to the water depths in the physical wave basin. Wave probes are also placed in the NWT to 518 
record the wave elevations, one of which (located at X=15 m) will be analyzed as the numerical results. 519 
 520 
4.2. Generation and iteration of irregular waves 521 
 522 
A numerical wave generator for incident irregular waves can be established similarly to the wave generation method in the 523 
physical wave basin. In the deep-water region, the linear theory is adopted and the long-crested irregular wave elevation 524 
propagating along the positive X-axis can be written as the sum of a large number of regular wave components: 525 
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where )( lS   is the wave spectrum value at the circular frequency defined as l , l  is a constant difference between 527 
successive wave frequencies, and l  is the random wave phase, which is uniformly distributed between 0 and 2π, and 528 
remains constant in time. The random phases of all the wave components can be generated automatically by using the 529 
random function and determined by the random seed as input. The random seed for generating the irregular wave is kept the 530 
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same in both the computation and the experiment. The incident wave time series in the computation is applied to the driven 531 
signals of the physical wave generator, considering the phase difference between a distance of 0.5 m.  532 
In addition to the time series of the wave elevations determined by Eq. (31), if the irregular wave spectrum is known, the 533 
wave velocity potentials on the incident boundary can be determined similarly by using the linear combination of the wave 534 
velocity potentials of regular wave components. This formula can be written as: 535 
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where z=-hI ~ )(t  is the vertical coordinate from the bottom to the free surface on the incident boundary. 537 
Similar to the wave modeling procedure in the physical wave basin, the wave spectrum can be obtained by spectral 538 
analysis using the fast Fourier transform (FFT) algorithm on the time series of numerical wave elevations, and then compared 539 
to the target wave spectrum. It is unlikely that satisfactory agreement will be achieved by the first simulation using the target 540 
spectrum to give the incident wave boundary condition, because the wave profile is distorted continuously during the 541 
nonlinear propagation of irregular waves, especially in the regions of the slope bottom and the shallow water. Therefore, 542 
iteration procedures must be performed, and the driven spectrum should be updated by comparing the recorded wave 543 
spectrum and the target spectrum, until the agreement is deemed satisfactory. The formula for the iteration of wave spectra 544 
can be written as: 545 
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where )(TS  and )(1 MS  are the target and recorded wave spectra, and )(1 dS  and )(1 dS  are the first and the next 547 
driven wave spectra, respectively. The incident wave conditions are then updated by using Eqs. (31) and (32) in terms of the 548 
new driven wave spectrum )(1 dS , and the simulation is repeated. After the iteration repeats for few cycles, a satisfactory 549 
time series of irregular waves can be obtained with closely matched wave spectra and wave parameters. 550 
 551 
4.3. The first simulation and validation of irregular waves 552 
 553 
The irregular wave spectrum is chosen as the JONSWAP spectrum with a peak-enhancement factor of γ=3. One case with 554 
significant wave height (Hs=0.064 m) and peak spectrum period (Tp=1.11 s) is simulated. The cut-off frequency and interval 555 
for discretizing the spectrum are selected to be 16 rad/s and 0.0285 rad/s, respectively. Similar to the regular wave simulation, 556 
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the time-step interval is selected as ∆t=Tp/50. Greater numbers of fundamental free surface nodes and total boundary nodes 557 
are set as m=501 and N=730, respectively. In addition, the numbers of the collocation points on the incident boundary, deep 558 
water bottom, slope bottom, shallow water bottom, and radiation boundary are distributed as 75, 22, 36, 86, and 10, 559 
respectively. The total repetition period for the simulation is chosen as 220Tp, including the modulation time Tm=28Tp. 560 
Considering the time consumption for the wave propagation from the incident boundary to the radiation boundary, the 561 
transient period of the simulated wave elevations at x=15 m was excluded from the recorded time series for analyses.  562 
In the first simulation, the target wave spectrum )(TS  is utilized as the driven wave spectrum )(1 dS , as shown in Fig. 563 
16. Because a wide range of the wave frequencies from approximately 3.6 rad/s to 14.6 rad/s – i.e., wave periods from 1.75 s 564 
to 0.43 s, as shown in Fig. 16 – have significant energies, it is reasonably expected that the numerical dissipation and wave 565 
energy extinction tend to appear in the numerical simulation given the fundamental free surface nodes. Therefore, four 566 
interpolation numbers are applied in the simulation (i.e., mI=0, 1, 3, and 5) in order to reduce the numerical dissipation and 567 
improve the results. Figure 17 shows the comparison of the computed wave spectra using four interpolation node numbers. 568 
The consumed CPU time per period is 87.1 s, 93.3 s, 103.6 s, and 119.2 s, for the four cases on the same computer. Evident 569 
improvement is seen along with the increasing interpolation number. The wave spectra of the cases with mI=0 and 1 show 570 
that the wave energies are dissipated in varying degrees within the entire effective frequency range. For the case with mI=3, 571 
the wave spectrum is similar to the case with mI=5 when the wave frequency is lower than 6.45 rad/s. Above this frequency, 572 
the wave spectrum values are still smaller. This indicates that the dissipation of short waves is significantly improved by 573 
using the free surface interpolation approach to increase the free surface boundary nodes, with slightly increasing CPU time. 574 
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 575 
Fig. 16. Target irregular wave spectrum  
(JONSWAP, Hs=0.064 m, Tp=1.11 s, γ=3). 
Fig. 17. Comparison of numerical wave spectra using different 
interpolation node numbers in the first simulation. 
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The numerical wave spectrum )(num1 MS  using mI=5 is then compared to the experimentally measured wave spectrum 576 
)(exp1 MS  and the target wave spectrum )(TS , as shown in Fig. 18. Impressive agreement is clearly shown between the 577 
numerically and experimentally simulated wave spectra, though evident discrepancies are seen comparing to the target wave 578 
spectrum. The wave energy dissipates physically during the propagation from deep water to shallow water, which indicates 579 
that the first simulation of the irregular wave does not obtain satisfactory results, and that subsequent iteration procedures 580 
must be conducted. The updated wave spectrum )(1 NS  after the first iteration procedure (using Eq. (33)) is also shown in 581 
Fig. 18, where wave energies clearly increase near the peak wave frequency, as compared to the target spectrum.  582 
To validate the simulated irregular waves, not only the wave spectra but also the main wave parameters should be 583 
compared with the targets. The discrepancies of the simulated and the target significant wave height and peak spectrum 584 
period are usually required to be less than 5%. These wave parameters are derived from the spectra in the first simulation, and 585 
are listed in Table 2. By increasing the interpolation points on the free surface, both Hs and Tp are brought closer to the 586 
experimental values. The discrepancies between numerical and experimental results are 84.0%, 43.1%, 11.3%, and 1.0% for 587 
the four cases with mI=0, 1, 3, and 5, respectively. The final case with mI=5 provides satisfactory results as compared to the 588 
experiment, including both Hs and Tp values within a relative error of 1%. However, the numerical and experimental Hs 589 
values are approximately 10% less than the target value, indicating the requirement of an iteration procedure.  590 
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Fig. 18. Comparison of numerical, experimental, updated and target wave spectra in the first simulation. 592 
593 
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Table 2  594 
Main parameters of the target, driven, numerical, and experimental irregular waves in the first simulation. 595 
Simulation Target spectrum Driven spectrum Numerical results Experimental results
No. Hs (m) Tp (s) Hs (m) Tp (s) mI Hs (m) Tp (s) Hs (m) Tp (s) 
1 0.064 1.11 0.064 1.11 5 0.0582 1.10 0.0576 1.11 
     3 0.0511 1.10   
     1 0.0328 1.16   
     0 0.0092 1.36   
 596 
4.4. The iterated simulation and validation of irregular waves 597 
 598 
By using the updated wave spectrum )(1 NS  as the new driven spectrum )(2 dS , the second wave generation and 599 
wave simulation are conducted numerically and experimentally. In terms of the results in the first simulation, the free surface 600 
interpolation node number is set as mI=5. A newly simulated wave spectrum )(2 MS  can be calculated and compared to the 601 
corresponding experimental result and the target wave spectrum, as shown in Fig. 19. Small discrepancies still exist within 602 
the range near the peak spectrum frequency and one more iteration procedure must be similarly conducted through numerical 603 
simulation and physical modeling. The second updated wave spectrum )(2 NS  and the second driven spectrum )(2 dS  604 
are also shown in Fig. 19. Small changes are seen near the peak spectrum frequency. 605 
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Fig. 19. Comparison of numerical, experimental, driven, updated, and target wave spectra in the 2nd iteration. 607 
The third-round wave spectrum )(num3 MS  is then compared to the corresponding experimental result )(exp3 MS  and 608 
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the target wave spectrum, as shown in Fig. 20, together with the driven spectrum )(3 dS . The agreement is clearly 609 
impressive between not only the numerical and experimental wave spectra, but also the simulated results and the target 610 
spectrum, throughout the entire frequency range with significant wave energies, including short waves with relatively high 611 
frequency. 612 
In addition to the case of mI=5, the other three interpolation node numbers (i.e., mI=0, 1, and 3) are also applied in the 613 
numerical simulation. The numerically simulated wave spectra are compared in Fig. 21, where improvement can be seen as 614 
the interpolation node number increases. As in the first simulation, the wave spectra of the cases with mI=0 and 1 show that 615 
the wave energies are significantly dissipated within the entire effective frequency range. However, for the case with mI=3, 616 
the result is better and close to the case with mI=5, except for shorter waves, for which the frequency is larger than 6.45 rad/s.  617 
The main wave parameters in the second- and third-round numerical and experimental simulation of the irregular waves 618 
are analyzed and listed in Table 3, together with the target values, the driven spectrum values, and the numerical results for 619 
different interpolation node numbers. For the third iteration procedure, by decreasing the interpolation node numbers on the 620 
free surface, both Hs and Tp differ more strongly from the experimental values. The discrepancies of Hs between numerical 621 
and experimental results are 84.6%, 41.7%, 9.3%, and 0.8% for the four cases with mI=0, 1, 3, and 5, respectively. Given the 622 
case with mI=5, the numerical results agree well with the experimental results in each simulation, and the final simulated 623 
parameters of the irregular wave agree well with the target parameters. All the discrepancies are lower than 1%. Therefore, in 624 
terms of the comparison between wave spectra and wave parameters, the third simulation is satisfactory, and no more 625 
iteration procedures are required. The obtained time series of the irregular wave elevations can be used for further calculation 626 
in time domain of wave-structure interactions to predict wave-induced motions and loads. 627 
Comparisons between the time series of wave elevations at the numerical incident boundary and near the physical wave 628 
generator are shown in Fig. 22. The numerical and experimental time series of the last-round simulated irregular wave 629 
elevations at x=15 m are also shown in Fig. 23. Impressive agreement is observed between the numerical and experimental 630 
time series of the wave elevations, except for the initial transition waves. Although the incident waves are linear, the 631 
simulated waves in the shallow-water region exhibit nonlinear characteristics, with steeper wave crests and flatter wave 632 
troughs, which are related to nonlinear wave-wave interactions and the shallow-water effects.  633 
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Fig.20. Comparison of numerical, experimental, driven, and target 
wave spectra in the 3rd iteration. 
Fig.21. Comparison of numerical wave spectra using different 
interpolation node numbers in the 3rd iteration. 
Table 3 635 
Main parameters of the target, driven, numerical, and experimental irregular waves in the 2nd and the 3rd iterations. 636 
Simulation Target spectrum Driven spectrum Numerical results Experimental results
No. Hs (m) Tp (s) Hs (m) Tp (s) mI Hs (m) Tp (s) Hs (m) Tp (s) 
2 0.064 1.11 0.0730 1.10 5 0.0627 1.10 0.0634 1.11 
3 0.064 1.11 0.0746 1.10 5 0.0638 1.10 0.0643 1.11 
     3 0.0583 1.10   
     1 0.0375 1.10   
     0 0.0099 1.41   
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Fig. 22. Wave elevations at the numerical incident boundary (upper) and nearby the physical wave generator (lower). 639 
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Fig. 23. Numerical and experimental time series of irregular waves at x=15 m. 642 
 643 
6. Conclusions 644 
 645 
The meshless NWT based on the RBF is utilized to simulate water waves. Clear extinctions are observed in the wave 646 
profiles for short-period waves due to numerical dissipation. In order to improve the simulation, an interpolation approach on 647 
the free surface is proposed to increase the number of free surface nodes, and also to accelerate the simulation while 648 
maintaining accuracy. In the procedure of solving algebraic equations with a full coefficient matrix, a relatively smaller 649 
number of fundamental free surface nodes are employed, whereas in the time-stepping and smoothing procedure, a larger 650 
number of free surface nodes are employed by using the interpolation technique on adjacent fundamental nodes.  651 
By applying the approach on the simulation of short-period waves, the results are clearly improved, and the extinction 652 
tends to vanish. The time consumption increases only by a factor of two, even if the total free surface node number increases 653 
by a factor of ten by interpolation. Additional simulations of various regular waves are validated by using the analytical 654 
solutions. In general, the shorter the wave period is, the larger the interpolation node number is. Further applications to the 655 
irregular waves are validated by using experimental results. The dissipation of short-period wave components is clearly 656 
eliminated by using the approach to increase the number of free surface nodes, with proportional increases in the time 657 
consumption. As a result, the numerical wave spectrum and parameters are significantly improved by increasing the 658 
interpolation node number, and excellent agreement is shown in comparison to the experimental results.  659 
 34
 660 
Acknowledgments 661 
 662 
The authors would like to acknowledge the support of the National Natural Science Foundation of China (Grant 663 
No.51239007 and No.51279104). The authors are grateful to the anonymous reviewers whose valuable comments and 664 
suggestions improved the manuscript. 665 
 666 
References 667 
 668 
[1] Y. Kim, K.-H. Kim, J.-H. Kim, T. Kim, M.-G. Seo, Y. Kim, Time-domain analysis of nonlinear motion responses and structural 669 
loads on ships and offshore structures: development of WISH programs, International Journal of Naval Architecture and Ocean 670 
Engineering, 3 (2011) 37-52. 671 
[2] J.C. Park, Y. Uno, T. Sato, H. Miyata, H.H. Chun, Numerical reproduction of fully nonlinear multi-directional waves by a viscous 3D 672 
numerical wave tank, Ocean engineering, 31 (2004) 1549-1565. 673 
[3] S. Yan, Q.W. Ma, Numerical simulation of fully nonlinear interaction between steep waves and 2D floating bodies using the 674 
QALE-FEM method, Journal of Computational physics, 221 (2007) 666-692. 675 
[4] H. Yan, Y. Liu, An efficient high-order boundary element method for nonlinear wave–wave and wave-body interactions, Journal of 676 
Computational physics, 230 (2011) 402-424. 677 
[5] X.T. Zhang, B.C. Khoo, J. Lou, Wave propagation in a fully nonlinear numerical wave tank: A desingularized method, Ocean 678 
engineering, 33 (2006) 2310-2331. 679 
[6] J. Orszaghova, A.G.L. Borthwick, P.H. Taylor, From the paddle to the beach–A Boussinesq shallow water numerical wave tank 680 
based on Madsen and Sørensen’s equations, Journal of Computational physics, 231 (2012) 328-344. 681 
[7] X. Liang, J. Yang, J. Li, X. Li, A numerical study on local characteristics of predetermined irregular wave trains, Ocean engineering, 682 
38 (2011) 651-657. 683 
[8] N.J. Wu, T.K. Tsay, D.L. Young, Meshless numerical simulation for fully nonlinear water waves, International journal for numerical 684 
methods in fluids, 50 (2006) 219-234. 685 
[9] Q.W. Ma, S. Yan, Quasi ALE finite element method for nonlinear water waves, Journal of Computational Physics, 212 (2006) 52–72. 686 
[10] S. Yan, Q.W. Ma, QALE-FEM for modelling 3D overturning waves, International journal for numerical methods in fluids, 63 (2010) 687 
743–768. 688 
[11] B.Z. Zhou, D.Z. Ning, B. Teng, W. Bai, Numerical investigation of wave radiation by a vertical cylinder using a fully nonlinear 689 
HOBEM, Ocean Engineering, 70 (2013) 1-13. 690 
 35
[12] M.W. Kim, W. Koo, S.Y. Hong, Numerical analysis of various artificial damping schemes in a three-dimensional numerical wave 691 
tank, Ocean Engineering, 75 (2014) 165–173. 692 
[13] A. Abbasnia, M. Ghiasi, Nonlinear wave transmission and pressure on the fixed truncated breakwater using NURBS numerical wave 693 
tank, Latin American Journal of Solids and Structures, 11 ( 2014) 51-74. 694 
[14] S.B. Nimmala, S.C. Yim, S.T. Grilli, An Efficient Three-Dimensional FNPF Numerical Wave Tank for Large-Scale Wave Basin 695 
Experiment Simulation, Journal of offshore mechanics and arctic engineering – Transactions of the ASME, 135 (2013) 021104. 696 
[15] J. Spinneken, M. Christou, C. Swan, Force-controlled absorption in a fully-nonlinear numerical wave tank, Journal of computational 697 
physics, 272 ( 2014) 127-148. 698 
[16] V.P. Nguyen, T. Rabczuk, S. Bordas, M. Duflot, Meshless methods: a review and computer implementation aspects, Mathematics 699 
and computers in simulation, 79 (2008) 763-813. 700 
[17] J.J. Monaghan, Simulating free surface flows with SPH, Journal of Computational physics, 110 (1994) 399-406. 701 
[18] T. Belytschko, Y. Krongauz, D. Organ, M. Fleming, P. Krysl, Meshless methods: an overview and recent developments, Computer 702 
methods in applied mechanics and engineering, 139 (1996) 3-47. 703 
[19] R.A. Dalrymple, B.D. Rogers, Numerical modeling of water waves with the SPH method, Coastal Engineering, 53 (2006) 141-147. 704 
[20] S. Shao, E.Y.M. Lo, Incompressible SPH method for simulating Newtonian and non-Newtonian flows with a free surface, Advances 705 
in Water Resources, 26 (2003) 787-800. 706 
[21] X. Liu, H. Xu, S. Shao, P. Lin, An improved incompressible SPH model for simulation of wave–structure interaction, Computers & 707 
Fluids, 71 (2013) 113-123. 708 
[22] M. Antuono, A. Colagrossi, S. Marrone, C. Lugni, Propagation of gravity waves through an SPH scheme with numerical diffusive 709 
terms, Computer Physics Communications, 182 (2011) 866-877. 710 
[23] S.N. Atluri, T. Zhu, A new meshless local Petrov-Galerkin (MLPG) approach in computational mechanics, Computational mechanics, 711 
22 (1998) 117-127. 712 
[24] Q.W. Ma, Meshless local Petrov–Galerkin method for two-dimensional nonlinear water wave problems, Journal of Computational 713 
physics, 205 (2005) 611-625. 714 
[25] Q.W. Ma, Numerical generation of freak waves using MLPG_R and QALE-FEM methods, Computer Modeling in Engineering & 715 
Sciences, 18 (2007) 223-234. 716 
[26] J.T. Zhou, Q.W. Ma, MLPG method based on Rankine source solution for modelling 3D breaking waves, Computer Modeling in 717 
Engineering and Sciences (CMES), 56 (2010) 179-210. 718 
[27] X. Zhang, K.Z. Song, M.W. Lu, X. Liu, Meshless methods based on collocation with radial basis functions, Computational 719 
mechanics, 26 (2000) 333-343. 720 
[28] L.F. Xiao, J.M. Yang, T. Peng, J. Li, A meshless numerical wave tank for simulation of nonlinear irregular waves in shallow water, 721 
 36
International journal for numerical methods in fluids, 61 (2009) 165-184. 722 
[29] P. Wang, Y. Yao, M.P. Tulin, An efficient numerical tank for non‐linear water waves, based on the multi‐subdomain approach with 723 
BEM, International journal for numerical methods in fluids, 20 (1995) 1315-1336. 724 
[30] U. Senturk, Modeling nonlinear waves in a numerical wave tank with localized meshless RBF method, Computers & Fluids, 44 725 
(2011) 221-228. 726 
[31] M.S. Longuet-Higgins, E.D. Cokelet, The deformation of steep surface waves on water. I. A numerical method of computation, 727 
Proceedings of the Royal Society of London. A. Mathematical and Physical Sciences, 350 (1976) 1-26. 728 
[32]  I. Orlanski, A simple boundary condition for unbounded hyperbolic flows, Journal of Computational physics, 21(1976) 251–269. 729 
[33]  M. Isaacson, K.F. Cheung, Second order wave diffraction around two-dimensional bodies by time-domain method, Applied Ocean 730 
Research, 13(1991) 175–186. 731 
[34] J. Larsen, H. Dancy, Open boundaries in short wave simulations—a new approach, Coastal Engineering, 7 (1983) 285-297. 732 
[35] G. Contento, R. Codiglia, F. D'Este, Nonlinear effects in 2D transient nonbreaking waves in a closed flume, Applied Ocean Research, 733 
23 (2001) 3-13. 734 
[36] C.A.J. Fletcher, A comparison of finite element and finite difference solutions of the one- and two-dimensional Burgers' equations, 735 
Journal of Computational Physics, 51 (1983) 159–188. 736 
[37] D.Z. Ning, B. Teng, Numerical simulation of fully nonlinear irregular wave tank in three dimension, International journal for 737 
numerical methods in fluids, 53 (2007) 1847-1862. 738 
[38] W. Finnegan, J. Goggins, Numerical simulation of linear water waves and wave–structure interaction, Ocean engineering, 43 (2012) 739 
23-31. 740 
