[1] There is growing evidence of coherent, global patterns of change in annual precipitation and runoff with high latitudes experiencing increases consistent with climate model projections. This paper describes a methodology for estimating detection times for changes in seasonal precipitation extremes. The approach is illustrated using changes in UK precipitation projected by the European Union PRUDENCE climate model ensemble. We show that because of high variability from year to year and confounding factors, detection of anthropogenic climate change at regional scales is not generally expected for decades to come. Overall, the earliest detection times were found for 10 day winter precipitation totals with 10 year return period in SW England. In this case, formal detection could be possible within a decade from now if the climate model projections are realized. The outlook for changes in summer flash flood risk is highly uncertain. Our analysis further demonstrates that existing precautionary allowances for climate change used for flood management may not be sufficiently robust in NE England and east Scotland. These findings imply that for certain types of flood mechanism, adaptation decisions might have to be taken in advance of formally detected changes in flood risk. This reinforces the case for long-term environmental monitoring and reporting of climate change indices at "sentinel" locations. 
Introduction
[2] There is a widely held perception that flood risk has increased across Europe during the last decade [European Environment Agency, 2005] . Following the summer 2007 flooding, the UK Government announced increased annual budgets for flood risk management that will reach £800 million by 2010. Inevitably, higher spending on flood defense infrastructure prompts questions about when and where to prioritize the investment? Furthermore, the UK Government's 2008 Climate Change Act places a statutory requirement upon competent authorities to undertake risk assessments as part of their duty to adapt to climate change. The Environment Agency (EA) [2007] is already calling on key utilities and public services to take responsibility for "climate proofing" critical infrastructure, facilities and services.
[3] Evidence of human influences on the hydrosphere has been accumulating steadily over the last two decades [Burke et al., 2006; Hegerl et al., 2007; Santer et al., 2007; Tett et al., 2007; Willett et al., 2007; Wu et al., 2005] . However, with the possible exception of rainfall reductions over southwest Australia [Timbal et al., 2006] , attribution of rainfall trends to human influence is not yet possible below the scale of the global land area [Lambert et al., 2004; Zhang et al., 2007] . Nonetheless, changes in moderately extreme precipitation events are, in theory, more robustly detectable than changes in mean precipitation [Frei and Schär, 2001] because as precipitation increases (under the greater water holding capacity of a warmer atmosphere) a greater proportion is expected to fall as heavy and very heavy rainfall events [Kharin and Zwiers, 2000; Wehner, 2004; Hegerl et al., 2004 Hegerl et al., , 2006 Katz, 1999; Pall et al., 2007; Trenberth et al., 2003] . Disproportionate increases in heavy rainfall have been widely reported for the observed climate record [Alexander et al., 2006; Groisman et al., 2005] but rates of change and/or regional patterns of observed and simulated rainfall extremes showed little similarity in early studies [e.g., Kiktev et al., 2003] . This is partly due to the inability of climate models to adequately resolve extreme precipitation at subgrid box scales other than for winter [Fowler et al., 2007; Fowler and Ekström, 2009] ; the scale mismatch between point observations and gridded climate model output; and the difficulty of defining statistically robust "extreme" indices [Hegerl et al., 2006] .
[4] Even detection of hydrological change is far from straightforward because the choice of index, spatial and temporal scale of aggregation, statistical test (including significance testing), and confounding factors, all require careful consideration [Kundzewicz and Robson, 2004; Radziejewski and Kundzewicz, 2004; Legates et al., 2005; Svensson et al., 2005; Wilby et al., 2010] .
[5] 1. The chosen indicator might be monthly, seasonal, annual, rainfall/river flow, maxima, N day rainfall totals, proportional contributions, counts of peaks over threshold flows, point or area average data, individual records, pooled, or gridded data.
[6] 2. The period of record is important because when longer rainfall and river flow records are analyzed many trends found in shorter series cease to be significant. This can be due to the influence of outliers (at the start or the end of the record), or simply a result of multidecadal variability.
[7] 3. The power of statistical tests to detect change varies. Widely used methods include (logistic) linear regression, "change point" tests, and the nonparametric Spearman rank correlation and Mann-Kendall tests. Detectability of trends in extreme events can be improved through regional pooling of data.
[8] 4. Confounding factors such as creeping or sudden changes in meteorological records can arise from changes in site, instrumentation, observing or recording practices, site characteristics, or sampling regime. Discharge records may be biased by many nonclimatic influences including land cover and management, urbanization, river regulation, water abstraction and effluent returns, or flood flows bypassing gauging structures.
[9] The number of years of rainfall or runoff record needed to detect a statistically significant trend depends on: the strength of the trend; the amount of variance about the trend; the probability of erroneous detection (type 1 error); and the probability of missing a real trend (type 2 error). Preliminary estimates using data for river basins in the United States and United Kingdom suggest that statistically robust, climate-driven trends in seasonal runoff are unlikely to be found until the second half of the 21st century [Ziegler et al., 2005; Wilby, 2006] . In Australian river basins an even greater change may be required for detection as the interannual variability of flows is twice that of Northern Hemisphere river basins [Chiew and McMahon, 1993] .
[10] Detection time relationships can also be inverted to estimate the strength of trend required for detection by specified time horizons. For example, analysis of UK winter and annual precipitation totals suggests that changes of ∼25% would be needed for detection by the 2020s in the most sensitive basins (such as the River Tyne). Although increases (or decreases) in seasonal totals could affect overall flood risk, it is suspected that more useful flood risk information can be extracted from daily precipitation indices. Furthermore, as noted before, projected trends in indices of heavy precipitation may be detectable earlier than trends in seasonal means [Hegerl et al., 2004] .
[11] Although attribution of changes in precipitation or flood risk is not feasible for individual basins, techniques have emerged for estimating the time horizons for formal detection at regional scales. This paper describes a methodology for estimating detection times for changes in seasonal precipitation extremes as projected by the European Union PRUDENCE (Prediction of Regional scenarios and Uncertainties for Defining European Climate change risks and Effects [Christensen et al., 2007] ) Regional Climate Model (RCM) ensemble. Changes in UK precipitation extremes are used as the test case. Section 2 provides a description of the RCM outputs and meteorological observations used in the study, and Section 3 details the methodology for trend detection in selected indices of extreme precipitation. Section 4 explores when and where changes in downscaled UK rainfall metrics are not likely to have been entirely the result of (model estimated or observed) natural variability. We also examine the extent to which existing precautionary allowances used for flood risk assessment are exceeded by the projected climate changes. Section 5 then discusses how the results might inform protocols for monitoring and adapting to changing flood risk, as well as topics for further research. A few concluding remarks are made in section 7.
Observed and Climate Model Precipitation Indices
[12] The methodology for detecting changes to extreme precipitation metrics relies on a combination of regional frequency analysis (RFA) and pattern scaling. The estimation of the frequencies of extreme events is difficult as extreme events are, by definition, rare and observational records are often short. In RFA, data from the "region" are assumed to share the same frequency distribution and only differ in their magnitude (mean or median values). Therefore, RFA trades "space for time" and pools standardized data from several different sites within a "region" to fit a single frequency distribution [Hosking and Wallis, 1997] .
Model Outputs and Data
[13] We employed thirteen RCM integrations from the PRUDENCE ensemble. All experiments yield daily precipitation totals for control and future (2071-2100) time periods [Christensen et al., 2007] under the IPCC SRES A2 emissions scenario [Nakićenović et al., 2000] (Table 1) . Nine of these RCM experiments were conducted by nesting within the atmosphere-only highresolution General Circulation Model (GCM) HadAM3H of the UK Hadley Centre. One RCM, HadRM3P, was nested within HadAM3P, a more recent version of the same atmosphere-only GCM; but HadRM3H and HadRM3P can be considered as essentially the same model for Europe [Moberg and Jones, 2004] . The variable resolution global atmospheric model, Arpége, is nested directly within HadCM3. Additionally, two RCM integrations, HIRHAM and RCAO, are driven by lateral boundary conditions from two separate integrations of the ECHAM4/OPYC3 coupled ocean-atmosphere GCM (see http://prudence.dmi.dk/public/ DDC/extended_table.html).
[14] All the RCMs operate with grid spacing of ∼0.5°l ongitude by ∼0.5°latitude (∼50 km spatial resolution) over a European domain and data were regridded to a regular 0.5°× 0.5°grid using an inverse distance weighted interpolation algorithm to allow direct comparison between models (Figure 1 ). More details of the experimental design of the PRUDENCE integrations can be found in Jacob et al. [2007] .
[15] An observational precipitation data set at a comparable scale to the RCM outputs was produced by taking a daily average across the 5 km boxes contained within each 0.5°× 0.5°grid cell for each day of 1958-2002 for the UK Meteorological Office data set Hollis, 2005a, 2005b] .
Extreme Precipitation Indices
[16] Seasonal maximum (SM) series of 1, 5 and 10 day (henceforth 1d, 5d and 10d) precipitation totals are extracted for each grid cell, i, for each RCM time-slice (the control period, 1961-1990, and future period, 2071-2100) , and for observations. These SM series were standardized by their median (Rmed i , which is equivalent to the 2 year return value [after Fowler et al., 2005] ) to remove grid cellspecific factors from the regional analysis and to allow the regional pooling of standardized data for each of the nine UK rainfall regions delineated by Wigley et al. [1984] ( Figure 1 ). The homogeneity of these regions for extreme precipitation was previously confirmed by Fowler and Kilsby [2003a] . A Generalized Extreme Value (GEV) distribution was fitted to each pooled standardized SM sample using Maximum Likelihood Estimation (MLE) and return values of precipitation intensities with average recurrence of 10 and 50 years were estimated (henceforth 10y and 50y). The estimates were then rescaled using the regional average Rmed from the appropriate original SM data set. Full mathematical details of the regional frequency analysis (RFA) are provided in Appendix A.
[17] A further step is needed to estimate transient changes in the return values of precipitation intensities for each RCM between the two time slices, 1961-1990 and 2071-2100 . We applied a conventional pattern scaling approach [Mitchell, 2003] . The technique assumes that regional changes in 
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a The acronyms explain the format of each model run. The first part refers to the RCM, and the second part to the GCM supplying the boundary conditions. Suffixes E and H denote RCMs driven by ECHAM4/OPYC3 and HadAM3H/P/HadCM3 GCMs, respectively. extreme precipitation (or any climate variable) will occur in proportion to the projected change in global mean temperature, in this case, from the two GCMs providing lateral boundary conditions for the 13 PRUDENCE RCMs (i.e., HadCM3 and ECHAM4). Pattern scaling was based on the change in global mean temperature predicted for 30 year time slices centered on the years 1975, 2025, 2055 and 2085 . Therefore, designating the global mean temperature as T y where y is the central year (1975, 2025, 2055 and 2085) , the scale factor for each GCM time slice is given by
where T Con and T Fut indicate the global mean temperature for the Control (1961 Control ( -1990 
Method for Detecting Change to Extreme Precipitation
[18] We define a detectable increase in extreme precipitation, D x , as the point (year) at which we would reject (at the a = 0.05 or 95% significance level) the null hypothesis that the return level estimated for the 1961-1990 period, m c , and the return level estimated for a year x (where x > 1990), m x , are equal in favor of the alternative hypothesis that m x is not equal to m c . This statistical test is based on the signal-tonoise ratio and provides a distribution that is approximately normally distributed with a mean of zero and a standard deviation of 1; N(0,1) (see equation (1)). We then use a twotailed Student's t test (assuming that the trend can go down as well as up) to estimate the point at which the return levels are shown to be from a significantly different population at the a = 0.05 level, i.e., where D x ≥ 1.96:
where m x is the pattern-scaled return level for year x, m c is the estimated return level for the control period , s f 2 is the variance in the return level estimate for the RCM generated future period (2071-2100) and s c 2 is the variance in the return level estimate for the RCM generated control period . Note that the observed variance, 2s o 2 , for both 1961-1990 and 1958-2002 was substituted for the summed variance from the RCM control and future integrations, s f 2 + s c 2 , in equation (2), to establish the sensitivity of the test to assumed variance (where the delta confidence intervals on the return level estimates were also calculated using the same assumed variance estimate, either RCM generated or observed for 1961-1990 and 1958-2002 , respectively, as previously stated). This test defines the "detection year," D x , as the first year at which D x ≥ 1.96 (the transient return level estimate for year x is significantly different to the return level estimate for the control period at the a = 0.05 level).
[19] We apply the principle of equal weighting across different RCMs to produce probability distributions of estimated D x for change to the return levels of seasonal extreme precipitation in the nine UK rainfall regions. This is because extremes in winter are to a large extent determined by the boundary conditions imposed on the RCM. Since most RCMs in the PRUDENCE ensemble are driven by the same GCM (HadCM3), weighting model results based on observed extremes generally has a small impact [Fowler and Ekström, 2009; Manning et al., 2009] . However, we did examine the sensitivity of D x to the assumed variance in extremes and to the a level used in the detection test. The analysis is truncated at 2100 as we cannot assume that the pattern scaling relationship holds true after this time. Furthermore, although the analysis includes summer precipitation extremes, it should be noted that the present generation of RCMs do not adequately reproduce observed extremes during this season [Fowler and Ekström, 2009] . Throughout the study we define the point beyond which the probability of detection is more likely than not as when more than 50% of the RCMs detect a significant change in extreme precipitation.
Results

Estimated Changes to Seasonal Extreme Precipitation by the 2020s, 2050s, and 2080s
[20] Before estimating the detection times, it is useful to consider the changes in seasonal extreme precipitation projected by the RCM ensemble as larger changes, in general, imply earlier detection times.
[21] Box and whisker plots show the mean and uncertainty in changes to extreme precipitation by the 2020s, 2050s and 2080s for each region and season as projected by the RCM ensemble (Figures 2 and 3) . Figures 2a and 2b show projected changes in the 1d10y and 10d10y totals in winter. Figures 3a, 3b , and 3c show projected changes to the 1d10y totals in spring, summer and autumn, respectively. For material on other precipitation totals and return periods, see auxiliary material. 1 The seasonal results for the 2080s are similar to those detailed by Fowler and Ekström [2009] for their equal weighting example. Additionally, Fowler et al. [2007] provide results for a subset of six of the 13 RCMs for percentage change to annual extreme precipitation by the 2080s. Notable increases in the magnitude of both shortand long-duration extreme precipitation events are projected for all seasons where climate model simulations adequately represent observed extreme precipitation (winter, spring and autumn [see Fowler and Ekström, 2009] ). There is, however, uncertainty in the absolute magnitude as individual RCM projections differ.
[22] Winter 1d totals are projected to increase in all regions (Figure 2a ). At the 10y return level, RCM ensemble projections for all regions, except for SEE, are positive; changes upward of 20% are projected for some regions by the most extreme RCMs by the 2050s (Figure 2a ). There is more uncertainty at higher return levels with projected changes to the winter 50y return level showing a larger range of possible change; generally positive in the northern United Kingdom and negative in the southern United Kingdom (not shown). Winter 10d totals are also projected to increase in all regions at the 10y return level (Figure 2b) , although the magnitude of these is overall smaller than for the 1d totals. Again, there is greater uncertainty in the projected changes to 10d50y totals, although these span the zero change line only in ES and NEE (not shown).
[23] In spring, increases in magnitude are projected for both the 1d10y and 10d10y totals. Changes approaching 20% are projected for the 1d10y totals by the 2080s for all of the northern United Kingdom, except for NS (Figure 3a) , but changes to the 10d10y totals are smaller than this (not shown). There is greater uncertainty in projections of change to the 50y return level, but the potential for very large increases (up to 50%) in the 1d50y totals during spring by the 2080s (not shown).
[24] In summer, we have least confidence in climate model projections as reproduction of observed precipitation extremes by RCMs is poor [Fowler and Ekström, 2009] . This season has the largest uncertainty for all regions, return levels and daily aggregations (Figure 3b) . Furthermore, the regridding of RCM output onto the coarser CRU grid (see section 2.1) would be expected to have most effect on the distribution of extremes in summer given the preponderance of more localized events during this season.
[25] In autumn, potentially very large percentage increases of up to 60% are projected for 1d50y totals by the 2080s (not shown), although uncertainties are large. For 1d10y totals, mean changes are all positive or the distribution is positively skewed with changes approaching 20% possible by the 2050s (Figure 3c ). Projected changes to the magnitude of 10d totals are not as large as those projected for 1d totals (not shown); however, they are in the main positive and large changes are projected for 10d totals for northern regions at the 50y return level (not shown).
Detection Time Estimates and Sensitivity to Variance and Significance Level Estimates
[26] Empirical cumulative distribution functions (CDFs) of detection time by region and season were calculated for 1d and 10d precipitation totals and for 10y and 50y return levels. The detection time, D x , is sensitive to (1) the assumed variance used to calculate confidence intervals on the return level estimates (95% delta confidence intervals are calculated in all cases) and in the detection test and (2) the a significance level used in testing "detectability" (note that the standard used is the a = 0.05 level). Figure 4 shows an example of the detection times for significant change (at the Table 2 shows the year where the probability of detection is >0.5 for 1d and 10d winter precipitation totals, with 10y and 50y return levels and given the three different variance estimates for all regions. Although individual CDFs are not presented for the other seasons a summary of the earliest detection time and the season of earliest detectability for each region are given in Table 2 for completeness.
[27] Figure 5 shows the sensitivity of D x to the a significance level used in testing "detectability" for all regions for a season where detectability is high (Figure 5a , winter) and detectability is lower (Figure 5b, spring) . For each panel, the solid black line shows results for the 1d10y total; the dashed black line signifies the 1d50y total; the solid red line the 10d10y total; and the dashed red line the 10d50y total. The bold black vertical line in each panel shows the a = 0.05 level used in this study. Figure 5 confirms that as the a significance level increases (from 0.5 to 0.001) more observations are needed to detect a significant difference between the two sample populations and so the detection time is later.
[28] The summary in Table 2 and example in Figure 4 show that there are no consistent patterns (across all regions) of earlier or later detection time for the different variance estimates. On average, the RCM-estimated internal variability and observed variability for 1961-1990 yield longer detection times. For example, for the winter 1d10y total the mean detection time is 2045 for RCM-estimated variability, 2055 for observed variability based on 1961-1990, but 2042 when based on 1958-2002 (see Table 2 ). With only 30 years data, albeit with regional pooling, the confidence intervals on the return level are wide due to the relatively large uncertainty (variability) in the estimate. In general, use of the full record of observed variability available from the UK Meteorological Office 5 km gridded data set (for 1958-2002) provides the shortest detection times for both 1d and 10d totals. Occasionally, the RCMestimated internal variability or the 1961-1990 observed variability yield shorter detection times, see for example the winter 10d10y total mean detection times in Table 2 . In these cases, low variance of seasonal maxima within the RCM integration (and/or outliers in the longer observed record) decreases (increases) the width of confidence intervals and thus produces shorter (longer) detection times. However, earlier records prior to the early nineteenth century are thought to be less representative of the present climate regime [e.g., see Marsh et al., 2007] and so were not used to characterize the variance statistic.
[29] Figure 4 and Table 2 show that for many UK regions, significant changes to extreme precipitation in winter are likely to be detectable by the 2050s, particularly for 1d totals. Detection times are, on average, earlier for higher frequency extreme precipitation events, i.e., those with shorter return period. For western and northern parts of the United Kingdom, it is likely that changes may be detectable even earlier, perhaps as soon as the 2020s. This is consistent with the large upward trends seen in observations of extreme precipitation in these regions since 1990 Kilsby, 2003a, 2003b] . It is perhaps surprising that changes to winter extreme precipitation are not likely to be detectable in North Scotland until 2080, given the observed positive trend in extreme precipitation reported for this region [Fowler and Kilsby, 2003a] . However, this may be explained by the large natural variability in winter precipitation amounts and, therefore, much wider confidence intervals calculated for this region. In both North and East Scotland the earliest detection times, ∼2030s, are found for the autumn season (Table 2) . Detection times for 10d50y precipitation totals are generally longer than for 1d50y totals (based on observed variability). However, detectability for 10d10y totals is higher than for 1d10y totals in winter for regions such as SW, SE and CE England (compare Figure 4a and Figure 4b) . Overall, the earliest detection time is for 10d10y totals in winter in SW England, based on the RCM variance estimate. In this case, detection could be as early as 2016. Changes could also be detectable pre-2020 in 10d totals for SS.
[30] Detectability in other seasons is undoubtedly lower than in winter (see auxiliary material). In particular, in summer it is unlikely that changes will be detectable by 2050; for many regions, changes are not detectable by the end of the 21st century. In spring, for 1d10y and 10d10y totals it is likely that changes will detectable in most regions by 2080 but for longer return period events, for many regions and indices, detection is not achieved by the end of the 21st century. Detectability is greater in autumn than in spring and soonest in Scotland, where changes may be detectable by 2030 to 2050 for both 1d and 10d totals. Overall, the earliest detection time in spring was for the 1d10y event in NI (2033), and in autumn for the 1d10y event in SWE (2023).
[31] Figure 6 shows the minimum, mean and maximum year in which the probability of detection is more likely than not (i.e., more than 50% of the RCMs suggest that change is detectable by this year), for any season or detection index. It can be seen that detection is likely in all regions by 2060 to 2080 (the mean detection time using all statistics from all seasons). However, detection is likely earlier than this for individual seasons and return levels. Note also that for some individual RCMs the detection year is pre-2020. The earliest detection time from any season, rainfall aggregation and return level is pre-2020 for SWE, and pre-2030 for all regions other than NI and ES where it is pre-2040 (refer also to the summary of earliest detection times at the bottom of Table 2 ). [2006] guidance applies to changes in peak rainfall intensity (cited in look-up tables as mm h −1 but with no accompanying return period) so the analysis of 1d totals here should be regarded only as indicative. The allowances were informed by Ekström et al. [2005] for changes to annual extreme precipitation and the +20% allowance (+30% in Scotland) applies to the period 2055-2085, with smaller allowances for earlier periods of +5% (1990-2025) and +10% (2025-2055) .
Time Taken to Exceed Precautionary Allowance for Extreme Precipitation
[33] The PRUDENCE RCM scenarios provide scope for reviewing existing guidance and helping to refresh the UK climate change allowances used in flood risk management [DCLG, 2006; DEFRA, 2006] . For example, design standards for protection against storms and flooding by sewerage systems do not take into account climate change, but there is an "industry standard" of protection against a 1 in 30 year event [Coulthard et al., 2007] . Others have questioned whether flood defenses based on the historic 1 in 100 year flood level provide an adequate standard of protection in the face of climate change [Gloucestershire County Council (GCC), 2007] . In some instances, conflicting policy goals are an impediment to coherent adaptation, for example the imperative to build more homes on brown field sites while at the same time avoiding high flood risk areas and catering for habitat migration. There is an implicit assumption that "people are becoming more at risk from all types of flooding because of climate change" [EA, 2007, p. 15] and that "as climate change makes extreme weather and flooding ever more likely, it is essential that public organizations and private companies act now to prevent major disruption and misery in the future" [EA, 2007, p. 48] .
[34] We test when the +5% (1990-2025), +10% (2025-2055) and +20% (2055-2085) precipitation allowances in PPS25 could be exceeded, by estimating the minimum and mean year in which the probability of exceedance of the standard is more likely than not, for any season and detection index. The allowances are deemed to be insufficient if the year of exceedance falls before the last year in the lookup table given in PPS25 (e.g., before 2025, 2055 and 2085 in the cases of the 5%, 10% and 20% allowances respectively). Although individual RCMs project exceedances earlier than this-as early as 2040 for exceedance of the 20% allowance-failure of the allowance is taken to be when more than 50% of the ensemble members show this level of exceedance.
[35] Figure 7 suggests that the national allowances may not be sufficiently robust for some regions, particularly for the earlier periods 1990-2025 and 2025-2055. The minimum year of likely exceedance of the 5% allowance is pre-2025 for ES and NEE; in other regions this allowance is typically exceeded between 2025 and 2040. Likewise, the minimum year of likely exceedance of the 10% allowance is pre-2055 for ES, NEE and also NI; in other regions this allowance is exceeded between 2055 and 2070. For the 20% allowance the minimum year of likely exceedance is 2072 for ES and 2082 for NEE, so the allowance is not sufficiently precautionary in these two regions. For other regions the allowance is exceeded in the 2090s or, in the case of SEE, not until after 2100.
Discussion
[36] Historic changes in UK flood risk have been reviewed elsewhere [see Wilby et al., 2008] . Several studies report increasing winter precipitation, larger multiday rainfall totals, and higher contributions from intense daily events since the 1960s. Others suggest strong regional gradients with larger winter increases in the north and west of the United Kingdom, and at higher elevation sites. These patterns translate into increased winter mean runoff, especially in the upland areas of western England and Wales. One explanation is that the changes were forced by a strongly positive phase of the North Atlantic Oscillation (NAO) between the 1960s and 1990s. This displaced storm tracks northward and strengthened westerly moisture advection from the Atlantic over northwest Europe [Haylock and Goodess, 2004] . Whether or not recent variability in the NAO is itself a manifestation of anthropogenic forcing remains an open question . However, extensive flooding in England during summer 2007 prompted increases to budgets for flood risk management. So the question now arises as to when and where to prioritize future investment in flood defense assets?
[37] Although attribution of changes in precipitation or flood risk is not yet possible at regional scales, techniques are being developed for detection of trends in these indices at river basin scales, and for estimating the time taken for specified anthropogenic climate change signals to emerge from climate variability. This paper described a method for estimating detection times for changes in seasonal precipitation extremes projected by the European Union PRUDENCE RCM ensemble. We showed that for selected UK regions and extreme precipitation indices, climate [38] Previous studies suggest that coherent spatial patterns are rarely found for extreme precipitation in RCM ensembles due to the local scale of such events [Tebaldi et al., 2006; Frich et al., 2002] . This view is supported by our findings for precipitation changes in summer which, for 1d totals, are seldom detectable before the 2050s, in any region. By implication, consistent information about changes in the type of flash flooding witnessed in summer 2007, will not emerge for many decades unless marked improvements can be made to the modeling of such convective rainfall events by, for example, improved RCM resolution or improved parameterization of convective processes. For the foreseeable future, flood managers will have to make adaptation decisions about these types of extreme event in advance of formally detected changes in flood risk. However, the situation for long duration, autumn and winter rainfall extremes, is much more promising. Changes in the 10d10y totals may well be detectable in most regions before the 2040s and even within the next decade or so in some "sentinel" regions such as SW England (Figure 8 ). This suggests that different precautionary allowances should be used for subdaily, daily and multiday rainfall events.
[39] We note that for detection times before the 2030s uncertainties due to the emissions scenario can be discounted, and the signal can be interpreted due to changes already locked into the climate system by past emissions. Unfortunately, the uncertainty due to the mix of models used in the PRUDENCE ensemble cannot be so readily dismissed. Given that the majority of RCM experiments were forced by HadCM3/HadAM3H, climate model uncertainty is underplayed, and so our probability distributions of detection time are almost certainly too narrow. This potentially translates into earlier detection times (because of greater model consensus) than might otherwise emerge from a much larger ensemble of host GCMs, although the two RCMs forced by ECHAM4 included within the PRUDENCE ensemble project much greater increases in extreme rainfall and thus earlier detection times than their HadCM3/HadAM3H forced counterparts. Furthermore, our method of regional pooling could lead to lower variance estimates for natural variability, and hence earlier detection for a given climate change signal (R. Chandler, personal communication, 2008) although this is probably of secondor third-order magnitude compared to other uncertainties. Both aspects merit further investigation. A natural extension to the work would be to apply the same detection method to the EU ENSEMBLES results which have been downscaled ND indicates that the probability of detection is <0.5 by 2100 (i.e., "not detected"). The earliest detection time and the season (Win, winter; Spr, spring; and Aut, autumn) in which change is detected is also summarized. Note that for calculation of mean D x the conservative assumption was made that ND = 2110. from a much larger selection of GCMs [Hewitt and Griggs, 2004] .
[40] In addition it should be noted that for detection times beyond the 2030s, uncertainties due to the emissions scenario are important. Here we use only the SRES A2 emissions scenario which is "medium-high." However, there is evidence to suggest that all SRES emissions scenarios underestimate the amount of warming that is already being observed, both in western Europe [Oldenborgh et al., 2008] and globally [Rahmstorf et al., 2007] . This is doubly important when we consider that climate models and satellite observations both indicate that the total amount of water in the atmosphere will increase at a rate of 7% per°C of surface warming (the so-called Clausius-Clapeyron constant). However, although global climate models suggest that precipitation will increase at only 1 to 3% per°C of surface warming, satellite and gauge observations suggest that precipitation has increased at around the Clausius-Clapeyron rate over the last 20 years [Wentz et al., 2007] . Climate models also suggest that extreme precipitation events will become more common in a warmer world. Satellite observations [Allan and Soden, 2008] and gauge observations [Lenderink and van Meijgaard, 2008] indicate that the observed increase in daily extreme precipitation is larger than that simulated by climate models, implying that projections of future changes in precipitation extremes in response to global warming may be underestimated. Furthermore, observed hourly extremes have increased by 14%, which is a rate twice that of Clausius-Clapeyron [Lenderink and van Meijgaard, 2008] . Regional climate models are unable to adequately reproduce this rate of change for temperatures above 20°C. This is particularly relevant to summer months for which RCMs cannot adequately reproduce daily extreme precipitation events [Fowler and Ekström, 2009] . For these reasons it is likely that absolute changes to extreme precipitation by the 2080s may well be underestimated by this study. However, over the next decade or so, an anticipated cool downturn across northwest Europe [Keenlyside et al., 2008] , could favor a temporary reduction to precipitation extremes.
[41] By identifying potential "hotspots" of emerging flood risk, a more targeted approach to monitoring and investment planning might be feasible. A further priority is to broaden the analysis to include a larger suite of extreme indicators that can be linked to different types of flood generation mechanism [e.g., see Bárdossy and Filiz, 2005] . For example, long-term changes in extreme rainfall combined with snowmelt might not exhibit the smooth transitions inferred from the rainfall-only indices applied herein. Rising temperatures could bring forward the spring melt, and increase the fraction of liquid precipitation in upland areas, thereby increasing flood peaks in the short term as has already been reported in North America [Zhang et al., 2001] . Over the medium to longer term, the net effect of more intense winter rainfall combined with less water storage in the snowpack could be lower levels of flood risk [e.g., see Dankers and Feyen, 2008] . All of these concerns underline the importance of long-term monitoring and reporting of environmental changes at sentinel locations. Furthermore, precautionary allowances for climate change should be routinely examined in the light of emerging trends and the latest climate model projections.
Concluding Remarks
[42] This paper described a methodology for estimating detection times for future changes in seasonal precipitation extremes. The approach was illustrated using the precipitation projections of the European Union PRUDENCE ensemble for homogeneous rainfall regions in the United Kingdom. By optimizing the choice of detection index, season and region it was shown that the earliest detections could occur within a decade. The same ensemble warns that the climate change allowances currently used in flood defense design may not be sufficiently precautionary within their intended time horizons (for NE England and East Scotland). Therefore, one practical recommendation from this research is that a suite of national detection indices is established and then used to monitor and report changes in pluvial flood risk. This would provide evidence for testing the provenance of climate model projections, and a means for targeting future investment in adaptation responses.
Appendix A
[43] Regional frequency analysis (RFA) usually follows a two part index-flood procedure [Hosking and Wallis, 1997] . If data are available at N grid cells, with grid cell i having sample size n i and observed data, X ij , j = 1,…,n i , then X i (F), 0 < F < 1, forms the frequency distribution's quantile function at grid cell i. The grid cells are assumed to form a homogeneous region, with identical frequency distributions at the N grid cells apart from the site specific scaling factor, the index-flood [Hosking and Wallis, 1997] . For the United Kingdom, nine climatological regions delineated by Wigley et al. [1984] (Figure 1 ) have been checked for homogeneity of extreme precipitation by Fowler and Kilsby [2003a] .
[44] The index-flood procedure may then be defined as [Hosking and Wallis, 1997] 
where Rmed i is the index-flood (here it is the median of the seasonal maxima frequency distribution for an individual grid cell, i), and x(F) is the regional growth curve, a quantile function assumed identical at every grid cell within that region.
[45] For each RCM time-slice (the control period, 1961-1990, and future period, 2071-2100) and for observations, the same RFA procedure is then followed for each season and precipitation total in turn.
[46] 1. Seasonal maximum (SM) series of 1, 5 and 10 day (henceforth 1d, 5d and 10d) precipitation totals are extracted for each grid cell.
[47] 2. The SM series for each grid cell, i, is standardized by its median (Rmed i , which is equivalent to the 2 year return value [after Fowler et al., 2005] ) to remove grid cellspecific factors from the regional analysis.
[48] 3. The standardized SM data for the N grid cells within an individual region for each of the nine UK rainfall regions is "pooled."
[49] 4. The regional growth curve, x(F), 0 < F < 1 is then derived, using a pooled analysis of the dimensionless rescaled data, x ij = X ij /Rmed i , j = 1,…,n i , i = 1,…,N. A Generalized Extreme Value (GEV) distribution is fitted to the standardized SM data set for each regional "pool," x ij , using Maximum Likelihood Estimation (MLE). This is used to estimate return values of precipitation intensities with average recurrence of 10 and 50 years (henceforth 10y and 50y).
[50] 5. Return value estimates at grid cell i are obtained by combining the estimates of Rmed i and x(F) as equation (A1). The average regional growth curve can be obtained by combining the estimates of x(F) and the regional average [51] 6. The associated error and 95% confidence intervals for the return value estimates is calculated using the delta method [Oehlert, 1992] for three estimates of variance to test sensitivity to (1) RCM-estimated internal variability from pooled sample variance; (2) observed variance, 1961- Figure 6 . The minimum, mean, and maximum year in which the probability of detection is more likely than not for any season, rainfall aggregation or return level, given a = 0.05 and natural variability based on observations . Note that for calculation of mean and maximum D x the conservative assumption was made that ND = 2110. 
