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Abstract
We study several notions of ultraproducts of von Neumann algebras from a unifying
viewpoint. In particular, we show that for a σ-finite von Neumann algebra M , the ultra-
product Mω introduced by Ocneanu is a corner of the ultraproduct
∏ω
M introduced by
Groh and Raynaud. Using this connection, we show that the ultraproduct action of the
modular automorphism group of ϕ on the Ocneanu ultraproduct is the modular automor-
phism group of the ultrapower state ϕω, i.e., (σϕt )
ω = σϕ
ω
t (t ∈ R) holds onM
ω. Moreover,
we show that Golodets’ asymptotic algebra CωM is isomorphic toM
′
∩Mω, and his auxiliary
algebra R is isomorphic to Mω. From these results, we show the following consequences.
(1) Ueda’s question asking whether a full factor M has trivial central sequence algebra,
i.e, whether Mω = C implies M
′
∩Mω = C, has an affirmative answer when M has sepa-
rable predual. Here, Mω denotes Connes’ asymptotic centralizer. (2) Golodets’ Theorem
(rephrased in terms of the Ocneanu ultrapower): in an analogy to McDuff property, for
a σ-finite type III factor M , the restriction ϕ˙ of the ultrapower state ϕω onto the central
sequence algebra M ′ ∩Mω is independent of the choice of a normal faithful state ϕ, and
for 0 < λ < 1, M absorbs Powers factor Rλ tensorially M⊗Rλ ∼= M , if and only if λ is
an eigenvalue of ∆ϕ˙. (3) The Ocneanu ultrapower M
ω of type IIIλ factor (0 < λ ≤ 1)
is again a type IIIλ factor. The same conclusion holds for the Groh-Raynaud ultrapower∏ω
M too. However, Mω can not be a factor if M is a type III0 factor. Moreover,
∏ω
M
has a semifinite type direct summand in that case. We also show that although the ultra-
power Rω of the hyperfinite type II1 factor R is a type II1 factor,
∏ω
R is not semifinite
(and is not a factor). (4) For a σ-finite type III1 factor M , the Ocneanu ultrapower M
ω
has strictly homogeneous state space, i.e., any two normal faithful states ϕ,ψ on Mω are
unitarily equivalent.
Keywords. Ultraproducts, Type III factors.
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1 Introduction
The purpose of this paper is to study several notions of ultraproducts and central sequence
algebras of von Neumann algebras which are not necessarily of finite type. Since it does not
seem to be well-known that there are various notions of ultraproducts, let us start from an
overview of the history.
The notions of central sequences and ultraproducts play a central role in the study of
operator algebras and their automorphisms. The importance of central sequences was already
recognized as early as in Murray-von Neumann’s work [MvN, §6] on rings of operators. After
establishing the uniqueness of the hyperfinite type II1 factor R, they tried to prove the existence
of non-isomorphic type II1 factors. In (R, τ) =
⊗
N
(M2(C),
1
2Tr) (Tr denotes the usual trace
on M2(C)), consider a sequence
un = 1
⊗n ⊗
(
0 1
1 0
)
⊗ 1⊗ · · · , n ∈ N.
{un}∞n=1 satisfies
(1) supn ‖un‖ <∞.
(2) una− aun → 0 strongly for any a ∈ R.
(3) τ(un) = 0 for all n ∈ N and ‖un‖2 6→ 0.
A sequence of operators {xn}∞n=1 in a finite von Neumann algebraM is called a central sequence
if it satisfies (1) and (2), and it is called nontrivial if in addition it satisfies (3). A type II1
factor with non-trivial central sequence is said to have property Gamma. Using the so-called
14ε argument, they showed that the group von Neumann algebra L(F2) of the free group F2
on two generators does not have property Gamma while R does, whence R 6∼= L(F2). Central
sequences were then used to show the existence of uncountably many type II1 (type II∞) factors
[McD, Sak2]. Variants of the property Gamma, such as property L of Pukanszky [Puk] were
also studied to provide examples of type III factors without non-trivial central sequences. On
the other hand, the study of the quotient of a finite (A)W∗-algebra by its maximal ideals gave
rise to the concept of tracial ultraproducts. The study of such quotient algebras was carried
out by Wright. He showed [Wri, Theorems 4.1 and 5.1] that the quotient of a AW∗-algebra
of type II with a trace by its maximal ideal is a AW∗-factor of type II, and quotient of finite
AW∗-algebra of type I by its maximal ideals are generically AW∗-factors of type II1. Sakai
[Sak, Theorem 7.1] showed that the quotient of a finite W∗-algebra M by a maximal ideal
Iω = {x ∈ M ; (x∗x)♮(ω) = 0} is a finite W∗-factor. Here, ♮ : M → Z(M) ∼= C(Ω) is the
center valued trace and ω is a point in the Gelfand spectrum Ω of the center Z(M). When
M =
⊕
N
Mn(C), we have Ω = βN and M/Iω is what is now called the tracial ultraproduct
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of {Mn(C)}∞n=1. More generally, the tracial ultraproduct (Mn, τn)ω of a sequence of finite von
Neumann algebras with faithful tracial states {Mn, τn}∞n=1 along a free ultrafilter ω ∈ βN \ N
is defined as the quotient algebra (Mn, τn)
ω := ℓ∞(N,Mn)/Iω(N,Mn), where ℓ∞(N,Mn) is
the C∗-algebra of all bounded sequences of
∏
N
Mn, and Iω(N,Mn) is the ideal of ℓ∞(N,Mn)
consisting of those sequences (xn)n which satisfies τn(x
∗
nxn) → 0 along ω. For the case of
constant sequence Mn = M, τn = τ , (Mn, τn)
ω is written as Mω and called the ultrapower of
M . Few years later after Sakai’s work, McDuff [McD2] revealed the importance of the tracial
ultrapower and central sequences. Viewing M as a subalgebra of Mω by diagonal embedding,
central sequences form a von Neumann subalgebra Mω = M
′ ∩Mω. Among other things, she
proved that for a type II1 factor M , Mω is either abelian or type II1, and the latter case occurs
if and only if M absorbs R tensorially: M ∼=M⊗R (such a factor M is now called McDuff).
The analysis on the tracial ultrapower was the crucial step in Connes’ celebrated work
on the classification of injective factors [Con2]. Since then, ultraproduct techniques has been
an important ingredient on the classification of group actions on factors. Furthermore, the
conjecture he casually posed in [Con2] that every II1 factor with separable predual embeds
into Rω has drawn much attention today, and many interesting equivalent conditions are found
[Kir]. Nowadays tracial ultraproducts are also studied from model theoretical viewpoint (see
e.g., [GeHa],[FHS1-3]). For the case of type II1 factors, a related construction using nonstandard
analysis is given by [HO].
The definition of the central sequence algebraMω is generalized for arbitrary von Neumann
algebras by Connes [Con3]. It is defined as Mω := Mω(N,M)/Iω(N,M), where Mω(N,M)
is the set of all (xn)n ∈ ℓ∞(N,M) satisfying ‖xnψ − ψxn‖ → 0 along ω for all ψ ∈ M∗ (here
in Iω(N,M), convergence is with respect to strong* topology). Mω is called the asymptotic
centralizer of M . On the other hand, the generalization of Mω is more involved. If M is
not of finite type, then Iω(N,M) is not an ideal of ℓ∞(N,M). Therefore one has to modify
the definition of Mω for infinite type von Neumann algebras. The right definition of Mω was
given by Ocneanu [Oc] in order to generalize Connes’ automorphism analysis approach for
general injective von Neumann algebras. It is defined as Mω := Mω(N,M)/Iω(N,M), where
Mω(N,M) is the two-sided normalizer of Iω(N,M). That is, Mω(N,M) consists of those
(xn)n ∈ ℓ∞(N,M) which satisfies (xn)nIω(N,M) ⊂ Iω(N,M) and Iω(N,M)(xn)n ⊂ Iω(N,M).
We call Mω the Ocneanu ultrapower of M . As same as tracial ultraproducts, any projection
p (resp. unitary u) in Mω is represented by a sequence of projections (pn)n (resp. unitaries
(un)n) of M . A decade before Ocneanu’s definition of M
ω, another generalization of M ′ ∩Mω
for a general factor M with separable predual was proposed by Golodets [Gol1]. It is defined
as follows: let ϕ be a normal faithful state on M . Consider the GNS representation of M
associated with ϕ, so that ϕ = 〈 · ξϕ, ξϕ〉 with a cyclic and separating vector ξϕ on a Hilbert
space H . Consider the following (non-normal) state ϕ on ℓ∞ = ℓ∞(N,M):
ϕ((xn)n) := lim
n→ω
ϕ(xn), (xn)n ∈ ℓ∞(N,M).
Let πGol : ℓ
∞ → B(HGol) be the GNS representation of ϕ with a cyclic vector ξ satisfying
ϕ = 〈 · ξ, ξ〉. Let eω be the projection of HGol onto πGol(ℓ∞)′ξ. Define
R := eωπGol(ℓ
∞)′′eω ⊂ B(eωHGol).
Let Md be the subspace of ℓ
∞(N,M) consisting of constant sequences (x, x, · · · )n, x ∈ M .
Then the asymptotic algebra CωM of M is defined by
CωM := R ∩ πGol(Md)′ ⊂ B(eωHGol).
Moreover, ϕ induces a normal faithful state ϕ˜ on R, whence a state ϕ˙ := ϕ˜|Cω
M
on CωM . He
then proved the following interesting property: let
N := {x ∈ ℓ∞(N,M);πGol(x)eω, πGol(x∗)eω ∈ R.}
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Then [Gol1, Lemma 2.3.3] R = πGol(N)eω, and we have [Gol1, Lemma 2.3.5]
σϕ˜t (πGol(x)eω) = πGol((σ
ϕ
t (xn)))eω, x = (xn)n ∈ N, t ∈ R.
Based on the above, he proved that both (the isomorphism class of) CωM and ϕ˙ were independent
of the choice of ϕ, and its point spectra characterized Araki’s [Ara2] property L′λ : M⊗Rλ ∼=M
[Gol1, Theorem 2.5.2]. Moreover, Golodets and Nessonov proved [GoNe, Lemma 1.1] that
its centralizer (CωM )ϕ˙ is isomorphic to Mω. It seems that these works have not been widely
recognized, possibly because most of their works were written in Russian. It is not clear from
his definition if R or CωM is related to Ocneanu’s constructions. We show in §3.5 that Golodets’
construction is equivalent to Ocneanu’s one.
On the other hand, the development of non-commutative integration theory for von Neu-
mann algebras suggests to seek for a notion of “ultarproduct M˜ω” of M so that the Banach
space ultraproduct (Lp(M))ω of non-commutative L
p-space (in the sense of [Haa4]) for M is
isometrically isomorphic to Lp(M˜ω) (1 ≤ p < ∞). In that viewpoint, it is not the Ocneanu
ultraproduct Mω that plays the role. For example, if one uses the Ocneanu ultraproduct,
B(H)ω = B(H) holds (e.g., [MaTo]), while L1(B(H))ω = (B(H)∗)ω is much larger than B(H)∗
if dim(H) =∞. The right definition of the ultraproduct M˜ω in this context was given by Groh
and Raynaud. More precisely, Groh [Gro] showed that the ultraproduct of the predual M∗ of
a von Neumann algebra M can be regarded as the predual of some huge von Neumann algebra
M˜ω: consider the Banach space ultrapower (M∗)ω (resp. (M)ω) of the predual M∗ (resp. M),
and define a map JG : (M∗)ω → ((M)ω)∗ by
〈x, JG(ψˆ)〉 := lim
n→ω
ψn(xn), x = (xn)ω ∈ (M)ω, ψˆ = (ψn)ω ∈ (M∗)ω.
Then it holds that [Gro, Proposition 2.2 (b)] JG is an isometric embedding and its range
JG((M∗)ω) is a translation-invariant subspace of ((M)ω)
∗, whence there exists a central pro-
jection z ∈ ((M)ω)∗∗ such that JG((M∗)ω) = ((M)ω)∗z. Therefore JG((M∗)ω) can be regarded
as the predual of the W∗-algebra ((M)ω)
∗∗z. Then almost two decades later, a more handy
construction was given by Raynaud [Ray]: fix a representation π of M on a Hilbert space H so
that each ϕ ∈M+∗ is represented as a vector functional. Consider the Banach space ultrapower
(M)ω and regard it as a C
∗-subalgebra of B(H)ω. Define JR : B(H)ω → B(Hω) (Hω is the
ultrapower Hilbert space of H) by
JR(x)ξ := (xnξn)ω, x = (xn)ω ∈ B(H)ω, ξ = (ξn)ω ∈ Hω.
Then it holds [Ray, Theorem 1.1] that (M∗)ω is isometrically isomorphic to the predual of the
von Neumann algebra M˜ω generated by JR((M)ω). We write M˜
ω as
∏ω
M (where we choose
the standard representation) and call it the Groh-Raynaud ultrapower of M . Raynaud also
showed that
∏ω
M has such nice behaviors as Lp(M)ω ∼= Lp(
∏ω
M) completely isometrically,
and
∏ω
M ′ = (
∏ω
M)′. The Groh-Raynaud ultrapower was effectively used in e.g., Junge’s
work on Fubini Theorem [Jun]. On the other hand the Groh-Raynaud ultrapower has drawbacks
too. In general, even if M has separable predual,
∏ω
M is not even σ-finite (there is no faithful
normal state), while Mω is always σ-finite when M is. Moreover, the center of
∏ω
M can be
much larger than Mω: for example, Raynaud [Ray] showed that
∏U B(H) (dim(H) = ∞), is
not semifinite for a free ultrafilter U on a suitable index set I. It seems that there has been no
attempts to consider the relationships among the Ocneanu ultraproducts, the Groh-Raynaud
ultraproducts and Golodets’ asymptotic algebras.
We show that all these ultraproducts are closely related, and the study of one helps that of
the other in an essential way. Using the connection, we show some interesting phenomena of
the Ocneanu ultraproducts of type III factors which do not appear in the tracial case.
The outline of the paper is as follows.
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In §2 we fix notations and recall basic facts about Tomita-Takesaki theory and Arveson-
Connes’ spectral theory for automorphism groups.
In §3, we define the Ocneanu and the Groh-Raynaud ultraproduct. Here we use a more
general definitions than the original ones. Namely, we use a sequence of von Neumann algebras
{Mn}∞n=1 (and a sequence {ϕn}∞n=1 of normal faithful states for the Ocneanu case) to construct∏ωMn (and (Mn, ϕn)ω). We will see in later sections that this is not a formal generalization,
but has actual implications. We show that each (Mn, ϕn)
ω corresponds to a corner of
∏ω
Mn
(Theorem 3.7, Proposition 3.15). Then generalizing the result of Raynaud, we prove in The-
orem 3.18 that the Groh-Raynaud ultraproduct preserves the standard form of von Neumann
algebras. As part of the proof, we show (Lemma 3.19) that the condition JxJ = x∗, x ∈ Z(M),
which is one of four conditions in the axioms of standard form, automatically follows from the
other three conditions. This will be important for the proof of Theorem 3.18, for Z(∏ωMn)
can be strictly larger than
∏ω Z(Mn) (here, Z(M) is the center of M). In §3.5, we show that
Golodets’ asymptotic algebra is equivalent to Ocneanu’s central sequence algebra. More pre-
cisely, we have R ∼=Mω and under this *-isomorphism, CωM is mapped to M ′ ∩Mω (Theorem
3.30). Thus we have clarified the relationships among all the existing notions of ultraproducts
of von Neumann algebras.
In §4 we show how modular structure of the original algebra M reflects the structure of
the Ocneanu ultrapower Mω. We first show (Theorem4.1) that the ultraproduct action of the
sequence of modular automorphism groups {σϕnt }∞n=1 on the Ocneanu ultraproduct (Mn, ϕn)ω
is equal to the modular automorphism group of ϕω = (ϕn)
ω : (σϕnt )
ω = σϕ
ω
t (t ∈ R). This in
particular means that t 7→ (σϕnt )ω is a continuous flow. This is somewhat surprising, because the
ultrapower of continuous flows tend to be highly discontinuous on Mω (see Masuda-Tomatsu’s
recent work on Rokhlin flows [MaTo]). The corresponding result in the case of constant sequence
of algebras was obtained by Golodets [Gol1] for his auxiliary algebra R, by Raynaud for the
corner of
∏ω
M which corresponds to the Ocneanu ultrapower. Theorem 4.1 will be the key tool
for our analysis that follows. For instance, it follows that a sequence (xn)n ∈ ℓ∞(N,Mn) belongs
to Mω(Mn, ϕn) if and only if (xn)n can be approximated by sequences (yn)n which belongs
to a compact spectral subspace for σϕ (Proposition 4.11). ∆ϕω behaves like the “ultrapower
of ∆ϕ”, although (∆ϕ)
ω is not a well-defined object. For example, it has such properties as
σ(∆ϕω ) = σ(∆ϕ) and ∆
1
2
ϕω (xnξϕ)ω = (∆
1
2
ϕxnξξϕ)ω for (xn)
ω ∈ Mω (Corollary 4.8. Similar
result to the latter is obtained by Golodets [Gol1]). On the other hand, unlike the case of
the ultrapower of bounded operators, the point spectra σp(∆ϕω) can be strictly smaller than
σ(∆ϕ) \ {0} (Proposition 4.9). In §4.2, we show that the Ocneanu ultrapower Mω of σ-finite
type III1 factorM has strictly homogeneous state space. That is, any two normal faithful states
are unitarily equivalent (Theorem 4.20). We also show that no type III1 factor with separable
predual has strictly homogeneous state space (Proposition 4.22), and if a σ-finite type III1
factor M has this property, the centralizer of any normal faithful state on M is a factor of
type II1 (Proposition 4.24). In §4.3, we extend Theorem 4.1 to the ultrapower ϕω of a normal
faithful semifinite weight on a σ-finite von Neumann algebra (Lemma 4.26), and prove that
if ϕ is lacunary (that is, 1 is isolated in σ(∆ϕ)), then (M
ω)ϕω ∼= (Mϕ)ω holds (Proposition
4.27). In §4.4, we reinterpret the main results of Golodets work [Gol1] mentioned above from
our viewpoint. In particular, we introduce the Golodets state ϕ˙ω = ϕ
ω|M ′∩Mω and show that
ϕ˙ω does not depend on the choice of ϕ if M is a factor (Proposition 4.29), and in that case M
has Araki’s property L′λ(0 < λ < 1) if and only if λ is the eigenvalue of ∆ϕ˙ω (Theorem 4.32).
Moreover, we show that the centralizer (M ′ ∩ Mω)ϕ˙ω of the Golodets state ϕ˙ω is precisely
Connes’ asymptotic centralizer Mω (Proposition 4.35), which will play a key role in the next
section.
In §5, we consider the subtle difference between Mω and M ′ ∩ Mω for σ-finite type III
factors. In general,Mω ⊂M ′∩Mω holds. However, whileMω is a finite von Neumann algebra,
M ′ ∩Mω can be of type III (Example 5.1). However, based on the analysis of free product
type III factors, Ueda [Ueda1, §5.2] asked the following:
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Question 1.1. Does Mω = C imply M ′ ∩Mω = C?
We give (Theorem 5.2) an affirmative answer to the question for separable predual case.
Moreover, we show that for a σ-finite type III0 factor M , Mω = M
′ ∩Mω holds (Proposition
5.4).
In §6, we consider the following questions:
Question 1.2. Let (ϕn)n be a sequence of normal faithful states on a σ-finite factor M .
(1) Are Mω and
∏ω
M factor too? If so, what are their types?
(2) Does (M,ϕn)
ω depend on the choice of (ϕn)n?
(3) Is (M,ϕn)
ω (semi-) finite if M is (semi-) finite?
(4) Is (M,ϕn)
ω of type III if M is of type III?
For (1), if M is of finite type, it is well-known that Mω is also a finite type factor. Also, it is
known that Mω is a type I∞ (resp. type II∞) factor if so is M (Proposition 6.1). However, the
situation for the Groh-Raynaud ultrapower is different: we show that
∏ω
R is not semifinite
(and not a factor), where R is the hyperfinite type II1 factor (Theorem 6.4). Type III case is
more interesting: we show that ifM is a σ-finite type IIIλ (0 < λ ≤ 1) factor, then bothMω and∏ω
M are type IIIλ factors (Theorem 6.11). On the other hand, if M is of type III0, then M
ω
is not a factor (Theorem 6.18). Moreover,
∏ωM has a semifinite component and is not a factor
(Remark 6.17). As for (2), we show that if M is of type IIIλ (0 < λ ≤ 1), then (M,ϕn)ω ∼=Mω
and therefore (M,ϕn)
ω does not depend on (ϕn)n (Theorem 6.11). However, regarding (3)(4),
there exists (ϕn)n such that (R,ϕn)
ω is not semifinite (Proposition 6.3). Also, if M is of type
III0, then there exists (ϕn)n such that (M,ϕn)
ω ∼= (Mϕn)ω is of finite type (Theorem 6.13).
Finally, let us remark that our ultraproduct analysis has been used for the recent study of
QWEP von Neumann algebras and Effros-Mare´chal topology on the space of von Neumann
algebras by the authors and Winsløw [AHW].
2 General Backgrounds and Notations
First we fix a notation and recall basics facts about ultraproducts. Throughout the paper, ω
denotes the fixed free ultrafilter on N (in fact, many of the results and proofs in this paper are
the same for free ultrafilters on any set). For a von Neumann algebraM on a Hilbert space H ,
Z(M) denotes the center of M , and Sn(M) (resp. Snf(M)) denotes the space of normal (resp.
normal faithful) states on M . As usual, we define two seminorms ‖ · ‖ϕ, ‖ · ‖♯ϕ for ϕ ∈ Sn(M)
by
‖x‖ϕ := ϕ(x∗x) 12 , ‖x‖♯ϕ := ϕ (x∗x+ xx∗)
1
2 , x ∈M.
If M is σ-finite and ϕ is faithful, ‖ · ‖ϕ (resp. ‖ · ‖♯ϕ) defines the strong (resp. strong*) topology
on the unit ball of M . The support projection of a normal state ϕ is written as supp(ϕ). For a
projection p ∈M , zM (p) denotes the central support of p in M . U(M) is the group of unitaries
in M . vN(H) denotes the space of all von Neumann algebras acting on H . Ball(M) is the
closed unit ball of M . For a self-adjoint operator A on H , dom(A) is the domain of definition
of A, σ(A) (resp. σp(A)) denotes the spectra (resp. point spectra) of A. The range (resp.
the domain) of A is written as ran(A) (resp. dom(A)). G(A) = {(ξ, Aξ); ξ ∈ dom(A)} is the
graph of A. We denote the sequence of elements of a set like {an}∞n=1. However, we also use the
notation (an)n when we think of the sequence as an element in an algebra such as ℓ
∞(N,B(H)).
For a unit vector ξ ∈ H , the corresponding vector state is denoted as ωξ.
2.1 Ultraproduct of Banach Spaces
Let (En)n be a sequence of Banach spaces, and let ℓ
∞(N, En) be the Banach space
of all sequences (xn)n ∈
∏∞
n=1En with supn≥1 ‖xn‖ < ∞ with the norm ‖(an)n‖ =
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supn≥1 ‖an‖, (an)n ∈ ℓ∞(N, En). The Banach space ultraproduct (En)ω is defined as the
quotient ℓ∞(N, En)n/Jω, where Jω is the closed subspace of all (xn)n ∈ ℓ∞(N, En) which sat-
isfies limn→ω ‖xn‖ = 0. An element of (En)ω represented by (xn)n ∈ ℓ∞(N, E) is written as
(xn)ω. One has ‖(xn)ω‖ = limn→ω ‖xn‖, (xn)ω ∈ (En)ω. If (Hn)n is a sequence of Hilbert
spaces, then (Hn)ω is again a Hilbert space with the inner product given by
〈(ξn)ω, (ηn)ω〉 = lim
n→ω
〈ξn, ηn〉, (ξn)ω, (ηn)ω ∈ (Hn)ω.
For a sequence (An)n of C
∗-algebras, (An)ω is again a C
∗-algebra when equipped with the
pointwise multiplication and involution of sequences [Hei, §3.1]. However, the Banach space
ultraproduct of von Neumann algebras is not a von Neumann algebra in general (cf. Remark
3.6).
2.2 Modular Theory
We make a brief summary of modular theory needed for our purpose. We refer to vol. II of
[TakBook] for details. In particular we omit the modular theory for weights/Hilbert algebras,
which will be used only for Proposition 4.27 and Theorem 6.18. Let M be a σ-finite von Neu-
mann algebra, and let ϕ ∈ Snf(M). Using GNS representation (M,πϕ, H, ξϕ), ϕ is represented
as a vector state ωξϕ and ξϕ ∈ H is a cyclic and separating vector for M (we identify x ∈ M
with πϕ(x)). Then the following operator S
0
ϕ,
dom(S0ϕ) :=Mξϕ, S
0
ϕxξϕ := x
∗ξϕ, x ∈M,
is a densely defined anti-linear operator on H . Since S0ϕ is closable, we may consider the polar
decomposition Sϕ = Jϕ∆
1
2
ϕ of its closure. It can be shown that Jϕ is an anti-linear involution
and ∆ϕ is a positive, invertible self-adjoint operator on H . Furthermore, Jϕξϕ = ∆ϕξϕ = ξϕ
and Jϕ∆ϕJϕ = ∆
−1
ϕ hold. Jϕ (resp. ∆ϕ) is called the modular conjugation operator (resp.
modular operator) of ϕ. Tomita’s fundamental Theorem [Tak1] states that
JϕMJϕ =M
′, ∆itϕM∆
−it
ϕ =M for all t ∈ R.
Therefore
σϕt (x) := ∆
it
ϕx∆
−it
ϕ , x ∈M, t ∈ R,
defines a one parameter automorphism group of M , called the modular automorphism group of
ϕ.
Next we recall Arveson-Connes’ spectral theory for automorphism groups. Since we apply
the theory only to modular automorphism group, we present the case of one-parameter auto-
morphism group only. In the sequel we identify the dual group R̂ of the additive group R with
itself. For f ∈ L1(R), we define the Fourier transform fˆ by
fˆ(λ) :=
∫
R
eitλf(t)dt, λ ∈ R̂ = R.
We also define σϕf (x) :=
∫
R
f(t)σϕt (x)dt (x ∈M).
(1) For x ∈M , Spσϕ(x) is defined by{
λ ∈ R̂; fˆ(λ) = 0 for all f ∈ L1(R) with σϕf (x) = 0
}
.
(2) The Arveson spectrum of σϕ, denoted by Sp(σϕ) is the set{
λ ∈ R̂; fˆ(λ) = 0 for all f ∈ L1(R) with σϕf = 0
}
.
It is shown that Sp(σϕ) = log(σ(∆ϕ) \ {0}).
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(3) For a subset E of R̂, the spectral subspace of σϕ corresponding to E is given by
M(σϕ, E) := {x ∈M ; Spσϕ(x) ⊂ E}.
The fixed point subalgebra M(σϕ, {0}) is called the centralizer of ϕ, and is written as
Mϕ. It is known that Mϕ = {x ∈ M ;ϕ(xy) = ϕ(yx), y ∈ M}, and it is always a finite
von Neumann algebra with a normal faithful trace ϕ|Mϕ . The spectral subspaces have
the following properties:
(i) M(σϕ, E)∗ =M(σϕ,−E).
(ii) M(σϕ, E)M(σϕ, F ) ⊂M(σϕ, E + F ).
(iii) λ ∈ Sp(σϕ) if and only if M(σϕ, E) 6= {0} for any closed neighborhood E of λ.
(4) The Connes spectrum of σϕ, denoted by Γ(σϕ), is given by
Γ(σϕ) =
⋂
e∈Proj(Mϕ)
Sp(σϕe).
Here, for e ∈ Proj(Mϕ), σϕe is the restricted action of σϕ to the reduced algebra Me,
which coincides with the modular automorphism group of ϕ|Me . It holds that
Γ(σϕ) =
⋂
06=e∈Proj(Z(Mϕ))
Sp(σϕe),
whence Γ(σϕ) = Sp(σϕ) if Mϕ is a factor.
(5) Let M be a σ-finite factor. The Connes’ S-invariant is defined by
S(M) =
⋂
ϕ∈Snf(M)
σ(∆ϕ),
It is shown that S(M) \ {0} is a closed multiplicative subgroup of R∗+ = (0,∞), and
Γ(σϕ) = log(S(M) \ {0}). A σ-finite type III factor M is called of
(i) type III0 if S(M) = {0, 1}.
(ii) type IIIλ if S(M) = {λn;n ∈ Z} ∪ {0} (0 < λ < 1).
(iii) type III1 if S(M) = [0,∞).
For general factors, one needs to use normal faithful semifinite weights to define the S-
invariant. However, the above classification of type III factors will not be affected by this
change.
3 Ultraproduct of von Neumann Algebras
3.1 The Ocneanu Ultraproduct
We first introduce the Ocneanu ultraproduct of a family of von Neumann algebras along ω,
with respect to a sequence of their states. This is a slight generalization of the construction of
Ocneanu [Oc, §5] for a single algebra with a single state, and of the construction in [HW1, §5]
for tracial states; both generalize classical notions studied by Sakai [Sak] and McDuff [McD].
Specifically, let (Mn)n be a sequence of σ-finite von Neumann algebras, and let ϕn be a
normal faithful state on Mn for each n ∈ N. With a slight abuse of notation, put
ℓ∞(N,Mn) :=
{
(xn)n ∈
∏
n∈N
Mn; sup
n∈N
‖xn‖ <∞
}
,
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Iω(Mn, ϕn) :=
{
(xn)n ∈ ℓ∞(N,Mn); lim
n→ω
‖xn‖♯ϕn = 0
}
,
and also, with the abbreviated notation Iω for Iω(Mn, ϕn), let
Mω(Mn, ϕn) := {(xn)n ∈ ℓ∞(N,Mn); (xn)nIω ⊂ Iω, and Iω(xn)n ⊂ Iω} .
It is then apparent thatMω(Mn, ϕn) is a C∗-algebra (with pointwise operations and supermum
norm) in which Iω(Mn, ϕn) is a closed ideal. We then define
(Mn, ϕn)
ω :=Mω(Mn, ϕn)/Iω(Mn, ϕn)
(the quotient C∗-algebra). By the same proof as in [Oc, §5.1], one gets:
Proposition 3.1. With the above notations, (Mn, ϕn)
ω is a W∗-algebra.
We remark that Proposition 3.15 below gives an alternative proof of Proposition 3.1.
We denote the image of (xn)n ∈ Mω(Mn, ϕn) in (Mn, ϕn)ω as (xn)ω. Then we have the
following straightforward generalization of [Oc, S5.1]:
Proposition 3.2. The following defines a normal faithful state (ϕn)
ω on (Mn, ϕn)
ω:
(ϕn)
ω((xn)
ω) := lim
n→ω
ϕn(xn), (xn)
ω ∈ (Mn, ϕn)ω.
The special case considered by Ocneanu is the following: all Mn are equal to a fixed von
Neumann algebraM , and all ϕn are equal to a fixed normal faithful state ϕ onM . In this case,
we denote (Mn, ϕn)
ω byMω, since the latter algebra does not depend on ϕ (in fact, Iω(Mn, ϕn)
determines the same set of bounded sequences for different state ϕ); we also denote (ϕn)
ω by
ϕω.
3.2 The Groh-Raynaud Ultraproduct
In this section, we define Groh [Gro]-Raynaud [Ray]’s ultraproduct of a sequence of von Neu-
mann algebras, which is in a rather direct way related to the ultraproduct of C∗-algebras and
Hilbert spaces.
Let (Hn)n be a sequence of Hilbert spaces, and let Hω := (Hn)ω . Let (B(Hn))ω be the
Banach space ultraproduct of (B(Hn))n.
Definition 3.3. Define πω : (B(Hn))ω → B(Hω) by
πω((an)ω)(ξn)ω := (anξn)ω, (an)n ∈ ℓ∞(N,B(Hn)), (ξn)ω ∈ Hω.
It is easy to check that πω((an)ω) is a well-defined *-homomorphism, and since
‖πω((an)ω)‖ = lim
n→ω
‖an‖ = ‖(an)ω‖, (an)ω ∈ (B(Hn))ω,
πω is injective.
Lemma 3.4. πω((B(Hn))ω) is strongly dense in B(Hω).
Proof . Let ξ = (ξn)ω ∈ Hω and let pn ∈ B(Hn) be the projection onto span(ξn) ⊂ Hn.
Then p := πω((pn)ω) is the projection onto span(ξ) ⊂ Hω, as for any η = (ηn)ω ∈ Hω and
ζ = (ζn)ω ∈ Hω, we have:
〈pη, ζ〉 = lim
n→ω
〈(pη)n, ζn〉 = lim
n→ω
〈pnηn, ζn〉
= lim
n→ω
〈ηn, ξn〉〈ξn, ζn〉 = 〈η, ξ〉〈ξ, ζ〉
= 〈〈η, ξ〉ξ, ζ〉.
This shows that any rank one projection in B(Hω) is contained in the subalgebra πω(B(Hn)ω).
Therefore πω((B(Hn))ω) generates B(Hω) as a von Neumann algebra.
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Definition 3.5. Let (Mn)n be a sequence of W
∗-algebras.
(1) Let Mn ⊂ B(Hn) be a fixed faithful representation of Mn on a Hilbert space Hn. The
abstract ultraproduct of the sequence (Mn, Hn)n is defined as the strong operator closure
of πω((Mn)ω) in B(Hω), and is denoted as
∏ω
(Mn, Hn).
(2) The Groh-Raynaud ultraproduct of (Mn)n, denoted simply as
∏ω
Mn is defined as∏ω
Mn :=
∏ω
(Mn, Hn), where we choose the standard representation of Mn.
From Lemma 3.4, it follows that
ω∏
(B(Hn), Hn) = B(Hω).
However, note that the Groh-Raynaud ultraproduct
∏ω B(Hn) is not equal to B(Hω).
Remark 3.6. Let H be a separable infinite-dimensional Hilbert space. We remark that al-
though πω(B(H)ω) is srongly dense in B(Hω), πω is not surjective.
To see this, using the weak compactness of the unit ball of Hω, define P ∈ B(Hω) by
P (ξn)ω := (ξ)ω , ξ := weak- lim
n→ω
ξn, (ξn)ω ∈ Hω.
P is well-defined and is bounded, because for each n ∈ N we have
|〈P (ξn)ω, P (ξn)ω〉| = |〈ξ, ξ〉| = lim
k→ω
lim
n→ω
|〈ξk, ξn〉|
≤ ‖(ξn)ω‖2.
Therefore P ∈ B(Hω). It is easy to see that P 2 = P holds. We show that P /∈ π(B(H)ω).
Assume by contradiction that there is a bounded sequence (pn)n ∈ ℓ∞(N,B(H)) such that
πω((pn)ω) = P holds. This means that if a bounded sequence (ξn)n in H converges weakly to
ξ ∈ H , then ‖pnξn − ξ‖ → 0 (n→ ω). In particular, pn → 1 (n→ ω) strongly.
Step 1. We first show that P = P ∗, hence P is a projection (onto the closed subspace H
of Hω). Let (ξn)n, (ηn)n ∈ ℓ∞(N, H) and let ξ = weak- limn→ω ξn, η = weak- limn→ω ηn. We
have
〈P (ξn)ω, (ηn)ω〉 = lim
n→ω
〈ξ, ηn〉 = 〈ξ, η〉
= lim
n→ω
〈ξn, η〉 = 〈(ξn)ω , P (ηn)ω〉,
whence P = P ∗ holds.
Step 2. There exists a sequence (ηn)n of unit vectors inH such that {n ∈ N; ηn ∈ ran(pn)} ∈ ω
and ηn → 0 (n→ ω) weakly.
To see this, fix an orthonormal base (en)n of H . Since limn→ω ‖pne1 − e1‖ = 0, we have{
n ∈ N; ‖pne1 − e1‖ < 1
3
}
⊂
{
n ∈ N; ‖pne1‖ ≥ 1
2
}
=: I1 ∈ ω.
Define ln := max{1 ≤ j ≤ n; ‖pnej‖ ≥ 12} for each n ∈ I1. We then define (ηn)n by
ηn :=

pneln
‖pneln‖
(n ∈ I1)
e1 (n /∈ I1).
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Next, suppose i ≥ 1 and ε > 0 are given. Let
I2 := {n ∈ N; ‖pnei − ei‖ < ε/2} ∈ ω.
Since limn→ω pn = 1 strongly, the set I3 defined by
I3 := {n ∈ N; ln > i}
belongs to ω as well. Then for each n ∈ I := I1 ∩ I2 ∩ I3 ∈ ω, we have
|〈ηn, ei〉| ≤ 1‖pneln‖
{|〈eln , pnei − ei〉|+ |〈eln , ei〉|}
≤ 2‖pnei − ei‖ < ε.
This shows that limn→ω〈ηn, ei〉 = 0. Since i ∈ N is arbitrary, we obtain the claim.
Step 3. We get a contradiction.
Since P = π((pn)ω) is a projection, we may choose pn to be a projection for all n ∈ N (see
e.g., [GeHa, Proposition 2.1 (4)]). By Step 2, there exists a sequence of unit vectors (ηn)n such
that J := {n ∈ N; ηn ∈ ran(pn)} ∈ ω and weak- limn→ω ηn = 0. Then, by definition, we have
P (ηn)ω = 0. However, for n ∈ J , we have ‖pnηn‖ = ‖ηn‖ = 1, hence pnηn does not tend to 0
along ω. This is a contradiction. Hence P is not in the range of π.
3.3 Relationship between (Mn, ϕn)
ω and
∏
ω
Mn
As we have seen, there are two notions of ultraproducts for von Neumann algebras. The follow-
ing theorem explains the relation between the Ocneanu ultraproduct and the Groh-Raynaud
ultraproduct:
Theorem 3.7. Let (Mn)n be a sequence of σ-finite von Neumann algebras and let a normal
faithful state ϕn on Mn be given for each n ∈ N. Assume that each Mn acts standardly on
Hn = L
2(Mn, ϕn), so that
∏ωMn ⊂ B((Hn)ω). Also let Mω = (Mn, ϕn)ω , ϕω = (ϕn)ω, and
define w : L2(Mω, ϕω)→ (Hn)ω by
w(xn)
ωξϕω := (xnξϕn)ω, (xn)
ω ∈Mω.
Then w is an isometry, and w∗(
∏ω
Mn)w =M
ω.
To ease notation, let N =
∏ω
Mn in the sequel. That w is indeed an isometry is seen by
direct calculation. To show the identity w∗Nw = Mω, we need to study the following subsets
of
∏
n∈NMn (for which we use the indicated short notations):
ℓ∞ := ℓ∞(N,Mn)
Lω :=
{
(xn)n ∈ ℓ∞; lim
n→ω
ϕn(x
∗
nxn) = 0
}
, L∗ω := {(x∗n)n; (xn)n ∈ Lω}
Mω :=Mω(Mn, ϕn), Iω := Iω(Mn, ϕn)
Lemma 3.8. Lω is a closed left ideal of ℓ∞, and Iω = Lω ∩ L∗ω.
Proof . It is easy to see that Lω is a closed subspace of ℓ∞. Let (xn)n ∈ Lω and (an)n ∈ ℓ∞.
Then we have ϕ(x∗na
∗
nanxn) ≤ ‖an‖2ϕ(x∗nxn) n→ω→ 0. Therefore (anxn)n ∈ Lω and Lω is a
closed left ideal of ℓ∞. The last claim is obvious.
Before going further, we prove a result about hereditary C∗-subalgebras. Recall the following
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Theorem 3.9. [Mu, Theorem 3.2.1] Let A be a C∗-algebra. If L is a closed left ideal in A, then
L ∩ L∗ is a hereditary C∗-subalgebra of A. The map L 7→ B(L) := L ∩ L∗ is a bijection from
the set of closed left ideals of A onto the set of hereditary C∗-subalgebras of A. The inverse of
the map is given by B 7→ L(B), where B is a hereditary C∗-subalgebra of A and
L(B) := {a ∈ A; a∗a ∈ B}.
Lemma 3.10. Let A be a C∗-algebra, and let L be a closed left ideal of A. Let B = L ∩ L∗ be
the corresponding hereditary C∗-subalgebra of A, and let M be the two-sided multiplier of B:
M := {a ∈ A; aB ⊂ B, Ba ⊂ B}.
Then we have
(1) LM ⊂ L,ML∗ ⊂ L∗.
(2) M ∩ (L + L∗) = B.
Proof . It is easy to see that M is a C∗-subalgebra of A.
(1) Let a ∈ L and x ∈ M . Then a∗a ∈ L∗L ⊂ L ∩ L∗ = B. Therefore x∗a∗ax ∈ B. By
Theorem 3.9, L = L(B) implies that ax ∈ L. Therefore LM ⊂ L. Taking the adjoint, we
obtain ML∗ ⊂ L∗.
(2) We show the claim in two steps.
Step 1. M ∩ L =M ∩ L∗ = B.
Since M and B are self-adjoint, it suffices to show that M ∩ L = B. Since B is a C∗-algebra,
it is clear that B ⊂ M ∩ L. Conversely, suppose x ∈ M ∩ L. Then x∗ ∈ L∗ holds, and hence
x∗x ∈ L∗L ⊂ L∩L∗ = B. On the other hand, as x ∈M , we have x(x∗x)x∗ ∈ B, which implies
that xx∗ = {x(x∗x)x∗} 12 ∈ B. Then by Theorem 3.9, again, x∗ ∈ L = L(B) ⇔ x ∈ L∗ holds.
Hence x ∈ L ∩ L∗ = B.
Step 2. M ∩ (L + L∗) = B.
By Step 1, it suffices to show that M ∩ (L + L∗) = (M ∩ L) + (M ∩ L∗). It is clear that
(M ∩ L) + (M ∩ L∗) ⊂ M ∩ (L + L∗). Conversely, suppose x ∈ M ∩ (L + L∗). Then there is
y ∈ L, z ∈ L∗ such that x = y + z holds. We show that y, z ∈ M . Let b ∈ B. Then yb ∈ L.
Furthermore, yb = xb − zb is in L∗, because b ∈ B, x ∈ M implies that xb ∈ B = L ∩ L∗
and z ∈ L∗. Therefore yB ⊂ B. On the other hand, by ∈ L ∩ L∗ (since y ∈ L, b ∈ L∗)
holds. Therefore By ⊂ B. This shows that y ∈ M . Similarly, we have z ∈ M . Therefore
M ∩ (L+ L∗) = (M ∩ L) + (M ∩ L∗) holds. This finishes the proof.
Corollary 3.11. We have
(1) LωMω ⊂ Lω, MωL∗ω ⊂ L∗ω.
(2) Mω ∩ (Lω + L∗ω) = Iω.
Proof . By Lemma 3.8, we can apply Lemma 3.10 to A = ℓ∞, L = Lω ,M =Mω, B = Iω.
Now, let ξω := (ξϕn)ω ∈ (Hn)ω and let
ϕω(x) := 〈xξω , ξω〉, x ∈ N.
Then ϕω is a normal state on N .
Definition 3.12. We denote by p the support projection of ϕω , which is the projection onto
(
∏ω
Mn)′ξω.
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For simplicity, we shall mostly write πω(x) as just x in the following (for x ∈ (Mn)ω).
Next lemma is similar to [Gol1, Lemma 2.2.2] and [RX, Proposition 2.1].
Lemma 3.13. For all x ∈ N , there is (xn)n ∈ ℓ∞ such that
(1) xξω = (xn)ωξω and x
∗ξ = (x∗n)ωξω.
(2) x− p⊥xp⊥ = (xn)ω − p⊥(xn)ωp⊥.
Proof . Consider the following subset of (Hn)ω ⊕ (Hn)ω:
E :=
{
((xn)ωξω, (x
∗
n)ωξω); (xn)n ∈ ℓ∞, sup
n≥1
‖xn‖ ≤ 1
}
.
We claim that E is a closed subset of (Hn)ω ⊕ (Hn)ω. Indeed, let (η, ζ) be in the closure of
E, and choose a sequence {(xkn)n}∞k=1 ⊂ ℓ∞ such that supn≥1 ‖xkn‖ ≤ 1 for all k ∈ N, and such
that
‖(xkn)ωξω − η‖ ≤ 2−k−1 and ‖(xkn)∗ωξω − ζ‖ ≤ 2−k−1,
for all k ∈ N. Then in particular we have, for all k ∈ N:
‖(xk+1n )ωξω − (xkn)ωξω‖ ≤ 2−k and ‖(xk+1n )∗ωξω − (xkn)∗ωξω‖ ≤ 2−k,
so that if we define
Fk := {n ∈ N; ‖xk+1n ξϕn − xknξϕn‖ ≤ 2−k and ‖(xk+1n )∗ξϕn − (xkn)∗ξϕn‖ ≤ 2−k},
then we have Fk ∈ ω for all k ∈ N. Hence with
Gk := {k, k + 1, · · · } ∩
k⋂
j=1
Fj ,
we have Gk ∈ ω for all k ∈ N because ω is free, and (Gk)k is a decreasing sequence with empty
intersection. In particular,
N = (N \G1) ⊔
∞⊔
j=1
(Gj \Gj+1)
(disjoint union). Now, define a sequence (xn)n ∈ ℓ∞ by
xn :=
{
x1n (n ∈ N \G1),
xjn (n ∈ Gj \Gj+1).
Then supn≥1 ‖xn‖ ≤ 1. Fix k ∈ N. If n ∈ Gk, then as Gk =
⊔∞
j=k(Gj \Gj+1), we may choose
j ≥ k such that n ∈ Gj \Gj+1, so that xn = xjn and as n ∈ Gj ⊂ Gm ⊂ Fm for every m ≤ j,
we therefore have
‖xnξϕn − xknξϕn‖ = ‖xjnξϕn − xknξϕn‖
≤
j−1∑
m=k
‖xm+1n ξϕn − xmn ξϕn‖
≤
j−1∑
m=k
2−m ≤ 2−k+1,
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for every n ∈ Gk. It follows that ‖(xn)ωξω − (xkn)ωξω‖ ≤ 2−k+1, so that
‖(xn)ωξω − η‖ ≤ ‖(xn)ωξω − (xkn)ωξ‖+ ‖(xkn)ωξω − η‖ ≤ 2−k+1 + 2−k+1.
As k ∈ N may be chosen to be arbitrarily big, we conclude that (xn)ωξω = η. The proof that
(x∗n)ωξω = ζ is similar. Hence E is closed, as claimed.
We are now ready to prove (1). It clearly suffices to consider x ∈ N with ‖x‖ ≤ 1. By the
definition of the Groh-Raynaud ultraproduct, and Kaplansky’s Theorem, we may choose a net
{(xαn)n}α ⊂ ℓ∞ such that supn≥1 ‖xαn‖ ≤ 1 for every α and such that limα(xαn)ω = x in the
strong∗-topology on N . But then (xξω , x
∗ξω) is in the closure of E, hence in E by the previous
paragraph, and (1) follows.
Finally, (2) follows from (1): with x and (xn)n from there, we have for all y ∈ N ′:
xyξω = yxξω = y(xn)ωξω = (xn)ωyξω,
so xp = (xn)ωp, and similarly x
∗p = (x∗n)ωp. Conjugating the latter identity, px = p(xn)ω
holds. Now (2) follows easily.
Proposition 3.14. There is a vector space isomorphism
ρ : ℓ∞/Iω → pNp⊕ pNp⊥ ⊕ p⊥Np
such that ρ−1(pNp) =Mω/Iω, ρ−1(pNp⊥) = Lω/Iω, and ρ−1(p⊥Np) = L∗ω/Iω. In particular,
we have
ℓ∞ =Mω + Lω + L∗ω.
Proof . Observe first that for (xn)n ∈ ℓ∞, we have
(xn)n ∈ Lω ⇔ ‖(xn)ωξω‖ = 0⇔ (xn)ω ∈ Np⊥.
Hence (xn)n ∈ L∗ω ⇔ (xn)ω ∈ p⊥N , so by Lemma 3.8,
(xn)n ∈ Iω = Lω ∩ L∗ω ⇔ (xn)ω ∈ p⊥Np⊥.
Hence by letting
ρ((xn)n/Iω) := (xn)ω − p⊥(xn)ωp⊥,
we obtain a well-defined injective linear map from ℓ∞/Iω into pNp⊕ pNp⊥ ⊕ p⊥Np, and it is
in fact surjective by Lemma 3.13.
By definition and the above, we have for all (xn)n ∈ ℓ∞:
ρ((xn)n/Iω) ∈ pNp⊥ ⇔ (xn)ω − p⊥(xn)ωp⊥ = p(xn)ωp⊥
⇔ (xn)ω ∈ Np⊥
⇔ (xn)n ∈ Lω,
and from this,
ρ((xn)n/Iω) ∈ p⊥Np⇔ (x∗n)n ∈ Lω ⇔ (xn)n ∈ L∗ω .
Therefore we have
ρ−1(pNp⊥) = Lω/Iω, ρ−1(p⊥Np) = L∗ω/Iω. (1)
Finally, if ρ((xn)n/Iω) ∈ pNp, and (yn)n ∈ Iω, we have (yn)ω ∈ p⊥Np⊥, and so
ρ((xnyn)n/Iω) = (xn)ω(yn)ω − p⊥(xn)ω(yn)ωp⊥
= ((xn)ω − p⊥(xn)ωp⊥)(yn)ω
= ρ((xn)n/Iω)(yn)ω = 0,
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and therefore (xnyn)n ∈ Iω. Similarly (ynxn)n ∈ Iω, so (xn)n ∈Mω. This shows ρ−1(pNp) ⊂
Mω/Iω. On the other hand, by Eq. (1) and by Corollary 3.11 (2), we have
Mω/Iω ∩ ρ−1(pNp⊥ ⊕ p⊥Np) = [Mω ∩ (Lω + L∗ω)]/Iω
= {0},
whence we have ρ−1(pNp) =Mω/Iω.
In particular, ℓ∞/Iω =Mω/Iω + Lω/Iω + L∗ω/Iω, and the last claim is then obvious.
Proposition 3.15. Let (xn)n ∈ ℓ∞. Then (xn)n ∈ Mω if and only if p(xn)ω = (xn)ωp
holds. Moreover, ρ|Mω : Mω → pNp, (xn)n/Iω 7→ (xn)ωp is a *-isomorphism. Therefore, the
Ocneanu ultraproduct is isomorphic to a reduction of the Groh-Raynaud ultraproduct by the
support projection p of ϕω ∈ N∗.
Proof . By Proposition 3.14, (xn)n/Iω ∈Mω/Iω holds if and only if ρ((xn)n/Iω) = p(xn)ωp+
p(xn)ωp
⊥ + p⊥(xn)ωp ∈ pNp, if and only if p(xn)ωp⊥ = p⊥(xn)ωp = 0. The last condition is
equivalent to (xn)ωp = p(xn)ω. Since ρ|Mω : Mω → pNp is linear and bijective, to prove the
last assertion it is enough to show that ρ|Mω is a *-homomorphism. Let (an)n, (bn)n ∈ Mω.
Then as (an)ω, (bn)ω commute with p, we have
ρ((anbn)n/Iω) = (anbn)ωp = (an)ωp(bn)ωp
= ρ((an)n/Iω)ρ((bn)n/Iω),
ρ((a∗n)n/Iω) = (a∗n)ωp = (p(an)ω)∗ = ((an)ωp)∗
= ρ((an)n/Iω)∗,
whence ρ|Mω is a *-isomorphism.
Proof of Theorem 3.7. First, observe that for (xn)n ∈ Mω and (yn)ω ∈Mω, we have
πω((xn)ω)w(yn)
ωξϕω = (xnynξϕn)ω = w(xnyn)
ωξϕω = w(xn)
ω(yn)
ωξϕω ,
so πω((xn)ω)w = w(xn)
ω . Hence Mω ⊂ w∗Nw. To prove w∗Nw ⊂ Mω, it is enough to show
that w∗πω((xn)ω)w ∈Mω for (xn)n ∈ ℓ∞. Let (xn)n ∈ ℓ∞. By Proposition 3.14, we have that
(xn)n ∈ Mω + Lω + L∗ω. Furthermore, by the above, w∗πω((xn)ω)w ∈ Mω if (xn)n ∈ Mω.
Therefore it suffices to show that w∗πω((xn)ω)w ∈ Mω when (xn)n ∈ Lω . But if (xn)n ∈ Lω
and (yn)n ∈ Mω, we have (xnyn)n ∈ Lω by Lemma 3.11 (1), and so
πω((xn)ω)w(yn)
ωξϕω = (xnynξϕn)ω = 0,
so w∗πω((xn)ω)w = w
∗ · 0 = 0 ∈Mω.
In the next section, we will show (Proposition 3.28) that ww∗ = q, where q = pJωpJω, and
wMωw∗ = q(
∏ωMn)q. Here, Jω is the ultraproduct of (Jϕn)n. The following result will be
used in §4.4, Lemma 4.36.
Corollary 3.16. For any (an)n ∈ ℓ∞, there exists (bn)n ∈ Mω, (cn)n ∈ Lω, and (dn)n ∈ L∗ω
such that
(1) an = bn + cn + dn for n ∈ N.
(2) ‖(bn)ω‖ ≤ lim
n→ω
‖an‖.
Proof . Since (an)n ∈ ℓ∞, by Proposition 3.14, there exists (bn)n ∈ Mω, (cn)n ∈ Lω, and
(dn)n ∈ L∗ω such that an = bn+cn+dn. (bn)n is unique modulo Iω , and since ρ|Mω : Mω → pNp
is a *-isomorphism (Proposition 3.15), we have
‖(bn)ω‖ = ‖ρ−1(p(an)ωp)‖ = ‖p(an)ωp‖ ≤ lim
n→ω
‖an‖.
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3.4 Standard Forms
Our next step is to show (Theorem 3.18 below) that the Groh-Raynaud ultraproduct of a
sequence of standard von Neumann algebras is again standard, in such a way that the standard
form of the ultraproduct algebra is obtained as an ultraproduct of the standard forms of the
sequence. This result was first obtained by Raynaud [Ray, Corollary 3.7] in the case of constant
sequence of algebras. We give a different proof, since this plays a crucial role in the proof of
Theorem 4.1. For the convenience of the reader, recall the definition of a standard form [Haa1].
Definition 3.17. Let (M,H, J, P ) be a quadruple, where M is a von Neumann algebra, H is
a Hilbert space on which M acts, J is an antilinear isometry on H with J2 = 1, and P ⊂ H is
a closed convex cone which is self-dual, i.e., P = P 0, where
P 0 := {ξ ∈ H ; 〈ξ, η〉 ≥ 0, η ∈ P}.
Then (M,H, J, P ) is called a standard form if the following conditions are satisfied:
1. JMJ =M ′.
2. Jξ = ξ, ξ ∈ P .
3. xJxJ(P ) ⊂ P, x ∈M .
4. JxJ = x∗, x ∈ Z(M).
Theorem 3.18. Let (Mn, Hn, Jn, Pn)n be a sequence of standard forms. Let Hω := (Hn)ω, let
Jω be defined on Hω by
Jω(ξn)ω := (Jnξn)ω , (ξn)ω ∈ Hω ,
and let
Pω := {(ξn)ω ∈ Hω; ξn ∈ Pn for all n ∈ N}.
Then the quadruple (
ω∏
Mn, Hω, Jω, Pω
)
is again a standard form.
Conditions 2. and 3. can be easily verified. For 1., we have to show the Raynaud’s Theorem
that (
∏ω
Mn)
′ =
∏ω
M ′n (Theorem 3.22 below). It might look obvious that 4. holds. However,
we will see that Z(∏ωMn) is different from ∏ω Z(Mn) in general. Therefore it is not obvious
that the equality JωxJω = x
∗ holds for x ∈ Z(∏ωMn). However, this can be fixed by showing
that condition 4. is redundant (this has general and independent interest):
Lemma 3.19. Let (M,H, J, P ) be a quadruple satisfying, conditions 1.-3. in Definition 3.17.
Then (M,H, J, P ) satisfies condition 4, whence it is a standard form.
We use the following Araki’s characterization of the modular conjugation operator.
Theorem 3.20. [Ara, Theorem 1] Let ξ be a cyclic and separating vector for a von Neumann
algebra M on a Hilbert space H. Then a conjugate-linear involution J is the modular conju-
gation operator associated with the state ωξ = 〈· ξ, ξ〉 if and only if J satisfies the following
conditions.
(1) JMJ =M ′.
(2) Jξ = ξ.
(3) 〈ξ, aJaJξ〉 ≥ 0 for all a ∈M , and equality holds if and only if a = 0.
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Proof of Lemma 3.19. The proof is in three steps. Throughout, conditions 1.-3. in Definition
3.17 are assumed to hold.
Step 1: Assume first that M has a cyclic and separating vector ξ ∈ P . Then by Theorem
3.20, J is the modular involution associated with ξ. But then 4. is immediate from Tomita-
Takesaki theory [Tak1].
Step 2: Assume now the slightly more general situation where we have ξ ∈ P such that
MM ′ξ = H . Let e and e′ be the projections onto M ′ξ and Mξ, respectively. If f is a central
projection in M , and f ≥ e, then we have, for all x ∈M and x′ ∈M ′:
fxx′ξ = xfx′ξ = xx′ξ,
and so f = 1; it follows that the central support of e is 1, and similarly, it follows that the
central support of e′ is 1. Moreover, as
JM ′ξ = JM ′Jξ =Mξ,
we have that JeJ = e′.
Now, let f := ee′. Then JfJ = JeJeJ2 = e′e = ee′ = f . By the proof of [Haa1, Lemma
2.6], it follows that (fMf, f(H), J |f(H), f(P )) does also satisfy the conditions 1.-3. But as
fMfξ = ee′Mξ = ee′(H) = f(H),
and similarly fM ′fξ = f(H), we see that ξ is a separating and cyclic vector for fMf , acting
on f(H). Hence by Step 1, we have
J |f(H)dJ |f(H) = d∗
for all central element d of fMf . But as e and e′ have central support 1, the map c 7→ fcf is
a *-isomorphism from the center of M onto the center of fMf . We now prove that 4. holds
in the case under consideration: let c ∈M ∩M ′, then JcJ − c∗ ∈M ∩M ′, so as JfJ = f , we
get from the above:
0 = J |f(H)fcfJ |f(H) − (fcf)∗
= (JfcfJ − fc∗f)|f(H)
= f(JcJ − c∗)f |f(H),
hence JcJ = c∗ holds by the injectivity of c 7→ fcf .
Step 3: We now consider the general case. Let (ξα)α ⊂ P \ {0} be a maximal family with
respect to the property that (MM ′ξα)α forms an orthogonal family of subspaces of H . Let qα
be a projection onto MM ′ξα. The projections (qα)α are clearly central, and as
JMM ′ξα = (JMJ)(JM
′J)Jξα =M
′Mξα =MM
′ξα,
one has also Jqα = qαJ for all α. Hence with p := 1−
∑
α qα, we have JpJ = p. Now, assume
that p 6= 0. As P spans H , we may then choose η ∈ P such that pη 6= 0. Let ξ = pη. Then
ξ = pη = p2η = pJpJη ∈ P,
and as ξ ⊥ MM ′ξα for all α, it is easy to see that MM ′ξ ⊥ MM ′ξα for all α. But this
contradicts the maximality of (ξα)α, so that p = 0 and hence
∑
α qα = 1. Now, each of the
quadruples
(qαM, qα(H), J |qα(H), qα(P ))
satisfy 1.-3. and the condition considered in Step 2, since qα(H) =MM ′ξα; hence 4. holds for
the above quadruple, i.e.,
J |qα(H)cαJ |qα(H) = c∗α|qα(H)
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whenever cα is a central element of qαM .
Now, let c ∈M ∩M ′. Then qαc is a central element of qαM , and so
JcJ = J
(∑
α
qαcqα
)
J =
∑
α
JqαcqαJqα
=
∑
α
J |qα(H)cqαJ |qα(H)qα =
∑
α
c∗qα
= c∗.
Next we show that the Groh-Raynaud ultraproduct preserves commutant. This result was
obtained by Raynaud [Ray, Theorem 1.8] in the case of a constant sequence of algebras.
Lemma 3.21. Let (Hn)n be a sequence of Hilbert spaces, and let Mn ∈ vN(Hn) for each n ∈ N.
Let Hω = (Hn)ω, and M =
∏ω(Mn, Hn) and N =∏ω(M ′n, Hn). For any ξ ∈ Hω and a′ ∈M ′,
there exists a ∈ N such that aξ = a′ξ and ‖a‖ ≤ ‖a′‖.
Proof . Let ξ = (ξn)ω ∈ Hω and let a′ ∈M ′; to prove the lemma, we may and do assume that
‖a′‖ = 1. Let η = a′ξ = (ηn)ω and put
εn := sup{〈xηn, ηn〉 − 〈xξn, ξn〉; x ∈Mn, 0 ≤ x ≤ 1}, n ∈ N.
Then εn ≥ 0 (n ∈ N), and by weak-compactness of Ball(Mn)∩M+n , there is (xn)n ∈
∏
n∈NMn
such that 0 ≤ xn ≤ 1 and
εn = 〈xnηn, ηn〉 − 〈xnξn, ξn〉,
for all n ∈ N. In particular, πω(x) ∈ M , where x = (xn)ω . Also, e.g., by [HW1, Lemma 3.1],
we have
lim
n→ω
εn = 〈xη, η〉 − 〈xξ, ξ〉 = 〈xa′ξ, a′ξ〉 − 〈xξ, ξ〉 ≤ 0,
and hence limn→ω εn = 0. Moreover, by definition of (εn)n, we have
ωηn(x) ≤ ωξn(x) + εn, x ∈Mn, 0 ≤ x ≤ 1, n ∈ N,
so
ωηn
(
x
‖x‖
)
≤ ωξn
(
x
‖x‖
)
+ εn, x ∈M+n \ {0}, n ∈ N,
and hence by [HW1, Lemma 3.2], there exists (η′n)n ∈
∏
n∈NHn such that ‖ηn − η′n‖ ≤ ε
1
2
n
and ωη′n ≤ ωξn for each n ∈ N. In particular, (ηn)ω = (η′n)ω, since limn→ω εn = 0. By [HW1,
Lemma 3.1], we then get (a′n)n ∈
∏
n∈NM
′
n such that ‖a′n‖ ≤ 1 and a′nξn = η′n (n ∈ N). Let
a := πω((a
′
n)ω). Then a ∈ N , and
aξ = (a′nξn)ω = (η
′
n)ω = (ηn)ω = η = a
′ξ.
Also
‖a‖ = lim
n→ω
‖a′n‖ ≤ 1 = ‖a′‖.
Theorem 3.22. [Ray, Theorem 1.8] Let (Mn, Hn, Jn, Pn)n be as in Theorem 3.18. Then one
has (
ω∏
Mn
)′
=
ω∏
M ′n.
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Proof . Let A = (Mn)ω and B = (M
′
n)ω and identity these with their images under πω. Then
B ⊂ A′ is clear, so it suffices to prove that A′ ⊂ B′′. Let a′ ∈ A′ and ξ1, ..., ξm ∈ Hω (m ∈ N).
Let F be the type Im-factor, acting on K = Cm. Using the matrix picture of Mn ⊗ F , it is
clear that
(Mn ⊗ F )ω = A⊗ F on Hω ⊗K,
(as *-algebras) and hence
((Mn ⊗ F )ω)′ = A′ ⊗ C1,
as von Neumann algebras. Thus a′⊗1 ∈ (∏ω(Mn⊗F,Hn⊗K))′, and so by Lemma 3.21, there
is
a⊗ 1 ∈
ω∏
((Mn ⊗ F )′, Hn ⊗K) =
ω∏
M ′n ⊗ C1
with ‖a‖ ≤ ‖a′‖ and
(a⊗ 1)(ξ1, ..., ξm) = (a′ ⊗ 1)(ξ1, ..., ξm),
hence aξj = a
′ξj (j = 1, · · · ,m). This means that B meets any so-neighborhood of a′. As
a′ ∈ A′ was arbitrary, we conclude that A′ ⊂ B′′, as desired.
Remark 3.23. It does not follow from the above theorem that the ultraproduct of a sequence
of factors is again a factor, because for a standard von Neumann algebra (M,H), the center
Z(M) is not always standardly represented in H . We shall in fact prove that this is typically
not the case (see Proposition 6.4, and Remark 6.17 below. See also [Ray], Proposition 1.14).
Now we prove the main result of this subsection.
Proof of Theorem 3.18. It is clear that Pω is a closed convex cone. We prove self-duality as
follows: assume that ξ = (ξn)ω ∈ P 0ω . For each n ∈ N, there is η+n , η−n , ζ+n , ζ−n ∈ Pn such that
η+n ⊥ η−n , ζ+n ⊥ ζ−n and ξn = η+n − η−n + i(ζ+n − ζ−n ). Then by ξ ∈ P 0ω , we have
lim
n→ω
〈ξn, η−n 〉 = − lim
n→ω
‖η−n ‖2 + i lim
n→ω
〈ζ+n − ζ−n , η−n 〉
≥ 0.
Therefore (η−n )ω = 0. We also have
lim
n→ω
〈ξn, ζ±n 〉 = limn→ω
(〈η+n , ζ±n 〉 ± i‖ζ±n ‖2)
≥ 0.
Therefore (ζ±n )ω = 0, and (ξn)ω = (η
+
n )ω ∈ Pω, so P 0ω = Pω.
By Theorem 3.22, it follows that 1. in Definition 3.17 holds for the quadruple
(
∏ω
Mn, Hω, Jω, Pω), and the properties 2.-3. in Definition 3.17 are easily checked. By Lemma
3.19, the claim follows.
Theorem 3.24. [Ray, Theorem 1.1] Let (Mn)n be a sequence of standard von Neumann alge-
bras. Then (
∏ω
Mn)∗ is Banach space isomorphic to the Banach space ultraproduct ((Mn)∗)ω,
in such a way that a normal functional on
∏ωMn is implemented by the ultraproduct vectors
corresponding to the isomorphic image in ((Mn)∗)ω.
Proof . Let (ϕn)ω ∈ ((Mn)∗)ω. As each Mn is standard, we have sequences (ξn)n, (ηn)n ∈∏
n∈NHn such that
ϕn(x) = 〈xξn, ηn〉, x ∈Mn, n ∈ N.
and ‖ϕn‖ = ‖ξn‖2 = ‖ηn‖2 (n ∈ N). In particular, both (ξn)n and (ηn) are bounded. Define
ξω := (ξn)ω and ηω := (ηn)ω in (Hn)ω. Then define ϕω ∈ (
∏ω
Mn)∗ by
ϕω(x) = 〈xξω , ηω〉, x ∈
ω∏
Mn,
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and ‖ϕω‖ = limn→ω ‖ϕn‖. Hence Φ: ((Mn)∗)ω → (
∏ω
Mn)∗ defined by Φ((ϕn)ω) := ϕω is
isometric. Note also that for (xn)n ∈ ℓ∞(N,Mn), we have
Φ((ϕn)ω)(πω((xn)ω)) = lim
n→ω
〈xnξn, ηn〉
= lim
n→ω
ϕn(xn). (2)
Since πω(ℓ
∞(N,Mn)) is strongly dense in
∏ω
Mn, Φ((ϕn)ω) is uniquely determined by Eq. (2)
and is independent of the choice of (ξn)n, (ηn)n. It is clear that Φ(λ(ϕn)ω) = λΦ((ϕn)ω) for
λ ∈ C and (ϕn)ω ∈ ((Mn)∗)ω. Note also that if (ϕn)ω , (ψn)ω ∈ ((Mn)∗)ω, then by Eq. (2), for
(xn)n ∈ ℓ∞(N,Mn) we have
Φ((ϕn + ψn)ω)(πω((xn)ω) = lim
n→ω
(ϕn + ψn)(xn)
= lim
n→ω
ϕn(xn) + lim
n→ω
ψn(xn)
= [Φ((ϕn)ω) + Φ((ψn)ω)](πω((xn)ω).
Therefore by the strong density of πω(ℓ
∞(N,Mn)), Φ((ϕn+ψn)ω) = Φ((ϕn)ω+Φ((ψn)ω) holds.
Hence Φ is linear. Surjectivity of Φ follows from Theorem 3.18 by reversing the above argument.
Therefore Φ is an isometric isomorphism.
In the following, (Mn)n is a sequence of standard von Neumann algebras, and we identify
(ϕn)ω ∈ ((Mn)∗)ω with its image ϕω in (
∏ω
Mn)∗.
Corollary 3.25. Let ϕ be a normal state on
∏ω
Mn. Then there are normal states ϕn ∈ (Mn)∗
such that ϕ = (ϕn)ω. If all Mn are σ-finite, then we may choose the states ϕn such that they
are also faithful.
Proof . Since
∏ωMn is standard (Theorem 3.18), there exists ξϕ ∈ Pω such that ϕ = ωξϕ . By
definition, ξϕ has a representative (ξn)n where ξn ∈ Pn for all n ∈ N. As 1 = ‖ϕ‖ = ‖ξϕ‖2 =
limn→ω ‖ξn‖2, we may choose each ξn to be a unit vector. Then ϕn := ωξn ∈ Sn(Mn), and
ϕ = (ϕn)ω. Now suppose each Mn (n ∈ N) is σ-finite and take ψn ∈ Snf(Mn) (n ∈ N). Let
ϕ′n :=
(
1− 1
n
)
ϕn +
1
n
ψn, n ∈ N.
Then ϕ′n is a normal faithful state on Mn for each n ∈ N, and (ϕ′n)ω = (ϕn)ω = ϕ.
Recall that
Lemma 3.26. [Haa1, Corollary 2.5 and Lemma 2.6] Let (M,H, J, P ) be a standard form, p a
projection in M , and q = pJpJ . Then (qMq, q(H), qJq, q(P )) is standard, and pMp ∋ pxp 7→
qxq ∈ qMq is an isomorphism.
Therefore by Proposition 3.15, Theorem 3.18 and Lemma 3.26, we have
Corollary 3.27. Let Mω = (Mn, ϕn)
ω, ϕω = (ϕn)
ω, N =
∏ω
Mn q = pJωpJω and Hϕω =
L2(Mω, ϕω). Then (Mω, Hϕω , Jϕω , Pϕω) is isomorphic to (qNq, qHω, qJωq, qPω) as a standard
form.
Corollary 3.28. Under the same notation as in Theorem 3.7, the following holds.
(1) ww∗ = q = pJωpJω.
(2) wMωw∗ = q(
∏ω
Mn)q.
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Proof . Let ξω = (ξϕn)ω. Then consider the GNS representation πϕω of M
ωwith respect to
ϕω. Recall also by Proposition 3.15 that ρ0 := ρ|Mω : Mω ∋ (xn)ω 7→ (xn)ωp ∈ p(
∏ω
Mn)p
is a *-isomorphism, so we have another representation λ of Mω on q(L2(Mn, ϕn)ω) given by
λ((xn)
ω) := qρ0((xn)
ω)q = q(xn)ωq, (xn)
ω ∈Mω. Since ξω is cyclic for q(
∏ω
Mn)q, it is cyclic
for λ(Mω), and for (xn)
ω ∈Mω,
〈λ((xn)ω)ξω , ξω〉 = 〈q(xn)ωqξω, ξω〉
= lim
n→ω
〈xnξϕn , ξϕn〉
= ϕω((xn)
ω).
Therefore by the proof of the uniqueness of GNS representation, there is a unitary
w˜ : L2(Mω, ϕω)→ q(L2(Mn, ϕn))ω determined by
w˜πϕω ((xn)
ω)ξϕω = λ((xn)
ω)ξω , (xn)
ω ∈Mω,
which implements the unitary equivalence of πϕω and λ. But by Proposition 3.15, for (xn)
ω ∈
Mω, (xn)ωq = q(xn)ω holds, whence
w˜πϕω ((xn)
ω)ξϕω = q(xn)ωξω = (xn)ωξω
= wπϕω ((xn)
ω),
and w = w˜ holds. Therefore ww∗ = q. (2) By Theorem 3.7, it holds that wMωw∗ =
ww∗(
∏ω
Mn)ww
∗ = q(
∏ω
Mn)q.
Next corollary shows that every normal faithful state on the Ocneanu ultraproduct is the
ultraproduct state for some sequence of normal faithful states.
Corollary 3.29. Under the same notation as in Theorem 3.7, let ψ be a normal faithful state
on Mω = (Mn, ϕn)
ω. Then there exists ψn ∈ Snf(Mn) (n ∈ N) such that (Mn, ψn)ω =Mω and
ψ = (ψn)
ω.
Proof . Let N :=
∏ω
Mn. Define the isometry w : L
2(Mω, ϕω) → (L2(Mn, ϕn))ω as in Theo-
rem 3.7. Let ψˆ be a normal state on N given by
ψˆ(x) := ψ(w∗xw), x ∈ N.
Note that w∗(
∏ω
Mn)w = (Mn, ϕn)
ω by Theorem 3.7. Then supp(ψˆ) is p = supp((ϕn)ω). By
Corollary 3.25, we may choose normal faithful states ψn on each Mn such that ψˆ = (ψn)ω.
Now by (the proof of) Proposition 3.14, for (xn)n ∈ ℓ∞(N,Mn) we have
(xn)n ∈ Iω(Mn, ϕn)⇔ (xn)ω ∈ p⊥Np⊥
⇔ (xn)n ∈ Iω(Mn, ψn),
so Iω(Mn, ϕn) = Iω(Mn, ψn), which implies that (Mn, ϕn)ω = (Mn, ψn)ω. Recall (Corollary
3.28) also that Φ: (Mn, ψn)
ω ∋ x 7→ wxw∗ ∈ qNq gives a *-isomorphism such that (ψn)ω|qNq ◦
Φ = (ψn)
ω . Therefore for x ∈ (Mn, ψn)ω = (Mn, ϕn)ω, we have
(ψn)
ω(x) = ψˆ(wxw∗) = ψ(w∗wxw∗w) = ψ(x).
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3.5 Golodets’ Asymptotic Algebra Cω
M
∼=M ′ ∩Mω
In this section, we describe Golodets’ construction of the asymptotic algebra CωM from our
viewpoint. Let M be a σ-finite von Neumann algebra, and let ϕ ∈ Snf(M). Consider the GNS
representation of M associated with ϕ, so that ϕ = ωξϕ with a cyclic and separating vector ξϕ
on a Hilbert space H . Consider the following state ϕ on ℓ∞ = ℓ∞(N,M):
ϕ((xn)n) := lim
n→ω
ϕ(xn), (xn)n ∈ ℓ∞(N,M).
Let πGol : ℓ
∞ → B(HGol) be the GNS representation of ϕ with cyclic vector ξ satisfying ϕ = ωξ.
Let eω be the projection of HGol onto πGol(ℓ∞)′ξ. Define
R := eωπGol(ℓ
∞)′′eω ⊂ B(eωHGol).
Let N be the set of all x = (xn)n ∈ ℓ∞ for which πGol(x)eω ∈ R and πGol(x∗)eω ∈ R hold.
Then [Gol1, Lemma 2.3.3], N is a C∗-subalgebra of ℓ∞. Moreover,
I :=
{
x = (xn)n ∈ N ; lim
n→ω
ϕ(x∗nxn) = 0
}
is a closed two-sided ideal in N , and πGol(N)eω = R ∼= N/I. Let Md be the subspace of
ℓ∞(N,M) consisting of constant sequences (x, x, · · · )n, x ∈ M . The the asymptotic algebra
CωM of M is defined by
CωM := R ∩ πGol(Md)′ ⊂ B(eωHGol).
We show that Golodets’ construction is equivalent to Ocneanu’s construction.
Theorem 3.30. N =Mω, R ∼=Mω and CωM ∼=M ′ ∩Mω hold.
Let Hω be the ultrapower of H , and let πω : ℓ
∞ → B(Hω) be the ultrapower map (an)n 7→
(an)ω (we identify (an)ω with its image in B(Hω) as before), and let ξω := (ξϕ)ω ∈ Hω. Let
J = Jϕ be the modular conjugation and Jω be its ultrapower. For x ∈ ℓ∞, we have
ϕ(x) = lim
n→ω
〈xnξϕ, ξϕ〉 = 〈(xn)ωξω, ξω〉.
Therefore by the uniqueness of GNS representation, we may identify
HGol = πω(ℓ∞)ξω, ξ = ξω , πGol(x) = πω(x)|HGol , (x ∈ ℓ∞).
Recall that we defined a projection p of Hω onto (
∏ω
M)′ξω (see Definition 3.12). Then JωpJω
is the projection of Hω onto (
∏ωM)ξω . We use such abbreviation asMω, Iω,Lω given in §3.3.
Lemma 3.31. Let x = (xn)n ∈ ℓ∞(N,M), and let q = pJωpJω. Then x ∈ Mω if and only if
q(xn)ω = (xn)ωq.
Proof . If x ∈ Mω, then p(xn)ω = (xn)ωp holds by Proposition 3.15. Since p, (xn)ω(∈
∏ω
M)
commute with JωpJω, we have (xn)ωq = q(xn)ω.
Conversely, suppose that (xn)ωq = q(xn)ω holds. This implies that
(x∗n)ωp
⊥JωpJω = JωpJωp
⊥(x∗n)ω. (3)
Let (an)ω ∈ Iω. We have to show that (xnan)∗n ∈ Lω and (anxn)n ∈ Lω . By (anxn)n ∈ ℓ∞,
Eq. (3) and (a∗n)ω = (a
∗
n)ωp
⊥, we have
(a∗nx
∗
n)ωξω = JωpJω(a
∗
nx
∗
n)ωξω = JωpJω(a
∗
n)ωp
⊥(xn)ωξω
= (a∗n)ωJωpJωp
⊥(x∗n)ωξω
= (a∗n)ω(x
∗
n)ωJωpJωp
⊥ξω = 0,
hence (a∗nx
∗
n)n ∈ Lω. (anxn)n ∈ Lω is proved similarly. Therefore (xnan)n, (anxn)n belongs
to Iω and (xn)n ∈ Mω holds.
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Proof of Theorem 3.30. Let e′Gol be the projection of Hω onto HGol. By Lemma 3.13 (2), we
have
e′GolHω = πω(ℓ
∞)ξω = πω(ℓ∞)′′ξω = JωpJωHω.
Therefore e′Gol = JωpJω. Furthermore, as πGol = πω|HGol , we have
eωHGol = πGol(ℓ∞)′ξω = e′Golπω(ℓ
∞)′e′Golξω
= e′Golπω(ℓ
∞)′ξω = JωpJωpHω
= qHω.
Therefore it holds that (cf. Proposition 3.28)
R = eωπGol(ℓ
∞)′′eω = qπω(ℓ
∞)′′q
= q
(
ω∏
M
)
q ∼=Mω.
We now show that N =Mω.
Suppose x ∈ Mω. Then by Lemma 3.31,
πGol(x)eω = πω(x)q = qπω(x) ∈ R.
Similarly πGol(x∗)eω ∈ R holds, and x ∈ N . Conversely, suppose x ∈ N . Then πGol(x)eω ∈ R,
so
πGol(x)eω = eωπGol(x),
whence πω(x)q = qπω(x). By Lemma 3.31, x ∈ Mω holds. Therefore N =Mω. Note that by
Corollary 3.11, this also shows that
I = N ∩ Lω =Mω ∩ Lω = Iω.
Finally, as the constant sequence M in Mω is mapped to πGol(Md) under the isomorphism
Mω ∼= q(∏ωM)q, we see that CωM ∼=M ′ ∩Mω. This finishes the proof.
Remark 3.32. Golodets [Gol1] defined CωM for a factor M with separable predual. As the
above proof shows, that isomorphism class of CωM does not depend on ϕ, holds for any σ-finite
von Neumann algebra. On the other hand, the state ϕ˙ = ϕ|Cω
M
does not depend on ϕ if M is
a factor. This point will be clarified in §4.4.
4 Tomita-Takesaki Theory for Ultraproducts
4.1 Modular Automorphism Group of a Ultraproduct State
In this section we show that the ultraproduct action of the modular automorphism group on
the Ocneanu ultraproduct is still continuous. This is the key result for all the subsequent
analysis. In the case of constant algebras, similar results were obtained by Golodets [Gol1] for
his auxiliary algebra R, and by Raynaud [Ray] for the corner p(
∏ω
M)p which corresponds to
Mω (see Proposition 3.15. Here, p is the support projection of (ϕn)ω as in Definition 3.12).
We prove next the corresponding result for a general sequence of σ-finite von Neumann
algebras with normal faithful states.
Theorem 4.1. Let {(Mn, ϕn)}∞n=1 be a sequence of von Neumann algebras with faithful normal
states. Let Mω = (Mn, ϕn)
ω , ϕω = (ϕn)
ω. Then
σϕ
ω
t ((xn)
ω) = (σϕnt (xn))
ω, t ∈ R, (xn)ω ∈Mω.
In particular, t 7→ (σϕnt )ω is a continuous flow on (Mn, ϕn)ω.
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This is not an obvious result as it might look for the first sight. Indeed, it is known that
the ultrapower of a continuous action of a topological group on a von Neumann algebra M is
often discontinuous on Mω.
To prove Theorem 4.1, we need preparations. Consider a sequence (Hn = L
2(Mn, ϕn))n of
standard Hilbert spaces, let Hω = (Hn)ω, and as before we identify (an)ω with πω((an)ω) ∈
B(Hω) for every (an)ω ∈ (B(Hn))ω .
Lemma 4.2. Let (an)n ∈
∏
n∈N B(Hn)sa with spectra satisfying σ(an) ⊂ [0, 1] and 0, 1 /∈
σp(an), n ∈ N. Then a = (an)ω ∈ B(Hω) satisfies 0 ≤ a ≤ 1. Moreover, if K ⊂ Hω is a closed
subspace invariant under a, and with
K ∩Ker(a) = {0} = K ∩Ker(1− a), (4)
then for every bounded continuous function g on (0, 1), we have:
(i) K is invariant under (g(an))ω;
(ii) (g(an))ω |K = g(a|K).
Remark 4.3. From the assumption and Eq. (4), σ(a|K) ⊂ [0, 1] and 0, 1 /∈ σp(a|K), so g(a|K)
is well-defined.
Proof . From the identification a = πω((an)ω), it is straightforward that 0 ≤ a ≤ 1, also that
(f(an))ω = f(a) (5)
for every polynomial f on [0, 1], hence (by Weierstrass’ Theorem) for every continuous function
on [0, 1].
Now, let p denote the projection of Hω onto K. As a(K) ⊂ K, p commutes with a,
hence with all spectral projections of a. In particular, K is perpendicular to both Ker(a) and
Ker(1 − a), so K ⊂ 1(0,1)(a)(Hω), where 1X denotes the indicator function of X ⊂ R. Hence
K =
∨
0<ε< 12
Kε, where Kε = 1(ε,1−ε)(a)(Hω) ∩K.
Fix now ε ∈ (0, 12 ) and fix a continuous function fε on [0, 1] with
fε([0,
ε
2 ] ∪ [1− ε2 , 1]) = {0}, fε((ε, 1− ε]) = {1}.
Also, fix ξ = (ξn)ω ∈ Kε and a continuous function g on (0, 1). Choose a continuous function h
on [0, 1] such that g(t) = h(t) whenever ε2 ≤ t ≤ 1− ε2 . Also, let ξ′n := fε(an)ξn, n ∈ N. Then
(ξ′n)ω = (fε(an)ξn)ω = fε(a)ξ = ξ, (6)
where we used Eq. (5) in the second last equality, and in the last equality that ξ ∈
1(ε,1−ε)(a)(Hω) and fε1(ε,1−ε) = 1(ε,1−ε). Because g = h on the support of fε, we have
g(an)ξ
′
n = h(an)ξ
′
n, n ∈ N. (7)
Also, as p commutes with 1(ε,1−ε)(a), and g = h on (ε, 1− ε), one has
g(a|K)ξ = g(a|K)1(ε,1−ε)(a)pξ
= g(a|K)1(ε,1−ε)(a|K)pξ
= h(a|K)ξ,
but as h is continuous on [0, 1] (hence bounded) and ξ ∈ K, this entails
g(a|K)ξ = h(a)ξ. (8)
Now we get, by Eqs. (6), (7), (6), (5) and (8) respectively:
(g(an))ωξ = (g(an)ξ
′
n)ω = (h(an)ξ
′
n)ω
= (h(an))ωξ = h(a)ξ = g(a|K)ξ.
As K =
∨
0<ε< 12
Kε, we now get (i) and (ii).
24
Lemma 4.4. For each n ∈ N, let ∆n be a positive self-adjoint (possibly unbounded) operator
on Hn, such that 0 /∈ σp(∆n). Let a = ((1 + ∆n)−1)ω ∈ B(Hω), and let K ⊂ Hω be a closed
subspace which is invariant under a. If ∆ is a positive self-adjoint operator on K with 0 /∈ σp(∆)
and with
(1 + ∆)−1 = a|K ,
then
(∆itn )ω|K = ∆it, t ∈ R.
Proof . Let an := (1 + ∆n)
−1, n ∈ N. Define
gt(x) := (x
−1 − 1)it, x ∈ (0, 1), t ∈ R.
As 0, 1 /∈ σp(a|K) = σp((1 + ∆)−1), Lemma 4.2 gives
(gt(an))ω|K = gt(a|K), t ∈ R.
This shows the claim, as
gt(an) = ∆
it
n , n ∈ N, t ∈ R,
and
gt(a|K) = gt((1 + ∆)−1) = ∆it, t ∈ R.
Lemma 4.5. Let e, f be projections on a real Hilbert space such that e∧ f + e⊥ ∧ f = f . Then
ef = fe holds.
Proof . Note that e∧f = f(e∧f)f ≤ fef and similarly e⊥∧f ≤ fe⊥f . Moreover, fef+fe⊥f =
f . Hence e ∧ f + e⊥ ∧ f = f implies that e ∧ f = fef and e⊥ ∧ f = fe⊥f . It follows that efe
is a positive self-adjoint operator whose square (efe)2 = efefe = fef is the projection e ∧ f ,
whence efe itself is the projection e ∧ f . It then holds that
(ef − fe)∗(ef − fe) = fef − efef − fefe+ efe
= e ∧ f − e(e ∧ f)− (e ∧ f)e+ e ∧ f
= 0,
whence ef = fe holds.
Proof of Theorem 4.1. Consider for each n ∈ N the standard representation of Mn on Hn =
L2(Mn, ϕn), and write N =
∏ωMn for simplicity. Define Hω := (Hn)ω and Jω := (Jϕn)ω.
Let ϕω := (ϕn)ω ∈ ((Mn)∗)ω ∼= N∗ and let p := supp(ϕω) ∈
∏ω
Mn (cf. Theorem 3.24). By
Proposition 3.28, we haveMω ∼= qNq = wMωw∗ with q := pJωpJω, and with this identification,
we have
L2(Mω, ϕω) ∼= qHω, Jϕω ∼= qJωq = pJωp.
Let Sϕn (resp. Fϕn) be the closure of the closable (conjugate-linear) operator S
0
ϕn (resp.
F 0ϕn) on Hn defined by
dom(S0ϕn) =Mnξϕn , S
0
ϕnxξϕn := x
∗ξϕn (x ∈Mn),
dom(F 0ϕn) =M
′
nξϕn , F
0
ϕnyξϕn := y
∗ξϕn (y ∈M ′n).
Since Fϕn is the adjoint of Sϕn (cf. [Tak5] or [KR], Corollary 9.2.30), they are the adjoint of
each other with respect to the real Hilbert space structure of Hn. Therefore by [Rud, Theorem
13.10], we have the following decomposition as a real Hilbert space:
Hn ⊕R Hn = G(Sϕn)⊕R V G(Fϕn), n ∈ N,
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where V =
(
0 −1
1 0
)
and G(T ) is the graph of a closed operator T . Taking the ultraproduct
(as a real Hilbert space), we obtain
Hω ⊕R Hω = (G(Sϕn))ω ⊕R Vω(G(Fϕn))ω , (9)
where Vω = (V )ω. Let ϕ˜ω := ϕω|qNq ∈ (qNq)∗ be the image of ϕω under the isomorphism
Mω ∼= qNq. Let x ∈ qNq. Then by Lemma 3.13 (1) and Proposition 3.15, there exists
(xn)n ∈ Mω such that x = (xn)ωq = q(xn)ω. Therefore it holds that
Sϕ˜ωxξω = Sϕ˜ω(xn)ωξω
= (x∗n)ω(ξϕn)ω
= (Sϕnxnξϕn)ω,
which shows that (xξω , Sϕ˜ωxξω) ∈ qHω ⊕R qHω ∩ (G(Sϕn))ω. Doing similar computations for
Fϕ˜ω , we obtain
G(Sϕ˜ω ) ⊂ (G(Sϕn))ω ∩ (qHω ⊕R qHω), (10)
VωG(Fϕ˜ω ) ⊂ Vω(G(Fϕn))ω ∩ (qHω ⊕R qHω). (11)
Similarly, using Fϕ˜ω = (Sϕ˜ω)
∗, we have
G(Sϕ˜ω )⊕R VωG(Fϕ˜ω ) = qHω ⊕R qHω. (12)
Let E be the real orthogonal projection of Hω ⊕R Hω onto (G(Sϕn))ω , and let F := q ⊕ q. By
Eq. (9), E⊥ is the real orthogonal projection onto VωG(Fϕ˜ω ). By Eq. (10), (11) and (12), we
have
ran(E ∧ F ) ⊃ G(Sϕ˜ω ),
ran(E⊥ ∧ F ) ⊃ VωG(Fϕ˜ω ),
ran(F ) = qHω ⊕R qHω.
Let P,Q be real orthogonal projections from Hω ⊕R Hω onto G(Sϕ˜ω ) and VωG(Fϕ˜ω ), respec-
tively. Then P ≤ E ∧ F, Q ≤ E⊥ ∧ F . On the other hand, by Eq. (12) we have
P +Q = F ≥ E ∧ F + E⊥F.
Therefore it follows that P = E ∧ F, Q = E⊥ ∧ F and E ∧ F + E⊥ ∧ F = F . Therefore by
Lemma 4.5, E and F commute. Let En be the real orthogonal projection of Hn ⊕R Hn onto
G(Sϕn) (n ∈ N). Then E is the ultraproduct of (En)n, and by (the proof of) [HW1, Corollary
6.11], we know that
En =
(
(1 + ∆ϕn)
−1 Jϕn(∆
1
2
ϕn +∆
− 12
ϕn )
−1
Jϕn(∆
1
2
ϕn +∆
− 12
ϕn )
−1 (1 + ∆ϕn)
−1
)
, (n ∈ N).
Let an := (1+∆ϕn)
−1, bn := Jϕn(∆
1
2
ϕn +∆
− 12
ϕn )
−1 ∈ B(Hn), and let aω := (an)ω , bn := (bn)ω ∈
B(Hω) (bn, bω are regarded as real linear operators). Then it holds that
E =
(
aω bω
bω aω
)
.
Since E = (En)ω commutes with F =
(
q 0
0 q
)
, aω commutes with q and qHω is aω-invariant.
Therefore we see that EF is the projection of Hω⊕RHω onto G(Sϕ˜ω ), which is of the following
form:
EF = E ∧ F =
(
(1 + ∆ϕ˜ω)
−1q Jϕ˜ω(∆
1
2
ϕ˜ω
+∆
− 12
ϕ˜ω
)−1q
Jϕ˜ω(∆
1
2
ϕ˜ω
+∆
− 12
ϕ˜ω
)−1q (1 + ∆ϕ˜ω )
−1q
)
.
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This shows that
aω|qHω = (1 +∆ϕ˜ω)−1 (13)
Now by Lemma 4.4, we have
(∆itϕn)
ω|qHω = ∆itϕ˜ω , t ∈ R. (14)
From this equality, we have that (σϕnt )
ω = σϕ
ω
t for all t ∈ R because ϕω corresponds to ϕ˜ω
under the identification Mω ∼= qNq.
Remark 4.6. Note that the ultrapower t 7→ (σϕnt )ω can be defined on ℓ∞/Iω (quotient as a
Banach space), and it is indeed quite discontinuous on it. We show an example.
Example 4.7. Let 0 < λ < 1 and Rλ =
⊗∞
n=1(M2(C), τλ) be the Powers factor of type IIIλ,
where τλ = Tr(ρλ·), ρλ = diag( λ1+λ , 11+λ). The modular automorphism group of ϕ =
⊗∞
n=1 τλ
is given by
⊗∞
n=1 σ
τλ
t , where
στλt
((
a b
c d
))
=
(
a λitb
λ−itc d
)
, a, b, c, d ∈ C, t ∈ R.
Define
xn :=
(
0 1
1 0
)⊗n
⊗ 1⊗ 1 · · · ∈ Rλ, n ∈ N.
It is clear that (xn) ∈ ℓ∞(N, Rλ). We see that
‖σϕt (xn)− xn‖2ϕ =
∥∥∥∥∥
(
0 λit
λ−it 0
)⊗n
−
(
0 1
1 0
)⊗n∥∥∥∥∥
2
τ⊗n
λ
= 2− τ⊗nλ
[(
λit 0
0 λ−it
)⊗n
+
(
λ−it 0
0 λit
)⊗n]
= 2−
(
λit+1 + λ−it
1 + λ
)n
−
(
λ−it+1 + λit
1 + λ
)n
.
It follows that since ∣∣∣∣λit+1 + λ−it1 + λ
∣∣∣∣2 = ∣∣∣∣λ+ λ−2it1 + λ
∣∣∣∣2
=
λ2 + 2λ cos(2t logλ) + 1
λ2 + 2λ+ 1
,
the second term tends to zero as n → ∞ whenever |t| is small but nonzero, say 0 < |t| <
π/(6| logλ|). The same happens for the third term, and we see that limn→ω ‖σϕt (xn)− xn‖ϕ =√
2 for small enough |t| 6= 0. This shows that
lim
t→0
lim
n→ω
‖σϕt (xn)− xn‖ϕ =
√
2 6= 0.
We state few immediate useful consequences. Similar results to (2) in the next Corollary is
obtained by Golodets [Gol1] by a different proof.
Corollary 4.8. Let (Mn, ϕn)n be a sequence of pairs of σ-finite von Neumann algebras and
normal faithful states. Let (xn)n ∈Mω(Mn, ϕn) and put ϕω = (ϕn)ω.
(1) ∆itϕω(xnξϕn)ω = (∆
it
ϕnxnξϕn)ω for all t ∈ R.
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(2) ∆
1
2
ϕω(xnξϕn)ω = (∆
1
2
ϕnxnξϕn)ω.
(3) If Mn =M,ϕn = ϕ (n ∈ N) for a fixed M and ϕ, then σ(∆ϕω ) = σ(∆ϕ).
Proof . By Theorem 4.1, we have
∆itϕω(xn)
ωξϕω = σ
ϕω
t ((xn)
ω)ξϕω = (σ
ϕn
t (xn))
ωξϕω = (∆
it
ϕnxnξϕn)ω.
Therefore (1) follows. For (2), by the proof of Theorem 4.1, we have G(Sϕω ) = (G(Sϕn))ω ∩
(qHω ⊕R qHω). This implies that
∆
1
2
ϕω (xnξϕ)ω = JϕωSϕω(xnξϕ)ω = Jω(Sϕnxnξϕ)ω = (∆
1
2
ϕnxnξϕn)ω .
To prove (3), note that ∆ϕω |L2(M,ϕ) = ∆ϕ, so σ(∆ϕ) ⊂ σ(∆ϕω ) and σ((1 + ∆ϕ)−1) ⊂ σ((1 +
∆ϕω)
−1)). On the other hand, by Eq. (13), we have
σ((1 + ∆ϕω )
−1) ⊂ σ(((1 + ∆ϕ)−1)ω) = σ((1 + ∆ϕ)−1),
because (1 + ∆ϕ)
−1 is bounded and σ(aω) = σ(a) holds for a bounded operator a. Therefore
σ((1 + ∆ϕω)
−1) = σ((1 + ∆ϕ)
−1), whence σ(∆ϕω ) = σ(∆ϕ) holds.
Therefore ∆ϕω behaves like the ultrapower of ∆ϕ. Let use remark a subtle difference between
the ultrapower of bounded operators and ∆ϕω . It is easy to see that for a bounded self-adjoint
operator a, σ(aω) = σp(a
ω) holds. However, the analogous result for ∆ϕω does not hold.
Proposition 4.9. Let M be a type II1 factor. There exists ϕ ∈ Snf(M) for which σp(∆ϕω ) (
σ(∆ϕω ) \ {0} holds.
Proof . Let τ be the unique tracial state on M and consider the standard representation of
M . Let h ∈M+ be such that σ(h) = [ 12 , 2] and that the distribution measure µh corresponding
to h with respect to τ has absolutely continuous spectra in [ 12 , 1] and purely atomic spectra in
(1, 2]. Here, µh is determined by moments∫
R
tpdµh(t) = τ(h
p), (p ∈ N).
Define ϕ ∈ Snf(M) by ϕ(x) := τ(hx)/τ(h), x ∈ M . Then ∆ϕ = h(JhJ)−1. Since M is
a factor,
∑n
i=1 xiyi 7→
∑n
i=1 xi ⊗ yi (xi ∈ M, yi ∈ M ′) induces a *-isomorphism between
the *-algebra generated by M and M ′ and the algebraic tensor product M ⊙M ′. Therefore
C∗(M,M ′) ∼=M⊗αM ′ for a C∗-tensor norm ‖·‖α, and since C∗(h), C∗(JhJ) are abelian hence
nuclear, we have C∗(h, JhJ) ∼= C∗(h) ⊗ C∗(JhJ). Consequently, it holds that (cf. Corollary
4.8 (3))
σ(∆ϕω ) = σ(∆ϕ) =
{s
t
; s ∈ σ(h), t ∈ σ(JhJ)
}
=
[
1
4 , 4
]
.
Let h˜ be the image of h under the canonical embedding M ⊂ Mω. Let µh˜ be the distribution
measure of h˜ with respect to τω. Since τω(h˜p) = τ(hp) holds for all p ∈ N and both h, h˜ are
bounded, µh = µh˜ holds. Now we show that
σp(∆ϕω ) ∩
(
[ 14 ,
1
2 ] ∪ [2, 4]
)
= ∅.
Suppose there were λ ∈ [2, 4]∩σp(∆ϕω ). Then by Takesaki’s result [Tak3], there exists u ∈Mω
such that uϕω = λϕωu holds. By taking the polar decomposition, we may assume that u is a
partial isometry. Since ϕω = τω(h˜·), this implies that uh˜ = λh˜u. Moreover, as u∗u and uu∗
belong to (Mω)ϕω , they commute with h˜. It follows that
u(h˜u∗u)u∗ = (λh˜)uu∗.
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This shows that both K = u∗uL2(Mω, τω) and L = uu∗L2(Mω, τω) are h˜-invariant subspaces,
and u induces an isometry of K onto L. In particular, h˜|K and (λh˜)|L are unitarily equivalent
operators, whence σ(h˜|K) = σ(λh˜|L) holds. On the other hand, we know that
σ(h˜|K) ⊂ [ 12 , 2], σ(λh˜|L) ⊂ [λ2 , 2λ].
Since λ ∈ [2, 4], this shows that σ(h˜|K) = σ(λh˜|L) ⊂ [λ2 , 2] However, µh˜|K restricted to [1, 2]
is discrete, while µλh˜|L restricted to [
λ
2 , 2] ⊂ [1, 2] is absolutely continuous, a contradiction.
Therefore σp(∆ϕω) ∩ [2, 4] = ∅. σp(∆ϕω ) ∩ [ 14 , 12 ] = ∅ can be shown similarly. This proves that
σp(∆ϕω ) ( σ(∆ϕω ) \ {0}.
Remark 4.10. Proposition 4.9 states in particular that for 0 < λ ∈ σ(∆ϕ) \ σp(∆ϕω ), there is
no bounded sequence (xn)n of M with ‖xnξϕ‖ = 1 (n ∈ N) satisfying
lim
n→∞
‖∆ 12ϕxnξϕ − λ 12 xnξϕ‖ = 0. (15)
For if there were such sequence, Corollary 4.8 would imply that (xn)n defines a nonzero element
(xn)
ω ∈Mω satisfying ∆ 12ϕω(xn)ωξϕω = λ
1
2 (xn)
ωξϕω , whence λ ∈ σp(∆ϕω). On the other hand,
as M(σϕ, [logλ − 1n , logλ + 1n ]) 6= {0} for each n ∈ N, there exists a (necessarily unbounded)
sequence (xn)n ⊂M with ‖xnξϕ‖ = 1 (n ∈ N) satisfying Eq. (15).
Next, we show that elements ofMω are characterized by the spectral condition for (σϕn)n.
Proposition 4.11. Let (Mn, ϕn)n be a sequence of σ-finite von Neumann algebras and normal
faithful states. Then for (xn)n ∈ ℓ∞(N,Mn), the following conditions are equivalent.
(1) (xn)n ∈Mω(Mn, ϕn).
(2) For every ε > 0, there exists a > 0 and (yn)n ∈ Mω(Mn, ϕn) such that
(i) lim
n→ω
‖xn − yn‖♯ϕ < ε,
(ii) yn ∈Mn(σϕn , [−a, a]), n ∈ N.
In this case, (yn)n can be chosen to satisfy ‖(yn)ω‖ ≤ ‖(xn)ω‖.
We need preparations. Recall two summability kernels on R.
Definition 4.12. The Feje´r kernel Fa : R→ R (a > 0) is defined by
Fa(t) :=

1− cos(at)
πat2
(t 6= 0)
a/2π (t = 0)
.
Its Fourier transform is
F̂a(λ) =
1−
|λ|
a
(|λ| ≤ a)
0 (|λ| > a)
.
It holds that 0 ≤ Fa and ‖Fa‖1 = F̂a(0) = 1. Moreover, we have
lim
a→∞
∫
R
Fa(s)φ(s)ds = φ(0), lim
a→∞
‖Fa ∗ f − f‖1 = 0,
for all continuous bounded function φ on R and f ∈ L1(R). The de la Valle´e Poussin Kernel
Da : R→ R is given by
Da(t) = 2F2a(t)− Fa(t) =

cos(at)− cos(2at)
πat2
(t 6= 0)
3a/2π (t = 0).
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Its Fourier transform is
D̂a(λ) =

1 (|λ| ≤ a)
2− |λ|a (a ≤ |λ| ≤ 2a)
0 (|λ| > 2a)
.
For the details of summability kernels, see e.g., [Kat].
Lemma 4.13. Let (xn)n ∈ ℓ∞(N,Mn). If there exists a > 0 such that xn ∈ Mn(σϕn , [−a, a])
holds for all n ∈ N, then (xn)n ∈Mω(Mn, ϕn).
Proof . The following argument goes back to [Haa2]. We show that the map t 7→ σϕnt (xn) is
extended to an entire analytic Mn-valued function satisfying
‖σϕnz (xn)‖ ≤ Ca,z‖xn‖, z ∈ C,
where Ca,z is a constant depending only on a, z. Since xn ∈ Mn(σϕn , [−a, a]) and the de la
Valle´e Poussin kernel satisfies D̂a = 1 on [−a, a], we have xn = σϕnDa(xn). Therefore for t ∈ R,
we have
σϕnt (xn) =
∫
R
Da(s)σ
ϕn
t+s(xn)ds
=
∫
R
Da(s− t)σϕns (xn)ds.
By the explicit form, Da = 2F2a − Fa has an analytic continuation to C. By (the proof of)
[Haa2, Lemma 4.2], we have ∫
R
|Fa(s+ it)|ds ≤ ea|t| (t ∈ R).
Therefore for z ∈ C, s 7→ Da(s − z) is in L1(R), and t 7→ σϕnt (xn) has an Mn-valued analytic
extension:
σϕnz (xn) =
∫
R
Da(s− z)σϕns (xn)ds, z ∈ C.
Then we have
‖σϕnz (xn)‖ ≤
∫
R
|Da(s− z)‖|σϕns (xn)‖ds ≤ Ca,z‖xn‖,
where Ca,z := 2e
2a|Im(z)| + ea|Imz|. Let (yn)n ∈ Iω. It follows that
‖(xnyn)∗‖ϕn = ‖y∗nJϕn∆
1
2
ϕnxnξϕn‖
= ‖Jϕny∗nJϕnσϕn−i/2(xn)ξϕn‖
≤ ‖σϕn−i/2(xn)‖ · ‖Jϕny∗nJϕnξϕn‖
≤ Ca,−i/2‖xn‖ · ‖yn‖ϕn
n→ω→ 0.
Similarly, ‖ynxn‖ϕ → 0 (n→ ω). Hence (xn)n ∈ Mω.
Lemma 4.14. Let f ∈ L1(R), and (xn)n ∈ Mω(Mn, ϕn). Then (σϕnf (xn))n ∈ Mω(Mn, ϕn)
and σϕ
ω
f ((xn)
ω) = (σϕnf (xn))
ω holds.
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Remark 4.15. One might think that this is a direct consequence of σϕ
ω
t ((xn)
ω) = (σϕnt (xn))
ω
(Theorem 4.1). However, we must show that∫
R
f(t)(σϕnt (xn))
ωdt =
(∫
R
f(t)σϕnt (xn)dt
)ω
,
i.e., the order of integration and ultralimit can be changed.
Proof of Lemma 4.14. We first prove
Claim. (σϕnf∗Fa(xn))n ∈Mω(Mn, ϕn) and σ
ϕω
f∗Fa
((xn)
ω) = (σϕnf∗Fa(xn))
ω holds.
Since supp(f̂ ∗ Fa) ⊂ supp(F̂a) = [−a, a], we have σϕnf∗Fa(xn) ∈ Mn(σϕn , [−a, a]) for all n ∈ N.
Therefore by Lemma 4.13, we have (σϕnf∗Fa(xn))n ∈ Mω(Mn, ϕn). Next, consider a bounded
continuous function Qa : (0, 1)→ C given by
Qa(t) := (f̂ ∗ Fa)(log(t−1 − 1)), t ∈ (0, 1).
Then we have
Qa((1 + t)
−1) = (f̂ ∗ Fa)(log t), t ∈ R.
By Lemma 4.4 and (the proof of) Theorem 4.1, we have
Qa((1 + ∆ϕω)
−1) = (Qa((1 + ∆ϕn)
−1))ω |qHω
It then follows that
σϕ
ω
f∗Fa
((xn)
ω)ξϕω = f̂ ∗ Fa(log∆ϕω )(xn)ωξϕω = Qa((1 + ∆ϕω)−1)(xn)ωξϕω
= (Qa((1 + ∆ϕn)
−1))ω(xnξϕn)ω = (f̂ ∗ Fa(log∆ϕn)xnξϕn)ω
= (σϕnf∗Fa (xn)ξϕn)ω = (σ
ϕn
f∗Fa
(xn))
ωξϕω .
Since ξϕω is separating for (Mn, ϕn)
ω, we have σϕ
ω
f∗Fa
((xn)
ω) = (σϕnf∗Fa(xn))
ω .
Now we prove that (σϕnf (xn))n ∈ Mω(Mn, ϕn) and σϕ
ω
f ((xn)
ω) = (σϕnf (xn))
ω holds.
Since ‖f ∗ Fa − f‖1 a→∞→ 0, we have
sup
n≥1
‖σϕnf (xn)− σϕnf∗Fa(xn)‖ ≤ sup
n≥1
∫
R
|f(t)− (f ∗ Fa)(t)| · ‖σϕnt (xn)‖dt
= sup
n≥1
‖xn‖ · ‖f − f ∗ Fa‖1 a→∞→ 0.
By the Claim, (σϕnf∗Fa(xn))n ∈ Mω(Mn, ϕn). Therefore as Mω(Mn, ϕn) is norm-closed, we
have (σϕnf (xn))n ∈ Mω(Mn, ϕn). Finally, suppose ε > 0 is given. By similar arguments to
above, there exists a > 0 such that
‖σϕωf∗Fa((xn)ω)− σ
ϕω
f ((xn)
ω)‖ < ε,
∥∥∥(σϕnf∗Fa(xn))ω − (σϕnf (xn))ω∥∥∥ < ε.
Then by the Claim, we see that∥∥∥σϕωf ((xn)ω)− (σϕnf (xn))ω∥∥∥ ≤ ∥∥∥σϕωf ((xn)ω)− σϕωf∗Fa((xn)ω)∥∥∥
+
∥∥∥(σϕnf∗Fa(xn))ω − (σϕnf (xn))ω∥∥∥
< 2ε.
Since ε > 0 is arbitrary, the Lemma is proved.
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Proof of Proposition 4.11. (1)⇒(2): Let (xn)n ∈ Mω(Mn, ϕn) and put x := (xn)ω . Also,
define
xa := σ
ϕω
Fa
(x) ∈ (Mn, ϕn)ω (a > 0).
Then we have lima→∞ ‖xa−x‖♯ϕω = 0. Indeed, since Φ: t 7→ ‖x−σϕ
ω
t (x)‖♯ϕω is continuous and
bounded, we have
‖xa − x‖♯ϕω =
∥∥∥∥∫
R
Fa(t)(σ
ϕω
t (x) − x)dt
∥∥∥∥♯
ϕω
≤
∫
R
Fa(t)‖x− σϕ
ω
t (x)‖♯ϕωdt
a→∞→ Φ(0) = 0,
whence the claim follows. Therefore there exists a > 0 such that y := σϕ
ω
Fa
(x) satisfies ‖y −
x‖ϕω < ε. We have ‖y‖ ≤ ‖Fa‖1‖x‖ = ‖x‖, and by Lemma 4.14, y = (yn)ω , where yn =
σϕnFa (xn) (n ∈ N). Therefore (yn)n satisfies all conditions in (2). Note that we also have‖yn‖ ≤ ‖xn‖ (n ∈ N).
(2)⇒(1): Suppose (xn)n ∈ ℓ∞(N,Mn) satisfies the conditions in (2). Let ε > 0. Then by
Lemma 4.13 and by assumption, there is (x′n)n ∈Mω such that limn→ω ‖xn − x′n‖♯ϕn < ε. Let
(yn)n ∈ Iω with supn≥1 ‖yn‖ ≤ 1. Then we see that
lim
n→ω
‖(xnyn)∗‖ϕn ≤ limn→ω {‖y
∗
n‖ ‖x∗n − (x′n)∗‖ϕn + ‖y∗n(x′n)∗‖ϕn}
≤ ε.
Since ε > 0 is arbitrary, we have limn→ω ‖(xnyn)∗‖ϕn = 0. Similarly, we also have
limn→ω ‖ynxn‖ϕn = 0. This proves that (xn)n ∈ Mω.
4.2 Strict Homogeneity of State Spaces
As an application of the Groh-Raynaud ultraproduct, we prove that it provides examples of
von Neumann algebras for which all normal faithful states are unitarily equivalent. We also
prove that this property is only possible for von Neumann algebras with non-separable preduals
(besides C).
Definition 4.16. Let M be a σ-finite von Neumann algebra. Then Snf(M) is said to be
• homogeneous, if for any ϕ, ψ ∈ Snf(M) and any ε > 0, there is u ∈ U(M) such that
‖uϕu∗ − ψ‖ < ε;
• strictly homogeneous, if for any ϕ, ψ ∈ Snf(M) there is u ∈ U(M) such that uϕu∗ = ψ.
The following is immediate from results by [CS], [CHS].
Theorem 4.17. Let M be a σ-finite von Neumann algebra. The following are equivalent:
(1) M is a factor of type I1 or type III1.
(2) Snf(M) is homogeneous.
Proof . (1) ⇒ (2) is the main result of [CS], while (2) ⇒ (1) follows from [CHS] (note that
homogeneity of Snf(M) implies that M is a factor. Note also that the separability of M∗
imposed on [CS] can be removed. See Remark 6.7).
Lemma 4.18. Let M be a σ-finite factor not isomorphic to C with strictly homogeneous state
space. Then
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(1) M is a type III1 factor.
(2) For ϕ, ψ ∈ Sn(M), there exists a partial isometry u ∈M such that
u∗u = supp(ϕ), uu∗ = supp(ψ), and ψ = uϕu∗.
Proof . (1) We have to show that M has state space diameter 0. But since Snf(M) is norm-
dense in Sn(M), this is the consequence of the strict homogeneity of Snf(M).
(2) By (1), M is a type III factor. Hence there is a partial isometry v ∈ M such that v∗v =
supp(ϕ), vv∗ = supp(ψ) holds. Put ψ′ := v∗ψv. We see that supp(ψ′) = v∗supp(ψ)v =
supp(ϕ). SinceM is of type III,Msupp(ϕ) ∼=M has strictly homogeneous state space. Therefore
regarding ϕ, ψ′ ∈ Snf(Msupp(ϕ)) we may find w ∈ Msupp(ϕ) with w∗w = ww∗ = supp(ϕ) such
that ψ′ = wϕw∗. Then u := vw satisfies
u∗u = w∗supp(ϕ)w = supp(ϕ),
uu∗ = v supp(ϕ)v∗ = vv∗ = supp(ψ),
uϕu∗ = vwϕw∗v∗ = vψ′v∗ = ψ.
By the homogeneity, the Ocneanu ultraproduct of a type III1 factor does not depend on the
choice of a sequence of normal faithful states.
Corollary 4.19. LetM be a σ-finite factor of type III1 and (ψn)n ⊂ Snf(M). Then (M,ψn)ω ∼=
Mω.
Proof . Let ψ ∈ Snf(M) and choose (by Connes-Størmer transitivity, cf. Theorem 4.17) a
sequence (un)n of unitaries in M such that
‖ψ − unψnu∗n‖ ≤
1
n
, n ∈ N.
Then ψω = (unψnu
∗
n)ω and so M
ω = (M,ψ)ω ∼= (M,ψn)ω by Theorem 3.7 (cf. also the remark
after Proposition 3.2).
Theorem 4.20. Let M be a σ-finite factor of type III1, let Mn = M (n ∈ N), and let N =∏ωMn. Then N is not σ-finite, but for any σ-finite projection p ∈ N , one has that pNp has
strictly homogeneous state space. In particular, N and Mω are factors of type III1.
Another proof that N is a type III1 factor will be given in §6.2.
Proof of Theorem 4.20. Let ϕ, ψ be normal states in N . By Corollary 3.25, there are sequences
of normal states (ϕn)n, (ψn)n ⊂ M∗ such that ϕ = (ϕn)ω and ψ = (ψn)ω. By Theorem 4.17,
there is (un)n ⊂ U(M) such that ‖unϕnu∗n−ψn‖ < 1n for all n ∈ N. Now, let u := (un)ω ∈ U(N).
Then uϕu∗ = ψ. Hence all normal states of N are unitarily equivalent; in particular, N is not
σ-finite (there can be no faithful normal states in this situation).
If p ∈ N is a σ-finite projection, let ϕ, ψ be normal faithful states on pNp. Then ϕ˜ := pϕp
and ψ˜ := pψp define normal states onN with support p. By the above, we may choose u ∈ U(N)
such that uϕ˜u∗ = ψ˜. Then upu∗ = p and hence v := up ∈ U(pNp). Also vϕv∗ = uϕ˜u∗ = ψ˜ = ψ
on elements of pNp. Hence Snf(pNp) is strictly homogeneous.
Remark 4.21. The above theorem implies that for a σ-finite type III1 factor M , every α ∈
Aut(Mω) is pointwise inner in the sense of [HS2].
We remark that no von Neumann algebra with separable predual has strictly homogeneous
state space:
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Proposition 4.22. Let M be a σ-finite factor not isomorphic to C with strictly homogeneous
state space. Then M∗ is not separable.
Lemma 4.23. Let M be a σ-finite factor not isomorphic to C with strictly homogeneous state
space, and let ϕ ∈ Snf(M). Then for any λ ∈ (0, 1), there is a projection p ∈ Mϕ such that
ϕ(p) = λ holds.
Proof . Put M˜ :=M ⊗M2(C), θ :=
(
λϕ 0
0 (1− λ)ϕ
)
, and q :=
(
1 0
0 0
)
.
It holds that q ∈ M˜θ, and θ(q) = λ. SinceM is of type III, there is an isomorphism Φ: M˜ ∼→M .
Then ψ := θ ◦ Φ−1, p′ := Φ(q) satisfies p′ ∈ Mψ and ψ(p′) = λ. Choose, by strict homogeneity
of Snf(M), u ∈ U(M) such that uψu∗ = ϕ. Then p := up′u∗ works.
Proof of Proposition 4.22. Choose 0 < λ < 1. By Lemma 4.23, there is a projection p ∈ Mϕ
such that ϕ(p) = λ. Put ψ := 1λpϕ. By Lemma 4.18 (2), there is a partial isometry v ∈ M
such that v∗v = supp(ϕ) = 1, vv∗ = supp(ψ) = p, and ψ = vϕv∗. We see that
vϕ = (vϕv∗)v = ψv = ψ(v·)
=
1
λ
pϕ(v·) = 1
λ
ϕ(v · p) = 1
λ
ϕ(pv·)
=
1
λ
ϕv.
Therefore by [Tak3, Lemma 1.6], σϕt (v) = λ
itv holds for all t ∈ R, which is equivalent to
λ ∈ σp(∆ϕ). Since λ ∈ (0, 1) is arbitrary, ∆ϕ has uncountably many eigenvalues. This shows
that L2(M,ϕ) is not separable, whence M∗ is not separable.
Proposition 4.24. Let M be a σ-finite factor not isomorphic to C with strictly homogeneous
state space. Then for any ϕ ∈ Snf(M), Mϕ is a factor of type II1.
Proof . It is clear that Mϕ is a finite von Neumann algebra. If Mϕ were not a factor, choose
a projection p ∈ Z(Mϕ) \ {0, 1}. We may assume that 0 < s := ϕ(p) ≤ 12 . Then ϕ(p⊥) =
1− s ≥ s = ϕ(p). Since M is of type III, (1− p)M(1− p) ∼=M . Hence by Lemma 4.23 applied
to 11−sϕ|M(1−p) , there is a projection q ∈ Mϕ such that q ≤ 1 − p and ϕ(q) = s. Since 1spϕ
and 1sqϕ are normal states on M with support p and q, respectively. By Lemma 4.18, there is
a partial isometry v ∈ M such that v∗v = p, vv∗ = q and v(pϕ)v∗ = qϕ. Since p, q ∈ Mϕ, we
have
ϕv = ϕ(v·) = ϕ(qv·) = ϕ(v · q)
= qϕv = (vpϕv∗)v = vpϕp = vpϕ
= vϕ,
whence v ∈ Mϕ. This shows that p ∼ q in Mϕ. However, as q ≤ 1 − p, we know that
zMϕ(q) ⊥ zMϕ(p) = p. Therefore p ∼ q in Mϕ cannot be the case. This shows that Mϕ is a
factor. Then by Lemma 4.23, Mϕ is a II1 factor.
4.3 Ultrapower of a Normal Faithful Semifinite Weight
Let Wnfs(M) be the set of all normal faithful semifinite weights on a σ-finite von Neumann
algebra M , and let E : Mω ∋ (xn)ω 7→ wot- limn→ω xn ∈ M be the canonical normal faithful
conditional expectation [Oc, §5].
Definition 4.25. We define ϕω ∈ Wnfs(Mω) by
ϕω := ϕ ◦ E, ϕ ∈ Wnfs(M).
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Since both ϕ and E are normal and faithful, and since ϕ is semifinite, ϕω ∈ Wnfs(Mω)
holds. Note that this definition is in agreement with the definition of the ultrapower state ϕω
when ϕ ∈ Snf(M). We then have a following partial generalization of Theorem 4.1.
Lemma 4.26. Let M be a σ-finite von Neumann algebra, and let ϕ ∈ Wnfs(M). Then we have
σϕ
ω
t ((xn)
ω) = (σϕt (xn))
ω, (xn)
ω ∈Mω, t ∈ R.
Proof . Let ψ ∈ Snf(M), and let ut := (Dϕω : Dψω)t, (t ∈ R). Since ϕω = ϕ ◦ E and
ψω = ψ ◦ E, by Theorem 4.1, we have for x = (xn)ω ∈Mω and t ∈ R that
σϕ
ω
t ((xn)
ω) = utσ
ψω
t ((xn)
ω)u∗t
= (D(ϕ ◦ E) : D(ψ ◦ E))t(σψt (xn))ω(D(ϕ ◦ E) : D(ψ ◦ E))∗t
= ((Dϕ : Dψ)tσ
ψ
t (xn)(Dϕ : Dψ)
∗
t )
ω
= (σϕt (xn))
ω .
This proves the lemma.
Recall that a normal faithful semifinite weight ϕ on a von Neumann algebra M is called
lacunary if 1 is isolated in σ(∆ϕ). The next result will be important for the analysis of the
Ocneanu ultraproduct of type III0 factors.
Proposition 4.27. Let M be a σ-finite von Neumann algebra, and let ϕ ∈ Wnfs(M) be lacu-
nary. Then (Mω)ϕω ∼= (Mϕ)ω holds.
Proof . We first prove that (Mϕ)
ω ⊂ (Mω)ϕω . Since ϕ is lacunary, it is strictly semifinite [HS2]
and therefore there exists a normal faithful ϕ-preserving conditional expectation E : M →Mϕ.
Therefore we may regard (Mϕ)
ω ⊂ Mω. Let x = (xn)ω ∈ (Mϕ)ω . Then by Lemma 4.26, we
have σϕ
ω
t (x) = (σ
ϕ
t (xn))
ω = x (t ∈ R), whence x ∈ (Mω)ϕω holds. Let 0 < λ < 1 be such that
σ(∆ϕ) ∩ (λ, λ−1) = {1}.
Step 1. We next prove (Mω)ϕω ⊂ (Mϕ)ω for the case where ϕ(1) < ∞. Let x = (xn)ω ∈
(Mω)ϕω with ‖xξϕω‖ = 1. Then by Corollary 4.8 (2), we have
∆
1
2
ϕωxξϕω = xξϕω ⇔ lim
n→ω
‖∆ 12ϕxnξϕ − xnξϕ‖ = 0.
Let p := 1{1}(∆ϕ) be the spectral projection of ∆ϕ corresponding to the eigenvalue 1. Then
by assumption, we have
‖∆ 12ϕxnξϕ − xnξϕ‖ = ‖∆
1
2
ϕp
⊥xnξϕ − p⊥xnξϕ‖
≥ min(1− λ 12 , λ− 12 − 1)‖p⊥xnξϕ‖
= (1− λ 12 )‖p⊥xnξϕ‖.
Therefore we have
lim
n→ω
‖xnξϕ − pxnξϕ‖ = 0.
Let f ∈ L1(R)+ be such that supp(fˆ) ⊂ (logλ,− logλ) and
∫
R
f(t)dt = 1. Let
yn := σ
ϕ
f (xn) =
∫
R
f(t)σϕt (xn)dt, n ≥ 1.
Since
σϕf (xn)ξϕ = fˆ(log∆ϕ)xnξϕ,
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we have Spσϕ(yn) ⊂ Spσϕ(xn) ∩ (logλ,− logλ) = {0} and yn ∈ Mϕ. It is clear that
supn≥1 ‖yn‖ ≤ ‖f‖1 supn≥1 ‖xn‖ <∞. We have
pxnξϕ = fˆ(log∆ϕ)xnξϕ = ynξϕ, n ≥ 1.
This implies that ‖xnξϕ − ynξϕ‖ → (n → ω). Since ∆ϕωx∗ξϕω = x∗ξϕω also holds, we have
also ‖x∗nξϕ − y∗nξϕ‖ → 0. Since Mϕ is a finite von Neumann algebra, (yn)n defines an element
in (Mϕ)
ω, and x = (yn)
ω holds. Therefore (Mω)ϕω ⊂ (Mϕ)ω.
Step 2. Finally, we prove (Mω)ϕω ⊂ (Mϕ)ω for a general lacunary ϕ ∈ Wnfs(M). Take λ > 0
as in Step 1. Since the restriction of ϕ toMϕ is a semifinite trace, there exists an increasing net
{pi}i∈I of projections in Mϕ such that {pi}i∈I converges strongly to 1, and ϕ(pi) < ∞ for all
i ∈ I. Let x ∈ (Mω)ϕω . Fix arbitrary i ∈ I. Identifying piMωpi with (piMpi)ω [MaTo, Proposi-
tion 2.10], we may regard pixpi ∈ (piMpi)ω . Furthermore, as pi ∈Mϕ and ϕω(pi) = ϕ(pi) <∞,
the restriction ϕωpi of ϕ
ω to (piMpi)
ω is a normal faithful positive linear functional, and
piM
ωpi ∩ (Mω)ϕω = ((piMpi)ω)ϕωpi . It also holds that ϕ
ω
pi is the ultrapower of ϕpi . Since
∆ϕpi = ∆ϕ|piJϕpiJϕL2(M,ϕ), we have σ(∆ϕpi ) ∩ (λ, λ−1) ⊂ σ(∆ϕ) ∩ (λ, λ−1) = {1}, and hence
ϕpi is lacunary on piMpi. Therefore by Step 1, we have ((piMpi)
ω)ϕωpi
= ((piMpi)ϕpi )
ω holds.
Therefore pixpi ∈ ((piMpi)ϕpi )ω ⊂ (Mϕ)ω. Since i ∈ I is arbitrary, and pixpi → x strongly,
we have that x ∈ (Mϕ)ω. Therefore (Mω)ϕω ⊂ (Mϕ)ω.
Remark 4.28. If ϕ is not lacunary, then (Mϕ)
ω can be a proper subalgebra of (Mω)ϕω . In
fact, let ϕ be a normal faithful state on Araki-Woods type III1 factor R∞ with (R∞)ϕ = C.
Existence of such ϕ was shown by Herman and Takesaki [HerTak]. By Theorem 4.20, Rω∞ has
strictly homogeneous state space. By Proposition 4.24, (Rω∞)ϕω is a type II1 factor. Therefore
(Rω∞)ϕω ) ((R∞)ϕ)
ω = C.
4.4 The Golodets State ϕ˙ω and Tensorial Absorption of Powers Fac-
tors
In this section, we reinterpret the main result of Golodets’ work [Gol1, Theorem 2.5.2] on
the asymptotic algebra from our viewpoint. Following notations in §3.5, let M be a factor
with separable predual, and consider the asymptotic algebra CωM induced by ϕ ∈ Snf(M). ϕ
naturally induces a normal faithful state ϕ˜ = ϕ|R on R = eωπGol(ℓ∞)′′eω, hence a normal
faithful state ϕ˙ = ϕ˜|Cω
M
. The main results of Golodets’ work in [Gol1] were
(1) to generalize the central sequence algebra M ′ ∩Mω for type III factors and give a char-
acterization of Araki’s Property L′λ (0 < λ < 1): M
∼= M⊗Rλ [Ara2] if and only if λ is
the eigenvalue of ∆ϕ˙.
(2) to show that the centralizer (CωM )ϕ˙ plays the similar role as Connes’ asymptotic cen-
tralizer Mω (see Definition 4.34 below), namely M is McDuff if and only if (C
ω
M )ϕ˙ is
noncommutative.
Regarding (2), Golodets and Nessonov [GoNe, Lemma 1.1] later showed that (CωM )ϕ˙ is indeed
isomorphic to Mω for a factor M with separable predual.
We show that these results can be naturally interpreted by the Ocneanu’s setting. We start
from the following observation:
Proposition 4.29. Let M be a σ-finite von Neumann algebra, and let ϕ, ψ ∈ Snf(M) such that
ϕ|Z(M) = ψ|Z(M). Then ϕ˙ω = ψ˙ω, where ϕ˙ω := ϕω|M ′∩Mω , ψ˙ω := ψω|M ′∩Mω . In particular, if
M is a σ-finite factor, then ϕ˙ω does not depend on ϕ.
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Remark 4.30. We thank Yoshimichi Ueda for the discussion which improved Proposition 4.29
to the current form.
Proof of Proposition 4.29. Recall that Mω ∋ (xn)ω 7→ wot− limn→ω xn ∈ M defines a normal
faithful conditional expectation E. It is easy to see that E((xn)
ω) ∈ Z(M) if (xn)ω ∈M ′∩Mω.
Since ϕω = ϕ ◦ E, ψω = ψ ◦ E, and since ϕ and ψ agree on Z(M), we have
ϕ˙ω = ϕ ◦ E|M ′∩Mω = ψ ◦ E|M ′∩Mω = ψ˙ω.
Definition 4.31. Let M be a σ-finite von Neumann algebra, and let ϕ ∈ Snf(M). We call
ϕ˙ω = ϕ
ω|M ′∩Mω the Golodets state associated with ϕ.
Next theorem corresponds to Golodets’ work (1) mentioned above.
Theorem 4.32 (Golodets). Let M be a σ-finite factor of type III. Then M ∼=M⊗Rλ holds if
and only if λ ∈ σp(∆ϕ˙ω ) for some (hence any) ϕ ∈ Snf(M).
To prove the theorem we use the following characterization of the condition M ∼=M⊗Rλ.
Lemma 4.33. [TakBook, Theorem XVIII.4.1] Let 0 < λ < 1 and let M be a σ-finite factor of
type III. The following conditions are equivalent.
(1) M ∼=M⊗Rλ.
(2) For any n ∈ N, ε > 0 and ϕ1, · · · , ϕn ∈ Snf(M), there exists nonzero x ∈M such that
‖(∆ 12ϕj − λ
1
2 )xξϕj‖2 ≤ ε
n∑
j=1
ϕj(x
∗x).
Proof of Theorem 4.32. (1) Assume λ ∈ σp(∆ϕ˙ω ), and suppose ε > 0, n ∈ N and ϕ1, · · ·ϕn ∈
Snf(M) are given. Define ψ :=
∑n
i=1 ϕi ∈M+∗ . By assumption, there exists y ∈M ′ ∩Mω with
‖y‖ψ˙ = 1 satisfying
σϕ˙ωt (y) = λ
ity, t ∈ R.
Take a representative (yn)n of y. By Proposition 4.29, ϕ˙jω = ψ˙ω(= ϕ˙ω) holds for j = 1, 2, · · · , n.
Note that since ‖[σϕt (x), y]‖♯ϕ = ‖[x, σϕ−t(y)]‖♯ϕ (x, y ∈M), M ′ ∩Mω is σϕ
ω
t -invariant thanks to
Theorem 4.1. Therefore we have σ
ϕ˙jω
t = σ
ϕωj
t |M ′∩Mω (t ∈ R, 1 ≤ j ≤ n). This implies that
∆
1
2
ϕω
j
yξϕω
j
= λ
1
2 yξϕω
j
, (1 ≤ j ≤ n.)
This means that (Corollary 4.8 (2))
lim
k→ω
‖∆ 12ϕjykξϕj − λ
1
2 ykξϕj‖ = 0, (1 ≤ j ≤ n).
Choose k ∈ N such that the following inequalities hold:
‖∆ 12ϕjykξϕj − λ
1
2 ykξϕj‖ ≤ ε(1− ε), (1 ≤ j ≤ n)
|‖yk‖2ψ − 1| < ε.
It follows that for each 1 ≤ j ≤ n and for x = yk, we have
‖∆ 12ϕjxξϕj − λ
1
2xξϕj‖ ≤ ε‖x‖2ψ = ε
n∑
i=1
ϕi(x
∗x).
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By Lemma 4.33, we have M ∼=M⊗Rλ.
Conversely, assume M ∼= M⊗Rλ holds. Fix ψ ∈ Snf(M) and put N := M⊗Rλ. Let ϕλ =⊗
N
Tr(ρλ · ) and let xn := π−1(1⊗ un) ∈M , where
un := 1
⊗n ⊗
(
0 1
0 0
)
⊗ 1 · · · ∈ Rλ, n ∈ N,
and π : M
∼=→ N is a *-isomorphism. Then it holds that (xn)n ∈ Mω(M). Indeed, it is clear
that ‖xn‖ = 1, n ≥ 1 and hence (xn)n ∈ ℓ∞(N,M) Let Lψ : M⊗Rλ → Rλ be a left-slice map
given as the extension of the map L0ψ defined on the algebraic tensor product M ⊙Rλ by
L0ψ
(∑
i
ai ⊗ bi
)
:=
∑
i
ψ(ai)bi, ai ∈M, bi ∈ Rλ.
Lψ is a normal conditional expectation (see [Bla, III.2.2.6]). Let (bn)n ∈ Iω(N). Using unϕλ =
λ−1ϕλun, we have
‖bnπ(xn)‖2ψ⊗ϕλ = ψ ⊗ ϕλ((1⊗ u∗n)b∗nbn(1⊗ un)) = ϕλ(Lψ((1 ⊗ u∗n)b∗nbn(1 ⊗ un)))
= ϕλ(u
∗
nLψ(b
∗
nbn)un) = λ
−1ϕλ(unu
∗
nLψ(bnb
∗
n))
≤ λ−1‖Lψ(b∗nbn)‖ϕλ‖‖unu∗n‖ϕλ
≤ λ−1|ϕλ(Lψ((b∗nbn)2))|
1
2 (Lψ is a conditional expectation),
and since (b∗nbn)
∞
n=1 ∈ Iω(N), we have
ϕλ(Lψ((b
∗
nbn)
2)) = ψ ⊗ ϕλ((b∗nbn)2) = ‖b∗nbn‖2ψ⊗ϕλ
n→ω→ 0.
Therefore (bnπ(xn))
∞
n=1 ∈ Lω(N). Since (bnπ(xn))∞n=1 ∈ L∗ω(N) automatically, we have
(bnπ(xn))
∞
n=1 ∈ Iω(N) Similarly, we have (π(xn)bn)n ∈ L∗ω(N) and thus (π(xn)bn)n ∈ Iω(N),
which shows that (π(xn))n ∈ Mω(N), and hence (xn)n ∈ Mω(M). It is then easy to show
that (xn)
ω ∈M ′∩Mω. It also holds that σψ⊗ϕλt (π(xn)) = λitπ(xn) for each t ∈ R, where ϕλ is
the Powers state and ψ is a normal faithful state on M . Therefore ϕ := (ψ⊗ϕλ) ◦ π ∈ Snf(M)
satisfies σϕ˙ωt ((xn)
ω) = λit(xn)
ω. Therefore λ ∈ σp(∆ϕ˙ω ) holds.
Now recall the definition of Connes’ asymptotic centralizer.
Definition 4.34. (Connes [Con3]) The asymptotic centralizer Mω of M is defined as the
quotient C∗ algebra Mω(N,M)/Iω(N,M), where
Mω(N,M) :=
{
(xn)n ∈ ℓ∞(N,M); lim
n→ω
‖xnψ − ψxn‖ = 0, ∀ψ ∈M∗
}
.
Mω is a finite von Neumann algebra for any M .
Regarding Golodets’ and Golodets-Nessonov’s work (2) above, we prove next that (CωM )ϕ˙ω
is nothing but Mω when we identify C
ω
M with M
′ ∩Mω (cf. §3.5, Theorem 3.30). Note that
we do not need the factoriality of M or the separability of the predual. This result will play a
crucial role in answering Ueda’s question in §5.
Proposition 4.35. Let M be a σ-finite von Neumann algebra. Let ϕ ∈ Snf(M). Then the
centralizer of the Golodets state ϕ˙ω is Mω.
Note that Proposition 4.35 gives an alternative proof of the fact [Con3, Theorem 2.9 (1)]
that Mω is a (finite) von Neumann algebra.
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Lemma 4.36. Let (Mn, ϕn)n be a sequence of pairs of σ-finite von Neumann algebras and
normal faithful states. Let (xn)n, (yn)n ∈ Mω(Mn, ϕn). Then we have
‖(xn)ω(ϕn)ω − (ϕn)ω(yn)ω‖ = lim
n→ω
‖xnϕn − ϕnyn‖
In particular, (xn)
ω ∈ ((Mn, ϕn)ω)ϕω holds if and only if limn→ω ‖xnϕn − ϕnxn‖ = 0 holds.
Proof . We use abbreviated notations as ℓ∞,Mω,Lω, Iω as in §3.3. Put C1 := ‖(xn)ω(ϕn)ω −
(ϕn)
ω(yn)
ω‖ and C2 := limn→ω ‖xnϕn − ϕnyn‖. Let ε > 0, and choose a ∈ Ball((Mn, ϕn)ω))
such that
|〈a, (xn)ω(ϕn)ω − (ϕn)ω(yn)ω〉| > C1 − ε.
Since (Mn, ϕn)
ω is a quotient of Mω, we may find (an)n ∈ Mω with a = (an)ω, such that
‖(an)n‖ = supn≥1 ‖an‖ ≤ 1.
Therefore we have
C1 − ε < lim
n→ω
|〈an, xnϕn − ϕnyn〉| ≤ lim
n→ω
‖xnϕn − ϕnyn‖.
Since ε > 0 is arbitrary, we have C1 ≤ C2.
To prove C2 ≤ C1, let an ∈ Ball(Mn) (n ∈ N) be such that
|〈an, xnϕn − ϕnyn〉| > ‖xnϕn − ϕnyn‖ − 1
n
. (16)
By Proposition 3.16, there exists (bn)n ∈ Mω, (cn)n ∈ Lω, and (dn)n ∈ L∗ω such that an =
bn + cn + dn(n ∈ N) and ‖(bn)ω‖ ≤ limn→ω ‖an‖ ≤ 1. It follows that
〈an, xnϕn − ϕnyn〉 = 〈bn, xnϕn − ϕnyn〉+ 〈cnxnξϕn , ξϕn〉 − 〈cnξϕn , y∗nξϕn〉
+ 〈xnξϕn , d∗nξϕn〉 − 〈ξϕn , d∗ny∗nξϕn〉. (17)
Since (cn)n ∈ Lω and (dn)n ∈ L∗ω, the third and the fourth term in the right hand side of Eq.
(17) will vanish as n→ ω. Also, as (xn)n ∈ Mω, Corollary 3.11 (1) implies that (cnxn)n ∈ Lω
and (d∗ny
∗
n)n ∈ Lω , whence the second and the fifth term will vanish as n → ω. Therefore we
have
lim
n→ω
|〈an, xnϕn − ϕnyn〉| = lim
n→ω
|〈bn, xnϕn − ϕnyn〉|. (18)
Then by Eqs. (16) and (18), we have
lim
n→ω
‖xnϕn − ϕnyn‖ ≤ lim
n→ω
|〈bn, xnϕn − ϕnyn〉|.
= 〈(bn)ω, (xn)ω(ϕn)ω − (ϕn)ω(yn)ω〉
≤ ‖(xn)ω(ϕn)ω − (ϕn)ω(yn)ω‖,
whence C2 ≤ C1. This finishes the proof.
Proof of Proposition 4.35. For Mω ⊂ (M ′ ∩Mω)ϕ˙ω , let (xn)ω ∈ Mω. Then for (yn)ω ∈ Mω,
we have
|ϕ(ynxn − xnyn)| = |[xn, ϕ](yn)| ≤ ‖yn‖ · ‖[xn, ϕ]‖
n→ω→ 0.
Hence (xn)
ω ∈ (Mω)ϕω ∩ (M ′ ∩Mω) ⊂ (M ′ ∩Mω)ϕ˙ω holds.
For Mω ⊃ (M ′ ∩Mω)ϕ˙ω , let (xn)ω ∈ (M ′ ∩Mω)ϕ˙ω . Since σϕ˙ωt = σϕ
ω
t |M ′∩Mω (t ∈ R) (see the
proof of Theorem 4.32), we have σϕ
ω
t ((xn)
ω) = (xn)
ω (t ∈ R). Therefore by By Lemma 4.36,
we have
(xn)
ωϕω = ϕω(xn)
ω ⇔ lim
n→ω
‖xnϕ− ϕxn‖ = 0.
Then by [TakBook, Lemma XIV.3.4 (ii)], (xn)
ω ∈Mω holds.
Remark 4.37. The equivalence (xn)
ωϕω = ϕω(xn)
ω ⇔ limn→ω ‖xnϕ− ϕxn‖ = 0 can be seen
using Corollary 4.8 (2) and [Haa3, Lemma 2.8 (a)] instead.
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5 Ueda’s Question: Mω = C
?⇒M ′ ∩Mω = C
Let M be a σ-finite von Neumann algebra. Connes [Con3] defined the asymptotic centralizer
Mω (see Definition 4.34) as a generalization of M
′ ∩Mω for the case of type II1 factor. It is
known that if M is σ-finite, and if (xn)
ω ∈M ′ ∩Mω satisfies limn→ω ‖xnϕ−ϕxn‖ = 0 for one
ϕ ∈ Snf(M), then (xn)ω ∈ Mω (see [TakBook, Lemma XIV.3.4 (ii)]). Therefore the existence
of a normal faithful tracial state shows that M ′ ∩Mω =Mω for a finite von Neumann algebra.
The same is true for type II∞ factors. However, for type III factors, it is often the case that
Mω (M ′ ∩Mω.
Example 5.1. The following example has been known to experts. We add it for the reader’s
convenience. Let (Rλ, ϕ) =
⊗
n∈N(M2(C),Tr(ρλ·)) be the Powers factor of type IIIλ(0 < λ <
1), where ρλ = diag(
λ
1+λ ,
1
1+λ ). Let
un := 1
⊗n ⊗
(
0 1
0 0
)
⊗ 1⊗ · · · ∈ Rλ, n ≥ 1.
Then (un)n ∈ Mω(Rλ) and (un)ω ∈ R′λ ∩Rωλ . On the other hand, we have
ϕun = λunϕ, n ∈ N.
Therefore ‖unϕ−ϕun‖ = (1−λ) 6= 0 (n ∈ N), and hence (un)ω /∈ (Rλ)ω. Moreover, R′λ∩Rωλ is
a type IIIλ factor. To see this, by [Tak4, Proposition 1], (Rλ)ω is a type II1 factor. Therefore
by Proposition 4.35, the centralizer of the Golodets state ϕ˙ω = ϕ
ω|R′
λ
∩(Rλ)ω is a factor, whence
by Corollary 4.8 (3), we have
Γ(σϕ˙ω ) = Sp(σϕ˙ω ) = log(σ(∆ϕ˙ω ) \ {0})
⊂ log(σ(∆ϕω ) \ {0}) = log(σ(∆ϕ) \ {0})
= (logλ)Z.
On the other hand, we have (logλ)Z ⊂ Sp(σϕ˙ω ). Therefore as Γ(σϕ˙ω ) = log(S(R′λ∩Rωλ)\ {0}),
we have
S(R′λ ∩Rωλ) = {λn;n ∈ Z} ∪ {0}.
This proves that R′λ ∩Rωλ is a type IIIλ factor.
In spite of the above example, in [Ueda1, §5.2], Ueda asked whether Mω = C implies
M ′ ∩Mω = C. We prove that the answer to his question is affirmative when M has separable
predual.
Theorem 5.2. Let M be a von Neumann algebra with a separable predual for which Mω = C
holds. Then M ′ ∩Mω = C holds.
The following Lemma is well-known.
Lemma 5.3. Let M be a von Neumann algebra, ϕ be a normal faithful state on M with
Mϕ = C. Then M is either C or a factor of type III1.
Proof . Let H be a Hilbert space on which M acts. Since Z(M) ⊂ Mϕ = C, M is a factor.
Suppose M is semifinite with a normal faithful semifinite trace τ . Then there exists a positive
self-adjoint operator h ∈ L1(M, τ) with τ(h) = 1 such that ϕ = τ(h·) holds. It is well known
that this implies σϕt (x) = h
itxh−it for every x ∈ M and t ∈ R. Let A be the abelian von
Neumann algebra generated by all spectral projections of h. Then for x ∈ M , x ∈ Mϕ holds
if and only if x commutes with hit for all t ∈ R, which is equivalent to the condition x ∈ A′,
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hence Mϕ = A
′ ∩M = C. Since A ⊂ A′ ∩M = C, h must be a multiple of 1 and τ is a tracial
state. This implies that ϕ = τ , and
Mϕ =Mτ =M = C.
Suppose next that M is of type IIIλ (λ 6= 1). Then by The´ore`me 4.2.1 (0 < λ < 1 case) and
The´ore`me 5.2.1 (λ = 0 case) of Connes [Con1], there exists a maximal abelian subalgebra A
of Mϕ which is maximal abelian in M . This in particular means that Mϕ cannot be C. This
finishes the proof.
We are now ready to prove Theorem 5.2.
Proof of Theorem 5.2. Put N := M ′ ∩Mω. Take an arbitrary ϕ ∈ Snf(M). Since Z(M) ⊂
Mω = C, M is a factor. By Proposition 4.29, the Golodets state ϕ˙ω := ϕω|N ∈ Snf(N) does not
depend on the choice of ϕ. By Proposition 4.35, Nϕ˙ω = C. Then by Lemma 5.3, N is either C
or a factor of type III1. Suppose N is a type III1 factor and we shall get a contradiction. Fix
0 < λ < 1. Since N is of type III, there exists an automorphism α : N → N ⊗M2(C). Define
ψ ∈ Snf(N) by
ψ := [ϕ˙ω ⊗ Tr(ρλ·)] ◦ α,
where ρλ := diag(
λ
1+λ ,
1
1+λ). Let ε > 0 be given. By Connes-Størmer transitivity [CS] (note
that the transitivity holds without any assumption on the predual thanks to [HS1]), there exists
u ∈ U(N) such that
‖ϕ˙ω − uψu∗‖ < ε. (19)
Define a 2× 2 matrix unit {fi,j}2i,j=1 in N by
fij := u
∗α−1(1 ⊗ ei,j)u, 1 ≤ ij ≤ 2,
where {ei,j}2i,j=1 is the standard matrix unit in M2(C). For x ∈ N , write α(x) =
(
x11 x12
x21 x22
)
,
where xij ∈ N . By a straightforward computation, we have[
ψα−1(1⊗ e12)
]
(x) = ψ(α−1(1⊗ e12)x)
= [ϕ˙ω ⊗ Tr(ρλ·)]
(
x21 x22
0 0
)
=
λ
1 + λ
ϕ˙ω(x21)[
α−1(1⊗ e12)ψ
]
(x) = [ϕ˙ω ⊗ Tr(ρλ·)]
(
0 x11
0 x21
)
=
1
1 + λ
ϕ˙ω(x21).
Doing similar computations, we have the following equalities:
ψα−1(1⊗ eii) = α−1(1⊗ eii)ψ, (i = 1, 2) (20)
ψα−1(1⊗ e12) = λα−1(1⊗ e12)ψ, (21)
ψα−1(1⊗ e21) = λ−1α−1(1 ⊗ e21)ψ. (22)
Using Eq. (19) and Eqs. (20)-(22), it follows that
‖ϕ˙ωf12 − λf12ϕ˙ω‖ = ‖ϕ˙ωu∗α−1(1⊗ e12)u− λu∗α−1(1⊗ e12)uϕ˙ω‖
= ‖uϕ˙ωu∗α−1(1⊗ e12)− λα−1(1⊗ e12)uϕ˙ωu∗‖
≤ ‖(uϕ˙ωu∗ − ψ)α−1(1⊗ e12)‖ + ‖λα−1(1⊗ e12)(ψ − uϕ˙ωu∗)‖
≤ (1 + λ)ε.
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Doing similar computations, we obtain
‖ϕ˙ωfii − fiiϕ˙ω‖ ≤ 2ε, (i = 1, 2) (23)
‖ϕ˙ωf12 − λf12ϕ˙ω‖ ≤ (1 + λ)ε, (24)
‖ϕ˙ωf21 − λ−1f21ϕ˙ω‖ ≤ (1 + λ−1)ε. (25)
Let {an}∞n=1 be a ‖ · ‖♯ϕ-dense sequence of the unit ball of M .
Claim 1. For each n ∈ N there exists f (n)ij ∈ M (i, j = 1, 2) satisfying the following con-
ditions:
(i) ‖f (n)ij ‖ ≤ 1 (i, j = 1, 2).
(ii) ‖ϕf (n)ii − f (n)ii ϕ‖ ≤ 1n (i = 1, 2).
(iii) ‖ϕf (n)12 − λf (n)12 ϕ‖ ≤ 1n .
(iv) ‖ϕf (n)21 − λ−1f (n)21 ϕ‖ ≤ 1n .
(v) ‖(f (n)ij )∗ − f (n)ji ‖♯ϕ ≤ 1n (i, j = 1, 2).
(vi) ‖f (n)ij am − amf (n)ij ‖♯ϕ ≤ 1n (1 ≤ m ≤ n, i, j = 1, 2).
(vii) ‖f (n)ij f (n)kl − δjkf (n)il ‖♯ϕ ≤ 1n (i, j, k, l = 1, 2)
(viii) ‖f (n)11 + f (n)22 − 1‖♯ϕ ≤ 1n .
By Eqs (23)-(25), there exists a matrix unit (fij)
2
i,j=1 ∈ M ′ ∩ Mω satisfying the following
conditions.
‖ϕ˙ωfii − fiiϕ˙ω‖ ≤ 1
2n
. (i = 1, 2)
‖ϕ˙ωf12 − λf12ϕ˙ω‖ ≤ 1
2n
.
‖ϕ˙ωf21 − λ−1f21ϕ˙ω‖ ≤ 1
2n
.
Since M ′ ∩Mω is σϕωt -invariant, by Takesaki’s Theorem [Tak2], there exists a normal faithful
conditional expectation E : Mω →M ′ ∩Mω with ϕω = ϕ˙ω ◦E. Since fij ∈M ′ ∩Mω, we have
E(fij) = fij . Therefore for every a ∈Mω, we have
(ϕωfii − fiiϕω)(a) = ϕω(fiia− afii) = ϕ˙ω ◦ E(fiia− afii)
= ϕ˙ω(fiiE(a)− E(a)fii) = (ϕ˙ωfii − fiiϕ˙ω)(E(a)),
and hence ‖ϕωfii − fiiϕω‖ ≤ ‖ϕ˙ωfii − fiiϕ˙ω‖. Since ‖ϕωfii − fiiϕω‖ ≥ ‖ϕ˙ωfii − fiiϕ˙ω‖, we
have
‖ϕωfii − fiiϕω‖ = ‖ϕ˙ωfii − fiiϕ˙ω‖ ≤ 1
2n
(i = 1, 2).
Similarly, we have
‖ϕωf12 − λf12ϕω‖ ≤ 1
2n
,
‖ϕωf21 − λ−1f21ϕω‖ ≤ 1
2n
.
Choose (f
(k)
ij )k ∈ Mω (i, j = 1, 2) such that fij = (f (k)ij )ω. They can be chosen to satisfy
‖f (k)ij ‖ ≤ 1. By the definition of fij and the matrix unit property, together with Lemma 4.36,
we have
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(ii)∗ lim
k→ω
‖ϕf (k)ii − f (k)ii ϕ‖ ≤
1
2n
(i = 1, 2).
(iii)∗ lim
k→ω
‖ϕf (k)12 − λf (k)12 ϕ‖ ≤
1
2n
.
(iv)∗ lim
k→ω
‖ϕf (k)21 − λ−1f (k)21 ϕ‖ ≤
1
2n
.
(v)∗ lim
k→ω
‖(f (k)ij )∗ − f (k)ji ‖♯ϕ = 0 (i, j = 1, 2).
(vi)∗ lim
k→ω
‖f (k)ij am − amf (k)ij ‖♯ϕ = 0 (m ≥ 1, i, j = 1, 2).
(vii)∗ lim
k→ω
‖f (k)ij f (k)lm − δjlf (k)im ‖♯ϕ = 0 (i, j, l,m = 1, 2).
(viii)∗ lim
k→ω
‖f (k)11 + f (k)22 − 1‖♯ϕ = 0.
For fixed n, there are only finitely many conditions. Therefore there exists k = k(n) ∈ N such
that f
(k(n))
ij satisfies all the conditions (i)-(viii) in the claim.
Claim 2. If (f
(n)
ij )
2
i,j=1 ∈ M satisfies conditions (i)-(viii) in Claim 1 for all n ≥ 1, then
(f
(n)
ij )n ∈ Mω holds for i, j = 1, 2.
By (i), (f
(n)
ij )n ∈ ℓ∞(N,M) holds. Let (bn)∞n=1 ∈ Iω with supn≥1 ‖bn‖ ≤ 1. Then (f (n)ij bn) ∈ Lω
holds automatically. On the other hand we have
ϕ(f
(n)
ij bn(f
(n)
ij bn)
∗) ≤ |ϕ(f (n)ij bnb∗n{(f (n)ij )∗ − f (n)ji })|+ |ϕ(f (n)ij bnb∗nf (n)ji )|
≤ ‖bnb∗n(f (n)ij )∗‖ϕ‖(f (n)ij )∗ − f (n)ji ‖ϕ + |(ϕf (n)ij − c(i, j)f (n)ij ϕ)(bnb∗nf (n)ji )|
+ c(i, j)|ϕ(bnb∗nfnjif (n)ij )|
≤ ‖bn‖2 · 1
n
+
1
2n
· ‖bn‖2 + c(i, j)‖bnb∗n‖ϕ‖f (n)ji f (n)ij ‖ϕ
≤ 3
2n
+ c(i, j)‖bnb∗n‖ϕ n→ω→ 0,
where
c(i, j) :=

1 (i = j)
λ (i = 1, j = 2)
λ−1 (i = 2, j = 1).
This shows that (f
(n)
ij bn)n ∈ L∗ω, and hence (f (n)ij bn) ∈ Iω = Lω ∩ L∗ω. Similarly, we have
(bnf
(n)
ij )n ∈ Iω. This proves that (f (n)ij )n ∈Mω for i, j = 1, 2.
Therefore by Claim 1 and Claim 2, we see that (gij)
2
i,j=1, where gij := (f
(n)
ij )
ω is a well-defined
matrix unit in M ′ ∩Mω, and using conditions (i)-(viii) in Claim 1, we have
giiϕ˙ω = ϕ˙ωgii, (i = 1, 2)
ϕ˙ωg12 = λg12ϕ˙ω ,
ϕ˙ωg21 = λ
−1g21ϕ˙ω.
In particular, gii ∈ Nϕ˙ω (i = 1, 2) holds and λ is in the point spectrum of ∆ϕ˙ω . Then we have
ϕ˙ω(g11) = ϕ˙ω(g12g21) = (g21ϕ˙ω)(g12)
= λ(ϕ˙ωg21)(g12) = λϕ˙ω(g21g12)
= λϕ˙ω(g22),
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and hence ϕ˙ω(g11) =
λ
1+λ , which is neither 0 nor 1. Therefore g11 ∈ Nϕ˙ω is a nontrivial
projection. This implies dim(Nϕ˙ω) ≥ 2, a contradiction. Hence N must be C.
Finally, we remark that there is no difference between Mω and M
′ ∩Mω when M is of type
III0.
Proposition 5.4. If M is a σ-finite type III0 factor, then M
′ ∩Mω is a finite von Neumann
algebra and M ′ ∩Mω =Mω holds.
Proof . Let ϕ ∈ Snf(M). By Proposition 4.29, the Golodets state ϕ˙ω = ϕω|M ′∩Mω does not
depend on ϕ. Hence by Corollary 4.8 (3), we have
σ(∆ϕ˙ω ) =
⋂
ψ∈Snf(M)
σ(∆ψ˙ω ) ⊂
⋂
ψ∈Snf(M)
σ(∆ψω )
=
⋂
ψ∈Snf(M)
σ(∆ψ) = S(M) = {0, 1},
whence σ(∆ϕ˙ω ) = {1} because 0 /∈ σp(∆ϕ˙ω ). This shows that ϕ˙ω is a normal faithful trace on
M ′ ∩Mω. Since Mω is the centralizer of ϕ˙ω by Proposition 4.35, we see that M ′ ∩Mω =Mω
holds.
6 Factoriality and Type of Ultraproducts
In this section, we study the factoriality and Murray-von Neumann-Connes type of the ultra-
product of factors.
6.1 Ultraproduct of Semifinite Factors
The answers to factoriality/type questions for the Ocneanu ultrapowerMω of a semifinite factor
M has been known. In fact, it has been known to experts that for a von Neumann algebra M
with separable predual, (M⊗B(H))ω ∼= Mω⊗B(H) and (M⊗B(H))ω ∼= Mω ⊗ C holds, where
H is a separable Hilbert space. The proof can be found e.g., in [MaTo, Lemma 2.8]. On the
other hand, it is well-known that Mω is a type II1 factor if so is M . This shows the following
folklore result:
Proposition 6.1. Let M be a semifinite factor with separable predual. Then Mω is a factor.
If M is of type In (n ∈ N ∪ {∞}), II1 or II∞, so is Mω.
On the other hand, the situation for the factoriality of the Groh-Raynaud ultraproduct is
very different. Based on the local reflexivity principle for Banach spaces and the fact that
B(H)∗∗ is not semifinite, Raynaud [Ray] showed that
∏U B(H) is not semifinite (for a free
ultrafilter U on a suitable index set I and infinite-dimensional H). We prove that ∏ω R is
not semifinite, where R is the hyperfinite type II1 factor. For a fixed λ ∈ (0, 1), put ρλ =
diag( λ1+λ ,
1
1+λ) ∈ M2(C)+, and let Rλ =
⊗
N
(M2(C),Tr(ρλ ·)) be the Powers factor of type
IIIλ. Define ϕn ∈ Snf(R) by
ϕn :=
n⊗
k=1
Tr(ρλ·)⊗
∞⊗
k=n+1
1
2
Tr, n ≥ 1.
Proposition 6.2. There exists a normal injective *-homomorphism π : Rλ → (R,ϕn)ω whose
range is a normal faithful conditional expectation ε : (R,ϕn)
ω → π(Rλ).
This shows that
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Proposition 6.3. (R,ϕn)
ω is not semifinite.
Proof . By Proposition 6.2, the type IIIλ factor π(Rλ) is the range of a normal faithful condi-
tional expectation from (R,ϕn)
ω , hence [Tom, Theorem 3] shows that (R,ϕn)
ω is not semifi-
nite.
Therefore, we have
Theorem 6.4.
∏ω
R is not semifinite, and not a factor.
Proof . By Proposition 3.15, the first claim is a corollary to Proposition 6.3. Also by Propo-
sition 3.15, the type II1 factor R
ω is a corner of
∏ω R. Therefore ∏ω R has a nontrivial
center.
Now we proceed to prove Proposition 6.2.
Proof of Proposition 6.2. Put Am :=
⊗m
k=1M2(C)⊗C⊗C⊗ · · · considered as a subalgebra of
Rλ, and let Âm be the same algebra now considered as a subalgebra of R. Moreover, put
A :=
∞⋃
m=1
Am ⊂ Rλ, Â :=
∞⋃
m=1
Âm ⊂ R.
For x ∈ A, let xˆ denote the corresponding element in Â. Define now a *-monomorphism
π0 : A → ℓ∞(N, R) by π0(x) = (xˆ)n, x ∈ A (constant sequence). Note that for x ∈ Am (m ∈
N fixed), we have
ϕn(xˆ) = ϕλ(x), σ
ϕn
t (xˆ) = σ̂
ϕλ
t (x), n ≥ m.
Since σ(∆Tr(ρλ·)) = σ(ρλ) · σ(ρ−1λ ) = {λ, 1, λ−1}, we have
σ
(
m⊗
k=1
∆Tr(ρλ·)
)
= {λm, λm−1, · · · , λ−m}.
Therefore it holds that
Âm ⊂ R(σϕn , [m logλ,−m logλ])
for all n ≥ m. Thus by Lemma 4.13, π0(Am) ⊂Mω(R,ϕn) holds for all m ∈ N and hence also
π0(A) ⊂ Mω(R,ϕn) holds. Let π1 : A → Mω := (R,ϕn)ω be π0 composed with the quotient
map from Mω(R,ϕn) onto Mω =Mω(R,ϕn)/Iω(R,ϕn). Then it is elementary to check that
ϕω(π1(x)) = ϕλ(x), x ∈ A,
where ϕω := (ϕn)
ω. Using Theorem 4.1, we also have
σϕ
ω
t (π1(x)) = π1(σ
ϕλ
t (x)), x ∈ A, t ∈ R.
Therefore π1 extends to a normal *-monomorphism π of Rλ = A
sot
onto a von Neumann
subalgebra π(Rλ) of M
ω, which is invariant under σϕ
ω
t (t ∈ R), whence by [Tak2], there is a
normal faithful conditional ϕω-preserving expectation of Mω onto π(Rλ).
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6.2 Ultraproduct of Type IIIλ (λ 6= 0) Factors
Let M be a σ-finite type IIIλ (0 < λ ≤ 1) factor. We show that
∏ωM , as well as (M,ϕn)ω, is
again a type IIIλ factor, and the isomorphism class of (M,ϕn)
ω does not depend on the choice
of (ϕn)n ⊂ Snf(M). To do this, we first recall the state space diameter of factors. Let M be a
von Neumann algebra. Then an equivalence relation ∼ on Sn(M) is defined by ϕ ∼ ψ if they
are approximately unitarily equivalent, i.e., there is a sequence of unitaries (un)n ⊂ U(M) such
that limn→∞ ‖ϕ− unψu∗n‖ = 0. Denote by [ϕ] the equivalence class in Sn(M) represented by
ϕ ∈ Sn(M). Then Sn(M)/ ∼ is a metric space by
d([ϕ], [ψ]) := inf
u∈U(M)
‖ϕ− uψu∗‖, [ϕ], [ψ] ∈ Sn(M)/ ∼ .
Definition 6.5. The state space diameter of M , denoted as d(M) is defined by
d(M) := sup
ϕ,ψ∈Sn(M)
d([ϕ], [ψ]).
It holds that d(M) ≤ 2, and d(M) = 2 ifM is not a factor. By the result of Connes-Størmer
[CS], Connes-Haagerup-Størmer [CHS], and Haagerup-Størmer [HS1], the explicit form of d(M)
is given as follows.
Theorem 6.6. Let M be a factor. Then the d(M) is
(1) 2(1− 1n ) if M is of type In, (n ∈ N ∪ {∞}).
(2) 2 if M is of type II.
(3) 2 1−λ
1
2
1+λ
1
2
if M is of type IIIλ (0 ≤ λ ≤ 1).
Remark 6.7. Although the above theorem in [CS], [CHS] were stated for the separable predual
case, the conclusion holds in full generality thanks to Martingale arguments given in [HS1].
Let (Mn, Hn)n be a sequence of standard von Neumann algebras, and define the Groh-
Raynaud ultraproductN =
∏ω
Mn. We will show the diameter formula d(N) = limn→ω d(Mn).
Lemma 6.8. Let (ϕn)n, (ψn)n ∈
∏
n∈N Sn(Mn) and let ϕ = (ϕn)ω and ψ = (ψn)ω be the
corresponding normal states on N (cf. Theorem 3.24). Then
d([ϕ], [ψ]) = lim
n→ω
d([ϕn], [ψn]).
Remark 6.9. The above limit clearly exists since the distances are bounded by 2.
Proof . For each n ∈ N, choose a unitary un ∈Mn such that
‖ϕn − unψnu∗n‖ ≤ d([ϕn], [ψn]) +
1
n
,
then with u := (un)ω ∈ N we have
‖ϕ− uψu∗‖ = lim
n→ω
‖ϕn − unψnu∗n‖ ≤ lim
n→ω
d([ϕn], [ψn]).
Hence d([ϕ], [ψ]) ≤ limn→ω d([ϕn], [ψn]).
For the converse inequality, we use that the unitary group of πω((Mn)ω) is strongly
∗-dense
in the unitary group of N by Kaplansky density Theorem (cf. Definition 3.5). Hence given
ε > 0, we may choose a unitary un ∈Mn for each n ∈ N, such that with u := (un)ω , we have
‖ϕ− uψu∗‖ ≤ d([ϕ], [ψ]) + ε.
But then
lim
n→ω
d([ϕn], [ψn]) ≤ lim
n→ω
‖ϕn − unψnu∗n‖ = ‖ϕ− uψu∗‖ ≤ d([ϕ]], [ψ]) + ε.
Since ε > 0 was arbitrary, we obtain d([ϕ], [ψ]) ≥ limn→ω d([ϕn], [ψn]).
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Lemma 6.10. With the above notations, d(N) = lim
n→ω
d(Mn).
Proof . For all ϕ, ψ ∈ Sn(N) we may, by Corollary 3.25, choose normal states (ϕn), (ψn) ∈∏
n∈N Sn(Mn) such that ϕ = (ϕn)ω and ψ = (ψn)ω. By Lemma 6.8,
d([ϕ], [ψ]) = lim
n→ω
d([ϕn], [ψn]) ≤ lim
n→ω
d(Mn).
Hence d(N) ≤ limn→ω d(Mn).
Conversely, we may for each n ∈ N chose ϕn, ψn ∈ Sn(Mn) such that
d([ϕn], [ψn]) ≥ d(Mn)− 1
n
, n ∈ N.
Let ϕ := (ϕn)ω and ψ := (ψn)ω . By Lemma 6.8, we get (taking the limit of the inequalities
above): d([ϕ], [ψ]) ≥ limn→ω d(Mn). Hence d(N) ≥ limn→ω d(Mn).
Theorem 6.11. Let M be a σ-finite factor of type IIIλ(λ 6= 0). Then
∏ω
M is a type IIIλ
factor. Moreover, for any sequence (ϕn)n ⊂ Snf(M), (M,ϕn)ω ∼= Mω is also a factor of type
IIIλ.
Proof . Let p := supp(ϕω), where ϕω = (ϕn)ω ∈ (M∗)ω. Then by Proposition 3.15, we have
(M,ϕn)
ω ∼= pNp, N :=
ω∏
M.
By Theorem 6.6, the state space diameter of N is
d(N) = lim
n→ω
d(M) = 2
1− λ 12
1 + λ
1
2
.
Hence N is a type IIIλ factor, so is its corner pNp. Since all σ-finite projections in a type III
factor are equivalent, all (M,ϕn)
ω’s are mutually isomorphic.
Remark 6.12. Let M be a σ-finite factor of type IIIλ (0 < λ < 1). Then the factoriality of
Mω can be shown using Theorem 4.1.
Proof of Remark 6.12. Let x ∈ Z(Mω). Let ϕ ∈ Snf(M) be such that σϕT = id, where T =
−2π/ logλ. By Proposition 4.27, we have
x ∈ Z(Mω) ⊂ (Mω)ϕω = (Mϕ)ω.
Then by Takesaki’s Theorem for periodic state [Tak3], Mϕ is a type II1 factor and σ(∆ϕ) =
{λn; n ∈ Z}∪{0}, whence (Mϕ)ω is also a type II1 factor by a standard argument. This shows
that
x ∈ (Mϕ)ω ∩ (Mω)′ ⊂ Z((Mϕ)ω) = C.
Therefore Mω is a factor, and since (Mω)ϕω is a factor, we have (cf. Corollary 4.8 (3))
S(Mω) = σ(∆ϕω ) = σ(∆ϕ) = {λn; n ∈ Z} ∪ {0}.
This shows that Mω is a type IIIλ factor.
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6.3 Ultraproduct of Type III0 Factors
As we have seen, in the case of type IIIλ (λ 6= 0) factor, the Ocneanu ultraproduct (M,ϕn)ω
does not depend on the choice of (ϕn)n. In this section we see that the situation is different
for the case of type III0 factors. Moreover, we will show that M
ω is not a factor.
Theorem 6.13. Let M be a σ-finite type III0 factor. Then there exists a sequence {ϕn}∞n=1
of normal faithful states on M such that (M,ϕn)
ω is isomorphic to the finite von Neumann
algebra (Mϕn , τn)
ω where τn := ϕn|Mϕn .
We need lemmata.
Lemma 6.14. [Con2, Lemma 2.3.4] Let α be a continuous action of a locally compact abelian
group G on a factor M . Denote by Ĝ the Pontrjagin dual of G. Then the family F of subsets
of Ĝ of the form {Sp(αe) +K}, where e is a non-zero projection in Mα and K is a compact
neighborhood of 0 in Ĝ, forms a directed set with intersection Γ(α).
Lemma 6.15. [Con2, Lemma 5.2.3] Let σ be a continuous action of R on a factor M , and
assume there is c > 0 such that
Sp(σ) ∩ {[−2c,−c]∪ [c, 2c]} = ∅,
where we identify R̂ = R. Then there exists h ∈ Mσ, −c/2 ≤ h ≤ c/2 such that the action σ′
of R defined by
σ′t(x) := e
−ithσt(x)e
ith, x ∈M, t ∈ R,
satisfies Sp(σ′) ∩ (−c, c) = {0}.
Lemma 6.16. Let M be a σ-finite factor of type III0. Then for each n ∈ N, there exists
ϕn ∈ Snf(M) such that Sp(σϕn) ∩ (− logn, logn) = {0}.
Proof . For n ∈ N and ε > 0, define In := [−2 logn,− logn] ∪ [logn, 2 logn] and Kε := [−ε, ε].
Assume that there is n ≥ 2 such that Sp(σψ) ∩ In 6= ∅ for every ψ ∈ Snf(M). Fix ψ ∈ Snf(M).
Let e ∈ Proj(Mψ) \ {0}. Since M ∼= eMe, the assumption implies that Sp(σψe ) ∩ In 6= ∅. Now
given finitely many e1, · · · , eN ∈ Proj(Mψ) \ {0} and ε1, · · · , εN > 0. By Lemma 6.14, there is
e ∈ Proj(Mψ) \ {0} and ε > 0 such that
∅ 6= In ∩ {Sp(σψe) +Kε} ⊂ In ∩
N⋂
i=1
{Sp(σψei ) +Kεi}.
Therefore by the compactness of In and by Lemma 6.14, we have
∅ 6= In ∩
⋂
06=e∈Mψ ,ε>0
{Sp(σψe) +Kε}
= In ∩ Γ(σψ) = In ∩ log(S(M) \ {0})
= In ∩ {0} = ∅,
which is a contradiction. Therefore for each n ∈ N, there is ψn ∈ Snf(M) such that Sp(σψn) ∩
In = ∅. Then choose hn ∈ Mψn , − 12 logn ≤ hn ≤ 12 logn as in Lemma 6.15 for ψn. Then
set ϕn := ψn(h
′
n·), h′n := (hn + 12 logn + 1)−1. Then we have ϕn ∈ Snf(M) and Sp(σϕn) ∩
(− logn, logn) = ∅.
Proof of Theorem 6.13. By Lemma 6.16, for each n ∈ N there exists ϕn ∈ Snf(M) such that
Sp(σϕn) ∩ (− logn, logn) = {0}. Let x = (xn)ω ∈ (M,ϕn)ω. By Proposition 4.11, x can be
approximated strongly by elements of the form (yn)
ω, where (yn)n satisfies yn ∈M(σϕn , [−a, a])
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for each n for a fixed a > 0. Fix one such (yn) and a > 0. Let n0 ∈ N be such that a ≤ logn0.
Then by Sp(σϕn) ∩ (− logn, logn) = {0}, for n > n0 we have
M(σϕn , [−a, a]) ⊂M(σϕn , [− logn0, logn0]) =Mϕn ,
whence (yn)
ω ∈ (Mϕn , τn)ω, where τn := ϕn|(Mn)ϕn . Since (xn)ω is approximated by these
elements, (xn)
ω ∈ (Mϕn , τn)ω holds too. This finishes the proof.
Remark 6.17. Together with Proposition 3.15, Theorem 6.13 shows that the Groh-Raynaud
ultraproduct
∏ωM of a type III0 factor M has a finite projection, and hence it is not a factor.
Note that M does not embed into the above (M,ϕn)
ω.
Next we show that the Ocneanu ultraproduct of a type III0 factor is not a factor.
Theorem 6.18. Let M be a σ-finite factor of type III0. Then M
ω is not a factor.
Lemma 6.19. Let A = L∞(X,µ) be a (possibly non-separable) diffuse abelian von Neumann
algebra, where (X,µ) is a probability space without atoms. Let T be an ergodic transformation on
(X,µ). Let α(f)(ω) := f(T−1ω) be the corresponding automorphism of A. Then αω ∈ Aut(Aω)
is not ergodic.
Remark 6.20. Schmidt showed [Sch, Proposition 2.2] that if (X,µ) is a standard non-atomic
probability space, there exists a measurable sets {Bn}∞n=1 ⊂ X which are non-trivial asymptot-
ically T -invariant sets. That is, it satisfies
lim
n→∞
µ(TBn△Bn) = 0, lim inf
n→∞
µ(Bn)µ(1 −Bn) > 0.
Therefore p := (1Bn)
ω is a non-trivial projection in (Aω)α
ω
, and Lemma 6.19 follows. Since we
could not check if his proof works for non-separable space (X,µ), we add a proof of Schmidt’s
result for non-separable space below (Lemma 6.22).
We need a slight modification of Rokhlin’s Theorem from [TakBook] due to Kawahigashi-
Sutherland-Takesaki. We include a proof for reader’s convenience.
Lemma 6.21. [KST, Lemma 10] Let (Ω, µ) be a non-atomic probability space, T : X → X be a
non-singular ergodic transformation. Then for each n ∈ N and ε > 0 there exists a measurable
subset E ⊂ X such that
(1) E, T (E), · · · , T n−1(E) are mutually disjoint.
(2) µ
(
X −⋃n−1j=0 T jE) < ε.
(3) µ(E) ≤ 1n .
Proof . Let νn :=
∑n−1
j=0 µ ◦ T j. Then ν is absolutely continuous with respect to µ. Therefore
given ε > 0, there is δ = δ(n, ε) > 0 such that
µ(F ) < δ ⇒ νn(F ) < ε
holds. This implies that µ(T jF ) < ε, 0 ≤ j ≤ n − 1. By Rokhlin tower Theorem
(see e.g., [TakBook, Lemma XVIII.3.2]), there exists a measurable set F ⊂ X such that
F, TF, · · · , T n−1F are mutually disjoint, and G := X − ⋃n−1j=0 T jF has µ(G) < δ(n, ε). In
particular, we have µ(T jG) < ε, 0 ≤ j ≤ n − 1. Since ∑n−1j=0 µ(T jF ) ≤ 1, we may choose
k ∈ {0, 1, · · · , n− 1} with µ(T kF ) ≤ 1n . Put E := T kF . Then E, TE, · · · , T n−1E are mutually
disjoint, and
X −
n−1⋃
j=0
T jE = T k
X − n−1⋃
j=0
T jF
 = T kG,
whence µ(X −⋃n−1j=0 T jE) < ε, and µ(E) ≤ 1n .
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Lemma 6.22. Let (X,µ) be a non-atomic probability space, T : X → X be a non-singular
ergodic transformation. For each n ≥ 2, there exists a measurable set Bn ⊂ X with µ(Bn) = 12
such that µ(TBn△Bn) ≤ 2n holds.
Proof . Put ε = 1n and choose E ⊂ X as in Lemma 6.21. Since µ has no atoms, there exists a
family {G(t)}t∈[0,1] of measurable subsets of X with the following properties:
(i) G(0) = ∅, G(1) = E.
(ii) 0 ≤ t ≤ s ≤ 1⇒ G(t) ⊂ G(s).
(iii) µ(G(t)) = tµ(E), 0 ≤ t ≤ 1.
Put
B(t) :=
n−1⋃
j=0
T jG(t), 0 ≤ t ≤ 1.
We see that B(0) = ∅, B(1) = ⋃n−1j=0 T jE, so that µ(B(1)) > 1− 1n ≥ 12 . Since t 7→ µ(B(t)) =∑n−1
j=0 µ(T
jG(t)) is continuous by the choice of {G(t)}t∈[0,1], we can find t0 ∈ [0, 1] with
µ(B(t0)) =
1
2 . Then put Bn := B(t0). Since E, TE, · · · , T n−1E are disjoint, we see that
Bn△ TBn ⊂ T nE ∪ E ⊂ G ∪ E,
where G := X−⋃n−1j=0 T jE (the last inclusion is true modulo null sets, since µ(T nE∩T jE) = 0
for 1 ≤ j ≤ n− 1). Therefore we have
µ(Bn △ TBn) ≤ µ(G) + µ(E) ≤ 2
n
.
Proof of Lemma 6.19. By Lemma 6.22, we can find measurable sets Bn ⊂ X (n ∈ N) with
µ(TBn△Bn) ≤ 2n . Then put p := (1Bn)ω ∈ Aω . By assumption, p is a αω-invariant projection
in Aω \ {0, 1}. Hence αω is not ergodic.
We next show that for type III0 factors, discrete decomposition is preserved under the
Ocneanu ultrapower.
Let M be a type III0 factor. There is a normal faithful lacunary weight ϕ on M such
that Mϕ is of type II∞ with diffuse center, and let τ := ϕ|Mϕ . There is 0 < λ0 < 1 and
U ∈ M(σϕ, (−∞, logλ0]) (the spectral condition follows from the proof of [Con1, The´ore`me
5.3.1]) such that θ = Ad(U)|Mϕ ∈ Aut(Mϕ) is a centrally ergodic automorphism satisfying
τ ◦ θ ≤ λ0τ . In this setting, we have M ∼= Mϕ ⋊θ Z and ϕ = τˆ (dual weight of τ) under this
isomorphism. We call this a discrete decomposition of M . Similar decompositions are possible
for type IIIλ(0 < λ < 1) factors, in which case we have τ ◦ θ = λτ and U ∈M(σϕ, {logλ}) (see
[Con1]).
Proposition 6.23. Let M be a σ-finite factor of type III0 with discrete decomposition M =
Mϕ ⋊θ Z (ϕ is chosen as above). Then Mω ∼= (Mϕ)ω ⋊θω Z.
Remark 6.24. The discrete decomposition for type IIIλ(0 < λ < 1) factor is also preserved
under the Ocneanu ultraproduct. The proof is exactly the same.
Recall that for a von Neumann algebra M and θ ∈ Aut(M), p(θ) is the greatest projection
e ∈Mθ for which θ|Me is an inner automorphism.
Lemma 6.25. Let N be a von Neumann subalgebra of M , and let θ ∈ Aut(N) be such that
p(θk) = 0 for all k 6= 0. Suppose N satisfies
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(a) N ′ ∩M ⊂ N .
(b) There is a normal faithful conditional expectation E from M onto N .
(c) There is U ∈ U(M) such that UxU∗ = θ(x) for all x ∈ N .
(d) M is generated by {U} ∪N as a von Neumann algebra.
Then there is a *-isomorphism Φ: M → N ⋊θ Z sending U (resp. N) to the canonical imple-
menting unitary of θ (resp. the canonical image of N) in the crossed product.
Proof . See [Con1, Proposition 4.1.2]. Note that the central ergodicity assumption for θ in
[Con1] is necessary only for the factoriality of M .
Proof of Proposition 6.23. We have to verify (a)-(d) in Lemma 6.25 for (Mϕ)
ω ⊂ Mω and
θω. Let U be the implementing unitary of θ in the discrete decomposition. Then we have
U ∈ M(σϕ, (−∞, logλ0]) for some 0 < λ0 < 1, and ϕ = τˆ ∈ Wnfs(M) is lacunary. Also,
τ ◦ θ ≤ λ0τ .
Since ϕ is strictly semifinite, there is a normal faithful conditional expectation E : M →Mϕ.
By Proposition 4.27, we have (Mω)ϕω = (Mϕ)
ω, so that the normal faithful ϕω-preserving
conditional expectation coincides with Eω : Mω → (Mϕ)ω. So (b), (c) is clearly satisfied.
Regarding p((θω)k), note that τω := ϕω |(Mϕ)ω is a normal faithful semifinite trace satisfying
τω ◦ θω ≤ λ0τω . This implies, by the proof of [Con1, Proposition 5.1.1], that p((θω)k) = 0 for
all k 6= 0.
Next, we show (d): Mω is generated by (Mϕ)
ω and U (canonical image of U in Mω). Let
{p′i}i∈I be a net of projections in Mϕ such that τ(p′i) < ∞ (i ∈ I) and p′i ր 1 strongly. Then
put pi :=
∨∞
n=1 θ
n(p′i). Then it holds that
τ(pi) ≤
∞∑
n=1
τ(θn(p′i)) ≤
∑
n=1
λnτ(p′i) <∞,
and θ(pi) ≤ pi, pi ր 1 strongly. Now fix one of such finite projection p = pi in Mϕ, and we
prove that p(Mω)p is generated by pQp, where
Q := span
(
(Mϕ)
ω ∪
∞⋃
k=1
(Mϕ)
ωUk ∪
∞⋃
k=1
(U∗)k(Mϕ)
ω
)
.
By construction, each x ∈M =Mϕ ⋊θ Z has a formal expansion
x ∼ x(0) +
∞∑
k=1
{x(k)Uk + (U∗)kx(−k)},
where x(k) ∈Mϕ (k ∈ Z) is uniquely determined by
x(k) = E(x(U∗)k), x(−k) = E(Ukx) (k ≥ 0)
(the order of Uk and x(k) is a matter of convention). Let x ∈Mω, and put y := pxp ∈ (Mω)p
(here we used p(Mω)p = (pMp)ω. See [MaTo, Proposition 2.10]). Since p ∈ (Mω)ϕω = (Mϕ)ω,
we may consider ϕωp as a faithful normal positive functional on (M
ω)p. Let ε > 0 be given. By
Proposition 4.11, we may find a > 0 and z = (zn)
ω ∈ (Mω)p with zn ∈Mp(σϕp , [−a, a]) (n ∈ N)
such that ‖y − z‖ϕωp < ε, and ‖z‖ ≤ ‖y‖. Consider the expansion of zn (in M):
zn ∼ zn(0) +
∞∑
k=1
{zn(k)Uk + (U∗)kzn(−k)}, n ∈ N.
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Let V := Up. Then by UpU∗ = θ(p) ≤ p, we have
V 2 = UpUp = Up(UpU∗)U = Uθ(p)U
= U2p.
Similar computations show that
V k = Ukp, (V ∗)k = p(U∗)k, k ≥ 1.
We see that for k ≥ 0,
zn(k) = E(zn(U
∗)k) = E(znp(U
∗)k) = E(zn(V
∗)k),
zn(−k) = E(Ukpzn) = E(V kzn).
In particular, we have zn(k) ∈ pMϕθk(p), zn(−k) ∈ θk(p)Mϕp and
zn(k)U
k = zn(k)V
k, (U∗)kzn(−k) = (V ∗)kzn(−k).
Therefore the expansion of zn can be rewritten as
zn ∼ zn(0) +
∞∑
k=1
{zn(k)V k + (V ∗)kzn(−k)}, n ∈ N.
Since U ∈M(σϕ, (−∞, logλ0]), we have
V kzn ∈Mp(σϕp , (−∞, k logλ0 + a]), zn(V ∗)k ∈Mp(σϕp , [−k logλ0 − a,∞))
for each k ≥ 1. Let K := [a/(− logλ0)] + 1 ∈ N, and consider the GNS representation of
(ϕp, (Mϕ)p). E induces ϕp-preserving conditional expectation Ep : Mp → (Mϕ)p. Then for
k ≥ K, we have
k logλ0 + a < 0 < −k logλ0 − a
Hence
zn(k)ξϕp = Ep(zn(V
∗)k)ξϕp = 1{1}(∆ϕp)(zn(V
∗)kξϕp) = 0,
zn(−k)ξϕp = Ep(V kzn)ξϕp = 1{1}(∆ϕp)(V kznξϕp) = 0.
Since ξϕp is separating for Mp, we have zn(k) = 0, |k| ≥ K. Therefore we have
zn = zn(0) +
K−1∑
k=1
{zn(k)V k + (V ∗)kzn(−k)}, n ∈ N.
Now, since (Mϕ)p is a finite von Neumann algebra, each (zn(k))n (|k| ≤ K − 1) is in
Mω(N,Mϕp), and we have
z = (zn)
ω = (zn(0))
ω +
K−1∑
k=1
{(zn(k))ωUk + (U∗)k(zn(−k))ω}
∈ pQp.
Since ε > 0 is arbitrary, y = pxp can be approximated strongly by elements from pQp. Hence
pMωp = pQp
sot
. Since i is arbitrary (recall that p = pi), this implies that x is in Q
sot
as well.
This proves the claim.
Finally, by the proof of [Con1, Proposition 4.1.1], (a) is proved. Namely, let x ∈
((Mϕ)
ω)′ ∩Mω. Then by the above, x has a formal expansion by x ∼ x(0) +∑∞k=1(x(k)Uk +
(U∗)kx(−k) (x(k) ∈ (Mϕ)ω). Since ax = xa for a ∈ (Mϕ)ω, this implies that ax(k) = x(k)θk(a),
θk(a)x(−k) = x(−k)a for all a ∈ (Mϕ)ω and k ≥ 0. Then by p((θω)k) = 0 (k 6= 0) and by
[Con1, Remarques 1.5.3 (a)], we have x(k) = 0, k 6= 0 and hence x = x(0) ∈ (Mϕ)ω. This
proves that ((Mϕ)
ω)′ ∩Mω ⊂ (Mϕ)ω
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Now we are ready to prove the non-factoriality of the Ocneanu ultrapower for type III0
factors.
Proof of Theorem 6.18. Now we show that Mω is not a factor. By Claim 1, Mω is generated
by (Mϕ)
ω and Uω, which implements θω. Representing the center of Mϕ as L
∞(X,µ) where
(X,µ) is a diffuse probability space, [MaTo, Lemma 2.8], together with [FHS1, Corollary 4.2]
implies that the center of (Mϕ)
ω is L∞(X,µ)ω. By Lemma 6.19, θω is not centrally ergodic.
This implies that there is a nontrivial element x ∈ (L∞(X,µ)ω)θω , whence a nontrivial element
in Z(Mω). Therefore Mω is not a factor.
Remark 6.26. The above result reproduces Connes’s result [Con3] that σ-finite type III0 factor
M cannot be full. For if suchM satisfiesMω = C, thenM ′∩Mω = C holds by Proposition 5.4.
Since Z(Mω) ⊂M ′ ∩Mω, this shows that Mω is a factor, a contradiction. Therefore Mω 6= C.
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Notes added in Proof After the paper has been submitted, the authors were informed from
Eberhard Kirchberg of his ultraproduct [Kir] for a given sequence (An, ϕn)n of pairs of C
∗-
algebras and faithful states, which are (after some identification) in fact a generalization of
Ocneanu’s construction to C∗-algebras. In particular, he proved a result [Kir, Proposition 2.1
(iv)] which is essentially the same as Theorem 4.1 in the case of von Neumann algebras. Our
proof is different from his method.
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