Abstract|We consider Whittle's probabilistic content addressable memory, the antiphon, which is designed for recovering stored patterns from nonlinear distorsions of the input messages. We give an application to contentbased image retrieval systems, and propose canonical ways of choosing similarity thresholds ensuring statistical consistency.
I. Introduction
Let C n ? = f?1; 1g n be the hypercube of dimension n 2 IN, from which we extract a set of words S = fa 1 ; ::; a m g, m 2 IN. A device or memory which is able to recall a stored word of the above list without reference to its physical location is called content addressable, and the retrieval process is based only on semantic content. One well-known neural network of this type is the Hop eld network, with Hebbian learning. Let ), and H 0 ( ) is the heaviside function, which is taken componentwise. This simple inference rule is based only on correlation, which is measured by the overlap between patterns . The threshold 2 IR m indicates a level of correlation, and we take two patterns a andã to be similar when their overlap a Tã is larger than a threshold value r . The intended trace is estimated by computing AH (A T y). In practice synapses have a nite accuracy, and the presented cue y is no longer only a superposition of memories of the list fa 1 ; ::; a m g, but a stochastically distorded version of it. Whittle's model 29], the antiphon (AP), proceeds by introducing noise in the above procedure, and proposes a device for realising reliable memory from unreliable components, by making the analogy of circulating a code word around a noisy channel. Consider a network with two set of nodes ( 31] )): m -nodes and n -nodes. An excitation pattern 2 C m 0 is presented to the -nodes, which is a code for the presence or the absence of a given memory trace, that is r = 1 means that the memory trace a r 2 C n ? is present. is then presented to the -nodes as an input, is decoded as u := A 2 IR n , and is perturbed through a noisy channel with statistic P(yju) = sponding to an inference step. The probability of error is simply given by P e := P( 6 = ), where we assume that the pattern matrix is chosen at random with a given distribution. The capacity problem consists in determinating the maximal rate of growth of m as function of n ensuring that lim n!1 P e = 0. In what follows, we consider mainly two families of distributions. The rst consists in choosing uniformly over C m 0 , and the second is the family of uniform distributions on the Hamming spheres of radius k 2 IN. Let N( ; n; m) be the number of stored patterns. Then N( ; n; m) = 2 m in the rst case and N( ; n; m) = ? m k in the second case. In both situations, we say that the memory size is a positive capacity when lim n!1 P e = 0 and lim n!1 n ?1 log(N( ; n; m)) > 0 .
When A 2 f0; 1g nxm , Whittle ( 29] , 30]) considers the following channel statistics: y k 2 f0; 1g with transitions p(y k ju k ) of the form P(y k = 0ju k ) = u k , where 0 < 1 and 0 < < 1. In his model, the pattern matrix A is chosen to be the adjacency matrix associated with a random graph. For a well chosen threshold , it is shown that lim n!1 P e = 0 when m(n) constn= log(n), a lower bound comparable to that associated with Hop eld networks ( 16] , 17] , 20] ). Both (AP) and the maximum likelihood (ML) can realize a positive capacity (see 31]), but this also requires an exponential growth of the number of computation steps. In what follows, we investigate the asymptotic behavior of the antiphon for thresholds of the form L = (1=2)W 1 m , where W := A T A and 1 m is the m-dimensional vector composed only of ones, and for thresholds of the form s = sn1 m , s 2 IR. Our topic will consist in studying the domain of applicability of these various neural networks. The rst threshold is used for the linear model y = A + R, and the second for nonlinear model of the form y = G(A )+R, where G : IR ?! IR denotes a distorsion function. We also give an application to image analysis and pattern recognition.
II. The linear model
In this section, the channel statistics is the linear model y = A + R, where A 2 IR nxm is the memory matrix, the excitation pattern and R a n-dimensional random vector with independent and identically distributed components. Formally, the inference step of the (AP) could be viewed as a way of making a regression, with the a priori knowledge that the intended parameter lies in In fact, the object is di erent of the usual regression task: the regressors are restricted to be binary variables, indicating only the presence or the absence of a given explanatory variable behind the data, and the inference problem is more close to a m-class problem.
III. Classification
Given a space , a decision rule partitions into components i , i = 1; ::; N, representing classes ! i , i = 1; ::; N. An observation y is classi ed as coming from class ! i when y is in i . We assume a uniform prior probability. Given an observation y, a natural way of discriminating between the possible classes ! i is to choose the class ! i maximizing the posterior probability P(! i jy). In general, the above probabilities can not be computed since the exact statistical model is not available, and should be estimated from the design set. Using Bayes's theorem, the above decision rule becomes P(yj! i ) > P(yj! j ) 8j 6 = i ) y In what follows, we set N = N( ; n; m) ( where G is applied componentwise. As we will see, inference rules of the generic form = H (A T y) still work, but under assumptions on the form of the underlying ex- 8s such that E(a 1 )E(G(a 1 + :: + a k )) < s < E(a 1 G(a 1 + :: + a k )), 80 < < k ? s. For example, the Hop eld recursive network corresponds to F(x) x. To make a link with (AP), we choose F H s and G Sgn. We then get the double recursion (t) = F(A T x(t)), x(t + 1) = G(A (t)), which gives (t + 1) = F(A T G(A (t))), a recursive antiphon (given (0), set (1) = (0) and so on). (LAP) is thus seen as a one-shot version of this particular (RCAM). Assume that P(a = 1) = p, P(a = ?1) = 1 ? p, for some 0 < p < 1. Then Cov(a; G(a)) = 1 ? (1 ? 2p) 2 for more details). Usually, the basic images are modeled to be realizations of a Markov random eld; here, we suppose independence between sites .
Lemma 2 Assume that the set of stored images S = fa 1 ; ::; a m g is drawn at random with i.i.d. entries a ij such that E(a ij ) 2 < 1 , and that the random perturbation R is independent of A with i.i.d. entries R ij such that E(R ij ) = 0 and E(R ij ) 2 < 1. Let the convolution window be such that B 00 > 0, B k;l 0 when jkj 1, jlj 1, (k; l) 6 = (0; 0), and B k;l = 0 otherwise. Suppose that y = G(Ba)+R, is such that P(A T y?sn1 m = 0) = 0, 8s 2 IR. Assume moreover that E(a ij G(Ba) ij ) 2 < 1, E(G(Ba) ij ) 2 < 1 , and that Cov(a ij ; G(Ba) ij ) > 0; 8(i; j):
Then lim L!1 P( 6 = H s (A T y)jj j = 1) = 0, when m = o(n) and E(a ij )E(G(Ba) ij ) < s < E(a ij G(Ba) ij ):
The above Lemma shows that (LAP) detects positive correlations, and can be used for retrieving images in a large database. Note that the main di erence with the previous results is that the channel statistics is no longer of the form Q i p(y i ju i ) (see section I.), the convolution window introducing interactions between components.
IV. The Perceptron
The classical perceptron (P) is a single formal neuron with bipolar output, and activation rule given by = Sgn (J T y) 2 f?1; 1g; y 2 IR n ; with connection vector J 2 IR n and threshold 2 IR. Given a set of m patterns S = fa 1 ; ::; a m g, and a set of desired outputs f 1 ; ::; m g, one for each pattern a r , the object is to nd J 2 IR n and 2 IR in such a way that r = Sgn ( (2 log(n) ))q G , where 0 < q G := E(NG(N))) 2 =(E (G 2 (N) )) 1. ii) Let G be such that E(NG(N)) < 0. Then, 80 < < (1=2), 9n 0 2 IN with P( = H 0 (A T J G ( ))) < 1 2 + , 8n n 0 .
We suspect that the n=(2 log(n))q G is the best possible, and that this result should extend to more general situations. The practical drawback of this preprocessing step is the time needed to learn (S; ) with the Perceptron algorithm, and almost nothing is known concerning its average convergence time. It would be interesting to check the behavior of the above coding-denoising scheme when R 6 = 0.
Preprocessing
This seems to be a non obvious problem. The study of the volume D IR n consisting of those vectors J such that = Sgn(A T J) is very hard to handle, and the only known results are due to Gardner 7] , where the volume is considered through the replica mean eld method.
V. Concluding remark
We have considered a generic inference rule for recovering stored patterns from noisy data, and explored the associated memory sizes. The basic architecture of the networks is already used in content-based image retrieval systems (see e.g. 9]) where the structure is ad hoc. Our results (Theorem 1, Lemmas 1 and 2) give a canonical way of choosing similarity thresholds ensuring statistical consistency. The asymptotic normality of the (LS) has been investigated in 13] under some conditions on the growth of m(n), and the statistical validation of the neural procedure should also be envisaged, at least to allow a comparison of the inference rules based on L and s . The same arguments also hold for P ?
e;r , and we get the result.
Concerning Assume rst that 1 l k: We have
which is probability of large deviations for a sum of i.i.d. random variables, which becomes
Consider the event A := fjn ?1 P n i=1 a l i G( P k =1 a i ) ? k j g, where > 0. The above probability is then Of course we assume that k 2 (Gja) and that s < k . Using Chebyshev's inequality, the second term is bounded by E(a 2 ) 2 R =(n( k ? s ? ) 2 ), and it remains to check the behavior of the rst term. Using the same argument, we obtain that P(A c ) ( 2 k ? 2 k )=(n 2 ). In summary, we have proved that 
