Abstract. In this work we consider the Suslov problem, which consists of a rotation motion of a rigid body, whose center of mass is located at one axis of inertia, around a fixed point O in a constant gravity field restricted to a nonholonomic constraint. The integrability and non-integrability has been established by a number of authors for the nongeneric values of b = (b 1 , b 2 , b 3 ) which is the unit vector along the line connecting the point O with the center of mass of the body. Here we prove the analytic non-integrability for the remaining (generic) values of b.
Introduction
The Suslov problem is one of the most famous problems in nonholonomic dynamics with no shape space and was formulated in [6] . It is a generalized rigid body with some of its body angular velocity components set equal to zero, i.e., it consists of a rotational motion of a rigid body around a fixed point O in a constant gravity field when restricted by a non-holonomic constraint n, ω = 0, where ω = (ω 1 , ω 2 , ω 3 ) is the body angular velocity, n is a vector fixed in the body and ·, · denotes the standard metric in R 3 .
To be more precise, the equations of motion of the Suslov problem are (1) Iω = I ω × ω + εγ × b + λn,γ = γ × ω, n, ω = 0, where λ is the Langrange multiplier; the diagonal matrix I = diag(I 1 , I 2 , I 3 ) represents the inertia of the body; γ = (γ 1 , γ 2 , γ 3 ) is the unit vertical vector and b = (b 1 , b 2 , b 3 ) is the unit vector along the line connecting the point O with the center of mass of the body; ε is the product of the mass of the body and the gravity constant. We assume that n = (0, 0, 1), i.e., we assume that the center of mass is located at the third axis of inertia, and thus the equation of the constraint is ω 3 = 0. The Suslov equations can be written as
where I 1 , I 2 > 0. System (2) has two polynomial first integrals
. The integrability of the Suslov problem and its generalization have been studied by a number of authors (see [3] , [4] , [5] , [1] , [8] , [7] and the references therein). There are three known integrable cases of system (2), which are:
(i) The Suslov case (see [6] ), i.e., when ε = 0. Then F 3 = ω 1 . This case was studied by Suslov in [6] without the assumption on the location of the center of mass, i.e., with n being arbitrary. (ii) The Kharlamova-Zabelina case (see [2] ), i.e., when b, n = 0. Then
iii) The Kozlov case, i.e., when b parallel to n, i.e., b 1 = b 2 = 0, and I 1 = I 2 . Then F 3 = ω 1 γ 1 + ω 2 γ 2 (see [3] ). There are also a number of non-integrability results. Namely, using different type of techniques such as the Moralis-Ramis theory, or the study of the connection between the properties of solutions on the complex time plane and the existence of first integrals it was proved in [8, 7] and [4] that when b is parallel to n only the case I 1 = I 2 admits an additional complex or real meromorphic first integral. When b is not parallel to n and b 2 = 0 it was proved in [5] and [4] that system (2) does not possess any third complex or real meromorphic first integral which is functionally independent of F 1 and F 2 . The main purpose of this paper is to study the integrability of the remaining case, i.e., when εb 2 b 3 = 0. We note that if ε = 0, then with a rescaling of time we can always assume that ε = 1. Moreover, we note that system (2) is invariant with respect to the change of variables
Therefore we can also assume that b 1 = 0 otherwise with the above change we are in the case b 2 = 0, which was studied in [8, 7] and [4] . In short, we will consider the polynomial integrability of system (2) when εb 1 b 2 b 3 = 0. The following theorem is the main result of the paper.
does not admit any third analytic first integral which is functionally independent of F 1 and F 2 .
This theorem completes the characterization of the integrability of the Suslov problem in the analytic category. The article is organised as follows. In Section 2 we shortly review some of the definitions and results used in the paper. The proof of our main result is given in Section 3
Preliminaries
We consider polynomial differential systems of the form
with P(x) = (P 1 (x), . . . , P n (x)) and P i ∈ C[x 1 , . . . , x n ] for i = 1, . . . , n. As usual C[x 1 , . . . , x n ] denotes the polynomial right over C in the variables x 1 , . . . , x n . Here, t can be real or complex. We say that F is a first integral of (4) if and only if F is constant on the solution curves of (4). We associate to (4) a vector field X as follows
Then if F is differentiable, then it is a first integral of (4) if and only if XF = 0. We say that F is a polynomial, analytic or meromorphic first integral depending whether F belongs to the corresponding category of functions. Also, we say that system (4) is weighthomogeneous if there exists s = (s 1 , . . . , s n ) ∈ N n and d ∈ N such that for an arbitrary α ∈ R + , where R + denote the set of positive real numbers, we have
for i = 1, . . . , n. We call s = (s 1 , . . . , s n ) the weight-exponent of system (4) and d the weight degree with respect to the weight exponent s. In the particular case that s = (1, . . . , 1) system (4) is called a homogeneous polynomial differential system of degree d. We say that a polynomial F (x 1 , . . . , x n ) is a weight-homogeneous polynomial with weight exponent s = (s 1 , . . . , s 5 ) and weight-degree d if
If s = (1, . . . , 1) then we say that F is a homogeneous polynomial of degree d. The following well-known proposition reduces the study of the existence of an analytic first integral of a weight-homogeneous polynomial differential system (4) to the study of the existence of a weight-homogeneous polynomial first integrals. Proposition 1. Let H be an analytic function and let H = k H k be its decomposition into weight-homogeneous polynomials of weight degree k with respect to the weight exponent s. Then H is an analytic first integral of the weight-homogeneous polynomial differential system (4) with weight exponent s if and only if each weight-homogeneous part H k is a first integral of system (4) for all k.
Introducing the change of variables
where i = √ −1 and 1 = √ I 1 and 2 = √ I 2 , system (2) writeṡ
The first integral F 1 in these new variables becomes
The second integral F 2 in these new variables becomes (5) is sufficient to know all the analytic first integrals of system (5). Thus for each n ≥ 1, we can express any analytic first integrals G as
where G l1,l2,j1,j2,j3 ∈ C. In the rest of this section we shall use that fact that the five dimensional system (5) possesses the two functionally independent polynomial first integrals F 1 and F 2 in order to reduce it to the three dimensional polynomial system. We shall restrict system (5) to the zero level of the first integral F 2 . Hence, setting F 2 = 0 and solving for ξ 3 we get
Now introducing ξ 3 = −γ 2 2 /ξ 1 into F 1 = 0 sand solving for Ω 1 we get Then system (5) with the restriction F 1 = F 2 = 0 and with a rescaling of time by setting dt = 1 2 Ω 2 ξ 1 dτ becomeṡ
(10) where the dot denotes derivative with respect to τ . Then if we denote by G = G (Ω 2 , ξ 1 , γ 2 ) the restriction of G given in (6) to ξ 3 and Ω 1 as in (7) and (8) we get that G is a first integral of system (10) and is of the form
where G 1,2,3 = (−1) l1+j3 G l1,l2,j1,j2,j3 ∈ C.
Proof of the main result
It follows from Section 2 that to prove Theorem 1 it is sufficient to show that system (10) has no first integral of the form (11). For each n ≥ 1, we can express it as
where as usual [·] denotes the integer part function. Without loss of generality we can assume that G has no constant term. We note that G k is a polynomial in the variable γ 2 and a rational function with respect to the variable ξ 1 . Clearly, G is a polynomial in the variable γ 2 and a rational function in the variables ξ 1 and Ω 2 . To prove Theorem 1 it is enough to show that G k = 0 for each k = −[n/2], . . . , [n/2]. If G is a first integral system (10) it must satisfy
and
computing the different coefficients of Ω j 2 in (12), we obtain
We consider a preliminary result.
Lemma 2. Let S and S 1 be as in (9), then S does not divide S 1 .
Proof. Setting S = 0 and solving with respect to ξ 1 we get
Note that since b 1 , b 3 ∈ R, ξ 1 is well defined. Now introducing ξ 1 in S 1 we obtain 2γ 2 2
Solving it with respect to b 1 we get
which is not possible since b j ∈ R for j = 1, 2, 3 and I 1 , I 2 > 0.
Lemma 3. Let l 1 = l 2 and f j be a polynomial in the variable γ 2 and a rational function with respect to the variable ξ 1 . Then condition A[f j ] = 0 implies
Since by Lemma 2 S does not divide S 1 , in view of (15) we get that S must divide f j . Therefore we can write f j = S m g j for some m ≥ 1 and g j is not divisible by S. Then g j satisfies
where
Since g j is not divisible by S, then G j must be divisible by S, i.e.
for some α i ∈ C, i = 1, 2, 3. Then introducing G j in (16), and after simplifying by S, we get
Solving it we obtain
where K j is any smooth function in the variable (l
2 )/ξ 1 and
Since m ≥ 1, l 1 = l 2 , l 1 l 2 = 0 and g j must be a polynomial in the variable γ 2 and a rational function with respect to the variable ξ 1 , we must have α 1 = α 2 = α 3 = 0. But then G j = 0, which is not possible. Hence, g j = 0 which yields f j = 0. Now assume j = 0. From A[f 0 ] = 0 after simplifying by S, we have that
Solving it we obtain where K j is any smooth function. Since f 0 must be a polynomial in the variable γ 2 and a Laurent polynomial with respect to the variable ξ we must have that K 0 is a polynomial. In view of equation (11), we get that f 0 is of the form
Then n must even, and comparing (18) and (19) if we set j 3 + l 2 − j 1 = p, we must have 2l 2 + j 2 + 2j 3 = 2p. This implies, 2j 3 + 2l 2 − 2j 1 = 2l 2 + j 2 + 2j 3 which yields −2j 1 = j 2 , i.e. j 1 = j 2 = 0. Hence, if we denote G l2,l2,0,0,j3 =G l2,,j3 we get
Comparing with (18) we obtain that if f 0 is not a constant then
which is not possible (note that b 1 b 2 b 3 = 0). This concludes the proof of the lemma. 
