For a proper lower semicontinuous function, we study the relations between the metric subregularity of its limiting subdifferential relative to the critical set and the KL property of exponent 1/2. When the function is convex, we establish the equivalence between them under a continuity condition. When the function is nonconvex, we show that the KL property of exponent 1/2 along with the quadratic growth on the critical set implies the metric subregularity of the subdifferential relative to the critical set; and if the function is primal-lower-nice, under an assumption on stationary values, the latter implies the former. These results provide a bridge for the two kinds of regularity and contribute to enriching each other.
Introduction
For a proper lower semicontinuous (lsc) function, the metric subregularity of its (limiting) subdifferential at a (limiting) critical point for the origin states that for any point near the critical point, its distance to the critical set is upper bounded by the remoteness (i.e., distance to zero) of the subdifferential at this point. When the function is convex, Artacho and Geoffroy [1] provided an excellent characterization for this property in terms of the quadratic growth condition of the function, and this property plays a key role in the linear convergence analysis of algorithms; for example, the proximal point algorithm [2] . However, when the function is nonconvex, there is less knowledge on the metric subregularity of the subdifferential at critical points except that the metric subregularity of the subdifferential at a local minimizer implies the quadratic growth (see [3, 4] ), and it is even unclear how to use the property to achieve the linear convergence of algorithms.
Recently, the Kurdyka-Łojasiewicz (KL) property of a proper lsc function is successfully used to analyze the global convergence of algorithms for nonconvex and nonsmooth optimization problems (see [5, 6, 7] ). In particular, the KL property of exponent 1/2 is the crucial part in achieving the linear convergence of the corresponding algorithms. Then, it is natural to ask whether there is a link or not between the metric subregularity of the subdifferential at a critical point and the KL property of exponent 1/2 of the function at the reference point. This work aims at investigating this so as to build a bridge for the two kinds of regularity. For the convex function, we establish their equivalence. For the nonconvex function, we show that the KL property of exponent 1/2 along with the quadratic growth on the critical set implies the metric subregularity of the subdifferential relative to the critical set; and if the function is primal-lower-nice (pln), under an assumption on stationary values, the latter also implies the former.
For a class of structured nonconvex functions, Li and Pong [8] showed that under the assumption on stationary values, the Luo-Tseng error bound implies the KL property of exponent 1/2. Our result (see Proposition 3.4) shows that under this assumption the metric subregularity of the subdifferential relative to the critical set also implies the KL property of exponent 1/2. Then, it is interesting to know what is the link between the metric subregularity of the subdifferential relative to the critical set and the Luo-Tseng error bound. In Section 3.3, we provide a full exploration and extend the result of [9, Section 3] partially to the nonconvex case.
Notations and preliminaries
We denote X by a finite-dimensional vector space equipped with the inner product ·, · and its induced norm · . For an extended real-valued function f : X → (−∞, +∞], we denote dom f = {x ∈ X : f (x) < ∞} by its domain, and for given real numbers α and β, set [α ≤ f ≤ β] := {x ∈ X : α ≤ f (x) ≤ β}, and f is called proper if dom f = ∅. For a proper f : X → (−∞, +∞], we use x ′ − → f x to signify x ′ → x and f (x ′ ) → f (x). For a given x ∈ X and a constant ε > 0, B(x, ε) denotes the closed ball centered at x with radius ε. For a proper convex function φ : X → (−∞, +∞], denote by prox φ its proximal operator. For a proper convex function φ : X → (−∞, +∞], denote by prox φ its proximal operator, and for a closed set S ⊆ X, Π S denotes the projection operator on S, which is a multi-valued mapping when the set S is not convex. 
Limiting subdifferential and metric subregularity
and the (limiting) subdifferential of f at x is defined by
Remark 2.1 (a) At each x ∈ domf , it holds that ∂f (x) ⊆ ∂f (x), where the former is closed convex, and the latter is closed but generally not convex. When f is convex, both ∂f (x) and ∂f (x) reduce to the subdifferential of f at x in the sense of convex analysis.
(b)
The point x at which 0 ∈ ∂f (x) is called a (limiting) critical point of f . We denote by critf the set of critical points (or the critical set). By [10, Theorem 10.1], the local minimizer of f is necessarily the critical point of f .
Definition 2.2 Let F : X ⇒ X be a multifunction. Consider an arbitrary (x, y) ∈ gphF. We say that F is metrically subregular at x for y if there exist ε > 0 and κ > 0 such that
Definition 2.2 has a little difference from the original one, and we here adopt an equivalent form by [11, Section 3H] . It is well-known that the metric subregularity of F at x for y ∈ F(x) if and only if its inverse mapping F −1 is calm at y for x ∈ F −1 (y). For the recent discussions on the criterion of calmness and metric subregularity, the reader may refer to [12, 13] . In this work, we focus on the metric subregularity of the subdifferential of a proper lsc function f : X → (−∞, +∞], and say that ∂f is metrically subregular relative to critf if it is metrically subregular at each x ∈ critf for the origin. Generally, it is not an easy task to check whether the subdifferential of a proper (even convex) function is metrically subregular or not at a critical point. Appendix A summarizes some convex functions whose subdifferentials are metrically subregular at each point of their graphs. (ii) for all s ∈ (0, η), ϕ ′ (s) > 0, and a neighborhood U of x such that for all x ∈ U ∩ f (x) < f < f (x) + η ,
Kurdyka-Łojasiewicz property
If the corresponding ϕ can be chosen as ϕ(s) = c √ s for some c > 0, then f is said to have the KL property at x with an exponent of 1/2. If f has the KL property of exponent 1/2 at each point of dom ∂f , then f is called a KL function of exponent 1/2.
Remark 2.2 To argue that a proper f is a KL function of exponent 1/2, it suffices to check whether it has the KL property of 1/2 at all critical points or not, since by [5, Lemma 2 .1] it has the property at any noncritical point.
Primal-lower-nice functions
Definition 2.4 Let h : X → (−∞, +∞] be a proper function and consider x ∈ domh. The h is said to be pln at x, if there exist R > 0, c ′ > 0 and ε ′ > 0 such that for all x ∈ B(x, ε ′ ), for all r > R and all v ∈ ∂h(x) with v ≤ c ′ r,
If h is pln at each x ∈ domh, then we say that h is a pln function.
Remark 2.3
In the original definition (see [14] ), the proximal subdifferential instead of the limiting subdifferential is used. However, by [15, Remark 1.5] , for a pln function
for all x ∈ domh, where ∂ P h and ∂ C h are the proximal and Clarke subdifferentials of h. That is, the definition of the pln property is independent of the involved subdifferential.
The pln function includes strongly amenable functions and semiconvex functions. For strongly amenable functions, the reader is invited to see [10, Section 10.F]. Next, we recall from [16] the formal definition of semiconvexity.
Remark 2.4 (a) Definition 2.5 is equivalent to saying that for each
(b) A continuously differentiable function h : X → R with Lipschitz continuous gradient is necessarily semiconvex. Every twice continuously differentiable function with bounded second derivative is also semiconvex.
(c) By [17, Theorem 6] a locally Lipschitzian function h : X → R is lower-C 2 if and only if ∂ C h is strictly hypomonotone, that is, for all x ∈ X, lim inf
It is not difficult to verify that the minimization of a locally Lipschitzian lower-C 2 function over a compact convex set Ω ⊆ X is equivalent to the unconstrained minimization of a certain semiconvex function.
3 Metric subregularity and KL property of exponent 1/2
For a proper lsc f : X → (−∞, +∞], we investigate the link between the metric subregularity of ∂f relative to critf and the KL property of exponent 1/2.
The case that f is convex
In this part we shall establish the equivalence between the metric subregularity of ∂f relative to critf and the KL property of exponent 1/2 of f under a continuity condition. This requires the following lemma that summarizes some favorable properties of the trajectories of the differential inclusion for a proper lsc convex function.
Lemma 3.1 Let h : X → (−∞, +∞] be a proper lsc convex function with crith = ∅. For each x ∈ domh, there is a unique absolutely continuous curve χ x : [0, +∞) → X such that
Also, the curve χ x (called a subgradient curve) has the following properties:
of χ x is well defined and satisfies
(iv) the function t → h(χ x (t)) is nonincreasing and lim t→∞ h(χ x (t)) = h * ;
(v) χ x (t) converges to some x ∈ crith as t → ∞.
Lemma 3.1 can be found in [18] , and its proof is provided in [19] except for part (v), which was proved in [20] . Comparing with [16, Theorem 13] , we see that the subgradient curve of a semiconvex function generally does not satisfy (iii) and (v). (i) the multifunction ∂f is metrically subregular relative to critf ;
(ii) for each x ∈ critf , there exist ε > 0 and ν > 0 such that for all x ∈ B(x, ε),
(iii) f is a KL function with an exponent of 1/2.
Proof: The equivalence between (i) and (ii) follows by [1, Theorem 3.3] . We next establish the implication (ii) ⇒ (iii). Fix an arbitrary x ∈ critf . Suppose that there exist ε > 0 and ν > 0 such that (2) holds for all x ∈ B(x, ε). Pick up an arbitrary x ∈ B(x, ε). If ∂f (x) = ∅, the conclusion holds automatically. So, it suffices to consider the case ∂f (x) = ∅. From the convexity of f , for any z ∈ crit f , it holds that
Then,
ξ .
By setting z = x in the last inequality and using inequality (2), we obtain
This shows that f has the KL property of exponent 1/2 at x. By the arbitrariness of x in critf , the conclusion in (iii) follows.
Assume that f is continuous on critf . We argue that (iii) ⇒ (ii) holds. Fix an arbitrary x ∈ critf . Since f is a KL function of exponent 1/2 and x ∈ dom∂f , there exist
Since f is continuous at x, there exists ε 2 > 0 such that for all x ∈ B(x, ε 2 ),
Set ǫ = min(ε 1 , ε 2 ). The last two inequalities imply that for all x ∈ B(x, ǫ)\critf ,
Since f is a proper lsc and convex function, by Lemma 3.1 for every x ∈ domf there is a unique absolutely continuous subgradient curve χ x : [0, +∞) → X that satisfies the differential inclusion (1). Define ω(t) := f (χ x (t)) − f * for t ∈ [0, +∞). Fix an arbitrary x ∈ B(x, ǫ)\critf and consider the differential inclusion (1). By Lemma 3.1 (iii) it follows that χ x (t) − x ≤ x − x ≤ ǫ for any t > 0. Fix an arbitrary T > 0. Then,
where the second equality is due to Lemma 3.1 (ii) , and the inequality is using (3) and the fact thatχ x (t) ∈ −∂f (χ x (t)). The last inequality implies that
where the last inequality is since the length of the curve connecting any two points is at least as long as the Euclidean distance between them. Thus, together with the nonnegativity of ω(T ), it is immediate to obtain
Notice that the function χ x (·) is continuous by [16, Theorem 14] . By taking the limiting T → ∞ and using Lemma 3.1(v) , it follows that
This, by the arbitrariness of x ∈ B(x, ǫ)\critf , implies that (ii) holds. ✷ 
The case that f is nonconvex
We first show that under the quadratic growth condition in (2), the KL property of exponent 1/2 implies the metric subregularity of ∂f relative to critf . Proof: Fix an arbitrary x ∈ critf . To prove that ∂f is metrically subregular at x for the origin, it suffices to argue that there exist ε > 0 and κ > 0 such that
Since f has the KL property of exponent 1/2 at x, there exist η ∈ (0, +∞], ε 1 > 0 and c > 0 such that for all x ∈ B(x,
Since the quadratic growth holds at x, there exist ε > 0 and ν > 0 such that
Fix an arbitrary x ∈ B(x, ε) with ε = min(ε 1 , ε 2 , ε). By (5) and (7), we have
, by (6) we have f (x) ≤ f (x), and then dist 2 (x, (∂f ) −1 (0)) = 0 follows from (7). Then, the last inequality still holds. Thus, the desired (4) holds with κ =
, when x is a local minimum, the metric subregularity of ∂f at x for the origin implies the quadratic growth at x. This shows that the quadratic growth is necessary for the conclusion.
(b) The continuity of f on critf is also necessary for the conclusion. Consider
An elementary calculation yields ∂f (0) = R and ∂f (x) = {4x 3 } if x = 0. Clearly, f is not continuous on cirtf = {0}. It is easy to check that ∂f is not metrically subregular at x = 0 although the quadratic growth condition (2) holds at x and f is a KL function with an exponent of 1/2.
Now it is unclear whether the converse conclusion of Proposition 3.1 holds or not for a general nonconvex f . For the pln function, we may achieve it under the following assumption concerning separation of stationary values: Assumption 3.1 For each x ∈ critf , there exists δ > 0 such that f (y) ≤ f (x) for all y ∈ B(x, δ) ∩ critf . Proof: Fix an arbitrary x ∈ critf . Since ∂f is metrically subregular at x for the origin, there exist ε > 0 and κ > 0 such that (4) holds. Since f is pln at x, by Definition 2.4 there exist R > 0, c ′ > 0 and ε ′ > 0 such that for all x ∈ B(x, ε ′ ), all r > R and all v ∈ ∂f (x) with v ≤ c ′ r, one has
Since f is locally Lipschitz near x, there exist δ ′ > 0 and L > 0 such that for all 
Take an arbitrary ξ ∈ ∂f (x). From the last inequality and (8), it follows that
Notice that f (u) ≤ f (x) by Assumption 3.1. Then, it holds that
Since dist(x, (∂f ) −1 (0)) ≤ κdist(0, ∂f (x)) by (4), the last inequality implies
Along with f (x) > f (x), this shows that f has the KL property of exponent 1/2 at x. By the arbitrariness of x ∈ crit f , the desired result follows. ✷ Remark 3.3 Assumption 3.1 and the local Lipschitz continuity of f on cirtf are not necessary to the conclusion. For example, for f (x) := sign(|x|) for x ∈ R, one may check that f is pln with cirtf = R, f is a KL function of exponent 1 2 and ∂f is metrically subregular relative to critf , but f is not locally Lipschitz continuous on critf and Assumption 3.1 does not hold at x = 0.
When the function f is semiconvex, Proposition 3.2 can be strengthened as follows. 
Now suppose that the condition (i) holds. Following the same arguments as those after (9) for Proposition 3.2, one may get the desired result. ✷ Remark 3.4 An example satisfying the assumption of Proposition 3.3 is the function
where A ∈ R n×p and b ∈ R n are the observation matrix and vector, respectively, µ > 0 is the regularization parameter, and φ λ (λ > 0) is the SCAD function from [25] 
or the MCP function from [26] which takes the following form for a > 0
One may check that f is semiconvex of modulus γ = 
. This implies that ∂f is polyhedral, i.e., gph∂f is the union of finite many polyhedral convex sets, and hence is metrically subregular at each x ∈ critf for 0 by [ 
The case that f is structured nonconvex
In this part we focus on the structured nonconvex f which takes the form of
where g : X → (−∞, +∞] is a proper lsc function with an open domain and is continuously differentiable on domg, and h : X → (−∞, +∞] is a proper lsc convex function with domh ∩ dom g = ∅. Clearly, the composite g(·) + h(·), where g has the same property as g does and h : X → (−∞, +∞] is a proper lsc semiconvex function, can be rewritten as the form of (13) . It is easy to check that f is pln but is not semiconvex unless the gradient of g is Lipschitz continuous. Now by using its special structure of f we can obtain the conclusion of Proposition 3.3 without the local Lipschitz continuity of f on critf . Proof: Fix an arbitrary x ∈ critf . Since ∂f is metrically subregular at x for the origin, there exist ε > 0 and κ > 0 such that (4) holds. Since x ∈ domg and g is smooth on domg, ∇g is Lipschitz continuous near x, i.e., there exist δ ′ > 0 and L g > 0 such that B(x, δ ′ ) ⊂ domg and for any y, z ∈ B(x, δ ′ ), ∇g(y)−∇g(z) ≤ L g y −z . By the descent lemma, it follows that
In addition, since h is a proper lsc convex function, it holds that h(z) − h(y) ≥ ζ, z − y ∀z, y ∈ X and all ζ ∈ ∂h(y).
Take ǫ ∈ (0, 1 2 min(ε, δ ′ , δ)) such that B(x, ǫ) ⊆ domg, where δ > 0 is the constant in Assumption 3.1. Fix an arbitrary x ∈ B(x, ǫ/2) and let u ∈ Π critf (x). Notice that
Take an arbitrary ζ ∈ ∂h(x). Then, together with the last two inequalities, it follows that
where the first inequality is due to u ∈ B(x, δ) ∩ critf and Assumption 3.1. Taking the infimum over all possible ζ ∈ ∂h(x), by (4) and the last inequality,
By the arbitrariness of x in critf , f is a KL function of exponent 1/2. ✷ Recently, Li and Pong [8] showed that under Assumption 3.1, the KL property of exponent 1/2 is also implied by the Luo-Tseng error bound [27] which is stated as: "for any ζ ≥ inf z∈X f (z), there exist ε > 0 and κ > 0 such that
whenever f (x) ≤ ζ and prox h (x − ∇g(x)) − x < ε". Then, it is natural to ask what is the link between the metric subregularity of ∂f relative to critf and the Luo-Tseng error bound. For a class of structured convex f , the results of [9, Section 3] actually show that under the compactness of critf , the former implies the latter, and we here extend it to the nonconvex case.
Lemma 3.2 For the nonconvex f in (13), the following assertions hold.
(i) If the function f is continuous on critf , then the Luo-Tseng error bound implies that ∂f is metrically subregular relative to critf .
(ii) If the critical set critf is compact, the metric subregularity of ∂f relative to critf implies the following error bound: there exist τ > 0 and ̟ > 0 such that for all z ∈ domf with dist(z, (∂f )
which in turn implies that the Luo-Tseng error bound holds.
Proof: For convenience, we write R(x) := prox h (x − ∇g(x)) − x for x ∈ X.
(i) Fix an arbitrary x ∈ critf . Since g is continuously differentiable on domg, ∇g is locally Lipschitz continuous at x. Hence, there exist δ ′ > 0 and L > 0 such that for all z ∈ B(x, δ ′ ), ∇g(z) − ∇g(x) ≤ L z − x , and consequently
where the equality is due to R(x) = 0. Since the Luo-Tseng error bound holds, there exist ε > 0 and κ > 0 such that dist(z, (∂f ) −1 (0)) ≤ κ R(z) whenever f (z) ≤ f (x) + 1 and R(z) < ε. Since f is continuous at x, there exists δ ′′ > 0 such that for all z ∈ B(x, δ ′′ ), f (z) ≤ f (x)+ 1. Set ε = min(δ ′ , δ ′′ , ε L+3 ). Then, for any x ∈ B(x, ε), f (x) ≤ f (x)+ 1 and R(x) < ε, and hence dist(x, (∂f ) −1 (0)) ≤ κ R(x) , which by [8, Lemma 4 .1] implies dist(x, (∂f ) −1 (0)) ≤ κdist(0, ∂f (x)). So, ∂f is metrically subregular at x for 0. By the arbitrariness of x, the mapping ∂f is metrically subregular relative to critf .
(ii) Since critf ⊆ domg and critf is compact, there exists δ ′ > 0 such that {u ∈ X : dist(u, critf ) ≤ δ ′ } ⊆ domg. By the smoothness of g on domg, there exists L > 0 such that for all z, z ′ ∈ {u ∈ X : dist(u, critf ) ≤ δ ′ },
In addition, since ∂f is metrically subregular relative to the compact critf , by following the similar arguments as those for [9, Proposition 2], there exist δ ′′ > 0 and κ ′′ > 0 such that for all x ∈ critf + δ ′′ B X , dist(x, (∂f ) −1 (0)) ≤ κ ′′ dist(0, ∂f (x)).
Fix an arbitrary z ∈ domf with dist(z, (∂f ) −1 (0)) ≤ min( η + ∇g(z +R(z)) .
Notice that −R(z) − ∇g(z) ∈ ∂h(prox h (z − ∇g(z))) = ∂h(z + R(z)). Then, dist(z + R(z), (∂f ) −1 (0)) ≤ κ ′′ − R(z) − ∇g(z) + ∇g(z + R(z)) . The last part follows by using the same arguments as those for [9, Proposition 3] . ✷
Conclusions
For a proper lsc function, we have disclosed the relation between the metric subregularity of its subdifferential relative to the critical set and its KL property of exponent 1/2, and the link between the former and the Luo-Tseng error bound for a class structured nonconvex functions. The obtained results are helpful to excavate new classes of KL functions of exponent 1/2.
