In this paper, we present an e ective algorithm for globally solving quadratic programs with quadratic constraints, which has wide application in engineering design, engineering optimization, route optimization, etc. By utilizing new parametric linearization technique, we can derive the parametric linear programming relaxation problem of the quadratic programs with quadratic constraints. To improve the computational speed of the proposed algorithm, some interval reduction operations are used to compress the investigated interval. By subsequently partitioning the initial box and solving a sequence of parametric linear programming relaxation problems the proposed algorithm is convergent to the global optimal solution of the initial problem. Finally, compared with some known algorithms, numerical experimental results demonstrate that the proposed algorithm has higher computational e ciency.
Introduction
This paper considers the following quadratic programs with quadratic constraints: T , u = (u , . . . , u n ) T ; p bound approaches [8] [9] [10] , and so on. Except for the above ones, some algorithms for polynomial programming [11] [12] [13] [14] [15] and quadratic fractional programming [16] [17] also can be used to solve QP. Although these algorithms can be used to solve QP and its special cases, less work has been still done for globally solving the investigated quadratic programs with quadratic constraints. This paper will present a new global optimization branch-and-bound algorithm for solving QP. First of all, we derive a new parametric linearization technique. By utilizing this linearization technique, the initial QP can be converted into a parametric linear programming relaxation problem, which can be used to determine the lower bounds of the global optimal values of the initial QP and its subproblems. Based on the branch-andbound framework, a new global optimization branch-and-bound algorithm is designed for solving QP, the proposed algorithm is convergent to the global optimal solution of the initial QP by successively subdividing the initial box and by solving the converted parametric linear programming relaxation problems. To improve the computational speed of the proposed branch-and-bound algorithm, some interval reduction operations are used to compress the investigated interval. Finally, compared with some known algorithms, numerical experimental results show higher computational e ciency of the proposed branch-and-bound algorithm.
The remaining sections of this paper are listed as follows. Firstly, in order to derive the parametric linear programming relaxation problem of QP, Section 2 presents a new parametric linearization technique. Secondly, based on the branch-and-bound framework in Section 3, by combing the derived parametric linear programming relaxation problem with the interval reduction operations, an e ective branch-and-bound algorithm is constructed for globally solving QP. Thirdly, compared with some known methods, some existent test problems are used to verify the computational feasibility of the proposed algorithm in Section 4. Finally, some conclusions are obtained.
New parametric linearization approach
In this section, we will present a new parametric linearization approach for constructing the parametric linear programming relaxation problem of QP. The detailed deriving process of the parametric linearization approach is given as follows. Without loss of generality, we assume that Y = {(y , y , . . . , y n )
n×n is a symmetric matrix, and γ jk ∈ { , }.
For convenience in expression, for any y ∈ Y, for any j ∈ { , , . . . , n}, k ∈ { , , . . . , n}, j ≠ k, we de ne 
It is obvious that
and
The following limitations hold:
Proof. (i) By the mean value theorem, for any y ∈ Y, there exists a point
Thus, we can get that
Similarly, if γ kk = , then we have
Therefore, for any y ∈ Y, we have that
From the inequality (1), replacing γ kk by γ jk , and replacing y k by y j , we can get that
From the inequality (1), replacing γ kk by γ jk , we can get that
From (1), replacing γ kk and y k by γ jk and (y j + y k ), respectively, we can get that
From the former several inequalities, it is easy to follow that
Also since
From the limitations (3) and (4), replacing γ kk and y k by γ jk and y j , respectively, we have
and lim
From the limitations (3) and (4), replacing γ kk by γ jk , it follows that
By the limitations (3) and (4), replacing γ kk and y k by γ jk and (y j + y k ), respectively, we can get that
From the inequalities (7) and (8), we have
Thus, we can get that lim
Also from the inequalities (7) and (8), we get that
Thus, it follows that lim
Without loss of generality, for any Y = [l, u] ⊆ Y , for any parameter matrix γ = (γ jk ) n×n , for any y ∈ Y and i ∈ { , , . . . , m}, we let 
Proof. (i) From (1) and (2), for any j, k ∈ { , . . . , n}, we can get that
By (9) and (10), for any y ∈ Y ⊆ Y , we have that
Therefore, we obtain that
(ii)
From (3)-(6), we can obtain that lim
Therefore, we obtain that lim
Similarly to the proof above, we can get that
The proof is completed.
By Theorem 2.2, we can establish the following parametric linear programming relaxation problem (PLPRP) of QP over Y:
where
Based on the above parametric linearization process, we know that the PLPRP can provide a reliable lower bound for the minimum value of QP in the region Y. In addition, Theorem 2.2 ensures that the PLPRP will su ciently approximate the QP as u − l → , and this ensures the global convergence of the proposed branch-and-bound algorithm.
Branch-and-bound algorithm
In this section, a new global optimization branch-and-bound algorithm is presented for solving the QP. In this algorithm, there are several important operations, which are given as follows.
. Basic operations
Branching Operation: The branching operation will produce a more precise subdivision. Here we select a rectangle bisection method, which is su cient to guarantee the global convergence of the branch-and-bound algorithm. For any selected rectangle 
Interval Reduction Operation:
To enhance the running speed of the proposed algorithm, some interval reduction operations are given as follows.
For convenience in expression, for any y ∈ Y and i ∈ { , , . . . , m}, we let UB be the current upper bound of the (QP), and let 
. . , m} and c iq (γ) < for some q ∈ { , , . . . , n}, then the region Y q can be replaced by [
, u q ] ⋂ Y q . From the above conclusions, to improve the convergent speed of the proposed algorithm, we can construct some interval reduction operations to compress the investigated rectangular area. Algorithm Steps:
. New branch-and-bound algorithm
Step 0. Given the termination error and the random parameter matrix γ. For the rectangle Y , solve the PLPRP to obtain its optimal solution y and optimal value LB(Y ), let LB = LB(Y ) be the initial lower bound. If y is feasible to the QP, let UB = F (y ) be the initial upper bound, else let the initial upper bound UB = +∞. If UB − LB ≤ , the algorithm stops, y is an -global optimal solution of the QP. Else, let Ω = {Y }, Λ = ∅ and s = .
Step 1 } be the set of the deleted subrectangles.
Step 2. For each sub-rectangle Y s,t , t = , , use the former interval reduction operations to compress its interval range, still let Y s,t be the remaining sub-rectangle.
Step 3. For each t ∈ { , }, solve the PLPRP over the sub-rectangle Y s,t to get its optimal solution y s,t and optimal value LB(Y s,t ), respectively. And denote by )}, and let y s be the best known feasible point which is satis ed with UB s = F (y s ).
Step 5. If UB s − LB s ≤ , then the algorithm stops, and y s is an -global optimal solution of the QP. Otherwise, let s = s + , and go to Step 1.
. Global convergence
Without loss of generality, let v be the global optimal value of the QP, the global convergence of the proposed algorithm is proved as follows. If the presented algorithm does not stop after nite iterations, since the selected branching operation is the bisection of rectangle, then the branching process is exhaustive, i.e., the branching operation will ensure that the intervals of all variables are convergent to , i.e., u − l → . From Theorem 2.2, as u − l → , the optimal solution of the PLPRP will su ciently approximate the optimal solution of the QP, and this ensures that lim s→∞ (UB s − LB s ) = , therefore the bounding operation is consistent. Since the subdivided rectangle which obtains the actual lower bound is selected for further branching operation at the later immediate iteration, therefore, the proposed selecting operation is bound improving. By Theorem IV.3 in Ref. [18] , the presented algorithm satis es that the branching operation is exhaustive, the bounding method is consistent and the selecting operation is improvement, i.e., the presented algorithm satis es the su cient condition for global convergence, so that the presented algorithm is globally convergent to the optimal solution of the QP.
Numerical experiments
Let the parameter matrix γ = (γ jk ) n×n ∈ R n×n , where γ jk ∈ { , }, and the termination error = − . Compared with the known algorithms, several test problems in literatures are run on microcomputer, and the program is coded in C++, all parametric linear programming relaxation problems are computed by simplex method. These test problems and their numerical results are given as follows. In Tables 1 and 2 , we denote by "Iter." and "Time(s)" number of iteration and running time of the algorithm, respectively. Problem 4.1 (Ref. [11] ). [4, 12] ).
Problem 4.3 (Ref. [11] ). [12, 13] ).
Problem 4.6 (Refs. [10, 15] ).
Problem 4.7 (Ref. [14] ). , and each element of γ = (γ jk ) n×n ∈ R n×n is randomly generated from or .
We denote by n the dimension of our problem, our problem and by m the constraint number of our problem. Numerical results for Problem 4.8 are given in Table 2 .
Compared with the known algorithms, numerical experimental results of Problems 4.1-4.8 demonstrate that the proposed algorithm can globally solve the QP with the higher computational e ciency. 
. .
Concluding remarks
In this article, based on branch-and-bound framework, we present a new global optimization algorithm for solving the quadratic programs with quadratic constraints. In this algorithm, a new parametric linearization technique is derived. By utilizing the parametric linearization technique, we can derive the parametric linear programming relaxation problem of the QP. In addition, some interval reduction operations are proposed for improving the computational speed of the proposed branch-and-bound algorithm. The presented algorithm is convergent to the global optimal solution of the QP by subsequently partitioning the initial rectangle and by solving a sequence of parametric linear programming relaxation problems. Finally, numerical results show that the proposed algorithm has higher computational e ciency than those existent algorithms.
