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Abstract. We introduce the shifted quantum affine algebras. They map homomorphically
into the quantized K-theoretic Coulomb branches of 3d N = 4 SUSY quiver gauge theories.
In type A, they are endowed with a coproduct, and they act on the equivariant K-theory of
parabolic Laumon spaces. In type A1, they are closely related to the type A open relativistic
quantum Toda system.
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1. Introduction
1(i). Summary.
The goal of this paper is to initiate the study of shifted quantum affine algebras1 and
shifted v-Yangians. They arise as a tool to write down via generators and relations the
quantizedK-theoretic Coulomb branches of 3d N = 4 SUSY quiver gauge theories (see [BFNb,
Remark 3.9(2)]), similarly to the appearance of shifted Yangians in the study of the quantized
Coulomb branches of 3d N = 4 SUSY quiver gauge theories [BFNb].2 Similarly to [FKPRW],
the shifted quantum affine algebras carry a coproduct, see Section 10 for partial results in this
direction. The multiplicative analogue of the construction [BDGHK] equips the equivariant
K-theory of parabolic Laumon spaces with an action of the quantized K-theoretic Coulomb
branch for a type A quiver, and hence with an action of a shifted quantum affine algebra of
type A. Similarly to [FKPRW], the unframed case of type A1 quiver is closely related to the
open relativistic quantum Toda system of type A.
1(ii). Outline of the paper.
• In Section 2, we give a construction of the completed phase space of the (quasiclassical)
relativistic open Toda system for arbitrary simply-connected semisimple algebraic group G
via quasihamiltonian and Poisson reductions. It is a direct multiplicative analogue of the
Kazhdan-Kostant construction of the (nonrelativistic) open Toda integrable system. We want
to stress right away that it depends on a choice of a pair of Coxeter elements in the Weyl
group W of G, via a choice of Steinberg’s cross-section.3 In the case when the two Coxeter
elements coincide, the resulting completed phase space is isomorphic to the universal central-
izer ZGG, see Section 2(iii). In the case G = SL(n), the universal centralizer is isomorphic to
a natural n-fold cover of the moduli space of centered periodic SU(2)-monopoles of charge n,
see Corollary 2.6.
• The conjectural quantization of the above construction of the completed phase space of the
relativistic open Toda is described in Section 3(xii). We conjecture that it is isomorphic to the
corresponding spherical symmetric nil-DAHA which is realized as an equivariant K-theory
1They were introduced by B. Feigin in 2010.
2We must admit right away that we were not able to prove the desired presentation of the quantized
Coulomb branch for a single quiver.
3The appearance of Coxeter elements in the construction of relativistic Toda lattice goes back at least
to [STSS].
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of a twisted affine Grassmannian, i.e. as a sort of twisted quantized Coulomb branch (the
twist is necessary in the case of non-simply-laced G). The bulk of Section 3 is occupied by
the review of Cherednik’s definition of symmetric nil-DAHA, its residue construction, and its
realization as the equivariant K-theory of a twisted affine flag variety. In the simply-laced case
no twist is required, and the spherical nil-DAHA in question is isomorphic to the convolution
algebra KG(O)oC×(GrG) up to some finite extension. This convolution algebra is defined
for arbitrary reductive G. In case G = GL(n), this convolution algebra is likely to have a
presentation via generators and relations (as a truncated shifted quantum affine algebra of type
A1), see Section 9. From this presentation and Proposition 11.33 we obtain a homomorphism
KG(O)oC
×
(GrG)→ KL(O)oC×(GrL) for any Levi subgroup L ⊂ G = GL(n). We conjecture an
existence of such a homomorphism for arbitrary Levi subgroup L in arbitrary reductive group
G, but we have no clue as to a geometric construction of such a homomorphism. It would
be important for a study of equivariant quantum K-theory of the flag variety B of G. Its
analogue for the equivariant Borel-Moore homology convolution algebra HG(O)oC
×
• (GrG) →
H
L(O)oC×
• (GrL) is constructed in [FKPRW]. However, the construction is not geometric; it
uses an isomorphism with the quantum open (nonrelativistic) Toda lattice.
• Recall that for an arbitrary 3d N = 4 SUSY quiver gauge theory of type ADE, the non-
quantized K-theoretic Coulomb branch is identified with a multiplicative generalized slice in
the corresponding affine Grassmannian [BFNb, Remarks 3.9(2), 3.17]. These multiplicative
slices are studied in detail in Section 4 (in the unframed case, they were studied in detail
in [FKR]). In particular, they embed into the loop group G(z), and it is likely that the image
coincides with the space of scattering matrices of singular periodic monopoles [CK]. The
multiplication in the loop group gives rise to the multiplication of slices, which is conjecturally
quantized by the coproduct of the corresponding shifted quantum affine algebras.
• In Section 5, we introduce the shifted quantum affine algebras Uscµ+,µ− and Uadµ+,µ− (simply-
connected and adjoint versions, respectively) for any simple Lie algebra g and its two coweights
µ+, µ− (these algebras depend only on µ = µ+ + µ− up to an isomorphism). For µ+ =
µ− = 0, they are central extensions of the standard quantum loop algebra Uv(Lg) and its
adjoint version Uadv (Lg). These algebras can be viewed as trigonometric versions of the shifted
Yangians Yµ, see [KWWY, BFNb, FKPRW].
An alternative (but equivalent) definition of Uscµ+,µ− was suggested to us by B. Feigin in
Spring 2010 in an attempt to generalize the results of [BFFR] to the K-theoretic setting
(which is the subject of Section 12 of the present paper). In this approach, we consider
an algebra with the same generators and defining relations as Uv(Lg) in the new Drinfeld
realization with just one modification: the relation [ei(z), fj(w)] =
δijδ(z/w)
vi−v−1i
(
ψ+i (z)− ψ−i (z)
)
is replaced by pi(z)[ei(z), fj(w)] =
δijδ(z/w)
vi−v−1i
(
ψ+i (z)− ψ−i (z)
)
for any collection of rational
functions {pi(z)}i∈I (here I parametrizes the set of vertices of the Dynkin diagram of g). For
g = sl2 and µ+ = µ− ∈ −N, the algebra Uscµ+,µ− appeared in [DFK, 5.2].
We also provide an alternative presentation of the antidominantly shifted quantum affine
algebras with a finite number of generators and defining relations, see Theorem 5.5 and Appen-
dix A for its proof. We note that this result (and its proof) also holds for any affine Lie algebra,
except for type A(1)1 . In the unshifted case, more precisely for Uv(Lg), it can be viewed as a
v-version of the famous Levendorskii presentation of the Yangian Y (g), see [Le]. Motivated
by [GNW], we also provide a slight modification of this presentation in Theorem A.5.
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• In Section 6, we introduce other generators of Uadµ+,µ− , which can be encoded by the gen-
erating series {A±i (z), B±i (z), C±i (z), D±i (z)}i∈I . We provide a complete list of the defining
relations between these generators for antidominant µ+, µ− ∈ Λ− (we use Λ− to denote the
submonoid of the coweight lattice Λ spanned by antidominant coweights), see Theorem 6.6
and Appendix B for its proof. This should be viewed as a shifted v-version of the correspond-
ing construction for Yangians of [GKLO1]. We note that while some of the relations were
established (without a proof) in loc. cit., the authors did not aim at providing a complete list
of the defining relations. However, a rational analogue of Theorem 6.6 provides such a list.
We would like to point out that this is one of the few places where it is essential to work with
the adjoint version. In the simplest case, that is of Uadv (Lsl2), these generating series coincide
with the entries of the matrices T±(z) from the RTT realization of Uadv (Lsl2), see [DF] and
our discussion in Section 11(iv).
• In Section 7, we construct homomorphisms
Φ˜λµ : U
ad
0,µ[z
±1
1 , . . . , z
±1
N ] −→ A˜vfrac[z±11 , . . . , z±1N ]
from the adjoint version of shifted quantum affine algebras to the C(v)[z±11 , . . . , z
±1
N ]-algebras
A˜vfrac[z
±1
1 , . . . , z
±1
N ] of difference operators on multidimensional tori, see Theorem 7.1 and Ap-
pendix C for its proof. Here λ = (ωi1 , . . . , ωiN ) is a sequence of fundamental coweights, such
that λ − µ is a sum of simple coroots with coefficients in N, where λ := ∑Ns=1 ωis . This
result can be viewed as a v-version of the corresponding construction for shifted Yangians
of [BFNb, Theorem B.15], while the unshifted case of it, more precisely the case of Uv(Lg),
appeared (without a proof) in [GKLO2]. For g = sl2, N = 0 and antidominant shift, the
above homomorphism made its first appearance in [DFK, Section 6].
• In Section 8, we consider the quantizedK-theoretic Coulomb branchAv in the particular case
of quiver gauge theories of ADE type (a straightforward generalization of the constructions
of [BFNa, BFNb], with the equivariant Borel-Moore homology replaced by the equivariant
K-theory). There is a natural embedding z∗(ι∗)−1 : Av ↪→ A˜v[z±11 , . . . , z±1N ]. In Theorem 8.5,
we show that our homomorphism Φ˜λµ of Section 7 factors through the above embedding (with
C[v±1] extended to C(v)), giving rise to a homomorphism
Φλµ : U
ad
0,µ[z
±1
1 , . . . , z
±1
N ] −→ Avfrac.
This is a v-version of the corresponding result for shifted Yangians of [BFNb, Theorem B.18].
In Section 8(iii), we add certain truncation relations to the relations defining Uad0,µ[z
±1
1 , . . . , z
±1
N ]
to obtain the truncated shifted quantum affine algebras Uλµ such that the homomorphism Φ
λ
µ fac-
tors through the projection and the same named homomorphism Uad0,µ[z
±1
1 , . . . , z
±1
N ] U
λ
µ
Φ
λ
µ−→
Avfrac. We expect that Φ
λ
µ : U
λ
µ → Avfrac is an isomorphism, see Conjecture 8.16.
In Section 8(iv), we define the shifted v-Yangians iYvµ[z
±1
1 , . . . , z
±1
N ] ⊂ Uad0,µ[z±11 , . . . , z±1N ] and
their truncated quotients iY
λ
µ ⊂ Uλµ. We conjecture that Φλµ : iYλµ → Avfrac is an isomorphism,
see Conjecture 8.20.
One of our biggest failures is the failure to define the integral forms iY
λ
µ ⊂ iYλµ and Uλµ ⊂ Uλµ
over C[v±1] ⊂ C(v) that would (at least conjecturally) map isomorphically onto Av ⊂ Avfrac.
Only in the case of g = sl2, making use of the ABCD-generators of Section 6, we are able
to introduce the desired integral form in Section 9(i). It is worth noting that for arbitrary
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simply-laced g and any i ∈ I, the images under Φλµ of the generators B+i,r and ei,r (resp. C+i,r
and fi,r) are the classes of dual exceptional collections of vector bundles on the corresponding
minuscule Schubert varieties in the affine Grassmannian, see Remark 8.8.
The desired integral forms iY
λ
µ and U
λ
µ are expected to be quantizations of a certain cover
†Wˆλ
∗
µ∗ of a multiplicative slice introduced in Section 4(vi), see Conjecture 8.21. Here ∗ stands
for the involution µ 7→ −w0µ of the coweight lattice Λ.
• In Section 9, we prove the surjectivity of the homomorphism Φ0−nα in the simplest case
of g = sl2 and antidominant shifts, see Theorem 9.2. This identifies the slightly localized
and extended quantized K-theoretic Coulomb branch KG˜L(n,O)oC˜
×
loc (GrGL(n)) with a quo-
tient of the localized version of the truncated shifted quantum affine algebra U0−nα,loc (where
G˜L(n) and C˜× stand for the two-fold covers of GL(n),C×; while the localization is ob-
tained by inverting 1 − v2m, 1 ≤ m ≤ n). We reduce the proof of the isomorphism
U0−nα,loc
∼−→KG˜L(n,O)oC˜×loc (GrGL(n)) to a verification of an identity with quantum resultants
in U0−nα, see Remark 9.10, Remark 9.18. It would be interesting to describe explicitly a basis
of U0−nα,loc projecting to the ‘canonical’ basis of K
G˜L(n,O)oC˜×
loc (GrGL(n)) formed by the classes
of irreducible equivariant perverse coherent sheaves [BFM].
• In Section 10, we discuss generalizations of the classical coproducts on Uv(Lg) to the shifted
setting. We start by considering the simplest case g = sl2. We will denote Usc0,bα/2 simply by
Usc0,b (here b ∈ Z and α is the simple positive coroot). We construct homomorphisms
∆b1,b2 : U
sc
0,b −→ Usc0,b1 ⊗ Usc0,b2
for any b1, b2 ∈ Z, which recover the classical Drinfeld-Jimbo coproduct for b1 = b2 = 0.
Our construction is parallel to the one for shifted Yangians of [FKPRW] and proceeds in
two steps. First, we define such homomorphisms in the antidominant case b1, b2 ∈ Z≤0, see
Theorem 10.6 and Appendix D for its proof. The proof is crucially based on the aforementioned
alternative presentation of the antidominantly shifted quantum affine algebras with a finite
number of generators and defining relations of Theorem 5.5. Second, we use the algebra
embeddings ιn,m1,m2 : Usc0,n ↪→ Usc0,n+m1+m2 (here m1,m2 ≤ 0) to reduce the general case to
the antidominant one, see Theorem 10.11 and Appendix F for its proof. We note that our
proof of injectivity of the shift homomorphisms ιn,m1,m2 is based on the PBW property of the
shifted quantum affine algebras of sl2, see Lemma 10.10 and Theorem E.2 of Appendix E.
In Sections 10(vi) and 10(vii), we generalize the aforementioned case of sl2 to the case of
sln (n ≥ 2). The idea is again to treat first the case of antidominant shifts and then deduce the
general case. To achieve the former goal, it is essential to have explicit formulas for the action
of the Drinfeld-Jimbo coproduct on the generators {ei,−1, fi,1, hi,±1}i∈I of Uv(Lsln). This
is the key technical result, stated in Theorem 10.14 and proved in Appendix G. Once this is
established, it is easy to guess the formulas for the homomorphism ∆µ1,µ2 : Usc0,µ1+µ2 → Usc0,µ1⊗
Usc0,µ2 in the case µ1, µ2 ∈ Λ− (antidominant), see Theorem 10.22 and its proof in Appendix H.
In Theorem 10.26 we derive the construction of ∆µ1,µ2 for general µ1, µ2 ∈ Λ by utilizing the
algebra embeddings ιµ,ν1,ν2 : Usc0,µ ↪→ Usc0,µ+ν1+ν2 for µ ∈ Λ, ν1, ν2 ∈ Λ−, see Theorem 10.25 and
its proof in Appendix I (the latter is based on the shuffle realization of Uv(Lsln), due to [N]).
Motivated by [FKPRW], we expect that our construction of homomorphisms ∆µ1,µ2 can
be generalized to any simply-laced g and its two coweights µ1, µ2 ∈ Λ. However, we failed to
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achieve this due to a lack of: (1) explicit formulas for the Drinfeld-Jimbo coproduct of the
generators {ei,−1, fi,1, hi,±1}i∈I of Uv(Lg) (even for g = sln, the formulas of Theorem 10.14
seem to be new, to our surprise), (2) a proof of injectivity of shift homomorphisms (and a
closely related PBW property).
Moreover, we expect that this coproduct extends to
∆adµ1,µ2 : U
ad
0,µ+µ2 [z
±1
1 , . . . , z
±1
N1+N2
] −→ Uad0,µ1 [z±11 , . . . , z±1N1 ]⊗ Uad0,µ2 [z±1N1+1, . . . , z±1N1+N2 ],
which descends to the same named homomorphism ∆adµ1,µ2 : U
λ
µ1+µ2 → Uλ
(1)
µ1 ⊗ Uλ
(2)
µ2 between
truncated algebras, see Conjecture 11.36. We check a particular case of this conjecture for
g = sl2 in Proposition 11.33, using the RTT realization of Uad0,2b of Theorem 11.19.
• In Section 11, we discuss relativistic/trigonometric Lax matrices, the shifted RTT algebras of
sl2 and their relation to the shifted quantum affine algebras of sl2. This yields a link between
two seemingly different appearances of the RTT relations (both trigonometric and rational).
In Section 11(ii), we recall the Kuznetsov-Tsyganov [KT] local relativistic Lax matrix
Lv,0i (z) satisfying the trigonometric RTT-relation. The complete monodromy matrix T
v,0
n (z) =
Lv,0n (z) · · ·Lv,01 (z) also satisfies the same relation, and its matrix coefficient T v,0n (z)11 encodes
all the hamiltonians of the q-difference quantum open Toda lattice for GL(n) [E, Se1].
We introduce two more local Lax matrices Lv,±1i (z) satisfying the same trigonometric RTT-
relation. They give rise to the plethora of 3n complete monodromy matrices T v~k (z),
~k ∈
{−1, 0, 1}n, given by the length n products of the three local Lax matrices in arbitrary or-
der. The matrix coefficient T v~k (z)11 encodes the hamiltonians of the corresponding modified
quantum difference Toda lattice; the quadratic hamiltonians are given by the formula (11.12).
At the quasiclassical level, these integrable systems go back to [FG]. We show that among
these 3n integrable systems there are no more than 3n−2 nonequivalent, see Lemma 11.14. It
is shown in [GT] that they are all obtained by the construction of [Se1] using arbitrary pairs
of orientations of the An−1 Dynkin diagram, see Remark 11.15.
In Section 11(iv), we introduce the shifted RTT algebras of sl2, denoted by Urtt0,−2n, and con-
struct isomorphisms Υ0,−2n : Uad0,−2n
∼−→Urtt0,−2n for any n ∈ N, see Theorem 11.16 and The-
orem 11.19. For n = 0, this recovers the isomorphism of the new Drinfeld and the RTT
realizations of the quantum loop algebra Uadv (Lsl2), due to [DF]. We also identify the ABCD
generators of Uad0,−2n of Section 6 with the generators of Urtt0,−2n, see Corollary 11.18.
Viewing the Lax matrix Lv,−11 (z) as a homomorphism from U
rtt
0,−2 to the algebra of dif-
ference operators on C× and composing it with Υ0,−2, we recover the homomorphism Φ˜0−2
of Section 7. More generally, among all pairwise isomorphic shifted algebras {Uadb,−2−b|b ∈ Z}
only those with b,−2−b ≤ 0 admit an RTT realization, i.e., there are analogous isomorphisms
Υb,−2−b : Uadb,−2−b
∼−→Urttb,−2−b. Moreover, recasting the homomorphisms Φ˜b,−2−b (generaliza-
tions of Φ˜0−2 for b = 0) as the homomorphisms Urttb,−2−b → Aˆv1 , we recover the other two Lax
matrices Lv,01 (z) (for b = −1) and Lv,11 (z) (for b = −2).
Finally, we use the RTT presentation of Uadv (Lsl2) to derive explicit formulas for the action
of the Drinfeld-Jimbo coproduct on the Drinfeld half-currents, see Proposition 11.27 and
Appendix J for its proof. We also show that the same formulas hold in the antidominantly
shifted setting for the homomorphisms ∆b1,b2 , see Proposition 11.31. As a consequence of
the latter, the homomorphism ∆ad2b1,2b2 is intertwined with the RTT coproduct ∆
rtt
2b1,2b2
, see
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Corollary 11.32, which is used to prove the aforementioned Proposition 11.33 on the descent
of ∆ad2b1,2b2 to the truncated versions.
• In Section 12, we provide yet another geometric realization of the shifted quantum affine al-
gebras (resp. shifted Yangians) of sln via the parabolic Laumon spaces. Roughly speaking, this
arises by combining our homomorphism Φλµ of Section 8 (resp. Φ
λ
µ of [BFNb, Theorem B.18])
with an action of the quantizedK-theoretic (resp. cohomological) Coulomb branch Avfrac on the
localized equivariant K-theory (resp. cohomology) of parabolic Laumon spaces, constructed
in [BDGHK], see Remark 12.8(c).
For any pi = (p1, . . . , pn) ∈ Zn>0, we construct an action of Usc0,µ, the simply-connected
shifted quantum affine algebra of sln with the shift µ =
∑n−1
j=1 (pj+1 − pj)ωj , on M(pi): the
direct sum of localized equivariant K-theory of Qd, see Theorem 12.7. Here Qd is the type pi
Laumon based parabolic quasiflags’ space, which we recall in Section 12(i). In Theorem 12.13,
we slightly generalize this by constructing an action of the shifted quantum affine algebra
of gln (defined in Section 12(vii)) on M(pi). In Theorem 12.9, we establish an isomorphism
M(pi′)⊗M(pi′′) ∼−→M(pi) (here pi = pi′+ pi′′) of Usc0,µ-modules, where the action on the source
arises from the formal coproduct ∆˜ : Usc0,µ → Usc0,µ′⊗̂Usc0,µ′′ , constructed in Section 10.1 (an
analogue of the Drinfeld formal coproduct on Uv(Lg)).
The rational counterpart of these results is established in Theorem 12.17, where we construct
an action of Y~µ (the shifted Yangian of sln with scalars extended to C(~)) on V (pi): the sum of
localized equivariant cohomology of Qd. The dominant case (p1 ≤ . . . ≤ pn) of this result was
treated in [BFFR], where the proof was deduced from the Gelfand-Tsetlin formulas of [FMO].
In contrast, our straightforward proof is valid for any pi and, thus, gives an alternative proof
of the above Gelfand-Tsetlin formulas. We also propose a v-analogue of the Gelfand-Tsetlin
formulas of [FMO], see Proposition 12.18.
Our construction can be also naturally generalized to provide the actions of the shifted
quantum toroidal (resp. affine Yangian) algebras of sln on the sum of localized equivariant
K-theory (resp. cohomology) of the parabolic affine Laumon spaces, see Section 12(ix).
In Section 12(x), we introduce the Whittaker vectors in the completions ofM(pi) and V (pi):
m :=
∑
d
[OQd ] ∈M(pi)∧ and v :=
∑
d
[Qd] ∈ V (pi)∧.
This name is motivated by their eigenvector properties of Proposition 12.21, Remark 12.22(c).
Motivated by the work of Brundan-Kleshchev, see [BK], we expect that the truncated
shifted quantum affine algebras UNωn−1µ of sln should be v-analogues of the finite W-algebras
W (slN , epi), see [Se2], where N :=
∑
pi and epi ∈ slN is a nilpotent element of Jordan type pi.
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2. Relativistic open Toda lattice
2(i). Quasihamiltonian reduction.
Let G ⊃ B ⊃ T be a reductive group with a Borel and Cartan subgroups. Let T ⊂ B− ⊂ G
be the opposite Borel subgroup; let U (resp. U−) be the unipotent radical of B (resp. B−).
We consider the double D(G) = G × G (see e.g. [AMM, 3.2]) equipped with an action of
G×G : (u1, u2)·(g1, g2) = (u1g1u−12 , u2g2u−12 ), and with a moment map µ = (µ1, µ2) : D(G)→
G × G, µ(g1, g2) = (g1g2g−11 , g−12 ) (see [AMM, Remark 3.2]). The double D(G) carries a
(non-closed) 2-form ωD = 12(Adg2 g
∗
1θ, g
∗
1θ) +
1
2(g
∗
1θ, g
∗
2θ + g
∗
2θ) where (·, ·) is a nondegenerate
invariant symmetric bilinear form on g, and θ (resp. θ) is the left- (resp. right-) invariant
Maurer-Cartan form on G.
We choose a pair of Coxeter elements c, c′ ∈ W = NG(T )/T , and their representatives
c˙, c˙′ ∈ NG(T ). Steinberg’s cross-section Σc˙G ⊂ G is defined as Z0(G) · (U−c˙ ∩ c˙U). If G is
semisimple simply-connected, then the composed morphism Σc˙G ↪→ G → G//AdG = T/W is
an isomorphism [St, Theorem 1.4]. For arbitrary G, the composed morphism % : Σc˙G → T/W
is a ramified Galois cover with Galois group pi1(G/Z0(G)). Furthermore, we consider Ξc˙G :=
Z0(G) · U−c˙U− ⊃ Σc˙G. According to [St, 8.9] (for a proof, see e.g. [HL]), Σc˙G meets any U−-
orbit (with respect to the conjugation action) on Ξc˙G in exactly one point, and the conjugation
action of U− on Ξc˙G is free, so that Ξ
c˙
G/AdU− ' Σc˙G.
For example, according to [St, 7.4b)], for an appropriate choice of c˙, the Steinberg cross-
section Σc˙SL(n) consists of the matrices with 1’s just above the main diagonal, (−1)n−1 in the
bottom left corner, arbitrary entries elsewhere in the first column, and zeros everywhere else
(in our conventions, B (resp. B−) is the subgroup of upper triangular (resp. lower triangular)
matrices in SL(n)). Hence Ξc˙SL(n) consists of matrices with 1’s just above the main diagonal,
and zeros everywhere above that.
Following [FM], we define the phase space of the open relativistic Toda lattice as the
quasihamiltonian reduction †Zc′,c(G) := µ−1(Ξc˙′G × inv(Ξc˙G))/U− × U− where inv : G → G is
the inversion g 7→ g−1. The composed projection
µ−1(Ξc˙
′
G × inv(Ξc˙G))→ inv(Ξc˙G) ↪→ G G//AdG = T/W
gives rise to an integrable system $ : †Zc′,c(G) → T/W which factors through †Zc′,c(G) $˜−→
Σc˙G
%−→ T/W .
Lemma 2.1. If G is semisimple simply-connected, then †Zc′,c(G) is smooth, and ωD gives rise
to a symplectic form on †Zc′,c(G).
Proof. The morphism Ξc˙G → Σc˙G = T/W is smooth by [St, Theorem 1.5], so the fibered
product Ξc˙′G ×T/W Ξc˙G ⊂ Ξc˙
′
G × Ξc˙G is smooth. But
µ : D(G) ⊃ µ−1(Ξc˙′G × inv(Ξc˙G))→ Ξc˙
′
G × inv(Ξc˙G) ' Ξc˙
′
G × Ξc˙G
is a submersion onto Ξc˙′G×T/W Ξc˙G, henceM := µ−1(Ξc˙
′
G× inv(Ξc˙G)) is smooth, and its quotient
modulo the free action of U− × U− is smooth as well.
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The restriction of ωD to M is U− ×U−-invariant, so it descends to a 2-form ω on †Zc′,c(G).
This 2-form is closed since the differential dωD = −µ∗(χ1+χ2) (see [AMM, Definition 2.2(B1)])
where χ = 112(θ, [θ, θ]) is the canonical closed biinvariant 3-form on G, and χ1 (resp. χ2) is its
pull-back from the first (resp. second) copy of G. But the restriction χ|Ξc˙G vanishes identically
since (b−, [b−, b−]) = 0.
It remains to check the nondegeneracy of ω, that is given (g1, g2) ∈ M to check that
KerωD|M (g1, g2) is contained in the span v(n− ⊕ n−) of tangent vectors at (g1, g2) arising
from the action of U− × U−. The argument in the proof of [AMM, Theorem 5.1] shows that
KerωD|M (g1, g2) ⊂ v(g⊕ g). However, it is clear that T(g1,g2)M ∩ v(g⊕ g) = v(n− ⊕ n−).
The lemma is proved. 
2(ii). Poisson reduction.
Note that T · Ξc˙G = Ξc˙G · T = AdT (Ξc˙G) = B− · c˙ · B− =: Cc (a Coxeter Bruhat cell). One
can check that the natural morphism
†Zc
′,c(G) = µ−1(Ξc˙
′
G × inv(Ξc˙G))/U− × U− → µ−1(Cc′ × inv(Cc))/B− ×B−
is an isomorphism. Moreover, the action of B− × B− on µ−1(Cc′ × inv(Cc)) factors through
the free action of (B− × B−)/∆Z(G): the quotient modulo the diagonal copy of the center of
G.
The double D(G) = G × G carries the Semenov-Tian-Shansky Poisson structure [STS,
Section 2]. Following loc. cit., G×G with this Poisson structure is denoted by (D+(G), {,}+),
the Heisenberg double. Another Poisson structure on G × G denoted {,}− in loc. cit. is the
Drinfeld double D−(G). The diagonal embedding G ↪→ D−(G) is Poisson with respect to the
standard Poisson structure on G denoted piG in [EL, 2.1]. The dual (Semenov-Tian-Shansky)
Poisson structure on G is denoted pi in [EL, 2.2].
The Heisenberg double D+(G) is equipped with two commuting (left and right) dressing
Poisson actions of the Drinfeld double D−(G). Restricting to the diagonal G ↪→ D−(G) we
obtain two commuting Poisson actions of (G, piG) on D+(G). The multiplicative moment map
of this action is nothing but µ : D+(G)→ (G, pi)×(G, pi) of Section 2(i) (a Poisson morphism).
Now Cc ⊂ G is a coisotropic subvariety [EL, 6.2] of (G, pi), and µ−1(Cc′ × inv(Cc)) ↪→ D(G) is
a coisotropic subvariety of (D+(G), {, }+). The action of G×G on (D+(G), {,}+) is Poisson
if G ×G is equipped with the direct product of the standard Poisson-Lie structures denoted
piG in [EL, 2.1]. Note that B−×B− ⊂ G×G is a Poisson-Lie subgroup; its Poisson structure
will be denoted piB− × piB− .
The characteristic distribution [EL, 6.2] of the coisotropic subvariety µ−1(Cc′ × inv(Cc)) ⊂
(D+(G), {,}+) coincides with the distribution defined by the tangent spaces to the B− ×B−-
orbits in µ−1(Cc′ × inv(Cc)). By [EL, Proposition 6.7] we obtain a Poisson structure on
µ−1(Cc′ × inv(Cc))/(B− × B−) ' †Zc′,c(G). This Poisson structure coincides with the one
arising from the symplectic form ω on †Zc′,c(G).
2(iii). The universal centralizer.
Recall that the universal centralizer [Lus1, Section 8] ZGG ⊂ G × Σc˙G is defined as ZGG =
{(g, x) : gxg−1 = x}. In case c = c′ and c˙ = c˙′, we have an evident embedding ZGG ↪→
µ−1(Ξc˙G × inv(Ξc˙G)), and the composed morphism η : ZGG ↪→ µ−1(Ξc˙G × inv(Ξc˙G))  †Zc,c(G).
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Clearly, the following diagram commutes:
ZGG
η−−−−→ †Zc,c(G)ypr $˜y
Σc˙G Σ
c˙
G
Proposition 2.2. For semisimple simply-connected G, the morphism η : ZGG → †Zc,c(G) is an
isomorphism.
Proof. First we prove the surjectivity of η. We use the equality U− × U− = (U− × {e}) ×
∆U− . Given (g1, g2) ∈ µ−1(Ξc˙G × inv(Ξc˙G)) we first act by (u2, u2) ∈ ∆U− : (g1, g2) 7→
(u2g1u
−1
2 , u2g2u
−1
2 ). We can find a unique u2 such that u2g2u
−1
2 ∈ Σc˙G. Let us denote the
resulting (u2g1u−12 , u2g2u
−1
2 ) by (h1, h2) for brevity. Now we act by the left shift h1 7→ u1h1
which takes h1h2h−11 to u1h1h2h
−1
1 u
−1
1 . We can find a unique u1 such that u1h1h2h
−1
1 u
−1
1 ∈
Σc˙G. Now both h2 = u2g2u
−1
2 and u1h1h2h
−1
1 u
−1
1 are in Σ
c˙
G. Being conjugate they must
coincide, hence (u1h1, h2) ∈ ZGG.
Now if η(g, x) = η(g′, x′), then there is u2 ∈ U− such that u2xu−12 = x′, hence x = x′
and u2 = e. Then g′ = u1g for some u1 ∈ U−, and both g and g′ commute with x, hence
u1xu
−1
1 = x, hence u1 = e, so that g = g
′.
So η is bijective at the level of C-points. But †Zc,c(G) is smooth, hence η is an isomorphism.

Remark 2.3. For arbitrary reductive G the morphism η is an affine embedding, but it fails to be
surjective already for G = PGL(2) where the class of (g1, g2) such that g2 =
(
a −1
1 0
)
and
g1g2g
−1
1 =
( −a −1
1 0
)
does not lie in the image of η when a 6= 0. Similarly, for G = GL(2),
the class of (g1, g2) such that g2 =
(
a −1
1 0
)
and g1g2g−11 =
(
a 1
−1 0
)
does not lie in the
image of η. It also follows that the natural projection †Zc,c(SL(2)) → †Zc,c(PGL(2)) is not
surjective.
Remark 2.4. ForG semisimple simply-connected, the reduction (D(G), ωD(G))//diag(G) [AMM,
Example 6.1, Remark 6.2] inherits a symplectic structure on its nonsingular locus. We have a
natural morphism ZGG → (D(G), ωD(G))//diag(G) which is a birational isomorphism (but not
an isomorphism: e.g. it contracts the centralizer of a regular unipotent element). Thus an open
subvariety of ZGG is equipped with a symplectic form pulled back from (D(G), ωD(G))//diag(G).
This form extends to a symplectic form on the entire ZGG [BFM, 2.4]. The isomorphism
η : ZGG
∼−→ †Zc,c(G) is a symplectomorphism.
2(iv). Comparison with the Coxeter-Toda lattice.
We compare †Zc′,c(G) with the construction of [HKKR]. Throughout this section we assume
G to be semisimple simply-connected. The left action of the center Z(G) onD(G), ξ·(g1, g2) =
(ξg1, g2) gives rise to the action of Z(G) on †Zc
′,c(G) = M/U− × U− where M = µ−1(Ξc˙′G ×
inv(Ξc˙G)) ⊂ D(G) = G×G. We consider an open subset M ⊃
•
M := (U− ·T · w˙0 ·U−×G)∩M
given by the condition that g1 lies in the big Bruhat cell Cw0 ⊂ G. Clearly,
•
M ⊂M is U−×U−-
invariant, and we define †
•
Zc
′,c(G) :=
•
M/U−×U−, an open subvariety of †Zc′,c(G). Let S ⊂ •M
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be given by the condition g1 ∈ T · w˙0. Then the composed projection S ↪→ •M  †•Zc′,c(G)
is an isomorphism. Moreover, the projection pr2 : S → G is a Z(G)-torsor over its image
Ξc˙G ∩AdT (w˙0Ξc˙
′
Gw˙
−1
0 ) = Ξ
c˙
G ∩AdT (Uw˙0c˙′w˙−10 U). Finally, note that the composed projection
Ξc˙G ∩AdT (Uw˙0c˙′w˙−10 U) ↪→ T · U− · c˙ · U− · T ∩ T · U · w˙0c˙′w˙−10 · U · T 
 (T · U− · c˙ · U− · T ∩ T · U · w˙0c˙′w˙−10 · U · T )/AdT =: Gc˙,w˙0c˙
′w˙−10 /AdT
is an isomorphism. But according to [HKKR] (see also [GSV]), Gc˙,w˙0c˙′w˙
−1
0 /AdT is the phase
space of the Coxeter-Toda lattice. All in all, we obtain an isomorphism (respecting the sym-
plectic structures) Z(G)\†•Zc′,c ∼−→Gc˙,w˙0c˙′w˙−10 /AdT .
For example, for an appropriate choice of c˙, c˙′ ∈ SL(n), the slice S is formed by all the
tridiagonal matrices of determinant 1 with 1’s just above the main diagonal, and with the
invertible entries just below the main diagonal (see [GSV, Introduction]).
We also define an open subset S ⊃ ◦S := {(g1, g2) ∈ M : g1 ∈ T · w˙0, g2 ∈ U− · T · U}. It
is equipped with a projection pr1 :
◦
S → T · w˙0 ∼−→T , and with another projection pr2 :
◦
S →
U− · T · U  T . One can check that (pr1, pr2) :
◦
S ∼−→T × T . We define an open subvariety
†Zc′,c(G) ⊃ †•Zc′,c(G) ⊃ †◦Zc′,c(G) as the isomorphic image of ◦S. Thus †◦Zc′,c(G) ' T × T .
2(v). Trigonometric zastava for SL(2).
Recall the degree n trigonometric open zastava †
◦
Zn for the group SL(2) (see [FKR]). This
is the moduli space of pairs of relatively prime polynomials (Q = zn + q1zn−1 + . . .+ qn, R =
r1z
n−1 + r2zn−2 + . . .+ rn) such that qn 6= 0. We have a morphism ζ : ZGL(n)GL(n) → †
◦
Zn taking a
pair (g, x) ∈ ZGL(n)GL(n) to (Q,R) where Q is the characteristic polynomial of x, and R is a unique
polynomial of degree less than n such that R(x) = g. We denote by pr: †
◦
Zn → (C×)(n) the
morphism taking (Q,R) to the set of roots of Q.
Recall that Σc˙GL(n) = Z
0(GL(n)) ·Σc˙SL(n) ' Z(GL(n))×Σc˙SL(n) = C××Σc˙SL(n). We denote
by p : ZGL(n)GL(n) → C× the composed projection Z
GL(n)
GL(n) → Σc˙GL(n) → C×.
Proposition 2.5. The following square is Cartesian:
Z
GL(n)
GL(n)
ζ−−−−→ †◦Znyp qny
C× n−−−−→ C×
Thus ZGL(n)GL(n) is an unramified Z/nZ-cover of
†◦Zn.
Proof. Clear from the above discussion. 
Following [AH, end of chapter 2], we consider the subvariety †Z˜n1 ↪→ †
◦
Zn formed by the pairs
(Q,R) such that qn = 1 and the resultant of Q and R, denoted Result(Q,R), equals 1. Note
that we have an evident embedding ZSL(n)SL(n) ↪→ Z
GL(n)
GL(n).
Corollary 2.6. The restriction of the morphism ζ to ZSL(n)SL(n) ⊂ Z
GL(n)
GL(n) gives rise to an isomor-
phism ζ : ZSL(n)SL(n)
∼−→ †Z˜n1 .
14 MICHAEL FINKELBERG AND ALEXANDER TSYMBALIUK
Proof. For (g, x) ∈ ZGL(n)GL(n), the inclusion x ∈ SL(n) is equivalent to qn = 1, while we claim that
the inclusion g ∈ SL(n) is equivalent to Result(Q,R) = 1. The latter follows by combining
the equalities gx = xg and g = R(x) with the standard equality Result(Q,R) =
∏n
i=1R(ξi),
where {ξi}ni=1 are the roots of Q. Since {ξi}ni=1 are the generalized eigenvalues (taken with cor-
responding multiplicities) of x, it is easy to see that {R(ξi)}ni=1 are the generalized eigenvalues
of g, hence, det(g) =
∏n
i=1R(ξi). 
For a future use we define an unramified Z/2Z-cover †Zˆn → †◦Zn where †Zˆn is the moduli
space of pairs of relatively prime polynomials (Q = q0zn + q1zn−1 + . . . + qn, R = r1zn−1 +
r2z
n−2 + . . . + rn) such that qn · q0 = (−1)n. The projection †Zˆn → †◦Zn takes (Q,R) to
(q−10 Q,R).
Finally, there are important embeddings Ψ: †
◦
Zn, †Zˆn ↪→ SL(2,C[z]) taking (Q,R) to a
unique matrix
(
Q R˜
R Q˜
)
such that deg R˜ ≤ n > deg Q˜, and R˜(0) = 0, that is R˜ = r˜0zn +
r˜1z
n−1 + . . .+ r˜n−1z. Identifying †Zˆn and †
◦
Zn with their images inside SL(2,C[z]), the matrix
multiplication gives rise to the multiplication morphisms †Zˆk× †Zˆ l → †Zˆk+l, †◦Zk× †◦Z l → †◦Zk+l.
3. Quantum relativistic open Toda and nil-DAHA
Throughout this section (with the exception of Section 3(xi) dealing with G = GL(n)) G
is an almost simple simply-connected complex algebraic group.
3(i). Root systems and foldings.
Let G∨ be the Langlands dual (adjoint) group with a Cartan torus T∨. We choose a Borel
subgroup B∨ ⊃ T∨. It defines the set of simple positive roots {αi, i ∈ I}. Let g∨ be the
Lie algebra of G∨. We realize g∨ as a folding of a simple simply-laced Lie algebra g′∨, i.e.
as invariants of an outer automorphism σ of g′∨ preserving a Cartan subalgebra t′∨ ⊂ g′∨
and acting on the root system of (g′∨, t′∨). In particular, σ gives rise to the same named
automorphism of the Langlands dual Lie algebras g′ ⊃ t′ (note that say, if g is of type Bn,
then g′ is of type A2n−1, while if g is of type Cn, then g′ is of type Dn+1; in particular, g 6⊂ g′).
We choose a σ-invariant Borel subalgebra t′ ⊂ b′ ⊂ g′ such that b = (b′)σ. The corresponding
set of simple roots is denoted by I ′. We denote by Ξ the finite cyclic group generated by σ, and
d := |Ξ|. Let G′ ⊃ T ′ denote the corresponding simply-connected Lie group and its Cartan
torus. The coinvariants X∗(T ′)σ of σ on the coroot lattice X∗(T ′) of (g′, t′) coincide with the
root lattice of g∨. We have an injective map a : X∗(T ′)σ → X∗(T ′)σ from coinvariants to
invariants defined as follows: given a coinvariant α with a representative α˜ ∈ X∗(T ′) we set
a(α) :=
∑
ξ∈Ξ ξ(α˜).
To compare with the notations of [Ha, 4.4, Remark 4.5], we are in the symmetric case with
Q′0 = Y := X∗(T∨) = X∗(T ) = X∗(T ′)σ, and Q0 ⊂ X := X∗(T ′)σ generated by the classes
of simple roots of T ′ ⊂ B′ ⊂ G′. Note that Q′0 is generated by the classes of simple coroots
of T ′ ⊂ B′ ⊂ G′, and we have a canonical identification Q0 = Q′0 sending a coroot α˜ to the
corresponding root α˜∨. The Weyl group W of G ⊃ T coincides with the invariants (W ′)σ of
σ on the Weyl group W ′ of G′ ⊃ T ′ (our W is denoted W0 in [Ha]). The W -invariant pairing
X×Y → Q defined in [Ha, 4.4] is actually integer valued: X×Y → Z, so thatm = 1 (notations
of loc. cit.). To compare with notations of [CF, Section 1], P := X, Q := Q0, and the natural
pairing P × P → Q gives rise to the embedding Q = Y ↪→ P . We will also need an extended
lattice Yad := X∗(Tad) = X∗(T ′ad)σ ⊃ Y . Note that Π := Yad/Y = (X∗(T ′ad)/X∗(T ′))σ.
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Also note that the above W -invariant identification Q0 = Q′0 extends to the W -invariant
identification Q0 ⊂ X = Yad ⊃ Q′0. The extended pairing X × Yad → Q is no more integer
valued in general, and we denote by mad the maximal denominator appearing in the values of
this pairing. Finally, R ⊂ X stands for the set of roots.
3(ii). Affine flags.
We fix a primitive root of unity ζ of order d = ord(σ). We set K = C((t)) ⊃ O = C[[t]].
The group ind-scheme G′(K) is equipped with an automorphism ς defined as the composition
of two automorphisms: a) σ on G′; b) t 7→ ζt. This automorphism preserves the Iwahori
subgroup I′ ⊂ G′(K). We denote by F` the twisted affine flag space G′(K)ς/(I′)ς : an ind-
proper ind-scheme of ind-finite type, see [PR]. We denote by u ⊂ Lie(I′)ς its pronilpotent
radical. The trivial (Tate) bundle g′(K)ς with the fiber g′(K)ς over F` has a structure of
an ind-scheme. It contains a profinite dimensional vector subbundle u whose fiber over a
point b ∈ F` represented by a compact subalgebra in g′(K)ς is the pronilpotent radical of this
subalgebra. The trivial vector bundle g′(K)ς also contains a trivial vector subbundle u× F`.
We will call u the cotangent bundle of F`, and we will call the intersection Λ := u ∩ (u× F`)
the affine Steinberg variety.
To simplify the notations we will write I for (I′)ς , and K for G′(O)ς . The convolution prod-
uct on the complexified equivariant coherent K-theory KC××IoC×(Λ) is defined as in [BFNa,
Remark 3.9(3)] (cf. [BFM, 7.1] and [VV1, 2.2, 2.3]). Here the first copy of C× acts by dilations
in fibers of u, while the second one acts by loop rotations, and KC××C×(pt) = C[t±1, q±1].
3(iii). DAHA, symmetric case.
Following [Ha, 4.6], we set X˜ := X ⊕ Zδ = X∗(T ′)σ ⊕ Zδ. This is the group of characters
of I o C×. Note that the Picard group Pic(F`) is canonically isomorphic to X ⊕ Zω0. The
I-orbits on F` are parametrized by the affine Weyl group Wa ' Y oW = X∗(T ′)σ oW . We
denote by Λe ' u the closed subscheme of Λ: the preimage of the one-point I-orbit F`e ⊂ F`.
For λ˜ = (λˇ, k) ∈ X˜ we denote by OΛe〈λ˜〉 ∈ KC
××IoC×(Λ) the (class of the) direct image of
the structure sheaf of Λe twisted by the character λ˜ of I o C×. Let I˜ ⊂ Wa be the set of
one-dimensional I-orbits on F`. For i ∈ I˜ we denote by F`i the corresponding orbit, and by
F`i its closure, isomorphic to a projective line. We denote by Λi ⊂ Λ the closed subscheme of
Λ: the closure of the preimage of F`i. We denote by ωΛi the (class of the) direct image (wrt
the closed embedding Λi ↪→ Λ) of the inverse image (wrt the smooth projection Λi → F`i)
of the canonical line bundle on F`i ' P1 equipped with the natural C× × IoC×-equivariant
structure. Finally, we set Ti := −1− tωΛi ∈ KC
××IoC×(Λ).
Definition 3.1. (Cf. [Ha, Definition 5.6].) The double affine Hecke algebra (DAHA)H(Wa, X˜)
is the C[q±1, t±1]-algebra generated by {Xλ˜, Tw|λ˜ ∈ X˜, w ∈ Wa} with the following defining
relations:
(a) Tw’s satisfy the braid relations of Wa;
(b) Xλ˜Xµ˜ = Xλ˜+µ˜, and Xδ = q;
(c) (Ti − t)(Ti + 1) = 0 for i ∈ I˜, where we set Ti = Tsi ;
(d) Xλ˜Ti − TiXλ˜−rαˇi = (t− 1)Xλ˜(1 + X−αˇi + . . .+ X
r−1
−αˇi) where 〈λ˜, αi〉 = r ≥ 0.
Theorem 3.2. There is a unique isomorphism Φ: H(Wa, X˜) ∼−→KC××IoC×(Λ) such that
Φ(Xλ˜) = OΛe〈λ˜〉, and Φ(Ti) = Ti, for any i ∈ I˜.
Proof. Same as the one of [VV1, Theorem 2.5.6]. 
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3(iv). Nil-DAHA, symmetric case.
The complexified equivariant K-theory KIoC×(F`) forms a C[q±1]-algebra with respect to
the convolution. We denote by OF`e〈λ˜〉 the (class of the) structure sheaf of the point orbit
F`e ∈ F` twisted by a character λ˜ ∈ X˜. We denote by ωF`i the (class of the) direct image
(wrt the closed embedding F`i ↪→ F`) of the canonical line bundle on F`i equipped with the
natural IoC×-equivariant structure. We set Ti := −1− ωF`i ∈ KIoC
×
(F`).
Definition 3.3. (Cf. [CF, 1.1].) The nil-DAHA HH(Wa, X˜) is the C[q±1]-algebra generated
by {Xλ˜,Tw|λ˜ ∈ X˜, w ∈Wa} with the following defining relations:
(a) Tw’s satisfy the braid relations of Wa;
(b) Xλ˜Xµ˜ = Xλ˜+µ˜, and Xδ = q;
(c) Ti(Ti + 1) = 0 for i ∈ I˜, where we set Ti = Tsi ;
(d) Xλ˜Ti − TiXλ˜−rαˇi = −Xλ˜(1 + X−αˇi + . . .+ X
r−1
−αˇi) where 〈λ˜, αi〉 = r ≥ 0.
Theorem 3.4. There is a unique isomorphism Φ: HH(Wa, X˜) ∼−→KIoC×(F`) such that
Φ(Xλ˜) = OF`e〈λ˜〉, and Φ(Ti) = Ti, for any i ∈ I˜.
Proof. Same as the one of [VV1, Theorem 2.5.6]. 
3(v). Extended nil-DAHA.
We consider the 2mad-fold cover C˜× → C× of the loop rotation group (see the end of Sec-
tion 3(i)), and set Î := Io C˜×. The group of characters of T × C˜× is X̂ := X ⊕ Z 12mad δ. The
extended affine Weyl group is We = YadoW = WaoΠ. The extended nil-DAHA HH(We, X̂)
is the (extended) semidirect product (HH(Wa, X̂)o Π)⊗C[q±1] C[q
±1
2mad ]. That is, it has gen-
erators Xλˆ, λˆ ∈ X̂, and Ti, i ∈ I˜, and pi ∈ Π; with additional relations piTipi−1 = Tpi(i), and
piXλˆpi
−1 = Xpi(λˆ).
Remark 3.5. The definition of [CF, 1.1] is equivalent to our Section 3(v): the generators Ti of
loc. cit. correspond to −Ti − 1; geometrically, Ti = [ωF`i ].
3(vi). Residue construction.
Let A := C[q
±1
2mad ], and Q := C(q
1
2mad ). Let Oq(T × T ) be an A-algebra with generators
[λ, µ], λ, µ ∈ X, and relations [λ, µ]·[λ′, µ′] = q (µ,λ
′)−(µ′,λ)
2 [λ+λ′, µ+µ′]. This is the subalgebra
of endomorphisms of A[T ] generated by multiplications by Xλ, λ ∈ X, and q-shift operators
Dµq f(t) := f(qµt) where we view qµ as a homomorphism C˜× → T . In other words, DµqXλ =
q(µ,λ)Xλ. We may and will view Oq(T × T ) as a subalgebra of endomorphisms of the field
of rational functions Q(T ) as well. It embeds into the subalgebra Cq(T × T ) ⊂ End(Q(T ))
generated byDµq , µ ∈ X, and multiplications by f ∈ Q(T ). We consider the semidirect product
Cq(T × T )oC[W ] with respect to the diagonal action of W on T × T . Inside we consider the
linear subspace HHres(We, X̂) formed by the finite sums
∑µ∈X
w∈W hw,µD
µ
q · [w], hw,µ ∈ Q(T ),
satisfying the following conditions:
(a) hw,µ is regular except at the divisors Tα,qk := {t : α(t) = qk}, α ∈ R, k ∈ Z, where
they are allowed to have only first order poles.
(b) ResT
α,q−k (hw,µ) + ResTα,q−k (hsαw,kα+sαµ) = 0 for any α ∈ R.
The algebra of regular functions C[T × C˜×] is embedded into HHres(We, X̂) via the as-
signment f 7→ f · [1]. Furthermore, for i ∈ I ⊂ I˜, we consider the Demazure operator [CF,
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1.3] τi := 11−Xαi · ([si] − [1]) ∈ HHres(We, X̂), and for i0 ∈ I˜ \ I we consider the Demazure
operator [CF, 1.3] τi0 :=
1
1−qX−1θ
· ([sθ] ·Dθq − [1]) ∈ HHres(We, X̂), where θ ∈ R is the dominant
short root, (θ, θ) = 2.
Theorem 3.6. (a) HHres(We, X̂) is a subalgebra of Cq(T × T )oC[W ].
(b) The assignment f 7→ f · [1]; Ti 7→ τi, i ∈ I˜; Π 3 pi 7→ the corresponding automorphism of
Q(T ) = Q(X̂⊗C×) (arising from the automorphism of the extended Dynkin diagram), defines
an isomorphism ϕ : HH(We, X̂) ∼−→HHres(We, X̂).
Proof. Same as the one of [BEG, Theorem 7.2]. 
Remark 3.7. Nil-DAHA HH(We, X̂) is not isomorphic to the degeneration H¨|v=0 of [BEG,
Section 6].
3(vii). K-theory of disconnected flags.
We define Iad as the image of I in G′ad(K)
ς , and we consider the adjoint version of the
affine flags F`ad := G′ad(K)
ς/Iad. This is an ind-scheme having |Π| connected components,
each one isomorphic to F`. The isomorphism of Theorem 3.4 extends to the same named
isomorphism HH(We, X̂) ∼−→K Î(F`ad). Let us explain why the RHS forms an algebra. We
consider an algebra K (̂I\G′ad(K)ς/Î) = K Î(F`ad/Π). Here we view Π = Z(G′σ) as the center
of the simply-connected group G′σ acting trivially on F`ad. Now K Î(F`ad/Π) contains a
subalgebra K Î(F`ad/Π)diag formed by the classes of bi-equivariant sheaves on F`ad such that
the Π-equivariance coincides with the Z(G′σ)-equivariance obtained by the restriction of Î-
equivariance. Finally, K Î(F`ad/Π)diag ' K Î(F`ad).
3(viii). Spherical nil-DAHA.
We define the new generators Tˆi := −Ti − 1, i ∈ I˜ (they correspond to the generators Ti
of [CF, Definition 1.1]). Geometrically, Tˆi = [ωF`i ]. They still satisfy the braid relations of
Wa. So for any w ∈ Wa we have a well-defined element (product of the generators) Tˆw. We
also define Tˆ′i := Tˆi+1 = −Ti, i ∈ I˜. Geometrically, for i ∈ I ⊂ I˜, we have Tˆ′i = Xρ∨ [OF`i ]X−1ρ∨ .
These generators also satisfy the braid relations of Wa, so for any w ∈ Wa we have a well-
defined element (product of the generators) Tˆ′w.
Given a reduced decomposition w = si1 · · · sil we have for the class of the structure sheaf
of the Schubert variety [OF`w ] = [OF`i1 ] · · · [OF`il ] since F`w has rational singularities. Hence,
for w ∈ W ⊂ Wa, we have [OF`w ] = X−1ρ∨ Tˆ′wXρ∨ . In particular, for the longest element
w0 ∈ W we set e := [OF`w0 ] = X
−1
ρ∨ Tˆ
′
w0Xρ∨ , an idempotent in HH(We, X̂). Indeed, calculat-
ing [OF`w0 ][OF`w0 ] as the pushforward of the structure sheaf from the convolution diagram
F`w0×˜F`w0 → F`w0 we get OF`w0 since RΓ(F`w0 ,OF`w0 ) = C.
We define the spherical nil-DAHA HHsph(Wa, X˜) := eHH(Wa, X˜)e, and the spherical ex-
tended nil-DAHA HHsph(We, X̂) := eHH(We, X̂)e.
3(ix). Equivariant K-theory of the affine Grassmannian.
We denote by Grad the twisted affine Grassmannian G′ad(K)
ς/G′ad(O)
ς : an ind-proper
ind-scheme of ind-finite type, see [PR]. The complexified equivariant coherent K-theory
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KKoC˜
×
(Grad) = K
G′(O)ςoC˜×(Grad) forms a C[q
± 1
2mad ]-algebra with respect to the convo-
lution (see Section 3(vii)). We have the smooth projection p : F`ad → Grad, and the natural
embedding KKoC˜×(Grad) ↪→ KIoC˜×(Grad)
p∗
↪→ KIoC˜×(F`ad).
Corollary 3.8. The isomorphism Φ of Section 3(vii) takes the spherical subalgebra
HHsph(We, X̂) ⊂ HH(We, X̂) isomorphically onto KKoC˜×(Grad) ⊂ KIoC˜×(F`ad). The right
ideal eHH(We, X̂) corresponds to KKoC
×
(F`ad) = (K
IoC˜×(F`ad))
W ⊂ KIoC˜×(F`ad). 
3(x). Classical limit.
The following theorem is proved similarly to [BFM, Theorem 2.15]:
Theorem 3.9. (a) The algebra KK(Grad) is commutative.
(b) Its spectrum together with the projection onto T/W is naturally isomorphic to ZGG
pr−→
T/W .
(c) The Poisson structure on KK(Grad) arising from the deformation KKoC
×
(Grad) corre-
sponds under the above identification to the Poisson (symplectic) structure of Remark 2.4 on
ZGG. 
Corollary 3.10. (a) The algebra HHsph(We, X̂)|q=1 is commutative.
(b) This algebra with the subalgebra C[X]W is naturally isomorphic to C[ZGG] ⊃ C[T/W ].
(c) The Poisson structure on HHsph(We, X̂)|q=1 arising from the deformation HHsph(We, X̂)
corresponds under the above identification to the Poisson (symplectic) structure of Remark 2.4
on ZGG. 
3(xi). Nil-DAHA, general linear group.
In case G = GL(n) ' G∨, the general definition of HH(We, X̂) takes a particularly explicit
form.
Definition 3.11. The nil-DAHA HH(GL(n)) is the C[q±1]-algebra with generators
T0, . . . ,Tn−1, X±11 , . . . ,X
±1
n , pi
±1, and the following relations:
(a) Ti’s for i ∈ Z/nZ satisfy the braid relations of the affine braid group of type A˜n−1;
(b) X±1i , i = 1, . . . , n, all commute;
(c) Ti(Ti + 1) = 0 for i ∈ Z/nZ;
(d) piXipi−1 = Xi+1 for i = 1, . . . , n− 1, and piXnpi−1 = qX1;
(e) piTipi−1 = Ti+1 for i ∈ Z/nZ;
(f) Xi+1Ti − TiXi = Xi, and X−1i Ti − TiX−1i+1 = X−1i+1 for i = 1, . . . , n− 1;
(h) qX1T0 − T0Xn = Xn, and qX−1n T0 − T0X−11 = X−11 ;
(fh) X±1i and Tj commute for all the pairs i, j not listed in (f,h) above.
Note that X := X1 · · ·Xn commutes with all the Ti’s, while piXpi−1 = qX. For a future use
we give the following
Definition 3.12. The extended nil-DAHA HHe(GL(n)) is the C[v±1]-algebra, q = v2, with
generators T0, . . . ,Tn−1, X±11 , . . . ,X
±1
n , pi
±1,
√
X
±1
, and relations (a–fh) of Definition 3.11
plus
(i) (
√
X±1)2 = X±1 := X±11 · · ·X±1n ;
(j)
√
X±1 commutes with all the X±1i and all the Ti;
(k) pi
√
Xpi−1 = v
√
X.
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We interpret Xi, i = 1, . . . , n, as the i-th diagonal matrix entry character of the diagonal
torus T ⊂ GL(n). It gives rise to the same named character of the Iwahori subgroup I ⊂
GL(n,K). We denote by OF`e〈Xi〉 the (class of the) structure sheaf of the point orbit F`e ⊂
F` = F`GL(n) (the affine flag variety of GL(n)) twisted by the character Xi. We denote by
ωF`i , i = 0, . . . , n − 1, the (class of the) direct image (wrt the closed embedding F`i ↪→
F`SL(n) ↪→ F`GL(n)) of the canonical line bundle on F`i equipped with the natural I o C×-
equivariant structure. We set Ti := −1− ωF`i ∈ KIoC
×
(F`) as in Section 3(iv). Finally, note
that the fixed point set F`T is naturally identified with the extended affine Weyl group of
GL(n), that is the group of n-periodic permutations of Z : σ(k+ n) = σ(k) + n, and the fixed
point $ corresponding to the shift permutation σ(k) = k+ 1 is a point IoC×-orbit F`$. We
denote by $ ∈ KIoC×(F`) the class of the structure sheaf OF`$ .
Theorem 3.13. There is a unique isomorphism Φ: HH(GL(n)) ∼−→KIoC×(F`) such that
Φ(Xi) = OF`e〈Xi〉, i = 1, . . . , n, and Φ(Ti) = Ti, i = 0, . . . , n− 1, and Φ(pi) = $.
Proof. Same as the one of [VV1, Theorem 2.5.6]. 
As in Section 3(viii), we have an idempotent e = [OF`w0 ] ∈ K
IoC×(F`SL(n)) ⊂ KIoC×(F`) '
HH(GL(n)), and we define the spherical subalgebras HHsph(GL(n)) := eHH(GL(n))e, and
HH
sph
e (GL(n)) := eHHe(GL(n))e. We also define a two-fold cover G˜ := {(g ∈ GL(n), y ∈
C×) : det(g) = y2}  G, K := GL(n,O), K˜ := G˜(O), and finally C˜× as the two-fold cover
(with coordinate v) of C× (with coordinate q).
Corollary 3.14. The isomorphism Φ of Theorem 3.13 takes the spherical subalgebra
HHsph(GL(n)) ⊂ HH(GL(n)) isomorphically onto KKoC×(GrGL(n)) ⊂ KIoC×(F`GL(n)). This
isomorphism extends uniquely to HHsphe (GL(n))
∼−→KK˜oC˜×(GrGL(n)) where the right-hand
side is equipped with the algebra structure as in Section 3(vii). 
The following theorem is proved similarly to [BFNb, Theorem 3.1, Proposition 3.18]:
Theorem 3.15. (a) The algebras KK(GrGL(n)), KK˜(GrGL(n)) are commutative.
(b) The spectrum ofKK(GrGL(n)) together with the projection onto (C×)(n) = Spec(KGL(n)(pt))
is naturally isomorphic to †
◦
Zn
pr−→ (C×)(n) (see Section 2(v)).
(c) The spectrum of KK˜(GrGL(n)) together with the projection onto Spec(KK(GrGL(n))) is
naturally isomorphic to †Zˆn → †◦Zn (see Section 2(v)).
(d) The Poisson structure on KK(GrGL(n)) arising from the deformation KKoC
×
(GrGL(n))
corresponds under the above identification to the negative of the Poisson (symplectic) structure
of [GSV], [FKR] on †
◦
Zn. The Poisson (symplectic) structure on KK˜(GrGL(n)) arising from
the deformation KK˜oC˜×(GrGL(n)) is the negative of the pull-back of the symplectic structure
on †
◦
Zn. 
Corollary 3.16. (a) The algebras HHsph(GL(n))|q=1, HHsphe (GL(n))|v=1 are commutative.
(b) The algebra HHsph(GL(n))|q=1 with the subalgebra C[X±11 , . . . ,X±1n ]Sn is naturally iso-
morphic to C[†
◦
Zn] ⊃ C[(C×)(n)].
(c) The Poisson structures on HHsph(GL(n))|q=1, HHsphe (GL(n))|v=1 arising from the de-
formations HHsph(GL(n)), HHsphe (GL(n)) correspond under the above identification to the
negative of the Poisson (symplectic) structures of [GSV], [FKR] on †
◦
Zn, †Zˆn. 
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3(xii). Quantum Poisson reduction.
Now again G is an almost simple simply-connected algebraic group. We consider Lusztig’s
integral form Uq(g) of the quantized universal enveloping algebra over C[q±1] with Cartan
elements Kλ, λ ∈ X. It is denoted U˙A in [VV2, 2.2]. We extend the scalars to C[q
±1
2mad ] and
consider the integrable representations of Uq(g) with weights in X. We consider the reflection
equation algebra Oq(G) spanned by the matrix coefficients of integrable Uq(g)-modules (with
weights in X); it is denoted FA in [VV2, 2.2]. The corresponding integral form Dq(G) of the
Heisenberg double [STS, Section 3] (quantum differential operators) is denoted DA in [VV2,
2.2]. The quasiclassical limit of Dq(G) is D+(G) with the Poisson structure {,}+ considered
in Section 2(ii). The moment map µ : (D+(G), {,}+) → (G, pi) × (G, pi) is the quasiclassical
limit of µq : Uq(g) ⊗ Uq(g) → Dq(G) (see e.g. [Lu]). The Poisson action of (G, piG) × (G, piG)
on D+(G) is the quasiclassical limit of the comodule structure of Dq(G) over Oq(G)⊗Oq(G).
Recall the subalgebra U cq (n) ⊂ Uq(g) [Se1, 2.2] associated to a Coxeter element c (we shall
omit its dependence on {nij}i,j∈I satisfying [Se1, 2.2.2]). The Uq(g)-module Uq(g)/(Uq(g) ·
[U cq (n), U
c
q (n)]) is the quantization of the coisotropic subvariety Cc ⊂ (G, pi) of Section 2(ii).
Given a pair of Coxeter elements c, c′, we consider the left ideal Ic′,c of Dq(G) generated
by µq([U c
′
q (n), U
c′
q (n)] ⊗ S[U cq (n), U cq (n)]) where S stands for the antipode. The invariants
of Dq(G)/Ic′,c with respect to the coaction of Oq(B−) ⊗ Oq(B−) form an algebra denoted
Oq(
†Zc′,c(G)).
Conjecture 3.17. There is an isomorphism HHsph(We, X̂) ∼−→Oq(†Zc,c(G)) equal to id†Zc,c(G)
at q = 1.
4. Multiplicative slices
4(i). Asymmetric definition.
We closely follow the exposition in [BFNb, Section 2]. Let G be an adjoint simple complex
algebraic group. We fix a Borel and a Cartan subgroup G ⊃ B ⊃ T . Let Λ be the coweight
lattice, and let Λ+ ⊂ Λ be the submonoid spanned by the simple coroots αi, i ∈ I. The
involution α 7→ −w0α of Λ restricts to an involution of Λ+ and induces an involution αi 7→ αi∗
of the set of simple coroots. We will sometimes write α∗ := −w0α for short. Let λ be a
dominant coweight of G, and µ ≤ λ an arbitrary coweight of G, not necessarily dominant,
such that α := λ − µ = ∑i∈I aiαi, ai ∈ N. We will define the multiplicative (trigonometric)
analogues †Wλµ of the generalized slices Wλµ of [BFNb, 2(ii)].
Namely, †Wλµ is the moduli space of the following data:
(a) a G-bundle P on P1;
(b) a trivialization σ : Ptriv|P1\{1} ∼−→P|P1\{1} having a pole of degree ≤ λ at 1 ∈ P1. This
means that for an irreducible G-module V λ∨ and the associated vector bundle Vλ∨P on P
1 we
have V λ∨ ⊗ OP1(−〈λ, λ∨〉 · 1) ⊂ Vλ∨P ⊂ V λ
∨ ⊗ OP1(−〈w0λ, λ∨〉 · 1);
(c) a reduction φ of P to a B-bundle (B-structure φ on P) such that the induced T -bundle
φT has degree w0µ, and the fiber of φ at∞ ∈ P1 is B− ⊂ G (with respect to the trivialization
σ of P at ∞ ∈ P1). This means in particular that for an irreducible G-module V λ∨ and the
associated vector bundle Vλ∨P on P
1 we are given an invertible subsheaf Lλ∨ ⊂ Vλ∨P of degree
−〈w0µ, λ∨〉.
We require φ to be transversal at 0 ∈ P1 to the trivial B-structure B in Ptriv.
MULTIPLICATIVE SLICES, RELATIVISTIC TODA AND SHIFTED QUANTUM ALGEBRAS 21
4(ii). Multiplicative BD slices.
Let λ = (ωi1 , . . . , ωiN ) be a sequence of fundamental coweights of G such that
∑N
s=1 ωis = λ.
We define †Wλµ as the moduli space of the following data:
(a) a collection of points (z1, . . . , zN ) ∈ (C×)N ;
(b) a G-bundle P on P1;
(c) a trivialization (a section) σ of P on P1\{z1, . . . , zN} with a pole of degree ≤
∑N
s=1 ωis ·zs
on the complement;
(d) a reduction φ of P to a B-bundle (B-structure φ on P) such that the induced T -bundle
φT has degree w0µ, and the fiber of φ at ∞ ∈ P1 is B− ⊂ G and transversal to B at 0 ∈ P1
(with respect to the trivialization σ).
Remark 4.1. The definition of multiplicative BD slices differs from the definition of BD slices
in [BFNb, 2(x)] only by the open condition of transversality at 0 ∈ P1. Thus †Wλµ is an open
subvariety in Wλµ (and similarly, †Wλµ is an open subvariety in Wλµ). Hence, the favorable
properties of the slices of [BFNb] (like e.g. the Cohen-Macaulay property) are inherited by the
multiplicative slices.
4(iii). A symmetric definition.
Given arbitrary coweights µ−, µ+ such that µ− + µ+ = µ, we consider the moduli space
†Wλµ−,µ+ of the following data:
(a) a collection of points (z1, . . . , zN ) ∈ (C×)N ;
(b) G-bundles P−,P+ on P1;
(c) an isomorphism σ : P−|P1\{z1,...,zN} ∼−→P+|P1\{z1,...,zN} with a pole of degree ≤
∑N
s=1 ωis ·
zs on the complement;
(d) a trivialization of P− = P+ at ∞ ∈ P1;
(e) a reduction φ− of P− to a B−-bundle (a B−-structure on P−) such that the induced
T -bundle φT− has degree −w0µ−, and the fiber of φ− at ∞ ∈ P1 is B ⊂ G;
(f) a reduction φ+ of P+ to a B-bundle (a B-structure on P+) such that the induced
T -bundle φT+ has degree w0µ+, and the fiber of φ+ at ∞ ∈ P1 is B− ⊂ G.
We require φ− and φ+ to be transversal at 0 ∈ P1 (with respect to the isomorphism σ).
Note that the trivial G-bundle on P1 has a unique B−-reduction of degree 0 with fiber B
at ∞. Conversely, a G-bundle P− with a B−-structure of degree 0 is necessarily trivial, and
its trivialization at ∞ uniquely extends to the whole of P1. Hence †Wλ0,µ = †Wλµ.
For arbitrary †Wλµ−,µ+ , the G-bundles P−,P+ are identified via σ on P1 \ {z1, . . . , zN}, so
they are both equipped with B and B−-structures transversal around 0,∞ ∈ P1, that is they
are both equipped with a reduction to a T -bundle around 0,∞ ∈ P1. So P± = PT± ×T G
for certain T -bundles PT± around 0,∞ ∈ P1, trivialized at ∞ ∈ P1. The modified T -bundles
′PT± := PT±(w0µ− ·∞) are canonically isomorphic to PT± off ∞ ∈ P1 and trivialized at ∞ ∈ P1.
We define ′P± as the result of gluing P± and ′PT± ×T G in the punctured neighbourhood
of ∞ ∈ P1. Then the isomorphism σ : ′P−|P1\{∞,z1,...,zN} ∼−→ ′P+|P1\{∞,z1,...,zN} extends to
P1 \ {z1, . . . , zN}, and φ± also extends from P1 \ {∞} to a B-structure ′φ+ in ′P+ of degree
w0µ (resp. a B−-structure ′φ− on ′P− of degree 0).
This defines an isomorphism †Wλµ−,µ+ ' †Wλµ. Similarly, for the nondeformed slices we have
an isomorphism †Wλµ−,µ+ ' †Wλµ.
4(iv). Multiplication of slices.
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Given λ1 ≥ µ1 and λ2 ≥ µ2 with λ1, λ2 dominant, we think of †Wλ1µ1 (resp. †Wλ2µ2) in the
incarnation †Wλ1µ1,0 (resp.
†Wλ20,µ2). Note that P
2− is canonically trivialized as in Section 4(iii),
and P1+ is canonically trivialized for the same reason. Given (P1±, σ1, φ1±) ∈ †Wλ1µ1,0, we change
the trivialization of P1+ by a (uniquely determined) element of U− (the unipotent radical of B−)
so that the value φ1−(0) becomes B (while φ1+(0) remains equal to B−). Now the value φ1−(∞)
is not B anymore; it is only transversal to B−. In order to distinguish the data obtained by
the composition with the above trivialization change, we denote them by (′P1±, ′σ1, ′φ1±). Given
(P2±, σ2, φ2±) ∈ †Wλ20,µ2 , we consider (′P1−,P2+, σ2 ◦ ′σ1, ′φ1−, φ2+) (recall that ′P1+ = Ptriv = P2−).
These data do not lie in †Wλ1+λ2µ1,µ2 since the value
′φ1−(∞) is not necessarily equal to B, it
is only transversal to B−. However, we change the trivialization of ′P1−(∞) = P2+(∞) by a
(uniquely determined) element of U−, so that the value of ′φ1−(∞) becomes B, and we end up
in †Wλ1+λ2µ1,µ2 =
†Wλ1+λ2µ1+µ2 .
This defines a multiplication morphism †Wλ1µ1 × †Wλ2µ2 → †Wλ1+λ2µ1+µ2 .
In particular, taking µ2 = λ2 so that †Wλ2λ2 is a point and
†Wλ1µ1 × †Wλ2λ2 = †Wλ1µ1 , we get a
stabilization morphism †Wλ1µ1 → †Wλ1+λ2µ1+λ2 .
Remark 4.2. The multiplication of slices in [BFNb, 2(vi)] does not preserve the multiplicative
slices viewed as open subvarieties according to Remark 4.1 (in particular, it does not induce
the above multiplication on multiplicative slices).
4(v). Scattering matrix.
Given a collection (z1, . . . , zN ) ∈ (C×)N , we define Pz(z) :=
∏N
s=1(z − zs) ∈ C[z]. We also
define a closed subvariety †Wλ,zµ ⊂ †Wλµ as the fiber of the latter over z = (z1, . . . , zN ). We con-
struct a locally closed embedding Ψ: †Wλ,zµ ↪→ G[z, P−1] into an ind-affine scheme as follows.
According to Section 4(iii), we have an isomorphism ζ : †Wλ,zµ = †W
λ,z
0,µ
∼−→ †Wλ,zµ,0. We denote
ζ(P±, σ, φ±) by (P′±, σ′, φ′±). Note that P− and P′+ are trivialized, and P′+ is obtained from
P+ by an application of a certain Hecke transformation at∞ ∈ P1. In particular, we obtain an
isomorphism P+|A1 ∼−→P′+|A1 = Ptriv|A1 . As in Section 4(iv), we change the trivialization of
P′+ by a uniquely defined element of U− so that the value of φ′−(0) becomes B. Now we com-
pose this change of trivialization with the above isomorphism P+|A1 ∼−→P′+|A1 = Ptriv|A1 and
with σ : Ptriv|A1\z = P−|A1\z ∼−→P+|A1\z to obtain an isomorphism Ptriv|A1\z ∼−→Ptriv|A1\z, i.e.
an element of G[z, P−1].
Here is an equivalent construction of the above embedding. Given (P±, σ, φ±) ∈ †Wλ,zµ−,µ+ =
†Wλ,zµ , we choose a trivialization of the B-bundle φ+|A1 (resp. of the B−-bundle φ−|A1). This
trivialization gives rise to a trivialization of the G-bundle P+|A1 (resp. of P−|A1), so that σ be-
comes an element of G(z) regular at 0 ∈ P1; moreover, the value of σ(0) lies in the big Bruhat
cell B ·B− ⊂ G. We require that σ(0) ∈ B ⊂ G. Then σ is well-defined up to the left multipli-
cation by an element of B[z] and the right multiplication by an element of B−,1[z] (the kernel
of evaluation at 0 ∈ P1 : B−[z] → B−), i.e. σ is a well-defined element of B[z]\G(z)/B−,1[z].
Clearly, this element of G(z) lies in the closure of the double coset G[z]zλ,zG[z] where zλ,z :=∏N
s=1(z−zs)ωis . Moreover, it lies in G[z]zλ,zG[z]∩ev−10 (B). Thus we have constructed an em-
bedding Ψ′ : †Wλ,zµ ↪→ B[z]\(G[z]zλ,zG[z] ∩ ev−10 (B))/B−,1[z]. If we compose with an embed-
ding G(z) ↪→ G((z−1)), then the image of Ψ′ lies in B[z]\U1[[z−1]]T1[[z−1]]zµU−[[z−1]]/U−,1[z]
where U1[[z−1]] ⊂ U [[z−1]] (resp. T1[[z−1]] ⊂ T [[z−1]]) stands for the kernel of evaluation at
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∞ ∈ P1. However, the projection
U1[[z
−1]]T1[[z−1]]zµU−[[z−1]]→ B[z]\U1[[z−1]]T1[[z−1]]zµU−[[z−1]]/U−,1[z]
is clearly one-to-one. Summing up, we obtain an embedding
Ψ: †Wλ,zµ → U1[[z−1]]T1[[z−1]]zµU−[[z−1]] ∩G[z]zλ,zG[z] ∩ ev−10 (B).
We claim that Ψ is an isomorphism. To see it, we construct the inverse map to †Wλ,z0,µ: given
g(z) ∈ U1[[z−1]]T1[[z−1]]zµU−[[z−1]] ∩ G[z]zλ,zG[z] ∩ ev−10 (B) we use it to glue P+ together
with a rational isomorphism σ : Ptriv = P− → P+, and define φ+ as the image of the standard
trivial B-structure in Ptriv under σ.
Remark 4.3. The embedding Wλ,zµ ↪→ G(z) of [BFNb, 2(xi)] restricted to the open subvariety
†Wλ,zµ ⊂Wλ,zµ does not give the above embedding †Wλ,zµ ↪→ G(z).
4(vi). A cover of a slice.
We define a T -torsor †W˜λµ → †Wλµ as the moduli space of data (a-d) as in Section 4(ii) plus
(e) a collection of nowhere vanishing sections uλ∨ ∈ Γ(P1 \ {∞},Lλ∨) satisfying Plücker
relations (cf. Section 4(i)(c)).
The construction of Section 4(v) defines an isomorphism
Ψ˜ : †W˜λ,zµ
∼−→U1[[z−1]]T [[z−1]]zµU−[[z−1]] ∩G[z]zλ,zG[z] ∩ ev−10 (B).
Let T[2] ⊂ T be the subgroup of 2-torsion. For a future use we define a T[2]-torsor
†W˜λ,zµ ⊃ †Wˆλ,zµ → †Wλ,zµ as follows. The evaluation at 0 ∈ P1 gives rise to a projection
pr0 : G[z]z
λ,zG[z] ∩ ev−10 (B) → B → T . The leading coefficient (at zµ) gives rise to a
projection pr∞ : U1[[z−1]]T [[z−1]]zµU−[[z−1]] → T , and †Wˆλ,zµ is cut out by the equation
pr0 ·pr∞ = (−1)λ−µ ∈ T[2], where λ =
∑N
s=1 ωis , see Section 4(ii). As z varies, we obtain
a T[2]-torsor †W˜
λ
µ ⊃ †Wˆλµ → †Wλµ.
4(vii). An example.
This section is parallel to [BFNb, 2(xii)], but our present conventions are slightly different.
Let G = GL(2) = GL(V ) with V = Ce1 ⊕ Ce2. Let B be the stabilizer of Ce2 (the lower
triangular matrices), and let B− be the stabilizer of Ce1 (the upper triangular matrices). Let
N,m ∈ N; λ be an N -tuple of fundamental coweights (0, 1), and µ = (m,N − m), so that
w0µ = (N − m,m). Let O := OP1 . We fix a collection (z1, . . . , zN ) ∈ (C×)N and define
Pz(z) :=
∏N
s=1(z − zs) ∈ C[z]. Then †Wλ,zµ is the moduli space of flags (O ⊗ V ⊃ V ⊃ L),
where
(a) V is a 2-dimensional locally free subsheaf in O ⊗ V coinciding with O ⊗ V around
0,∞ ∈ P1 and such that on A1 ⊂ P1 the global sections of detV coincide with PzC[z]e1 ∧ e2
as a C[z]-submodule of Γ(A1, det(OA1 ⊗ V )) = C[z]e1 ∧ e2.
(b) L is a line subbundle in V of degree −m, assuming the value Ce1 at ∞ ∈ P1, and such
that the value of L at 0 ∈ P1 is transversal to Ce2. In particular, degV/L = m−N .
On the other hand, let us introduce a closed subvariety †Wˆλ,zµ in Mat2[z] formed by all
the matrices M =
(
A B
C D
)
such that A(z) = amzm + . . . + a0, and am · a0 = (−1)m, while
degC(z) < m ≥ degB(z), and B(0) = 0; furthermore, detM = Pz(z).
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Then we have a two-fold cover f : †Wˆλ,zµ → †Wλ,zµ : givenM ∈ †Wˆλ,zµ we view it as a transition
matrix in a punctured neighbourhood of ∞ ∈ P1 to glue a vector bundle V which embeds,
by construction, as a locally free subsheaf into O ⊗ V . The morphism MOA1e1 ↪→ OA1 ⊗ V
naturally extends to ∞ ∈ P1 with a pole of degree m, hence it extends to an embedding of
O(−m ·∞) into V ⊂ O⊗V . The image of this embedding is the desired line subbundle L ⊂ V.
4(viii). Thick slices.
We define thickmultiplicative (trigonometric) slices †Wµ as the moduli space of the following
data:
(a) a G-bundle P on P1;
(b) a trivialization σ : Ptriv|P̂1∞
∼−→P|P̂1∞ in the formal neighbourhood of ∞ ∈ P
1;
(c) a reduction φ of P to a B-bundle (B-structure φ on P) such that the induced T -bundle
φT has degree w0µ, and the fiber of φ at ∞ ∈ P1 is transversal to B (with respect to the
trivialization σ of P at ∞ ∈ P1);
(d) a collection of nowhere vanishing sections uλ∨ ∈ Γ(P1 \ {∞},Lλ∨) satisfying Plücker
relations (cf. Section 4(i)(c)).
The construction of Section 4(vi) identifies †Wµ with the infinite type scheme (cf. [FKPRW,
5.9])
†Wµ ' U1[[z−1]]T [[z−1]]zµU−[[z−1]] ⊂ G((z−1)). (4.4)
As the inclusion U1[[z−1]] ↪→ U((z−1)) gives rise to an isomorphism U1[[z−1]] ' U [z]\U((z−1)),
we can identify †Wµ with the quotient U [z]\U((z−1))T [[z−1]]zµU−((z−1))/U−,1[z], and we
write pi for this isomorphism. The construction of Section 4(v) (resp. of Section 4(vi)) defines
a closed embedding †Wλµ ↪→ †Wµ (resp. †Wˆλµ ↪→ †Wµ). We define the multiplication morphism
mµ1,µ2 :
†Wµ1 × †Wµ2 → †Wµ1+µ2 by the formula mµ1,µ2(g1, g2) = pi(g1g2). Then the mul-
tiplication morphism mλ1,λ2µ1,µ2 : †Wλ1µ1 × †Wλ2µ2 → †Wλ1+λ2µ1+µ2 of Section 4(iv) is the restriction of
mµ1,µ2 . Similarly, mµ1,µ2 restricts to a multiplication †Wˆλ1µ1 × †Wˆλ2µ2 → †Wˆλ1+λ2µ1+µ2 .
For ν1, ν2 antidominant, we define the shift maps ιµ,ν1,ν2 : †Wµ+ν1+ν2 → †Wµ by g 7→
pi(z−ν1gz−ν2).
5. Shifted quantum affine algebras
Let g be a simple Lie algebra, h ⊂ g be a Cartan subalgebra of g, and (·, ·) be a non-
degenerate invariant bilinear symmetric form on g (with a square length of the shortest root
equal to 2). Let {α∨i}i∈I ⊂ h∗ be the simple positive roots of g relative to h, and cij = 2
(α∨i ,α
∨
j )
(α∨i ,α
∨
i )
–
the entries of the corresponding Cartan matrix. Set di :=
(α∨i ,α
∨
i )
2 ∈ Z>0 so that dicij = djcji
for any i, j ∈ I. Let ν : h ∼−→ h∗ be the isomorphism determined by the symmetric form (·, ·)
so that αi = hi = ν−1(α∨i)/di are the simple coroots of g.
5(i). Algebras Uscµ1,µ2 and U
ad
µ1,µ2.
Given coweights µ+, µ− ∈ Λ, set b± = {b±i }i∈I ∈ ZI with b±i := α∨i(µ±). Define the
simply-connected version of shifted quantum affine algebra, denoted by Uscµ+,µ− or U
sc
b+,b− , to
be the associative C(v)-algebra generated by {ei,r, fi,r, ψ±i,±s±i , (ψ
±
i,∓b±i
)−1}r∈Z,s
±
i ≥−b±i
i∈I with the
following defining relations (for all i, j ∈ I and , ′ ∈ {±}):
[ψi (z), ψ
′
j (w)] = 0, ψ
±
i,∓b±i
· (ψ±
i,∓b±i
)−1 = (ψ±
i,∓b±i
)−1 · ψ±
i,∓b±i
= 1, (U1)
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(z − vciji w)ei(z)ej(w) = (vciji z − w)ej(w)ei(z), (U2)
(v
cij
i z − w)fi(z)fj(w) = (z − vciji w)fj(w)fi(z), (U3)
(z − vciji w)ψi (z)ej(w) = (vciji z − w)ej(w)ψi (z), (U4)
(v
cij
i z − w)ψi (z)fj(w) = (z − vciji w)fj(w)ψi (z), (U5)
[ei(z), fj(w)] =
δij
vi − v−1i
δ
( z
w
) (
ψ+i (z)− ψ−i (z)
)
, (U6)
Sym
z1,...,z1−cij
1−cij∑
r=0
(−1)r
[
1− cij
r
]
vi
ei(z1) · · · ei(zr)ej(w)ei(zr+1) · · · ei(z1−cij ) = 0, (U7)
Sym
z1,...,z1−cij
1−cij∑
r=0
(−1)r
[
1− cij
r
]
vi
fi(z1) · · · fi(zr)fj(w)fi(zr+1) · · · fi(z1−cij ) = 0, (U8)
where vi := vdi , [a, b]x := ab− x · ba, [m]v := vm−v−mv−v−1 ,
[
a
b
]
v
:= [a−b+1]v ···[a]v[1]v ···[b]v , Symz1,...,zs
stands for
the symmetrization in z1, . . . , zs, and the generating series are defined as follows:
ei(z) :=
∑
r∈Z
ei,rz
−r, fi(z) :=
∑
r∈Z
fi,rz
−r, ψ±i (z) :=
∑
r≥−b±i
ψ±i,±rz
∓r, δ(z) :=
∑
r∈Z
zr.
Let us introduce another set of Cartan generators {hi,±r}r>0i∈I instead of {ψ±i,±s±i }
s±i >−b±i
i∈I via
(ψ±
i,∓b±i
z±b
±
i )−1ψ±i (z) = exp
(
±(vi − v−1i )
∑
r>0
hi,±rz∓r
)
.
Then, relations (U4, U5) are equivalent to the following:
ψ±
i,∓b±i
ej,s = v
±cij
i ej,sψ
±
i,∓b±i
, [hi,r, ej,s] =
[rcij ]vi
r
· ej,s+r for r 6= 0, (U4′)
ψ±
i,∓b±i
fj,s = v
∓cij
i fj,sψ
±
i,∓b±i
, [hi,r, fj,s] = − [rcij ]vi
r
· fj,s+r for r 6= 0. (U5′)
Let Usc,<
µ+,µ− , U
sc,>
µ+,µ− , and U
sc,0
µ+,µ− be the C(v)-subalgebras of U
sc
µ+,µ− generated by {fi,r}r∈Zi∈I ,
{ei,r}r∈Zi∈I , and {ψ±i,±s±i , (ψ
±
i,∓b±i
)−1}s
±
i ≥−b±i
i∈I , respectively. The following is proved completely
analogously to [He, Theorem 2]:
Proposition 5.1. (a) (Triangular decomposition of Uscµ+,µ−) The multiplication map
m : Usc,<
µ+,µ− ⊗ Usc,0µ+,µ− ⊗ Usc,>µ+,µ− −→ Uscµ+,µ−
is an isomorphism of C(v)-vector spaces.
(b) The algebra Usc,0
µ+,µ− (resp. U
sc,<
µ+,µ− and U
sc,>
µ+,µ−) is isomorphic to the C(v)-algebra generated
by {ψ±
i,±s±i
, (ψ±
i,∓b±i
)−1}s
±
i ≥−b±i
i∈I (resp. {fi,r}r∈Zi∈I and {ei,r}r∈Zi∈I ) with the defining relations (U1)
(resp. (U3, U8) and (U2, U7)). In particular, Usc,<
µ+,µ− and U
sc,>
µ+,µ− are independent of µ
±.
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Following the terminology of [Lus2], we also define the adjoint version of shifted quantum
affine algebra, denoted by Uadµ+,µ− or U
ad
b+,b− , by adding extra generators {(φ±i )±1}i∈I to Uscµ+,µ− ,
which satisfy the following extra relations:
(ψi,−bi )
±1 = (φi)
±2 ·
∏
j−i
(φj)
±cji , (φi)
±1 · (φi)∓1 = 1, [φi , φ
′
j ] = 0, (U9)
φiψ
′
j (z) = ψ
′
j (z)φ

i , φ

iej(z) = v
δij
i ej(z)φ

i , φ

ifj(z) = v
−δij
i fj(z)φ

i , (U10)
for any i, j ∈ I and , ′ ∈ {±}.
Both algebras Uscµ+,µ− and U
ad
µ+,µ− depend only on µ := µ
+ + µ− up to an isomorphism.
Let Λ± ⊂ Λ be the submonoids spanned by {±ωi}i∈I , that is, Λ+ (resp. Λ−) consists of
dominant (resp. antidominant) coweights of Λ. We will say that the algebras Uscµ+,µ− ,U
ad
µ+,µ−
are dominantly (resp. antidominantly) shifted if µ ∈ Λ+ (resp. µ ∈ Λ−). We note that
µ ∈ Λ+ ⇔ b+i + b−i = α∨i(µ) ≥ 0, µ ∈ Λ− ⇔ b+i + b−i = α∨i(µ) ≤ 0 for all i ∈ I.
Remark 5.2. One of the key reasons to consider Uadµ+,µ− , not only U
sc
µ+,µ− , is to construct
quantizations of the thick slices †Wµ∗ of Section 4(viii) and the multiplicative slice covers †Wˆ
λ∗
µ∗
of Section 4(vi), see our Conjecture 8.21. On the technical side, we also need an alternative
set of Cartan generators, whose generating series A±i (z) are defined via (6.1) of Section 6 and
whose definition requires to work with Uadµ+,µ− (see also Remark 6.22(b)).
Remark 5.3. (a) The elements {ψ+
i,−b+i
ψ−
i,b−i
}i∈I (resp. {φ+i φ−i }i∈I) and their inverses are central
elements of Uscµ+,µ− (resp. U
ad
µ+,µ−).
(b) We have Usc0,0/(ψ
+
i,0ψ
−
i,0 − 1) ' Uv(Lg)–the standard quantum loop algebra of g, while
Uad0,0/(φ
+
i φ
−
i − 1) ' Uadv (Lg)–the adjoint version of Uv(Lg).
(c) We note that defining relations (U1–U8, U10) are independent of µ+, µ−.
(d) An equivalent definition of Uscµ1,µ2 was suggested to us by Boris Feigin in Spring 2010.
In this definition, we take the same generators as for Uv(Lg) and just modify relation (U6)
by requesting pi(z)[ei(z), fj(w)] =
δijδ(z/w)
vi−v−1i
(
ψ+i (z)− ψ−i (z)
)
for any collection {pi(z)}i∈I of
rational functions.
5(ii). Levendorskii type presentation of Usc0,µ for µ ∈ Λ−.
In Section 10, we will crucially need a presentation of the shifted quantum affine algebras
via a finite number of generators and defining relations. This is the purpose of this subsection.
Fix antidominant coweights µ1, µ2 ∈ Λ− and set µ := µ1 + µ2. Define b1,i := α∨i(µ1), b2,i :=
α∨i(µ2), bi := b1,i + b2,i. Denote by Uˆµ1,µ2 the associative C(v)-algebra generated by
{ei,r, fi,s, (ψ+i,0)±1, (ψ−i,bi)±1, hi,±1|i ∈ I, b2,i − 1 ≤ r ≤ 0, b1,i ≤ s ≤ 1}
and with the following defining relations:
{(ψ+i,0)±1, (ψ−i,bi)±1, hi,±1}i∈I pairwise commute,
(ψ+i,0)
±1 · (ψ+i,0)∓1 = (ψ−i,bi)±1 · (ψ−i,bi)∓1 = 1,
(Û1)
ei,r+1ej,s − vciji ei,rej,s+1 = vciji ej,sei,r+1 − ej,s+1ei,r, (Û2)
v
cij
i fi,r+1fj,s − fi,rfj,s+1 = fj,sfi,r+1 − vciji fj,s+1fi,r, (Û3)
ψ+i,0ej,r = v
cij
i ej,rψ
+
i,0, ψ
−
i,bi
ej,r = v
−cij
i ej,rψ
−
i,bi
, [hi,±1, ej,r] = [cij ]vi · ej,r±1, (Û4)
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ψ+i,0fj,s = v
−cij
i fj,sψ
+
i,0, ψ
−
i,bi
fj,s = v
cij
i fj,sψ
−
i,bi
, [hi,±1, fj,s] = −[cij ]vi · fj,s±1, (Û5)
[ei,r, fj,s] = 0 if i 6= j and [ei,r, fi,s] =

ψ+i,0hi,1 if r + s = 1,
ψ−i,bihi,−1 if r + s = bi − 1,
ψ+i,0−δbi,0ψ−i,bi
vi−v−1i
if r + s = 0,
−ψ−i,bi+δbi,0ψ
+
i,0
vi−v−1i
if r + s = bi,
0 if bi < r + s < 0,
(Û6)
[ei,0, [ei,0, · · · , [ei,0, ej,0]vciji · · · ]v−cij−2i ]v−ciji = 0 for i 6= j, (Û7)
[fi,0, [fi,0, · · · , [fi,0, fj,0]vciji · · · ]v−cij−2i ]v−ciji = 0 for i 6= j, (Û8)
[hi,1, [fi,1, [hi,1, ei,0]]] = 0, [hi,−1, [ei,b2,i−1, [hi,−1, fi,b1,i ]]] = 0, (Û9)
for any i, j ∈ I and r, s such that above relations make sense.
Remark 5.4. One can rewrite relations (Û7, Û8) in the form similar to (U7, U8) as
1−cij∑
r=0
(−1)r
[
1− cij
r
]
vi
eri,0ej,0e
1−cij−r
i,0 = 0,
1−cij∑
r=0
(−1)r
[
1− cij
r
]
vi
f ri,0fj,0f
1−cij−r
i,0 = 0.
Define inductively
ei,r := [2]
−1
vi ·
{
[hi,1, ei,r−1] if r > 0,
[hi,−1, ei,r+1] if r < b2,i − 1,
fi,r := −[2]−1vi ·
{
[hi,1, fi,r−1] if r > 1,
[hi,−1, fi,r+1] if r < b1,i,
ψ+i,r := (vi − v−1i ) · [ei,r−1, fi,1] for r > 0,
ψ−i,r := (v
−1
i − vi) · [ei,r−b1,i , fi,b1,i ] for r < bi.
Theorem 5.5. There is a unique C(v)-algebra isomorphism Uˆµ1,µ2 ∼−→Usc0,µ, such that
ei,r 7→ ei,r, fi,r 7→ fi,r, ψ±i,±s±i 7→ ψ
±
i,±s±i
for i ∈ I, r ∈ Z, s+i ≥ 0, s−i ≥ −bi.
This provides a new presentation of Usc0,µ via a finite number of generators and relations.
The proof of this result is presented in Appendix A. Motivated by [GNW], we also provide a
slight modification of this presentation of Usc0,µ in Theorem A.5.
Remark 5.6. Theorem 5.5 can be viewed as a v-version of the corresponding result for the
shifted Yangians of [FKPRW, Theorem 4.3]. In the particular case µ1 = µ2 = 0, the latter is
the standard Levendorskii presentation of the Yangian, see [Le]. However, we are not aware
of the reference for Theorem 5.5 even in the unshifted case µ1 = µ2 = 0.
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6. ABCD generators of Uadµ+,µ−
In this section, we introduce an alternative set of generators of Uadµ+,µ− , which will be used
later in the paper (they are also of independent interest), and deduce the defining relations
among them. While the definition works for any two coweights µ+, µ− ∈ Λ, the relations hold
only for antidominant µ+, µ− ∈ Λ−, which we assume from now on.
First, we define the Cartan generators {A±i,±r}r≥0i∈I via
z∓b
±
i ψ±i (z) =
∏
j−i
∏−cji
p=1 A
±
j (v
−cji−2p
j z)
A±i (z)A
±
i (v
−2
i z)
with A±i,0 := (φ
±
i )
−1, (6.1)
where we set A±i (z) =
∑
r≥0A
±
i,±rz
∓r. Using non-degeneracy of the v-version of the Cartan
matrix (cij) and arguing by induction in r > 0, one can easily see that relations (6.1) for all
i ∈ I determine uniquely all A±i,±r, see Remark B.4 (cf. [GKLO1, Lemma 2.1]). An explicit
formula for A±i (z) is given by (B.3) in Appendix B.
Next, we introduce the generating series B±i (z), C
±
i (z), D
±
i (z) via
B±i (z) := (vi − v−1i )A±i (z)e±i (z), (6.2)
C±i (z) := (vi − v−1i )f±i (z)A±i (z), (6.3)
D±i (z) := A
±
i (z)ψ
±
i (z) + (vi − v−1i )2f±i (z)A±i (z)e±i (z), (6.4)
where the Drinfeld half-currents are defined as follows:
e+i (z) :=
∑
r≥0
ei,rz
−r, e−i (z) := −
∑
r<0
ei,rz
−r,
f+i (z) :=
∑
r>0
fi,rz
−r, f−i (z) := −
∑
r≤0
fi,rz
−r.
(6.5)
It is clear that coefficients of the generating series {A±i (z), B±i (z), C±i (z), D±i (z)}i∈I to-
gether with {φ±i }i∈I generate (over C(v)) the shifted quantum affine algebra Uadµ+,µ− . The
following is the key result of this section.
Theorem 6.6. Assume µ+, µ− ∈ Λ− and define {b±i }i∈I via b±i := α∨i(µ±) as before.
(a) The generating series A±i (z), B
±
i (z), C
±
i (z), D
±
i (z) satisfy the following relations:
φiA
′
j (w) = A
′
j (w)φ

i , φ

iD
′
j (w) = D
′
j (w)φ

i ,
φiB
′
j (w) = v
δij
i B
′
j (w)φ

i , φ

iC
′
j (w) = v
−δij
i C
′
j (w)φ

i ,
(6.7)
[Ai(z), A
′
j (w)] = 0, (6.8)
[Ai(z), B
′
j (w)] = [A

i(z), C
′
j (w)] = [B

i (z), C
′
j (w)] = 0 for i 6= j, (6.9)
[Bi (z), B
′
i (w)] = [C

i (z), C
′
i (w)] = [D

i (z), D
′
i (w)] = 0, (6.10)
(z − w)[B′i (w), Ai(z)]v−1i = (vi − v
−1
i )
(
zAi(z)B
′
i (w)− wA
′
i (w)B

i (z)
)
, (6.11)
(z − w)[Ai(z), C
′
i (w)]vi = (vi − v−1i )
(
wC
′
i (w)A

i(z)− zCi (z)A
′
i (w)
)
, (6.12)
(z − w)[Bi (z), C
′
i (w)] = (vi − v−1i )z
(
D
′
i (w)A

i(z)−Di (z)A
′
i (w)
)
, (6.13)
(z − w)[Bi (z), D
′
i (w)]vi = (vi − v−1i )
(
wD
′
i (w)B

i (z)− zDi (z)B
′
i (w)
)
, (6.14)
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(z − w)[D′i (w), Ci (z)]v−1i = (vi − v
−1
i )
(
zCi (z)D
′
i (w)− wC
′
i (w)D

i (z)
)
, (6.15)
(z − w)[Ai(z), D
′
i (w)] = (vi − v−1i )
(
wC
′
i (w)B

i (z)− zCi (z)B
′
i (w)
)
, (6.16)
Ai(z)D

i (v
−2
i z)− v−1i Bi (z)Ci (v−2i z) = zb

i ·
∏
j−i
−cji∏
p=1
Aj(v
−cji−2p
j z), (6.17)
(z − vciji w)Bi (z)B
′
j (w)− (vciji z − w)B
′
j (w)B

i (z) =
zAi(z)[φ
+
i B
+
i,0, B
′
j (w)]v
cij
i
+ wA
′
j (w)[φ
+
j B
+
j,0, B

i (z)]v
cij
i
for i 6= j, (6.18)
(v
cij
i z − w)Ci (z)C
′
j (w)− (z − vciji w)C
′
j (w)C

i (z) =
− [Ci (z), C+j,1φ+j ]vciji A
′
j (w)− [C
′
j (w), C
+
i,1φ
+
i ]v
cij
i
Ai(z) for i 6= j,
(6.19)
Sym
z1,...,z1−cij
{∏
a<b
(viza − v−1i zb)(za − zb)·
1−cij∑
r=0
(−1)r
[
1− cij
r
]
vi
B1i (z1) · · ·Bri (zr)B
′
j (w)B
r+1
i (zr+1) · · ·B
1−cij
i (z1−cij )
 = 0,
(6.20)
Sym
z1,...,z1−cij
{∏
a<b
(vizb − v−1i za)(zb − za)·
1−cij∑
r=0
(−1)r
[
1− cij
r
]
vi
C1i (z1) · · ·Cri (zr)C
′
j (w)C
r+1
i (zr+1) · · ·C
1−cij
i (z1−cij )
 = 0,
(6.21)
for any i, j ∈ I and , ′, 1, . . . , 1−cij ∈ {±}.
(b) Relations (6.7–6.21) are the defining relations. In other words, the associative C(v)-
algebra generated by {φ±i , A±i,±r, B+i,r, B−i,−r−1, C+i,r+1, C−i,−r, D±i,±r±b±i }
r∈N
i∈I with the defining re-
lations (6.7–6.21) is isomorphic to Uadµ+,µ− .
We sketch the proof in Appendix B. In the unshifted case, more precisely for Uadv (Lg), the
above construction should be viewed as a v-version of that of [GKLO1]. In loc.cit., the authors
introduced analogous generating series {Ai(u), Bi(u), Ci(u), Di(u)}i∈I with coefficients in the
Yangian Y (g) and stated (without a proof) the relations between them, similar to (6.8–6.17).4
Meanwhile, we note that adding rational analogues of (6.18–6.21) to their list of relations, we
get a complete list of the defining relations among these generating series.
Remark 6.22. (a) For g = sl2, relations (6.8, 6.10–6.16) are equivalent to the RTT-relations
(with the trigonometric R-matrix of (11.3)), see our proof of Theorem 11.19 below.
(b) This construction can be adapted to the setting of Uscµ+,µ− . First, we redefine the generating
series A±i (z) = 1 +
∑
r>0A
±
i,±rz
∓r which have to satisfy
z∓b
±
i (ψ±
i,∓b±i
)−1ψ±i (z) =
∏
j−i
∏−cji
p=1 A
±
j (v
−cji−2p
j z)
A±i (z)A
±
i (v
−2
i z)
. (6.23)
4We note that the relation [Di(u), Di(v)] = 0 was missing in their list.
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Next, we define B±i (z), C
±
i (z) via formulas (6.2, 6.3). Finally, we define D
±
i (z) via
D±i (z) := A
±
i (z)ψ
±
i (z) + v
∓1
i (vi − v−1i )2f±i (z)A±i (z)e±i (z). (6.24)
The coefficients of these generating series together with {(ψi,−bi )
±1}=±i∈I generate Uscµ+,µ− . For
µ+, µ− ∈ Λ− one can write a complete list of the defining relations among these generators,
which look similar to (6.8–6.21).
7. Homomorphism to difference operators
In this section, we construct homomorphisms from the shifted quantum affine algebras to
the algebras of difference operators.
7(i). Homomorphism Φ˜λµ.
Let Dyn(g) be the graph obtained from the Dynkin diagram of g by replacing all multiple
edges by simple ones. We fix an orientation of Dyn(g) and we fix a dominant coweight λ ∈ Λ+
and a coweight µ ∈ Λ, such that λ − µ = ∑i∈I aiαi with ai ∈ N. We also fix a sequence
λ = (ωi1 , . . . , ωiN ) of fundamental coweights, such that
∑N
s=1 ωis = λ.
Consider the associative C[v±1]-algebra Aˆv generated by {D±1i,r ,w±1/2i,r }1≤r≤aii∈I with the defin-
ing relations (for all i, j ∈ I, 1 ≤ r ≤ ai, 1 ≤ s ≤ aj):
[Di,r, Dj,s] = [w
1/2
i,r ,w
1/2
j,s ] = 0, D
±1
i,rD
∓1
i,r = w
±1/2
i,r w
∓1/2
i,r = 1, Di,rw
1/2
j,s = v
δijδrs
i w
1/2
j,s Di,r.
Let A˜v be the localization of Aˆv by the multiplicative set generated by {wi,r−vmi wi,s}1≤r 6=s≤aii∈I,m∈Z
∪ {1 − vm}m∈Z\{0} (which obviously satisfies Ore conditions). We also define their C(v)-
counterparts Aˆvfrac := Aˆ
v ⊗C[v±1] C(v) and A˜vfrac := A˜v ⊗C[v±1] C(v).
In what follows, we will work with the larger algebra Uad0,µ[z
±1
1 , . . . , z
±1
N ], which is ob-
tained from Usc0,µ[z
±1
1 , . . . , z
±1
N ] := U
sc
0,µ ⊗C(v) C(v)[z±11 , . . . , z±1N ] by adding extra generators
{(φi)±1}=±i∈I satisfying relations (U9, U10) with the only change:∏
s:is=i
(−vizs)∓1 · (ψ−i,α∨i (µ))
±1 = (φ−i )
±2 ·
∏
j−i
(φ−j )
±cji .
We will also work with the larger algebras A˜v[z±11 , . . . , z
±1
N ] := A˜
v⊗C[v±1]C[v±1][z±11 , . . . , z±1N ]
and A˜vfrac[z
±1
1 , . . . , z
±1
N ] := A˜
v
frac ⊗C(v) C(v)[z±11 , . . . , z±1N ].
Define
Zi(z) :=
is=i∏
1≤s≤N
(
1− vizs
z
)
, Wi(z) :=
ai∏
r=1
(
1− wi,r
z
)
, Wi,r(z) :=
s 6=r∏
1≤s≤ai
(
1− wi,s
z
)
,
Zˆi(z) :=
is=i∏
1≤s≤N
(
1− z
vizs
)
, Wˆi(z) :=
ai∏
r=1
(
1− z
wi,r
)
, Wˆi,r(z) :=
s 6=r∏
1≤s≤ai
(
1− z
wi,s
)
.
The following is the key result of this section.
Theorem 7.1. There exists a unique C(v)[z±11 , . . . , z
±1
N ]-algebra homomorphism
Φ˜λµ : U
ad
0,µ[z
±1
1 , . . . , z
±1
N ] −→ A˜vfrac[z±11 , . . . , z±1N ],
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such that
ei(z) 7→ −vi
1− v2i
ai∏
t=1
wi,t
∏
j→i
aj∏
t=1
w
cji/2
j,t ·
ai∑
r=1
δ
(wi,r
z
) Zi(wi,r)
Wi,r(wi,r)
∏
j→i
−cji∏
p=1
Wj(v
−cji−2p
j z)D
−1
i,r ,
fi(z) 7→ 1
1− v2i
∏
j←i
aj∏
t=1
w
cji/2
j,t ·
ai∑
r=1
δ
(
v2iwi,r
z
)
1
Wi,r(wi,r)
∏
j←i
−cji∏
p=1
Wj(v
−cji−2p
j z)Di,r,
ψ±i (z) 7→
ai∏
t=1
wi,t
∏
j−i
aj∏
t=1
w
cji/2
j,t ·
 Zi(z)
Wi(z)Wi(v
−2
i z)
∏
j−i
−cji∏
p=1
Wj(v
−cji−2p
j z)
± ,
(φ+i )
±1 7→
ai∏
t=1
w
±1/2
i,t , (φ
−
i )
±1 7→ (−vi)∓ai
ai∏
t=1
w
∓1/2
i,t .
We write γ(z)± for the expansion of a rational function γ(z) in z∓1, respectively.
In the unshifted case, more precisely for Uv(Lg), this result was stated (without a proof)
in [GKLO2]. The above formulas simplify for simply-laced g, in which case this result can be
viewed as a v-version of [BFNb, Corollary B.17]. We present the proof in Appendix C.
7(ii). Homomorphism Φ˜λµ in ABC generators.
Generalizing the construction of Section 6, we define new Cartan generators {A±i,±r}r≥0i∈I of
Uad0,µ[z
±1
1 , . . . , z
±1
N ] via
A±i,0 := (φ
±
i )
−1,
ψ+i (z)
Zi(z)
=
∏
j−i
∏−cji
p=1 A
+
j (v
−cji−2p
j z)
A+i (z)A
+
i (v
−2
i z)
,
zα
∨
i (µ)ψ−i (z)∏
s:is=i
(−vizs) · Zˆi(z)
=
∏
j−i
∏−cji
p=1 A
−
j (v
−cji−2p
j z)
A−i (z)A
−
i (v
−2
i z)
,
where we set A±i (z) :=
∑
r≥0A
±
i,±rz
∓r. We also define the generating series B±i (z), C
±
i (z),
and D±i (z) via formulas (6.2), (6.3), and (6.4), respectively.
Lemma 7.2. For antidominant µ ∈ Λ−, the generating series A±i (z), B±i (z), C±i (z), D±i (z)
satisfy relations (6.8–6.16).
Proof. Let c be the determinant of the Cartan matrix of g. Choose unique λ+i (z) ∈ 1 +
z−1C(v)[z±11 , . . . , z
±1
N ][[z
−1]], such that Zi(z) =
λ+i (z)λ
+
i (v
−2
i z)∏
j−i
∏−cji
p=1 λ
+
j (v
−cji−2p
j z)
. Also choose λ−i (z) ∈
C(v1/c)[z±1/c1 , . . . , z
±1/c
N ][[z]], such that Zˆi(z) ·
∏
s:is=i
(−vizs) = λ
−
i (z)λ
−
i (v
−2
i z)∏
j−i
∏−cji
p=1 λ
−
j (v
−cji−2p
j z)
.
Then, the series λ±i (z)
−1X±i (z) for X = A,B,C,D are those of Section 6. The result
follows from Theorem 6.6(a) (compare with the proof of [KTWWY, Proposition 5.5]). 
Corollary 7.3. The following equalities hold in Uad0,µ[z
±1
1 , . . . , z
±1
N ]:
B+i (z) = [ei,0, A
+
i (z)]v−1i
, C+i (z) = [z
−1A+i (z), fi,1]v−1i ,
B−i (z) = [ei,−1, zA
−
i (z)]vi , C
−
i (z) = [A
−
i (z), fi,0]vi .
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Proof. The above formula for B+i (z) (resp. C
+
i (z)) follows by evaluating the terms of degree
1 (resp. 0) in w in the equality (6.11) (resp. (6.12)) with  = ′ = +.
The formulas for B−i (z), C
−
i (z) are proved analogously. 
The following result is straightforward.
Proposition 7.4. The homomorphism Φ˜λµ maps the ABC currents as follows:
A+i (z) 7→
ai∏
t=1
w
−1/2
i,t ·Wi(z), A−i (z) 7→ (−vi)ai
ai∏
t=1
w
1/2
i,t · Wˆi(z),
B+i (z) 7→
ai∏
t=1
w
1/2
i,t
∏
j→i
aj∏
t=1
w
cji/2
j,t ·
ai∑
r=1
Wi,r(z)Zi(wi,r)
Wi,r(wi,r)
∏
j→i
−cji∏
p=1
Wj(v
−cji−2p
j wi,r)D
−1
i,r ,
B−i (z) 7→ −(−vi)ai
ai∏
t=1
w
3/2
i,t
∏
j→i
aj∏
t=1
w
cji/2
j,t ·
ai∑
r=1
zWˆi,r(z)Zi(wi,r)
wi,rWi,r(wi,r)
∏
j→i
−cji∏
p=1
Wj(v
−cji−2p
j wi,r)D
−1
i,r ,
C+i (z) 7→ −
ai∏
t=1
w
−1/2
i,t
∏
j←i
aj∏
t=1
w
cji/2
j,t ·
ai∑
r=1
wi,rWi,r(z)
zWi,r(wi,r)
∏
j←i
−cji∏
p=1
Wj(v
−cji−2p
j v
2
iwi,r)Di,r,
C−i (z) 7→ (−vi)ai
ai∏
t=1
w
1/2
i,t
∏
j←i
aj∏
t=1
w
cji/2
j,t ·
ai∑
r=1
Wˆi,r(z)
Wi,r(wi,r)
∏
j←i
−cji∏
p=1
Wj(v
−cji−2p
j v
2
iwi,r)Di,r.
In particular, all these images belong to A˜v[z±11 , . . . , z
±1
N ] ⊂ A˜vfrac[z±11 , . . . , z±1N ].
8. K-theoretic Coulomb branch
8(i). Quiver gauge theories.
We follow the notations and setup of [BFNb, Appendix A], so that (GL(V ),N) is a quiver
gauge theory. As in Section 7, we fix a sequence (ωi1 , . . . , ωiN ) of fundamental coweights of G
which is assumed to be simply-laced for the current discussion. We choose a basis w1, . . . , wN
in W =
⊕
i∈IWi such that ws ∈ Wis . This defines a maximal torus TW ⊂
∏
iGL(Wi),
and KTW (pt) = C[z
±1
1 , . . . , z
±1
N ]. We consider the (quantized) K-theoretic Coulomb branch
with flavor deformation Aq = K(GL(V )×TW )OoC×(RGL(V ),N) equipped with the convolution
algebra structure as in [BFNa, Remark 3.9(3)]. It is a KC××TW (pt)-algebra; we denote
KC×(pt) = C[q±1]. We will also need v = q1/2, the generator of the equivariant K-theory of a
point with respect to the two-fold cover C˜× → C×. Recall thatGL(V ) = ∏i∈I GL(Vi). We will
need its 2I -cover G˜L(V ) =
∏
i∈I G˜L(Vi) where G˜L(Vi) := {(g ∈ GL(Vi), y ∈ C×) : det(g) =
y2}. We consider the extended Coulomb branch Av := K(G˜L(V )×TW )OoC˜×(RGL(V ),N) =
Aq⊗KGL(V )×C× (pt)KG˜L(V )×C˜×(pt). It is equipped with an algebra structure as in Section 3(vii).
Recall from [BFNb] that w∗i,r is the cocharacter of the Lie algebra of GL(V ) =
∏
GL(Vi),
which is equal to 0 except at the vertex i, and is (0, . . . , 0, 1, 0, . . . , 0) at i. Here 1 is at
the r-th entry (r = 1, . . . , ai = dimVi). We denote the corresponding coordinates of TV
and T∨V by wi,r and Di,r (i ∈ I, 1 ≤ r ≤ ai). The roots are wi,rw−1i,s (r 6= s). Further-
more, K(TV ×TW )OoC×(RTV ,0) with scalars extended by v,w
±1/2
i,r is nothing but the algebra
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Aˆv[z±11 , . . . , z
±1
N ] := Aˆ
v ⊗C[v±1] C[v±1][z±11 , . . . , z±1N ], where Aˆv was defined in Section 7. We
thus have an algebra embedding
z∗(ι∗)−1 : Av ↪→ A˜v[z±11 , . . . , z±1N ].
Let $i,n be the n-th fundamental coweight of the factor GL(Vi), i.e., w∗i,1 + . . . + w
∗
i,n =
(1, . . . , 1, 0, . . . , 0) where 1 appears n times (1 ≤ n ≤ ai). Then Gr$i,nGL(V ) is closed and isomor-
phic to the Grassmannian Gr(Vi, n) of n-dimensional quotients of Vi. Let Qi be the tautological
rank n quotient bundle on Gr$i,nGL(V ). Its pull-back to R$i,n is also denoted by Qi for brevity.
Let Λp(Qi) denote the class of its p-th external power in Av. More generally, we can consider
a class f(Qi) for a symmetric function f in n variables so that Λp(Qi) corresponds to the p-th
elementary symmetric polynomial ep.
Similarly, we consider $∗i,n = −w0$i,n, where the corresponding orbit Gr
$∗i,n
GL(V ) is closed
and isomorphic to the Grassmannian Gr(n, Vi) of n-dimensional subspaces in Vi. Let Si be
the tautological rank n subbundle on Gr
$∗i,n
GL(V ). Its pull-back to R$∗i,n is also denoted by Si.
Now similarly to [BFNb, (A.3),(A.5)], cf. [BFNb, Remark A.8], we obtain
z∗(ι∗)−1
(
f(Qi)⊗ OR$i,n
)
=
∑
J⊂{1,...,ai}
#J=n
f(wi,J)
∏
j←i
r∈J
aj∏
s=1
(j,s)6=(i,r)
(1− vwi,rw−1j,s )
∏
r∈J,s/∈J
(1− wi,sw−1i,r )
∏
r∈J
Di,r (8.1)
(the appearance of v is due to the convention before [BFNa, Remark 2.1]);
z∗(ι∗)−1
(
f(Si)⊗ OR$∗
i,n
)
=
∑
J⊂{1,...,ai}
#J=n
f(v−2wi,J)
∏
r∈J
t:it=i
(1− vztw−1i,r )
∏
j→i
r∈J
aj∏
s=1
(j,s)6=(i,r)
(1− vwj,sw−1i,r )
∏
r∈J,s/∈J
(1− wi,rw−1i,s )
∏
r∈J
D−1i,r ,
(8.2)
where f(v−2wi,J) means that we substitute {v−2wi,r}r∈J to f .
Also, for the vector bundles Ωp$i,1 ,Ω
p
$∗i,1
of p-forms on Gr$i,1GL(V ),Gr
$∗i,1
GL(V ) we obtain
z∗(ι∗)−1
(
Ωp$i,1 ⊗ Q⊗p
′
i ⊗ OR$i,1
)
=
∑
1≤r≤ai
wp
′−p
i,r
 ∑
J⊂{1,...,ai}\{r}
#J=p
∏
s∈J
wi,s

∏
j←i
aj∏
s=1
(j,s)6=(i,r)
(1− vwi,rw−1j,s )
∏
s 6=r
(1− wi,sw−1i,r )
Di,r,
(8.3)
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z∗(ι∗)−1
(
Ωp$∗i,1
⊗ S⊗p′i ⊗ OR$∗
i,1
)
=
∑
1≤r≤ai
v−2p
′
wp
′+p
i,r
∏
t:it=i
(1− vztw−1i,r )
 ∑
J⊂{1,...,ai}\{r}
#J=p
∏
s∈J
w−1i,s

∏
j→i
aj∏
s=1
(j,s) 6=(i,r)
(1− vwj,sw−1i,r )
∏
s 6=r
(1− wi,rw−1i,s )
D−1i,r .
(8.4)
8(ii). Homomorphism Φλµ.
We set Avfrac := A
v ⊗C[v±1] C(v). The key result of this section asserts that the ho-
momorphism Φ˜λµ of Theorem 7.1 factors through the above embedding z∗(ι∗)−1 : Avfrac ↪→
A˜vfrac[z
±1
1 , . . . , z
±1
N ], similarly to [BFNb, Theorem B.18].
Theorem 8.5. There exists a unique C(v)[z±11 , . . . , z
±1
N ]-algebra homomorphism
Φλµ : U
ad
0,µ[z
±1
1 , . . . , z
±1
N ] −→ Avfrac,
such that the following diagram commutes:
Avfrac
Uad0,µ[z
±1
1 , . . . , z
±1
N ]
A˜vfrac[z
±1
1 , . . . , z
±1
N ]
PPPPPPPPPq?
-
Φ˜
λ
µΦ
λ
µ
z∗(ι∗)−1
Explicitly, Φλµ maps the generators as follows:
ei,r 7→ (−1)
aiv
1− v2
∏
j→i
aj∏
t=1
w
−1/2
j,t · (v2Si)⊗(r+ai) ⊗ OR$∗
i,1
,
fi,r 7→ (−v)
−∑j←i aj
1− v2
∏
j←i
aj∏
t=1
w
1/2
j,t · Q
⊗(−∑j←i aj)
i ⊗ (v2Qi)⊗r ⊗ OR$i,1 ,
A+i,r 7→ (−1)r
ai∏
t=1
w
−1/2
i,t · er({wi,t}ait=1),
A−i,−r 7→ (−1)r(−v)ai
ai∏
t=1
w
1/2
i,t · er({w−1i,t }ait=1),
φ+i 7→
ai∏
t=1
w
1/2
i,t , φ
−
i 7→ (−v)−ai
ai∏
t=1
w
−1/2
i,t .
Proof. For X ∈ {ei,r, fi,r, A±i,±s, φ±i |i ∈ I, r ∈ Z, s ∈ N} consider the assignment X 7→ Φλµ(X)
with the right-hand side defined as above. Since z∗(ι∗)−1 : Avfrac ↪→ A˜vfrac[z±11 , . . . , z±1N ] is
injective and Φ˜λµ : Uad0,µ[z
±1
1 , . . . , z
±1
N ] → A˜vfrac[z±11 , . . . , z±1N ] is an algebra homomorphism, it
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suffices to check that z∗(ι∗)−1
(
Φ
λ
µ(X)
)
= Φ˜
λ
µ(X) for X as above. This is a straightforward
verification based on formulas (8.1) and (8.2). 
Combining Proposition 7.4 with formulas (8.3) and (8.4), we immediately find the images
of the generators {B+i,r, C+i,r+1}r≥0i∈I under Φλµ.
Corollary 8.6. For r ∈ N, we have
Φλµ(B
+
i,r) = (−1)r+ai+1v2r
ai∏
t=1
w
1/2
i,t
∏
j→i
aj∏
t=1
w
−1/2
j,t ·
(
Ωai−1−r$∗i,1 ⊗ S
⊗r
i ⊗ OR$∗
i,1
)
,
Φλµ(C
+
i,r+1) = (−1)r+1(−v)−
∑
j←i aj
ai∏
t=1
w
−1/2
i,t
∏
j←i
aj∏
t=1
w
1/2
j,t ·
(
Ωr$i,1 ⊗ Q
⊗(r+1−∑j←i aj)
i ⊗ OR$i,1
)
.
In particular, the images of {A+i,r, B+i,r, C+i,r+1, φ+i }r∈Ni∈I under Φλµ belong to Av ⊂ Avfrac. In fact,
the images of {A−i,−r, B−i,−r−1, C−i,−r, φ−i }r∈Ni∈I under Φλµ also belong to Av.
Remark 8.7. (A. Weekes) In the case of shifted Yangians, the images of the generating series
Bi(z), Ci(z) [KTWWY, Section 5.3] in the quantized (cohomological) Coulomb branch A~
under the homomorphism Φλµ of [BFNb, Theorem B.18] are equal to
Φλµ(Bi(z)) = (−1)aiz−1 · c(Q˜i,−z−1) ∩ [R$∗i,1 ],
Φλµ(Ci(z)) = (−1)
∑
j←i ajz−1 · c(Si,−z−1) ∩ [R$i,1 ],
where c(F, z) denotes the Chern polynomial of a vector bundle F. Here we view Qi, Si as rank
n− 1 vector bundles on R$∗i,1 ,R$i,1 , respectively, while Q˜i denotes the vector bundle Qi with
the equivariance structure twisted by ~.
Remark 8.8. Note that Gr$i,1GL(V ) ' Pai−1 ' Gr
$∗i,1
GL(V ), and if we forget the equivariance, then
up to sign, Φλµ(fi,r), 1 ≤ r ≤ ai, is the collection of classes of pull-backs of the line bundles
OPai−1(1−
∑
j←i aj), . . . ,OPai−1(ai−
∑
j←i aj), while Φ
λ
µ(C
+
i,r), 1 ≤ r ≤ ai, is the collection of
classes of pull-backs of the vector bundles Ωr−1Pai−1(r−
∑
j←i aj). These two collections are the
dual exceptional collections of vector bundles on Pai−1 (more precisely, the former collection
is left dual to the latter one). In fact, this is the historically first example of dual exceptional
collections, [B]. Similarly, up to sign and forgetting equivariance, Φλµ(ei,r), 0 ≤ r < ai, are the
classes of the exceptional collection of line bundles right dual to the exceptional collection of
vector bundles whose classes are Φλµ(B+i,r), 0 ≤ r < ai.
Remark 8.9. An action of the quantized K-theoretic Coulomb branch Avfrac of the type A
quiver gauge theory on the localized equivariant K-theory of parabolic Laumon spaces was
constructed in [BDGHK]. Combining this construction with Theorem 8.5, we see that there
should be a natural action of Uad0,µ[z
±1
1 , . . . , z
±1
N ] (with g = sln) on the aforementionedK-theory.
We construct explicitly such an action of Usc0,µ in Theorem 12.7 by adapting the arguments
of [T1] to the current setting (the adjoint version is achieved by considering equivariant K-
theory with respect to a larger torus).
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8(iii). Truncated shifted quantum affine algebras.
We consider a 2-sided ideal Iλµ of Uad0,µ[z
±1
1 , . . . , z
±1
N ] generated over C(v)[z
±1
1 , . . . , z
±1
N ] by the
following elements:
A±i,±s (s > ai), A
+
i,0A
+
i,ai
− (−1)ai , A−i,0A−i,−ai − (−1)aiv2aii , (8.10)
A−i,−r − vaii A+i,ai−r (0 ≤ r ≤ ai), (8.11)
φ+i − (−1)aiA+i,ai , (φ+i )−1 −A+i,0, φ−i − (−1)aiv−2aii A−i,−ai , (φ−i )−1 −A−i,0. (8.12)
Definition 8.13. Uλµ := Uad0,µ[z
±1
1 , . . . , z
±1
N ]/I
λ
µ is called the truncated shifted quantum affine
algebra.
Note that the homomorphism Φ˜λµ : Uad0,µ[z
±1
1 , . . . , z
±1
N ] → A˜vfrac[z±11 , . . . , z±1N ] factors through
the same named homomorphism Φ˜λµ : U
λ
µ → A˜vfrac[z±11 , . . . , z±1N ], due to Proposition 7.4. Simi-
larly to [BFNb, Remark B.21], we expect this homomorphism to be injective:
Conjecture 8.14. Φ˜λµ : U
λ
µ ↪→ A˜vfrac[z±11 , . . . , z±1N ].
Remark 8.15. As a first indication of the validity of this conjecture, we note that the elements
{B+i,r, C+i,r+1, B−i,−r−1, C−i,−r}r≥aii∈I which belong to Ker(Φ˜λµ) (due to Proposition 7.4) also belong
to Iλµ, due to Corollary 7.3 and relation (U10).
Moreover, we expect the following result:
Conjecture 8.16. Φλµ : U
λ
µ
∼−→Avfrac.
8(iv). Truncated shifted v-Yangians.
Recall that g is assumed to be simply-laced. Recall an explicit identification of the Drinfeld-
Jimbo and the new Drinfeld realizations of the standard quantum loop algebra Uv(Lg). To
this end, choose a decomposition of the highest root θ of g into a sum of simple roots θ =
α∨i1 +α
∨
i2
+ . . .+α∨ih−1 such that k := 〈αik+1 , α∨i1 + . . .+α∨ik〉 ∈ Z<0 for any 1 ≤ k ≤ h−2 (here
h is the Coxeter number of g). We encode a choice of such a decomposition by a sequence
i = (i1, . . . , ih−1). Let UDJv (Lg) denote the Drinfeld-Jimbo quantum group of ĝ (affinization of
g) with a trivial central charge, generated by {Ei, Fi,K±1i }i∈I˜ (here I˜ = I ∪ {i0} is the vertex
set of the extended Dynkin diagram), see [Lus2]. The following result is due to [D] (proved
in [Jin]).
Theorem 8.17. There is a C(v)-algebra isomorphism UDJv (Lg) ∼−→Uv(Lg), such that
Ei 7→ ei,0, Fi 7→ fi,0, K±1i 7→ ψ±i,0 for i ∈ I,
Ei0 7→ [fih−1,0, [fih−2,0, · · · , [fi2,0, fi1,1]v1 · · · ]vh−3 ]vh−2 · ψ−θ ,
Fi0 7→ (−v)−ψ+θ · [eih−1,0, [eih−2,0, · · · , [ei2,0, ei1,−1]v1 · · · ]vh−3 ]vh−2 ,
K±i0 7→ ψ∓θ ,
where ψ±θ := ψ
±
i1,0
· · ·ψ±ih−1,0,  := 1 + . . .+ h−2.
In particular, the image of the negative Drinfeld-Jimbo Borel subalgebra of UDJv (Lg) gen-
erated by {Fi,K±1i }i∈I˜ under the above isomorphism is the subalgebra U−v of Uv(Lg), gen-
erated by {fi,0, (ψ−i,0)±1, F}i∈I with F := [eih−1,0, [eih−2,0, · · · , [ei2,0, ei1,−1]v1 · · · ]vh−3 ]vh−2 .
Motivated by this observation, we introduce the following definition.
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Definition 8.18. (a) Fix i = (i1, . . . , ih−1) as above. The shifted v-Yangian iYvµ[z
±1
1 , . . . , z
±1
N ]
is the C(v)[z±11 , . . . , z
±1
N ]-subalgebra of U
ad
0,µ[z
±1
1 , . . . , z
±1
N ] generated by {fi,0, (ψ−i,bi)±1, Fˆ}i∈I ,
where Fˆ := [eih−1,bih−1 , [eih−2,bih−2 , · · · , [ei2,bi2 , ei1,bi1−1]v1 · · · ]vh−3 ]vh−2 and bi := α∨i(µ).
(b) The truncated shifted v-Yangian iY
λ
µ is the quotient of iYvµ[z
±1
1 , . . . , z
±1
N ] by the 2-sided ideal
iI
λ,+
µ := I
λ
µ ∩ iYvµ[z±11 , . . . , z±1N ].
Remark 8.19. For g = gln and µ = 0, our definition of the v-Yangian is consistent with that
of the quantum Yangian Yq(gln) of [NT] (in particular, independent of the choice of i). The
latter is defined via the RTT presentation, see our discussion in Appendix G, and corresponds
to the subalgebra generated by the coefficients of the matrix T−(z).
Conjecture 8.20. Φλµ : iY
λ
µ
∼−→Avfrac.
8(v). Integral forms.
If we believe Conjecture 8.16 and Conjecture 8.20, we can transfer the integral forms
Av ⊂ Avfrac to the truncated shifted quantum affine algebras and the truncated shifted v-
Yangians to obtain the C[v±1]-subalgebras ′Uλµ ⊂ Uλµ and ′iYλµ ⊂ iYλµ. Finally, we define the
integral form ′Uad0,µ ⊂ Uad0,µ as an intersection of all the preimages of ′Uλµ|z1=...=zN=1 under pro-
jections Uad0,µ[z
±1
1 , . . . , z
±1
N ]  U
λ
µ as λ varies, and ′iY
v
µ :=
′Uad0,µ ∩ iYvµ[z±11 , . . . , z±1N ]|z1=...=zN=1.
Unfortunately, we can not define these integral forms by generators and relations in general.
In the case of sl2 see Section 9(i).
Recall that ∗ stands for the involution µ 7→ −w0µ of the coweight lattice Λ. Similarly
to [BFNb, Remark 3.17], one can construct an isomorphism from the non-quantized extended
K-theoretic Coulomb branch SpecK(G˜L(V )×TW )O(RGL(V ),N) of Section 8(i) to the multiplica-
tive slice cover †Wˆλ
∗
µ∗ of Section 4(vi). Its quantization is the subject of the following
Conjecture 8.21. (a) The shifted v-Yangian ′iY
v
µ is a quantization of the thick multiplicative
slice †Wµ∗ of Section 4(viii), that is ′iY
v
µ|v=1 ' C[†Wµ∗ ].
(b) The truncated shifted v-Yangian ′iY
λ
µ and the truncated shifted quantum affine algebra
′Uλµ are quantizations of the multiplicative slice cover †Wˆ
λ∗
µ∗ of Section 4(vi), that is
′
iY
λ
µ|v=1 '
′Uλµ|v=1 ' C[†Wˆλ
∗
µ∗ ].
8(vi). An example.
Let g = sln, µ = 0, λ = (ω1, . . . , ω1) (the first fundamental coweight taken n times). Note
that the symmetric group Sn acts naturally on ′U
λ
µ, permuting the parameters z1, . . . , zn. This
action induces the one on the quotient algebra ′Uλµ by the relation z1 · · · zn = 1. Then we expect
that the evaluation homomorphism Uv(Lsln)  Uv(sln) [Jim] gives rise to an isomorphism
(′Uλµ)Sn ∼−→AOloc, where AO is the integral form of the quantum coordinate algebra of SL(N)
introduced in [Lus2, 29.5.2], and AOloc stands for its localization by inverting the quantum
minors {cν}ν∈Λ+ , see [Jo, 9.1.10].
9. Shifted quantum affine sl2 and nil-DAHA for GL(n)
9(i). Integral form.
In this section g = sl2, whence we denote A±i,r, B
±
i,r, C
±
i,r, φ
±
i simply by A
±
r , B
±
r , C
±
r , φ
±.
The shift µ ∈ Λ = Z is an integer. Furthermore, λ = (ω1, . . . , ω1) (a collection of N
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copies of the fundamental coweight). The corresponding shifted quantum affine algebra is
Uad0,µ[z
±1
1 , . . . , z
±1
N ]. We define a C[v
±1]-subalgebra Uad0,µ[z
±1
1 , . . . , z
±1
N ] ⊂ Uad0,µ[z±11 , . . . , z±1N ] gen-
erated by {A±±r, B+r , B−−r−1, C+r+1, C−−r, φ±}r∈N and its quotient algebra (an integral version of
the truncated shifted quantum affine algebra) Uλµ := Uad0,µ[z
±1
1 , . . . , z
±1
N ]/(I
λ
µ∩Uad0,µ[z±11 , . . . , z±1N ]).
Let V = Cn, W = CN . According to Corollary 8.6, the homomorphism
ΦNN−2n : U
ad
0,N−2n[z
±1
1 , . . . , z
±1
N ] −→ Avfrac = K(G˜L(V )×TW )OoC˜
×
(RGL(V ),Hom(W,V ))⊗C[v±1] C(v)
takes Uad0,N−2n[z
±1
1 , . . . , z
±1
N ] ⊂ Uad0,N−2n[z±11 , . . . , z±1N ] to Av ⊂ Avfrac. In particular, we have
Uad0,N−2n[z
±1
1 , . . . , z
±1
N ] ⊂ ′Uad0,N−2n[z±11 , . . . , z±1N ] (cf. Section 8(v)). We also define a C[v±1]-
subalgebraYvN−2n[z
±1
1 , . . . , z
±1
N ] ⊂ YvN−2n[z±11 , . . . , z±1N ] generated by {A−−r, B−−r−1, C−−r, φ−}r∈N.
Furthermore, we define the shifted Borel v-Yangian YvN−2n,−[z
±1
1 , . . . , z
±1
N ] as the C[v
±1]-
subalgebra of YvN−2n[z
±1
1 , . . . , z
±1
N ] generated by {A−−r, C−−r, φ−}r∈N. Finally, we have their
truncated quotients YλN−2n, Y
λ
N−2n,−. We expect that
Uad0,N−2n[z
±1
1 , . . . , z
±1
N ] =
′Uad0,N−2n[z
±1
1 , . . . , z
±1
N ], Y
v
N−2n[z
±1
1 , . . . , z
±1
N ] =
′YvN−2n[z
±1
1 , . . . , z
±1
N ],
U
λ
N−2n =
′UλN−2n, Y
λ
N−2n =
′YλN−2n.
Conjecture 9.1. The natural homomorphisms induce isomorphisms
Y
λ
N−2n
∼−→UλN−2n ∼−→Av.
From now on, we specialize to the case N = 0, µ = −2n. According to Corollary 3.14,
the corresponding Coulomb branch Av = KG˜L(n,O)oC˜×(GrGL(n)) is nothing but the spherical
extended nil-DAHA HHsphe (GL(n)). We define C[v±1]loc inverting (1−v2m), m = 1, 2, . . . , n.
We extend the scalars to C[v±1]loc to obtain
Φ0−2n,loc : U
ad
0,−2n,loc −→ KG˜L(n,O)oC˜
×
loc (GrGL(n)).
The following theorem and Proposition 9.14 is a supportive evidence in favor of Conjecture 9.1.
Theorem 9.2. Φ0−2n,loc : U
ad
0,−2n,loc → KG˜L(n,O)oC˜
×
loc (GrGL(n)) is surjective.
5
Proof. We must prove that KGL(n,O)oC
×
loc (GrGL(n)) is generated by KGL(n)(pt) = R(GL(n)),
and O(a)$1 ,O(a)$∗1 , a ∈ Z. Here $1 = (1, 0, . . . , 0) denotes the first fundamental coweight of
GL(n), and Gr$1 ' Pn−1 is the corresponding minuscule orbit, so that Gr$∗1 ' Pˇn−1. Finally,
Q is the tautological quotient bundle on Gr$1 , isomorphic to the ample line bundle O(1) on
Pn−1, and O(a)$1 stands for Q⊗a. Similarly, S is the tautological line subbundle on Gr$
∗
1
isomorphic to O(−1) on Pˇn−1, and O(a)$∗1 stands for S⊗−a. Note that O(1)$1 ,O(1)$∗1 are
isomorphic to the restrictions of the determinant line bundle on GrGL(n).
Given an arbitrary sequence ν1, . . . , νN with νi ∈ {$1, . . . , $n, $∗1, . . . , $∗n}, the equivariant
K-theory of the iterated convolution diagram KGL(n,O)oC×(Grν1×˜ . . . ×˜GrνN ) is isomorphic to
KGL(n,O)oC
×
(Grν1)⊗KGL(n,O)oC× (pt) · · ·⊗KGL(n,O)oC× (pt)KGL(n,O)oC
×
(GrνN ). By the projection
formula and rationality of singularities of Grν1+...+νN , the convolution pushforward morphism
m∗ : KGL(n,O)oC
×
(Grν1×˜ . . . ×˜GrνN ) −→ KGL(n,O)oC×(Grν1+...+νN )
5A stronger version of the theorem (over Z[v±1] as opposed to over C[v±1]loc) is proved independently
in [CW, Corollary 2.21, Remark 2.22].
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is surjective. Hence in order to prove the surjectivity statement of the theorem, it suffices to
express KGL(n,O)oC
×
loc (Gr
ν), ν ∈ {$1, . . . , $n, $∗1, . . . , $∗n}, in terms of O(a)$1 ,O(a)$∗1 , a ∈ Z,
and KGL(n)(pt). We will consider ν = $m, 1 ≤ m ≤ n, the case of $∗m being similar.
Note that O$n is the structure sheaf of a point GL(n,O)-orbit corresponding to the coweight
(1, . . . , 1). We argue by induction in m.
For ν as above, the Picard group of Grν is Z, and we denote the ample generator by
O(1)ν . It is isomorphic to the restriction of the determinant line bundle on GrGL(n). We
start with an explicit expression for O$m := OGr$m , 1 ≤ m ≤ n, in terms of O(a)$1 , a ∈ Z.
Recall that Φ0−2n(fr) =
v2r
1−v2O(r)$1 and Φ
0−2n(er) =
(−1)nv2r+2n+1
1−v2 O(−r − n)$∗1 . We denote
adv
r
x y := [x, y]vr = xy − vryx.
Proposition 9.3. For any 1 ≤ m ≤ n, we have
O$m = (−1)
m(m−1)
2 (1− v2)Φ0−2n(adv
2m
f1−m ad
v2(m−1)
f3−m · · · adv
4
fm−3 fm−1), (9.4)
O$∗m = (−1)nm+
m(m+1)
2
+1vm
2−2(1− v2)Φ0−2n(adv
−2m
e−n+1−m ad
v−2(m−1)
e−n+3−m · · · adv
−4
e−n+m−3 e−n+m−1).
(9.5)
Proof. We prove (9.4); the proof of (9.5) is similar. We will compare the images of the LHS
and the RHS in A˜vfrac. According to (8.1), the image of the LHS equals∑
#J=m
s 6∈J∏
r∈J
(1− wsw−1r )−1
∏
r∈J
Dr. (9.6)
Here J ⊂ {1, . . . , n} is a subset of cardinality m. Let us denote the iterated v-commutator
adv
2m
f1−m ad
v2(m−1)
f3−m · · · adv
4
fm−3 fm−1 by Fm. We want to prove
Φ˜0−2n(Fm) = (−1)
m(m−1)
2 (1− v2)−1 ·
∑
#J=m
s 6∈J∏
r∈J
(1− wsw−1r )−1
∏
r∈J
Dr. (9.7)
The proof proceeds by induction in m. So we assume (9.7) known for an integer k < n,
and want to deduce (9.7) for m = k + 1. We introduce a “shifted” v-commutator F ′k :=
adv
2k
f2−k ad
v2(k−1)
f4−k · · · adv
4
fk−2 fk. Then
Φ˜0−2n(F
′
k) = (−1)
k(k−1)
2 (1− v2)−1v2k ·
∑
#J=k
∏
r∈J
wr
s 6∈J∏
r∈J
(
1− ws
wr
)−1 ∏
r∈J
Dr.
Now
Φ˜0−2n(Fk+1) = Φ˜
0
−2n([f−k, F
′
k]v2(k+1)) = [Φ˜
0
−2n(f−k), Φ˜
0
−2n(F
′
k)]v2(k+1) =
(−1) k(k−1)2 (1− v2)−2v2k ·
 n∑
p=1
(v2wp)
−k∏
t6=p
(
1− wtwp
)Dp, ∑
#J=k
∏
r∈J
wr
s 6∈J∏
r∈J
(
1− ws
wr
)−1 ∏
r∈J
Dr

v2(k+1)
.
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First we check that the summands corresponding to p ∈ J vanish. Due to the symmetry
reasons, we may assume p = 1, J = {1, 2, . . . , k}. Then (v2w1)−k∏
t>1
(
1− wtw1
)D1, k∏
r=1
wr
s>k∏
r≤k
(
1− ws
wr
)−1
D1 · · ·Dk

v2(k+1)
=
 (v2w1)−k∏
t>k
(
1− wtw1
) ∏
1<r≤k
(
1− wrw1
)D1, w1 · · ·wk∏
s>k
(
1− wsw1
) s>k∏
1<r≤k
(
1− wswr
)D1 · · ·Dk

v2(k+1)
=
 (v2w1)−kv2w1 · · ·wk∏
t>k
(
1− wtw1
) ∏
1<r≤k
(
1− wrw1
) ∏
s>k
(
1− v−2 wsw1
) s>k∏
1<r≤k
(
1− wswr
)−
− v
2(k+1)w1 · · ·wk(v2w1)−kv−2k∏
s>k
(
1− wsw1
) s>k∏
1<r≤k
(
1− wswr
) ∏
t>k
(
1− v−2 wtw1
) ∏
1<r≤k
(
1− wrw1
)
D21D2 · · ·Dk = 0.
Therefore,
(−1) k(k−1)2 (1− v2)2Φ˜0−2n(Fk+1) =
p 6∈J∑
#J=k
 (v2wp)−k∏
t6=p
(
1− wtwp
)Dp,v2k∏
r∈J
wr
s 6∈J∏
r∈J
(
1− ws
wr
)−1 ∏
r∈J
Dr

v2(k+1)
.
We expand this combination of v2(k+1)-commutators as a sum
∑
#J=k+1
φJ(w1, . . . ,wn)
∏
r∈J
Dr.
For the symmetry reasons, it suffices to calculate the rational function φJ for a single J =
{1, . . . , k + 1}. We have
φJ(w1, . . . ,wn)D1 · · ·Dk+1 =
k+1∑
r=1
 (v2wr)−k∏
t6=r
(
1− wtwr
)Dr, v2kw1 · · · ŵr · · ·wk+1t>k+1∏
r 6=p≤k+1
(
1− wtwp
) ∏
r 6=p≤k+1
(
1− wrwp
)D1 · · · D̂r · · ·Dk+1

v2(k+1)
=
k+1∑
r=1
 w−kr w1 · · · ŵr · · ·wk+1∏
t>k+1
(
1− wtwr
) ∏
r 6=p≤k+1
(
1− wpwr
) t>k+1∏
r 6=p≤k+1
(
1− wtwp
) ∏
r 6=p≤k+1
(
1− v2wrwp
)−
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− v
2(k+1)w−kr w1 · · · ŵr · · ·wk+1
t>k+1∏
r 6=p≤k+1
(
1− wtwp
) ∏
r 6=p≤k+1
(
1− wrwp
) ∏
t>k+1
(
1− wtwr
) ∏
r 6=p≤k+1
(
1− v2wpwr
)
D1 · · ·Dk+1 =
−v2(k+1)w1 · · ·wk+1
t>k+1∏
r≤k+1
(
1− wt
wr
)−1
×
k+1∑
r=1
 w−k−1r∏
r 6=p≤k+1
(
1− wrwp
)(
1− v2wpwr
) − v−2(k+1)w−k−1r∏
r 6=p≤k+1
(
1− wpwr
)(
1− v2wrwp
)
D1 · · ·Dk+1.
This is equal to the following expression, by Lemma 9.8 below:
− v2(k+1)w1 · · ·wk+1
t>k+1∏
r≤k+1
(
1− wt
wr
)−1 (−1)k(v2 − 1)
v2(k+1)
∏
r≤k+1
wr
D1 · · ·Dk+1 =
(−1)k(1− v2)
t>k+1∏
r≤k+1
(
1− wt
wr
)−1
D1 · · ·Dk+1.
We conclude that
Φ˜0−2n(Fk+1) = (−1)
k(k+1)
2 (1− v2)−1 ·
∑
#J=k+1
s 6∈J∏
r∈J
(1− wsw−1r )−1
∏
r∈J
Dr,
and (9.7) is proved. It remains to check
Lemma 9.8. We have
k+1∑
r=1
 w−k−1r∏
s 6=r
(1− wr/ws)(1− v2ws/wr) −
v−2(k+1)w−k−1r∏
s 6=r
(1− ws/wr)(1− v2wr/ws)
 = (−1)k(v2 − 1)
v2(k+1)
k+1∏
r=1
wr
.
Proof. The LHS is a degree −k − 1 rational function of w1, . . . ,wk+1 with poles at the hy-
perplanes given by equations wr − ws, wr − v2ws, wr (1 ≤ r 6= s ≤ k + 1). One can check
Reswr−ws LHS = Reswr−v2ws LHS = 0, so that LHS = f ·
∏
1≤r≤k+1 w
−1
r for a rational function
f ∈ C(v). To compute f , we specialize w1 7→ 0 in the equality
f =
k+1∏
t=1
wt ·
k+1∑
r=1

∏
s 6=r
ws∏
s 6=r
(ws − wr)(wr − v2ws) ·
1
wr
−
v−2(k+1)
∏
s6=r
ws∏
s 6=r
(wr − ws)(ws − v2wr) ·
1
wr
 .
The only summands surviving under this specialization correspond to r = 1, and so we get
f =
k+1∏
t=2
wt ·

k+1∏
s=2
ws
(−v2)k ·
k+1∏
s=2
w2s
−
v−2(k+1) ·
k+1∏
s=2
ws
(−1)k ·
k+1∏
s=2
w2s
 = (−1)k(v−2k − v−2(k+1)).
The lemma is proved. 
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The proposition is proved. 
Returning to the proof of Theorem 9.2, we need to prove thatKGL(n,O)oC
×
loc (Gr
$m) lies in the
image Φ0−2n,loc(U
ad
0,−2n,loc) for 1 ≤ m ≤ n. We know that the class of the structure sheaf O$m ∈
K
GL(n,O)oC×
loc (Gr
$m) lies in Φ0−2n,loc(U
ad
0,−2n,loc). It is also known thatK
GL(n,O)oC×(Gr$m) as a
leftKGL(n,O)oC×(pt)-module is generated by the classes Σλ(Q) where Q is the tautological quo-
tient bundle on Gr$m ' Gr(m,n), and Σλ is the polynomial Schur functor corresponding to a
Young diagram λ with ≤ m rows (in fact, it is enough to consider λ’s with ≤ n−m columns).
Given such λ, it suffices to check that Sym
(
wλ11 · · ·wλmm
s>m∏
r≤m
(
1− wswr
)−1
D1 · · ·Dm
)
lies in
Φ˜0−2n,loc(U
ad
0,−2n,loc) (here Sym stands for the symmetrization with respect to the symmet-
ric group Sn). More generally, for a Young diagram µ with ≤ n rows we will show that
Sym
(
wµ11 · · ·wµnn ·
s>m∏
r≤m
(
1− wswr
)−1
D1 · · ·Dm
)
lies in Φ˜0−2n,loc(U
ad
0,−2n,loc). To this end, we use
the right multiplication by KGL(n,O)oC×(pt). It suffices to check that the KGL(n,O)oC
×
loc (pt)-
bimodule generated byX1,m := Sym
(
s>m∏
r≤m
(
1− wswr
)−1
D1 · · ·Dm
)
contains elementsXF,m :=
Sym
(
F
s>m∏
r≤m
(
1− wswr
)−1
D1 · · ·Dm
)
for any polynomial F ∈ C[w1, . . . ,wn]. We can assume
that F ∈ C[w1, . . . ,wn]Sm×Sn−m , where the symmetric groups act by permuting {wr, 1 ≤
r ≤ m} and {ws, m + 1 ≤ s ≤ n}. Note that C[w1, . . . ,wn]Sm×Sn−m is generated by
C[w1, . . . ,wm]Sm as a left C[w1, . . . ,wn]Sn-module. Hence, it suffices to treat the case F ∈
C[w1, . . . ,wm]Sm = C[p1, . . . , pm], where pk :=
∑m
r=1 w
k
r . The latter case follows from the
equality [
n∑
r=1
wkr , XF,m
]
= (1− v2k)XFpk,m
for F ∈ C[w1, . . . ,wm]Sm .
The theorem is proved. 
Remark 9.9. The end of our proof of Theorem 9.2 is a variation of the following argument
we learned from P. Etingof. We define C[v±1]Loc inverting (1 − vm), m ∈ Z. We consider a
C[v±1]Loc-algebra A of finite difference operators with generators {w±1i , D±1i }ni=1 and defining
relations Diwj = v2δijwjDi, [Di, Dj ] = [wi,wj ] = 0. Then the algebra of Sn-invariants ASn
is generated by its subalgebras C[v±1]Loc[D±11 , . . . , D±1n ]Sn and C[v±1]Loc[w
±1
1 , . . . ,w
±1
n ]
Sn .
Indeed, let B be the C[v±1]Loc-algebra generated by w±1, D±1 subject to Dw = v2wD.
Then A = B⊗n (tensor product over C[v±1]Loc), and ASn = SymnB (symmetric power
over C[v±1]Loc). Now SymnB is spanned by the elements {b⊗n}b∈B, and hence SymnB is
generated by the elements {b(1) + . . .+ b(n)}b∈B, where b(r) = 1⊗ · · ·⊗ 1⊗ b⊗ 1⊗ · · ·⊗ 1 (b at
the r-th entry). Indeed, it suffices to verify the generation claim for an algebra C[v±1]Loc[b]
where it is nothing but the fundamental theorem on symmetric functions.
We conclude that SymnB is generated by the elements {pm,k =
∑n
r=1 w
m
r D
k
r}m,k∈Z. How-
ever, pm,k = (v2mk − 1)−1[
∑n
r=1D
k
r ,
∑n
s=1 w
m
s ] for m 6= 0 6= k.
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Remark 9.10. Motivated by [BFNb, Remark 3.5] we call O$n ∈ KGL(n,O)oC×(GrGL(n)) the
quantum resultant. In fact, it is a quantization of the boundary equation for the trigonometric
zastava †
◦
ZnSL(2) which is nothing but the resultant of two polynomials. Note that, up to
multiplication by an element of C[v±1], the quantum resultant is uniquely characterized by
the property
O$nΦ
0
−2n(A
±
±r) = v
±(2r−n)Φ0−2n(A
±
±r)O$n , O$nΦ
0
−2n(fp) = v
2pΦ0−2n(fp)O$n . (9.11)
Remark 9.12. Here is a geometric explanation of the equality
O(−k − 1)$1 ∗O$k − v2(k+1)O$k ∗O(−k − 1)$1 = (−1)k(1− v2)v−2(k+1)O(−1)$k+1 , (9.13)
established as an induction step during our proof of Proposition 9.3. We have the convolution
morphisms
Gr$1×˜Gr$k m−→ Gr$1+$k m′←− Gr$k×˜Gr$1 ,
and Gr$1+$k = Gr$1+$k unionsqGr$k+1 . Let us consider the transversal sliceW$1+$k$k+1 ⊂ Gr$1+$k
through the point $k+1 = (1, . . . , 1, 0, . . . , 0) (k + 1 1’s). It suffices to check that
m∗
(
O(−k − 1)$1˜O$k |m−1W$1+$k$k+1
)
− v2(k+1)m′∗
(
O$k˜O(−k − 1)$1 |m′−1W$1+$k$k+1
)
=
(−1)k(1− v2)v−2(k+1)w−11 · · ·w−1k+1,
where we view v−2(k+1)w−11 · · ·w−1k+1 as a character of T × C× (T ⊂ GL(n) is the diagonal
Cartan torus). According to [MOV, Corollary 3.4], W$1+$k$k+1 is naturally isomorphic to the
sliceWθ0 ⊂ GrGL(k+1)×(C×)n−k−1 where θ = (1, 0, . . . , 0,−1) is the highest coroot of GL(k+1).
Moreover, the preimages of W$1+$k$k+1 in the two convolution diagrams are isomorphic to the
cotangent bundles T ∗Pk and T ∗Pˇk, respectively. We will keep the following notation for the
convolution morphisms restricted to the slice:
T ∗Pk m−→Wθ0 m
′←− T ∗Pˇk.
Note also that Wθ0 is isomorphic to the minimal nilpotent orbit closure Omin ⊂ slk+1. Fi-
nally, O(−k − 1)$1˜O$k |m−1W$1+$k$k+1 and O$k˜O(−k − 1)$1 |m′−1W$1+$k$k+1 are isomorphic to
the pull-backs of OPk(−k−1) and OPˇk(−k−1) respectively, but with nontrivial C×-equivariant
structures.
Let us explain our choice of the line bundles. According to [BFM, Proposition 8.2], the
convolutions in question are GL(k+ 1)×C×-equivariant perverse coherent sheaves on Omin ⊂
slk+1. Since dimHk(T ∗Pk,OT ∗Pk(−k − 1)) = 1, while Hk(T ∗Pk,OT ∗Pk(k + 1)) = 0, we have
an exact sequence of perverse coherent sheaves6 on Omin ⊂ slk+1:
0→ j!∗OOmin(−k − 1)[k]→ m∗OT ∗Pk(−k − 1)[k]→ δ0 → 0,
where j : Omin ↪→ Omin is the open embedding, and δ0 is an irreducible skyscraper sheaf at 0 ∈
Omin with certain C×-equivariant structure. The same exact sequence holds form′∗OT ∗Pˇk(−k−
1)[k], but the quotient δ0 has a different C×-equivariant structure.
Proposition 9.14. The restriction of Φ˜0−2n to Y0−2n,− is injective.
6We are grateful to R. Bezrukavnikov for his explanations about perverse coherent sheaves.
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Proof. Consider an ordering A−0 ≺ A−−1 ≺ . . . ≺ A−−n+1 ≺ C−0 ≺ . . . ≺ C−−n+1. We set
(A−0 )
−k := ((−v2)−nA−−n)k for k > 0. For ~r = (r1, . . . , r2n) ∈ Z × N2n−1, we define the
ordered monomial m~r := (A−0 )
r1(A−−1)
r2 · · · (A−−n+1)rn(C−0 )rn+1 · · · (C−−n+1)r2n .
Lemma 9.15. The ordered monomials {m~r} span Y0−2n,−.
Proof. According to relations (6.8, 6.10), we have [A−t , A−s ] = [C
−
t , C
−
s ] = 0 for s, t ≤ 0. Due
to Remark 8.15, we also have C−s = 0 for s ≤ −n. It remains to prove that all A−t can
be taken to the left of all C−s . This is implied by the fact that C−s A
−
t can be written as
a linear combination of normally ordered monomials A−t′C
−
s′ . The latter claim follows from
relation (6.12) by induction in min{−t,−s}. The lemma is proved. 
The following result will be proved in Section 9(ii):
Lemma 9.16. (a) The ordered monomials {m~r} form a KC×(pt)-basis of Y0−2n,−.
(b) {Φ0−2n(m~r)} form a KC×(pt)-basis of Φ0−2n(Y0−2n,−).
The proposition is proved. 
9(ii). Positive Grassmannian.
Recall the positive part of the affine Grassmannian Gr+GL(n) ⊂ GrGL(n) [BFNb, 3(ii)]
parametrizing the sublattices in the standard one. Recall also that KGL(n,O)oC
×
loc (Gr
$1) =
K
GL(n,O)oC×
loc (P
n−1) is generated over KGL(n)(pt) by the classes of O(a)$1 ,−n + 1 ≤ a ≤ 0.
The proof of Theorem 9.2 shows that Φ0−2n,loc : U
ad
0,−2n,loc  K
G˜L(n,O)oC˜×
loc (GrGL(n)) restricts
to a surjective homomorphism Φ0−2n,loc : Y
0
−2n,−,loc  K
G˜L(n,O)oC˜×
loc (Gr
+
GL(n)).
Proposition 9.17. Φ0−2n,loc : Y
0
−2n,−,loc
∼−→KG˜L(n,O)oC˜×loc (Gr+GL(n)).
Proof. We have to check that Φ0−2n,loc : Y
0
−2n,−,loc → KG˜L(n,O)oC˜
×
loc (Gr
+
GL(n)) is injective. To
this end, note that Gr+GL(n) is a union of connected components numbered by nonnega-
tive integers: Gr+GL(n) =
⊔
r∈NGr
+,r
GL(n), where Gr
+,r
GL(n) parametrizes the sublattices of codi-
mension r in the standard one. The direct sum decomposition KG˜L(n,O)oC˜
×
loc (Gr
+
GL(n)) =⊕
r∈NK
G˜L(n,O)oC˜×
loc (Gr
+,r
GL(n)) is a grading of the convolution algebra. For any connected com-
ponent, KG˜L(n,O)oC˜
×
loc (Gr
+,r
GL(n)) is a free K
G˜L(n,O)oC˜×
loc (pt)-module of rank dr, where dr is the
number of T -fixed points in Gr+,rGL(n), that is the number of weights of the irreducible GL(n)-
module with the highest weight (r, 0, . . . , 0), isomorphic to Symr(Cn). Note that all the
weights of Symr(Cn) have multiplicity one; in other words, dr = dim Symr(Cn).
According to Lemma 9.15, we can introduce a grading Y0−2n,−,loc =
⊕
r∈NY
0,r
−2n,−,loc: a
monomial m~r has degree r if rn+1 + . . .+ r2n = r. It is immediate from the relations between
A−• , C−• -generators that this grading is well-defined. Also, it is clear that Φ0−2n,loc(Y
0,r
−2n,−,loc) ⊂
K
G˜L(n,O)oC˜×
loc (Gr
+,r
GL(n)). Meanwhile, we know from Theorem 9.2 that Φ
0
−2n,loc(Y
0,r
−2n,−,loc) =
K
G˜L(n,O)oC˜×
loc (Gr
+,r
GL(n)). On the other hand, we know from Lemma 9.15 that Y
0,r
−2n,−,loc
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as a left KG˜L(n,O)oC˜
×
loc (pt)-module has no more than d
′
r generators, where d′r is the num-
ber of compositions of r into n (ordered) summands. Since dr = d′r, we conclude that
Φ0−2n,loc : Y
0,r
−2n,−,loc → KG˜L(n,O)oC˜
×
loc (Gr
+,r
GL(n)) must be an isomorphism, and Y
0,r
−2n,−,loc is
a free left KG˜L(n,O)oC˜
×
loc (pt)-module of rank dr = d
′
r. This completes the proof of Proposi-
tion 9.17, Lemma 9.16 (and Proposition 9.14). 
Remark 9.18. One can check that the natural morphism KG˜L(n,O)oC˜×(Gr+GL(n))[O
−1
$n ] →
KG˜L(n,O)oC˜
×
(GrGL(n)) is an isomorphism. Now it follows from the proof of Proposition 9.17
and Theorem 9.2 that in order to check Conjecture 8.14, Conjecture 8.16 and Conjecture 8.20
in our case: Ker(Φ˜0−2n,loc) = I
0
−2n,loc, it suffices to check the following equality in U
ad
0,−2n/I0−2n:
−vn2−2(1− v2)2 · (adv2nf1−n adv
2(n−1)
f3−n · · · adv
4
fn−3 fn−1)(ad
v−2n
e1−2n ad
v−2(n−1)
e3−2n · · · adv
−4
e−3 e−1) = 1.
Remark 9.19. Consider a subalgebra U<0,−2n ⊂ Uad0,−2n generated by {(v−v−1)fs}s∈Z. Note that
it is independent of n, cf. Proposition 5.1. The image Φ0−2n(U
<
0,−2n) inK
G˜L(n,O)oC˜×(GrGL(n)) is
isomorphic to theM -system algebra U′n−1 of [DFK]. In particular, the generatorsMm,s ∈ U′n−1
of [DFK, 2.1] correspond to scalar multiples of the classes O(−s)$m ∈ KG˜L(n,O)oC˜×(GrGL(n)),
cf. (9.4) and [DFK, (2.23)].
10. Coproducts on shifted quantum affine algebras
Throughout this section, we work mainly with simply-connected shifted quantum affine
algebras. However, all the results can be obviously generalized to the adjoint versions.
10(i). Drinfeld formal coproduct.
The standard quantum loop algebra Uv(Lg) admits the Drinfeld formal coproduct
∆˜ : Uv(Lg) −→ Uv(Lg)⊗̂Uv(Lg),
defined in the new Drinfeld realization of Uv(Lg) via
∆˜(ei(z)) := ei(z)⊗ 1 + ψ−i (z)⊗ ei(z),
∆˜(fi(z)) := fi(z)⊗ ψ+i (z) + 1⊗ fi(z),
∆˜(ψ±i (z)) := ψ
±
i (z)⊗ ψ±i (z).
(10.1)
Remark 10.2. Composing ∆˜ with the C×-action on the first factor, D. Hernandez obtained
a deformed coproduct ∆ζ : Uv(Lg) → Uv(Lg) ⊗ Uv(Lg)((ζ)), where ζ is a formal variable,
see [He, Section 6].
This can be obviously generalized to the shifted setting.
Lemma 10.3. For any coweights µ±1 , µ
±
2 ∈ Λ, there is a C(v)-algebra homomorphism
∆˜ : Usc
µ+1 +µ
+
2 ,µ
−
1 +µ
−
2
−→ Usc
µ+1 ,µ
−
1
⊗̂Usc
µ+2 ,µ
−
2
,
defined via (10.1).
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We call this homomorphism a formal coproduct for shifted quantum affine algebras. Given
two representations V1, V2 of Uscµ+1 ,µ−1
,Usc
µ+2 ,µ
−
2
, respectively, we will use V1⊗˜V2 to denote the
representation of Usc
µ+1 +µ
+
2 ,µ
−
1 +µ
−
2
on the vector space V1 ⊗ V2 induced by ∆˜, whenever the
action of the infinite sums representing ∆˜(ei,r), ∆˜(fi,r) are well-defined. We will discuss a
particular example of this construction in Section 12(vi).
10(ii). Drinfeld-Jimbo coproduct.
The standard quantum loop algebra Uv(Lg) also admits the Drinfeld-Jimbo coproduct
∆: Uv(Lg) −→ Uv(Lg)⊗ Uv(Lg),
defined in the Drinfeld-Jimbo realization of Uv(Lg) via
∆: Ei 7→ Ei ⊗Ki + 1⊗ Ei, Fi 7→ Fi ⊗ 1 +K−1i ⊗ Fi, K±1i 7→ K±1i ⊗K±1i , i ∈ I˜ .
Recall that I˜ = I∪{i0} is the vertex set of the extended Dynkin diagram and {Ei, Fi,K±1i }i∈I˜
are the standard Drinfeld-Jimbo generators of UDJv (Lg) ' Uv(Lg).
We also denote the Drinfeld-Jimbo coproduct on Uadv (Lg) by ∆ad: the natural inclusion
Uv(Lg) ↪→ Uadv (Lg) intertwines ∆ and ∆ad, while ∆ad(φ±i ) = φ±i ⊗ φ±i .
The goal of this section is to generalize these coproducts to the shifted setting. In other
words, given g and coweights µ1, µ2 ∈ Λ, we would like to construct homomorphisms
∆µ1,µ2 : U
sc
0,µ1+µ2 −→ Usc0,µ1 ⊗ Usc0,µ2 ,
which coincide with ∆ in the particular case µ1 = µ2 = 0. We provide such a construction for
the simplest case g = sl2 in Section 10(iii) (µ1, µ2 ∈ Λ−) and Section 10(iv) (general µ1, µ2).
Using the RTT presentation of Uv(Lsln), we generalize this to obtain ∆µ1,µ2 for g = sln in
Section 10(vi) (µ1, µ2 ∈ Λ−) and Section 10(vii) (general µ1, µ2).
Remark 10.4. (a) This result is nontrivial due to an absence of the Drinfeld-Jimbo type
presentation of shifted quantum affine algebras.
(b) A similar coproduct for the shifted Yangians has been constructed in [FKPRW] for arbi-
trary simply-laced g.
(c) Once ∆µ1,µ2 is constructed, one should be able to immediately extend it to the homomor-
phism ∆adµ1,µ2 : U
ad
0,µ1+µ2
→ Uad0,µ1 ⊗ Uad0,µ2 by setting ∆adµ1,µ2(φ±i ) = φ±i ⊗ φ±i .
10(iii). Homomorphisms ∆b1,b2 for b1, b2 ∈ Z≤0, g = sl2.
We start this subsection by explicitly computing the Drinfeld-Jimbo coproduct of the Drin-
feld generators e0, e−1, f0, f1, ψ±0 of Uv(Lsl2) and h±1 = ±
ψ∓0 ψ
±
±1
v−v−1 , which generate the quantum
loop algebra Uv(Lsl2).
Lemma 10.5. We have
∆(e0) = e0 ⊗ ψ+0 + 1⊗ e0, ∆(e−1) = e−1 ⊗ ψ−0 + 1⊗ e−1,
∆(f0) = f0 ⊗ 1 + ψ−0 ⊗ f0, ∆(f1) = f1 ⊗ 1 + ψ+0 ⊗ f1, ∆(ψ±0 ) = ψ±0 ⊗ ψ±0 ,
∆(h1) = h1⊗1+1⊗h1− (v2−v−2)e0⊗f1, ∆(h−1) = h−1⊗1+1⊗h−1 +(v2−v−2)e−1⊗f0.
Proof. This is a straightforward computation based on the explicit identification between
the Drinfeld-Jimbo and the new Drinfeld realizations of the quantum loop algebra Uv(Lsl2)
of Theorem 8.17: e0 = Ei1 , f0 = Fi1 , ψ
±
0 = K
±1
i1
, e−1 = K−1i1 Fi0 , f1 = Ei0Ki1 . 
MULTIPLICATIVE SLICES, RELATIVISTIC TODA AND SHIFTED QUANTUM ALGEBRAS 47
The key result of this subsection provides analogues of ∆ for antidominantly shifted quan-
tum affine algebras of sl2. For µ1, µ2 ∈ Λ−, we construct homomorphisms ∆b1,b2 : Usc0,b1+b2 →
Usc0,b1 ⊗ Usc0,b2 , where b1 := α∨(µ1), b2 := α∨(µ2) (so that b1, b2 ∈ Z≤0).
Theorem 10.6. For any b1, b2 ∈ Z≤0, there is a unique C(v)-algebra homomorphism
∆b1,b2 : U
sc
0,b1+b2 −→ Usc0,b1 ⊗ Usc0,b2
(we will denote ∆ = ∆b1,b2 when the algebras involved are clear), such that
∆(er) = 1⊗ er, ∆(fs) = fs ⊗ 1 for b2 ≤ r < 0, b1 < s ≤ 0,
∆(e0) = e0 ⊗ ψ+0 + 1⊗ e0, ∆(eb2−1) = e−1 ⊗ ψ−b2 + 1⊗ eb2−1,
∆(f1) = f1 ⊗ 1 + ψ+0 ⊗ f1, ∆(fb1) = fb1 ⊗ 1 + ψ−b1 ⊗ f0,
∆((ψ+0 )
±1) = (ψ+0 )
±1 ⊗ (ψ+0 )±1, ∆((ψ−b1+b2)±1) = (ψ−b1)±1 ⊗ (ψ−b2)±1,
∆(h1) = h1⊗1+1⊗h1− (v2−v−2)e0⊗f1, ∆(h−1) = h−1⊗1+1⊗h−1 +(v2−v−2)e−1⊗f0.
These homomorphisms generalize the Drinfeld-Jimbo coproduct, since we recover the for-
mulas of Lemma 10.5 for b1 = b2 = 0. The proof of Theorem 10.6 is presented in Appendix D
and is crucially based on Theorem 5.5 which provides a presentation of the shifted quantum
affine algebras via a finite number of generators and relations.
Remark 10.7. The similarity between the formulas for ∆b1,b2 of Theorem 10.6 and Drinfeld-
Jimbo coproduct ∆ of Lemma 10.5 can be explained as follows. Let U−v (resp. U
sc,−
0,b1,b2
)
be the subalgebra of Uv(Lsl2) (resp. Usc0,b1+b2) generated by {e−1, f0, (ψ−0 )±1}, or equiva-
lently, by {e−r−1, f−r, (ψ−0 )±1, ψ−−r−1}r∈N (resp. by {eb2−1, fb1 , (ψ−b1+b2)±1}, or equivalently,
by {eb2−r−1, fb1−r, (ψ−b1+b2)±1, ψ−b1+b2−r−1}r∈N). Analogously, let U+v (resp. U
sc,+
0,b1,b2
) be the
subalgebra of Uv(Lsl2) (resp. Usc0,b1+b2) generated by {e0, f1, (ψ+0 )±1} in both cases, or equiv-
alently, by {er, fr+1, (ψ+0 )±1, ψ+r+1}r∈N. Then, there are unique C(v)-algebra homomorphisms
±b1,b2 : U
±
v → Usc,±0,b1,b2 , such that
+b1,b2 : e0 7→ e0, f1 7→ f1, (ψ+0 )±1 7→ (ψ+0 )±1,
−b1,b2 : e−1 7→ eb2−1, f0 7→ fb1 , (ψ−0 )±1 7→ (ψ−b1+b2)±1.
Moreover, the following diagram is commutative:
U±v
U
sc,±
0,b1,b2
U±v ⊗ U±v
U
sc,±
0,b1,0
⊗ Usc,±0,0,b2
-
-
? ?
∆
∆b1,b2
±b1,b2 
±
b1,0
⊗ ±0,b2
Remark 10.8. The aforementioned homomorphism ∆b1,b2 can be naturally extended to the
homomorphism ∆adb1,b2 : U
ad
0,b1+b2
→ Uad0,b1 ⊗ Uad0,b2 by setting ∆adb1,b2(φ±) = φ± ⊗ φ±.
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10(iv). Homomorphisms ∆b1,b2 for arbitrary b1, b2 ∈ Z, g = sl2.
In this subsection, we generalize the construction of ∆b1,b2 of Theorem 10.6 (b1, b2 ∈ Z≤0) to
the general case b1, b2 ∈ Z. We follow the corresponding construction for the shifted Yangians
of [FKPRW, Theorem 4.12].
The key ingredient of our approach are the shift homomorphisms ιn,m1,m2 (the trigonometric
analogues of the shift homomorphisms of [FKPRW]).
Proposition 10.9. For any n ∈ Z and m1,m2 ∈ Z≤0, there is a unique C(v)-algebra homo-
morphism ιn,m1,m2 : Usc0,n → Usc0,n+m1+m2, which maps the currents as follows
e(z) 7→ (1− z−1)−m1e(z), f(z) 7→ (1− z−1)−m2f(z), ψ±(z) 7→ (1− z−1)−m1−m2ψ±(z).
Proof. The above assignment is obviously compatible with defining relations (U1–U8). More-
over, we have ιn,m1,m2 : ψ
+
0 7→ ψ+0 , ψ−n 7→ (−1)m1+m2ψ−n+m1+m2 . 
These homomorphisms satisfy two important properties:
Lemma 10.10. (a) We have ιn+m1+m2,m′1,m′2 ◦ ιn,m1,m2 = ιn,m1+m′1,m2+m′2 for any n ∈ Z and
m1,m2,m
′
1,m
′
2 ∈ Z≤0.
(b) The homomorphism ιn,m1,m2 is injective for any n ∈ Z and m1,m2 ∈ Z≤0.
Part (a) is obvious, while the proof of part (b) is presented in Appendix E and follows from
the PBW property for Usc0,n. The following is the key result of this subsection.
Theorem 10.11. For any b1, b2 ∈ Z and b := b1 + b2, there is a unique C(v)-algebra homo-
morphism
∆b1,b2 : U
sc
0,b −→ Usc0,b1 ⊗ Usc0,b2 ,
such that for any m1,m2 ∈ Z≤0 the following diagram is commutative:
Usc0,b
Usc0,b+m1+m2
Usc0,b1 ⊗ Usc0,b2
Usc0,b1+m1 ⊗ Usc0,b2+m2
-
-
? ?
∆b1,b2
∆b1+m1,b2+m2
ιb,m2,m1 ιb1,0,m1 ⊗ ιb2,m2,0
The proof of this theorem is presented in Appendix F and is similar to the proof of [FKPRW,
Theorem 4.12].
Corollary 10.12. For any b1, b2 ∈ Z, we have
∆b1,b2(h1) = h1 ⊗ 1 + 1⊗ h1 − (v2 − v−2)e0 ⊗ f1,
∆b1,b2(h−1) = h−1 ⊗ 1 + 1⊗ h−1 + (v2 − v−2)e−1 ⊗ f0.
Proof. In the antidominant case b1, b2 ∈ Z≤0, both equalities are due to our definition of ∆b1,b2
of Theorem 10.6. For general b1, b2, choose m1,m2 ∈ Z≤0 such that b1 +m1, b2 +m2 ∈ Z≤0.
By the definition of ιb,m2,m1 , we have ιb,m2,m1(h±1) = h±1± m1+m2v−v−1 . Meanwhile, we also have
ιb1,0,m1 ⊗ ιb2,m2,0(h±1 ⊗ 1 + 1⊗ h±1) = h±1 ⊗ 1 + 1⊗ h±1 ±
m1 +m2
v − v−1 ,
while ιb1,0,m1(er) = er, ιb2,m2,0(fs) = fs for any r, s ∈ Z. The result follows by combining the
formula for ∆b1+m1,b2+m2(h±1) with the commutativity of the diagram of Theorem 10.11 (we
also use injectivity of the vertical arrows, due to Lemma 10.10(b)). 
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The following result is analogous to [FKPRW, Proposition 4.14] and we leave its proof to
the interested reader.
Lemma 10.13. For b = b1 + b2 + b3 with b1, b3 ∈ Z, b2 ∈ Z≤0, the following diagram is
commutative:
Usc0,b
Usc0,b1+b2 ⊗ Usc0,b3
Usc0,b1 ⊗ Usc0,b2+b3
Usc0,b1 ⊗ Usc0,b2 ⊗ Usc0,b3
-
-
? ?
∆b1,b2+b3
∆b1,b2 ⊗ Id
∆b1+b2,b3 Id⊗∆b2,b3
10(v). Drinfeld-Jimbo coproduct on Uv(Lsln) via Drinfeld generators.
According to Theorem 5.5, the quantum loop algebra Uv(Lsln) is generated by the elements
{ei,0, fi,0, ei,−1, fi,1, ψ±i,0, hi,±1}n−1i=1 . The key result of this subsection provides explicit formulas
for the action of the Drinfeld-Jimbo coproduct ∆ on these generators of Uv(Lsln). Since
ei,0 = Ei, fi,0 = Fi, ψ
±
i,0 = K
±1
i (for i ∈ I = {1, 2, · · · , n− 1}), we obviously have
∆(ei,0) = 1⊗ ei,0 + ei,0 ⊗ ψ+i,0, ∆(fi,0) = fi,0 ⊗ 1 + ψ−i,0 ⊗ fi,0, ∆(ψ±i,0) = ψ±i,0 ⊗ ψ±i,0.
It remains to compute the coproduct of the remaining generators above.
Theorem 10.14. Let ∆ be the Drinfeld-Jimbo coproduct on Uv(Lsln). Then, we have
∆(hi,1) =
hi,1 ⊗ 1 + 1⊗ hi,1 − (v2 − v−2)E(0)i,i+1 ⊗ F (1)i+1,i + (v − v−1)
∑
l>i+1
E
(0)
i+1,l ⊗ F (1)l,i+1+
(v − v−1)
∑
k<i
vk+1−iE˜(0)ki ⊗ F (1)ik + v−2(v − v−1)
∑
l>i+1
[E
(0)
i,i+1, E
(0)
i+1,l]v3 ⊗ F (1)li −
(v − v−1)
∑
k<i
vk−i−1[E(0)i,i+1, E˜
(0)
ki ]v3 ⊗ F (1)i+1,k+
(v − v−1)2
k<i∑
l>i+1
vk−i
(
E
(0)
il E˜
(0)
ki − E(0)i+1,lE˜(0)k,i+1
)
⊗ F (1)lk ,
(10.15)
∆(hi,−1) =
hi,−1 ⊗ 1 + 1⊗ hi,−1 + (v2 − v−2)E(−1)i,i+1 ⊗ F (0)i+1,i − (v − v−1)
∑
l>i+1
E
(−1)
i+1,l ⊗ F (0)l,i+1−
(v − v−1)
∑
k<i
vi−k−1E(−1)ki ⊗ F˜ (0)ik − v2(v − v−1)
∑
l>i+1
E
(−1)
il ⊗ [F (0)l,i+1, F (0)i+1,i]v−3+
(v − v−1)
∑
k<i
vi+1−kE(−1)k,i+1 ⊗ [F˜ (0)ik , F (0)i+1,i]v−3−
(v − v−1)2
k<i∑
l>i+1
vi−kE(−1)kl ⊗
(
F˜
(0)
i+1,kF
(0)
l,i+1 − F˜ (0)ik F (0)li
)
,
(10.16)
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∆(ei,−1) = 1⊗ ei,−1 + ei,−1 ⊗ ψ−i,0 − (v − v−1)
∑
l>i+1
E
(−1)
il ⊗ F (0)l,i+1ψ−i,0+
(v − v−1)
∑
k<i
vi−k−1E(−1)k,i+1 ⊗ F˜ (0)ik ψ−i,0 − (v − v−1)2
k<i∑
l>i+1
vi−k−1E(−1)kl ⊗ F˜ (0)ik F (0)l,i+1ψ−i,0,
(10.17)
∆(fi,1) = fi,1 ⊗ 1 + ψ+i,0 ⊗ fi,1 + v−1(v − v−1)
∑
l>i+1
E
(0)
i+1,lψ
+
i,0 ⊗ F (1)li −
(v − v−1)
∑
k<i
vk−iE˜(0)ki ψ
+
i,0 ⊗ F (1)i+1,k − (v − v−1)2
k<i∑
l>i+1
vk−i−1E(0)i+1,lE˜
(0)
ki ψ
+
i,0 ⊗ F (1)lk ,
(10.18)
where for 1 ≤ j < i ≤ n we set
E
(0)
ji := [ei−1,0, · · · , [ej+1,0, ej,0]v−1 · · · ]v−1 = [· · · [ei−1,0, ei−2,0]v−1 , · · · , ej,0]v−1 ,
F
(0)
ij := [fj,0, · · · , [fi−2,0, fi−1,0]v · · · ]v = [· · · [fj,0, fj+1,0]v, · · · , fi−1,0]v,
E
(−1)
ji := [ei−1,0, · · · , [ej+1,0, ej,−1]v−1 · · · ]v−1 = [[· · · [ei−1,0, ei−2,0]v−1 , · · · , ej+1,0]v−1 , ej,−1]v−1 ,
F
(1)
ij := [fj,1, [fj+1,0, · · · , [fi−2,0, fi−1,0]v · · · ]v]v = [· · · [fj,1, fj+1,0]v, · · · , fi−1,0]v,
E˜
(0)
ji := [ei−1,0, · · · , [ej+1,0, ej,0]v · · · ]v = [· · · [ei−1,0, ei−2,0]v, · · · , ej,0]v,
F˜
(0)
ij := [fj,0, · · · , [fi−2,0, fi−1,0]v−1 · · · ]v−1 = [· · · [fj,0, fj+1,0]v−1 , · · · , fi−1,0]v−1 .
(10.19)
The proof of this result is based on the RTT realization of Uv(Lsln) and is presented in
Appendix G.
Remark 10.20. The right equalities in each of the lines of (10.19) are not obvious and are
established during our proof of Theorem 10.14. They play an important role in the proof of
Theorem 10.22 below.
Let U>v (Lg) and U≥v (Lg) (resp. U<v (Lg) and U≤v (Lg)) be the C(v)-subalgebras of Uv(Lg)
generated by {ei,r}r∈Zi∈I and {ei,r, ψ±i,±s}r∈Z,s∈Ni∈I (resp. {fi,r}r∈Zi∈I and {fi,r, ψ±i,±s}r∈Z,s∈Ni∈I ).
Corollary 10.21. For any 1 ≤ i < n and r ∈ Z, we have
∆(hi,±1)− hi,±1 ⊗ 1− 1⊗ hi,±1 ∈ U>v (Lsln)⊗ U<v (Lsln),
∆(ei,r)− 1⊗ ei,r ∈ U>v (Lsln)⊗ U≤v (Lsln),
∆(fi,r)− fi,r ⊗ 1 ∈ U≥v (Lsln)⊗ U<v (Lsln).
Proof. The claim is clear for ∆(hi,±1),∆(ei,−1),∆(fi,1), due to (10.15–10.18). Applying iter-
atively [∆(hi,±1),∆(ei,r)] = [2]v ·∆(ei,r±1), [∆(hi,±1),∆(fi,r)] = −[2]v ·∆(fi,r±1), we deduce
the claim for ∆(ei,r) and ∆(fi,r). 
10(vi). Homomorphisms ∆µ1,µ2 for µ1, µ2 ∈ Λ−, g = sln.
In this subsection, we construct homomorphisms ∆µ1,µ2 : Usc0,µ1+µ2 → Usc0,µ1 ⊗ Usc0,µ2 for
µ1, µ2 ∈ Λ−, which coincide with the Drinfeld-Jimbo coproduct on Uv(Lsln) for µ1 = µ2 = 0.
Set b1,i := α∨i(µ1) and b2,i := α
∨
i(µ2) (so that b1,i, b2,i ∈ Z≤0).
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Theorem 10.22. For any µ1, µ2 ∈ Λ−, there is a unique C(v)-algebra homomorphism
∆µ1,µ2 : U
sc
0,µ1+µ2 −→ Usc0,µ1 ⊗ Usc0,µ2
(we will denote ∆ = ∆µ1,µ2 when the algebras involved are clear), such that
∆(ei,r) = 1⊗ ei,r, ∆(fi,s) = fi,s ⊗ 1 for b2,i ≤ r < 0, b1,i < s ≤ 0,
∆(ei,0) = 1⊗ ei,0 + ei,0 ⊗ ψ+i,0, ∆(fi,b1,i) = fi,b1,i ⊗ 1 + ψ−i,b1,i ⊗ fi,0,
∆(ei,b2,i−1) = 1⊗ ei,b2,i−1 + ei,−1 ⊗ ψ−i,b2,i − (v − v−1)
∑
l>i+1
E
(−1)
il ⊗ F (0)l,i+1ψ−i,b2,i+
(v − v−1)
∑
k<i
vi−k−1E(−1)k,i+1 ⊗ F˜ (0)ik ψ−i,b2,i − (v − v−1)2
k<i∑
l>i+1
vi−k−1E(−1)kl ⊗ F˜ (0)ik F (0)l,i+1ψ−i,b2,i ,
∆(fi,1) = fi,1 ⊗ 1 + ψ+i,0 ⊗ fi,1 + v−1(v − v−1)
∑
l>i+1
E
(0)
i+1,lψ
+
i,0 ⊗ F (1)li −
(v − v−1)
∑
k<i
vk−iE˜(0)ki ψ
+
i,0 ⊗ F (1)i+1,k − (v − v−1)2
k<i∑
l>i+1
vk−i−1E(0)i+1,lE˜
(0)
ki ψ
+
i,0 ⊗ F (1)lk ,
∆((ψ+i,0)
±1) = (ψ+i,0)
±1 ⊗ (ψ+i,0)±1, ∆((ψ−i,b1,i+b2,i)±1) = (ψ−i,b1,i)±1 ⊗ (ψ−i,b2,i)±1,
∆(hi,1) = hi,1 ⊗ 1 + 1⊗ hi,1 − (v2 − v−2)E(0)i,i+1 ⊗ F (1)i+1,i + (v − v−1)
∑
l>i+1
E
(0)
i+1,l ⊗ F (1)l,i+1+
(v − v−1)
∑
k<i
vk+1−iE˜(0)ki ⊗ F (1)ik + v−2(v − v−1)
∑
l>i+1
[E
(0)
i,i+1, E
(0)
i+1,l]v3 ⊗ F (1)li −
(v − v−1)
∑
k<i
vk−i−1[E(0)i,i+1, E˜
(0)
ki ]v3 ⊗ F (1)i+1,k+
(v − v−1)2
k<i∑
l>i+1
vk−i
(
E
(0)
il E˜
(0)
ki − E(0)i+1,lE˜(0)k,i+1
)
⊗ F (1)lk ,
∆(hi,−1) = hi,−1 ⊗ 1 + 1⊗ hi,−1 + (v2 − v−2)E(−1)i,i+1 ⊗ F (0)i+1,i − (v − v−1)
∑
l>i+1
E
(−1)
i+1,l ⊗ F (0)l,i+1−
(v − v−1)
∑
k<i
vi−k−1E(−1)ki ⊗ F˜ (0)ik − v2(v − v−1)
∑
l>i+1
E
(−1)
il ⊗ [F (0)l,i+1, F (0)i+1,i]v−3+
(v − v−1)
∑
k<i
vi+1−kE(−1)k,i+1 ⊗ [F˜ (0)ik , F (0)i+1,i]v−3−
(v − v−1)2
k<i∑
l>i+1
vi−kE(−1)kl ⊗
(
F˜
(0)
i+1,kF
(0)
l,i+1 − F˜ (0)ik F (0)li
)
,
where E(0)ji , E˜
(0)
ji , E
(−1)
ji , F
(0)
ij , F˜
(0)
ij , F
(1)
ij are defined as in (10.19).
The proof of this result is similar to our proof of Theorem 10.6, but is much more tedious;
we sketch it in Appendix H.
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Remark 10.23. The similarity between the formulas for ∆µ1,µ2 of Theorem 10.22 and ∆ of
Theorem 10.14 can be explained via an analogue of Remark 10.7. To be more precise, let U±v
be the positive/negative Borel subalgebras in the Drinfeld-Jimbo presentation of Uv(Lsln),
while their analogues Usc,±0,µ1,µ2 (subalgebras of U
sc
0,µ1+µ2
) will be introduced in Appendix H.
There are natural C(v)-algebra homomorphisms ±µ1,µ2 : U
±
v → Usc,±0,µ1,µ2 , see Proposition H.1.
According to Proposition H.22, the following diagram is commutative:
U±v
U
sc,±
0,µ1,µ2
U±v ⊗ U±v
U
sc,±
0,µ1,0
⊗ Usc,±0,0,µ2
-
-
? ?
∆
∆µ1,µ2
±µ1,µ2 
±
µ1,0
⊗ ±0,µ2
10(vii). Homomorphisms ∆µ1,µ2 for arbitrary µ1, µ2 ∈ Λ, g = sln.
Let us first generalize the shift homomorphisms of Proposition 10.9.
Lemma 10.24. For any µ ∈ Λ and ν1, ν2 ∈ Λ−, there is a unique C(v)-algebra homomorphism
ιµ,ν1,ν2 : U
sc
0,µ → Usc0,µ+ν1+ν2, which maps the currents as follows
ιµ,ν1,ν2 : ei(z) 7→ (1− z−1)−α
∨
i (ν1)ei(z), fi(z) 7→ (1− z−1)−α∨i (ν2)fi(z),
ψ±i (z) 7→ (1− z−1)−α
∨
i (ν1+ν2)ψ±i (z).
Proof. The proof is analogous to that of Proposition 10.9. 
The proof of the following technical result is presented in Appendix I and is based on the
shuffle realization of the quantum loop algebra Uv(Lsln), cf. [N].
Theorem 10.25. The homomorphism ιµ,ν1,ν2 is injective for any µ ∈ Λ, ν1, ν2 ∈ Λ−.
Combining this theorem with Corollary 10.21 and our arguments from the proof of Theo-
rem 10.11, we get the key result of this section.
Theorem 10.26. For any µ1, µ2 ∈ Λ and µ := µ1 + µ2, there is a unique C(v)-algebra
homomorphism
∆µ1,µ2 : U
sc
0,µ −→ Usc0,µ1 ⊗ Usc0,µ2 ,
such that for any ν1, ν2 ∈ Λ− the following diagram is commutative:
Usc0,µ
Usc0,µ+ν1+ν2
Usc0,µ1 ⊗ Usc0,µ2
Usc0,µ1+ν1 ⊗ Usc0,µ2+ν2
-
-
? ?
∆µ1,µ2
∆µ1+ν1,µ2+ν2
ιµ,ν2,ν1 ιµ1,0,ν1 ⊗ ιµ2,ν2,0
The following is proved analogously to Corollary 10.12:
Proposition 10.27. For arbitrary µ1, µ2 ∈ Λ, the images ∆µ1,µ2(hi,±1) are given by formu-
las (10.15) and (10.16).
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10(viii). Open Problems.
Following [FKPRW], we expect that homomorphisms ∆µ1,µ2 : Usc0,µ1+µ2 → Usc0,µ1 ⊗ Usc0,µ2
(specializing to the Drinfeld-Jimbo coproduct for µ1 = µ2 = 0) exist for any simply-laced Lie
algebra g and its two coweights µ1, µ2 ∈ Λ. Moreover, their construction should proceed in
the same way as for the aforementioned case g = sln. To be more precise, for antidominant
µ1, µ2 ∈ Λ−, we expect that the homomorphism ∆µ1,µ2 is characterized by the following two
properties:
(a) ∆µ1,µ2(ei,r) = 1⊗ ei,r, ∆µ1,µ2(fi,s) = fi,s ⊗ 1 for α∨i(µ2) ≤ r < 0, α∨i(µ1) < s ≤ 0;
(b) an analogue of the commutative diagram of Remark 10.23 holds.
For general µ1, µ2, we expect that the construction of ∆µ1,µ2 should be easily deduced from
the antidominant case with the help of shift homomorphisms ιµ,ν1,ν2 (µ ∈ Λ, ν1, ν2 ∈ Λ−) as
in Theorems 10.11, 10.26.
The outlined construction of ∆µ1,µ2 for a general g lacks the following two key ingredients:
(1) explicit formulas for the Drinfeld-Jimbo coproduct of {ei,0, ei,−1, fi,0, fi,1, ψ±i,0, hi,±1}i∈I–
the generators of Uv(Lg), similar to those of Lemma 10.5 and Theorem 10.14;
(2) establishing an injectivity of shift homomorphisms ιµ,ν1,ν2 for any µ ∈ Λ, ν1, ν2 ∈ Λ−
(we expect this question to be closely related to the PBW property for Uv(Lg) in the new
Drinfeld realization, which to our surprise has not been addressed in the literature).
11. Ubiquity of RTT relations
11(i). Rational Lax matrix.
Before we proceed to the trigonometric setting, let us recall the classical relation between
rational Lax matrices and type A quantum open Toda systems, which goes back to [FT].
Let Rrat(z) ∈ End(C2 ⊗ C2) be the standard rational R-matrix:
Rrat(z) = Id +
~
z
P, where P ∈ End(C2 ⊗ C2) is the permutation map.
Let Aˆ~n be the associative C[~]-algebra generated by {u±1i , wi}ni=1 with the defining relations
[ui, uj ] = [wi, wj ] = 0, u
±1
i u
∓1
i = 1, [ui, wj ] = δij~ui. Define the (local) rational Lax matrix
L~i (z) =
(
z − wi u−1i
−ui 0
)
∈ Mat(2, Aˆ~n[z]) (11.1)
and introduce the complete monodromy matrix T ~n(z) := L~n(z) · · ·L~1(z). Then, the mon-
odromy matrix T ~n(z) satisfies the rational RTT-relation:
Rrat(z − w)(T ~n(z)⊗ 1)(1⊗ T ~n(w)) = (1⊗ T ~n(w))(T ~n(z)⊗ 1)Rrat(z − w).
Due to this relation, the coefficients (in z) of the matrix element T ~n(z)11 generate a commu-
tative subalgebra of Aˆ~n, known as the quantum open Toda system of gln. The coefficient of
zn−2 equals
Hrat2 =
1
2
(
n∑
i=1
wi
)2
− 1
2
n∑
i=1
w2i −
n−1∑
i=1
uiu
−1
i+1. (11.2)
We recover the standard quantum open Toda hamiltonian of sln once we set w1 + . . .+wn = 0.
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11(ii). Trigonometric/Relativistic Lax matrices.
Let Rtrig(z) ∈ End(C2 ⊗ C2) be the standard trigonometric R-matrix (see [DF, (3.7)]):
Rtrig(z) =

1 0 0 0
0 z−1
vz−v−1
z(v−v−1)
vz−v−1 0
0 v−v
−1
vz−v−1
z−1
vz−v−1 0
0 0 0 1
 . (11.3)
Let Aˆvn be the associative C(v)-algebra generated by {w˜±1i , D±1i }ni=1 with the defining relations
[w˜i, w˜j ] = [Di, Dj ] = 0, w˜
±1
i w˜
∓1
i = D
±1
i D
∓1
i = 1, Diw˜j = v
δij w˜jDi. If we set w±1i = w˜
±2
i ,
we see that Aˆvn is a particular example of the algebras Aˆvfrac of Section 7. Define the (local)
relativistic Lax matrix
Lv,0i (z) =
(
w˜−1i z
1/2 − w˜iz−1/2 D−1i z1/2
−Diz−1/2 0
)
∈ Mat(2, z−1/2Aˆvn[z]) (11.4)
and introduce the complete monodromy matrix T v,0n (z) := Lv,0n (z) · · ·Lv,01 (z).
Lemma 11.5. The monodromy matrix T v,0n (z) satisfies the trigonometric RTT-relation:
Rtrig(z/w)(T
v,0
n (z)⊗ 1)(1⊗ T v,0n (w)) = (1⊗ T v,0n (w))(T v,0n (z)⊗ 1)Rtrig(z/w).
Proof. It suffices to check the above relation for n = 1. The proof in the latter case is
straightforward. 
Corollary 11.6. The coefficients (in z) of the matrix element zn/2T v,0n (z)11 generate a com-
mutative subalgebra of Aˆvn. The coefficient of z equals
H02 = (−1)n−1w˜1 · · · w˜n ·
(
n∑
i=1
w˜−2i +
n−1∑
i=1
w˜−1i w˜
−1
i+1DiD
−1
i+1
)
. (11.7)
This hamiltonian is equivalent to the quadratic hamiltonian of the q-difference quantum Toda
lattice of [E, (5.7)] (see also [Se1]) once we set w˜1 · · · w˜n = 1.
Remark 11.8. The notion of a relativistic Lax matrix goes back to [KT]. In particular, our
choice of Lv,0i (z) is a slight variation of their construction, which is adapted to a different
choice of the trigonometric R-matrix.
Now let us consider two (local) trigonometric Lax matrices
Lv,−1i (z) =
(
w˜−1i − w˜iz−1 w˜iD−1i
−w˜iDiz−1 w˜i
)
∈ Mat(2, z−1Aˆvn[z]), (11.9)
Lv,1i (z) =
(
w˜−1i z − w˜i w˜−1i D−1i z
−w˜−1i Di −w˜−1i
)
∈ Mat(2, Aˆvn[z]). (11.10)
Lemma 11.11. The Lax matrices Lv,±1i (z) satisfy the trigonometric RTT-relation:
Rtrig(z/w)(L
v,±1
i (z)⊗ 1)(1⊗ Lv,±1i (w)) = (1⊗ Lv,±1i (w))(Lv,±1i (z)⊗ 1)Rtrig(z/w).
Proof. The proof is straightforward. 
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11(iii). Mixed Toda hamiltonians.
Now we construct 3n Hamiltonians generalizing H02 in spirit of [FG, (90)], cf. also [BG, (1.1)
and Section 2]. For any ~k = (kn, . . . , k1) ∈ {−1, 0, 1}n, define the mixed complete monodromy
matrix
T v~k (z) := L
v,kn
n (z) · · ·Lv,k11 (z).
In particular, T v~0 (z) = T
v,0
n (z). Since all three matrices Lv,−1i (z), L
v,0
i (z), L
v,1
i (z) satisfy
the RTT-relation with the same R-matrix Rtrig(z), the same is true for T v~k (z). Hence, the
coefficients (in z) of the matrix element T v~k (z)11 generate a commutative subalgebra of Aˆ
v
n.
We have
T v~k (z)11 = H
~k
1z
s + H
~k
2z
s+1 + higher powers of z,
where s =
∑n
i=1
ki−1
2 . Here H
~k
1 = (−1)nw˜1 · · · w˜n, while the hamiltonian H~k2 equals
H
~k
2 = (−1)n−1w˜1 · · · w˜n ·
 n∑
i=1
w˜−2i +
n−1∑
i=1
σi,i+1DiD
−1
i+1 +
ki+1=...=kj−1=1∑
1≤i<j−1<n
σi,jDiD
−1
j
 , (11.12)
where σi,j := w˜−ki−1i w˜
−ki+1−1
i+1 · · · w˜−kj−1j .
Remark 11.13. At the classical level, the birational Bäcklund-Darboux transformations inter-
changing various hamiltonians H~k2 are given in [GSV, Theorem 6.1].
Lemma 11.14. For any ~k, set ~k′ = (0, kn−1, . . . , k2, 0). Then, H
~k
2 is equivalent to H
~k′
2 .
Proof. It is straightforward to see that H~k′2 = Ad(F (w˜1, . . . , w˜n))H
~k
2, where F (w˜1, . . . , w˜n) =
exp(k1f−(log(w˜1)) + knf+(log(w˜n))) with f±(t) = ± t22 log(v) + t2 . 
Remark 11.15. It follows that among the aforementioned 3n mixed Toda hamiltonians H~k2,
parameterized by ~k ∈ {−1, 0, 1}n, there are no more than 3n−2 different up to equivalence.
In [GT] these hamiltonians are identified with the modified versions of the q-Toda hamiltonian
in [E, Se1], which now depend on a choice of two orientations of the Dynkin diagram of type
An−1 (equivalently, a choice of a pair of Coxeter elements). There are 4n−2 such choices,
but some of them are equivalent leading to exactly 3n−2 inequivalent hamiltonians, which
turn out to be equivalent to the aforementioned H~k2. All the q-Toda hamiltonians of [E, Se1]
correspond to the pairs of coinciding orientations, i.e. to ~k = (0, . . . , 0), and they share the
same eigenfunction J [FFJMM, Section 3], while our mixed Toda hamiltonians do not admit
the common eigenfunctions. We are grateful to P. Etingof for his suggestion to study the
construction of [Se1] for pairs of different orientations.
11(iv). Shifted RTT algebras of sl2.
Fix n ∈ N. Following [DF] (cf. also Remark G.5), we introduce the (trigonometric) shifted
RTT algebras of sl2, denoted by Urtt0,−2n. These are associative C(v)-algebras generated by
{t+11[r], t+12[r], t+21[r + 1], t+22[r], t−11[−m], t−12[−m− 1], t−21[−m], t−22[−m− 1 + δn,0]}m≥−nr≥0 ∪
{(t+11[0])−1, (t−11[n])−1}
subject to the following defining relations:
(t+11[0])
±1(t+11[0])
∓1 = 1, (t−11[n])
±1(t−11[n])
∓1 = 1, (R1)
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Rtrig(z/w)(T
(z)⊗ 1)(1⊗ T ′(w)) = (1⊗ T ′(w))(T (z)⊗ 1)Rtrig(z/w), (R2)
qdet T±(z) = 1 (R3)
for all , ′ ∈ {±}, where the two-by-two matrices T±(z) are given by
T±(z) =
(
T±11(z) T
±
12(z)
T±21(z) T
±
22(z)
)
with T±ij (z) :=
∑
r
t±ij [r]z
−r,
and the quantum determinant qdet is defined in a standard way as7
qdet T±(z) := T±11(z)T
±
22(v
−2z)− v−1T±12(z)T±21(v−2z).
Note that T±(z) admits the following unique Gauss decomposition:
T±(z) =
(
1 0
f˜±(z) 1
)(
g˜±1 (z) 0
0 g˜±2 (z)
)(
1 e˜±(z)
0 1
)
,
where coefficients of the half-currents e˜±(z), f˜±(z), g˜±1 (z), g˜
±
2 (z) are elements of U
rtt
0,−2n.
To establish the relation between Urtt0,−2n and Uad0,−2n (adjoint version of the shifted quantum
affine algebra of sl2), recall Drinfeld half-currents e±(z), f±(z) of (6.5).
Theorem 11.16. (a) The currents g˜±1 (z), g˜
±
2 (z) pairwise commute and satisfy
g˜±2 (z)g˜
±
1 (v
−2z) = 1.
(b) There exists a unique C(v)-algebra homomorphism Υ0,−2n : Uad0,−2n → Urtt0,−2n, defined by
e±(z) 7→ e˜±(z)/(v − v−1), f±(z) 7→ f˜±(z)/(v − v−1),
ψ±(z) 7→ g˜±2 (z)g˜±1 (z)−1, (φ+)±1 7→ (t+11[0])∓1, (φ−)±1 7→ v∓n(t−11[n])∓1.
(c) For any b1, b2 ∈ Z≤0, there exists a unique C(v)-algebra homomorphism
∆rtt2b1,2b2 : U
rtt
2b1+2b2 −→ Urtt2b1 ⊗ Urtt2b2 ,
defined by T±(z) 7→ T±(z)⊗ T±(z).
Remark 11.17. The n = 0 case of this theorem was proved in [DF], cf. Remark G.5.
Proof. The verification of part (b) is analogous to the one for n = 0, dealt with in [DF]. Once
(b) is established, it is easy to see that qdet T±(z) = g˜±2 (z)g˜
±
1 (v
−2z), hence (a). It is clear
that ∆rtt2b1,2b2 is well-defined on the generators. The compatibility of ∆
rtt
2b1,2b2
with the defining
relations (R1–R3) is checked analogously to the case n = 0. 
Recall the generating series A±(z), B±(z), C±(z), D±(z) with coefficients in Uad0,−2n, intro-
duced in Section 6.
Corollary 11.18. The homomorphism Υ0,−2n maps these generating series as follows:
A+(z) 7→ T+11(z), B+(z) 7→ T+12(z), C+(z) 7→ T+21(z), D+(z) 7→ T+22(z),
A−(z) 7→ (vz)nT−11(z), B−(z) 7→ (vz)nT−12(z), C−(z) 7→ (vz)nT−21(z), D−(z) 7→ (vz)nT−22(z).
7It is instructive to point out the difference with [M], where the author uses a different trigonometric R-
matrix given by RMtrig(z/w) = (Rtrig(z/w)t)−1 as well as TM,±(z) = T±(z)t. For this reason, the quantum
determinant qdetM of [M, Exercise 1.6] is consistent with our definition of qdet, that is, qdetM TM,±(z) :=
TM,±11 (z)T
M,±
22 (v
−2z)− v−1TM,±21 (z)TM,±12 (v−2z) = qdet T±(z).
MULTIPLICATIVE SLICES, RELATIVISTIC TODA AND SHIFTED QUANTUM ALGEBRAS 57
Proof. Due to Theorem 11.16(a, b), we have
Υ0,−2n(ψ±(z)) = 1/g˜±1 (z)g˜
±
1 (v
−2z), Υ0,−2n((φ+)−1) = t+11[0], Υ0,−2n((φ
−)−1) = vnt−11[n].
Combining this with ψ+(z) = 1
A+(z)A+(v−2z) , ψ
−(z) = z
2n
A−(z)A−(v−2z) , and A
±
0 = (φ
±)−1, we
get Υ0,−2n(A+(z)) = g˜+1 (z) = T
+
11(z), Υ0,−2n(A
−(z)) = (vz)ng˜−1 (z) = (vz)
nT−11(z). The
computation of the images of the remaining generating series is straightforward, e.g.
Υ0,−2n(B−(z)) = (v − v−1)Υ0,−2n(A−(z))Υ0,−2n(e−(z)) = (vz)ng˜−1 (z)e˜−(z) = (vz)nT−12(z).

The following is the key result of this subsection.
Theorem 11.19. For n ∈ N, Υ0,−2n : Uad0,−2n → Urtt0,−2n is an isomorphism of C(v)-algebras.
Proof. Due to Theorem 11.16 and Corollary 11.18, it suffices to prove that there exists a
C(v)-algebra homomorphism Urtt0,−2n → Uad0,−2n, such that
(t+11[0])
−1 7→ φ+, (t−11[n])−1 7→ vnφ−,
T+11(z) 7→ A+(z), T+12(z) 7→ B+(z), T+21(z) 7→ C+(z), T+22(z) 7→ D+(z),
T−11(z) 7→ (vz)−nA−(z), T−12(z) 7→ (vz)−nB−(z),
T−21(z) 7→ (vz)−nC−(z), T−22(z) 7→ (vz)−nD−(z).
(11.20)
This amounts to verifying that the assignment (11.20) preserves defining relations (R1–R3).
Relation (R1) is preserved, due to A±0 φ
± = φ±A±0 = 1, while (R3) is preserved, due to
relation (6.17). Finally, (R2) is an equality in End(C2⊗C2)⊗Uad0,−2n and thus can be viewed
as a collection of 16 relations in Uad0,−2n for each choice of , ′ ∈ {±}. It is straightforward
to see that 6 of these relations follow from the rest, while the remaining 10 relations exactly
match the 10 relations of (6.8, 6.10–6.16) under the assignment (11.20). 
Remark 11.21. The results of this subsection admit natural generalizations to the case of
arbitrary b1, b2 ∈ Z≤0 such that b1 + b2 is even. In other words, one can define an analo-
gous shifted RTT algebra of sl2, denoted Urttb1,b2 , and construct a C(v)-algebra isomorphism
Υb1,b2 : U
ad
b1,b2
∼−→Urttb1,b2 . This observation is used in Remark 11.23 below, where we provide an
alternative interpretation of the Lax matrices Lv,−11 (z), L
v,0
1 (z), L
v,1
1 (z) from Section 11(ii).
11(v). Relation between two different appearances of RTT.
Recall the local trigonometric Lax matrix Lv,−11 (z) of (11.9). Combining the equality
qdet Lv,−11 (z) = 1 with Lemma 11.11, we see that L
v,−1
1 (z) gives rise to an algebra ho-
momorphism Φrtt0,−2 : Urtt0,−2 → Aˆv1 defined by T±(z) 7→ Lv,−11 (z). Recall the homomorphism
Φ˜0−2 : Uad0,−2 → Aˆv1 of Theorem 7.1 (where w1/21 = w˜1). The following is straightforward.
Lemma 11.22. The composition Φrtt0,−2 ◦Υ0,−2 coincides with Φ˜0−2.
Remark 11.23. Let us provide a similar interpretation of the other two Lax matrices Lv,01 (z)
and Lv,11 (z). Recall that the algebras U
ad
0,−2 and Uadb,−2−b are isomorphic for any b ∈ Z. In partic-
ular, one can pull-back the homomorphism Φ˜0−2 to obtain a homomorphism Φ˜b,−2−b : Uadb,−2−b →
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Aˆv1 , explicitly given by
e(z) 7→ w˜
2+b
v − v−1 δ
(w
z
)
D−1, f(z) 7→ w˜
b
1− v2 δ
(
v2w
z
)
D,
ψ±(z) 7→
(
v−bwzb
(1− w/z)(1− v2w/z)
)±
, (φ+)±1 7→ v∓b/2w˜±1, (φ−)±1 7→ −v∓(b/2+1)w˜∓1.
Due to Remark 11.21, the algebra Uadb,−2−b admits an RTT realization, that is there is an iso-
morphism Υb,−2−b : Uadb,−2−b
∼−→Urttb,−2−b, only for b = 0,−1,−2. Analogously to Lemma 11.22,
recasting the homomorphisms Φ˜b,−2−b as the homomorphisms Urttb,−2−b → Aˆv1 , we recover the
Lax matrix Lv,01 (z) (for b = −1) and Lv,11 (z) (for b = −2). Moreover, this also explains why
we had exactly three Lax matrices in Section 11(ii).
Fix n ≥ 1 and consider the complete monodromy matrix T v,−1n (z) = Lv,−1n (z) · · ·Lv,−11 (z).
Applying iteratively ∆rtt•,• of Theorem 11.16(c), we get ∆rttn : Urtt0,−2n → (Urtt0,−2)⊗n. Composing
it with the homomorphism (Φrtt0,−2)⊗n : (Urtt0,−2)⊗n → (Aˆv1 )⊗n ' Aˆvn, we obtain the homomor-
phism Φrtt0,−2n : Urtt0,−2n → Aˆvn. The following in straightforward.
Lemma 11.24. We have Φrtt0,−2n(T±(z)) = T
v,−1
n (z).
Remark 11.25. For n > 1, the composition Φrtt0,−2n ◦Υ0,−2n does not coincide with the homo-
morphism Φ˜0−2n of Theorem 7.1.
Remark 11.26. The result of Lemma 11.22 admits a natural rational counterpart. Let Y−2
be the shifted Yangian of sl2 with the shift −α. Recall the homomorphism Φ0−2 : Y−2 → Aˆ~1
of [BFNb, Corollary B.17]. Consider a slight modification of it
Φˆ−2 : E(z) 7→ (z − w)−1u−1, F (z) 7→ −(z − w − ~)−1u, H(z) 7→ (z − w)−1(z − w − ~)−1.
One can also define a (rational) shifted RTT algebra of sl2, denoted by Yrtt−2. This is an
associative C[~]-algebra generated by {t11[r − 1], t12[r], t21[r], t22[r + 1], (t11[−1])−1}r≥0 and
with the defining relations (t11[−1])±1(t11[−1])∓1 = 1, T11(z)T22(z − ~)− T12(z)T21(z − ~) =
1, Rrat(z−w)(T (z)⊗1)(1⊗T (w)) = (1⊗T (w))(T (z)⊗1)Rrat(z−w), where T (z) = (Tij(z))2i,j=1
with Tij(z) :=
∑
r tij [r]z
−r. Consider the Gauss decomposition of T (z):
T (z) =
(
1 0
f˜(z) 1
)(
g˜1(z) 0
0 g˜2(z)
)(
1 e˜(z)
0 1
)
.
Analogously to Theorem 11.16(b), there is a C[~]-algebra homomorphism Υrat−2 : Y−2 → Yrtt−2,
defined by E(z) 7→ e˜(z), F (z) 7→ f˜(z), H(z) 7→ g˜2(z)g˜1(z)−1. Composing Υrat−2 with the
homomorphism Yrtt−2 → Aˆ~1 given by T (z) 7→ L~1(z), we recover Φˆ−2 from above.
11(vi). Homomorphism ∆b1,b2 (b1, b2 ∈ Z≤0) via Drinfeld half-currents, g = sl2.
Recall the currents e±(z), f±(z), ψ±(z) of (6.5).
Proposition 11.27. Let ∆ be the Drinfeld-Jimbo coproduct on Uv(Lsl2). Then, we have
∆(e±(z)) = 1⊗ e±(z) +
∞∑
r=0
(−v)r(v − v−1)2r · e±(z)r+1 ⊗ f±(v2z)rψ±(z), (11.28)
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∆(f±(z)) = f±(z)⊗ 1 +
∞∑
r=0
(−v)−r(v − v−1)2r · ψ±(z)e±(v2z)r ⊗ f±(z)r+1, (11.29)
∆(ψ±(z)) =
∞∑
r=0
(−1)r[r + 1]v(v − v−1)2r · ψ±(z)e±(v2z)r ⊗ f±(v2z)rψ±(z). (11.30)
These formulas are analogous to those for the Yangian Y~(sl2) of [M, Exercise 3.2]. The
proof of this result is based on the RTT realization of Uv(Lsl2) and is presented in Appendix J.
Proposition 11.31. Let b1, b2 ∈ Z≤0 and b = b1+b2. Then, the homomorphism ∆b1,b2 : Usc0,b →
Usc0,b1 ⊗ Usc0,b2 from Theorem 10.6 also satisfies the formulas (11.28–11.30), where by abuse of
notation e±(z), f±(z), ψ±(z) denote the generating series for each respective algebra.
Proof. Our proof is based on the commutative diagram of Remark 10.7:
U±v
U
sc,±
0,b1,b2
U±v ⊗ U±v
U
sc,±
0,b1,0
⊗ Usc,±0,0,b2
-
-
? ?
∆
∆b1,b2
±b1,b2 
±
b1,0
⊗ ±0,b2
Since +•,• : e+(z) 7→ e+(z), f+(z) 7→ f+(z), ψ+(z) 7→ ψ+(z), we immediately get the validity
of (11.28–11.30) for the currents e+(z), f+(z), ψ+(z) and the homomorphism ∆b1,b2 .
Let us now treat the case of e−(z), f−(z), ψ−(z). Combining the commutativity of the
above diagram (in the “−” case) with equality (11.28) yields
∆b1,b2,(e
−(z)) = 1⊗ e−(z) +
∞∑
r=0
(−v)r(v − v−1)2r · e−(z)r+1 ⊗ f−(v2z)rψ−(z),
where e−(z) := e−(z) +
∑−1
r=b2
erz
−r. Meanwhile, ∆b1,b2(er) = 1 ⊗ er for b2 ≤ r ≤ −1.
Hence, ∆b1,b2(e−(z)) is given by the right-hand side of (11.28). Likewise, we get the validity
of (11.29), (11.30) for the currents f−(z), ψ−(z) and the homomorphism ∆b1,b2 . 
Since our proof of (11.28–11.30) in Appendix J is based on the RTT-type coproduct ∆rtt0,0,
we immediately get
Corollary 11.32. Let b1, b2 ∈ Z≤0 and b = b1 + b2. The following diagram is commutative:
Uad0,2b
∆ad2b1,2b2−−−−−→ Uad0,2b1 ⊗ Uad0,2b2
Υ0,2b
yo oyΥ0,2b1⊗Υ0,2b2
Urtt0,2b −−−−−→
∆rtt2b1,2b2
Urtt0,2b1 ⊗ Urtt0,2b2
11(vii). Coproduct for truncated shifted algebras, g = sl2.
For b1, b2 ∈ Z≤0 and b = b1 + b2, recall the homomorphism ∆ad2b1,2b2 : Uad0,2b → Uad0,2b1 ⊗Uad0,2b2
of Remark 10.8. Consider the truncated versions of the algebras involved U02b,U
0
2b1
,U02b2 ,
see Definition 8.13. The goal of this subsection is to prove the following result.
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Proposition 11.33. For b1, b2 ≤ 0, the homomorphism ∆ad2b1,2b2 descends to the same named
homomorphism U02b → U02b1 ⊗ U02b2.
Proof. Define a 2-sided ideal I ⊂ Uad0,2b1 ⊗Uad0,2b2 via I := I02b1 ⊗Uad0,2b2 +Uad0,2b1 ⊗ I02b2 . It suffices
to show that ∆ad2b1,2b2(X) ∈ I for every generator X of the ideal I02b of (8.10–8.12). To achieve
this, recall the commutative diagram of Corollary 11.32.
◦ Case X = A+s (s > −b). Applying the aforementioned commutative diagram to the equality
∆rtt2b1,2b2(t
+
11[s]) =
∑s1+s2=s
s1,s2≥0 t
+
11[s1]⊗ t+11[s2] +
∑s1+s2=s
s1,s2≥0 t
+
12[s1]⊗ t+21[s2], we get ∆ad2b1,2b2(A+s ) =∑s1+s2=s
s1,s2≥0 A
+
s1⊗A+s2 +
∑s1+s2=s
s1,s2≥0 B
+
s1⊗C+s2 . For s1 + s2 = s > −b, either s1 > −b1 or s2 > −b2.
Hence, each summand in the right-hand side belongs to I, due to Remark 8.15.
◦ Case X = A+0 A+−b−(−1)b. As above ∆ad2b1,2b2(A+−b) ≡ A+−b1⊗A+−b2 , where the notation x ≡ y
is used to denote x− y ∈ I. We also have ∆ad2b1,2b2(A+0 ) = A+0 ⊗ A+0 . Thus ∆ad2b1,2b2(A+0 A+−b −
(−1)b) ≡ A+0 A+−b1 ⊗A+0 A+−b2 − (−1)b = (A+0 A+−b1 − (−1)b1)⊗A+0 A+−b2 + (−1)b1 ⊗ (A+0 A+−b2 −
(−1)b2) ≡ 0. Hence, ∆ad2b1,2b2(A+0 A+−b − (−1)b) ∈ I.
◦ Case X = φ+ − (−1)bA+−b. Since ∆ad2b1,2b2(φ+) = φ+ ⊗ φ+,∆ad2b1,2b2(A+−b) ≡ A+−b1 ⊗A+−b2 , we
get ∆ad2b1,2b2(φ
+− (−1)bA+−b) ≡ φ+⊗φ+− (−1)b1+b2A+−b1 ⊗A+−b2 = (φ+− (−1)b1A+−b1)⊗φ+ +
(−1)b1A+−b1 ⊗ (φ+ − (−1)b2A+−b2) ≡ 0. Therefore, ∆ad2b1,2b2(φ+ − (−1)bA+−b) ∈ I.
◦ Case X = (φ+)−1 − A+0 . Then ∆ad2b1,2b2((φ+)−1 − A+0 ) = (φ+)−1 ⊗ (φ+)−1 − A+0 ⊗ A+0 =
((φ+)−1 −A+0 )⊗ (φ+)−1 +A+0 ⊗ ((φ+)−1 −A+0 ) ∈ I.
◦ Case X = A−−r − v−bA+−b−r (0 ≤ r ≤ −b). Analogously to the first case considered above,
we have ∆ad2b1,2b2(A
+
−b−r) ≡
∑r1+r2=r
0≤r1≤−b1
0≤r2≤−b2
A+−b1−r1 ⊗A+−b2−r2 +
∑r1+r2=r
1≤r1≤−b1
0≤r2≤−b2−1
B+−b1−r1 ⊗ C+−b2−r2 ,
where the lower bounds on r1, r2 are due to Remark 8.15. Completely analogously, we obtain
∆ad2b1,2b2(A
−
−r) ≡
∑r1+r2=r
0≤r1≤−b1
0≤r2≤−b2
A−−r1 ⊗A−−r2 +
∑r1+r2=r
1≤r1≤−b1
0≤r2≤−b2−1
B−−r1 ⊗ C−−r2 . Hence,
∆ad2b1,2b2(A
−
−r − v−bA+−b−r) ≡
r1+r2=r∑
0≤r1≤−b1
0≤r2≤−b2
(A−−r1 ⊗A−−r2 − v−bA+−b1−r1 ⊗A+−b2−r2)+
r1+r2=r∑
1≤r1≤−b1
0≤r2≤−b2−1
(B−−r1 ⊗ C−−r2 − v−bB+−b1−r1 ⊗ C+−b2−r2).
(11.34)
The first sum of (11.34) belongs to I as A−−r1 ⊗ A−−r2 − v−bA+−b1−r1 ⊗ A+−b2−r2 = (A−−r1 −
v−b1A+−b1−r1) ⊗ A−−r2 + v−b1A+−b1−r1 ⊗ (A−−r2 − v−b2A+−b2−r2) ∈ I. Completely analogously,
B−−r1⊗C−−r2−v−bB+−b1−r1⊗C+−b2−r2 = (B−−r1−v−b1B+−b1−r1)⊗C−−r2 +v−b1B+−b1−r1⊗ (C−−r2−
v−b2C+−b2−r2). To complete the proof, it suffices to show
B−−r1 − v−b1B+−b1−r1 ∈ I02b1 for 1 ≤ r1 ≤ −b1,
C−−r2 − v−b2C+−b2−r2 ∈ I02b2 for 0 ≤ r2 ≤ −b2 − 1.
(11.35)
To prove the first inclusion of (11.35), recall that B+(z) = [e0, A+(z)]v−1 , due to Corollary 7.3.
Likewise (comparing the terms of degree 1 in w in the equality (6.11) with  = −, ′ = +), we
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obtain B−(z) = [e0, A−(z)]v−1 . Therefore,
B−−r1 − v−b1B+−b1−r1 = [e0, A−−r1 − v−b1A+−b1−r1 ]v−1 ∈ I02b1 .
Similarly, applying the equalities zC±(z) = [A±(z), f1]v−1 , we obtain
C−−r2 − v−b2C+−b2−r2 = [A−−r2−1 − v−b2A+−b2−r2−1, f1]v−1 ∈ I02b2 ,
which implies the second inclusion of (11.35). Thus, ∆ad2b1,2b2(A
−
−r − v−bA+−b−r) ∈ I.
The cases when X is one of A−−s(s > −b), A−0 A−b − (−v2)−b, φ− − (−v2)bA−b , (φ−)−1 − A−0
are treated analogously to the above first four cases. This completes our proof. 
11(viii). Coproduct for truncated shifted algebras, general g.
Recall the homomorphism ∆µ1,µ2 : Usc0,µ → Usc0,µ1⊗Usc0,µ2 of Theorem 10.26 (µ = µ1+µ2, g =
sln). Given N = N1 +N2, this coproduct extends to
∆adµ1,µ2 : U
ad
0,µ[z
±1
1 , . . . , z
±1
N ] −→ Uad0,µ1 [z±11 , . . . , z±1N1 ]⊗ Uad0,µ2 [z±1N1+1, . . . , z±1N ]
as in Remark 10.4(c). Given two sequences λ(1) = (ωi1 , . . . , ωiN1 ), λ
(2) = (ωiN1+1 , . . . , ωiN ),
we concatenate them to λ = (ωi1 , . . . , ωiN ) and consider the corresponding truncated shifted
algebras Uλµ,U
λ(1)
µ1 ,U
λ(2)
µ2 as in Definition 8.13.
Conjecture 11.36. The aforementioned homomorphism ∆adµ1,µ2 descends to the same named
homomorphism ∆adµ1,µ2 : U
λ
µ → Uλ
(1)
µ1 ⊗ Uλ
(2)
µ2 .
We hope that the comultiplication ∆adµ1,µ2 can be defined for arbitrary simply-laced g
(see Section 10(viii)) and descends to the truncated shifted algebras.
12. K-theory of parabolic Laumon spaces
12(i). Parabolic Laumon spaces.
We recall the setup of [BFFR]. Let C be a smooth projective curve of genus zero. We fix
a coordinate z on C, and consider the action of C× on C such that v(z) = v−2z. We have
CC
×
= {0,∞}.
We consider an N -dimensional vector space W with a basis w1, . . . , wN . This defines a
Cartan torus T ⊂ G = GL(N) = GL(W ). We also consider its 2N -fold cover, the bigger torus
T˜ , acting on W as follows: for T˜ 3 t = (t1, . . . , tN ) we have t(wi) = t2iwi.
We fix an n-tuple of positive integers pi = (p1, . . . , pn) ∈ Zn>0 such that p1 + . . .+ pn = N .
Let P ⊂ G be a parabolic subgroup preserving the flag 0 ⊂ W1 := 〈w1, . . . , wp1〉 ⊂ W2 :=
〈w1, . . . , wp1+p2〉 ⊂ · · · ⊂ Wn−1 := 〈w1, . . . , wp1+...+pn−1〉 ⊂ Wn := W. Let B := G/P be the
corresponding partial flag variety.
Given an (n− 1)-tuple of nonnegative integers d = (d1, . . . , dn−1) ∈ Nn−1, we consider the
Laumon parabolic quasiflags’ space Qd, see [La, 4.2]. It is the moduli space of flags of locally
free subsheaves
0 ⊂W1 ⊂ · · · ⊂Wn−1 ⊂W = W ⊗ OC
such that rank(Wi) = p1 + . . .+ pi and deg(Wi) = −di. It is known to be a smooth connected
projective variety of dimension dimB+
∑n−1
i=1 di(pi + pi+1), see [La, 2.10].
We consider the following locally closed subvariety Qd ⊂ Qd (parabolic quasiflags based at
∞ ∈ C) formed by the flags
0 ⊂W1 ⊂ · · · ⊂Wn−1 ⊂W = W ⊗ OC
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such that Wi ⊂ W is a vector subbundle in a neighborhood of ∞ ∈ C, and the fiber of
Wi at ∞ equals the span 〈w1, . . . , wp1+...+pi〉 ⊂ W . It is known to be a smooth connected
quasiprojective variety of dimension
∑n−1
i=1 di(pi + pi+1).
12(ii). Fixed points.
The group G×C× acts naturally on Qd, and the group T˜ ×C× acts naturally on Qd. The
set of fixed points of T˜ × C× on Qd is finite; its description is given in [BFFR, 4.4].
Let ~d be a collection of nonnegative integral vectors ~dij = (d
(1)
ij , . . . , d
(pj)
ij ), n−1 ≥ i ≥ j ≥ 1,
such that di =
∑i
j=1 |dij | =
∑i
j=1
∑pj
a=1 d
(a)
ij , and for i ≥ k ≥ j we have ~dkj ≥ ~dij , i.e.,
d
(a)
kj ≥ d(a)ij for any 1 ≤ a ≤ pj . Abusing notation, we denote by ~d the corresponding T˜ × C×-
fixed point in Qd:
W1 = OC(−d(1)11 · 0)w1 ⊕ · · · ⊕ OC(−d(p1)11 · 0)wp1 ,
W2 = OC(−d(1)21 ·0)w1⊕· · ·⊕OC(−d(p1)21 ·0)wp1⊕OC(−d(1)22 ·0)wp1+1⊕· · ·⊕OC(−d(p2)22 ·0)wp1+p2 ,
...
Wn−1 = OC(−d(1)n−1,1 · 0)w1 ⊕ · · · ⊕ OC(−d(p1)n−1,1 · 0)wp1 ⊕ · · ·
· · · ⊕ OC(−d(1)n−1,n−1 · 0)wp1+...+pn−2+1 ⊕ · · · ⊕ OC(−d(pn−1)n−1,n−1 · 0)wp1+...+pn−1 .
Notation: Given a collection ~d as above, we will denote by ~d± δ(p)ij the collection ~d′, such that
d
′(p)
ij = d
(p)
ij ± 1, while d′(a)kl = d(a)kl for (a, k, l) 6= (p, i, j).
12(iii). Correspondences.
For i ∈ {1, . . . , n− 1} and d = (d1, . . . , dn−1), we set d+ i := (d1, . . . , di + 1, . . . , dn−1). We
have a correspondence Ed,i ⊂ Qd×Qd+i formed by the pairs (W•,W′•) such thatW′i ⊂Wi and
we have Wj = W′j for j 6= i, see [BFFR, 4.5]. In other words, Ed,i is the moduli space of flags
of locally free sheaves
0 ⊂W1 ⊂ · · · ⊂Wi−1 ⊂W′i ⊂Wi ⊂Wi+1 ⊂ · · · ⊂Wn−1 ⊂W
such that rank(Wj) = p1 + . . .+ pj and deg(Wj) = −dj , while rank(W′i) = p1 + . . .+ pi and
deg(W′i) = −di − 1. According to [La, 2.10], Ed,i is a smooth projective algebraic variety of
dimension dimB+
∑n−1
i=1 di(pi + pi+1) + pi.
We denote by p (resp. q) the natural projection Ed,i → Qd (resp. Ed,i → Qd+i). We also
have a map s : Ed,i → C,
(0 ⊂W1 ⊂ · · · ⊂Wi−1 ⊂W′i ⊂Wi ⊂Wi+1 ⊂ · · · ⊂Wn−1 ⊂W) 7→ supp(Wi/W′i).
The correspondence Ed,i comes equipped with a natural line bundle Li whose fiber at a point
(0 ⊂W1 ⊂ · · · ⊂Wi−1 ⊂W′i ⊂Wi ⊂Wi+1 ⊂ · · · ⊂Wn−1 ⊂W)
equals Γ(C,Wi/W′i). Finally, we have a transposed correspondence
TEd,i ⊂ Qd+i × Qd.
Restricting to Qd ⊂ Qd, we obtain the correspondence Ed,i ⊂ Qd ×Qd+i together with the
line bundle Li and the natural maps p : Ed,i → Qd, q : Ed,i → Qd+i, s : Ed,i → C\{∞}. We
also have a transposed correspondence TEd,i ⊂ Qd+i × Qd. It is a smooth quasiprojective
variety of dimension
∑n−1
i=1 di(pi + pi+1) + pi.
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12(iv). Equivariant K-groups.
We denote by ′M(pi) the direct sum of equivariant (complexified) K-groups:
′M(pi) =
⊕
d
K T˜×C
×
(Qd).
It is a module over K T˜×C×(pt) = C[T˜ × C×] = C[t±11 , . . . , t±1N ,v±1]. We define
M(pi) := ′M(pi)⊗
KT˜×C× (pt) Frac(K
T˜×C×(pt)).
It is naturally graded
M(pi) = ⊕dM(pi)d, where M(pi)d = K T˜×C×(Qd)⊗KT˜×C× (pt) Frac(K T˜×C
×
(pt)).
According to the Thomason localization theorem, restriction to the T˜ ×C×-fixed point set
induces an isomorphism
K T˜×C
×
(Qd)⊗KT˜×C× (pt) Frac(K T˜×C
×
(pt)) ∼−→K T˜×C×(QT˜×C×d )⊗KT˜×C× (pt) Frac(K T˜×C
×
(pt)).
The classes of the structure sheaves [~d] of the T˜ ×C×-fixed points ~d (see Section 12(ii)) form
a basis in
⊕
dK
T˜×C×(QT˜×C
×
d )⊗KT˜×C× (pt) Frac(K T˜×C
×
(pt)). The embedding of a point ~d into
Qd is a proper morphism, so the direct image in the equivariant K-theory is well-defined, and
we will denote by [~d] ∈M(pi)d the direct image of the structure sheaf of the point ~d. The set
{[~d]} forms a basis of M(pi).
12(v). Action of Uvpi on M(pi).
From now on, we will denote by Uvpi the shifted quantum affine algebra Usc0,µ for g = sln
and µ =
∑n−1
j=1 (pj+1 − pj)ωj . We will also need the characters Ti of T˜ × C× defined via
Ti :=
∏p1+...+pi
j=p1+...+pi−1+1 tj . Let v stand for the character of T˜ × C× : (t,v) 7→ v.
For any 0 ≤ i ≤ n, we will denote by Wi the tautological (p1 + . . .+ pi)-dimensional vector
bundle on Qd ×C. Let $ : Qd × (C\{∞})→ Qd denote the standard projection. We define
the generating series bi(z) with coefficients in the equivariant K-theory of Qd as follows:
bi(z) := Λ
•
−1/z($∗(Wi|C\{∞})) = 1 +
∑
r≥1
Λr($∗(Wi|C\{∞}))(−z−1)r.
We also define the operators
ei,r := T
−1
i+1v
di+1−di+2−ip∗((viLi)⊗r ⊗ q∗) : M(pi)d →M(pi)d−i, (12.1)
fi,r := T
−1
i v
di−di−1+iq∗((−Li)⊗pi ⊗ (viLi)⊗r ⊗ p∗) : M(pi)d →M(pi)d+i, (12.2)
and consider the following generating series of operators on M(pi):
ei(z) =
∞∑
r=−∞
ei,rz
−r : M(pi)d →M(pi)d−i[[z, z−1]], (12.3)
fi(z) =
∞∑
r=−∞
fi,rz
−r : M(pi)d →M(pi)d+i[[z, z−1]]. (12.4)
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We define ψ+i (z) : M(pi)d →M(pi)d[[z−1]] and ψ−i (z) : M(pi)d → zpi−pi+1M(pi)d[[z]] via
ψ±i (z) := T
−1
i+1Tiv
di+1−2di+di−1 ·
(
bi+1(zv
−i−2)bi−1(zv−i)
bi(zv−i−2)bi(zv−i)
)±
, (12.5)
where as before γ(z)± denotes the expansion of a rational function γ(z) in z∓1, respectively.
Notation: To each ~d, we assign a collection of T˜ × C×-weights s(a)ij := t2p1+...+pj−1+av−2d
(a)
ij .
Proposition 12.6. (a) The matrix coefficients of the operators fi,r, ei,r in the fixed point basis
{[~d]} of M(pi) are as follows:
f
i,r[~d,~d′] = T
−1
i v
di−di−1+i(1− v2)−1(−s(a)ij )pi(s(a)ij vi)r
∏a′≤pj′
j′≤i−1(1− s(a)ij /s(a
′)
i−1,j′)∏(j′,a′) 6=(j,a)
j′≤i,a′≤pj′ (1− s
(a)
ij /s
(a′)
ij′ )
if ~d′ = ~d+ δ(a)ij for certain j ≤ i, 1 ≤ a ≤ pj;
e
i,r[~d,~d′] = T
−1
i+1v
di+1−di+2−i(1− v2)−1(s(a)ij vi+2)r
∏a′≤pj′
j′≤i+1(1− s(a
′)
i+1,j′/s
(a)
ij )∏(j′,a′)6=(j,a)
j′≤i,a′≤pj′ (1− s
(a′)
ij′ /s
(a)
ij )
if ~d′ = ~d− δ(a)ij for certain j ≤ i, 1 ≤ a ≤ pj.
All the other matrix coefficients of ei,r, fi,r vanish.
(b) The eigenvalue ψ±i (z)|~d of ψ±i (z) on [~d] equals
T−1i+1Tiv
di+1−2di+di−1
(∏a≤pj
j≤i+1(1− z−1vi+2s(a)i+1,j)
∏a≤pj
j≤i−1(1− z−1vis(a)i−1,j)∏a≤pj
j≤i (1− z−1vi+2s(a)ij )
∏a≤pj
j≤i (1− z−1vis(a)ij )
)±
.
The proof is straightforward and is analogous to that of [T1, Proposition 2.15].
The following is the key result of this section.
Theorem 12.7. The generating series of operators {ψ±i (z), ei(z), fi(z)}n−1i=1 of (12.3–12.5)
acting on M(pi) satisfy the relations in Uvpi, i.e., they give rise to the action of Uvpi on M(pi).
In the particular case pi = 1n, we recover [T1, Theorem 2.12].
Proof. First, note that ψ+i (z) contains only nonpositive powers of z, while ψ
−
i (z) contains only
powers of z bigger or equal to pi− pi+1 (this follows from Proposition 12.6(b)). Moreover, the
coefficients of z0 in ψ+i (z) and of z
pi−pi+1 in ψ−i (z) are invertible operators.
Applying Proposition 12.6, the verification of all the defining relations of Uvpi, except for (U6),
boils down to routine straightforward computations in the fixed point basis (compare to the
proof of [T1, Theorem 2.12]). The same arguments can be used to show that [ei(z), fj(w)] = 0
for i 6= j. It remains to prove (v − v−1)[ei(z), fi(w)] = δ
(
z
w
) (
ψ+i (z)− ψ−i (z)
)
. Applying
Proposition 12.6(a), we see that the left-hand side is diagonal in the fixed point basis and its
eigenvalue on [~d] equals
T−1i+1T
−1
i v
di+1−di−1(1− v2)−1 · δ
( z
w
)
×
a≤pj∑
j≤i
(−s(a)ij )pi
v2pi
∏a′≤pj′
j′≤i+1(1− s(a
′)
i+1,j′/s
(a)
ij )
∏a′≤pj′
j′≤i−1(1− v2s(a)ij /s(a
′)
i−1,j′)∏(j′,a′)6=(j,a)
j′≤i,a′≤pj′ (1− s
(a′)
ij′ /s
(a)
ij )(1− v2s(a)ij /s(a
′)
ij′ )
δ
(
z
vi+2s
(a)
ij
)
−
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j′≤i+1(1− v2s(a
′)
i+1,j′/s
(a)
ij )
∏a′≤pj′
j′≤i−1(1− s(a)ij /s(a
′)
i−1,j′)∏(j′,a′)6=(j,a)
j′≤i,a′≤pj′ (1− v2s
(a′)
ij′ /s
(a)
ij )(1− s(a)ij /s(a
′)
ij′ )
δ
(
z
vis
(a)
ij
) .
To compare this expression with the eigenvalue of ψ+i (z) − ψ−i (z) on [~d], it suffices to ap-
ply Lemma C.2 below to the particular case of γ(z) chosen to be the rational function of
Proposition 12.6(b).
The theorem is proved. 
Remark 12.8. (a) The above verification of (U6) by applying Lemma C.2 significantly simplifies
our original indirect proof of this relation in [T1].
(b) For pi = pn, this produces the action of the quantum loop algebra Uv(Lsln) on M(pi).
(c) According to [BDGHK], there is an action of Avfrac on M(pi). Its pull-back along the
homomorphism Φλµ (λ = (ωn−1, . . . , ωn−1) taken N times) yields essentially the action of Uvpi
on M(pi) established above. In particular, the kernel Ker(Φλµ) = Ker(Φ˜
λ
µ) acts trivially on
M(pi). The first instance of that is the fact that the generators {A±i,±r : r > p1 + . . .+ pi} of
Uvpi (see Remark 6.22(b)) act trivially on M(pi), due to the observation that the eigenvalue of
A±i (z) on [~d] equals
∏a≤pj
j≤i (1− (z−1vis(a)ij )±1).
12(vi). Tensor products.
Fix two n-tuples pi′ = (p′1, . . . , p′n), pi′′ = (p′′1, . . . , p′′n) ∈ Zn>0 and define pi = (p1, . . . , pn)
via pi := p′i + p
′′
i ∈ Z>0. Let Uvpi′ ,Uvpi′′ ,Uvpi be the corresponding shifted quantum affine
algebras of sln as defined in Section 12(v). According to Theorem 12.7, we have natural
actions of Uvpi on M(pi), of Uvpi′ on M(pi
′), and of Uvpi′′ on M(pi
′′). The vector spaces M(pi)
and M(pi′) ⊗M(pi′′) have natural fixed point bases {[~d]} and {[~d′] ⊗ [~d′′]}, parameterized by
~d and pairs (~d′,~d′′) with ~d,~d′,~d′′ satisfying the conditions of Section 12(ii). The assignment
(~d′,~d′′) 7→ ~d′∪~d′′ defined via (d′∪d′′)(a)ij = d′(a)ij , (d′∪d′′)
(p′j+b)
ij = d
′′(b)
ij for 1 ≤ a ≤ p′j , 1 ≤ b ≤ p′′j
provides a bijection between such pairs (~d′,~d′′) and ~d. We also identify T˜ ′ × T˜ ′′ ∼−→ T˜ via
tp1+...+pj−1+a = t
′
p′1+...+p
′
j−1+a
, tp1+...+pj−1+p′j+b = t
′′
p′′1+...+p
′′
j−1+b
for a, b as above. Finally, we
use ~0 to denote the collection of zero vectors.
Recall the Drinfeld formal coproduct ∆˜ : Uvpi → Uvpi′⊗̂Uvpi′′ of Lemma 10.3.
Theorem 12.9. There is a unique collection of c~d′,~d′′ ∈ Frac(K T˜×C
×
(pt)) with c~0,~0 = 1, such
that the map [~d′]⊗ [~d′′] 7→ c~d′,~d′′ · [~d′ ∪~d′′] induces an isomorphism M(pi′)⊗˜M(pi′′) ∼−→M(pi) of
Uvpi-representations.
First let us make sense of the Uvpi-module M(pi′)⊗˜M(pi′′). The action of ei(z) in the fixed
point basis {[~d′′]} ofM(pi′′) can be written as ei(z)[~d′′] =
∑a≤pj
j≤i a~d′′,δ(a)ij
δ(s
(a)
ij v
i+2/z)[~d′′−δ(a)ij ]
for certain a~d′′,δ(a)ij
∈ Frac(K T˜ ′′×C×(pt)). According to the comultiplication formula (10.1), we
have ∆˜(ei(z))([~d′] ⊗ [~d′′]) = ei(z)([~d′]) ⊗ [~d′′] + ψ−i (z)([~d′]) ⊗ ei(z)([~d′′]). The first summand
is well-defined. To make sense of the second summand, we just need to apply the formula
γ(z)δ(a/z) = γ(a)δ(a/z) to the rational function γ(z) chosen to be the eigenvalue of ψ−i (z)
on [~d′]. The action of fi(z) on M(pi′)⊗˜M(pi′′) is defined analogously. Finally, the formula
∆˜(ψ±i (z)) = ψ
±
i (z) ⊗ ψ±i (z) provides a well-defined action of ψ±i (z). These formulas endow
M(pi′)⊗M(pi′′) with a well-defined action of Uvpi.
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Proof. According to Proposition 12.6(b), the eigenvalue of ∆˜(ψ±i (z)) = ψ
±
i (z) ⊗ ψ±i (z) on
[~d′] ⊗ [~d′′] ∈ M(pi′) ⊗M(pi)′′ equals the eigenvalue of ψ±i (z) on [~d′ ∪ ~d′′] ∈ M(pi). Hence, the
map [~d′]⊗ [~d′′] 7→ c~d′,~d′′ · [~d′∪~d′′] intertwines actions of ψ±i (z) for any c~d′,~d′′ ∈ Frac(K T˜×C
×
(pt)).
Consider c~d′,~d′′ ∈ Frac(K T˜×C
×
(pt)) such that c~0,~0 = 1 and
c~d′−δ(a)ij ,~d′′
c~d′,~d′′
= (T ′′i+1)
−1vd
′′
i+1−d′′i ·
∏a′≤p′′
j′
j′≤i+1(1− s′′(a
′)
i+1,j′/s
′(a)
ij )∏a′≤p′′
j′
j′≤i (1− s′′(a
′)
ij′ /s
′(a)
ij )
,
c~d′,~d′′−δ(a)ij
c~d′,~d′′
= (T ′i )
−1vd
′
i−d′i−1 ·
∏a′≤p′
j′
j′≤i (1− v−2s′(a
′)
ij′ /s
′′(a)
ij )∏a′≤p′
j′
j′≤i−1(1− v−2s′(a
′)
i−1,j′/s
′′(a)
ij )
.
(12.10)
The existence of c~d′,~d′′ satisfying these relations as well as a verification that [
~d′] ⊗ [~d′′] 7→
c~d′,~d′′ · [~d′ ∪ ~d′′] intertwines actions of ei,r and fi,r are left to the interested reader. 
Remark 12.11. In the particular case p1 = . . . = pn = p, this implies the isomorphismM(pn) '
M(1n)⊗˜p of Uv(Lsln)-representations. This isomorphism is reminiscent of the isomorphism
between the action of the quantum toroidal algebra of gl1 on the equivariant K-theory of the
Gieseker moduli spacesM(r, n) and the r-fold tensor product of such representation for r = 1,
see [T2, Theorem 4.6].
12(vii). Shifted quantum affine algebras of gln.
Let Uv(ĝln) be the quantum affine algebra of gln as defined in [DF, Definition 3.1], and let
Uv(Lgln) be the quantum loop algebra of gln, that is, Uv(Lgln) := Uv(ĝln)/(v±c/2 − 1). This
is an associative C(v)-algebra generated by
{X±i,r, k±j,∓s±j |i = 1, . . . , n− 1, j = 1, . . . , n, r ∈ Z, s
±
j ∈ N}
and with the defining relations as in [DF, (3.3, 3.4)]. There is a natural injective C(v)-algebra
homomorphism Uv(Lsln) ↪→ Uv(Lgln), defined by
ei(z) 7→ X
−
i (v
iz)
v − v−1 , fi(z) 7→
X+i (v
iz)
v − v−1 , ψ
±
i (z) 7→ (k∓i (viz))−1k∓i+1(viz). (12.12)
For pi = (p1, . . . , pn) ∈ Zn>0, define the shifted quantum affine algebra Uvpi(gln) in the
same way as Uv(Lgln) except that now s
+
j ≥ −pj and we formally add inverse elements
{(k−j,0)−1, (k+j,pj )−1}nj=1 (as we no longer require k−j,0k+j,pj = 1). Note that the assignment (12.12)
still gives rise to an injective8 homomorphism % : Uvpi ↪→ Uvpi(gln).
Consider the following generating series of operators on M(pi):
X+i (z) := (v − v−1)fi(v−iz) : M(pi)d →M(pi)d+i[[z, z−1]],
X−i (z) := (v − v−1)ei(v−iz) : M(pi)d →M(pi)d−i[[z, z−1]],
k−j (z) := T
−1
j v
dj−dj−1 · (bj(zv−2j)/bj−1(zv−2j))+ : M(pi)d →M(pi)d[[z−1]],
k+j (z) := T
−1
j v
dj−dj−1 · (bj(zv−2j)/bj−1(zv−2j))− : M(pi)d → z−pjM(pi)d[[z]]
8One can prove the injectivity of % by using Proposition 5.1 for both algebras. Indeed, the homomorphism
% is ‘glued’ from three homomorphisms: %> : Uv,>pi → Uv,>pi (gln), %< : Uv,<pi → Uv,<pi (gln), %0 : Uv,0pi → Uv,0pi (gln).
The homomorphisms %>, %< are isomorphisms due to Proposition 5.1(b), while the injectivity of %0 is clear.
MULTIPLICATIVE SLICES, RELATIVISTIC TODA AND SHIFTED QUANTUM ALGEBRAS 67
with ei(z), fi(z),bj(z) defined in Section 12(v).
The following is a simple generalization of Theorem 12.7.
Theorem 12.13. The generating series of operators X±i (z), k
±
j (z) acting on M(pi) satisfy the
relations of Uvpi(gln), i.e., they give rise to the action of Uvpi(gln) on M(pi).
The restriction of this action to the subalgebra Uvpi (embedded into Uvpi(gln) via %) recovers
the action of Uvpi on M(pi) of Theorem 12.7.
12(viii). The cohomology case revisited.
The above results can be immediately generalized to the cohomological setting. Let V (pi)
be the direct sum of localized T × C×-equivariant cohomology of type pi Laumon parabolic
based quasiflags’ spaces:
V (pi) :=
⊕
d
H•T×C×(Qd)⊗H•
T×C× (pt)
Frac(H•T×C×(pt)).
It is a module over Frac(H•T×C×(pt)), where H
•
T×C×(pt) = C[Lie(T ×C×)] = C[x1, . . . , xN , ~].
Let Y~pi = Ypi⊗C[~]C(~), where Ypi is the shifted Yangian of sln in the sense of [BFNb, Appen-
dix B(i)]. It is the associative C(~)-algebra generated by {E(r+1)i , F (r+1)i , H(r+1+pi−pi+1)i }r∈N1≤i<n
with the same defining relations as in the standard Yangian Y~(sln).
We define the generating series ai(z)with coefficients in the equivariant cohomology of Qd
as follows:
ai(z) := z
p1+...+pi · c($∗(Wi|C\{∞}), (−z~)−1),
where c(V, x) denotes the Chern polynomial (in x) of V. We also define the operators
E
(r+1)
i := p∗((c1(Li) + i~/2)
r · q∗) : V (pi)d → V (pi)d−i, (12.14)
F
(r+1)
i := (−1)piq∗((c1(Li) + i~/2)r · p∗) : V (pi)d → V (pi)d+i. (12.15)
We define Hi(z) = zpi+1−pi +
∑
r>pi−pi+1 H
(r)
i ~−r+pi−pi+1+1z−r via
Hi(z) :=
(
ai+1(z − i+22 )ai−1(z − i2)
ai(z − i+22 )ai(z − i2)
)+
: V (pi)d → zpi+1−piV (pi)d[[z−1]]. (12.16)
The following result is completely analogous to Theorem 12.7.
Theorem 12.17. The operators {E(r+1)i , F (r+1)i , H(r+1+pi−pi+1)i }r∈N1≤i<n of (12.14–12.16) act-
ing on V (pi) satisfy the defining relations of Y~pi, i.e., they give rise to the action of Y~pi on
V (pi).
A slight refinement of this theorem in the dominant case p1 ≤ . . . ≤ pn constituted the key
result of [BFFR]. In loc. cit., the authors constructed the action of the shifted Yangian of gln,
denoted by Y~pi(gln), on V (pi). There is a natural (injective) homomorphism Y~pi → Y~pi(gln),
such that F (r+1)i 7→
∑r
s=0
(
r
s
) (
2−i
2 ~
)r−s
f
(s+1)
i , E
(r+1)
i 7→
∑r
s=0
(
r
s
) (
2−i
2 ~
)r−s
e
(s+1+pi+1−pi)
i .
The pull-back of the action of [BFFR] along this homomorphism recovers the action Y~pi on
V (pi) of Theorem 12.17.
The proof of [BFFR] was based on an explicit identification of the geometric action in the
fixed point basis with the formulas of [FMO] for the action of Y~pi(gln) in the Gelfand-Tsetlin
basis. The benefits of our straightforward proof of Theorem 12.17 are two-fold:
(1) we eliminate the crucial assumption p1 ≤ . . . ≤ pn of [BFFR],
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(2) we obtain an alternative proof of the formulas of [FMO] (cf. Proposition 12.18 below).
Moreover, we can derive v-analogues of the Gelfand-Tsetlin formulas of [FMO] via a certain
specialization of the parameters in Proposition 12.6 as explained below. We set tl = vβl for
1 ≤ l ≤ N . To a collection ~d = (d(a)ij )1≤a≤pj1≤j≤i≤n−1, we associate a Gelfand-Tsetlin pattern Λ =
Λ(~d) = (λ
(a)
ij )
1≤a≤pj
1≤j≤i≤n as follows: λ
(a)
nj = βp1+...+pj−1+a+j−1, λ(a)ij = βp1+...+pj−1+a+j−1−d(a)ij .
Set λ(a)j := λ
(a)
nj , which is independent of ~d. Note that the vector space M(pi) has a basis {[Λ]}
parametrized by Λ = (λ(a)ij )
1≤a≤pj
1≤j≤i≤n with λ
(a)
nj = λ
(a)
j and λ
(a)
i+1,j − λ(a)ij ∈ N. Consider a
specialization of {βl}1≤l≤N such that λ(a)j − λ(a)j+1 ∈ N, while λ(a)i − λ(b)j /∈ Z if a 6= b. Let S be
the subset of those Λ from above such that λ(a)ij − λ(a)i+1,j+1 ∈ N (note that S is finite), while
S¯ will denote the set of the remaining Gelfand-Tsetlin patterns Λ.
As before, we define
A±i (z) := k
∓
1 (v
2−iz)k∓2 (v
4−iz) · · · k∓i (viz),
B±i (z) := (v − v−1)A±i (z)e±i (z),
C±i (z) := (v − v−1)f±i (z)A±i (z).
We set λij(z) :=
∏pj
a=1(v
−λ(a)ij − vλ(a)ij z−1). The next result follows from Proposition 12.6.
Proposition 12.18. (a) The vector subspace ofM(pi) spanned by {[Λ]}Λ∈S¯ is Uvpi(gln)-invariant.
We denote by L(pi) the corresponding quotient of M(pi).
(b) Let {ξΛ}Λ∈S be the basis of L(pi) inherited from {[Λ]}Λ∈S. Then, we have:
A±i (v
iz)ξΛ = v
miλi1(z)λi2(v
2z) · · ·λii(v2(i−1)z)ξΛ,
B±i (v
i · v2l(a)ij )ξΛ = −vmi+1−i · λi+1,1(v2l
(a)
ij )λi+1,2(v
2(l
(a)
ij +1)) · · ·λi+1,i+1(v2(l
(a)
ij +i))ξ
Λ+δ
(a)
ij
,
C±i (v
i · v2l(a)ij )ξΛ = vmi−1+i−1 · λi−1,1(v2l
(a)
ij )λi−1,2(v2(l
(a)
ij +1)) · · ·λi−1,i−1(v2(l
(a)
ij +i−2))ξ
Λ−δ(a)ij
,
where mj :=
∑j
j′=1(j
′ − 1)pj′ and l(a)ij := λ(a)ij − j + 1.
Remark 12.19. (a) In the simplest case pi = 1n, the above homomorphism Y~pi → Y~pi(gln) is
the classical embedding of the Yangian of sln into the Yangian of gln.
(b) The injectivity of the above homomorphism Y~pi → Y~pi(gln) follows from the PBW property
for Y~pi (see [FKPRW, Corollary 3.15]) and its analogue for Y~pi(gln).
(c) We take this opportunity to correct the sign in [BFFR, (4.2)], where the ‘−’ sign should
be replaced by (−1)pk , that is, f(r+1)k := (−1)pkq∗(c1(L′k)r · p∗).
(d) We take this opportunity to correct the typos in [FFNR]. First, the formulas for the
eigenvalues of hi(u) and ami(u) of Theorem 3.20 and its proof should be corrected by replacing
pi′j′  ~−1pi′j′ . Second, the formulas defining am(u) (Section 2.11), ami(u) (Section 2.13),
ami(u) (Section 3.17) should be modified by ignoring p∗,q∗.
Remark 12.20. Let epi ∈ glN be a nilpotent element of Jordan type pi. For p1 ≤ . . . ≤ pn,
Brundan-Kleshchev proved that the finite W-algebra W (glN , epi) is the quotient of Y~pi(gln) by
the 2-sided ideal generated by {d(r)1 }r>p1 , see [BK]. Together with Theorem 12.17 this yields
a natural action of W (glN , epi) on V (pi), referred to as a finite analogue of the AGT relation
in [BFFR]. We expect that the truncated version of Uvpi(gln) with λ = Nωn−1 should be
isomorphic to the v-version of the W -algebra W (glN , epi) as defined by Sevostyanov in [Se2].
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12(ix). Shifted quantum toroidal sln and parabolic affine Laumon spaces.
The second main result of [T1] provides the action of the quantum toroidal algebra Uv,u(ŝln)
(denoted U¨v(ŝln) in loc. cit.) on the direct sum of localized equivariant K-groups of the affine
Laumon spaces Pd. The cohomological counterpart of this was established in [FFNR], where
the action of the affine Yangian Y~,~′(ŝln) (denoted Ŷ in loc. cit.) on the direct sum of localized
equivariant cohomology of Pd was constructed.
Likewise, the results of Theorem 12.7 and Theorem 12.17 can be naturally generalized to
provide the actions of the shifted quantum toroidal algebra Uv,upi (resp. shifted affine Yangian
Y
~,~′
pi ) on the direct sum of localized equivariantK-groups (resp. cohomology) of parabolic affine
Laumon spaces. Here Uv,upi is the associative C(v, u)-algebra generated by {ei,r, fi,r, ψ±i,±s±i |1 ≤
i ≤ n, r ∈ Z, s+i ≥ 0, s−i ≥ pi − pi+1} and with the same defining relations as for Uv,u(ŝln),
while Y~,~
′
pi is the associative C(~, ~′)-algebra generated by {E(r+1)i , F (r+1)i , H(r+1+pi−pi+1)i |1 ≤
i ≤ n, r ∈ N} and with the same defining relations as for Y~,~′(ŝln) (here we set pn+1 := p1).
On the geometric side, the parabolic affine Laumon spaces of type pi are defined similarly to
the case pi = 1n. We leave details to the interested reader.
12(x). Whittaker vector.
Consider the Whittaker vector
m :=
∑
d
[OQd ] ∈M(pi)∧,
where M(pi)∧ :=
∏
dM(pi)d. We also define the operators
e′i,r := p∗((v
iLi)
⊗r ⊗ q∗) = vi−1(k−i+1,0)−1ei,r : M(pi)d →M(pi)d−i.
Proposition 12.21. For 1 ≤ i ≤ n− 1, we have
e′i,0(m) = (1− v2)−1m and e′i,1(m) = . . . = e′i,pi−1(m) = 0.
Proof. According to the Bott-Lefschetz formula, we have:
(1) m =
∑
~d
a~d[
~d], where a~d =
∏
w∈T~dQd(1− w)
−1;
(2)
a~d′
a~d
p∗((viLi)⊗r ⊗ q∗)[~d′,~d] = q∗((viLi)⊗r ⊗ p∗)[~d,~d′].
Set Ci,0 := (1 − v2)−1 and Ci,r := 0 for 0 < r < pi. It suffices to prove the equality
Ci,r =
∑a≤pj
j≤i q∗((v
iLi)
⊗r ⊗ p∗)
[~d,~d+δ
(a)
ij ]
for any ~d and any 1 ≤ i ≤ n − 1, 0 ≤ r ≤ pi − 1.
According to Proposition 12.6(a), we have
q∗((viLi)⊗r ⊗ p∗)[~d,~d+δ(a)ij ] = (1− v
2)−1(s(a)ij v
i)r
∏a′≤pj′
j′≤i−1(1− s(a)ij /s(a
′)
i−1,j′)∏(j′,a′)6=(j,a)
j′≤i,a′≤pj′ (1− s
(a)
ij /s
(a′)
ij′ )
=
vi
1− v2
∏a′≤pj′
j′≤i s
(a′)
ij′∏a′≤pj′
j′≤i−1 s
(a′)
i−1,j′
· (s(a)ij vi)r−1
∏a′≤pj′
j′≤i−1(s
(a′)
i−1,j′ − s(a)ij )∏(j′,a′)6=(j,a)
j′≤i,a′≤pj′ (s
(a′)
ij′ − s(a)ij )
.
For 1 ≤ r ≤ pi − 1, the sum
a≤pj∑
j≤i
(s
(a)
ij v
i)r−1
∏a′≤pj′
j′≤i−1(s
(a′)
i−1,j′ − s(a)ij )∏(j′,a′)6=(j,a)
j′≤i,a′≤pj′ (s
(a′)
ij′ − s(a)ij )
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is a rational function in {s(a′)ij′ }
a′≤pj′
j′≤i of degree r− pi < 0 and without poles. Hence, it is zero.
For r = 0, the same arguments imply
a≤pj∑
j≤i
(s
(a)
ij v
i)−1
∏a′≤pj′
j′≤i−1(s
(a′)
i−1,j′ − s(a)ij )∏(j′,a′) 6=(j,a)
j′≤i,a′≤pj′ (s
(a′)
ij′ − s(a)ij )
=
a≤pj∑
j≤i
(s
(a)
ij v
i)−1
∏a′≤pj′
j′≤i−1 s
(a′)
i−1,j′∏(j′,a′)6=(j,a)
j′≤i,a′≤pj′ (s
(a′)
ij′ − s(a)ij )
.
It remains to compute
∑a≤pj
j≤i
∏(j′,a′) 6=(j,a)
j′≤i,a′≤pj′
s
(a′)
ij′
s
(a′)
ij′ −s
(a)
ij
, which is a rational function in {s(a′)ij′ }
a′≤pj′
j′≤i
of degree 0 and without poles, hence, a constant. Specializing s(1)i1 7→ 0, we see that this
constant is equal to 1 (note that only one summand is nonzero under this specialization).
The proposition is proved. 
Remark 12.22. (a) For pi = 1n, this result was proved in [BF, Proposition 2.31].
(b) By the same arguments, we also find e′′i,pi(m) =
(−1)pi−1vipi
1−v2 m, where e
′′
i,r := (k
−
i,0)
2e′i,r.
(c) Likewise, one can prove that E(1)i (v) = . . . = E
(pi−1)
i (v) = 0, E
(pi)
i (v) = ~−1v, where
v :=
∑
d[Qd] ∈ V (pi)∧. This result was established in [BFFR, Proposition 5.1].
Appendix A. Proof of Theorem 5.5 and its modification
To prove Theorem 5.5, let us first note that relations (Û1–Û9) hold in Usc0,µ. Hence, there
exists an algebra homomorphism ε : Uˆµ1,µ2 → Usc0,µ such that ei,r 7→ ei,r, fi,s 7→ fi,s, (ψ+i,0)±1 7→
(ψ+i,0)
±1, (ψ−i,bi)
±1 7→ (ψ−i,bi)±1, hi,±1 7→ hi,±1 for i ∈ I, b2,i − 1 ≤ r ≤ 0, b1,i ≤ s ≤ 1. Moreover,
the way we defined ei,r, fi,r, ψ±i,r ∈ Uˆµ1,µ2 right before Theorem 5.5, it is clear that ε : ei,r 7→
ei,r, fi,r 7→ fi,r, ψ±i,±s±i 7→ ψ
±
i,±s±i
for i ∈ I, r ∈ Z, s+i ≥ 0, s−i ≥ −bi. In particular, ε is
surjective. Injectivity of ε is equivalent to showing that relations (U1–U8) hold in Uˆµ1,µ2 .
This occupies the rest of this Appendix until A(iv), where we consider a slight modification
of this presentation, see Theorem A.5 and its proof.
A(i). Derivation of some useful relations in Uˆµ1,µ2.
First, we note that (Û1, Û4, Û5) together with our definition of ei,r, fi,r, ψ+i,r imply:
ψ+i,0ej,r = v
cij
i ej,rψ
+
i,0, ψ
−
i,bi
ej,r = v
−cij
i ej,rψ
−
i,bi
, [hi,±1, ej,r] = [cij ]vi · ej,r±1, (v1)
ψ+i,0fj,r = v
−cij
i fj,rψ
+
i,0, ψ
−
i,bi
fj,r = v
cij
i fj,rψ
−
i,bi
, [hi,±1, fj,r] = −[cij ]vi · fj,r±1, (v2)
[ψ+i,0, ψ
±
j,±s±j
] = 0, [ψ−i,bi , ψ
±
j,±s±j
] = 0 (v3)
for any i, j ∈ I, r ∈ Z, s+j ≥ 0, s−j ≥ −bj .
Second, combining relations (Û1, Û4, Û5, Û6), we get
[ei,1, fi,0] = [ei,0, fi,1] = ψ
+
i,1/(vi − v−1i ),
[ei,b2,i , fi,b1,i−1] = [ei,b2,i−1, fi,b1,i ] = ψ
−
i,bi−1/(v
−1
i − vi).
(v4)
Note that ψ+i,1 = (vi − v−1i )[ei,0, fi,1] = (vi − v−1i )ψ+i,0hi,1. Hence, [hi,1, ψ+i,1] = 0. Combining
this further with (v1, v2, v4) and our definition of ψ+i,2, we obtain
[ei,2, fi,0] = [ei,1, fi,1] = [ei,0, fi,2] = ψ
+
i,2/(vi − v−1i ). (v5)
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Likewise, we also get
[ei,b2,i , fi,b1,i−2] = [ei,b2,i−1, fi,b1,i−1] = [ei,b2,i−2, fi,b1,i ] = ψ
−
i,bi−2/(v
−1
i − vi). (v6)
Third, let us point out that relation (Û9) is equivalent to
[hi,1, ψ
+
i,2] = 0, [hi,−1, ψ
−
i,bi−2] = 0. (v7)
According to the above relations, for any i, j ∈ I we also have
[hj,−1, ψ+i,2] = 0, [hj,1, ψ
−
i,bi−2] = 0. (v8)
Finally, we define elements hi,±2 ∈ Uˆµ1,µ2 as follows:
hi,2 := (ψ
+
i,0)
−1ψ+i,2/(vi − v−1i )− (vi − v−1i )h2i,1/2,
hi,−2 := (ψ−i,bi)
−1ψ−i,bi−2/(v
−1
i − vi)− (v−1i − vi)h2i,−1/2.
(A.1)
Due to relations (Û1, v7, v8), for every i, j ∈ I we have
[hi,±1, hi,±2] = 0, [hj,∓1, hi,±2] = 0. (v9)
Lemma A.2. For any i ∈ I, r ∈ Z, we have
[hi,±2, ei,r] =
[4]vi
2
· ei,r±2, [hi,±2, fi,r] = − [4]vi
2
· fi,r±2.
Proof. Due to (Û2), we have [ei,0, ei,−1]v2i = 0. Commuting this with hi,1 and applying
relation (Û4), we obtain ei,1ei,−1−v2i e2i,0 = v2i ei,−1ei,1−e2i,0. Commuting this further with fi,1
and applying relation (Û6), we obtain
ψ+i,2ei,−1 − v2iψ+i,1ei,0 + ei,1ψ+i,0 − v2i ei,0ψ+i,1 − δbi,0ei,1ψ−i,bi =
v2i ei,−1ψ
+
i,2 − ei,0ψ+i,1 + v2iψ+i,0ei,1 − ψ+i,1ei,0 − v2i δbi,0ψ−i,biei,1.
First, note that ei,1ψ−i,bi = v
2
iψ
−
i,bi
ei,1, due to (Û4). Second, we have
ei,1ψ
+
i,0 − v2i ei,0ψ+i,1 = v2iψ+i,0ei,1 − ψ+i,1ei,0. (v10)
Indeed, due to the equality ψ+i,1 = (vi − v−1i )ψ+i,0hi,1 and relations (Û1, v1), we have
ψ+i,1ei,0 − v2i ei,0ψ+i,1 = v2i (vi − v−1i )[2]vi · ei,1ψ+i,0 = (v4i − 1)ei,1ψ+i,0 = v2iψ+i,0ei,1 − ei,1ψ+i,0.
Therefore, we get
ψ+i,2ei,−1 − v2iψ+i,1ei,0 = v2i ei,−1ψ+i,2 − ei,0ψ+i,1. (v11)
Combining the formulas ψ+i,1 = (vi−v−1i )ψ+i,0hi,1, ψ+i,2 = (vi−v−1i )ψ+i,0(hi,2 + vi−v
−1
i
2 h
2
i,1) with
relations (Û1, v1, v11), we finally get [hi,2, ei,−1] =
[4]vi
2 ei,1. Commuting this relation with
hi,±1 and using (v1, v9), we obtain [hi,2, ei,r] =
[4]vi
2 ei,r+2 for any r ∈ Z.
Likewise, starting from the relation [ei,b2,i , ei,b2,i−1]v2i = 0 and commuting it first with hi,−1
and then with fi,b1,i , we recover [hi,−2, ei,b2,i ] =
[4]vi
2 ei,b2,i−2. Commuting this further with
hi,±1, we get [hi,−2, ei,r] =
[4]vi
2 ei,r−2 for any r ∈ Z.
The proof of [hi,±2, fi,r] = − [4]vi2 · fi,r±2 is completely analogous. 
A(ii). Verification of relations (U1–U6) with i = j for Uˆµ1,µ2.
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A(ii).a. Verification of (U2).
We need to prove X+(i; r, s) = 0 for any r, s ∈ Z, where
X+(i; r, s) := [ei,r+1, ei,s]v2i
+ [ei,s+1, ei,r]v2i
.
Note that X+(i; r, s) = X+(i; s, r), and X+(i;−1,−1) = 0 due to relation (Û2).
For a ∈ {±1,±2}, we define Li,a := a/[2a]vi · ad(hi,a) ∈ End(Uˆµ1,µ2). Then, we have
Li,a(X
+(i; r, s)) = X+(i; r + a, s) + X+(i; r, s + a). Set L±i :=
1
2(L
2
i,±1 − Li,±2). Then
L±i (X
+(i; r, s)) = X+(i; r±1, s±1). Applying iteratively L+i to the equality X+(i;−1,−1) =
0, we get X+(i; r, r) = 0 for any r ≥ −1. Since 2X+(i;−1, 0) = Li,1(X+(i;−1,−1)) = 0,
we analogously get X+(i; r, r + 1) = 0 for r ≥ −1. Fix s ∈ Z>0 and assume by in-
duction that X+(i; r, r + N) = 0 for any r ≥ −1, 0 ≤ N ≤ s. Then X+(i;−1, s) =
Li,1(X
+(i;−1, s− 1))−X+(i; 0, s− 1) = 0, due to the above assumption. Applying (L+i )r+1
to the latter equality, we get X+(i; r, r + s+ 1) = 0 for r ≥ −1. An induction in s completes
the proof of X+(i; r, s) = 0 for any r, s ≥ −1. Finally, applying iteratively L−i , we obtain
X+(i; r, s) = 0 for any r, s ∈ Z.
A(ii).b. Verification of (U3).
This relation is verified completely analogously to (U2).
A(ii).c. Verification of (U4).
We consider the case  = + (the case  = − is completely analogous). We need to prove
Y +(i; r, s) = 0 for any r ∈ N, s ∈ Z, where
Y +(i; r, s) := [ψ+i,r+1, ei,s]v2i
+ [ei,s+1, ψ
+
i,r]v2i
.
The r = s = 0 case is due to (v10) from our proof of Lemma A.2. Moreover, the same
argument also yields Y +(i; 0, s) = 0 for any s ∈ Z.
Note that Y +(i; r, s−1)+Y +(i; s, r−1) = (vi−v−1i )[X+(i; r−1, s−1), fi,1] = 0 for r, s ≥ 0.
The first equality is due to (v1) and our definition of ψ+i,r, while the second equality follows
from X+(i; r− 1, s− 1) = 0 proved above. In particular, Y +(i; r,−1) + Y +(i; 0, r− 1) = 0 for
r ∈ N.
Combining the above two observations, we find
Y +(i; r,−1) = 0 for any r ∈ N. (v12)
Commuting iteratively the equality Y +(i; 1,−1) = 0 with hi,±1, we get Y +(i; 1, s) = 0 for any
s ∈ Z, due to (Û1, v1, v9).
Next, we prove the following five statements by induction in N ∈ Z+:
(AN ) [hi,1, ψ+i,r] = 0 for 0 ≤ r ≤ N + 1;
(BN ) [hi,−1, ψ+i,r] = 0 for 0 ≤ r ≤ N + 1;
(CN ) [ei,r, fi,s] = ψ+i,r+s/(vi − v−1i ) for any r, s ∈ N with 1 ≤ r + s ≤ N + 2;
(DN ) Y +(i; r, s) = 0 for any 0 ≤ r ≤ N, s ∈ Z;
(EN ) [ψ+i,r, ψ
+
i,s] = 0 for any r, s ≥ 0 with r + s ≤ N + 2.
Base of Induction (N = 1): The assertions (A1, B1, D1, E1) have been already proved above,
while (C1) follows immediately from [hi,1, ψ+i,2] = 0 (cf. (v7)) and (v1, v2, v4, v5).
Induction Step: Assuming (AN–EN ) for a given N ∈ Z>0, we prove (AN+1–EN+1).
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Proof of the induction step.
Consider a polynomial algebra B := C(v)[{xr}∞r=1], which is N-graded via deg(xr) = r.
Define elements {hr}∞r=1 of B via exp
(
(vi − v−1i )
∑∞
r=1 hrz
−r) = 1 + ∑∞r=1 xrz−r. Then,
hr =
xr
vi−v−1i
+ pr(x1, . . . , xr−1) with polynomials pr satisfying deg(pr(x1, . . . , xr−1)) = r.
Using the above polynomials pr, we define hi,1, . . . , hi,N+1 ∈ Uˆµ1,µ2 via
hi,r :=
(ψ+i,0)
−1ψ+i,r
vi − v−1i
+ pr((ψ
+
i,0)
−1ψ+i,1, . . . , (ψ
+
i,0)
−1ψ+i,r−1) for 1 ≤ r ≤ N + 1. (A.3)
These hi,r are well-defined and are independent of the choice of N > r−1, due to the assump-
tion (EN ) and the aforementioned degree condition on pr. The following is straightforward:9
[hi,r, ei,s] =
[2r]vi
r
· ei,s+r for 1 ≤ r ≤ N + 1, s ∈ Z. (v13)
◦ Validity of (AN+1). We need to prove [hi,1, ψ+i,N+2] = 0. According to (CN ), we have
ψ+i,N+2 = (vi − v−1i )[ei,N+2−r, fi,r] for 0 ≤ r ≤ N + 2. Hence,
[hi,1, ψ
+
i,N+2]/(v
2
i − v−2i ) = [ei,N+3−r, fi,r]− [ei,N+2−r, fi,r+1] for 0 ≤ r ≤ N + 2. (v14)
Adding up these equalities for r = 0, 1 and using Lemma A.2 together with the assumption
(CN ), we get
2[hi,1, ψ
+
i,N+2]
v2i − v−2i
= [ei,N+3, fi,0]− [ei,N+1, fi,2] = 2
[4]vi
· [hi,2, [ei,N+1, fi,0]] =
2[hi,2, ψ
+
i,N+1]
v4i − v−4i
.
Likewise, adding up the equality (v14) for r = 0, 1, . . . , N and using (v13), we obtain
N + 1
v2i − v−2i
[hi,1, ψ
+
i,N+2] =
N + 1
[2(N + 1)]vi
· [hi,N+1, [ei,2, fi,0]] =
(N + 1)[hi,N+1, ψ
+
i,2]
v
2(N+1)
i − v−2(N+1)i
.
Comparing the above two equalities, we find
[hi,1, ψ
+
i,N+2] =
v2i − v−2i
v4i − v−4i
[hi,2, ψ
+
i,N+1] =
v2i − v−2i
v
2(N+1)
i − v−2(N+1)i
[hi,N+1, ψ
+
i,2]. (v15)
On the other hand, combining (A.3) with the assumption (EN ), we get
[hi,s, ψ
+
i,N+3−s] = (ψ
+
i,0)
−1[ψ+i,s, ψ
+
i,N+3−s]/(vi − v−1i ) for 1 ≤ s ≤ N + 1.
Hence,
[hi,1, ψ
+
i,N+2] =
(ψ+i,0)
−1[ψ+i,2, ψ
+
i,N+1]
(vi − v−1i )[2]v2i
=
(ψ+i,0)
−1[ψ+i,2, ψ
+
i,N+1]
(vi − v−1i )[−N − 1]v2i
. (v16)
Since [2]v2i 6= [−N − 1]v2i , the second equality of (v16) implies [ψ
+
i,2, ψ
+
i,N+1] = 0. Hence,
[hi,1, ψ
+
i,N+2] = 0, and (AN+1) follows.
9If we knew that [ψ+i,a, ψ
+
i,b] = 0 for any 0 ≤ a, b ≤ N+1, then (v13) would immediately follow from (DN ) by
the standard arguments. However, every monomial appearing in pr involves only pairwise commuting ψ+i,a’s,
due to the degree condition on pr and the assumption (EN ). Hence, the equality (v13) follows formally from
its validity in the aforementioned simpler case ([ψ+i,a, ψ
+
i,b] = 0 for any 0 ≤ a, b ≤ N + 1).
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◦ Validity of (BN+1). We need to prove [hi,−1, ψ+i,N+2] = 0. This follows from [hi,−1, ψ+i,N+2] =
(vi − v−1i )[2]vi · ([ei,N , fi,1] − [ei,N+1, fi,0]) = 0, where we used (v1, v2) in the first equality
and (CN ) in the second one. Hence, (BN+1) holds.
◦ Validity of (CN+1). According to (CN ), we have ψ+i,N+2 = (vi − v−1i )[ei,r, fi,N+2−r] for any
0 ≤ r ≤ N + 2. Therefore, [hi,1, ψ+i,N+2] = (v2i − v−2i )([ei,r+1, fi,N+2−r] − [ei,r, fi,N+3−r]) due
to (v1, v2). The left-hand side is zero due to (AN+1) established above, hence
[ei,N+3, fi,0] = [ei,N+2, fi,1] = . . . = [ei,1, fi,N+2] = [ei,0, fi,N+3].
Combining this with our definition ψ+i,N+3 = (vi − v−1i )[ei,N+2, fi,1] yields (CN+1).
◦ Validity of (DN+1). Due to (AN+1) and (BN+1) established above, we have [hi,±1, Y +(i;N+
1, s)] = [2]vi · Y +(i;N + 1, s± 1). Combining this with (v12), we see that Y +(i;N + 1, s) = 0
for any s ∈ Z. Hence, (DN+1) holds.
◦ Validity of (EN+1). We need to prove [ψ+i,r, ψ+i,N+3−r] = 0 for any 1 ≤ r ≤ N + 1. Equiva-
lently, it suffices to prove [hi,r, ψ+i,N+3−r] = 0 for 1 ≤ r ≤ N + 1. According to (CN ), we have
ψ+i,N+3−r = (vi − v−1i )[ei,N+3−r, fi,0]. Therefore, [hi,r, ψ+i,N+3−r] =
v2ri −v−2ri
r · ([ei,N+3, fi,0] −
[eN+3−r, fi,r]) = 0, due to (v13) and the assertion (CN+1) proved above. 
The induction step is accomplished. In particular, (DN ) completes our verification of (U4)
with i = j.
A(ii).d. Verification of (U5).
This relation is verified completely analogously to (U4).
A(ii).e. Verification of (U6).
We need to prove
[ei,r, fi,N−r] =
1
vi − v−1i
·

ψ+i,N − δN,0δbi,0ψ−i,bi if N ≥ 0,
−ψ−i,N + δN,0δbi,0ψ+i,0 if N ≤ bi,
0 if bi < N < 0.
Note that given any value of N ∈ Z, we know this equality for a certain value of r ∈ Z.
◦ Case N > 0. If 0 ≤ r ≤ N , then [ei,r, fi,N−r] = ψ+i,N/(vi − v−1i ), due to (CN ). For
r < 0, we proceed by induction in |r|. Due to (v1, v2), we have [ei,r, fi,N−r] = [2]−1vi ·
[[hi,−1, ei,r+1], fi,N−r] = [2]−1vi · [hi,−1, [ei,r+1, fi,N−r]] + [ei,r+1, fi,N−r−1] = ψ+i,N , where in the
last equality we used the induction assumption and the equality [hi,−1, ψ+i,N+1] = 0, due to
(BN ). The case l := N − r < 0 is treated in the same way.
◦ Case N ≤ 0. We proceed by induction in |N |. For any r ∈ Z, we have
[ei,r, fi,N−r] = [2]−1vi · [hi,−1, [ei,r+1, fi,N−r]] + [ei,r+1, fi,N−r−1] = [ei,r+1, fi,N−r−1],
where we used the induction assumption together with (Û1, v1, v2) and [hi,−1, ψ−i (z)] = 0
(the latter is proved completely analogously to (AN )). Hence, the expression [ei,r, fi,N−r] is
independent of r ∈ Z. The result follows since we know the equality holds for a certain value
of r.
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A(ii).f. Verification of (U1).
We consider the case  = + (the case  = − is completely analogous). We need to prove
[ψ+i,r, ψ
+
i,s+i
] = [ψ+i,r, ψ
−
i,−s−i
] = 0 for any r, s+i ≥ 0, s−i ≥ −bi. This is clear for r = 0 or s+i = 0,
or s−i = −bi, due to (v3). Therefore, it remains to prove [hi,r, ψ+i,s+i ] = 0 and [hi,r, ψ
−
i,−s−i
] = 0
for r > 0, s+i > 0, s
−
i > −bi.
For s+i > 0, we have ψ
+
i,s+i
= (vi − v−1i )[ei,s+i −1, fi,1], so that
[hi,r, ψ
+
i,s+i
] =
[2r]vi
r
(vi − v−1i ) · ([ei,s+i +r−1, fi,1]− [ei,s+i −1, fi,r+1]) = 0,
where the first equality is due to (v13), while the second equality is due to relation (U6) with
i = j proved above.
For s−i > −bi, we have ψ−i,−s−i = (v
−1
i − vi)[ei,−b1,i−s−i , fi,b1,i ], so that
[hi,r, ψ
−
i,−s−i
] =
[2r]vi
r
(v−1i − vi) · ([ei,r−b1,i−s−i , fi,b1,i ]− [ei,−b1,i−s−i , fi,r+b1,i ]) = 0,
where the first equality is due to (v13), while the second equality is due to relation (U6) with
i = j proved above.
This completes our verification of relations (U1–U6) with i = j for Uˆµ1,µ2 .
A(iii). Verification of relations (U1–U8) with i 6= j for Uˆµ1,µ2.
A(iii).a. Verification of (U2).
We need to prove X+(i, j; r, s) = 0 for any r, s ∈ Z, where
X+(i, j; r, s) := [ei,r+1, ej,s]v
cij
i
+ [ej,s+1, ei,r]v
cij
i
.
First, the equality X+(i, j;−1,−1) = 0 follows from (Û2). Second, due to (v1) we have
[hi,1, X
+(i, j; r, s)] = [cii]vi ·X+(i, j; r + 1, s) + [cij ]vi ·X+(i, j; r, s+ 1),
[hj,1, X
+(i, j; r, s)] = [cji]vj ·X+(i, j; r + 1, s) + [cjj ]vj ·X+(i, j; r, s+ 1).
Combining these equalities with nondegeneracy of the matrix Aij :=
[
[cii]vi [cij ]vi
[cji]vj [cjj ]vj
]
, we see
that X+(i, j; r, s) = 0⇒ X+(i, j; r+ 1, s) = 0, X+(i, j; r, s+ 1) = 0. Since X+(i, j;−1,−1) =
0, we get X+(i, j; r, s) = 0 for r, s ≥ −1 by induction in r, s.
A similar reasoning with hi,−1, hj,−1 used instead of hi,1, hj,1 yields the implication
X+(i, j; r, s) = 0 =⇒ X+(i, j; r − 1, s) = 0, X+(i, j; r, s− 1) = 0.
Hence, an induction argument completes the proof of X+(i, j; r, s) = 0 for any r, s ∈ Z.
A(iii).b. Verification of (U3).
We need to prove X−(i, j; r, s) = 0 for any r, s ∈ Z, where
X−(i, j; r, s) := [fi,r+1, fj,s]
v
−cij
i
+ [fj,s+1, fi,r]
v
−cij
i
.
The r = s = 0 case follows from (Û3). The general case follows from
X−(i, j; r, s) = 0 =⇒ X−(i, j; r ± 1, s) = 0, X−(i, j; r, s± 1) = 0
applied iteratively to X−(i, j; 0, 0) = 0, in the same vein as in the above verification of (U2).
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A(iii).c. Verification of (U6).
We need to prove X(i, j; r, s) = 0 for any r, s ∈ Z, where
X(i, j; r, s) := [ei,r, fj,s].
First, the equality X(i, j; 0, 0) = 0 follows from (Û6). Second, due to (v1, v2) we have
[hi,±1, X(i, j; r, s)] = [cii]vi ·X(i, j; r ± 1, s)− [cij ]vi ·X(i, j; r, s± 1),
[hj,±1, X(i, j; r, s)] = [cji]vj ·X(i, j; r ± 1, s)− [cjj ]vj ·X(i, j; r, s± 1).
Combining these equalities with nondegeneracy of the matrix Bij :=
[
[cii]vi −[cij ]vi
[cji]vj −[cjj ]vj
]
, we
see that X(i, j; r, s) = 0 ⇒ X(i, j; r ± 1, s) = 0, X(i, j; r, s ± 1) = 0. Hence, the equality
X(i, j; r, s) = 0 for any r, s ∈ Z follows from the r = s = 0 case considered above.
A(iii).d. Verification of (U4).
We consider the case  = + (the case  = − is completely analogous). We need to prove
Y +(i, j; r, s) = 0 for any r ∈ N, s ∈ Z, where
Y +(i, j; r, s) := [ψ+i,r+1, ej,s]v
cij
i
+ [ej,s+1, ψ
+
i,r]v
cij
i
.
Due to relation (U6) (established already both for i = j and i 6= j), we have
(vi − v−1i )[[ei,r+1, ej,s]vciji , fi,0] = [ψ
+
i,r+1, ej,s]v
cij
i
,
(vi − v−1i )[[ej,s+1, ei,r]vciji , fi,0] = [ej,s+1, ψ
+
i,r − δr,0δbi,0ψ−i,−bi ]vciji = [ej,s+1, ψ
+
i,r]v
cij
i
.
Therefore, Y +(i, j; r, s) = (vi − v−1i )[X+(i, j; r, s), fi,0] = 0, where the last equality follows
from X+(i, j; r, s) = 0 proved above.
A(iii).e. Verification of (U5).
We consider the case  = + (the case  = − is completely analogous). We need to prove
Y −(i, j; r, s) = 0 for any r ∈ N, s ∈ Z, where
Y −(i, j; r, s) := [ψ+i,r+1, fj,s]v−ciji
+ [fj,s+1, ψ
+
i,r]v
−cij
i
.
Analogously to our verification of (U4), we have Y −(i, j; r, s) = (vi − v−1i )[ei,0, X−(i, j; r, s)].
Thus, the equality Y −(i, j; r, s) = 0 follows from X−(i, j; r, s) = 0 proved above.
A(iii).f. Verification of (U1).
We consider the case  = ′ = + (other cases are completely analogous). Due to rela-
tion (v3), it suffices to prove [hi,r, ψ+j,s] = 0 for r, s ∈ Z>0, where the elements {hi,r}∞r=1 were
defined in (A.3).
Analogously to (v13), relations (U4, U5) imply
[hi,r, ej,s] =
[rcij ]vi
r
· ej,s+r, [hi,r, fj,s] = − [rcij ]vi
r
· fj,s+r for any r ∈ Z>0, s ∈ Z.
Hence, we have
[hi,r, ψ
+
j,s] = (vi − v−1i )[hi,r, [ej,s, fj,0]] = (vi − v−1i )
[rcij ]vi
r
· ([ej,s+r, fj,0]− [ej,s, fj,r]) = 0,
where the first and the last equalities follow from (U6) with i = j established above.
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A(iii).g. Verification of (U7).
In the simplest case cij = 0, we need to prove [ei,r, ej,s] = 0 for any r, s ∈ Z. The
equality [ei,0, ej,0] = 0 is due to (Û7), while commuting it iteratively with hi,±1, hj,±1, we get
[ei,r, ej,s] = 0, due to (v1, v2).
In general, we set m := 1− cij . For any ~r = (r1, . . . , rm) ∈ Zm and s ∈ Z, define
Z+(i, j;~r, s) :=
∑
pi∈Sm
m∑
t=0
(−1)t
[
m
t
]
vi
ei,rpi(1) · · · ei,rpi(t)ej,sei,rpi(t+1) · · · ei,rpi(m) .
To check (U7), we need to prove Z+(i, j;~r, s) = 0 for any ~r ∈ Zm, s ∈ Z.
Let ~0 = (0, . . . , 0) ∈ Zm. The equality Z+(i, j;~0, 0) = 0 follows from (Û7) (cf. Remark 5.4).
Commuting Z+(i, j;~0, s) with hi,±1, hj,±1, and using nondegeneracy of the matrix Aij , we get
Z+(i, j;~0, s) = 0⇒ Z+(i, j;~0, s± 1) = 0. Therefore, Z+(i, j;~0, s) = 0 for any s ∈ Z.
Next, we prove that Z+(i, j;~r, s) = 0 for any ~r = (r1, . . . , rk, 0, . . . , 0) ∈ Zm, s ∈ Z by induc-
tion in 0 ≤ k ≤ m. The base case k = 0 was just treated above. For the induction step, note
that the commutator [hi,r′ , Z+(i, j;~r, s)] equals
(m−k)·[2r′]vi
r′ Z
+(i, j; (r1, . . . , rk, r
′, 0, . . . , 0), s)
plus some other terms which are zero by the induction assumption. Hence, Z+(i, j;~r, s) = 0
for any ~r ∈ Zm, s ∈ Z.
A(iii).h. Verification of (U8).
Set m := 1− cij . For any ~r ∈ Zm, s ∈ Z, define
Z−(i, j;~r, s) :=
∑
pi∈Sm
m∑
t=0
(−1)t
[
m
t
]
vi
fi,rpi(1) · · · fi,rpi(t)fj,sfi,rpi(t+1) · · · fi,rpi(m) .
Then, we need to show Z−(i, j;~r, s) = 0. This is proved completely analogously to (U7).
This completes our proof of Theorem 5.5.
Remark A.4. (a) Specializing v 7→ v ∈ C× from the beginning and viewing all algebras as
C-algebras, the statement of Theorem 5.5 still holds as long as v is not a root of unity.
(b) A slightly different proof can be obtained by following the arguments in [Le].
(c) We note that both Theorem 5.5 and its proof are valid also for all affine Lie algebras,
except for the type A(1)1 .
A(iv). An alternative presentation of Usc0,µ for µ ∈ Λ−.
Inspired by the recent result [GNW, Theorem 2.13], we provide another realization of Usc0,µ
(with µ ∈ Λ−) without the defining relation (Û9). Following the notations of Section 5(ii),
denote by U˜µ1,µ2 the associative C(v)-algebra generated by
{ei,r, fi,s, (ψ+i,0)±1, (ψ−i,bi)±1, hi,±1|i ∈ I, b2,i − 1 ≤ r ≤ 1, b1,i − 1 ≤ s ≤ 1}
with the defining relations (Û1–Û8). Define inductively ei,r, fi,r, ψ±i,r as it was done for Uˆµ1,µ2
right before Theorem 5.5.
Theorem A.5. There is a unique C(v)-algebra isomorphism U˜µ1,µ2 ∼−→Usc0,µ, such that
ei,r 7→ ei,r, fi,r 7→ fi,r, ψ±i,±s±i 7→ ψ
±
i,±s±i
for i ∈ I, r ∈ Z, s+i ≥ 0, s−i ≥ −bi.
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Proof. Due to Theorem 5.5, it suffices to show that (Û9) can be derived from (Û1–Û8). We
will treat only the first relation of (Û9) (the second is completely analogous).
First, we note that relations (v1–v5) and (U2, U3, U6) with i 6= j hold in U˜µ1,µ2 , since their
proofs for the algebra Uˆµ1,µ2 were solely based on relations (Û1–Û6). Likewise, the equalities
Y ±(i, j; r, s) = 0 from our verifications of (U4, U5) for i 6= j still hold for r ∈ {0, 1}, s ∈ Z.
Second, we have
[ψ+i,2, ei,0]v2i
+ [ei,1, ψ
+
i,1]v2i
= 0, [ψ+i,2, fi,0]v−2i
+ [fi,1, ψ
+
i,1]v−2i
= 0. (v18)
These equalities are proved completely analogously to (v11) from our proof of Lemma A.2,
but now we start from the equality [ei,1, ei,0]v2i = 0 rather than [ei,0, ei,−1]v2i = 0 (commuting
it first with hi,1 and then further with fi,0).
Recall hi,2 of (A.1). Analogously to Lemma A.2, we see that (v18) implies10
[hi,2, ei,0] =
[4]vi
2
· ei,2, [hi,2, fi,0] = − [4]vi
2
· fi,2. (v19)
Likewise, the aforementioned equalities Y ±(i, j; 1, s) = 0 for i 6= j, s ∈ Z, also imply
[hi,2, ej,s] =
[2cij ]vi
2
· ej,s+2, [hi,2, fj,s] = − [2cij ]vi
2
· fj,s+2 for i 6= j, s ∈ Z. (v20)
Finally, due to (Û7, Û8, v1, v2, v19, v20), we also get [ei,r, ej,s] = [fi,r, fj,s] = 0 if cij = 0 and
Z±(i, j; r′, 0, s) = Z±(i, j; 1, 1, s) = 0 if cij = −1 for r, s ∈ Z, r′ ∈ {0, 1, 2}.
In the simply-laced case, the rest of the proof follows from the next result.
Lemma A.6. Let i, j ∈ I be such that cij = −1. Then [ψ+i,1, ψ+i,2] = 0.
Proof. As just proved, we have [fi,1, [fi,1, fj,0]v−1i ]vi = 0. Commuting this equality with ej,1
and applying (v4) together with (U6) for i 6= j, we get [fi,1, [fi,1, ψ+j,1]v−1i ]vi = 0. Combining
the latter equality with ψ+j,1 = (vj − v−1j )ψ+j,0hj,1 = (vi − v−1i )ψ+j,0hj,1 and using (v2), we find
[fi,1, [fi,1, hj,1]]v2i
= 0 =⇒ [fi,1, fi,2]v2i = 0 =⇒ [fi,2, fi,1]v−2i = 0.
Commuting this further with ei,0, we obtain
[ψ+i,2, fi,1]v−2i
+ [fi,2, ψ
+
i,1]v−2i
= 0.
Finally, we apply [ei,0,−]v−2i to the latter equality. In the left-hand side we get two summands
computed below.
(1) We have [ei,0, [fi,2, ψ+i,1]v−2i ]v−2i = [[ei,0, fi,2], ψ
+
i,1]v−4i
+[fi,2, [ei,0, ψ
+
i,1]v−2i
]v−2i
.Due to (Û4),
[ei,0, ψ
+
i,1]v−2i
= (v−2i −v2i )ei,1ψ+i,0 ⇒ [fi,2, [ei,0, ψ+i,1]v−2i ]v−2i = (v
−2
i −v2i )[fi,2, ei,1]v−4i ψ
+
i,0. Com-
bining this with (v5), we thus get
[ei,0, [fi,2, ψ
+
i,1]v−2i
]v−2i
= [ψ+i,2, ψ
+
i,1]v−4i
/(vi − v−1i ) + (v−2i − v2i )[fi,2, ei,1]v−4i ψ
+
i,0. (v21)
(2) We have [ei,0, [ψ+i,2, fi,1]v−2i ]v−2i = [[ei,0, ψ
+
i,2]v−2i
, fi,1]v−2i
+ v−2i [ψ
+
i,2, [ei,0, fi,1]]. By (v18):
[ei,0, ψ
+
i,2]v−2i
= −v−2i [ψ+i,2, ei,0]v2i = v
−2
i [ei,1, ψ
+
i,1]v2i
= v−2i (vi − v−1i )[ei,1, hi,1]v4iψ
+
i,0. Hence,
[[ei,0, ψ
+
i,2]v−2i
, fi,1]v−2i
= v−4i (vi − v−1i )[ei,1hi,1 − v4ihi,1ei,1, fi,1]ψ+i,0 =
v−4i (vi − v−1i )([ψ+i,2, hi,1]v4i /(vi − v
−1
i )− (vi + v−1i )[ei,1, fi,2]v4i )ψ
+
i,0.
10Note that we can not deduce the statement of Lemma A.2 due to the absence of (Û9).
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Therefore,
[ei,0, [ψ
+
i,2, fi,1]v−2i
]v−2i
=
[ψ+i,2, ψ
+
i,1]
v2i (vi − v−1i )
+ (v2i − v−2i )[fi,2, ei,1]v−4i ψ
+
i,0 +
[ψ+i,2, ψ
+
i,1]v4i
v4i (vi − v−1i )
. (v22)
Substituting (v22) and (v21) into [ei,0, [ψ+i,2, fi,1]v−2i + [fi,2, ψ
+
i,1]v−2i
]v−2i
= 0, we find
[ψ+i,2, ψ
+
i,1]v−4i
+ v−2i [ψ
+
i,2, ψ
+
i,1] + v
−4
i [ψ
+
i,2, ψ
+
i,1]v4i
= 0.
The left-hand side of this equality equals 1−v
−6
i
1−v−2i
· [ψ+i,2, ψ+i,1]. Hence, [ψ+i,1, ψ+i,2] = 0. 
Our next result completes the proof for non-simply-laced g.
Lemma A.7. If cij 6= 0 and [ψ+i,1, ψ+i,2] = 0, then [ψ+j,1, ψ+j,2] = 0.
Proof. Due to (v1, v2): [hi,1, ei,r] =
[2]vi
[cji]vj
· [hj,1, ei,r], [hi,1, fi,r] = [2]vi[cji]vj · [hj,1, fi,r]. Hence
[hi,1, ψ
+
i,2] = (vi − v−1i )([[hi,1, ei,1], fi,1] + [ei,1, [hi,1, fi,1]]) = [2]vi/[cji]vj · [hj,1, ψ+i,2]. Therefore,
[ψ+i,1, ψ
+
i,2] = 0 ⇒ [hj,1, ψ+i,2] = 0 ⇒ [hj,1, hi,2] = 0 with the second implication due to (Û1).
Commuting the latter equality with fj,0, we get
0 = [fj,0, [hj,1, hi,2]] = [cjj ]vj · [fj,1, hi,2] +
[2cij ]vi
2
· [hj,1, fj,2].
Commuting this further with ej,0, we obtain
[cjj ]vj · [ej,0, [fj,1, hi,2]] +
[2cij ]vi
2
· [ej,0, [hj,1, fj,2]] = 0. (v23)
Note that
[ej,0, [fj,1, hi,2]] = [ψ
+
j,1, hi,2]/(vj − v−1j )−
[2cij ]vi
2
· [fj,1, ej,2] = − [2cij ]vi
2
· [fj,1, ej,2],
[ej,0, [hj,1, fj,2]] = −[cjj ]vj · [ej,1, fj,2] + [hj,1, ψ+j,2]/(vj − v−1j ),
[ej,2, fj,1]− [ej,1, fj,2] = [cjj ]−1vj · [hj,1, [ej,1, fj,1]] = [cjj ]−1vj · [hj,1, ψ+j,2]/(vj − v−1j ).
Substituting the last three equalities into (v23), we get [2cij ]vi
vj−v−1j
· [hj,1, ψ+j,2] = 0. Thus,
[hj,1, ψ
+
j,2] = 0⇒ [ψ+j,1, ψ+j,2] = 0. 
This completes our proof of Theorem A.5. 
Appendix B. Proof of Theorem 6.6
The proof of part (a) proceeds in two steps. First, we consider the simplest case g = sl2.
Then, we show how a general case can be easily reduced to the case of sl2.
B(i). Proof of Theorem 6.6(a) for g = sl2.
First, let us derive an explicit formula for A±(z). Recall the elements {h±r}∞r=1 of Section 5,
such that z∓b±(ψ±∓b±)
−1ψ±(z) = exp
(±(v − v−1)∑r>0 h±rz∓r) . For r 6= 0, define tr :=
−hr/(1 + v2r), and set
A±(z) := (φ±)−1 · exp
(
±(v − v−1)
∑
r>0
t±rz∓r
)
. (B.1)
80 MICHAEL FINKELBERG AND ALEXANDER TSYMBALIUK
Then, z∓b±ψ±(z) = 1
A±(z)A±(v−2z) and A
±(z) is the unique solution with A±0 := (φ
±)−1.
Relations (6.7) and (6.8) follow immediately from (U10) and (U1), respectively, while the
verification of (6.10–6.17) is based on the following result.
Lemma B.2. For any , ′ ∈ {±}, we have:
(a1) (vz − v−1w)A(z)e(w) = (z − w)e(w)A(z).
(a2) (vz − v−1w)A(z)e′(w)− (z − w)e′(w)A(z) = (v − v−1)wA(z)e(z).
(a3) (vz − v−1w)A(z)e′(w)− (z − w)e′(w)A(z) = (1− v−2)we(v2z)A(z).
(b1) (z − w)A(z)f(w) = (vz − v−1w)f(w)A(z).
(b2) (z − w)A(z)f ′(w)− (vz − v−1w)f ′(w)A(z) = (v−1 − v)zf (z)A(z).
(b3) (z − w)A(z)f ′(w)− (vz − v−1w)f ′(w)A(z) = (1− v2)zA(z)f (v2z).
(c) (z − w)[e(z), f ′(w)] = z(ψ′(w)− ψ(z))/(v − v−1).
(d1) (z − v2w)e(z)e′(w)− (v2z − w)e′(w)e(z) = z[e0, e′(w)]v2 + w[e0, e(z)]v2 .
(d2) (z − v2w)e(z)e′(w)− (v2z − w)e′(w)e(z) = (1− v2)(we(z)2 + ze′(w)2).
(e1) (v2z − w)f (z)f ′(w)− (z − v2w)f ′(w)f (z) = v2[f1, f ′(w)]v−2 + v2[f1, f (z)]v−2 .
(e2) (v2z − w)f (z)f ′(w)− (z − v2w)f ′(w)f (z) = (v2 − 1)(zf (z)2 + wf ′(w)2).
(f1) (z − v2w)ψ(z)e′(w)− (v2z − w)e′(w)ψ(z) = (v−2 − v2)wψ(z)e(v2z).
(f2) (z − v2w)ψ(z)e′(w)− (v2z − w)e′(w)ψ(z) = (1− v4)we(v−2z)ψ(z).
(g1) (v2z − w)ψ(z)f ′(w)− (z − v2w)f ′(w)ψ(z) = (v2 − v−2)zψ(z)f (v−2z).
(g2) (v2z − w)ψ(z)f ′(w)− (z − v2w)f ′(w)ψ(z) = (v4 − 1)zf (v2z)ψ(z).
Proof. (a1) According to (U4′), we have [tr, es] = v
−2r−1
r(v−v−1)es+r for r 6= 0, s ∈ Z. Combining
this with (B.1), we find A±(z)e(w) = e(w)A±(z)v∓1 exp
(∑
r>0
v∓2r−1
r (w/z)
±r
)
. The latter
exponent equals z−w
z−v−2w (in the “+” case) or
z−w
v2z−w (in the “−” case), hence, (a1).
(a2, a3) First, we consider the case  = ′ = +. Due to (a1), we have vA+r+1es−v−1A+r es+1 =
esA
+
r+1 − es+1A+r for any r ∈ N, s ∈ Z. Multiplying this equality by z−rw−s−1 and summing
over all r, s ∈ N, we find w−1((vz−v−1w)A+(z)e+(w)−(z−w)e+(w)A+(z)) = [e0, A+(z)]v−1 .
Note that the right-hand side is independent of w. Substituting either w = z or w = v2z into
the left-hand side, we get the equalities (a2) and (a3) for  = ′ = +, respectively.
Next, we consider the case  = ′ = −. Due to (a1), we have vA−−r+1e−s − v−1A−r e−s+1 =
e−sA−−r+1 − e−s+1A−−r for any r ∈ N, s ∈ Z, where we set A−1 := 0. Multiplying this equality
by −zrws−1 and summing over all r ∈ N, s ∈ Z>0, we find w−1((vz − v−1w)A−(z)e−(w) −
(z − w)e−(w)A−(z)) = [e0, A−(z)]v−1 . Note that the right-hand side is independent of w.
Substituting either w = z or w = v2z into the left-hand side, we get the equalities (a2) and
(a3) for  = ′ = −, respectively.
The case ′ 6=  follows by combining the formula e′(w) = e(w) + ′e(w) with part (a1)
and the cases  = ′ of parts (a2, a3), established above.
(b1–b3) Parts (b1, b2, b3) are proved completely analogously to (a1, a2, a3), respectively.
(c) First, we consider the case  = ′. According to (U6), we have [er, fs] =
ψ+r+s
v−v−1 for
r ≥ 0, s > 0. For N > 0, we have (z − w)∑Ns=1w−szs−N = z(w−N − z−N ). Hence,
(z − w)[e+(z), f+(w)] = ∑N>0 z(w−N − z−N ) ψ+Nv−v−1 = z ψ+(w)−ψ+(z)v−v−1 . Likewise, we have
[e−r, f−s] = − ψ
−
−r−s
v−v−1 for r > 0, s ≥ 0. For N > 0, we have (z−w)
∑N
s=1 z
swN−s = z(zN−wN ).
Hence, (z − w)[e−(z), f−(w)] = −∑N>0 z(zN − wN ) ψ−−Nv−v−1 = z ψ−(w)−ψ−(z)v−v−1 .
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Next, we consider the case  6= ′. According to (U6), we have [e(z), f(w)] = δ(z/w)
v−v−1 (ψ
+(z)−
ψ−(z)) = δ(z/w)
v−v−1 (ψ
+(w) − ψ−(w)). Taking the terms with negative powers of w, we find
[e(z), f+(w)] = z/w1−z/w
ψ+(z)−ψ−(z)
v−v−1 ⇒ (z − w)[e(z), f+(w)] = z ψ
−(z)−ψ+(z)
v−v−1 , while taking the
terms with nonpositive powers of z, we find [e+(z), f(w)] = 11−w/z
ψ+(w)−ψ−(w)
v−v−1 ⇒ (z −
w)[e+(z), f(w)] = z ψ
+(w)−ψ−(w)
v−v−1 . Combining these equalities with (z − w)[e+(z), f+(w)] =
z ψ
+(w)−ψ+(z)
v−v−1 from above and e
−(z) = e+(z)−e(z), f−(z) = f+(z)−f(z), we obtain the  6= ′
cases of part (c).
(d1) Comparing the coefficients of z−rw−′s in both sides of relation (U2), we find er+1e′s−
v2ere′s+1 = v
2e′ser+1−e′s+1er for any r, s ∈ Z. Multiplying this equality by ′ ·z−rw−′s
and summing over r ≥ δ,−, s ≥ δ′,−, we get (d1).
(d2) Substituting w = z into the  = ′ case of (d1), we find [e0, e±(z)]v2 = (1− v2)e±(z)2.
Replacing accordingly the right-hand side of (d1), we obtain (d2).
(e1, e2) Parts (e1, e2) are proved completely analogously to (d1, d2), respectively.
(f1, f2) Parts (f1, f2) are deduced from relation (U4) in the same way as we deduced parts
(a2, a3) from (a1).
(g1, g2) Parts (g1, g2) are proved completely analogously to (f1, f2), respectively. 
Now let us verify relations (6.10–6.17) using Lemma B.2. The idea is first to use parts (a3,
b2) of Lemma B.2 (resp. parts (a2, b3)) to move all the series A•(·) to the right (resp. to the
left), and then to use Lemma B.2(c–g2) to simplify the remaining part. Since g = sl2 we will
drop the index i from our notation.
B(i).a. Verification of the first relation in (6.10).
We need to prove [B(z), B′(w)] = 0, or equivalently, (z − w)[B(z), B′(w)] = 0. By
definition, B(z)B′(w) = (v − v−1)2A(z)e(z)A′(w)e′(w). Applying Lemma B.2(a2), we
see that
(z − w)B(z)B′(w) = (v − v−1)2A(z)A′(w)((v−1z − vw)e(z)e′(w) + (v − v−1)ze′(w)2).
Hence, the equality (z − w)[B(z), B′(w)] = 0 boils down to the vanishing of
(v−1z − vw)e(z)e′(w) + (v − v−1)ze′(w)2 + (v−1w − vz)e′(w)e(z) + (v − v−1)we(z)2,
which is exactly the statement of Lemma B.2(d2).
B(i).b. Verification of the second relation in (6.10).
We need to prove [C(z), C′(w)] = 0, or equivalently, (z − w)[C(z), C′(w)] = 0. By
definition, C(z)C′(w) = (v − v−1)2f (z)A(z)f ′(w)A′(w). Applying Lemma B.2(b2), we
see that
(z − w)C(z)C′(w) = (v − v−1)2((vz − v−1w)f (z)f ′(w) + (v−1 − v)zf (z)2)A(z)A′(w).
Hence, the equality (z − w)[C(z), C′(w)] = 0 boils down to the vanishing of
(vz − v−1w)f (z)f ′(w) + (v−1 − v)zf (z)2 + (vw − v−1z)f ′(w)f (z) + (v−1 − v)wf ′(w)2,
which is exactly the statement of Lemma B.2(e2).
B(i).c. Verification of the third relation in (6.10).
The verification of the equality [D(z), D′(w)] = 0 is much more cumbersome and is left
to the interested reader.
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B(i).d. Verification of (6.11).
We need to prove (z − w)[B′(w), A(z)]v−1 = (v − v−1)(zA(z)B′(w) − wA′(w)B(z)).
By definition and (6.8), the RHS equals (v − v−1)2A(z)A′(w)(ze′(w) − we(z)). Mean-
while, the LHS equals (v − v−1)(z − w)(A′(w)e′(w)A(z)− v−1A(z)A′(w)e′(w)). We use
Lemma B.2(a2) to replace the first term, so that the LHS equals
(v − v−1)A(z)A′(w)
(
(vz − v−1w)e′(w)− (v − v−1)we(z)− v−1(z − w)e′(w)
)
,
which exactly coincides with the above formula for the RHS.
B(i).e. Verification of (6.12).
We need to prove (z − w)[A(z), C′(w)]v = (v − v−1)(wC′(w)A(z) − zC(z)A′(w)).
By definition and (6.8), the RHS equals (v − v−1)2(wf ′(w) − zf (z))A(z)A′(w). Mean-
while, the LHS equals (v − v−1)(z − w)(A(z)f ′(w)A′(w) − vf ′(w)A′(w)A(z)). We use
Lemma B.2(b2) to replace the first term, so that the LHS equals
(v − v−1)
(
(vz − v−1w)f ′(w) + (v−1 − v)zf (z)− v(z − w)f ′(w)
)
A(z)A
′
(w),
which exactly coincides with the above formula for the RHS.
B(i).f. Verification of (6.13).
We need to prove (z−w)[B(z), C′(w)] = (v−v−1)z(D′(w)A(z)−D(z)A′(w)). Applying
the equality A(z)e(z) = v−1e(v2z)A(z), which follows from Lemma B.2(a2), we see that
the LHS equals
v−1(v − v−1)2(z − w)
(
e(v2z)A(z)f 
′
(w)A
′
(w)− f ′(w)A′(w)e(v2z)A(z)
)
.
Applying Lemma B.2(a3, b2) to move both A(z), A′(w) to the right and simplifying the
resulting expression, we find that the LHS equals
v−1(v − v−1)2
(
(vz − v−1w)[e(v2z), f ′(w)]+
(v − v−1)(zf ′(w)e′(v2w)− (v − v−1)ze(v2z)f (z))
)
A(z)A
′
(w).
Meanwhile, D(z) = ψ(z)A(z) + v−1(v − v−1)2f (z)e(v2z)A(z), so that the RHS equals
(v−v−1)
(
z(ψ
′
(w)− ψ(z)) + v−1(v − v−1)2z(f ′(w)e′(v2w)− f (z)e(v2z))
)
A(z)A
′
(w).
Thus, the equality LHS=RHS boils down to proving
v−2(v2z − w)[e(v2z), f ′(w)]− (1− v−2)z[e(v2z), f (z)] = z
v − v−1 (ψ
′(w)− ψ(z)),
which immediately follows by applying Lemma B.2(c) to both terms on the left.
B(i).g. Verification of (6.14).
We need to prove (z − w)[B(z), D′(w)]v = (v − v−1)(wD′(w)B(z) − zD(z)B′(w)).
Combining the aforementioned equality A(z)e(z) = v−1e(v2z)A(z) with Lemma B.2(a3),
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we find that (w − z) · RHS equals(
v−1(v − v−1)2(w(v−1w − vz)ψ′(w)e(v2z) + z(v−1z − vw)ψ(z)e′(v2w))+
v−1(v − v−1)3zw(ψ′(w)e′(v2w) + ψ(z)e(v2z))+
v−2(v − v−1)4(w(v−1w − vz)f ′(w)e′(v2w)e(v2z) + z(v−1z − vw)f (z)e(v2z)e′(v2w))+
v−2(v − v−1)5zw(f ′(w)e′(v2w)2 + f (z)e(v2z)2)
)
A(z)A
′
(w).
Meanwhile, using Lemma B.2(a3, b2) to move A(z) to the right of f ′(w)e′(v2w), we find
that (w − z) · LHS equals
v−1(v − v−1)(w − z) ·
(
(w − v2z)ψ′(w)e(v2z) + (v2 − 1)zψ′(w)e′(v2w)+
(z − w)e(v2z)ψ′(w))
)
A(z)A
′
(w)+
v−2(v − v−1)3 ·
(
(w − v2z)(w − z)f ′(w)e′(v2w)e(v2z) + (v2 − 1)z(w − z)f ′(w)e′(v2w)2−
(vz − v−1w)(v−1z − vw)e(v2z)f ′(w)e′(v2w)− (v−1 − v)z(v−1z − vw)e(v2z)f (z)e′(v2w)−
(vz − v−1w)(v − v−1)we(v2z)f ′(w)e(v2z)− (v−1 − v)(v − v−1)zwe(v2z)f (z)e(v2z)
)
×
A(z)A
′
(w).
To check that the above two big expressions coincide, we first reorder some of the terms. We
use Lemma B.2(f1) to move ψ′(w) to the left of e(v2z) via
(w − z)e(v2z)ψ′(w) = ψ′(w)
(
(v−2w − v2z)e(v2z)− (v−2 − v2)ze′(v2w)
)
.
We also use Lemma B.2(c) to move f•(·) to the left of e•(·). After obvious cancelations,
everything boils down to proving
(v−1z−vw)e(v2z)e′(v2w)−(vz−v−1w)e′(v2w)e(v2z) = (v−1−v)(ze′(v2w)2+we(v2z)2),
which is exactly the statement of Lemma B.2(d2).
B(i).h. Verification of (6.15).
This verification is completely analogous to the above verification of (6.14) and is left to
the interested reader.
B(i).i. Verification of (6.16).
We need to prove (z −w)[A(z), D′(w)] = (v− v−1)(wC′(w)B(z)− zC(z)B′(w)). The
LHS equals (v−v−1)2(z−w)(A(z)f ′(w)A′(w)e′(w)−f ′(w)A′(w)e′(w)A(z)). Applying
Lemma B.2(b2) to the first summand and Lemma B.2(a2) to the second summand, we see
that the LHS equals
(v − v−1)2((vz − v−1w)f ′(w) + (v−1 − v)zf (z))A(z)A′(w)e′(w)−
(v − v−1)2f ′(w)A(z)A′(w)((vz − v−1w)e′(w)− (v − v−1)we(z)) =
(v − v−1)3(wf ′(w)A′(w)A(z)e(z)− zf (z)A(z)A′(w)e′(w)),
which obviously coincides with the RHS.
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B(i).j. Verification of (6.17).
We need to prove A(z)D(v−2z)− v−1B(z)C(v−2z) = zb . Due to Lemma B.2(b3), we
have f (v−2z)A(v−2z) = vA(v−2z)f (z). Thus,
A(z)D(v−2z) = A(z)A(v−2z)(ψ(v−2z) + v(v − v−1)2f (z)e(v−2z)),
B(z)C(v−2z) = v(v − v−1)2A(z)e(z)A(v−2z)f (z).
According to Lemma B.2(a2), we have e(z)A(v−2z) = vA(v−2z)e(v−2z). Hence,
B(z)C(v−2z) = v2(v − v−1)2A(z)A(v−2z)e(v−2z)f (z).
Due to Lemma B.2(c), we have −v(v−v−1)2[e(v−2z), f (z)] = ψ(z)−ψ(v−2z). Therefore,
we finally get
A(z)D(v−2z)− v−1B(z)C(v−2z) = A(z)A(v−2z)ψ(v−2z)−
v(v − v−1)2A(z)A(v−2z)[e(v−2z), f (z)] = A(z)A(v−2z)ψ(z) = zb ,
which completes our verification of (6.17).
B(ii). Proof of Theorem 6.6(a) for a general g.
First, let us derive an explicit formula for A±i (z). Recall the elements {hi,±r}r>0i∈I of Section 5,
such that z∓b
±
i (ψ±
i,∓b±i
)−1ψ±i (z) = exp
(±(vi − v−1i )∑r>0 hi,±rz∓r) . For r 6= 0, consider the
following I × I matrix Cv(r):
Cv(r)ij =

0 if cij = 0,
−1− v2ri if j = i,
vj−v−1j
vi−v−1i
∑−cji
p=1 v
r(cji+2p)
j if j − i.
Set ti,r :=
∑
j∈I(Cv(r)
−1)ijhj,r (matrix Cv(r) is invertible, due to Lemma B.5 below). Define
A±i (z) := (φ
±
i )
−1 · exp
(
±(vi − v−1i )
∑
r>0
ti,±rz∓r
)
. (B.3)
These A±i (z) satisfy z
∓b±i ψ±i (z) =
∏
j−i
∏−cji
p=1 A
±
j (v
−cji−2p
j z)
A±i (z)A
±
i (v
−2
i z)
as well as A±i,0 = (φ
±
i )
−1. This
provides an explicit formula for A±i (z), which we referred to in Section 6.
Remark B.4. Comparing the coefficients of z∓r (r > 0) in the system of equations (6.1) for
all i, we see that Ai,±r are recovered uniquely modulo the values of Ai,±s(0 ≤ s < r), due to
invertibility of Cv(r). Therefore, an induction in r implies that the system of equations (6.1)
has a unique solution {A±i (z)}i∈I , hence, given by (B.3).
Define auxiliary I × I matrices Bv(r), Dv(r) via Bv(r)ij = [rcij ]vir , Dv(r)ij = δij
v−2rj −1
r(vj−v−1j )
.
The matrix Bv(r) is a v-version of the Cartan matrix of g and it is known to be invertible for
any r 6= 0. The following is straightforward.
Lemma B.5. For r 6= 0, we have Bv(r) = Cv(r)Dv(r). In particular, Cv(r) is invertible.
The following result is an immediate corollary of Lemma B.5 and relations (U4′, U5′).
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Lemma B.6. For  ∈ {±}, we have:
(a) (viz − v−1i w)Ai(z)ei(w) = (z − w)ei(w)Ai(z), while Ai(z)ej(w) = ej(w)Ai(z) for j 6= i.
(b) (z − w)Ai(z)fi(w) = (viz − v−1i w)fi(w)Ai(z), while Ai(z)fj(w) = fj(w)Ai(z) for j 6= i.
Now we are ready to sketch the proof of Theorem 6.6(a) for a general g.
B(ii).a. Verification of (6.8) and (6.9).
Relations (6.8, 6.9) follow from Lemma B.6 and relations (U1, U6).
B(ii).b. Verification of (6.10–6.17).
Let us introduce the series A¯±i (z) via z
∓b±i ψ±i (z) =
1
A¯±i (z)A¯
±
i (v
−2
i z)
, and define the generating
series B¯±i (z), C¯
±
i (z), D¯
±
i (z) by using formulas (6.2–6.4) but with A¯
±
i (z) instead of A
±
i (z). For
a fixed i, these series satisfy the corresponding relations (6.10–6.17) of the sl2 case. However,
A±i (z)A¯
±
i (z)
−1 is expressed through {A±j (z)}j 6=i, hence, commutes with ei(z), f i (z), Ai(z),
due to Lemma B.6. Relations (6.10–6.17) follow (this also explains the RHS of (6.17)).
B(ii).c. Verification of (6.18).
Analogously to Lemma B.2(d1), relation (U2) implies the following equality:
(z − vciji w)ei(z)e
′
j (w)− (vciji z − w)e
′
j (w)e

i(z) = z[ei,0, e
′
j (w)]v
cij
i
+ w[ej,0, e

i(z)]v
cij
i
for any , ′ ∈ {±} (wee also note that these equalities for all possible , ′ imply (U2)).
Multiplying the above equality by (vi − v−1i )(vj − v−1j )Ai(z)A
′
j (w) on the left and using
Lemma B.6(a), relation (6.8), and an equality (vi − v−1i )ei,0 = φ+i B+i,0, we obtain (6.18).
B(ii).d. Verification of (6.19).
Analogously to Lemma B.2(e1), relation (U3) implies the following equality:
(v
cij
i z − w)f i (z)f 
′
j (w)− (z − vciji w)f 
′
j (w)f

i (z) = −[f 
′
j (w), fi,1]v
cij
i
− [f i (z), fj,1]vciji
for any , ′ ∈ {±} (wee also note that these equalities for all possible , ′ imply (U3)).
Multiplying the above equality by (vi − v−1i )(vj − v−1j )Ai(z)A
′
j (w) on the right and using
Lemma B.6(b), relation (6.8), and an equality (vi − v−1i )fi,1 = C+i,1φ+i , we obtain (6.19).
B(ii).e. Verification of (6.20).
◦ Case cij = 0. The equality [Bi (z), B
′
j (w)] = 0 follows immediately from Lemma B.6(a) and
[ei(z), e
′
j (w)] = 0, which is a consequence of the corresponding Serre relation (U7).
◦ Case cij = −1. The corresponding Serre relation (U7) is equivalent to
{e1i (z1)e2i (z2)e
′
j (w)− (vi + v−1i )e1i (z1)e
′
j (w)e
2
i (z2) + e
′
j (w)e
1
i (z1)e
2
i (z2)}+ {z1 ↔ z2} = 0
for any 1, 2, ′ ∈ {±}. Let us denote the first {· · · } in the LHS by J 1,2,′(z1, z2, w). Set
M := (vi − v−1i )2(vj − v−1j )(viz1 − v−1i z2)(viz2 − v−1i z1)A1i (z1)A2i (z2)A
′
j (w).
Combining the equality
(viz2 − v−1i z1)A2i (z2)e1i (z1) = (z2 − z1)e1i (z1)A2i (z2) + (vi − v−1i )z1A2i (z2)e2i (z2)
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(see Lemma B.2(a2)) with Lemma B.6(a), we find
M · J 1,2,′(z1, z2, w) = (vi − v
−1
i )z1
viz2 − v−1i z1
M · J 2,2,′(z2, z2, w) + (z2 − z1)(viz1 − v−1i z2)×
{B1i (z1)B2i (z2)B
′
j (w)− (vi + v−1i )B1i (z1)B
′
j (w)B
2
i (z2) +B
′
j (w)B
1
i (z1)B
2
i (z2)}.
The first summand in the RHS is zero as J 2,2,′(z2, z2, w) = 0. Therefore, multiplying
J 1,2,
′
(z1, z2, w) + J
2,1,′(z2, z1, w) = 0 by M on the left, we obtain (6.20).
◦ Case cij = −2,−3. These cases are treated similarly to cij = −1, but the corresponding
computations become more cumbersome. We verified these cases using MATLAB.
B(ii).f. Verification of (6.21).
This verification is analogous to that of (6.20) and is left to the interested reader.
B(iii). Proof of Theorem 6.6(b).
Part (b) of Theorem 6.6 can be obtained by reversing the above arguments. In other
words, starting from the algebra generated by (A±i,0)
−1 and the coefficients of the currents
A±i (z), B
±
i (z), C
±
i (z), D
±
i (z) with the defining relations (6.7–6.21), we need to show that the
elements φ±i and currents ei(z), fi(z), ψ
±
i (z), defined via (6.1–6.4), satisfy relations (U1–U10).
This completes our proof of Theorem 6.6.
Appendix C. Proof of Theorem 7.1
We denote the images of ei(z), fi(z), ψ±i (z) under Φ˜
λ
µ by Ei(z), Fi(z),Ψi(z)±. It suffices to
prove that they satisfy relations (U1–U8), since relations (U9, U10) are obviously preserved
by Φ˜λµ. While checking these relations, we will use LHS and RHS when referring to their
left-hand and right-hand sides. Set ρ+i :=
−vi
1−v2i
, ρ−i :=
1
1−v2i
,Wi,rs(z) :=
r 6=t6=s∏
1≤t≤ai
(1− wi,tz ).
C(i). Compatibility with (U1).
First, we check that the range of powers of z in ψ±i (z) and Ψi(z)
± agree. Note that
(1− ν/z)+ = 1− ν · z−1 ∈ C[[z−1]], (1/(1− ν/z))+ = 1 + νz−1 + ν2z−2 + . . . ∈ C[[z−1]],
(1− ν/z)− = −ν · z−1(1− z/ν) ∈ z−1C[[z]], (1/(1− ν/z))− = −z/ν − z2/ν2 − . . . ∈ zC[[z]].
Therefore, Ψi(z)+ contains only nonpositive powers of z, while Ψi(z)− contains only powers
of z bigger of equal to
−#{s : is = i}+ 2ai −
∑
j−i
aj(−cji) = −α∨i(λ) + α∨i(λ− µ) = −α∨i(µ) = −α∨i(µ−) = −b−i .
Moreover, the coefficients of z0 in Ψi(z)+ and of z−b
−
i in Ψi(z)− are invertible.
The equality [Ψi(z),Ψj(w)
′
] = 0 follows from the commutativity of {w±1/2i,r }1≤r≤aii∈I .
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C(ii). Compatibility with (U2).
◦ Case cij = 0. The equality [Ei(z), Ej(w)] = 0 is obvious in this case, since D−1i,r commute
with w±1/2k,s for k = j or k → j, while D−1j,s commute with w±1/2k,r for k = i or k → i.
◦ Case cij = 2. We may assume g = sl2 and we will drop the index i from our notation. We
need to prove (z − v2w)E(z)E(w)/(ρ+)2 = −(w − v2z)E(w)E(z)/(ρ+)2. The LHS equals
v−2
a∏
t=1
w2t · (z − v2w) ·
a∑
r=1
δ
(wr
z
)
δ
(
v−2wr
w
)
Z(wr)Z(v
−2wr)
Wr(wr)Wr(v−2wr)
D−2r +
v−2
a∏
t=1
w2t · (z − v2w) ·
∑
1≤r 6=s≤a
δ
(wr
z
)
δ
(ws
w
) Z(wr)Z(ws)
Wr(wr)Wrs(ws)(1− v−2wr/ws)D
−1
r D
−1
s .
Using the equality
G(z, w)δ
(ν1
z
)
δ
(ν2
w
)
= G(ν1, ν2)δ
(ν1
z
)
δ
(ν2
w
)
, (C.1)
we see that the first sum is zero, while the second sum equals
a∏
t=1
w2t ·
∑
1≤r 6=s≤a
δ
(wr
z
)
δ
(ws
w
) Z(wr)Z(ws)
Wrs(wr)Wrs(ws)
v−2(wr − v2ws)
(1− ws/wr)(1− v−2wr/ws)D
−1
r D
−1
s =
a∏
t=1
w2t ·
∑
1≤r 6=s≤a
δ
(wr
z
)
δ
(ws
w
) Z(wr)Z(ws)
Wrs(wr)Wrs(ws)
wrws
ws − wrD
−1
r D
−1
s .
Swapping z and w, we see that −(w − v2z)E(w)E(z)/(ρ+)2 equals
−
a∏
t=1
w2t ·
∑
1≤r 6=s≤a
δ
(wr
w
)
δ
(ws
z
) Z(wr)Z(ws)
Wrs(wr)Wrs(ws)
wrws
ws − wrD
−1
r D
−1
s .
Swapping r and s in the latter sum, we get exactly the same expression as for the LHS.
◦ Case cij < 0. In this case, we can assume I = {i, j} and i → j. We need to prove
(z − vciji w)Ei(z)Ej(w)/(ρ+i ρ+j ) = (vciji z − w)Ej(w)Ei(z)/(ρ+i ρ+j ). The LHS equals
v
−cij
i
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
wj,t · (z − vciji w)×
1≤s≤aj∑
1≤r≤ai
δ
(wi,r
z
)
δ
(wj,s
w
) Zi(wi,r)
Wi,r(wi,r)
D−1i,r
Zj(wj,s)
Wj,s(wj,s)
−cij∏
p=1
Wi(v
−cij−2p
i w)D
−1
j,s =
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
wj,t ·A(z, w)×
1≤s≤aj∑
1≤r≤ai
δ
(wi,r
z
)
δ
(wj,s
w
) Zi(wi,r)Zj(wj,s)∏−cijp=1 Wi,r(v−cij−2pi wj,s)
Wi,r(wi,r)Wj,s(wj,s)
D−1i,rD
−1
j,s ,
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where A(z, w) = v−ciji (z − vciji w)
∏−cij
p=1
(
1− v
−2
i z
v
−cij−2p
i w
)
, due to (C.1). Likewise, the RHS
equals
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
wj,t · (vciji z − w)×
1≤s≤aj∑
1≤r≤ai
δ
(wj,s
w
)
δ
(wi,r
z
) Zj(wj,s)
Wj,s(wj,s)
−cij∏
p=1
Wi(v
−cij−2p
i w)D
−1
j,s
Zi(wi,r)
Wi,r(wi,r)
D−1i,r =
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
wj,t ·B(z, w)×
1≤s≤aj∑
1≤r≤ai
δ
(wi,r
z
)
δ
(wj,s
w
) Zi(wi,r)Zj(wj,s)∏−cijp=1 Wi,r(v−cij−2pi wj,s)
Wi,r(wi,r)Wj,s(wj,s)
D−1i,rD
−1
j,s ,
where B(z, w) = (vciji z − w)
∏−cij
p=1
(
1− z
v
−cij−2p
i w
)
, due to (C.1).
The equality LHS=RHS follows from A(z, w) = B(z, w).
C(iii). Compatibility with (U3).
◦ Case cij = 0. The equality [Fi(z), Fj(w)] = 0 is obvious in this case, since Di,r commute
with w±1/2k,s for k = j or k ← j, while Dj,s commute with w±1/2k,r for k = i or k ← i.
◦ Case cij = 2. We may assume g = sl2 and we will drop the index i from our notation. We
need to prove (v2z − w)F (z)F (w)/(ρ−)2 = −(v2w − z)F (w)F (z)/(ρ−)2. The LHS equals
(v2z − w) ·
a∑
r=1
δ
(
v2wr
z
)
δ
(
v4wr
w
)
1
Wr(wr)Wr(v2wr)
D2r+
(v2z − w) ·
∑
1≤r 6=s≤a
δ
(
v2wr
z
)
δ
(
v2ws
w
)
1
Wr(wr)Wrs(ws)(1− v2wr/ws)DrDs.
Using equality (C.1), we see that the first sum is zero, while the second sum equals∑
1≤r 6=s≤a
δ
(
v2wr
z
)
δ
(
v2ws
w
)
1
Wrs(wr)Wrs(ws)
v4wr − v2ws
(1− ws/wr)(1− v2wr/ws)DrDs =∑
1≤r 6=s≤a
δ
(
v2wr
z
)
δ
(
v2ws
w
)
1
Wrs(wr)Wrs(ws)
v2wrws
ws − wrDrDs.
Swapping z and w, we see that −(v2w − z)F (w)F (z)/(ρ−)2 equals
−
∑
1≤r 6=s≤a
δ
(
v2wr
w
)
δ
(
v2ws
z
)
1
Wrs(wr)Wrs(ws)
v2wrws
ws − wrDrDs.
Swapping r and s in this sum, we get exactly the same expression as for the LHS.
◦ Case cij < 0. In this case, we can assume I = {i, j} and i → j. Recall that vciji = vcjij .
We need to prove (vcjij z − w)Fi(z)Fj(w)/(ρ−i ρ−j ) = (z − vcjij w)Fj(w)Fi(z)/(ρ−i ρ−j ). The LHS
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equals
aj∏
t=1
w
cji/2
j,t · (vcjij z − w)×
1≤s≤aj∑
1≤r≤ai
δ
(
v2iwi,r
z
)
δ
(
v2jwj,s
w
)
1
Wi,r(wi,r)
−cji∏
p=1
Wj(v
−cji−2p
j z)Di,r
1
Wj,s(wj,s)
Dj,s =
aj∏
t=1
w
cji/2
j,t ·A(z, w) ·
1≤s≤aj∑
1≤r≤ai
δ
(
v2iwi,r
z
)
δ
(
v2jwj,s
w
) ∏−cji
p=1 Wj,s(v
−cji−2p
j z)
Wi,r(wi,r)Wj,s(wj,s)
Di,rDj,s,
where A(z, w) = (vcjij z − w)
∏−cji
p=1
(
1− v
−2
j w
v
−cji−2p
j z
)
, due to (C.1). Likewise, the RHS equals
v
cji
j
aj∏
t=1
w
cji/2
j,t · (z − vcjij w)×
1≤s≤aj∑
1≤r≤ai
δ
(
v2jwj,s
w
)
δ
(
v2iwi,r
z
)
1
Wj,s(wj,s)
Dj,s
1
Wi,r(wi,r)
−cji∏
p=1
Wj(v
−cji−2p
j z)Di,r =
aj∏
t=1
w
cji/2
j,t ·B(z, w) ·
1≤s≤aj∑
1≤r≤ai
δ
(
v2iwi,r
z
)
δ
(
v2jwj,s
w
) ∏−cji
p=1 Wj,s(v
−cji−2p
j z)
Wi,r(wi,r)Wj,s(wj,s)
Di,rDj,s,
where B(z, w) = vcjij (z − vcjij w)
∏−cji
p=1
(
1− w
v
−cji−2p
j z
)
, due to (C.1).
The equality LHS=RHS follows from A(z, w) = B(z, w).
C(iv). Compatibility with (U4).
◦ Case cij = 0. The equality [Ψi(z), Ej(w)] = 0 is obvious in this case, since D−1j,s commute
with w±1/2k,r for k = i or k − i.
◦ Case cij = 2. We may assume g = sl2 and we will drop the index i from our notation. We
need to prove (z − v2w)Ψ(z)E(w)/ρ+ = (v2z − w)E(w)Ψ(z)/ρ+. The LHS equals
a∏
t=1
w2t · (z − v2w) ·
Z(z)
W (z)W (v−2z)
a∑
r=1
δ
(wr
w
) Z(wr)
Wr(wr)
D−1r =
a∏
t=1
w2t ·
a∑
r=1
δ
(wr
w
) Z(z)Z(wr)
Wr(wr)Wr(z)Wr(v−2z)
z − v2w
(1− w/z)(1− w/v−2z)D
−1
r ,
due to (C.1). Likewise, the RHS equals
v−2
a∏
t=1
w2t · (v2z − w) ·
a∑
r=1
δ
(wr
w
) Z(wr)
Wr(wr)
D−1r
Z(z)
W (z)W (v−2z)
=
a∏
t=1
w2t ·
a∑
r=1
δ
(wr
w
) Z(z)Z(wr)
Wr(wr)Wr(z)Wr(v−2z)
v−2(v2z − w)
(1− v−2w/z)(1− v−2w/v−2z)D
−1
r .
The equality LHS=RHS follows.
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◦ Case cij < 0. In this case, we can assume I = {i, j}. There are two situations to consider:
i → j and i ← j. Let us first treat the former case. Since vciji = vcjij , we need to prove
(z − vcjij w)Ψi(z)Ej(w)/ρ+j = (vcjij z − w)Ej(w)Ψi(z)/ρ+j . The LHS equals
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
w
1+cji/2
j,t · (z − vcjij w)×
Zi(z)
Wi(z)Wi(v
−2
i z)
−cji∏
p=1
Wj(v
−cji−2p
j z)
aj∑
s=1
δ
(wj,s
w
) Zj(wj,s)
Wj,s(wj,s)
−cij∏
p′=1
Wi(v
−cij−2p′
i w)D
−1
j,s =
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
w
1+cji/2
j,t ·A(z, w)×
aj∑
s=1
δ
(wj,s
w
) Zi(z)Zj(wj,s)∏−cijp′=1Wi(v−cij−2p′i w)∏−cjip=1 Wj,s(v−cji−2pj z)
Wi(z)Wi(v
−2
i z)Wj,s(wj,s)
D−1j,s ,
where A(z, w) = (z − vcjij w)
∏−cji
p=1
(
1− w
v
−cji−2p
j z
)
. Likewise, the RHS equals
v
−cji
j
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
w
1+cji/2
j,t · (vcjij z − w)×
aj∑
s=1
δ
(wj,s
w
) Zj(wj,s)
Wj,s(wj,s)
−cij∏
p′=1
Wi(v
−cij−2p′
i w)D
−1
j,s
Zi(z)
Wi(z)Wi(v
−2
i z)
−cji∏
p=1
Wj(v
−cji−2p
j z) =
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
w
1+cji/2
j,t ·B(z, w)×
aj∑
s=1
δ
(wj,s
w
) Zi(z)Zj(wj,s)∏−cijp′=1Wi(v−cij−2p′i w)∏−cjip=1 Wj,s(v−cji−2pj z)
Wi(z)Wi(v
−2
i z)Wj,s(wj,s)
D−1j,s ,
where B(z, w) = v−cjij (v
cji
j z − w)
∏−cji
p=1
(
1− v
−2
j w
v
−cji−2p
j z
)
.
The equality LHS=RHS follows from A(z, w) = B(z, w).
The case i← j is analogous: Ψi(z) is given by the same formula, while Ej(w) differs by an
absence of the factor
∏ai
t=1 w
cij/2
i,t ·
∏−cij
p′=1Wi(v
−cij−2p′
i w). Tracing back the above calculations,
it is clear that the equality still holds when this factor is dropped out.
C(v). Compatibility with (U5).
◦ Case cij = 0. The equality [Ψi(z), Fj(w)] = 0 is obvious in this case, since Dj,s commute
with w±1/2k,r for k = i or k − i.
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◦ Case cij = 2. We may assume g = sl2 and we will drop the index i from our notation. We
need to prove (v2z − w)Ψ(z)F (w)/ρ− = (z − v2w)F (w)Ψ(z)/ρ−. The LHS equals
a∏
t=1
wt · (v2z − w) · Z(z)
W (z)W (v−2z)
a∑
r=1
δ
(
v2wr
w
)
1
Wr(wr)
Dr =
a∏
t=1
wt ·
a∑
r=1
δ
(
v2wr
w
)
Z(z)
Wr(wr)Wr(z)Wr(v−2z)
v2z − w
(1− v−2w/z)(1− v−2w/v−2z)Dr,
due to (C.1). Likewise, the RHS equals
v2
a∏
t=1
wt · (z − v2w) ·
a∑
r=1
δ
(
v2wr
w
)
1
Wr(wr)
Dr
Z(z)
W (z)W (v−2z)
=
a∏
t=1
wt ·
a∑
r=1
δ
(
v2wr
w
)
Z(z)
Wr(wr)Wr(z)Wr(v−2z)
v2(z − v2w)
(1− w/z)(1− w/v−2z)Dr.
The equality LHS=RHS follows.
◦ Case cij < 0. In this case, we can assume I = {i, j}. There are two situations to consider:
i → j and i ← j. Let us first treat the former case. Since vciji = vcjij , we need to prove
(v
cji
j z − w)Ψi(z)Fj(w)/ρ−j = (z − vcjij w)Fj(w)Ψi(z)/ρ−j . The LHS equals
ai∏
t=1
wi,t
aj∏
t=1
w
cji/2
j,t · (vcjij z − w)×
Zi(z)
Wi(z)Wi(v
−2
i z)
−cji∏
p=1
Wj(v
−cji−2p
j z)
aj∑
s=1
δ
(
v2jwj,s
w
)
1
Wj,s(wj,s)
Dj,s =
ai∏
t=1
wi,t
aj∏
t=1
w
cji/2
j,t ·A(z, w) ·
aj∑
s=1
δ
(
v2jwj,s
w
)
Zi(z)
∏−cji
p=1 Wj,s(v
−cji−2p
j z)
Wi(z)Wi(v
−2
i z)Wj,s(wj,s)
Dj,s,
where A(z, w) = (vcjij z − w)
∏−cji
p=1
(
1− v
−2
j w
v
−cji−2p
j z
)
. Likewise, the RHS equals
v
cji
j
ai∏
t=1
wi,t
aj∏
t=1
w
cji/2
j,t · (z − vcjij w)×
aj∑
s=1
δ
(
v2jwj,s
w
)
1
Wj,s(wj,s)
Dj,s
Zi(z)
Wi(z)Wi(v
−2
i z)
−cji∏
p=1
Wj(v
−cji−2p
j z) =
ai∏
t=1
wi,t
aj∏
t=1
w
cji/2
j,t ·B(z, w) ·
aj∑
s=1
δ
(
v2jwj,s
w
)
Zi(z)
∏−cji
p=1 Wj,s(v
−cji−2p
j z)
Wi(z)Wi(v
−2
i z)Wj,s(wj,s)
Dj,s,
where B(z, w) = vcjij (z − vcjij w)
∏−cji
p=1
(
1− w
v
−cji−2p
j z
)
.
The equality LHS=RHS follows from A(z, w) = B(z, w).
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The case i← j is analogous: Ψi(z) is given by the same formula, while Fj(w) has an extra
factor
∏ai
t=1 w
cij/2
i,t ·
∏−cij
p′=1Wi(v
−cij−2p′
i w). The contributions of this factor into the LHS and
the RHS are the same, hence, the equality still holds.
C(vi). Compatibility with (U6).
◦ Case cij = 0. The equality [Ei(z), Fj(w)] = 0 is obvious in this case, since D−1i,r commute
with w±1/2k,s for k = i or k ← j, while Dj,s commute with w±1/2k,r for k = i or k → i.
◦ Case cij = 2. We may assume g = sl2, and we will drop the index i from our notation. We
need to prove [E(z), F (w)] = 1
v−v−1 δ
(
z
w
)
(Ψ(z)+ −Ψ(z)−). The LHS equals
ρ+ρ−
[
a∏
t=1
wt ·
a∑
r=1
δ
(wr
z
) Z(wr)
Wr(wr)
D−1r ,
a∑
s=1
δ
(
v2ws
w
)
1
Ws(ws)
Ds
]
=
−v
(1− v2)2
a∏
t=1
wt×{
a∑
r=1
(
δ
(wr
z
)
δ
(wr
w
) Z(wr)
Wr(wr)Wr(v−2wr)
− v2δ
(
v2wr
z
)
δ
(
v2wr
w
)
Z(v2wr)
Wr(wr)Wr(v2wr)
)
+
∑
1≤r 6=s≤a
δ
(wr
z
)
δ
(
v2ws
w
)
Z(wr)
Wrs(wr)Wrs(ws)
(
1
A(z, w)
− v
2
B(z, w)
)
D−1r Ds
 ,
where A(z, w) = (1− v−2w/z)(1− v−2z/v−2w) and B(z, w) = (1− z/v−2w)(1− w/z). The
second sum is zero as A(z, w) = v−2B(z, w).
To evaluate the RHS, we need the following standard result.
Lemma C.2. For any rational function γ(z) with simple poles {xt} ⊂ C× and possibly poles
of higher order at z = 0,∞, the following equality holds:
γ(z)+ − γ(z)− =
∑
t
δ
(
z
xt
)
Resz=xtγ(z)
dz
z
. (C.3)
Proof. Consider the partial fraction decomposition of γ(z):
γ(z) = P (z) +
∑
t
νt
z − xt ,
where P (z) is a Laurent polynomial. Then P (z)± = P (z)⇒ P (z)+−P (z)− = 0. Meanwhile:(
νt
z − xt
)+
=
νt
z
+
νtxt
z2
+
νtx
2
t
z3
+ . . . and
(
νt
z − xt
)−
= − νt
xt
− νtz
x2t
− νtz
2
x3t
− . . . ,
so that (
νt
z − xt
)+
−
(
νt
z − xt
)−
=
νt
xt
δ
(
z
xt
)
= δ
(
z
xt
)
· Resz=xt
νt
z − xt
dz
z
.
The lemma is proved. 
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Since Ψ(z) is a rational function in z, which has (simple) poles only at {wr,v2wr}ar=1 and
possibly poles of higher order at z = 0,∞, we can apply Lemma C.2 to evaluate Ψ(z)+−Ψ(z)−:
Ψ(z)+ −Ψ(z)− =
a∏
t=1
wt ·
a∑
r=1
(
δ
(
z
wr
)
Z(wr)
Wr(wr)W (v−2wr)
+ δ
(
z
v2wr
)
Z(v2wr)
Wr(wr)W (v2wr)
)
=
1
1− v2
a∏
t=1
wt ·
a∑
r=1
(
δ
(wr
z
) Z(wr)
Wr(wr)Wr(v−2wr)
− v2δ
(
v2wr
z
)
Z(v2wr)
Wr(wr)Wr(v2wr)
)
.
Hence, the RHS equals
1
(v − v−1)(1− v2)
a∏
t=1
wt×
a∑
r=1
(
δ
(wr
z
)
δ
(wr
w
) Z(wr)
Wr(wr)Wr(v−2wr)
− δ
(
v2wr
z
)
δ
(
v2wr
w
)
v2Z(wr)
Wr(wr)Wr(v2wr)
)
.
As a result, we finally get LHS=RHS.
◦ Case cij < 0, i → j. We may assume I = {i, j}, and we need to check [Ei(z), Fj(w)] = 0.
We have
[Ei(z), Fj(w)]
ρ+i ρ
−
j
=
ai∏
t=1
wi,t ·
[
ai∑
r=1
δ
(wi,r
z
) Zi(wi,r)
Wi,r(wi,r)
D−1i,r ,
aj∑
s=1
δ
(
v2jwj,s
w
)
1
Wj,s(wj,s)
Dj,s
]
.
The latter is obviously zero, since [D−1i,r ,wj,s] = 0 = [Dj,s,wi,r].
◦ Case cij < 0, i← j. We may assume I = {i, j}, and we need to check Ei(z)Fj(w)/(ρ+i ρ−j ) =
Fj(w)Ei(z)/(ρ
+
i ρ
−
j ). The LHS equals
v
−cij
i
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
w
cji/2
j,t ×
1≤s≤aj∑
1≤r≤ai
δ
(wi,r
z
)
δ
(
v2jwj,s
w
)
Zi(wi,r)
∏−cji
p=1 Wj(v
−cji−2p
j z)
Wi,r(wi,r)
D−1i,r
∏−cij
p′=1Wi(v
−cij−2p′
i w)
Wj,s(wj,s)
Dj,s =
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
w
cji/2
j,t ·A(z, w)×
1≤s≤aj∑
1≤r≤ai
δ
(wi,r
z
)
δ
(
v2jwj,s
w
)
Zi(wi,r)
∏−cji
p=1 Wj,s(v
−cji−2p
j z)
∏−cij
p′=1Wi,r(v
−cij−2p′
i w)
Wi,r(wi,r)Wj,s(wj,s)
D−1i,rDj,s,
where A(z, w) = v−ciji
∏−cji
p=1
(
1− v
−2
j w
v
−cji−2p
j z
)∏−cij
p′=1
(
1− v
−2
i z
v
−cij−2p′
i w
)
.
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Likewise, the RHS equals
v
cji
j
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
w
cji/2
j,t ×
1≤s≤aj∑
1≤r≤ai
δ
(
v2jwj,s
w
)
δ
(wi,r
z
) ∏−cij
p′=1Wi(v
−cij−2p′
i w)
Wj,s(wj,s)
Dj,s
Zi(wi,r)
∏−cji
p=1 Wj(v
−cji−2p
j z)
Wi,r(wi,r)
D−1i,r =
ai∏
t=1
w
1+cij/2
i,t
aj∏
t=1
w
cji/2
j,t ·B(z, w)×
1≤s≤aj∑
1≤r≤ai
δ
(wi,r
z
)
δ
(
v2jwj,s
w
)
Zi(wi,r)
∏−cji
p=1 Wj,s(v
−cji−2p
j z)
∏−cij
p′=1Wi,r(v
−cij−2p′
i w)
Wi,r(wi,r)Wj,s(wj,s)
D−1i,rDj,s,
where B(z, w) = vcjij
∏−cji
p=1
(
1− w
v
−cji−2p
j z
)∏−cij
p′=1
(
1− z
v
−cij−2p′
i w
)
.
The equality LHS=RHS follows from A(z, w) = B(z, w).
C(vii). Compatibility with (U7).
◦ Case cij = 0. In this case, [Ei(z), Ej(w)] = 0, due to our verification of (U2).
◦ Case cij < 0. To simplify our calculations, we introduce
χi′,r :=
ai′∏
t=1
wi′,t ·
∏
j′→i′
aj′∏
t=1
w
cj′i′/2
j′,t ·
Zi′(wi′,r)
Wi′,r(wi′,r)
∏
j′→i′
−cj′i′∏
p=1
Wj′(v
−cj′i′−2p
j′ wi′,r)D
−1
i′,r,
so that Ei′(z) = ρ+i′
∑ai′
r=1 δ
(
wi′,r
z
)
χi′,r.
The verification of (U7) is based on the following result.
Lemma C.4. The following relations hold:
χi,rwj,s = v
−2δijδrs
i wj,sχi,r for 1 ≤ r ≤ ai, 1 ≤ s ≤ aj ,
(wi,r1 − v2iwi,r2)χi,r1χi,r2 = (v2iwi,r1 − wi,r2)χi,r2χi,r1 for 1 ≤ r1 6= r2 ≤ ai,
(wi,r − vciji wj,s)χi,rχj,s = (vciji wi,r − wj,s)χj,sχi,r for 1 ≤ r ≤ ai, 1 ≤ s ≤ aj .
Proof. Follows from straightforward computations. 
With the help of this lemma, let us verify (U7) for cij = −1. The latter amounts to proving
[Ei(z1), [Ei(z2), Ej(w)]v]v−1/((ρ
+
i )
2ρ+j ) = −[Ei(z2), [Ei(z1), Ej(w)]v]v−1/((ρ+i )2ρ+j ). The LHS
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equals
(1− v2)
 ai∑
r1=1
δ
(
wi,r1
z1
)
χi,r1 ,
1≤s≤aj∑
1≤r2≤ai
δ
(
wi,r2
z2
)
δ
(wj,s
w
) wi,r2
wi,r2 − vwj,s
χi,r2χj,s

v−1
=
1≤s≤aj∑
1≤r≤ai
δ
(wj,s
w
){
δ
(
wi,r
z1
)
δ
(
v−2wi,r
z2
)
− δ
(
wi,r
z2
)
δ
(
v−2wi,r
z1
)}
(v2 − 1)wi,r
wi,r − v3wj,sχ
2
i,rχj,s−
(v2 − 1)2
1≤s≤aj∑
1≤r1 6=r2≤ai
δ
(
wi,r1
z1
)
δ
(
wi,r2
z2
)
δ
(wj,s
w
) A(z1, z2, w)
v2wi,r1 − wi,r2
χi,r1χi,r2χj,s,
where A(z1, z2, w) =
z1z2(z1+z2−(v+v−1)w)
(z1−vw)(z2−vw) and the last equality is obtained by treating sepa-
rately r1 = r2 and r1 6= r2 cases. The first sum is obviously skew-symmetric in z1, z2. The
second sum is also skew-symmetric, due to the above relations on χi,r.
The cases cij = −2,−3 can be treated similarly, but the corresponding computations become
more cumbersome. We verified these cases using MATLAB.
C(viii). Compatibility with (U8).
The case cij = 0 is obvious. The case cij = −1 can be treated analogously to the above
verification of (U7). The verification for the cases cij = −2,−3 is more cumbersome and
can be performed as outlined in the verification of (U7). Our verification involved a simple
computation in MATLAB.
This completes our proof of Theorem 7.1.
Remark C.5. Theorem 7.1 admits the following straightforward generalization. For every
i ∈ I, pick two polynomials Z(1)i (z), Z(2)i (z) in z−1 such that Zi(z) = Z(1)i (z)Z(2)i (z). There is
a unique C(v)[z±11 , . . . , z
±1
N ]-algebra homomorphism U
ad
0,µ[z
±1
1 , . . . , z
±1
N ] → A˜vfrac[z±11 , . . . , z±1N ],
such that
ei(z) 7→ −vi
1− v2i
ai∏
t=1
wi,t
∏
j→i
aj∏
t=1
w
cji/2
j,t ·
ai∑
r=1
δ
(wi,r
z
) Z(1)i (wi,r)
Wi,r(wi,r)
∏
j→i
−cji∏
p=1
Wj(v
−cji−2p
j z)D
−1
i,r ,
fi(z) 7→ 1
1− v2i
∏
j←i
aj∏
t=1
w
cji/2
j,t ·
ai∑
r=1
δ
(
v2iwi,r
z
)
Z
(2)
i (v
2
iwi,r)
Wi,r(wi,r)
∏
j←i
−cji∏
p=1
Wj(v
−cji−2p
j z)Di,r,
ψ±i (z) 7→ Ψi(z)±, (φ+i )±1 7→
ai∏
t=1
w
±1/2
i,t , (φ
−
i )
±1 7→ (−vi)∓ai
ai∏
t=1
w
∓1/2
i,t .
Appendix D. Proof of Theorem 10.6
Due to Theorem 5.5, it suffices to check that the assignment ∆ of Theorem 10.6 preserves
defining relations (Û1–Û6, Û9). To simplify our exposition, we will assume that b1, b2 < 0,
while the case when one of them is zero is left to the interested reader (note that the case
b1 = b2 = 0 has been treated in Remark 10.5). We will also work with h¯±1 := [2]−1v h±1 instead
of h±1, so that [h¯±1, er] = er±1, [h¯±1, fr] = −fr±1.
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D(i). Compatibility with (Û1).
The equalities ∆((ψ+0 )
±1)∆((ψ+0 )
∓1) = 1 and ∆((ψ−b )
±1)∆((ψ−b )
∓1) = 1 follow immediately
from relation (Û1) for both Usc0,b1 and U
sc
0,b2
.
The commutativity of ∆((ψ+0 )
±1),∆((ψ−b )
±1) between themselves and with each of ∆(h¯±1)
is due to relations (Û1, Û4, Û5) for both Usc0,b1 and U
sc
0,b2
.
It remains to prove [∆(h¯1),∆(h¯−1)] = 0. The LHS is equal to
[h¯1⊗1+1⊗h¯1−(v−v−1)e0⊗f1, h¯−1⊗1+1⊗h¯−1+(v−v−1)e−1⊗f0] = (v−v−1)(e0⊗f0−e−1⊗
f1+e−1⊗f1−e0⊗f0)−(v−v−1)2[e0⊗f1, e−1⊗f0] = −(v−v−1)2(e0e−1⊗f1f0−e−1e0⊗f0f1) =
0.
Here we used (Û1, Û4, Û5) for both Usc0,b1 ,U
sc
0,b2
in the first equality, while the second equality
follows from e0e−1 = v2e−1e0, f1f0 = v−2f0f1, due to (Û2) for Usc0,b1 and (Û3) for U
sc
0,b2
.
D(ii). Compatibility with (Û2).
We need to prove [∆(er+1),∆(es)]v2 + [∆(es+1),∆(er)]v2 = 0 for b2 − 1 ≤ r, s ≤ −1.
◦ Case b2− 1 < r, s < −1. Then, [∆(er+1),∆(es)]v2 + [∆(es+1),∆(er)]v2 = 1⊗ ([er+1, es]v2 +
[es+1, er]v2) = 0 as the second term is zero in Usc0,b2 by (Û2).
◦ Case r = s = b2 − 1. It suffices to show that [∆(eb2),∆(eb2−1)]v2 = 0, which follows from
[∆(eb2),∆(eb2−1)]v2 = [1⊗eb2 , e−1⊗ψ−b2+1⊗eb2−1]v2 = e−1⊗[eb2 , ψ−b2 ]v2+1⊗[eb2 , eb2−1]v2 = 0.
The last equality follows from [eb2 , ψ
−
b2
]v2 = 0 and [eb2 , eb2−1]v2 = 0 in Usc0,b2 , due to (Û2) and
(Û4), respectively.
◦ Case r = b2 − 1, b2 − 1 < s < −1. Then, [∆(eb2),∆(es)]v2 + [∆(es+1),∆(eb2−1)]v2 =
1⊗ ([eb2 , es]v2 + [es+1, eb2−1]v2) + e−1⊗ [es+1, ψ−b2 ]v2 = 0. The last equality follows again from
(Û2) and (Û4) for Usc0,b2 .
◦ Case r = b2−1, s = −1. Then [∆(eb2),∆(e−1)]v2 = 1⊗[eb2 , e−1]v2 and [∆(e0),∆(eb2−1)]v2 =
[e0 ⊗ ψ+0 + 1⊗ e0, e−1 ⊗ ψ−b2 + 1⊗ eb2−1]v2 = e0 ⊗ [ψ+0 , eb2−1]v2 + [e0, e−1]v2 ⊗ ψ+0 ψ−b2 + e−1 ⊗
[e0, ψ
−
b2
]v2 + 1 ⊗ [e0, eb2−1]v2 = 1 ⊗ [e0, eb2−1]v2 as the first three terms are zero, due to (Û2)
for Usc0,b1 and (Û4) for U
sc
0,b2
. The result follows from (Û2) for Usc0,b2 .
◦ Case r = s = −1. It suffices to show that [∆(e0),∆(e−1)]v2 = 0, which follows from
[∆(e0),∆(e−1)]v2 = [e0 ⊗ψ+0 + 1⊗ e0, 1⊗ e−1]v2 = e0 ⊗ [ψ+0 , e−1]v2 + 1⊗ [e0, e−1]v2 = 0. The
last equality follows again from relations (Û2, Û4) for the algebra Usc0,b2 .
◦ Case r = −1, b2 − 1 < s < −1. Then, [∆(e0),∆(es)]v2 = [e0 ⊗ ψ+0 + 1 ⊗ e0, 1 ⊗ es]v2 =
1 ⊗ [e0, es]v2 , while [∆(es+1),∆(e−1)]v2 = 1 ⊗ [es+1, e−1]v2 . The sum of these two terms is
zero, due to (Û2) for Usc0,b2 .
D(iii). Compatibility with (Û3).
We need to prove [∆(fr),∆(fs+1)]v2 + [∆(fs),∆(fr+1)]v2 = 0 for b1 ≤ r, s ≤ 0.
◦ Case b1 < r, s < 0. Then, [∆(fr),∆(fs+1)]v2 + [∆(fs),∆(fr+1)]v2 = ([fr, fs+1]v2 +
[fs, fr+1]v2)⊗ 1 = 0 as the first term is zero in Usc0,b1 by (Û3).
◦ Case r = s = b1. It suffices to show that [∆(fb1),∆(f1+b1)]v2 = 0, which follows from
[∆(fb1),∆(f1+b1)]v2 = [fb1⊗1+ψ−b1⊗f0, f1+b1⊗1]v2 = [fb1 , f1+b1 ]v2⊗1+[ψ−b1 , f1+b1 ]v2⊗f0 = 0.
The last equality follows from [fb1 , f1+b1 ]v2 = 0 = [ψ
−
b1
, f1+b1 ]v2 , due to (Û3, Û5) for Usc0,b1 .
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◦ Case r = b1 < s < 0. Then, [∆(fs),∆(f1+b1)]v2 = [fs, f1+b1 ]v2⊗1 and [∆(fb1),∆(fs+1)]v2 =
[fb1 , fs+1]v2 ⊗ 1 as [ψ−b1 , fs+1]v2 = 0 in Usc0,b1 by (Û5). It remains to use (Û3) for Usc0,b1 .
◦ Case r = b1, s = 0. Then [∆(fb1),∆(f1)]v2 = [fb1 , f1]v2 ⊗ 1 + [fb1 , ψ+0 ]v2 ⊗ f1 + [ψ−b1 , f1]v2 ⊗
f0+ψ
−
b1
ψ+0 ⊗[f0, f1]v2 , and [∆(f0),∆(f1+b1)]v2 = [f0, f1+b1 ]v2⊗1. It remains to use [fb1 , f1]v2+
[f0, f1+b1 ]v2 = [fb1 , ψ
+
0 ]v2 = [ψ
−
b1
, f1]v2 = 0 in Usc0,b1 , due (Û3) and (Û5), and [f0, f1]v2 = 0 in
Usc0,b2 , due to (Û3).
◦ Case r = s = 0. It suffices to show that [∆(f0),∆(f1)]v2 = 0, which follows from
[∆(f0),∆(f1)]v2 = [f0 ⊗ 1, f1 ⊗ 1 + ψ+0 ⊗ f1]v2 = [f0, f1]v2 ⊗ 1 + [f0, ψ+0 ]v2 ⊗ f1 = 0, due
to (Û3, Û5) for Usc0,b1 .
◦ Case r = 0, b1 < s < 0. Then [∆(f0),∆(fs+1)]v2 = [f0, fs+1]v2 ⊗ 1, and [∆(fs),∆(f1)]v2 =
[fs⊗ 1, f1⊗ 1 +ψ+0 ⊗ f1]v2 = [fs, f1]v2 ⊗ 1 + [fs, ψ+0 ]v2 ⊗ f1. It remains to apply the equalities
[f0, fs+1]v2 + [fs, f1]v2 = 0 and [fs, ψ
+
0 ]v2 = 0 in U
sc
0,b1
, due to (Û3) and (Û5).
D(iv). Compatibility with (Û4).
The equalities ∆(ψ+0 )∆(er) = v
2∆(er)∆(ψ
+
0 ) and ∆(ψ
−
b )∆(er) = v
−2∆(er)∆(ψ−b ) for b2−
1 ≤ r ≤ 0 are obvious, due to relations (Û1) and (Û4) for Usc0,b1 ,Usc0,b2 .
Let us now verify the equality [∆(h¯1),∆(er)] = ∆(er+1) for b2 − 1 ≤ r ≤ −1.
◦ Case b2 ≤ r ≤ −2. We have [∆(h¯1),∆(er)] = [h¯1 ⊗ 1 + 1⊗ h¯1 − (v − v−1)e0 ⊗ f1, 1⊗ er] =
1⊗ er+1 − (v − v−1)e0 ⊗ [f1, er] = 1⊗ er+1 = ∆(er+1), due to (Û4, Û6) for Usc0,b2 .
◦ Case r = −1. As above, we get [∆(h¯1),∆(e−1)] = [h¯1⊗1+1⊗h¯1−(v−v−1)e0⊗f1, 1⊗e−1] =
1⊗ e0 − (v − v−1)e0 ⊗ [f1, e−1] = 1⊗ e0 + (v − v−1)e0 ⊗ ψ
+
0
v−v−1 = ∆(e0).
◦ Case r = b2−1. We have [∆(h¯1),∆(eb2−1)] = [h¯1⊗1+1⊗ h¯1− (v−v−1)e0⊗f1, e−1⊗ψ−b2 +
1⊗eb2−1] = e0⊗ψ−b2 +1⊗eb2−e0⊗ψ−b2−(v−v−1)[e0⊗f1, e−1⊗ψ−b2 ] = 1⊗eb2 = ∆(eb2), where
we used [e0⊗f1, e−1⊗ψ−b2 ] = 0 as e0e−1 = v2e−1e0 in Usc0,b1 , due to (Û2), and ψ−b2f1 = v2f1ψ−b2
in Usc0,b2 , due to (Û5).
Let us now verify the equality [∆(h¯−1),∆(er)] = ∆(er−1) for b2 ≤ r ≤ 0.
◦ Case b2 < r < 0. We have [∆(h¯−1),∆(er)] = [h¯−1⊗1+1⊗ h¯−1 +(v−v−1)e−1⊗f0, 1⊗er] =
1⊗ er−1 + (v − v−1)e−1 ⊗ [f0, er] = 1⊗ er−1 = ∆(er−1), due to (Û4, Û6) for Usc0,b2 .
◦ Case r = 0. We have [∆(h¯−1),∆(e0)] = [h¯−1⊗1+1⊗h¯−1+(v−v−1)e−1⊗f0, e0⊗ψ+0 +1⊗e0] =
e−1⊗ψ+0 +1⊗e−1+(v−v−1)e−1⊗[f0, e0]+(v−v−1)[e−1⊗f0, e0⊗ψ+0 ] = 1⊗e−1 = ∆(e−1), where
we used [e−1⊗ f0, e0⊗ψ+0 ] = 0 as e0e−1 = v2e0e−1 in Usc0,b1 , due to (Û2), and f0ψ+0 = v2ψ+0 f0
in Usc0,b2 , due to (Û5).
◦ Case r = b2. We have [∆(h¯−1),∆(eb2)] = [h¯−1⊗ 1 + 1⊗ h¯−1 + (v− v−1)e−1⊗ f0, 1⊗ eb2 ] =
1⊗ eb2−1 + (v − v−1)e−1 ⊗
ψ−b2
v−v−1 = ∆(eb2−1), due to (Û4, Û6) for U
sc
0,b2
.
98 MICHAEL FINKELBERG AND ALEXANDER TSYMBALIUK
D(v). Compatibility with (Û5).
The equalities ∆(ψ+0 )∆(fr) = v
−2∆(fr)∆(ψ+0 ) and ∆(ψ
−
b )∆(fr) = v
2∆(fr)∆(ψ
−
b ) for
b1 ≤ r ≤ 1 are obvious, due to relations (Û1) and (Û5) for Usc0,b1 ,Usc0,b2 .
Let us now verify the equality [∆(h¯1),∆(fr)] = −∆(fr+1) for b1 ≤ r ≤ 0.
◦ Case b1 < r < 0. We have [∆(h¯1),∆(fr)] = [h¯1 ⊗ 1 + 1 ⊗ h¯1 − (v − v−1)e0 ⊗ f1, fr ⊗ 1] =
−fr+1 ⊗ 1− (v − v−1)[e0, fr]⊗ f1 = −fr+1 ⊗ 1 = −∆(fr+1), due to (Û5, Û6) for Usc0,b1 .
◦ Case r = 0. As above, we get [∆(h¯1),∆(f0)] = [h¯1⊗ 1 + 1⊗ h¯1− (v−v−1)e0⊗ f1, f0⊗ 1] =
−f1 ⊗ 1− (v − v−1)[e0, f0]⊗ f1 = −f1 ⊗ 1− ψ+0 ⊗ f1 = −∆(f1).
◦ Case r = b1. We have [∆(h¯1),∆(fb1)] = [h¯1⊗1+1⊗h¯1−(v−v−1)e0⊗f1, fb1⊗1+ψ−b1⊗f0] =
−f1+b1⊗1−ψ−b1⊗f1 +ψ−b1⊗f1− (v−v−1)[e0⊗f1, ψ−b1⊗f0] = −f1+b1⊗1 = −∆(f1+b1), where
we used [e0⊗ f1, ψ−b1 ⊗ f0] = 0 as f1f0 = v−2f0f1 in Usc0,b2 , due to (Û3), and ψ−b1e0 = v−2e0ψ−b1
in Usc0,b1 , due to (Û4).
Let us now verify the equality [∆(h¯−1),∆(fr)] = −∆(fr−1) for 1 + b1 ≤ r ≤ 1.
◦ Case 1+b1 < r < 1. We have [∆(h¯−1),∆(fr)] = [h¯−1⊗1+1⊗h¯−1+(v−v−1)e−1⊗f0, fr⊗1] =
−fr−1 ⊗ 1 + (v − v−1)[e−1, fr]⊗ f0 = −fr−1 ⊗ 1 = −∆(fr−1), due to (Û5, Û6) for Usc0,b1 .
◦ Case r = 1. We have [∆(h¯−1),∆(f1)] = [h¯−1⊗1+1⊗h¯−1+(v−v−1)e−1⊗f0, f1⊗1+ψ+0 ⊗f1] =
−f0 ⊗ 1− ψ+0 ⊗ f0 + ψ+0 ⊗ f0 + (v − v−1)[e−1 ⊗ f0, ψ+0 ⊗ f1] = −f0 ⊗ 1 = −∆(f0), where we
used [e−1 ⊗ f0, ψ+0 ⊗ f1] = 0 as f0f1 = v2f1f0 in Usc0,b2 and ψ+0 e−1 = v2e−1ψ+0 in Usc0,b1 .
◦ Case r = 1+b1. We have [∆(h¯−1),∆(f1+b1)] = [h¯−1⊗1+1⊗h¯−1 +(v−v−1)e−1⊗f0, f1+b1⊗
1] = −fb1 ⊗ 1− ψ−b1 ⊗ f0 = −∆(fb1), due to (Û5, Û6) for Usc0,b1 .
D(vi). Compatibility with (Û6).
◦ Case b2 ≤ r < 0, b1 < s ≤ 0. The equality [∆(er),∆(fs)] = 0 is obvious.
◦ Case r = s = 0. We need to prove [∆(e0),∆(f0)] = 1v−v−1∆(ψ+0 ). This follows from
[∆(e0),∆(f0)] = [e0 ⊗ ψ+0 + 1⊗ e0, f0 ⊗ 1] = [e0, f0]⊗ ψ+0 = ψ
+
0 ⊗ψ+0
v−v−1 =
∆(ψ+0 )
v−v−1 , due to (Û6) for
Usc0,b1 .
◦ Case r = 0, s = 1. We need to prove [∆b1,b2(e0),∆b1,b2(f1)] = ∆b1,b2(ψ+0 )∆b1,b2(h1). This
can be easily deduced from the unshifted case b1 = b2 = 0 by applying Remark 10.7. Indeed,
[∆b1,b2(e0),∆b1,b2(f1)] = [
+
b1,0
⊗ +0,b2(∆(e0)), +b1,0 ⊗ +0,b2(∆(f1))] = +b1,0 ⊗ +0,b2(∆([e0, f1])) =
+b1,0⊗ +0,b2(∆(ψ+0 )∆(h1)) = ∆b1,b2(ψ+0 )∆b1,b2(h1), where the subscripts in ∆b1,b2 are used this
time to distinguish it from the Drinfeld-Jimbo coproduct ∆.
◦ Case r = 0, b1 < s < 0. We need to prove [∆(e0),∆(fs)] = 0. This follows from
[∆(e0),∆(fs)] = [e0 ⊗ ψ+0 + 1⊗ e0, fs ⊗ 1] = [e0, fs]⊗ ψ+0 = 0 as [e0, fs] = 0 in Usc0,b1 by (Û6).
◦ Case r = 0, s = b1. We need to prove [∆(e0),∆(fb1)] = 0. This follows from [∆(e0),∆(fb1)] =
[e0⊗ψ+0 + 1⊗ e0, fb1 ⊗ 1 +ψ−b1 ⊗ f0] = [e0, fb1 ]⊗ψ+0 +ψ−b1 ⊗ [e0, f0] = −
ψ−b1⊗ψ
+
0
v−v−1 +
ψ−b1⊗ψ
+
0
v−v−1 = 0,
where we used [e0⊗ψ+0 , ψ−b1⊗f0] = 0 as ψ+0 f0 = v−2f0ψ+0 in Usc0,b2 , ψ−b1e0 = v−2e0ψ−b1 in Usc0,b1 .
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◦ Case r = −1, s = 1. We need to prove [∆(e−1),∆(f1)] = 1v−v−1∆(ψ+0 ). This follows from
[∆(e−1),∆(f1)] = [1⊗ e−1, f1⊗ 1 +ψ+0 ⊗ f1] = ψ+0 ⊗ [e−1, f1] = ψ
+
0 ⊗ψ+0
v−v−1 =
∆(ψ+0 )
v−v−1 , due to (Û6)
for Usc0,b2 .
◦ Case b2 ≤ r < −1, s = 1. We need to prove [∆(er),∆(f1)] = 0. This follows from
[∆(er),∆(f1)] = [1⊗ er, f1 ⊗ 1 + ψ+0 ⊗ f1] = ψ+0 ⊗ [er, f1] = 0 as [er, f1] = 0 in Usc0,b2 by (Û6).
◦ Case r = b2 − 1, s = 1. We need to prove [∆(eb2−1),∆(f1)] = 0. This follows from
[∆(eb2−1),∆(f1)] = [e−1⊗ψ−b2 +1⊗eb2−1, f1⊗1+ψ+0 ⊗f1] = [e−1, f1]⊗ψ−b2 +ψ+0 ⊗ [eb2−1, f1]+
[e−1 ⊗ ψ−b2 , ψ+0 ⊗ f1] =
ψ+0 ⊗ψ−b2
v−v−1 −
ψ+0 ⊗ψ−b2
v−v−1 = 0. Here we used [e−1 ⊗ ψ−b2 , ψ+0 ⊗ f1] = 0 as
ψ−b2f1 = v
2f1ψ
−
b2
in Usc0,b2 , due to (Û5), and ψ
+
0 e−1 = v
2e−1ψ+0 in U
sc
0,b1
, due to (Û4).
◦ Case r = b2 − 1, s = b1. The proof of [∆b1,b2(eb2−1),∆b1,b2(fb1)] = ∆b1,b2(ψ−b )∆b1,b2(h−1)
can be deduced by applying Remark 10.7 analogously to the case r = 0, s = 1. Indeed,
[∆b1,b2(eb2−1),∆b1,b2(fb1)] = [
−
b1,0
⊗−0,b2(∆(e−1)), −b1,0⊗−0,b2(∆(f0))] = −b1,0⊗−0,b2(∆([e−1, f0]))
= −b1,0 ⊗ −0,b2(∆(ψ−0 )∆(h−1)) = ∆b1,b2(ψ−b )∆b1,b2(h−1).
◦ Case r = b2, s = b1. We need to prove [∆(eb2),∆(fb1)] = − 1v−v−1∆(ψ−b ). This follows from
[∆(eb2),∆(fb1)] = [1 ⊗ eb2 , fb1 ⊗ 1 + ψ−b1 ⊗ f0] = ψ−b1 ⊗ [eb2 , f0] = −
ψ−b1⊗ψ
−
b2
v−v−1 = −
∆(ψ−b )
v−v−1 , due
to (Û6) for Usc0,b2 .
◦ Case b2 < r < 0, s = b1. We need to prove [∆(er),∆(fb1)] = 0. This follows from
[∆(er),∆(fb1)] = [1⊗ er, fb1 ⊗1 +ψ−b1 ⊗f0] = ψ−b1 ⊗ [er, f0] = 0 as [er, f0] = 0 in Usc0,b2 by (Û6).
◦ Case r = b2 − 1, 1 + b1 < s ≤ 0. We need to prove [∆(eb2−1),∆(fs)] = 0. This follows from
[∆(eb2−1),∆(fs)] = [e−1⊗ψ−b2 + 1⊗ eb2−1, fs⊗1] = [e−1, fs]⊗ψ−b2 = 0 as [e−1, fs] = 0 in Usc0,b1 .
◦ Case r = b2 − 1, s = 1 + b1. We need to prove [∆(eb2−1),∆(f1+b1)] = − 1v−v−1∆(ψ−b ). This
follows from [∆(eb2−1),∆(f1+b1)] = [e−1 ⊗ ψ−b2 + 1 ⊗ eb2−1, f1+b1 ⊗ 1] = [e−1, f1+b1 ] ⊗ ψ−b2 =
−ψ
−
b1
⊗ψ−b2
v−v−1 = −
∆(ψ−b )
v−v−1 , due to (Û6) for U
sc
0,b1
.
D(vii). Compatibility with (Û9).
Applying Remark 10.7 as we did above, we see that the equalities
[∆(h1), [∆(f1), [∆(h1),∆(e0)]]] = 0 and [∆(h−1), [∆(eb2−1), [∆(h−1),∆(fb1)]]] = 0
follow from the equalities [h1, [f1, [h1, e0]]] = [2]v · [h1, [f1, e1]] = [2]v · [h1, −ψ
+
2
v−v−1 ] = 0 in U
+
v
and [h−1, [e−1, [h−1, f0]]] = −[2]v · [h−1, [e−1, f−1]] = [2]v · [h−1, ψ
−
−2
v−v−1 ] = 0 in U
−
v , respectively.
This completes our proof of Theorem 10.6.
Appendix E. Proof of Lemma 10.10(b)
E(i). PBW property for Usc0,n.
For Usc0,n, the simply-connected shifted quantum affine algebra of sl2, define the PBW vari-
ables to be {es}s∈Z ∪ {fs}s∈Z ∪ {ψ+r }r>0 ∪ {ψ−n−r}r>0 ∪ {(ψ+0 )±1} ∪ {(ψ−n )±1}. We order the
elements in each group according to the decreasing order of s, r. Any expression of the form
es+1
· · · es+a fs−1 · · · fs−b ψ
+
r+1
· · ·ψ+
r+
c+
ψ−
r−1
· · ·ψ−
r−
c−
(ψ+0 )
γ+(ψ−n )
γ−
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with s+1 ≥ · · · ≥ s+a , s−1 ≥ · · · ≥ s−b , r+1 ≥ · · · ≥ r+c+ > 0, r−1 ≤ · · · ≤ r−c− < n, γ± ∈
Z, a, b, c± ∈ N, will be referred to as the ordered monomial in the PBW variables.
The following result is easy to check using defining relations (U1–U6).
Lemma E.1. The algebra Usc0,n is spanned by the ordered monomials in the PBW variables.
The key result of this section is a refinement of the previous statement.
Theorem E.2. For any n ∈ Z, the algebra Usc0,n satisfies the PBW property, that is, the set
of the ordered monomials in the PBW variables forms a C(v)-basis of Usc0,n.
E(ii). Proof of Theorem E.2.
We will prove this result in four steps.
Step 1: Reduction to U˜sc0,n.
Consider the associative C(v)-algebra U˜sc0,n, defined in the same way as Usc0,n but without
the generators (ψ+0 )
−1, (ψ−n )−1. Note that Usc0,n is the localization of U˜sc0,n by the multiplicative
set generated by ψ+0 , ψ
−
n . Since these generators are among the PBW variables, the PBW
property for Usc0,n follows from the PBW property for U˜sc0,n.
Step 2: PBW property for U˜sc0,0.
It is well-known that the algebra Uv(Lsl2) satisfies the PBW property with the PBW
variables chosen as {es}s∈Z ∪ {fs}s∈Z ∪ {ψ+r }r>0 ∪ {ψ−−r}r>0 ∪ {(ψ+0 )±1}. Here the elements
in each group are ordered according to the decreasing order of r, s.
Lemma E.3. There is an embedding of algebras U˜sc0,0 ↪→ Uv(Lsl2)⊗C(v) C(v)[t], such that
es 7→ es ⊗ t, fs 7→ fs ⊗ 1, ψ±±r 7→ ψ±±r ⊗ t.
Proof. The above assignment obviously preserves all the defining relations of U˜sc0,0. Hence, it
gives rise to a homomorphism U˜sc0,0 → Uv(Lsl2)⊗C(v) C(v)[t].
To prove the injectivity of this homomorphism, let us first note that U˜sc0,0 is spanned by
the ordered monomials in the PBW variables, cf. Lemma E.1. The above homomorphism
maps these monomials to a subset of the basis for Uv(Lsl2)⊗C(v) C(v)[t], where we used the
PBW property for Uv(Lsl2). Hence, the ordered monomials in the PBW variable for U˜sc0,0 are
linearly independent and the above homomorphism is injective. 
Our proof of Lemma E.3 implies the PBW property for U˜sc0,0.
Step 3: PBW property for U˜sc0,n, n < 0.
For n < 0, the algebra U˜sc0,n is obviously a quotient of U˜sc0,0 by the 2-sided ideal
In := 〈ψ−0 , ψ−−1, . . . , ψ−1+n〉2−sided.
Let I ln be the left ideal generated by the same elements
I ln := 〈ψ−0 , ψ−−1, . . . , ψ−1+n〉left.
Lemma E.4. We have I ln = In.
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Proof. It suffices to show that I ln is also a right ideal. According to (U4), we have
ψ−−res = v
−2ψ−−r+1es−1 − es−1ψ−−r+1 + v−2esψ−−r, ψ−0 es = v−2esψ−0 ,
so that the right multiplication by es preserves I ln. Similarly for fs (need to apply (U5)), while
for ψ+r , ψ
−
−r this is obvious. These elements generate U˜sc0,0, hence, the claim. 
Combining the PBW property for U˜sc0,0 (established in Step 2) with Lemma E.4 and U˜sc0,n '
U˜sc0,0/In, we get the PBW property for U˜sc0,n.
Step 4: PBW property for U˜sc0,n, n > 0.
The proof proceeds by induction in n. We assume that the PBW property holds for U˜sc0,m
with m < n and want to deduce the PBW property for U˜sc0,n. Consider the homomorphism
ι˜n,−1,0 : U˜sc0,n → U˜sc0,n−1 defined analogously to ιn,−1,0 of Proposition 10.9. Explicitly,
ι˜n,−1,0 : es 7→ es − es−1, fs 7→ fs, ψ+r 7→ ψ+r − ψ+r−1, ψ−r 7→ ψ−r − ψ−r−1,
where we set ψ+−1 := 0, ψ
−
n := 0 in the right-hand sides. The image of an ordered monomial
in the PBW variables for U˜sc0,n under ι˜n,−1,0 is a linear combination of the same ordered
monomial in the PBW variables for U˜sc0,n−1 with all ψ−r replaced by (−ψ−r−1), called the leading
monomial, and several other (not necessarily ordered) monomials in the PBW variables. Based
on the equality eses−1 = v2es−1es (s ∈ Z), we see that rewriting these extra monomials as
linear combinations of the ordered monomials in the PBW variables, all of them are actually
lexicographically smaller than the leading monomial. Hence, the PBW property for U˜sc0,n−1
implies the PBW property for U˜sc0,n. Moreover, we immediately get the injectivity of ι˜n,−1,0.
This completes our proof of Theorem E.2.
E(iii). Proof of Lemma 10.10(b).
Now we are ready to prove Lemma 10.10(b). Due to Lemma 10.10(a), it suffices to verify the
injectivity of the homomorphisms ιn,−1,0 and ιn,0,−1. The former follows from the injectivity
of ι˜n,−1,0 from Step 4 above, while the latter can be deduced in the same way.
Appendix F. Proof of Theorem 10.11
The proof of Theorem 10.11 proceeds in three steps. First, we construct ∆b1,b2 (this con-
struction depends on a choice of sufficiently small m1,m2 ≤ 0). Then, we verify that this
construction is independent of the choice made. Finally, we prove the commutativity of the
diagram of Theorem 10.11 for any m1,m2 ∈ Z≤0.
F(i). Construction of ∆b1,b2.
Fix any m1,m2 ∈ Z≤0 such that b1 +m1, b2 +m2 ∈ Z≤0. Consider the diagram
Usc0,b
Usc0,b+m1+m2
Usc0,b1 ⊗ Usc0,b2
Usc0,b1+m1 ⊗ Usc0,b2+m2-
? ?
∆ = ∆b1+m1,b2+m2
ιb,m2,m1 ιb1,0,m1 ⊗ ιb2,m2,0
102 MICHAEL FINKELBERG AND ALEXANDER TSYMBALIUK
where the bottom horizontal arrow ∆ = ∆b1+m1,b2+m2 is defined in Theorem 10.6. Since the
homomorphisms ιb,m2,m1 and ιb1,0,m1⊗ ιb2,m2,0 are injective, the homomorphism ∆b1+m1,b2+m2
gives rise to a uniquely determined homomorphism ∆b1,b2 making the above diagram commu-
tative as far as we can prove
∆(ιb,m2,m1(U
sc
0,b)) ⊂ (ιb1,0,m1 ⊗ ιb2,m2,0)(Usc0,b1 ⊗ Usc0,b2). (♦)
As before, we use Usc,>0,b′ ,U
sc,≥
0,b′ ,U
sc,<
0,b′ ,U
sc,≤
0,b′ to denote the C(v)-subalgebras of U
sc
0,b′ generated
by {er}, {er, ψ±±s±}, {fr}, {fr, ψ±±s±}, respectively. For r ∈ Z, we claim that
∆(er) ∈ 1⊗ er + Usc,>0,b1+m1 ⊗ U
sc,≤
0,b2+m2
, ∆(fr) ∈ fr ⊗ 1 + Usc,≥0,b1+m1 ⊗ U
sc,<
0,b2+m2
. (1)
This follows by combining iteratively the formulas for ∆(e−1),∆(f0),∆(h±1) with the relations
[h±1, er] = [2]v · er±1, [h±1, fr] = −[2]v · fr±1. We also note that
U
sc,≥
0,b1
⊗ Usc,≤0,b2 ⊂ (ιb1,0,m1 ⊗ ιb2,m2,0)(Usc0,b1 ⊗ Usc0,b2). (2)
According to (1), we get
∆(ιb,m2,m1(er)) ∈ 1⊗
−m2∑
s=0
(−1)s
(−m2
s
)
er−s + U
sc,>
0,b1+m1
⊗ Usc,≤0,b2+m2 .
The right-hand side is an element of (ιb1,0,m1 ⊗ ιb2,m2,0)(Usc0,b1 ⊗ Usc0,b2), due to (2) and the
equality 1⊗∑−m2s=0 (−1)s(−m2s )er−s = (ιb1,0,m1 ⊗ ιb2,m2,0)(1⊗ er). Likewise,
∆(ιb,m2,m1(fr)) ∈
−m1∑
s=0
(−1)s
(−m1
s
)
fr−s ⊗ 1 + Usc,≥0,b1+m1 ⊗ U
sc,<
0,b2+m2
.
The right-hand side is an element of (ιb1,0,m1 ⊗ ιb2,m2,0)(Usc0,b1 ⊗ Usc0,b2), due to (2) and the
equality
∑−m1
s=0 (−1)s
(−m1
s
)
fr−s ⊗ 1 = (ιb1,0,m1 ⊗ ιb2,m2,0)(fr ⊗ 1). We also have
∆(ιb,m2,m1((ψ
+
0 )
±1)) = (ιb1,0,m1 ⊗ ιb2,m2,0)((ψ0)±1 ⊗ (ψ0)±1),
∆(ιb,m2,m1((ψ
−
b )
±1)) = (ιb1,0,m1 ⊗ ιb2,m2,0)((ψ−b1)±1 ⊗ (ψ−b2)±1).
Finally, combining the relations ψ+r = (v − v−1)[er, f0], ψ−b−r = (v−1 − v)[eb−r, f0] (r ∈ Z>0)
in Usc0,b+m1+m2 with (1) and (2), we get
∆(ψ+r ),∆(ψ
−
b−r) ∈ Usc,≥0,b1+m1 ⊗ U
sc,≤
0,b2+m2
⊂ (ιb1,0,m1 ⊗ ιb2,m2,0)(Usc0,b1 ⊗ Usc0,b2).
This completes our proof of (♦).
Therefore, we obtain the homomorphism ∆b1,b2 for the particular choice of m1,m2.
F(ii). Independence of the choice of m1,m2.
Let us now prove that the homomorphism ∆b1,b2 constructed above does not depend on the
choice of m1,m2. To this end, fix another pair m′1,m′2 ∈ Z≤0 such that b1 +m′1, b2 +m′2 ∈ Z≤0,
and set m = m1 +m2,m′ = m′1 +m′2.
Consider the following diagram:
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Usc0,b
Usc0,b+m
Usc0,b+m+m′
Usc0,b1 ⊗ Usc0,b2
Usc0,b1+m1 ⊗ Usc0,b2+m2
Usc0,b1+m1+m′1
⊗ Usc0,b2+m2+m′2
-
-
? ?
? ?
∆b1+m1+m′1,b2+m2+m′2
∆b1+m1,b2+m2
ιb+m,m′2,m′1
ιb,m2,m1 ιb1,0,m1 ⊗ ιb2,m2,0
ιb1+m1,0,m′1 ⊗ ιb2+m2,m′2,0
According to Lemma 10.10(a): ιb+m,m′2,m′1 ◦ ιb,m2,m1 = ιb,m2+m′2,m1+m′1 and (ιb1+m1,0,m′1 ⊗
ιb2+m2,m′2,0) ◦ (ιb1,0,m1 ⊗ ιb2,m2,0) = (ιb1,0,m1+m′1 ⊗ ιb2,m2+m′2,0). On the other hand, tracing
back the explicit formulas for ∆b1+m1,b2+m2 and ∆b1+m1+m′1,b2+m2+m′2 of Theorem 10.6, it is
easy to check that the lower square is commutative.
The above two observations imply that the maps ∆b1,b2 are the same for both (m1,m2) and
(m1 + m
′
1,m2 + m
′
2). Due to the symmetry, we also see that the maps ∆b1,b2 are the same
for both (m′1,m′2) and (m1 +m′1,m2 +m′2). Therefore, the maps ∆b1,b2 are the same for both
(m1,m2) and (m′1,m′2). This completes our verification.
F(iii). Commutativity of the diagram for any m1,m2 ∈ Z≤0.
It remains to prove the commutativity of the diagram of Theorem 10.11. To this end, choose
m′1,m′2 ∈ Z≤0 such that b1 +m1 +m′1, b2 +m2 +m′2 ∈ Z≤0. Consider a diagram analogous to
the previous one:
Usc0,b
Usc0,b+m
Usc0,b+m+m′
Usc0,b1 ⊗ Usc0,b2
Usc0,b1+m1 ⊗ Usc0,b2+m2
Usc0,b1+m1+m′1
⊗ Usc0,b2+m2+m′2
-
-
-
? ?
? ?
∆b1+m1+m′1,b2+m2+m′2
∆b1+m1,b2+m2
∆b1,b2
ιb+m,m′2,m′1
ιb,m2,m1 ιb1,0,m1 ⊗ ιb2,m2,0
ιb1+m1,0,m′1 ⊗ ιb2+m2,m′2,0
By our construction, the lower square is commutative. Applying Lemma 10.10(a) as in Sec-
tion F(ii), we also see that the outer square is commutative. Hence, the commutativity of the
top square follows from the injectivity of the homomorphism ιb1+m1,0,m′1 ⊗ ιb2+m2,m′2,0, due
to Lemma 10.10(b).
Appendix G. Proof of Theorem 10.14
The proof of Theorem 10.14 proceeds in several steps. First, we recall the RTT presentation
of Uv(Lsln), and derive the equalities of the right-hand sides of (10.19). Then, we compute the
RTT coproduct of certain elements g˜(±1)i from the RTT presentation, see Theorems G.26, G.36
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(this is the most technical part). This allows us to derive formulas (10.15) and (10.16). Based
on these, we deduce (10.17) and (10.18).
G(i). RTT presentation of Uv(Lsln).
Let Rtrig(z/w) ∈ End(Cn ⊗ Cn) be the standard trigonometric R-matrix of sln-type:
Rtrig(z/w) :=
n∑
i=1
Eii ⊗ Eii +
∑
1≤i 6=j≤n
z − w
vz − v−1wEii ⊗ Ejj+∑
1≤j<i≤n
(
(v − v−1)z
vz − v−1wEji ⊗ Eij +
(v − v−1)w
vz − v−1w Eij ⊗ Eji
) (G.1)
(for n = 2, this definition coincides with formula (11.3)).
Define the RTT algebra of sln, denoted by U rtt(sln), to be the associative C(v)-algebra
generated by {t±ij [±r]}r∈N1≤i,j≤n subject to the following defining relations:
t±ii [0]t
∓
ii [0] = 1 for 1 ≤ i ≤ n, t+ij [0] = t−ji[0] = 0 for j < i, (G.2)
Rtrig(z/w)(T
(z)⊗ 1)(1⊗ T ′(w)) = (1⊗ T ′(w))(T (z)⊗ 1)Rtrig(z/w), (G.3)
qdet T±(z) = 1, (G.4)
for all , ′ ∈ {±}, where the matrices T±(z) ∈ Matn×n(U rtt(sln)) are given by
T±(z) :=
n∑
i,j=1
T±ij (z) · Eij with T±ij (z) :=
∑
r≥0
t±ij [±r]z∓r,
and the quantum determinant qdet is defined in a standard way as
qdet T±(z) :=
∑
τ∈Sn
(−v)−l(τ)T±1,τ(1)(z)T±2,τ(2)(v−2z) · · ·T±n,τ(n)(v2−2nz)
(cf. Section 11(iv) and a footnote there).
Remark G.5. Let us point out right away that the RTT presentation of Uq(ĝln) (with a
nontrivial central charge), given in [DF, Definition 3.2], involves only three out four rela-
tions (G.3), namely for (, ′) = (+,+), (−,−), (−,+). However, as pointed out in [GM,
2.3], if the central charge is trivial, then the fourth relation for (, ′) = (+,−) is equiva-
lent to the one for (, ′) = (−,+). Indeed, in our notations, this follows from the equalities
Rtrig(z/w)
−1 = R′trig(z/w), PR
′
trig(w/z)P
−1 = Rtrig(z/w), where R′trig(z/w) is obtained from
Rtrig(z/w) by replacing v with v−1 and P ∈ End(Cn⊗Cn) denotes the permutation operator.
Note that T±(z) admits the following unique Gauss decomposition:
T±(z) = F˜±(z) · G˜±(z) · E˜±(z)
with F˜±(z), G˜±(z), E˜±(z) ∈ Matn×n(U rtt(sln)) of the form
F˜±(z) =
∑
i
Eii +
∑
j<i
f˜±ij (z) ·Eij , G˜±(z) =
∑
i
g˜±i (z) ·Eii, E˜±(z) =
∑
i
Eii +
∑
j<i
e˜±ji(z) ·Eji.
We endow U rtt(sln) with the coproduct structure (also known as the RTT coproduct) via
∆rtt : U rtt(sln) −→ U rtt(sln)⊗ U rtt(sln) given by ∆rtt(T±(z)) := T±(z)⊗ T±(z).
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Theorem G.6. [DF] There exists a unique C(v)-algebra isomorphism
Υ: Uadv (Lsln)
∼−→U rtt(sln),
such that
e±j (z) 7→
e˜±j,j+1(v
jz)
v − v−1 , f
±
j (z) 7→
f˜±j+1,j(v
jz)
v − v−1 ,
ψ±j (z) 7→ g˜±j+1(vjz)(g˜±j (vjz))−1, φ±j 7→ t∓11[0]t∓22[0] · · · t∓jj [0] for 1 ≤ j < n.
Moreover, this isomorphism intertwines the Drinfeld-Jimbo coproduct ∆ad on Uadv (Lsln) with
the RTT coproduct ∆rtt on U rtt(sln).
Remark G.7. Restricting Υ to Uv(Lsln), viewed as a Hopf subalgebra of Uadv (Lsln), we get
an embedding Uv(Lsln) ↪→ U rtt(sln). We will deliberately refer to U rtt(sln) as an RTT
presentation of both algebras Uv(Lsln) and Uadv (Lsln).
Let us express the matrix coefficients of F˜±(z), G˜±(z), E˜±(z) as Taylor series in z∓1:
e˜+ji(z) =
∑
r≥0 e˜
(r)
ji z
−r, e˜−ji(z) =
∑
r<0 e˜
(r)
ji z
−r, f˜+ij (z) =
∑
r>0 f˜
(r)
ij z
−r, f˜−ij (z) =
∑
r≤0 f˜
(r)
ij z
−r,
g˜±i (z) = g˜
±
i +
∑
r>0 g˜
(±r)
i z
∓r. According to Theorem G.6, we have
Υ−1(e˜(0)j,j+1) = (v − v−1)ej,0, Υ−1(f˜ (0)j+1,j) = −(v − v−1)fj,0,
Υ−1(e˜(−1)j,j+1) = −v−j(v − v−1)ej,−1,Υ−1(f˜ (1)j+1,j) = vj(v − v−1)fj,1.
(G.8)
The following is the key technical result of this subsection.
Proposition G.9. For any 1 ≤ j < k < i ≤ n, we have:
(a) e˜(0)ji =
1
v−v−1 [e˜
(0)
ki , e˜
(0)
jk ]v−1.
(b) f˜ (0)ij =
−1
v−v−1 [f˜
(0)
kj , f˜
(0)
ik ]v.
(c) e˜(−1)ji =
1
v−v−1 [e˜
(0)
ki , e˜
(−1)
jk ]v−1.
(d) f˜ (1)ij =
−1
v−v−1 [f˜
(1)
kj , f˜
(0)
ik ]v.
Proof. (a) Comparing the matrix coefficients 〈vj⊗ vk| · · · |vk⊗ vi〉 of both sides of the equality
Rtrig(z/w)(T
+(z)⊗ 1)(1⊗ T+(w)) = (1⊗ T+(w))(T+(z)⊗ 1)Rtrig(z/w), we get
(z−w)T+jk(z)T+ki(w)+(v−v−1)zT+kk(z)T+ji (w) = (z−w)T+ki(w)T+jk(z)+(v−v−1)wT+kk(w)T+ji (z).
Evaluating the coefficients of z1w0 in both sides of this equality, we find
g˜+j e˜
(0)
jk g˜
+
k e˜
(0)
ki + (v − v−1)g˜+k g˜+j e˜(0)ji = g˜+k e˜(0)ki g˜+j e˜(0)jk .
Combining this with Lemma G.12 below, we obtain
(v − v−1)g˜+k g˜+j e˜(0)ji = g˜+k g˜+j [e˜(0)ki , e˜(0)jk ]v−1 =⇒ e˜(0)ji = [e˜(0)ki , e˜(0)jk ]v−1/(v − v−1).
(b) Comparing the matrix coefficients 〈vi ⊗ vk| · · · |vk ⊗ vj〉 of both sides of the equality
Rtrig(z/w)(T
−(z)⊗ 1)(1⊗ T−(w)) = (1⊗ T−(w))(T−(z)⊗ 1)Rtrig(z/w), we get
(z−w)T−ik (z)T−kj(w)+(v−v−1)wT−kk(z)T−ij (w) = (z−w)T−kj(w)T−ik (z)+(v−v−1)zT−kk(w)T−ij (z).
Evaluating the coefficients of z0w1 in both sides of this equality, we find
−f˜ (0)ik g˜−k f˜ (0)kj g˜−j + (v − v−1)g˜−k f˜ (0)ij g˜−j = −f˜ (0)kj g˜−j f˜ (0)ik g˜−k .
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Combining this with Lemma G.12 below, we obtain
−(v − v−1)f˜ (0)ij g˜−k g˜−j = [f˜ (0)kj , f˜ (0)ik ]v · g˜−k g˜−j =⇒ f˜ (0)ij = −[f˜ (0)kj , f˜ (0)ik ]v/(v − v−1).
(c) Comparing the matrix coefficients 〈vk ⊗ vj | · · · |vi ⊗ vk〉 of both sides of the equality
Rtrig(z/w)(T
+(z)⊗ 1)(1⊗ T−(w)) = (1⊗ T−(w))(T+(z)⊗ 1)Rtrig(z/w), we get
(z−w)T+kiz)T−jk(w)+(v−v−1)wT+ji (z)T−kk(w) = (z−w)T−jk(w)T+ki(z)+(v−v−1)zT−ji (w)T+kk(z).
Evaluating the coefficients of z1w1 in both sides of this equality, we find
g˜+k e˜
(0)
ki
g˜−j e˜(−1)jk + ∑
j′<j
f˜
(0)
jj′ g˜
−
j′ e˜
(−1)
j′k
 =
g˜−j e˜(−1)jk + ∑
j′<j
f˜
(0)
jj′ g˜
−
j′ e˜
(−1)
j′k
 g˜+k e˜(0)ki + (v − v−1)
g˜−j e˜(−1)ji + ∑
j′<j
f˜
(0)
jj′ g˜
−
j′ e˜
(−1)
j′i
 g˜+k .
(G.10)
This equation actually implies g˜+k e˜
(0)
ki g˜
−
j e˜
(−1)
jk = g˜
−
j e˜
(−1)
jk g˜
+
k e˜
(0)
ki + (v − v−1)g˜−j e˜(−1)ji g˜+k . We
prove this by induction in j. For j = 1, this is just (G.10). In general, note that for j′ < j <
k < i, the element f˜ (0)jj′ commutes with e˜
(0)
ki and g˜
+
k . The latter follows from Lemma G.12, while
the equality [f˜ (0)jj′ , e˜
(0)
ki ] = 0 follows by combining parts (a,b) from above with [ea,0, fb,0] = 0
for a 6= b. Hence, (G.10) implies A(j, k, i) +∑j′<j f˜ (0)jj′ A(j′, k, i) = 0, where we set
A(j, k, i) := g˜+k e˜
(0)
ki g˜
−
j e˜
(−1)
jk − g˜−j e˜(−1)jk g˜+k e˜(0)ki − (v − v−1)g˜−j e˜(−1)ji g˜+k .
By the induction assumption A(j′, k, i) = 0 for j′ < j, hence, A(j, k, i) = 0.
Combining this with Lemma G.12 below, we obtain
(v − v−1)g˜−j g˜+k e˜(−1)ji = g˜−j g˜+k [e˜(0)ki , e˜(−1)jk ]v−1 =⇒ e˜(−1)ji = [e˜(0)ki , e˜(−1)jk ]v−1/(v − v−1).
(d) Comparing the matrix coefficients 〈vk ⊗ vi| · · · |vj ⊗ vk〉 of both sides of the equality
Rtrig(z/w)(T
+(z)⊗ 1)(1⊗ T−(w)) = (1⊗ T−(w))(T+(z)⊗ 1)Rtrig(z/w), we get
(z−w)T+kj(z)T−ik (w)+(v−v−1)zT+ij (z)T−kk(w) = (z−w)T−ik (w)T+kj(z)+(v−v−1)wT−ij (w)T+kk(z).
Evaluating the coefficients of z0w0 in both sides of this equality, we findf˜ (1)kj g˜+j + ∑
j′<j
f˜
(1)
kj′ g˜
+
j′ e˜
(0)
j′j
 f˜ (0)ik g˜−k + (v − v−1)
f˜ (1)ij g˜+j + ∑
j′<j
f˜
(1)
ij′ g˜
+
j′ e˜
(0)
j′j
 g˜−k =
f˜
(0)
ik g˜
−
k
f˜ (1)kj g˜+j + ∑
j′<j
f˜
(1)
kj′ g˜
+
j′ e˜
(0)
j′j
 .
(G.11)
This equation actually implies f˜ (1)kj g˜
+
j f˜
(0)
ik g˜
−
k +(v−v−1)f˜ (1)ij g˜+j g˜−k = f˜ (0)ik g˜−k f˜ (1)kj g˜+j .We prove
this by induction in j. For j = 1, this is just (G.11). Analogously to part (c) above, we note
that the element e˜(0)j′j commutes with f˜
(0)
ik and g˜
−
k for j
′ < j < k < i. Hence, (G.11) implies
B(j, k, i) +
∑
j′<j B(j
′, k, i)e˜(0)j′j = 0, where we set
B(j, k, i) := f˜
(1)
kj g˜
+
j f˜
(0)
ik g˜
−
k + (v − v−1)f˜ (1)ij g˜+j g˜−k − f˜ (0)ik g˜−k f˜ (1)kj g˜+j .
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By the induction assumption B(j′, k, i) = 0 for j′ < j, hence, B(j, k, i) = 0.
Combining this with Lemma G.12 below, we obtain
−(v − v−1)f˜ (1)ij g˜−k g˜+j = [f˜ (1)kj , f˜ (0)ik ]v · g˜−k g˜+j =⇒ f˜ (1)ij = −[f˜ (1)kj , f˜ (0)ik ]v/(v − v−1). 
Lemma G.12. For any 1 ≤ j < i ≤ n and 1 ≤ a, b ≤ n, we have:
(a) g˜ag˜
′
b = g˜
′
b g˜

a for any , ′ ∈ {±}.
(b) g˜±a e˜
(0)
ji = v
±δai∓δaj e˜(0)ji g˜
±
a .
(c) g˜±a f˜
(0)
ij = v
∓δai±δaj f˜ (0)ij g˜
±
a .
(d) g˜±a e˜
(−1)
ji = v
±δai∓δaj e˜(−1)ji g˜
±
a .
(e) g˜±a f˜
(1)
ij = v
∓δai±δaj f˜ (1)ij g˜
±
a .
Proof. First, we note that t±ii [0] = g˜
±
i . Hence, we have g˜
±
i g˜
∓
i = 1, due to relation (G.2).
(a) Due to the above observation, it suffices to prove g˜+a g˜
+
b = g˜
+
b g˜
+
a for a < b. This
follows by evaluating the coefficients of z0w1 in the equality of the matrix coefficients 〈va ⊗
vb| · · · |va⊗vb〉 of both sides of the equality ((vz−v−1w)Rtrig(z/w))(T+(z)⊗1)(1⊗T+(w)) =
(1⊗ T+(w))(T+(z)⊗ 1)((vz − v−1w)Rtrig(z/w)).
(b) Due to the above observation, it suffices to prove g˜+a e˜
(0)
ji = v
δai−δaj e˜(0)ji g˜
+
a . This follows by
evaluating the coefficients of z0w1 in the equality of the matrix coefficients 〈va ⊗ vj | · · · |va ⊗
vi〉 of both sides of the equality ((vz − v−1w)Rtrig(z/w))(T+(z) ⊗ 1)(1 ⊗ T+(w)) = (1 ⊗
T+(w))(T+(z)⊗ 1)((vz − v−1w)Rtrig(z/w)). Note that the cases a < j, a = j, j < a < i, a =
i, a > i have to be treated separately.
(c) Due to the above observation, it suffices to prove g˜−a f˜
(0)
ij = v
δai−δaj f˜ (0)ij g˜
−
a . This follows
by evaluating the coefficients of z0w1 in the equality of the matrix coefficients 〈vi⊗va| · · · |vj⊗
va〉 of both sides of the equality ((vz − v−1w)Rtrig(z/w))(T−(z) ⊗ 1)(1 ⊗ T−(w)) = (1 ⊗
T−(w))(T−(z)⊗ 1)((vz − v−1w)Rtrig(z/w)). Note that the cases a < j, a = j, j < a < i, a =
i, a > i have to be treated separately.
(d) Due to the above observation, it suffices to prove g˜+a e˜
(−1)
ji = v
δai−δaj e˜(−1)ji g˜
+
a . This
follows by evaluating the coefficients of z1w1 in the equality of the matrix coefficients 〈va ⊗
vj | · · · |va⊗vi〉 of both sides of the equality ((vz−v−1w)Rtrig(z/w))(T+(z)⊗1)(1⊗T−(w)) =
(1 ⊗ T−(w))(T+(z) ⊗ 1)((vz − v−1w)Rtrig(z/w)). Note that the cases a < j, a = j, j < a <
i, a = i, a > i have to be treated separately.
Let us emphasize that this case is less trivial than part (b), due to the fact that
[w1]T−ji (w) = g˜
−
j e˜
(−1)
ji +
∑
j′<j
f˜
(0)
jj′ g˜
−
j′ e˜
(−1)
j′i .
Hence, the proof proceeds by induction in j, while we also use part (c) from above.
(e) Due to the above observation, it suffices to prove g˜−a f˜
(1)
ij = v
δai−δaj f˜ (1)ij g˜
−
a . This follows
by evaluating the coefficients of z0w0 in the equality of the matrix coefficients 〈vi⊗va| · · · |vj⊗
va〉 of both sides of the equality ((vz − v−1w)Rtrig(z/w))(T+(z) ⊗ 1)(1 ⊗ T−(w)) = (1 ⊗
T−(w))(T+(z)⊗ 1)((vz − v−1w)Rtrig(z/w)). Note that the cases a < j, a = j, j < a < i, a =
i, a > i have to be treated separately.
Analogously to part (d), this case is less trivial than part (c), due to the fact that
[z−1]T+ij (z) = f˜
(1)
ij g˜
+
j +
∑
j′<j
f˜
(1)
ij′ g˜
+
j′ e˜
(0)
j′j .
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Hence, the proof proceeds by induction in j, while we also use part (b) from above. 
The following explicit formulas follow immediately from Proposition G.9.
Corollary G.13. For any 1 ≤ j < i ≤ n, we have:
e˜
(0)
ji = (v − v−1)j−i+1[e˜(0)i−1,i, [e˜(0)i−2,i−1, · · · , [e˜(0)j+1,j+2, e˜(0)j,j+1]v−1 · · · ]v−1 ]v−1 =
(v − v−1)j−i+1[[· · · [e˜(0)i−1,i, e˜(0)i−2,i−1]v−1 , · · · , e˜(0)j+1,j+2]v−1 , e˜(0)j,j+1]v−1 ,
(G.14)
f˜
(0)
ij = (v
−1 − v)j−i+1[f˜ (0)j+1,j , [f˜ (0)j+2,j+1, · · · , [f˜ (0)i−1,i−2, f˜ (0)i,i−1]v · · · ]v]v =
(v−1 − v)j−i+1[[· · · [f˜ (0)j+1,j , f˜ (0)j+2,j+1]v, · · · , f˜ (0)i−1,i−2]v, f˜ (0)i,i−1]v,
(G.15)
e˜
(−1)
ji = (v − v−1)j−i+1[e˜(0)i−1,i, [e˜(0)i−2,i−1, · · · , [e˜(0)j+1,j+2, e˜(−1)j,j+1]v−1 · · · ]v−1 ]v−1 =
(v − v−1)j−i+1[[· · · [e˜(0)i−1,i, e˜(0)i−2,i−1]v−1 , · · · , e˜(0)j+1,j+2]v−1 , e˜(−1)j,j+1]v−1 ,
(G.16)
f˜
(1)
ij = (v
−1 − v)j−i+1[f˜ (1)j+1,j , [f˜ (0)j+2,j+1, · · · , [f˜ (0)i−1,i−2, f˜ (0)i,i−1]v · · · ]v]v =
(v−1 − v)j−i+1[[· · · [f˜ (1)j+1,j , f˜ (0)j+2,j+1]v, · · · , f˜ (0)i−1,i−2]v, f˜ (0)i,i−1]v.
(G.17)
Recall elements E(0)ji , F
(0)
ij , E
(−1)
ji , F
(1)
ij ∈ Uv(Lsln) of (10.19). Combining Corollary G.13
with (G.8), we get the following result.
Corollary G.18. (a) We have
Υ−1(e˜(0)ji ) = (v − v−1)E(0)ji , Υ−1(f˜ (0)ij ) = −(v − v−1)F (0)ij ,
Υ−1(e˜(−1)ji ) = −v−j(v − v−1)E(−1)ji , Υ−1(f˜ (1)ij ) = vj(v − v−1)F (1)ij .
(G.19)
(b) The right equalities in each of the first four lines of (10.19) hold.
To derive the right equalities of the last two lines of (10.19), we introduce
A+ji :=
∑
s≥1
∑
j=j1<...<js+1=i
(−1)s−1e˜(0)j1j2 · · · e˜
(0)
jsjs+1
,
A−ij :=
∑
s≥1
∑
j=j1<...<js+1=i
(−1)s−1f˜ (0)js+1js · · · f˜
(0)
j2j1
(G.20)
for 1 ≤ j < i ≤ n. These elements will play an important role in Section G(ii) below.
Lemma G.21. For any 1 ≤ j < i ≤ n, we have
A+ji = (v − v−1)j−i+1[e˜(0)i−1,i, [e˜(0)i−2,i−1, · · · , [e˜(0)j+1,j+2, e˜(0)j,j+1]v · · · ]v]v =
(v − v−1)j−i+1[[· · · [e˜(0)i−1,i, e˜(0)i−2,i−1]v, · · · , e˜(0)j+1,j+2]v, e˜(0)j,j+1]v,
(G.22)
A−ij = (v
−1 − v)j−i+1[f˜ (0)j+1,j , [f˜ (0)j+2,j+1, · · · , [f˜ (0)i−1,i−2, f˜ (0)i,i−1]v−1 · · · ]v−1 ]v−1 =
(v−1 − v)j−i+1[[· · · [f˜ (0)j+1,j , f˜ (0)j+2,j+1]v−1 , · · · , f˜ (0)i−1,i−2]v−1 , f˜ (0)i,i−1]v−1 .
(G.23)
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Proof. We prove (G.22) by induction in i− j. The result is obvious for i− j = 1. To perform
the induction step, note that A+ji = e˜
(0)
ji −
∑
j<k<i e˜
(0)
jk ·A+ki. Applying the first equality of (G.14)
together with the induction assumption, we get
(v − v−1)i−j−1A+ji = [e˜(0)i−1,i, [e˜(0)i−2,i−1, · · · , [e˜(0)j+1,j+2, e˜(0)j,j+1]v−1 · · · ]v−1 ]v−1−
(v − v−1)
∑
j<k<i
[e˜
(0)
k−1,k, · · · , [e˜(0)j+1,j+2, e˜(0)j,j+1]v−1 · · · ]v−1 · [e˜(0)i−1,i, · · · , [e˜(0)k+1,k+2, e˜(0)k,k+1]v · · · ]v.
Rewriting [e˜(0)i−1,i, X]v±1 as e˜
(0)
i−1,i ·X −v±1X · e˜(0)i−1,i and using the equality [e˜(0)i−1,i, e˜(0)l,l+1] = 0
for any l < i− 2 (due to the quadratic Serre relations in Uadv (Lsln)), we immediately find
(v − v−1)i−j−1A+ji =
e˜(0)i−1,i, [e˜(0)i−2,i−1, · · · , [e˜(0)j+1,j+2, e˜(0)j,j+1]v−1 · · · ]v−1 − (v − v−1)·
∑
j<k<i−1
[e˜
(0)
k−1,k, · · · , [e˜(0)j+1,j+2, e˜(0)j,j+1]v−1 · · · ]v−1 · [e˜(0)i−2,i−1, · · · , [e˜(0)k+1,k+2, e˜(0)k,k+1]v · · · ]v

v
=
[e˜
(0)
i−1,i, (v − v−1)i−j−2A+j,i−1]v = [e˜(0)i−1,i, [e˜(0)i−2,i−1, · · · , [e˜(0)j+1,j+2, e˜(0)j,j+1]v · · · ]v]v.
Note that the last equality follows from the induction assumption applied to A+j,i−1.
To prove that A+ji also equals the rightmost commutator of (G.22), we apply similar ar-
guments to the equality A+ji = e˜
(0)
ji −
∑
j<k<iA
+
jk · e˜(0)ki . We evaluate the right-hand side by
applying the rightmost expression of (G.14) to the terms e˜(0)ji , e˜
(0)
ki and the induction assump-
tion to A+jk. Rewriting [X, e˜
(0)
j,j+1]v±1 as X · e˜(0)j,j+1 − v±1e˜(0)j,j+1 · X and taking e˜(0)j,j+1 to the
leftmost or the rightmost sides, we get the result.
The proof of (G.23) is completely analogous and is left to the interested reader. 
The following result follows by combining Lemma G.21 with formula (G.8).
Corollary G.24. (a) We have
Υ−1(A+ji) = (v − v−1)E˜(0)ji , Υ−1(A−ij) = −(v − v−1)F˜ (0)ij . (G.25)
(b) The right equalities in the last two lines of (10.19) hold.
G(ii). Computation of ∆rtt(g˜(±1)i ).
Given a Laurent series F (z), we use [zr]F (z) to denote the coefficient of zr in F (z). In this
subsection, we compute explicitly ∆rtt(g˜(±1)i ), see Theorems G.26 and G.36.
Theorem G.26. For 1 ≤ i ≤ n, we have
∆rtt(g˜
(1)
i ) = g˜
(1)
i ⊗ g˜+i + g˜+i ⊗ g˜(1)i +
∑
l>i
g˜+i e˜
(0)
il ⊗ f˜ (1)li g˜+i +∑
s≥1
∑
j1<...<js+1=i
(−1)sg˜+i e˜(0)j1j2 · · · e˜
(0)
jsjs+1
⊗ f˜ (1)ij1 g˜+i +∑
l>i
∑
s≥1
∑
j1<...<js+1=i
(−1)sg˜+i e˜(0)il e˜(0)j1j2 · · · e˜
(0)
jsjs+1
⊗ f˜ (1)lj1 g˜+i .
(G.27)
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Proof. Our starting point is the equality
[z−1]T+ii (z) = g˜
(1)
i +
∑
j<i
f˜
(1)
ij g˜
+
j e˜
(0)
ji . (G.28)
We also note that [z−1]T+ij (z) = f˜
(1)
ij g˜
+
j +
∑
j′<j f˜
(1)
ij′ g˜
+
j′ e˜
(0)
j′i for any i > j. Rewriting this as
f˜
(1)
ij g˜
+
j = [z
−1]T+ij (z)−
∑
j′<j f˜
(1)
ij′ g˜
+
j′ e˜
(0)
j′i and applying this formula iteratively, we finally get
f˜
(1)
ij g˜
+
j =
∑
s≥1
∑
j1<...<js=j
(−1)s−1
(
[z−1]T+ij1(z)
)
e˜
(0)
j1j2
· · · e˜(0)js−1js . (G.29)
Combining formulas (G.28) and (G.29), we get
g˜
(1)
i = [z
−1]T+ii (z)−
∑
j<i
(
[z−1]T+ij (z)
)
·A+ji, (G.30)
where A+ji was defined in (G.20).
Thus, it remains to compute explicitly ∆rtt([z−1]T+ii (z)),∆
rtt([z−1]T+ij (z)),∆
rtt(A+ji) for i >
j. Evaluating the coefficients of z−1 in ∆rtt(T+ii (z)) =
∑n
a=1 T
+
ia(z)⊗ T+ai(z), we find
∆rtt([z−1]T+ii (z)) =
∑
j<i
f˜
(1)
ij g˜
+
j ⊗ g˜+j e˜(0)ji +
∑
j′<j<i
f˜
(1)
ij′ g˜
+
j′ e˜
(0)
j′j ⊗ g˜+j e˜(0)ji +
g˜
(1)
i ⊗ g˜+i + g˜+i ⊗ g˜(1)i +
∑
j<i
f˜
(1)
ij g˜
+
j e˜
(0)
ji ⊗ g˜+i +
∑
j<i
g˜+i ⊗ f˜ (1)ij g˜+j e˜(0)ji +
∑
l>i
g˜+i e˜
(0)
il ⊗ f˜ (1)li g˜+i +
j<i∑
l>i
g˜+i e˜
(0)
il ⊗ f˜ (1)lj g˜+j e˜(0)ji ,
(G.31)
where the first, second, and third lines in the right-hand side correspond to the contributions
arising from the cases a < i, a = i, and a > i, respectively.
Evaluating the coefficients of z−1 in ∆rtt(T+ij (z)) =
∑n
a=1 T
+
ia(z)⊗ T+aj(z), we find
∆rtt([z−1]T+ij (z)) =
∑
j′<j
f˜
(1)
ij′ g˜
+
j′ ⊗ g˜+j′ e˜(0)j′j +
∑
j′′<j′<j
f˜
(1)
ij′′ g˜
+
j′′ e˜
(0)
j′′j′ ⊗ g˜+j′ e˜(0)j′j+
f˜
(1)
ij g˜
+
j ⊗ g˜+j +
∑
j′<j
f˜
(1)
ij′ g˜
+
j′ e˜
(0)
j′j ⊗ g˜+j + g˜+i ⊗ f˜ (1)ij g˜+j +
∑
j′<j
g˜+i ⊗ f˜ (1)ij′ g˜+j′ e˜(0)j′j+
∑
l>i
g˜+i e˜
(0)
il ⊗ f˜ (1)lj g˜+j +
j′<j∑
l>i
g˜+i e˜
(0)
il ⊗ f˜ (1)lj′ g˜+j′ e˜(0)j′j ,
(G.32)
where the first, second, and third lines in the right-hand side correspond to the contributions
arising from a < j, a = j or i, and a > i, respectively. Note that for j < a < i both
T+ia(z), T
+
aj(z) contain only negative powers of z and hence do not contribute above.
Finally, let us compute the coproduct of A+ji.
Lemma G.33. We have
∆rtt(A+ji) =
∑
s≥1
∑
j=j1<...<js+1=i
s+1∑
r=1
(−1)s−1e˜(0)jrjr+1 · · · e˜
(0)
jsjs+1
⊗ e˜(0)j1j2 · · · e˜
(0)
jr−1jr(g˜
+
jr
)−1g˜+i .
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Proof. We prove this by induction in i− j. The base of induction i = j + 1 follows from the
equality A+j,j+1 = e˜
(0)
j,j+1 and Lemma G.35 below. To perform the induction step, note that
A+ji = e˜
(0)
ji −
∑
j<j′<i
e˜
(0)
jj′A
+
j′i. (G.34)
Next, we compute the coproduct of e˜(0)ji .
Lemma G.35. We have
∆rtt(e˜
(0)
ji ) = 1⊗ e˜(0)ji + e˜(0)ji ⊗ (g˜+j )−1g˜+i +
∑
j<a<i
e˜
(0)
ja ⊗ (g˜+j )−1g˜+a e˜(0)ai .
Proof. First, let us note that g˜+j = [z
0]T+jj (z). Thus,
∆rtt(g˜+j ) = [z
0]
(
n∑
a=1
T+ja(z)⊗ T+aj(z)
)
= [z0](T+jj (z)⊗ T+jj (z)) = g˜+j ⊗ g˜+j .
We also note that [z0]T+ji (z) = g˜
+
j e˜
(0)
ji . Hence, we have
∆rtt(g˜+j e˜
(0)
ji ) = [z
0]
T+jj (z)⊗ T+ji (z) + T+ji (z)⊗ T+ii (z) + ∑
j<a<i
T+ja(z)⊗ T+ai(z)
 =
g˜+j ⊗ g˜+j e˜(0)ji + g˜+j e˜(0)ji ⊗ g˜+i +
∑
j<a<i
g˜+j e˜
(0)
ja ⊗ g˜+a e˜(0)ai .
Note that in the first equality we used [z0](T+ja(z)⊗ T+ai(z)) = 0 for a < j or a > i.
Evaluating ∆rtt(e˜(0)ji ) = ∆
rtt(g˜+j )
−1∆rtt(g˜+j e˜
(0)
ji ) via these formulas completes our proof. 
Combining (G.34) with Lemma G.35 and applying the induction assumption to ∆rtt(A+j′i),
we immediately get the formula for ∆rtt(A+ji) of Lemma G.33. 
Combining (G.30–G.32) with Lemma G.33, we get (G.27) after tedious computations. 
Theorem G.36. For 1 ≤ i ≤ n, we have
∆rtt(g˜
(−1)
i ) = g˜
(−1)
i ⊗ g˜−i + g˜−i ⊗ g˜(−1)i +
∑
l>i
g˜−i e˜
(−1)
il ⊗ f˜ (0)li g˜−i +∑
s≥1
∑
j1<...<js+1=i
(−1)sg˜−i e˜(−1)ji ⊗ f˜ (0)js+1js · · · f˜
(0)
j2j1
g˜−i +∑
l>i
∑
s≥1
∑
j1<...<js+1=i
(−1)sg˜−i e˜(−1)jl ⊗ f˜ (0)js+1js · · · f˜
(0)
j2j1
f˜
(0)
li g˜
−
i .
(G.37)
Proof. Our starting point is the equality
[z]T−ii (z) = g˜
(−1)
i +
∑
j<i
f˜
(0)
ij g˜
−
j e˜
(−1)
ji . (G.38)
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We also note that [z]T−ji (z) = g˜
−
j e˜
(−1)
ji +
∑
j′<j f˜
(0)
jj′ g˜
−
j′ e˜
(−1)
j′i for any i > j. Rewriting this as
g˜−j e˜
(−1)
ji = [z]T
−
ji (z)−
∑
j′<j f˜
(0)
jj′ g˜
−
j′ e˜
(−1)
j′i and applying this formula iteratively, we finally get
g˜−j e˜
(−1)
ji =
∑
s≥1
∑
j1<...<js=j
(−1)s−1f˜ (0)jsjs−1 · · · f˜
(0)
j2j1
·
(
[z]T−j1i(z)
)
. (G.39)
Combining formulas (G.38) and (G.39), we get
g˜
(−1)
i = [z]T
−
ii (z)−
∑
j<i
A−ij ·
(
[z]T−ji (z)
)
, (G.40)
where A−ij was defined in (G.20).
Thus, it remains to compute explicitly ∆rtt([z]T−ii (z)),∆
rtt([z]T−ji (z)),∆
rtt(A−ij) for i > j.
Evaluating the coefficients of z1 in ∆rtt(T−ii (z)) =
∑n
a=1 T
−
ia(z)⊗ T−ai(z), we find
∆rtt([z]T−ii (z)) =
∑
j<i
f˜
(0)
ij g˜
−
j ⊗ g˜−j e˜(−1)ji +
∑
j′<j<i
f˜
(0)
ij g˜
−
j ⊗ f˜ (0)jj′ g˜−j′ e˜(−1)j′i +
g˜−i ⊗ g˜(−1)i + g˜(−1)i ⊗ g˜−i +
∑
j<i
g˜−i ⊗ f˜ (0)ij g˜−j e˜(−1)ji +
∑
j<i
f˜
(0)
ij g˜
−
j e˜
(−1)
ji ⊗ g˜−i +
∑
l>i
g˜−i e˜
(−1)
il ⊗ f˜ (0)li g˜−i +
j<i∑
l>i
f˜
(0)
ij g˜
−
j e˜
(−1)
jl ⊗ f˜ (0)li g˜−i ,
(G.41)
where the first, second, and third lines in the right-hand side correspond to the contributions
arising from the cases a < i, a = i, and a > i, respectively.
Evaluating the coefficients of z1 in ∆rtt(T−ji (z)) =
∑n
a=1 T
−
ja(z)⊗ T−ai(z), we find
∆rtt([z]T−ji (z)) =
∑
j′<j
f˜
(0)
jj′ g˜
−
j′ ⊗ g˜−j′ e˜(−1)j′i +
∑
j′′<j′<j
f˜
(0)
jj′ g˜
−
j′ ⊗ f˜ (0)j′j′′ g˜−j′′ e˜(−1)j′′i +
g˜−j ⊗ g˜−j e˜(−1)ji +
∑
j′<j
g˜−j ⊗ f˜ (0)jj′ g˜−j′ e˜(−1)j′i + g˜−j e˜(−1)ji ⊗ g˜−i +
∑
j′<j
f˜
(0)
jj′ g˜
−
j′ e˜
(−1)
j′i ⊗ g˜−i +
∑
l>i
g˜−j e˜
(−1)
jl ⊗ f˜ (0)li g˜−i +
j′<j∑
l>i
f˜
(0)
jj′ g˜
−
j′ e˜
(−1)
j′l ⊗ f˜ (0)li g˜−i ,
(G.42)
where the first, second, and third lines in the right-hand side correspond to the contributions
arising from a < j, a = j or i, and a > i, respectively. Note that for j < a < i both
T−ja(z), T
−
ai(z) contain only positive powers of z and hence do not contribute above.
Finally, let us compute the coproduct of A−ij .
Lemma G.43. We have
∆rtt(A−ij) =
∑
s≥1
∑
j=j1<...<js+1=i
s+1∑
r=1
(−1)s−1g˜−i (g˜−jr)−1f˜
(0)
jrjr−1 · · · f˜
(0)
j2j1
⊗ f˜ (0)js+1js · · · f˜
(0)
jr+1jr
.
Proof. We prove this by induction in i− j. The base of induction i = j + 1 follows from the
equality A−j+1,j = f˜
(0)
j+1,j and Lemma G.45 below. To perform the induction step, note that
A−ij = f˜
(0)
ij −
∑
j<j′<i
A−ij′ f˜
(0)
j′j . (G.44)
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Next, we compute the coproduct of f˜ (0)ij .
Lemma G.45. We have
∆rtt(f˜
(0)
ij ) = f˜
(0)
ij ⊗ 1 + g˜−i (g˜−j )−1 ⊗ f˜ (0)ij +
∑
j<a<i
f˜
(0)
ia g˜
−
a (g˜
−
j )
−1 ⊗ f˜ (0)aj .
Proof. First, let us note that g˜−j = [z
0]T−jj (z). Thus,
∆rtt(g˜−j ) = [z
0]
(
n∑
a=1
T−ja(z)⊗ T−aj(z)
)
= [z0](T−jj (z)⊗ T−jj (z)) = g˜−j ⊗ g˜−j .
We also note that [z0]T−ij (z) = f˜
(0)
ij g˜
−
j . Hence, we have
∆rtt(f˜
(0)
ij g˜
−
j ) = [z
0]
T−ij (z)⊗ T−jj (z) + T−ii (z)⊗ T−ij (z) + ∑
j<a<i
T−ia(z)⊗ T−aj(z)
 =
f˜
(0)
ij g˜
−
j ⊗ g˜−j + g˜−i ⊗ f˜ (0)ij g˜−j +
∑
j<a<i
f˜
(0)
ia g˜
−
a ⊗ f˜ (0)aj g˜−j .
Note that in the first equality we used [z0](T−ia(z)⊗ T−aj(z)) = 0 for a < j or a > i.
Evaluating ∆rtt(f˜ (0)ij ) = ∆
rtt(f˜
(0)
ij g˜
−
j )∆
rtt(g˜−j )
−1 via these formulas completes our proof. 
Combining (G.44) with Lemma G.45 and applying the induction assumption to ∆rtt(A−ij′),
we immediately get the formula for ∆rtt(A−ij) of Lemma G.43. 
Combining (G.40–G.42) with Lemma G.43, we get (G.37) after tedious computations. 
For 1 ≤ i ≤ n, define Hi,±1 ∈ U rtt(sln) via Hi,±1 := (g˜±i )−1g˜(±1)i . Recall the elements
A+ji and A
−
ij of (G.20). Combining Theorems G.26, G.36 with Lemma G.12 and the formula
∆rtt(g˜±i ) = g˜
±
i ⊗ g˜±i , we get the following expressions for ∆rtt(Hi,±1).
Corollary G.46. We have
∆rtt(Hi,1) = Hi,1⊗ 1 + 1⊗Hi,1 +v−1
∑
l>i
e˜
(0)
il ⊗ f˜ (1)li −v
∑
j<i
A+ji⊗ f˜ (1)ij −
j<i∑
l>i
e˜
(0)
il A
+
ji⊗ f˜ (1)lj ,
(G.47)
∆rtt(Hi,−1) = Hi,−1⊗1+1⊗Hi,−1+v
∑
l>i
e˜
(−1)
il ⊗f˜ (0)li −v−1
∑
j<i
e˜
(−1)
ji ⊗A−ij−
j<i∑
l>i
e˜
(−1)
jl ⊗A−ij f˜ (0)li .
(G.48)
G(iii). Proof of formula (10.15).
Recall the Hopf algebra embedding Υ: Uv(Lsln) ↪→ U rtt(sln) of Theorem G.6 (see also
Remark G.7). It is easy to see that
Υ(hi,1) =
Hi+1,1 −Hi,1
vi(v − v−1) .
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Combining Corollaries G.18, G.24 with formula (G.47) and the fact that Υ intertwines ∆ and
∆rtt, we immediately get
∆(hi,1)− hi,1 ⊗ 1− 1⊗ hi,1 = v−i(v − v−1)−1×(
vi(v − v−1)2
∑
l>i+1
E
(0)
i+1,l ⊗ F (1)l,i+1 − (v − v−1)2
∑
k<i+1
vk+1E˜
(0)
k,i+1 ⊗ F (1)i+1,k−
(v − v−1)3
∑
k<i+1<l
vkE
(0)
i+1,lE˜
(0)
k,i+1 ⊗ F (1)lk − vi−1(v − v−1)2
∑
l>i
E
(0)
il ⊗ F (1)li +
(v − v−1)2
∑
k<i
vk+1E˜
(0)
ki ⊗ F (1)ik + (v − v−1)3
∑
k<i<l
vkE
(0)
il E˜
(0)
ki ⊗ F (1)lk
)
.
(G.49)
This formula implies (10.15) after the following simplifications:∑
k<i<l
vkE
(0)
il E˜
(0)
ki ⊗ F (1)lk −
∑
k<i+1<l
vkE
(0)
i+1,lE˜
(0)
k,i+1 ⊗ F (1)lk =
k<i∑
l>i+1
vk(E
(0)
il E˜
(0)
ki −E(0)i+1,lE˜(0)k,i+1)⊗F (1)lk +
∑
k<i
vkE
(0)
i,i+1E˜
(0)
ki ⊗F (1)i+1,k−vi
∑
l>i+1
E
(0)
i+1,lE˜
(0)
i,i+1⊗F (1)li ,
− v−1
∑
l>i
E
(0)
il ⊗ F (1)li − (v − v−1)
∑
l>i+1
E
(0)
i+1,lE
(0)
i,i+1 ⊗ F (1)li =
− v−1E(0)i,i+1 ⊗ F (1)i+1,i + v−2
∑
l>i+1
[E
(0)
i,i+1, E
(0)
i+1,l]v3 ⊗ F (1)li ,
−
∑
k<i+1
vk+1−iE˜(0)k,i+1 ⊗ F (1)i+1,k + (v − v−1)
∑
k<i
vk−iE(0)i,i+1E˜
(0)
ki ⊗ F (1)i+1,k =
− vE(0)i,i+1 ⊗ F (1)i+1,i −
∑
k<i
vk−i−1[E(0)i,i+1, E˜
(0)
ki ]v3 ⊗ F (1)i+1,k,
where in the second and third equalities we used
E
(0)
il = [E
(0)
i+1,l, E
(0)
i,i+1]v−1 , E˜
(0)
k,i+1 = [E
(0)
i,i+1, E˜
(0)
ki ]v.
G(iv). Proof of formula (10.16).
The proof of (10.16) is completely analogous and is based on the formula
Υ(hi,−1) =
Hi,−1 −Hi+1,−1
v−i(v − v−1) .
Combining this with Corollaries G.18, G.24, formula (G.48) and the fact that Υ intertwines
∆ and ∆rtt, one derives (10.16). The computations are similar to the above proof of (10.15)
and are left to the interested reader.
G(v). Proof of formula (10.17).
Recall that [hi,−1, ei,0] = [2]v · ei,−1, so that
∆(ei,−1) = [2]−1v · [∆(hi,−1),∆(ei,0)] = [2]−1v · [∆(hi,−1), 1⊗ ei,0 + ei,0 ⊗ ψ+i,0].
Applying formula (10.16) to ∆(hi,−1) and using Lemma G.50 below, we recover (10.17).
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Lemma G.50. For k < i and l > i+ 1, the following equalities hold:
(a) [F (0)l,i+1, ei,0] = 0.
(b) [F˜ (0)ik , ei,0] = 0.
(c) [F (0)li , ei,0] = −F (0)l,i+1ψ−i,0.
(d) [F˜ (0)i+1,k, ei,0] = v
−1F˜ (0)ik ψ
−
i,0.
(e) [[F (0)l,i+1, F
(0)
i+1,i]v−3 , ei,0] =
1−v−4
v−v−1F
(0)
l,i+1ψ
−
i,0 − 1−v
−2
v−v−1F
(0)
l,i+1ψ
+
i,0.
(f) [[F˜ (0)ik , F
(0)
i+1,i]v−3 , ei,0] =
1−v−4
v−v−1 F˜
(0)
ik ψ
−
i,0 − 1−v
−2
v−v−1 F˜
(0)
ik ψ
+
i,0.
(g) [E(−1)i+1,l, ei,0]v = vE
(−1)
il .
(h) [E(−1)ki , ei,0]v = −vE(−1)k,i+1.
(i) [E(−1)il , ei,0]v−1 = 0.
(j) [E(−1)k,i+1, ei,0]v−1 = 0.
(k) [E(−1)kl , ei,0] = 0.
Proof. Recall that [fj,0, ei,0] =
δji
v−v−1 (ψ
−
i,0 − ψ+i,0).
Parts (a, b) are obvious as ei,0 commutes with fi+1,0, . . . , fl−1,0 and fk,0, . . . , fi−1,0. Combin-
ing (a, b) with equalities F (0)li = [fi,0, F
(0)
l,i+1]v and F˜
(0)
i+1,k = [F˜
(0)
ik , fi,0]v−1 , we get [F
(0)
li , ei,0] =
[
ψ−i,0−ψ+i,0
v−v−1 , F
(0)
l,i+1]v = −F (0)l,i+1ψ−i,0 and [F˜ (0)i+1,k, ei,0] = [F˜ (0)ik ,
ψ−i,0−ψ+i,0
v−v−1 ]v−1 = v
−1F˜ (0)ik ψ
−
i,0, which
proves parts (c, d). Parts (e, f) also follow immediately from (a, b).
(g) Due to the quadratic Serre relations ei,0 commutes with ei+2,0, . . . , el−1,0, hence, also
with E(0)i+2,l. Meanwhile, we have [ei+1,−1, ei,0]v = v[ei+1,0, ei,−1]v−1 , due to (U2). Thus,
[E
(−1)
i+1,l, ei,0]v = [[E
(0)
i+2,l, ei+1,−1]v−1 , ei,0]v = [E
(0)
i+2,l,v[ei+1,0, ei,−1]v−1 ]v−1 = vE
(−1)
il .
(h) We have [E(−1)ki , ei,0]v = −v[ei,0, E(−1)ki ]v−1 = −vE(−1)k,i+1.
(i) Note that [[ei+1,0, ei,−1]v−1 , ei,0]v−1 = v−1[[ei+1,−1, ei,0]v, ei,0]v−1 = 0, due to (U2)
and (U7). Since also ei,0 commutes with ei+2,0, . . . , el−1,0, we get [E
(−1)
il , ei,0]v−1 = 0.
(j) As in (i), [E(−1)k,i+1, ei,0]v−1 = 0 follows from [[ei,0, ei−1,0]v−1 , ei,0]v−1 = 0, due to (U7).
(k) Comparing the matrix coefficients 〈vi ⊗ vk| · · · |vi+1 ⊗ vl〉 of both sides of the equality
Rtrig(z/w)(T
+(z)⊗ 1)(1⊗ T−(w)) = (1⊗ T−(w))(T+(z)⊗ 1)Rtrig(z/w), we get
(z − w)T+i,i+1(z)T−kl (w) + (v − v−1)wT+k,i+1(z)T−il (w) =
(z − w)T−kl (w)T+i,i+1(z) + (v − v−1)wT−k,i+1(w)T+il (z).
Evaluating the coefficients of z1w1 in both sides of this equality, we find
[g˜+i e˜
(0)
i,i+1, g˜
−
k e˜
(−1)
kl +
∑
j<k
f˜
(0)
kj g˜
−
j e˜
(−1)
jl ] = 0.
Hence, by induction in k, we find [e˜(0)i,i+1, e˜
(−1)
kl ] = 0, which implies [E
(−1)
kl , ei,0] = 0. 
This completes our proof of (10.17).
G(vi). Proof of formula (10.18).
Recall that [hi,1, fi,0] = −[2]v · fi,1, so that
∆(fi,1) = −[2]−1v · [∆(hi,1),∆(fi,0)] = −[2]−1v · [∆(hi,1), fi,0 ⊗ 1 + ψ−i,0 ⊗ fi,0].
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Applying formula (10.15) to ∆(hi,1) and using Lemma G.51 below, we recover (10.18).
Lemma G.51. For k < i and l > i+ 1, the following equalities hold:
(a) [E(0)i+1,l, fi,0] = 0.
(b) [E˜(0)ki , fi,0] = 0.
(c) [E(0)il , fi,0] = v
−1E(0)i+1,lψ
+
i,0.
(d) [E˜(0)k,i+1, fi,0] = −E˜(0)ki ψ+i,0.
(e) [[E(0)i,i+1, E
(0)
i+1,l]v3 , fi,0] =
v−1−v3
v−v−1 E
(0)
i+1,lψ
+
i,0 − v−v
3
v−v−1E
(0)
i+1,lψ
−
i,0.
(f) [[E(0)i,i+1, E˜
(0)
ki ]v3 , fi,0] =
v−1−v3
v−v−1 E˜
(0)
ki ψ
+
i,0 − v−v
3
v−v−1 E˜
(0)
ki ψ
−
i,0.
(g) [F (1)l,i+1, fi,0]v = −F (1)li .
(h) [F (1)ik , fi,0]v = F
(1)
i+1,k.
(i) [F (1)li , fi,0]v−1 = 0.
(j) [F (1)i+1,k, fi,0]v−1 = 0.
(k) [F (1)lk , fi,0] = 0.
This lemma is proved completely analogously to Lemma G.50. The details are left to the
interested reader.
This completes our proof of Theorem 10.14.
Appendix H. Proof of Theorem 10.22 and homomorphisms ±µ1,µ2
Our proof of Theorem 10.22 proceeds in three steps. First, we introduce subalgebras Usc,±0,µ1,µ2
of Usc0,µ1+µ2 and construct homomorphisms 
±
µ1,µ2 which we referred to in Remark 10.23. Then,
we prove Theorem 10.22, reducing some of the verifications to the case of Uv(Lsln) via the
aforementioned ±µ1,µ2 . Finally, we verify the commutativity of the diagram from Remark 10.23.
Throughout this section, we assume µ1, µ2 ∈ Λ−.
H(i). Homomorphisms ±µ1,µ2.
First, we introduce subalgebras Usc,±0,µ1,µ2 of U
sc
0,µ1+µ2
. To this end, recall the explicit identifi-
cation of the Drinfeld-Jimbo and the new Drinfeld realizations of Uv(Lsln) from Theorem 8.17:
Ei 7→ ei,0, Fi 7→ fi,0, K±1i 7→ (ψ+i,0)±1 = ψ±i,0 = (ψ−i,0)∓1 for 1 ≤ i ≤ n− 1,
(Ki0)
±1 7→ (ψ+1,0 · · ·ψ+n−1,0)∓1,
Ei0 7→ (−v)−n · (ψ+1,0 · · ·ψ+n−1,0)−1 · [· · · [f1,1, f2,0]v, · · · , fn−1,0]v,
Fi0 7→ (−v)n · [en−1,0, · · · , [e2,0, e1,−1]v−1 · · · ]v−1 · ψ+1,0 · · ·ψ+n−1,0.
Hence, the images U+v and U−v of the Drinfeld-Jimbo Borel subalgebras are the subalgebras
of Uv(Lsln) generated by {ei,0, (ψ+i,0)±1, F (1)n1 }n−1i=1 and {fi,0, (ψ+i,0)±1, E(−1)1n }n−1i=1 , respectively.
Likewise, let Usc,+0,µ1,µ2 and U
sc,−
0,µ1,µ2
be the C(v)-subalgebras of Usc0,µ1+µ2 generated by the
elements {ei,0, (ψ+i,0)±1, F (1)n1 }n−1i=1 and {fi,b1,i , (ψ−i,b1,i+b2,i)±1, Eˆ
(−1)
1n }n−1i=1 , respectively, where as
before b1,i = α∨i(µ1), b2,i = α
∨
i(µ2), bi = b1,i + b2,i. Here, the elements {Eˆ(−1)ji }j<i are defined
via Eˆ(−1)ji := [ei−1,b2,i−1 , [ei−2,b2,i−2 , · · · , [ej+1,b2,j+1 , ej,b2,j−1]v−1 · · · ]v−1 ]v−1 .
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Proposition H.1. (a) There is a unique C(v)-algebra homomorphism +µ1,µ2 : U
+
v → U sc,+0,µ1,µ2,
such that ei,0 7→ ei,0, (ψ+i,0)±1 7→ (ψ+i,0)±1, F (1)n1 7→ F (1)n1 .
(b) There is a unique C(v)-algebra homomorphism −µ1,µ2 : U
−
v → U sc,−0,µ1,µ2, such that fi,0 7→
fi,b1,i , (ψ
−
i,0)
±1 7→ (ψ−i,bi)±1, E
(−1)
1n 7→ Eˆ(−1)1n .
Proof. (a) Converting the defining relations of the positive Drinfeld-Jimbo Borel subalgebra
into the new Drinfeld realization, we see that U+v is generated by {ei,0, (ψ+i,0)±1, F (1)n1 }n−1i=1 with
the following defining relations:
(ψ+i,0)
±1 · (ψ+i,0)∓1 = 1, ψ+i,0ψ+j,0 = ψ+j,0ψ+i,0, (H.2)
ψ+i,0ej,0 = v
cijej,0ψ
+
i,0, ψ
+
i,0F
(1)
n1 = v
−δi1−δi,n−1F (1)n1 ψ
+
i,0, (H.3)
[ei,0, [ei,0, ei±1,0]v]v−1 = 0, [ei,0, ej,0] = 0 if cij = 0, (H.4)
[ei,0, F
(1)
n1 ] = 0 for 1 < i < n− 1, (H.5)
[e1,0, [e1,0, F
(1)
n1 ]]v−2 = 0, [en−1,0, [en−1,0, F
(1)
n1 ]]v−2 = 0, (H.6)
[F
(1)
n1 , [F
(1)
n1 , e1,0]]v2 = 0, [F
(1)
n1 , [F
(1)
n1 , en−1,0]]v2 = 0. (H.7)
Thus, it suffices to check that these relations are preserved under the specified assignment
ei,0 7→ ei,0, (ψ+i,0)±1 7→ (ψ+i,0)±1, F (1)n1 7→ F (1)n1 . The validity of (H.2–H.5) is obvious.
To verify the first equality of (H.6), we note that [ψ+1,1, f2,0]v = (v
2−1)f2,1ψ+1,0, due to (U5).
Combining this with (U6), we get
[e1,0, F
(1)
n1 ] = (v − v−1)−1 · [· · · [ψ+1,1, f2,0]v, · · · , fn−1,0]v = vF (1)n2 ψ+1,0.
Hence, [e1,0, [e1,0, F
(1)
n1 ]]v−2 = v[e1,0, F
(1)
n2 ψ
+
1,0]v−2 = v[e1,0, F
(1)
n2 ]ψ
+
1,0 = 0, due to (U6).
The verification of the second equality of (H.6) is similar and is based on
[en−1,0, F
(1)
n1 ] =
[[· · · [f1,1, f2,0]v, · · · , fn−2,0]v, ψ+n−1,0 − δbn−1,0ψ−n−1,0]v
v − v−1 = −vF
(1)
n−1,1ψ
+
n−1,0.
Due to the above equality [e1,0, F
(1)
n1 ] = vF
(1)
n2 ψ
+
1,0 and (U4), the verification of the first
equality of (H.7) boils down to the proof of [F (1)n1 , F
(1)
n2 ]v = 0. This is an equality in U
sc,<
0,µ1+µ2
.
However, Usc,<0,µ1+µ2 ' U<v (Lsln), due to Proposition 5.1(b). Hence, it suffices to check this
equality in Uv(Lsln). The latter follows immediately from the validity of (H.7) for U+v .
Due to [en−1,0, F
(1)
n1 ] = −vF (1)n−1,1ψ+n−1,0 from above and (U4), the verification of the second
equality of (H.7) boils down to the proof of [F (1)n1 , F
(1)
n−1,1]v = 0. Analogously to the previous
verification, the latter follows from the same equality in U+v .
(b) The proof of part (b) is completely analogous and is left to the interested reader. 
This completes our construction of the homomorphisms ±µ1,µ2 : U
±
v → Usc,±0,µ1,µ2 , which we
referred to in Remark 10.23. The following results are needed for the next subsection.
Lemma H.8. (a) For any 1 ≤ j < i ≤ n, we have E(0)ji , E˜(0)ji , F (1)ij ∈ Usc,+0,µ1,µ2.
(b) For any 1 ≤ j < i ≤ n, define Fˆ±,(0)ij := [· · · [fj,b1,j , fj+1,b1,j+1 ]v±1 , · · · , fi−1,b1,i−1 ]v±1. We
have Fˆ±,(0)ij , Eˆ
(−1)
ji ∈ Usc,−0,µ1,µ2.
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Proof. (a) Since E(0)ji , E˜
(0)
ji are expressed via v
±1-commutators of ek,0 ∈ Usc,+0,µ1,µ2 , we obviously
get the first two inclusions. The last inclusion is clear for (i, j) = (n, 1). Applying iteratively
[ek,0, F
(1)
k+1,1] = −vF (1)k1 ψ+k,0, [el,0, F (1)il ] = vF (1)i,l+1ψ+l,0, we get F (1)ij ∈ Usc,+0,µ1,µ2 for any j < i.
(b) The inclusions Fˆ±,(0)ij ∈ Usc,−0,µ1,µ2 are obvious. It remains to prove Eˆ
(−1)
ji ∈ Usc,−0,µ1,µ2 .
This is clear for (j, i) = (1, n). To deduce the general case, it remains to apply the equalities
[fi−1,b1,i−1 , Eˆ
(−1)
1i ] = Eˆ
(−1)
1,i−1ψ
−
i−1,bi−1 , [fl,b1,l , Eˆ
(−1)
li ] = −Eˆ(−1)l+1,iψ−l,bl . 
The proof of the following result is straightforward.
Lemma H.9. For any 1 ≤ j < i ≤ n, we have:
+µ1,µ2 : E
(0)
ji 7→ E(0)ji , E˜(0)ji 7→ E˜(0)ji , F (1)ij 7→ F (1)ij , fi,1 7→ fi,1, hi,1 7→ hi,1,
−µ1,µ2 : F
(0)
ij 7→ Fˆ+,(0)ij , F˜ (0)ij 7→ Fˆ−,(0)ij , E(−1)ji 7→ Eˆ(−1)ji , ei,−1 7→ ei,b2,i−1, hi,−1 7→ hi,−1.
H(ii). Proof of Theorem 10.22.
Due to Theorem 5.5, it suffices to check that the assignment ∆ of Theorem 10.22 preserves
defining relations (Û1–Û9). To simplify our exposition, we will assume that µ1, µ2 are strictly
antidominant: b1,i, b2,i < 0 for any 1 ≤ i < n. This verification is similar to the n = 2 case
(carried out in Appendix D) and we only indicate the key technical details, see Lemmas H.10–
H.21 (their proofs are similar to that of Lemma G.50 and therefore omitted). For 1 ≤ a ≤
b < n, we define α∨[a,b] := α
∨
a + α
∨
a+1 + . . .+ α
∨
b.
H(ii).a. Compatibility with (Û1).
◦ The equalities ∆((ψ+i,0)±1)∆((ψ+i,0)∓1) = 1 and ∆((ψ−i,bi)±1)∆((ψ−i,bi)∓1) = 1 follow immedi-
ately from relation (Û1) for both Usc0,µ1 ,U
sc
0,µ2
.
◦ The commutativity of {∆(ψ+i,0),∆(ψ−i,bi)}n−1i=1 between themselves and with {∆(hj,±1)}n−1j=1 is
due to relations (Û1, Û4, Û5) for both Usc0,µ1 ,U
sc
0,µ2
.
◦ Finally, we verify [∆(hi,r),∆(hj,s)] = 0 for r, s ∈ {±1}. To this end, recall the ho-
momorphism ι0,0,µ1 ⊗ ι0,µ2,0 : Usc0,0 ⊗ Usc0,0 → Usc0,µ1 ⊗ Usc0,µ2 . The key observation is that
ι0,0,µ1 ⊗ ι0,µ2,0(∆(hi,r)) = ∆(hi,r) + α
∨
i (µ1+µ2)
vr−v−r for any i ∈ I, r ∈ {±1} (cf. proof of Corol-
lary 10.12), where by abuse of notation we use ∆(hi,r) to denote elements of both Usc0,0 ⊗Usc0,0
and Usc0,µ1 ⊗ Usc0,µ2 . Hence, it suffices to prove [∆(hi,r),∆(hj,s)] = 0 in Usc0,0 ⊗ Usc0,0. The latter
follows immediately from the corresponding result for Uv(Lsln), in which case the assignment
∆ of Theorem 10.22 coincides with the Drinfeld-Jimbo coproduct, due to Theorem 10.14.
H(ii).b. Compatibility with (Û2).
We need to prove [∆(ei,r+1),∆(ej,s)]vcij + [∆(ej,s+1),∆(ei,r)]vcij = 0 for b2,i − 1 ≤ r ≤
−1, b2,j − 1 ≤ s ≤ −1.
◦ Case b2,i − 1 < r ≤ −1, b2,j − 1 < s ≤ −1. In this case, the above sum equals 1 ⊗
([ei,r+1, ej,s]vcij + [ej,s+1, ei,r]vcij ) = 0, due to relations (Û2) and (Û4) for Usc0,µ2 .
◦ Case r = b2,i − 1, b2,j − 1 < s < −1. Note that [ej,s+1, fa,0] = 0 for any 1 ≤ a < n,
due to (Û6) for Usc0,µ2 . As a result, we have [ej,s+1, F
(0)
ba ] = [ej,s+1, F˜
(0)
ba ] = 0 for any 1 ≤
a < b ≤ n. Combining this with (Û2) and (Û4) for Usc0,µ2 , we get [∆(ei,b2,i),∆(ej,s)]vcij +
[∆(ej,s+1),∆(ei,b2,i−1)]vcij = 1⊗ ([ei,b2,i , ej,s]vcij + [ej,s+1, ei,b2,i−1]vcij ) = 0 as above.
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◦ Case r = b2,i − 1, s = b2,j − 1. Due to relation (Û4) for both Usc0,µ1 ,Usc0,µ2 , we get
[∆(ej,b2,j ),∆(ei,b2,i−1)]vcij = 1⊗ [ej,b2,j , ei,b2,i−1]vcij−
(v − v−1)
∑
l>i+1
E
(−1)
il ⊗ [ej,b2,j , F (0)l,i+1]ψ−i,b2,i + (v − v−1)
∑
k<i
vi−k−1E(−1)k,i+1 ⊗ [ej,b2,j , F˜ (0)ik ]ψ−i,b2,i−
(v − v−1)2
k<i∑
l>i+1
vi−k−1E(−1)kl ⊗ [ej,b2,j , F˜ (0)ik F (0)l,i+1]ψ−i,b2,i .
Using this formula and Lemma H.10 below, it is straightforward to check that again we
obtain [∆(ei,b2,i),∆(ej,b2,j−1)]vcij + [∆(ej,b2,j ),∆(ei,b2,i−1)]vcij = 1 ⊗ ([ei,b2,i , ej,b2,j−1]vcij +
[ej,b2,j , ei,b2,i−1]vcij ) = 0.
Lemma H.10. For any 1 ≤ k < i, i+ 1 < l ≤ n, 1 ≤ j < n, the following holds in Usc0,µ2:
(a) [ej,b2,j , F
(0)
l,i+1] = δj,i+1F
(0)
l,i+2ψ
−
j,b2,j
, where we set F (0)i+2,i+2 :=
−1
v−v−1 .
(b) [ej,b2,j , F˜
(0)
ik ] = −v−1δj,i−1F˜ (0)i−1,kψ−j,b2,j , where we set F˜
(0)
i−1,i−1 :=
v
v−v−1 .
◦ Case r = b2,i − 1, s = −1. Clearly, [∆(ei,b2,i),∆(ej,−1)]vcij = 1 ⊗ [ei,b2,i , ej,−1]vcij and
[∆(ej,0),∆(ei,b2,i−1)]vcij = [1⊗ej,0+ej,0⊗ψ+j,0,∆(ei,b2,i−1)]vcij . We claim that as in the previous
cases, one gets [∆(ei,b2,i),∆(ej,−1)]vcij + [∆(ej,0),∆(ei,b2,i−1)]vcij = 1 ⊗ ([ei,b2,i , ej,−1]vcij +
[ej,0, ei,b2,i−1]vcij ) = 0. To this end, we note that the computations of [1⊗ ej,0,∆(ei,b2,i−1)]vcij
and [ej,0 ⊗ ψ+j,0,∆(ei,b2,i−1)]vcij are straightforward and are crucially based on Lemmas H.11
and H.12 below, respectively.
Lemma H.11. For any 1 ≤ k < i, i+ 1 < l ≤ n, 1 ≤ j < n, the following holds in Usc0,µ2:
(a) [ej,0, F
(0)
l,i+1] = −vδj,l−1F (0)j,i+1ψ+j,0, where we set F (0)i+1,i+1 := −1v(v−v−1) .
(b) [ej,0, F˜
(0)
ik ] = δjkF˜
(0)
i,j+1ψ
+
j,0, where we set F˜
(0)
ii :=
1
v−v−1 .
Lemma H.12. For any 1 ≤ k < l − 1 < n, 1 ≤ j < n, the following holds in Usc0,µ1:
[ej,0, E
(−1)
kl ]
v
(α∨
j
,α∨
[k,l−1])
= δjlE
(−1)
k,l+1 − δj,k−1E(−1)k−1,l.
H(ii).c. Compatibility with (Û3).
We need to prove [∆(fi,r+1),∆(fj,s)]v−cij + [∆(fj,s+1),∆(fi,r)]v−cij = 0 for b1,i ≤ r ≤
0, b1,j ≤ s ≤ 0.
◦ Case b1,i ≤ r < 0, b1,j ≤ s < 0. In this case, the above sum equals ([fi,r+1, fj,s]v−cij +
[fj,s+1, fi,r]v−cij )⊗ 1 = 0, due to relations (Û3) and (Û5) for Usc0,µ1 .
◦ Case r = 0, b1,j < s < 0. Note that [fj,s, ea,0] = 0 for any 1 ≤ a < n, due to (Û6) for
Usc0,µ1 . As a result, we have [fj,s, E
(0)
ab ] = [fj,s, E˜
(0)
ab ] = 0 for any 1 ≤ a < b ≤ n. Combining
this with (Û3) and (Û5) for Usc0,µ1 , we get [∆(fi,1),∆(fj,s)]v−cij + [∆(fj,s+1),∆(fi,0)]v−cij =
([fi,1, fj,s]v−cij + [fj,s+1, fi,0]v−cij )⊗ 1 = 0 as above.
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◦ Case r = 0, s = 0. Due to relation (Û5) for both Usc0,µ1 ,Usc0,µ2 , we get
[∆(fi,1),∆(fj,0)]v−cij = [fi,1, fj,0]v−cij ⊗ 1 + (v − v−1)v−cij−1
∑
l>i+1
[E
(0)
i+1,l, fj,0]ψ
+
i,0 ⊗ F (1)li −
(v − v−1)v−cij
∑
k<i
vk−i[E˜(0)ki , fj,0]ψ
+
i,0 ⊗ F (1)i+1,k−
(v − v−1)2v−cij
k<i∑
l>i+1
vk−i−1[E(0)i+1,lE˜
(0)
ki , fj,0]ψ
+
i,0 ⊗ F (1)lk .
Using this formula and Lemma H.13 below, it is straightforward to check that we obtain
[∆(fi,1),∆(fj,0)]v−cij + [∆(fj,1),∆(fi,0)]v−cij = ([fi,1, fj,0]v−cij + [fj,1, fi,0]v−cij )⊗ 1 = 0.
Lemma H.13. For any 1 ≤ k < i, i+ 1 < l ≤ n, 1 ≤ j < n, the following holds in Usc0,µ1:
(a) [E(0)i+1,l, fj,0] = v
−1δj,i+1E
(0)
i+2,lψ
+
j,0, where we set E
(0)
i+2,i+2 :=
v
v−v−1 .
(b) [E˜(0)ki , fj,0] = −δj,i−1E˜(0)k,i−1ψ+j,0, where we set E˜(0)i−1,i−1 := −1v−v−1 .
◦ Case r = 0, s = b1,j. Clearly, [∆(fj,b1,j+1),∆(fi,0)]v−cij = [fj,b1,j+1, fi,0]v−cij ⊗ 1 and
[∆(fi,1),∆(fj,b1,j )]v−cij = [∆(fi,1), fj,b1,j ⊗ 1 +ψ−j,b1,j ⊗ fj,0]v−cij . We claim that as in the pre-
vious cases, one gets [∆(fi,1),∆(fj,b1,j )]v−cij + [∆(fj,b1,j+1),∆(fi,0)]v−cij = ([fi,1, fj,b1,j ]v−cij +
[fj,b1,j+1, fi,0]v−cij ) ⊗ 1 = 0. To this end, we note that the computations of [∆(fi,1), fj,b1,j ⊗
1]v−cij and [∆(fi,1), ψ
−
j,b1,j
⊗ fj,0]v−cij are straightforward and are crucially based on Lem-
mas H.14 and H.15 below, respectively.
Lemma H.14. For any 1 ≤ k < i, i+ 1 < l ≤ n, 1 ≤ j < n, the following holds in Usc0,µ1:
(a) [E(0)i+1,l, fj,b1,j ] = −δj,l−1E(0)i+1,jψ−j,b1,j , where we set E
(0)
i+1,i+1 :=
1
v−v−1 .
(b) [E˜(0)ki , fj,b1,j ] = vδjkE˜
(0)
j+1,iψ
−
j,b1,j
, where we set E˜(0)ii :=
−1
v(v−v−1) .
Lemma H.15. For any 1 ≤ k < l − 1 < n, 1 ≤ j < n, the following holds in Usc0,µ2:
[F
(1)
lk , fj,0]
v
−(α∨
j
,α∨
[k,l−1])
= δjlF
(1)
l+1,k − δj,k−1F (1)l,k−1.
H(ii).d. Compatibility with (Û4).
Due to relations (Û1, Û4, Û5) for both Usc0,µ1 ,U
sc
0,µ2
, we immediately obtain the equalities
∆(ψ+i,0)∆(ej,r) = v
cij∆(ej,r)∆(ψ
+
i,0), ∆(ψ
−
i,bi
)∆(ej,r) = v
−cij∆(ej,r)∆(ψ−i,bi) for b2,j−1 ≤ r ≤ 0.
Let us now verify [∆(hi,1),∆(ej,r)] = [cij ]v ·∆(ej,r+1) for b2,j − 1 ≤ r ≤ −1.
◦ Case b2,j ≤ r < −1. The verification in this case follows immediately from relation (Û4) for
Usc0,µ2 combined with Lemma H.16 below.
Lemma H.16. For any 1 ≤ a < b ≤ n, b2,j ≤ r < −1, we have [F (1)ba , ej,r] = 0 in Usc0,µ2.
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◦ Case r = −1. Due to relation (Û4) for Usc0,µ2 , we get
[∆(hi,1),∆(ej,−1)] = [cij ]v · 1⊗ ej,0 − (v2 − v−2)E(0)i,i+1 ⊗ [F (1)i+1,i, ej,−1]+
(v − v−1)
∑
l>i+1
E
(0)
i+1,l ⊗ [F (1)l,i+1, ej,−1] + (v − v−1)
∑
k<i
vk+1−iE˜(0)ki ⊗ [F (1)ik , ej,−1]+
v−2(v − v−1)
∑
l>i+1
[E
(0)
i,i+1, E
(0)
i+1,l]v3 ⊗ [F (1)li , ej,−1]−
(v − v−1)
∑
k<i
vk−i−1[E(0)i,i+1, E˜
(0)
ki ]v3 ⊗ [F (1)i+1,k, ej,−1]+
(v − v−1)2
k<i∑
l>i+1
vk−i(E(0)il E˜
(0)
ki − E(0)i+1,lE˜(0)k,i+1)⊗ [F (1)lk , ej,−1].
Using this formula and Lemma H.17 below, it is straightforward to check that we obtain
[∆(hi,1),∆(ej,−1)] = [cij ]v · (1⊗ ej,0 + ej,0 ⊗ ψ+j,0) = [cij ]v ·∆(ej,0).
Lemma H.17. For any 1 ≤ a < b ≤ n, we have [F (1)ba , ej,−1] = −1v−v−1 δjaδj,b−1ψ+j,0 in Usc0,µ2.
◦ Case r = b2,j − 1. According to the next step, we have ∆(ej,b2,j−1) =
[∆(hj,−1),∆(ej,b2,j )]
[2]v
.
Apply the Jacobi identity to get [2]v · [∆(hi,1),∆(ej,b2,j−1)] = [∆(hj,−1), [∆(hi,1),∆(ej,b2,j )]]−
[∆(ej,b2,j ), [∆(hi,1),∆(hj,−1)]]. The second summand is zero as [∆(hi,1),∆(hj,−1)] = 0 by
above. Due to the r = b2,j case considered above, we have [∆(hi,1),∆(ej,b2,j )] = [cij ]v ·
∆(ej,b2,j+1). It remains to apply [∆(hj,−1),∆(ej,b2,j+1)] = [2]v ·∆(ej,b2,j ) as proved below.
Let us now verify the equality [∆(hi,−1),∆(ej,r)] = [cij ]v ·∆(ej,r−1) for b2,j ≤ r ≤ 0.
◦ Case b2,j < r < 0. The verification in this case follows immediately from relation (Û4) for
Usc0,µ2 combined with Lemma H.18 below.
Lemma H.18. For 1 ≤ a < b ≤ n, b2,j < r < 0, we have [F (0)ba , ej,r] = [F˜ (0)ba , ej,r] = 0 in Usc0,µ2.
◦ Case r = b2,j. For i = j, the verification of [∆(hj,−1),∆(ej,b2,j )] = [2]v ·∆(ej,b2,j−1) coincides
with our proof of formula (10.17) from Appendix G. To prove the claim for i 6= j, we can
either perform similar long computations or we can rather deduce from the aforementioned
case i = j. To achieve the latter, we apply the Jacobi identity to get [2]v ·[∆(hi,−1),∆(ej,b2,j )] =
[∆(hj,−1), [∆(hi,−1),∆(ej,b2,j+1)]] − [∆(ej,b2,j+1), [∆(hi,−1),∆(hj,−1)]]. The second summand
is zero as [∆(hi,−1),∆(hj,−1)] = 0 by above. Due to the r = b2,j + 1 case considered above,
we have [∆(hi,−1),∆(ej,b2,j+1)] = [cij ]v · ∆(ej,b2,j ). It remains to apply the aforementioned
equality [∆(hj,−1),∆(ej,b2,j )] = [2]v ·∆(ej,b2,j−1).
◦ Case r = 0. The verification of [∆(hi,−1),∆(ej,0)] = [cij ]v · 1 ⊗ ej,−1 is similar to our
proof of formula (10.17) from Appendix G. To this end, we note that the computations of
[∆(hi,−1), 1⊗ej,0] and [∆(hi,−1), ej,0⊗ψ+j,0] are straightforward and are crucially based on the
above Lemmas H.11 and H.12.
H(ii).e. Compatibility with (Û5).
Due to relations (Û1, Û4, Û5) for both Usc0,µ1 ,U
sc
0,µ2
, we immediately obtain the equalities
∆(ψ+i,0)∆(fj,r) = v
−cij∆(fj,r)∆(ψ+i,0), ∆(ψ
−
i,bi
)∆(fj,r) = v
cij∆(fj,r)∆(ψ
−
i,bi
) for b1,j ≤ r ≤ 1.
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Let us now verify [∆(hi,−1),∆(fj,r)] = −[cij ]v ·∆(fj,r−1) for b1,j + 1 ≤ r ≤ 1.
◦ Case b1,j + 1 < r < 1. The verification in this case follows immediately from relation (Û5)
for Usc0,µ1 combined with Lemma H.19 below.
Lemma H.19. For any 1 ≤ a < b ≤ n, b1,j + 1 < r < 1, we have [E(−1)ab , fj,r] = 0 in Usc0,µ1.
◦ Case r = b1,j + 1. Due to relation (Û5) for Usc0,µ1 , we have
[∆(hi,−1),∆(fj,b1,j+1)] = −[cij ]v · fj,b1,j ⊗ 1 + (v2 − v−2)[E(−1)i,i+1, fj,b1,j+1]⊗ F (0)i+1,i−
(v − v−1)
∑
l>i+1
[E
(−1)
i+1,l, fj,b1,j+1]⊗ F (0)l,i+1 − (v − v−1)
∑
k<i
vi−k−1[E(−1)ki , fj,b1,j+1]⊗ F˜ (0)ik −
v2(v − v−1)
∑
l>i+1
[E
(−1)
il , fj,b1,j+1]⊗ [F (0)l,i+1, F (0)i+1,i]v−3+
(v − v−1)
∑
k<i
vi+1−k[E(−1)k,i+1, fj,b1,j+1]⊗ [F˜ (0)ik , F (0)i+1,i]v−3−
(v − v−1)2
k<i∑
l>i+1
vi−k[E(−1)kl , fj,b1,j+1]⊗ (F˜ (0)i+1,kF (0)l,i+1 − F˜ (0)ik F (0)li ).
Using this formula and Lemma H.20 below, it is straightforward to check that we obtain
[∆(hi,−1),∆(fj,b1,j+1)] = −[cij ]v · (fj,b1,j ⊗ 1 + ψ−j,b1,j ⊗ fj,0) = −[cij ]v ·∆(fj,b1,j ).
Lemma H.20. For any 1 ≤ a < b ≤ n, we have [E(−1)ab , fj,b1,j+1] =
−δjaδj,b−1
v−v−1 ψ
−
j,b1,j
in Usc0,µ1 .
◦ Case r = 1. According to the next step, we have ∆(fj,1) = −[2]−1v · [∆(hj,1),∆(fj,0)].
Apply the Jacobi identity to get [2]v · [∆(hi,−1),∆(fj,1)] = [∆(hj,1), [∆(hi,−1),∆(fj,0)]] −
[∆(fj,0), [∆(hi,−1),∆(hj,1)]]. The second summand is zero as [∆(hi,−1),∆(hj,1)] = 0 by above.
Due to the r = 0 case considered above, we have [∆(hi,−1),∆(fj,0)] = −[cij ]v · ∆(fj,−1). It
remains to apply [∆(hj,1),∆(fj,−1)] = −[2]v ·∆(fj,0) as proved below.
Let us now verify [∆(hi,1),∆(fj,r)] = −[cij ]v ·∆(fj,r+1) for b1,j ≤ r ≤ 0.
◦ Case b1,j < r < 0. The verification in this case follows immediately from relation (Û5) for
Usc0,µ1 combined with Lemma H.21 below.
Lemma H.21. For 1 ≤ a < b ≤ n, b1,j < r < 0, we have [E(0)ab , fj,r] = [E˜(0)ab , fj,r] = 0 in Usc0,µ1.
◦ Case r = 0. For i = j, the verification of [∆(hj,1),∆(fj,0)] = −[2]v · ∆(fj,1) coin-
cides with our proof of formula (10.18), sketched in Appendix G. To prove the claim for
i 6= j, we can either perform similar long computations or we can rather deduce from the
aforementioned case i = j. To achieve the latter, we apply the Jacobi identity to get
−[2]v · [∆(hi,1),∆(fj,0)] = [∆(hj,1), [∆(hi,1),∆(fj,−1)]]− [∆(fj,−1), [∆(hi,1),∆(hj,1)]]. The sec-
ond summand is zero as [∆(hi,1),∆(hj,1)] = 0 by above. Due to the r = −1 case considered
above, we have [∆(hi,1),∆(fj,−1)] = −[cij ]v ·∆(fj,0). It remains to apply the aforementioned
equality [∆(hj,1),∆(fj,0)] = −[2]v ·∆(fj,1).
◦ Case r = b1,j. The verification of [∆(hi,1),∆(fj,b1,j )] = −[cij ]v · fj,b1,j+1⊗ 1 is similar to our
proof of formula (10.18), sketched in Appendix G. To this end, we note that the computations
of [∆(hi,1), fj,b1,j ⊗ 1] and [∆(hi,1), ψ−j,b1,j ⊗ fj,0] are straightforward and are crucially based
on the above Lemmas H.14 and H.15.
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H(ii).f. Compatibility with (Û6).
We need to verify
[∆(ei,r),∆(fj,s)] = δij ·

∆(ψ+i,0)∆(hi,1) if r + s = 1,
∆(ψ−i,bi)∆(hi,−1) if r + s = bi − 1,
∆(ψ+i,0)
v−v−1 if r + s = 0,
−∆(ψ−i,bi )
v−v−1 if r + s = bi,
0 otherwise,
for b2,i − 1 ≤ r ≤ 0, b1,j ≤ s ≤ 1, where we set bi := b1,i + b2,i as before.
◦ Cases b2,i − 1 < r ≤ 0, b1,j ≤ s < 1. Obviously follows from (Û4, Û5, Û6) for both
Usc0,µ1 ,U
sc
0,µ2
.
◦ Case b2,i ≤ r < −1, s = 1. In this case, we get [∆(ei,r),∆(fj,1)] = 0, due to Lemma H.16.
◦ Case r = −1, s = 1. Applying Lemma H.17 from above, it is straightforward to see that we
get [∆(ei,−1),∆(fj,1)] =
δij
v−v−1ψ
+
i,0 ⊗ ψ+i,0 = δijv−v−1∆(ψ+i,0).
◦ Case r = b2,i − 1, s = 1. According to relation (Û4) verified above, we have ∆(ei,b2,i−1) =
[2]−1v · [∆(hi,−1),∆(ei,b2,i)]. Applying the Jacobi identity, we get [2]v · [∆(ei,b2,i−1),∆(fj,1)] =
[∆(hi,−1), [∆(ei,b2,i),∆(fj,1)]]−[∆(ei,b2,i), [∆(hi,−1),∆(fj,1)]]. However, both summands in the
right-hand side are zero, due to the above cases and relation (Û5) established above.
◦ Case r = b2,i − 1, b1,j + 1 < s < 1. In this case, we get [∆(ei,b2,i−1),∆(fj,s)] = 0, due to
Lemma H.19.
◦ Case r = b2,i − 1, s = b1,j + 1. Applying Lemma H.20 from above, it is straightforward to
see that we get [∆(ei,b2,i−1),∆(fj,b1,j+1)] = − δijv−v−1ψ−i,b1,i ⊗ ψ−i,b2,i = −
δij
v−v−1∆(ψ
−
i,bi
).
◦ Case r = 0, s = 1. Consider the homomorphism +µ1,0 ⊗ +0,µ2 : U+v ⊗ U+v → U
sc,+
0,µ1,0
⊗ Usc,+0,0,µ2 .
Comparing the formulas of Theorems 10.14, 10.22 and applying Lemma H.9, we get
[∆µ1,µ2(ei,0),∆µ1,µ2(fj,1)] = [
+
µ1,0
⊗ +0,µ2(∆(ei,0)), +µ1,0 ⊗ +0,µ2(∆(fj,1))] =
+µ1,0 ⊗ +0,µ2 ([∆(ei,0),∆(fj,1)]) = +µ1,0 ⊗ +0,µ2(δij∆(ψ+i,0)∆(hi,1)) = δij∆µ1,µ2(ψ+i,0)∆µ1,µ2(hi,1),
where the subscripts in ∆µ1,µ2 are used this time to distinguish it from the Drinfeld-Jimbo
coproduct ∆ on Uv(Lsln).
◦ Case r = b2,i − 1, s = b1,j. Consider the homomorphism −µ1,0 ⊗ −0,µ2 : U−v ⊗U−v → U
sc,−
0,µ1,0
⊗
U
sc,−
0,0,µ2
. Comparing the formulas of Theorems 10.14, 10.22 and applying Lemma H.9, we get
[∆µ1,µ2(ei,b2,i−1),∆µ1,µ2(fj,b1,j )] = [
−
µ1,0
⊗ −0,µ2(∆(ei,−1)), −µ1,0 ⊗ −0,µ2(∆(fj,0))] =
−µ1,0 ⊗ −0,µ2 ([∆(ei,−1),∆(fj,0)]) = −µ1,0 ⊗ −0,µ2(δij∆(ψ−i,0)∆(hi,−1)) =
δij∆µ1,µ2(ψ
−
i,bi
)∆µ1,µ2(hi,−1).
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H(ii).g. Compatibility with (Û7).
Utilizing the homomorphism +µ1,0 ⊗ +0,µ2 : U+v ⊗ U+v → U
sc,+
0,µ1,0
⊗ Usc,+0,0,µ2 as above, we get
[∆µ1,µ2(ei,0), [∆µ1,µ2(ei,0), · · · , [∆µ1,µ2(ei,0),∆µ1,µ2(ej,0)]vcij · · · ]v−cij−2 ]v−cij =
+µ1,0 ⊗ +0,µ2([∆(ei,0), [∆(ei,0), · · · , [∆(ei,0),∆(ej,0)]vcij · · · ]v−cij−2 ]v−cij ) =
+µ1,0 ⊗ +0,µ2(∆([ei,0, [ei,0, · · · , [ei,0, ej,0]vcij · · · ]v−cij−2 ]v−cij )) = 0,
where the last equality is due to the Serre relation in U+v (cf. Remark 5.4).
H(ii).h. Compatibility with (Û8).
Due to relation (Û8) for Usc0,µ1 , we have
[∆µ1,µ2(fi,0), [∆µ1,µ2(fi,0), · · · , [∆µ1,µ2(fi,0),∆µ1,µ2(fj,0)]vcij · · · ]v−cij−2 ]v−cij =
[fi,0, [fi,0, · · · , [fi,0, fj,0]vcij · · · ]v−cij−2 ]v−cij ⊗ 1 = 0.
H(ii).i. Compatibility with (Û9).
Applying the homomorphisms ±µ1,0 ⊗ ±0,µ2 , we see that it suffices to prove the equalities:
[hi,1, [fi,1, [hi,1, ei,0]]] = 0 in U
+
v , [hi,−1, [ei,−1, [hi,−1, fi,0]]] = 0 in U
−
v .
These follow from [hi,±1, ψ±i,±2] = 0 in U
±
v .
This completes our proof of Theorem 10.22.
H(iii). Relation between ∆ and ∆µ1,µ2.
The following result completes our discussion of Remark 10.23.
Proposition H.22. The following diagram is commutative:
U±v
U
sc,±
0,µ1,µ2
U±v ⊗ U±v
U
sc,±
0,µ1,0
⊗ Usc,±0,0,µ2
-
-
? ?
∆
∆µ1,µ2
±µ1,µ2 
±
µ1,0
⊗ ±0,µ2
Proof. To simplify our computations, we will assume that µ1, µ2 are strictly antidominant.
(a) To prove the commutativity of the above diagram in the ‘+’ case, it suffices to verify
that +µ1,0 ⊗ +0,µ2(∆(X)) = ∆µ1,µ2(+µ1,µ2(X)) for X ∈ {ei,0, (ψ+i,0)±1, F
(1)
n1 }n−1i=1 . The only non-
obvious verification is the one for X = F (1)n1 .
The computation of ∆(F (1)n1 ) is based on the computation of ∆
rtt(f˜
(1)
n1 ). Comparing the
coefficients of z−1 in the equality
∆rtt(T+n1(z)) = T
+
n1(z)⊗ T+11(z) + T+nn(z)⊗ T+n1(z) +
∑
1<i<n
T+ni(z)⊗ T+i1 (z),
we get ∆rtt(f˜ (1)n1 g˜
+
1 ) = f˜
(1)
n1 g˜
+
1 ⊗g˜+1 +g˜+n ⊗f˜ (1)n1 g˜+1 , so that ∆rtt(f˜ (1)n1 ) = f˜ (1)n1 ⊗1+g˜+n (g˜+1 )−1⊗f˜ (1)n1 .
Applying Υ−1 of Theorem G.6 and formula (G.19), we finally find
∆(F
(1)
n1 ) = F
(1)
n1 ⊗ 1 + ψ+1,0 · · ·ψ+n−1,0 ⊗ F (1)n1 .
Therefore, +µ1,0 ⊗ +0,µ2(∆(F
(1)
n1 )) = F
(1)
n1 ⊗ 1 + ψ+1,0 · · ·ψ+n−1,0 ⊗ F (1)n1 .
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On the other hand, we have ∆µ1,µ2(+µ1,µ2(F
(1)
n1 )) = ∆µ1,µ2(F
(1)
n1 ) and
∆µ1,µ2(F
(1)
n1 ) = [· · · [∆µ1,µ2(f1,1),∆µ1,µ2(f2,0)]v, · · · ,∆µ1,µ2(fn−1,0)]v.
Let us first note that [E(0)2l , f2,0] = v
−1E(0)3l ψ
+
2,0, where we set E
(0)
33 :=
v
v−v−1 . Combining this
with relation (U5) and the formula
∆µ1,µ2(f1,1) = f1,1 ⊗ 1 + ψ+1,0 ⊗ f1,1 + v−1(v − v−1)
∑
l>2
E
(0)
2l ψ
+
1,0 ⊗ F (1)l1 ,
we find
[∆µ1,µ2(f1,1),∆µ1,µ2(f2,0)]v = [f1,1, f2,0]v ⊗ 1 + v−1(v − v−1)
∑
l>2
E
(0)
3l ψ
+
1,0ψ
+
2,0 ⊗ F (1)l1 .
Further v-commuting this with ∆µ1,µ2(f3,0), . . . ,∆µ1,µ2(fn−1,0), we finally obtain
∆µ1,µ2(F
(1)
n1 ) = F
(1)
n1 ⊗ 1 + ψ+1,0 · · ·ψ+n−1,0 ⊗ F (1)n1 .
This completes our verification of +µ1,0 ⊗ +0,µ2(∆(F
(1)
n1 )) = ∆µ1,µ2(
+
µ1,µ2(F
(1)
n1 )).
(b) The proof of the commutativity in the ‘−’ case is completely analogous. 
Appendix I. Proof of Theorem 10.25
Our proof of Theorem 10.25 proceeds in three steps. First, we reduce the problem to its
unshifted counterpart, see Theorem I.1. To prove this theorem, we recall the shuffle realization
of U>v , see Theorem I.3. In the last and final step, we apply a simple result Proposition I.4.
I(i). Reduction to an unshifted case.
Given µ ∈ Λ and ν1, ν2 ∈ Λ−, recall the shift homomorphisms ιµ,ν1,ν2 : Usc0,µ → Usc0,µ+ν1+ν2
introduced in Lemma 10.24. Note that ιµ,ν1,ν2 gives rise to the homomorphisms (restrictions)
ι>µ,ν1,ν2 : U
sc,>
0,µ → Usc,>0,µ+ν1+ν2 , ι<µ,ν1,ν2 : U
sc,<
0,µ → Usc,<0,µ+ν1+ν2 , ι0µ,ν1,ν2 : U
sc,0
0,µ → Usc,00,µ+ν1+ν2 .
Moreover, evoking the triangular decomposition of Proposition 5.1(a) for both algebras Usc0,µ
and Usc0,µ+ν1+ν2 , we see that ιµ,ν1,ν2 is ‘glued’ from the aforementioned three homomorphisms
ι>µ,ν1,ν2 , ι
<
µ,ν1,ν2 , ι
0
µ,ν1,ν2 . Hence, Theorem 10.25 is equivalent to the injectivity of these restric-
tions ι>µ,ν1,ν2 , ι
<
µ,ν1,ν2 , ι
0
µ,ν1,ν2 . The injectivity of ι
0
µ,ν1,ν2 is clear. On the other hand, according
to Proposition 5.1(b), we have Usc,>0,µ ' U>v ' Usc,>0,µ+ν1+ν2 ,U
sc,<
0,µ ' U<v ' Usc,<0,µ+ν1+ν2 , where
U>v , U
<
v denote the corresponding subalgebras of Uv(Lsln). As such, the injectivity of ι>µ,ν1,ν2
(resp. ι<µ,ν1,ν2) is equivalent to the injectivity of ι
>
ν1 : U
>
v → U>v (resp. ι<ν2 : U<v → U<v ) given
by ei(z) 7→ (1− z−1)−α∨i (ν1)ei(z) (resp. fi(z) 7→ (1− z−1)−α∨i (ν2)fi(z)) for i ∈ I.
Thus, we have reduced Theorem 10.25 to its unshifted counterpart:
Theorem I.1. (a) The homomorphism ι>ν : U>v → U>v is injective for any ν ∈ Λ−.
(b) The homomorphism ι<ν : U<v → U<v is injective for any ν ∈ Λ−.
Our proof of part (a) is crucially based on the shuffle realization of U>v , which we recall
next (the proof of part (b) is completely analogous).
126 MICHAEL FINKELBERG AND ALEXANDER TSYMBALIUK
I(ii). Shuffle algebra (of type An−1).
Consider an NI -graded C(v)-vector space S =
⊕
k=(k1,...,kn−1)∈NI
Sk, where S(k1,...,kn−1) consists
of
∏
Ski-symmetric rational functions in the variables {xi,r}1≤r≤kii∈I . We also fix an I×I matrix
of rational functions (ζi,j(z))i,j∈I ∈ MatI×I(C(z)) by setting ζi,j(z) = z−v
−cij
z−1 , where (cij)
n−1
i,j=1
is the Cartan matrix of sln as before. Let us now introduce the bilinear ? product on S: given
F ∈ Sk and G ∈ Sl, define F ? G ∈ Sk+l by
(F ? G)(x1,1, . . . , x1,k1+l1 ; . . . ;xn−1,1, . . . , xn−1,kn−1+ln−1) :=
Sym∏Ski+li
F ({xi,r}1≤r≤kii∈I )G({xi′,r′}ki′<r′≤ki′+li′i′∈I ) · i′∈I∏
i∈I
r′>ki′∏
r≤ki
ζi,i′(xi,r/xi′,r′)
 .
Here and afterwards, given a function f ∈ C({xi,1, . . . , xi,mi}i∈I), we define
Sym∏Smi (f) :=
∏
i∈I
1
mi!
·
∑
(σ1,...,σn−1)∈Sm1×...×Smn−1
f({xi,σi(1), . . . , xi,σi(mi)}i∈I).
This endows S with a structure of an associative unital algebra with the unit 1 ∈ S(0,...,0).
We will be interested only in a certain subspace of S, defined by the pole and wheel conditions:
• We say that F ∈ Sk satisfies the pole conditions if and only if
F =
f(x1,1, . . . , xn−1,kn−1)∏n−2
i=1
∏r′≤ki+1
r≤ki (xi,r − xi+1,r′)
, where f ∈ (C(v)[x±1i,r ]1≤r≤kii∈I )
∏
Ski .
• We say that F ∈ Sk satisfies the wheel conditions if and only if
F ({xi,r}) = 0 once xi,r1 = vxi+,l = v2xi,r2 for some , i, r1, r2, l,
where  ∈ {±1}, i, i+  ∈ I, 1 ≤ r1, r2 ≤ ki, 1 ≤ l ≤ ki+.
Let Sk ⊂ Sk be the subspace of all elements F satisfying these two conditions and set
S :=
⊕
k∈NI
Sk. It is straightforward to check that the subspace S ⊂ S is ?-closed.
Definition I.2. The algebra (S, ?) is called the shuffle algebra (of An−1-type).
The following key result, identifying this algebra with U>v , is due to [N]
11.
Theorem I.3. There is a unique C(v)-algebra isomorphism Ψ: U>v ∼−→S such that ei,r 7→ xri,1
for any i ∈ I, r ∈ Z.
I(iii). Proof of Theorem I.1(a).
The following result is straightforward:
Proposition I.4. (a) For any ν ∈ Λ−, there is a unique algebra homomorphism ι′ν : S → S
such that f({xi,r}1≤r≤kii∈I ) 7→
∏1≤r≤ki
i∈I (1−x−1i,r )−α
∨
i (ν) ·f({xi,r}1≤r≤kii∈I ) for any f ∈ S(k1,...,kn−1).
(b) The homomorphisms ι>ν and ι′ν are compatible: ι′ν(Ψ(X)) = Ψ(ι>ν (X)) for any X ∈ U>v .
(c) ι′ν is injective.
Combining Theorem I.3 and Proposition I.4 immediately yields Theorem I.1(a).
This completes our proof of Theorem 10.25.
11To be more precise, [N, Theorem 1.1] establishes such a shuffle realization for the half of the quantum
toroidal algebra of sln. Since the latter naturally contains U>v as a subalgebra, we get the claimed result.
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Appendix J. Proof of Proposition 11.27
Consider the n = 0 case of Section 11(iv). Let e˜±(z), f˜±(z), g˜±1 (z), g˜
±
2 (z) be the currents
entering the Gauss decomposition of T±(z), and set ψ˜±(z) := g˜±2 (z)(g˜
±
1 (z))
−1. According
to [DF] (see also Theorem G.6) there is a C(v)-algebra isomorphism
Υ: Uadv (Lsl2)
∼−→Urtt0,0/(t±11[0]t∓11[0]− 1),
defined by
e±(z) 7→ e˜
±(vz)
v − v−1 , f
±(z) 7→ f˜
±(vz)
v − v−1 , ψ
±(z) 7→ ψ˜±(vz), φ± 7→ t∓11[0] (J.1)
(a slight modification of Υ0,0). The isomorphism Υ intertwines coproducts ∆rtt := ∆rtt0,0 and
∆ad. In particular, the restriction of the pull-back of ∆rtt to the subalgebra Uv(Lsl2) of
Uadv (Lsl2) recovers the Drinfeld-Jimbo coproduct ∆ on Uv(Lsl2).
J(i). Computation of ∆(e±(z)) and ∆(f±(z)).
The verification of formulas (11.28) and (11.29) is based on the following result.
Lemma J.2. We have T±11(z)
−1T±21(z) = vf˜
±(v2z), T±12(z)T
±
11(z)
−1 = v−1e˜±(v2z).
Proof. Comparing the matrix coefficients 〈v1 ⊗ v2| · · · |v1 ⊗ v1〉 of both sides of the equality
Rtrig(z/w)(T
±(z)⊗ 1)(1⊗ T±(w)) = (1⊗ T±(w))(T±(z)⊗ 1)Rtrig(z/w), we get
(z − w)T±11(z)T±21(w) + (v − v−1)zT±21(z)T±11(w) = (vz − v−1w)T±21(w)T±11(z).
Plugging w = v2z into this identity, we obtain the first equality:
T±11(z)
−1T±21(z) = vT
±
21(v
2z)T±11(v
2z)−1 = vf˜±(v2z).
Likewise, comparing the matrix coefficients 〈v1⊗v1| · · · |v1⊗v2〉, we get the second equality. 
◦ We have e˜±(z) = (T±11(z))−1T±12(z). Hence,
∆rtt(e˜±(z)) =
(
T±11(z)⊗ T±11(z) + T±12(z)⊗ T±21(z)
)−1 (
T±11(z)⊗ T±12(z) + T±12(z)⊗ T±22(z)
)
=(
1 + T±11(z)
−1T±12(z)⊗ T±11(z)−1T±21(z)
)−1 (
1⊗ e˜±(z) + e˜±(z)⊗ T±11(z)−1T±22(z)
)
=( ∞∑
r=0
(−v)re˜±(z)r ⊗ f˜±(v2z)r
)(
1⊗ e˜±(z) + e˜±(z)⊗ (vf˜±(v2z)e˜±(z) + g˜±1 (z)−1g˜±2 (z))
)
=
1⊗ e˜±(z) +
∞∑
r=0
(−v)r · e˜±(z)r+1 ⊗ f˜±(v2z)rψ˜±(z),
where we used Lemma J.2 twice in the third equality. Applying Υ−1, we recover (11.28).
◦ We have f˜±(z) = T±21(z)(T±11(z))−1. Hence,
∆rtt(f˜±(z)) =
(
T±21(z)⊗ T±11(z) + T±22(z)⊗ T±21(z)
) (
T±11(z)⊗ T±11(z) + T±12(z)⊗ T±21(z)
)−1
=(
f˜±(z)⊗ 1 + T±22(z)T±11(z)−1 ⊗ f˜±(z)
)(
1 + T±12(z)T
±
11(z)
−1 ⊗ f˜±(z)
)−1
=(
f˜±(z)⊗ 1 + (v−1f˜±(z)e˜±(v2z) + g˜±2 (z)g˜±1 (z)−1)⊗ f˜±(z)
)
×( ∞∑
r=0
(−v)−re˜±(v2z)r ⊗ f˜±(z)r
)
= f˜±(z)⊗ 1 +
∞∑
r=0
(−v)−r · ψ˜±(z)e˜±(v2z)r ⊗ f˜±(z)r+1,
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where we used Lemma J.2 twice in the third equality. Applying Υ−1, we recover (11.29).
J(ii). Computation of ∆(ψ±(z)).
We have ψ˜±(z) = g˜±(z)−1g˜±2 (z) = T
±
11(z)
−1T±22(z) − vf˜±(v2z)e˜±(z), due to Lemma J.2.
Evaluating ∆rtt(T±11(z)
−1T±22(z)) as before, we get the following formula:
∆rtt(ψ˜±(z)) =
∞∑
r=0
(−1)r+1vr+2e˜±(z)r[e˜±(z), f˜±(v2z)]⊗ f˜±(v2z)r+1e˜±(z)+
∞∑
r=0
(−1)r(vr+1e˜±(z)rψ˜±(z)− v1−rψ˜±(v2z)e˜±(v4z)r)⊗ f˜±(v2z)r+1e˜±(z)+
∞∑
r=0
(−1)rvr+1[e˜±(z)r, f˜±(v2z)]e˜±(z)⊗ f˜±(v2z)rψ˜±(z)+
∞∑
r=0
(−1)rvre˜±(z)rψ˜±(z)⊗ f˜±(v2z)rψ˜±(z)+
∞∑
r,s=0
(−1)r+s+1v−r+s+1ψ˜±(v2z)e˜±(v4z)re˜±(z)s+1 ⊗ f˜±(v2z)r+s+1ψ˜±(z).
(J.3)
To simplify the right-hand side of this equality, we need the following result.
Lemma J.4. We have:
(a) [e˜±(z), f˜±(w)] = (v−v
−1)z
w−z · (ψ˜±(z)− ψ˜±(w)).
(b) [e˜±(z), f˜±(v2z)] = ψ˜
±(z)−ψ˜±(v2z)
v .
(c) (z − v2w)ψ˜±(z)e˜±(w) = (v2z − w)e˜±(w)ψ˜±(z)± w · [e˜0, ψ˜±(z)]v2.
(d) ψ˜±(z)e˜±(v2z) = v2e˜±(v−2z)ψ˜±(z) = e˜
±(z)ψ˜±(z)+ψ˜±(z)e˜±(z)
1+v−2 .
(e) (z − v2w)e˜±(z)e˜±(w)− z · [e˜0, e˜±(w)]v2 = (v2z − w)e˜±(w)e˜±(z) + w · [e˜0, e˜±(z)]v2.
(f) e˜±(v2z)2 − (1 + v2)e˜±(z)e˜±(v2z) + v2e˜±(z)2 = 0.
Proof. Parts (a, c, e) follow from the corresponding relations for e±(z), f±(z), ψ±(z), estab-
lished in Lemma B.2(c, f1, d1), respectively.
Part (b) is obtained by specializing w = v2z in (a). Part (d) is obtained by comparing the
specializations of (c) at w = v2z, w = v−2z, and w = z. Part (f) is obtained by comparing
the specializations of (e) at w = v2z and w = z. 
The first two sums of (J.3) add up to zero, due to Lemma J.4(b, d). Applying Lemma J.4(b)
to the third sum of (J.3) and Lemma J.4(d) to the last sum of (J.3), we get
∆rtt(ψ˜±(z)) =
∞∑
r=0
(−v)rAr(z)⊗ f˜±(v2z)rψ˜±(z) (J.5)
with
Ar(z) = e˜
±(z)rψ˜±(z) + e˜±(z)r−1ψ˜±(z)e˜±(z) + . . .+ e˜±(z)ψ˜±(z)e˜±(z)r−1 + ψ˜±(z)e˜±(z)r.
Finally, a simple induction argument based on Lemma J.4(d, f) yields the equality
Ar(z) = ψ˜
±(z)e˜±(v2z)r(1 + v−2 + v−4 + . . .+ v−2r) = v−r[r + 1]v · ψ˜±(z)e˜±(v2z)r.
Plugging this into (J.5) and applying Υ−1, we recover (11.30).
This completes our proof of Proposition 11.27.
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