Abstract. The predominant strategy for facial expressions analysis and temporal analysis of facial events is the following: a generic facial landmarks tracker, usually trained on thousands of carefully annotated examples, is applied to track the landmark points, and then analysis is performed using mostly the shape and more rarely the facial texture. This paper challenges the above framework by showing that it is feasible to perform joint landmarks localization (i.e. spatial alignment) and temporal analysis of behavioural sequence with the use of a simple face detector and a simple shape model. To do so, we propose a new component analysis technique, which we call Autoregressive Component Analysis (ARCA), and we show how the parameters of a motion model can be jointly retrieved. The method does not require the use of any sophisticated landmark tracking methodology and simply employs pixel intensities for the texture representation.
Introduction
The analysis of facial Action Units (FAUs) and expressions are important tasks in Computer Vision and Human-Computer Interaction, which have accumulated great research effort [1] . The standard approach is the application of a robust facial tracker for the facial landmark points localization and then the application of an analysis technique. The tracker can be either generic or person-specific, depending on the task and the available annotations [2, 3] . On the one hand, methodologies that show exceptional performance in generic facial tracking have been recently proposed [4, 5, 6] , capitalizing on the abundance of databases with thousands of annotated facial images in both controlled [7] and uncontrolled conditions [8, 9] . On the other hand, the person-specific tracker framework requires manual annotation of a number of frames from a person's video sequence. The manual annotation of images, which is required by such methods, is a very time consuming, expensive and labour intensive procedure. Furthermore, the expressions and FAUs analysis is performed using mainly the geometric displacement of facial shape points [10, 11, 12] and secondarily the facial texture in the form of hand-crafted features, i.e. Local Binary Patterns (LBPs) and SIFT features ( [13] , [14] ). Finally, when it comes to temporal alignment of facial events, the tracked facial landmarks are aligned after being tracked [3, 15, 16] , usually by the application of a person specific tracker.
In this paper we take a radically different direction. We propose a methodology that can be used to perform joint automatic facial landmarks localization and discovery of features that can be used for analysis of temporal events (e.g. analysis of FAU dynamics). To do so, we start by formulating a special undirected Gaussian Hidden Markov Random Field. The GHMRF is a generative model which jointly describes (i.e. generates) the data and also captures temporal dependencies by incorporating an autoregressive chain [17] in the latent space. We show how a novel deterministic component analysis, which we coin Autoregressive Component Analysis (ARCA), can be formulated. We further show how a motion model can be incorporated in ARCA. Our methodology has been motivated by the success of joint alignment and low-rank matrix recovery in person specific scenarios [18, 19, 20] as well as previous works on parametrized component analysis [21, 22] . But our method is radically different to [18] , since (1) it extracts latent features rather than image reconstructions, (2) it incorporates a non-rigid motion model guided by a shape model rather than rigid motion used in [18] 1 and (3) it incorporates time dependencies. Furthermore, our method is radically different to [24] and [20] which are based on trained models of appearance and require annotations of hundreds of images to allow good generalization.
By extending such methodologies in order to take into account the correlations between sequences that depict the same facial event (i.e. FAU), we show that the extracted features can be used to perform temporal alignment. Moreover, we show that the proposed method achieves successful results even though it does not utilize any robust feature-based representation of the appearance (e.g. HOG, SIFT) as usually done in the literature, but it is instead applied on the pixel intensities. Summarizing, the contributions of the paper are:
-We propose a novel component analysis which can perform joint reconstruction and extraction of a latent space with first order Markov dependencies. Hence, the proposed component analysis can be used for joint construction of a deformable model and extraction of smooth features for event analysis -We show how, by incorporating a shape model, we can perform joint alignment, i.e. facial landmarks localization, and feature extraction useful for analysis of facial events. Due to the incorporation of the motion model the extracted dynamic latent features are robust to geometric transformations. -We show that the latent features can be used for temporal alignment of facial events.
We would like to note here that the extracted features are more suitable for unsupervised segmentation of behaviour analysis of behaviour dynamics, as well as temporal alignment rather than recognition of expression and/or action units.
The only prerequisites of the proposed method are the presence of (1) a simple bounding box face detector and (2) a shape model, by means of a Point Distribution Model (PDM), of the facial landmarks that we want to detect. The face detector can be as simple as the Viola-Jones object detector [25] which can return only the true positive detection of a face's bounding box. Such detectors are widely and successfully used. For example, the newest versions of Matlab have incorporated a training procedure of Viola-Jones. Additionally, such detectors are also widely employed in commercial products (e.g. even the cheapest digital camera has a robust face detector). Besides, the annotations that are needed to train such a detector can be acquired very quickly, since only a bounding box containing the image's face is required. Other detectors that can be used are efficient subwindow search [26] and deformable part-based models [27, 28, 24] . The statistical shape model of facial landmark points can be built easily using a small number of facial shapes. Around 50 shapes of images from the internet are sufficient in order to build a descriptive shape model that can generate multiple facial expressions and their annotation takes less than 4 hours. Finally, there are unsupervised techniques to learn the shape model directly from images [29, 30] .
Method

Definitions and Prerequisites
We assume that we have a set of facial shapes and a crude face detector, such as Viola-Jones [25] . We denote a facial shape as a 2L
T , where (x i , y i ), i = 1, . . . , L S are the coordinates of the L S landmark points. The PDM shape model consists of an orthonormal basis U S ∈ R 2L S ×N S of N S eigenvectors and the mean shapes, which are derived from the facial shapes in our disposal. Note that the first four eigenvectors correspond to the global similarity transform that controls the face's rotation, scaling and translation. A new shape instance is generated as a linear combination of the eigenvectors weighted by the parameters p = [p 1 , . . . , p N S ] T , thus s p =s + U S p. Moreover, let us denote a motion model as the warp function W(x, p), which maps each point within the mean (reference) shape (x ∈s) to its corresponding location in a shape instance. We employ the Piecewise Affine Warp which performs the mapping based on the barycentric coordinates of the corresponding triangles between the source and target shapes that are extracted using Delaunay triangulation. In the rest of the paper, we will denote the warp function as W(p) for simplicity.
Autoregressive Component Analysis with Spatial Alignment
In this section we propose a deterministic component analysis based on an Autoregressive (AR) statistical model. In particular, we start by formulating a probabilistic generative model which (1) captures time-variant latent features and (2) explains data generation. Hence, it can be used for joint extraction of latent features which capture time dependencies and, in the same time, as a linear statistical model suitable for deformable model construction.
Assume that we have a time-variant, multi-dimensional input signal, e.g. a video sequence of N frames, denoted in vectorized form as x i ∈ R F , i = 1, . . . , N , which shows a person that performs a facial expression or FAU. The frames' appearance is based on pixel intensities. We denote as X ∈ R F ×N the matrix that has these vectorized frames as its columns, thus X = [x 1 , . . . , x N ]. We assume a generative model in the form of x i = Uv i +e i , where U ∈ R F ×K is a subspace of K basis (K < min(F, N )). We also assume that e i follows a zero mean Gaussian distribution with σ 2 I covariance matrix, thus e i ∼ N (e i |0, σ 2 I). Furthermore, in order to capture the time-variant correlations of the signals, we assume an AR model for the latent space
). The graphical model of the AR model is shown in Fig. 1 . That is, assume the matrix V of the latent features with columns
K×N , and its K rows denoted byṽ j with size N × 1. Each row is an AR model, which is a special case of a Gaussian Markov Random Field (GMRF) [17] 
with the tridiagonal precision matrix L ∈ R N ×N given by
The probability for all the rows of matrix V can be written as
where tr [.] denotes the matrix trace operator. Hence, according to Fig. 1 , the factorization of the joint likelihood of X, V given σ 2 , L and U has the form
(4) where ||.|| F denotes the matrix Frobenius norm. Taking the logarithm of the above joint probability, we get a cost function with regards to U, V
For simplicity, we set φ = 0.9 and the variance σ 2 = 1 λ = 0.1, where λ ≥ 0 is a regularization parameter that controls the smoothness of the method that is used to compute the matrix L. The first term ||X − UV|| 2 F of Eq. 5 measures how well the data can be reconstructed from the loading matrix U and the latent space weights V, while the second term tr[VLV T ] is a smoothing constraint over the latent space to model the undirected temporal dependencies. If we impose further orthogonality constraints on U, we get min
where I denotes the identity matrix. In order to get meaningful results that explain the actual variations of images and not the variations due to misalignment, as done in all component analysis techniques [31] , solving Eq. 6 requires to provide perfectly aligned images achived through manual annotations. In this paper, we propose to take a radically different approach and jointly find the components U, the time-variant latent space V and a set of parameters that align the images into a common frame, defined by the mean shapes. In order to do so, we introduce warp parameters on the data matrix X. The warping of each video frame in the mean (reference) shape, given a shape estimate of the frame's displayed face ({s i }, i = 1, . . . , N ), returns N appearance vectors {x i (W(p i ))}, ∀i = 1, . . . , N of size F × 1, where F is the number of pixels that lie inside the mean shape. We denote as
the F × N time-varying input data matrix that consists of the warped frames' vectors, where
is the matrix of the shape parameters of each frame. The cost function of Eq. 6 now becomes We solve the minimization of Eq. 8 in an alternating manner, as shown in Fig. 2 . In brief, the method iteratively solves for matrices U and V based on the current estimate of the warped vectors X(W(P)) and then re-estimates the shape parameters P of the sequence's frames. The initial shapes are estimated by applying a similarity transform on the mean shapes to confront fit within the boundaries of each frame's bounding box. This means that the initial shape parameters are equal to zero (p i = 0, ∀i = 1, . . . , N ). Consequently, the optimizaton is solved in the following two steps:
Fix P and minimize with respect to {U, V} In this step we have a current estimate of the shape parameters matrix P and thus the data matrix X(W(P)). In order to find the updates U and V we follow an alternative optimization framework where we fix V and find U and then fixing U and finding V Updating U Given V the optimization problem with regards to U is given by
The solution of the above optimization problem is given by the skinny singular value decomposition (SSVD) of X(W(P))V T [32] . That is, if the SVD of
Updating V Given U the optimization problem with regards to V is given by
which gives the update
Fix {U, V} and minimize with respect to P In this step we have a current estimation of the basis U and the latent features V and aim to estimate the motion parameters P = [p 1 , . . . , p N ] for each frame, so that the Frobenius norm between the warped frames and the templates UV is minimized. This is achieved by using the efficient Inverse Compositional (IC) Image Alignment algorithm [33] . The cost function of this step can be written as
where v i , ∀i = 1, . . . , N denotes the i th column of the matrix V. We solve the problem of Eq. 13 by minimizing for each frame separately, as
where y i = Uv i denotes the template corresponding to each frame. Within the IC optimization technique, an incremental warp is introduced on the part of the template of Eq. 14, thus the aim is to minimize
with respect to ∆p i . Then, at each iteration, a compositional update rule is applied on the shape parameters, as
The solution of Eq. 15 is derived by taking the first-order Taylor expansion of the template term around ∆p i = 0 and using the identity property of the warp function (W(
is the template Jacobian that consists of the template gradient and the warp Jacobian evaluated at p = 0. Substituting this linearization to Eq. 15, the solution is given by
where
is the Gauss-Newton approximation of the Hessian matrix. Note that since the gradient is always computed at the template (reference frame), the warp Jacobian and the Hessian matrix inverse remain constant, which results in a small computational cost.
Comparison with state-of-the-art Component Analysis techniques
Even though component analysis is a very well-studied research field including very popular methodologies such as Principal Component Analysis (PCA) [34] , Linear Discriminant Analysis (LDA) [35] and Graph Embedding techniques [36, 37] , there is very limited work on deterministic component analysis techniques for discovering latent spaces that capture time dependencies 2 . One such component analysis is the so-called Slow Feature Analysis (SFA) [39] , which aims to identify the most slowly varying features from rapidly temporal varying signals. More formally, given an F -dimensional time-varying input sequence, SFA seeks to determine appropriate projection bases stored in the columns of matrix U = [u 1 , . . . , u K ], that in the low dimensional space minimize the variance of the approximated first order time derivative of the latent variables
T X, subject to zero mean, unit covariance and decorrelation constraints
where 1 is a N × 1 vector with all its elements equal to 1 N . The matrixẊ ∈ R F ×(N −1) approximates the first order time derivative of X, evaluated by taking the temporal differences between successive sample observations, aṡ
where Q is an N × (N − 1) matrix with elements q i,i = −1, q i+1,i = 1 and 0 elsewhere. The optimal U from Eq. 16 is given as the eigenvectors of [
] that correspond to the smallest eigenvalues. We should note that since SFA introduces an ordering to the derived latent variables sorted by the temporal slowness, the smallest eigenvectors correspond to the slowest varying features. In the following, we show that an orthogonal variant of SFA can be derived as a special case of ARCA. In particular, assuming a uniform prior for p(v 1 ) (i.e. φ = 1), then the precision matrix L can be decomposed as L = QQ T and by substituting V = U T X in Eq. 6, the optimization problem can be reformulated as
where U stores the K non-zero eigenvectors that correspond to the K smallest eigenvalues of λẊẊ T − XX T . Hence, the optimization problem of Eq. 18 gives a similar result, but imposes an extra orthogonality on U.
Experiments
The experiments aim to demonstrate that the proposed unsupervised procedure is able to locate landmarks so as to perform image alignment and in the same time extract latent features that can reveal the dynamics of facial behaviour, directly from image intensities. The gold standard in unsupervised behaviour analysis is (a) to track facial landmark points and (b) use their motion to perform analysis. For example in [2, 10] person specific trackers were used, which require manual annotation, and in [15, 3] a generic tracker was employed followed by a manual correction step. The goals of the experiments are two fold: (1) to show that the method can correctly track landmarks from a crude face detector and (2) to show that the extracted features can represent the dynamics of the behaviour. To do so, we use two databases: MMI [40, 41] that has posed FAUs and UvANemo Smile (UNS) [42] that displays more complex spontaneous behaviour. MMI consists of more than 400 videos annotated in terms of FAUs and the temporal phases in which a subject performs one or more FAUs. We use 61 of those videos, which are the ones that we manually annotated with 68 landmarks in order to compare. UvA-Nemo Smile database is a large-scale database having more than 1000 smile videos (597 spontaneous and 643 posed) from 400 subjects. Similarly to the MMI database, we conduct experiments on 25 videos with spontaneous smiles, which we manually annotated in terms of the smile's temporal phases and the 68 facial landmark points.
In ARCA we employ a shape model trained on 50 shapes of Multi-Pie database [7] , annotated with the same L S = 68 landmark configuration. The model consists of N S = 15 eigenvectors and the mean (reference) shape has a resolution of 169 × 171, thus the dimensionality of our data matrix is F = 28899. Moreover, the faces' bounding boxes of all the videos are detected using the Viola-Jones object detection algorithm [25] . Finally, the proposed method is applied using 5 global iterations. In Section 4.1 we show results on the spatiotemporal behaviour analysis of the videos and in Section 4.3 we present the facial landmarks localization performance. Throughout the experiments, we set the regularization parameter that controls the smoothness of the proposed method equal to λ = 10 and we limit the number of extracted basis to K = 30.
Spatio-Temporal Behaviour Analysis Results in MMI database
In this section we provide experimental results for the task of unsupervised facial behaviour analysis. Specifically, we investigate how accurately the proposed method can capture the transitions between the temporal phases during the activation of various FAUs and compare against SFA. The temporal phases of a performed FAU are: (1) Neutral when the face is relaxed, (2) Onset when the action initiates, (3) Apex when the muscles reach the peak intensity and (4) Offset when the muscles begin to relax. The performance of the methods is evaluated by comparing the slowest varying features extracted by both methods with the ground truth annotations. To identify which of the extracted feature corresponds to the most slowly varying one we computed the first order time derivative for each obtained latent variable and keep the one with minimum: v the similarity between the ground truth and the extracted features by monitoring the alignment cost using the dynamic time warping (DTW) algorithm. Therefore, a low measured cost means that the FAUs transitions are captured more accurately by the extracted feature. Figure 3 shows the performance of the proposed method against SFA in terms of capturing the FAU temporal phases from a subject that performs two AUs in the same video sequence. More specifically, Figs. 3(a) and 3(b) show the results obtained when the subject performs AU45 (i.e. blink) and AU19 (i.e tongue show) respectively. In each plot the red marks correspond to the ground truth points at which the FAU's temporal phase changes. The graphs of both sequences indicate that the proposed method outperforms the SFA algorithm since it detects the dynamics of the FAU more accurately and captures the temporal phases more smoothly. Figure 4 shows the error between the extracted features and the ground truth annotations for the MMI database's videos with the application of both the ARCA and SFA. More precisely, Fig. 4(a) shows the error from 53 videos in which the subject performs mouth-related FAUs, while Fig. 4(b) shows the error from 35 videos in which the subject performs eyes-related FAUs. Table 1 summarizes these results for each temporal phase separately. The presented results indicate that the proposed method significantly outperforms SFA on the unsupervised detection of the temporal phases of FAUs, almost in all temporal phases and for all relevant regions of the face.
Next we test the ability of the ARCA method to provide low dimensional texture features that can be used for temporal alignment of behaviour. To do so, we combine the extracted features from ARCA with DTW. We compare this method with Canonical Time Warping (CTW) [2] , which jointly discovers low dimensional features that can be used for temporal alignment of sequences. For CTW, we used the textures aligned using the ground truth shapes. In the example shown in Fig. 5 two different subjects perform AU10 (Upper Lip Raiser) in different moments. As can be observed in Fig. 5(b) , ARCA+DTW was able to align accurately all the temporal phases, while the low dimensional features provided by CTW were not able to align the sequences, as indicated by its respective alignment path 5(c) solid line. For further alignment examples, please see the supplementary material. Fig. 5(d) shows several frames illustrating the alignment.
Behaviour analysis of spontaneous smiles in UVS database
As it is widely shown spontaneous behaviour differs greatly to posed behaviour both in duration and dynamics [1] . In particular, in spontaneous behavior it is very often that we do not have a single smooth transition but we have many valleys and plateaus. In order to evaluate whether the proposed methodology can capture this complex transitions we used the spontaneous smiles of UNS database. Figure 6 shows an example in which the subject performs an FAU with many transitions. This means that the performed FAU has more than one onset and apex phases. During the first apex phase (frames 24 to 94) the subject is smiling with a normal intensity. However, the smile intensifies during frames 94 to 102 and reaches its second peak at frame 103. As can be seen in the graph, the proposed method manages to capture all the transitions of the temporal phases more accurately and smoothly compared to SFA. Moreover, Table 2 summarizes the results on all UNS database videos. Specifically, it reports the mean error of each temporal phase along with the overall error of the whole performed FAU. Similar to the MMI experiments, the results show that ARCA significantly 
Landmark Points Localization Results
In this section we present experimental results for the task of automatic facial landmarks localization. We evaluate the error between an estimated shape and the ground truth with the point-to-point RMSE measure normalized with respect to the face's size. Specifically, denoting as s f and s g the fitted and ground truth shapes respectively, the normalized RMSE between them is RM SE =
Figures 7a and 7b provide a proof that the cost function converges. Specifically, Fig. 7a shows the evolution of the mean cost function error of Eq. 13 over all MMI database's videos with respect to the iterations. As can be seen, the error monotonically decreases. Additionally, Fig. 7b visualizes the evolution of the mean normalized RMSE between the fitted shapes and the ground truth annotations over all MMI database's videos with respect to the iterations. Note that the plot shows the RMSE evaluated based on two masks: one with all the 68 landmarks and one with 51 which are a subset of the 68 ones by removing the boundary (jaw) points. Figure 8 shows the evolution of the subspace for an in- dicative MMI video. The initial and final subspace are visualized in the top and bottom rows of the figure respectively. As can be seen, the initial bases display misaligned and blurred faces. However, in the resulting subspace, the facial areas are distinctive and clear. We think that this improvement is significant given the automatic nature of the proposed method and the fact that we use pixel intensities for the appearance representation and not any other sophisticated descriptor. Moreover, note that the convergence demonstrated by Figs. 7a,7b and 8 is achieved in only 5 global iterations of the method. Finally, we conduct an experiment to compare the fitting accuracy of ARCA with three other landmark localization methods trained on manual annotations. The first one is a person specific Active Appearance Model (AAM) trained using a small number of images for each subject. The second is a generic AAM trained on hundreds of "in-the-wild" images (captured in totally unconstrained conditions) from LFPW database [43] . The third methodology is Supervised Descent Method (SDM) [5] , which uses the powerful SIFT features. For this technique, we utilize the implementation provided by the authors which has pretrained models built on thousands of images. We use the same initialization for all methods except SDM, for which we use the built-in initialization technique included in the online implementation. Figures 7c and 7d show the results on MMI and UNS databases respectively. ARCA performs better than the generic AAM. Moreover, it has worse performance than SDM and it is more robust but less accurate than the person-specific AAM. Note that the initialization of SDM is much better than the one of the rest of the methods, which partially explains the performance difference. We think that these results are remarkable given the automatic character of the proposed method and the fact that it is based on pixel intensities and not on any other powerful feature-based representation.
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Conclusions
Contrary to what is practised in facial behaviour analysis, we show that it is possible to extract low-dimensional features that can capture the dynamics of the behaviour and jointly perform landmark localization. To do so we have introduced ARCA, Autoregressive component analysis, and we show that it possible to combine it with a motion model governt by a simple sparse shape model.
