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V pricˇujocˇem zakljucˇnem delu so uporabljene naslednji simboli:
Velicˇina / oznaka Enota
Ime Simbol Ime Simbol
izhod klasifikatorja za vzorec yi - -
sˇtevilo vrhov za vzorec Ni - -
prag T - -
Tabela 1: Velicˇine in simboli
Natancˇnejsˇi pomen simbolov in njihovih indeksov je pojasnjen v spremljajocˇem
besedilu, kjer je simbol uporabljen.
xi
xii Seznam uporabljenih simbolov
Povzetek
Razvili smo metodo strojnega vida, ki bi naj bila sposobna detektirati napake v
materilalih, ki iskazujejo periodicˇno strukturo. Metoda temelji na dvodimenzionalni
Fourierjevi transformaciji.
Nasˇa osnovna predpostavka je, da pri Fourierjevi transformaciji slike vzorca, ki
izkazuje periodicˇno strukturo, dobimo veliko sˇtevilo vrhov, in majhno sˇtevilo vrhov,
ko vzorec vsebuje napako. Vrhovi so zaznani z detektorjem MSER. Izhod detektorja
MSER je sˇtevilo vrhov. Kot primer smo uporabili vzorce tekstila, v katere smo vnesli
napake (cefranje, zbadanje, rezanje). Zajeli smo sistematicˇno bazo slik, ter napake na
tekstilnih vzorcih oznacˇili z zakljucˇenimi poligoni. Na vsakem zakljucˇenem poligonu
smo izracˇunali ocˇrtan pravokotnik, ki je bil vodilo, za izrez vsakega od vzorcev, ki
smo jih uporabili za potrebe binarnega razvrsˇcˇanja vzorcev na tiste brez napake in z
napako. Za detekcijo napak smo kvalitativno ilustrirali delovanje detektorja napak, ki
uporablja predstavljen razvrsˇcˇevalnik ter metodo drsecˇega okna.




We have developed a machine vision method that will be able to detect errors in
materials that show a periodic structure. The method is based on a two-dimensional
Fourier transform.
Our basic assumption is that the Fourier transformation of the image that exhibits
a periodic structure results in a pattern which contains a large number of peaks. Con-
versely, it contains a small number of peaks when the sample contains a defect, which
disrupts the periodic structure. The peaks are detected by the MSER detector. The
output of the MSER detector is the number of peaks. To illustrate and evaluate the
proposed method, we used textile samples in which we created defects (tearing, punc-
turing, cutting). We systematically collected a database of images, and marked the
defects in textile patterns as polygons. For each polygon we calculated the bounding
box that was used in sample extraction from images. Samples were classified to those
without defect and those containing a defect. For the detection of defects, we have
qualitatively illustrated the operation of the error detector using the presented classifier
and the sliding window method.





Avtomatsko zaznavanje povrsˇinskih napak je eden izmed pomembnejsˇih problemov
strojnega vida. V sodobni proizvodnji morajo biti izdelki brezhibni tako funkcionalno
kot tudi vizualno, saj vsako odstopanje od popolnosti znizˇa vrednost izdelka v ocˇeh po-
trosˇnika. Metode strojnega vida za zaznavanje povrsˇinskih nepravilnosti so raznolike:
od preprostega upragovljanja sivinskih slik homogenih povrsˇin (na katerih napake ja-
sno vidne) do metod, pri katerih uporabimo posebej zasnovano osvetlitev (npr.temno
polje, angl. dark field illumination). Na ta nacˇin lahko postanejo jasno vidne tudi pra-
ske, razpoke in druge posˇkodbe, tudi cˇe barvno ali svetlostno ne odstopajo od ostale
povrsˇine.
Poseben izziv so povrsˇine oz. materiali, za katere ne moremo zgraditi tocˇnega
modela, ker je povrsˇinska struktura prekompleksna ali, nakljucˇna, ali pa bi izgradnja
modela zahtevala nesorazmerno veliko dela (npr. teksturirani ali unikatni izdelki).
V diplomskem delu predstavimo problem povrsˇin, ki vsebujejo periodicˇne vzorce.
Osnovna predpostavka nasˇega pristopa je, da se napaka na vzorcu (povrsˇini), ki izka-
zuje periodicˇnost, izrazi kot porusˇitev (odsotnost) periodicˇnosti v tistem delu povrsˇine,
kjer se napaka pojavi. Nasˇ cilj je bil torej zasnovati metodo, ki bi sicer razlicˇne vzorce
povrsˇin preslikala v taksˇen prostor, kjer je periodicˇnost mocˇno izrazˇena, in se jo da
zaznati preprosteje kot na izvornih slikah.
V diplomskem delu najprej predstavimo sorodna dela, nato pa zajem sistematicˇne
baze slik, nasˇo metodo za detekcijo periodicˇnosti v tekstilu. Prikazˇemo rezultate kvan-
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titativne analize delovanja binarnega razvrsˇcˇanja vzorcev na tiste brez napak in tiste z
napako ter le kvalitativno ilustriramo delovanje detektorja napak na tekstilu, na kate-
rem se uporabljata predstavljen razvrsˇcˇevalnik in metoda drsecˇega okna.
1.2 Sorodna dela
V zvezi z analizo teksture je bilo opravljenih zˇe kar nekaj sˇtudij. Vecˇina sˇtudij temelji
na uporabi filtrov, hitrih algoritmov za segmentacijo na podlagi teksture, ter identifika-
cijo napak v tekstilu na podlagi nevronskih mrezˇ.
Avtorji cˇlanka [1] predlagajo pristop, ki temelji na segementaciji in filtriranju te-
ksture z uporabo Gaborjevih filtrov. Obstaja vecˇ mozˇnosti filtriranja za segmentacijo
teksture. S prakticˇnega vidika so lahko nekateri filtri bolj uporabni za posebne vrste
tekstur, ne pa tudi na splosˇno. Gaborjevi filtri, so se izkazali kot zelo uporabni za
analizo tekstur, ki vsebujejo specificˇne frekvencˇne in orientacijske znacˇilnosti. V tem
prispevku predlagajo tehniko za oblikovanje posameznega Gaborjevega filtra za od-
krivanje napak. Posamezni filter je zasnovan tako, da se hkrati osredotocˇi na dolocˇen
obseg frekvenc in lokalne prostorske interakcije.
Sˇtudije avtorjev cˇlanka [2], ki temeljijo na nevrofiziolosˇkih vidikih cˇlovesˇkega vi-
dnega sistema, podpirajo uporabo teksturne analize, ki temelji na spektralnih lastnostih
slik. Zanimivo je, da cˇlanek navaja, da je uspesˇnost cˇlovesˇkih pregledovalcev tekstila
pri odkrivanju napak le priblizˇno 80-odstotna. V sˇtudiji ponazarjajo tehniko segmenta-
cije teksture z uporabo naravnih slik in postopke za diskriminacijo teksture, ki temelji
na psihofizicˇnih eksperimentih. Rezultati teh algoritmov so atributi tekstilnih primiti-
vov (angl. bloobs), ki ustrezajo spremembam homogenosti teksture zaradi prisotnosti
lokalnih prekinitev. Da bi dosegli natancˇnost, primerljivo s cˇlovekom, morajo pokvar-
jene regije dosecˇi dolocˇeno mejno vrednost. Z opazovanjem optimalnega praga (angl.
threshold) glede na sprejemljivo razliko, ugotavljajo prisotnost napak.
Naslednje delo [3] je okvir za odkrivanje napak na tekstilu na podlagi energij-
skih in kontrastnih znacˇilnosti matrike GLCM (angl. Grey Level Coocurrence Ma-
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trix). Te funkcije izracˇunamo v stisnjeni sliki, ki temelji na DCT (diskretni kosinusni
transformi), ki je bila proizvedena z uporabo le majhnega sˇtevila koeficientov DCT.
Na ta nacˇin izboljsˇamo ucˇinkovitost odkrivanja napak v smislu uporabe pomnilnika in
sˇtevila racˇunskih operacij z zamenjavo surovih podatkov s slikami, kodiranimi po stan-
dardih MPEG (angl. Moving Picture Experts Group) ali MJPEG (angl. Motion Joint
Photographic Experts Group). Koeficienti DCT so organizirani v bloke, iz katerih se
izracˇunajo funkcije energije in kontrasta. Najvisˇji bloki z najvisˇjo energijo in najnizˇjim
kontrastom predstavljajo napake v tekstilu.
V cˇlanku [4] je opisan pristop, ki uporablja lokalno izracˇunane statisticˇne lastnosti
slike, klasifikacijo pa izvede s perceptronom.
Podoben pristop je naveden v cˇlanku [5]. Uporabljene so funkcije s statisticˇnimi
tehnikami (varianca itd.). Kot vzorec so bile uporabljene slike tekstilnih materialov.
Ugotovili so geometrijske in statisticˇne znacˇilnosti. Klasifikacija je bila izvedena kot
binarna klasifikacija na vzorce brez napak in z napako. Za klasifikacijo razlicˇnih tipov
napak so uporabili Bayesov razvrsˇcˇevalnik.
Cˇlanek [6] predlaga uporabo medsebojne informacije (angl. mutual information),
ki jo tudi sicer zasledimo pri analizi tekstur.
Cˇlanek [7] predstavi algoritem, ki najprej zbere lokalne ponavljajocˇe se
znacˇilnosti, nato pa to znanje uporablja pri odkrivanju odstopanj od teh znacˇilnosti.
Cˇlanek [8] se osredotocˇa na uporabo mehke logike za klasifikacijo napak na teks-
tilih.
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2 Zajem in oznacˇevanje podatkovne zbirke
2.1 Zajem slik
Slike so bile zajete z digitalnim USB mikroskopom znamke Traveler, v locˇljivosti 1280
Ö 1024 slikovnih elementov. Slike so barvne, programska oprema mikroskopa pa jih
shrani v formatu JPEG, kar pomeni da zˇe pride do dolocˇene stopnje degradacije, ki
pa s prostim ocˇesom ni opazna. Mikroskop omogocˇa 10, 60 in 200-kratno povecˇavo.
Izkazalo se je, da sta za nasˇe potrebe primerni le prvi dve povecˇavi, primerjavo pa
vidimo na sliki 2.1.
Slika 2.1: Primerjava sˇtirih razlicˇnih nacˇinov osvetlitve in dveh povecˇav prvega teks-
tilnega vzorca.
Na sliki 2.1 vidimo, da so vse slike brez napak. Prve sˇtiri slike prikazujejo 10-
kratno povecˇavo in po vrsti osvetlitev od spodaj, zgoraj, od strani (kot priblizˇno 30)
s 60-centimetrsko fluorescentno svetilko ter od strani s 30-centimetrsko fluorescen-
tno svetilko. Peta slika kazˇe primer prvega vzorca, zajetega pri 60-kratni povecˇavi z
9
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osvetlitvijo od spodaj.
Precej sorodnih del testira algoritme na majhni bazi slik,kar po eni strani ne
omogocˇa verodostojnega preizkusˇanja predlaganih algoritmov, po drugi strani pa ne
omogocˇa uporabe globokega ucˇenja. Zaradi obeh razlogov smo izvedli sistematicˇen
zajem baze slikovnih vzorcev 10 razlicˇnih tekstilnih materialov, ki so prikazani na
sliki 2.2.
Slika 2.2: Vzorci tekstila, ki je bil uporabljen pri zajemu nasˇe baze slik
Na sliki 2.2 zaradi boljsˇega izkoristka locˇljivosti prikazujemo cˇetrtino vsakega
vzorca. Vzorci na sliki nimajo napak. Opazimo lahko, da tretji vzorec v prvi vrsti in
prvi vzorec v tretji vrsti pravzaprav ne izkazujeta periodicˇne teksture (material ni tkan
ali pleten). Dva izmed vzorcev sta potiskana. Osvetlitve vzorcev na prikazanih slikah
so razlicˇne in podrejene temu, da je vsak vzorec kar najbolje viden.
Izkazalo se je, da sta za nasˇe potrebe primerni le prvi dve povecˇavi. Mikroskop
omogocˇa osvetlitev od zgoraj od spodaj (presvetlitev), dodali pa smo sˇe osvetlitev s
strani, s krajsˇo (30cm) in daljsˇo (60cm) fluorescentno cevjo, ki poudarita globinski
relief materiala (sence). Tudi primerjava med razlicˇnimi nacˇini osvetlitve je prikazana
na sliki 2.1.
Za vsakega od 10 materialov smo posneli razlicˇice z vsemi sˇtirimi mozˇnimi nacˇini
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osvetlitve, dvema povecˇavama in tremi mozˇnimi tipi napak (cefranje, zbadanje, reza-
nje, kar je prikazano na sliki 2.3). Napake smo oznacˇili z oznakami N1, N3 in N4.
Dodali smo cˇetrto mnozˇico slik, ki ni vsebovala napak, vsak vzorec pa smo pod
mikroskopom premikali in ga zajeli petkrat. Tako pridemo do mnozˇice 1600 zajetih
slik. V povprecˇju je na slikah vecˇ kot ena napaka, tako da imamo na razpolago nekaj
tisocˇ vzorcev z napakami.




Slika 2.3: Umetno povzrocˇene napake na tekstilih
2.2 Vmesnik za branje slike
Po uspesˇnem zajemu slik smo uredili vmesnik za branje slike v programskem okolju
Matlab. Za taksˇen vmesnik smo morali si programirati funkcijo, ki bi bila sposobna
prebrati sliko iz nasˇe sistematicˇno urejene baze. Ta funkcija je sestavila tekstovno ime
datoteke. Na ta nacˇin je dostop do baze bistveno olajsˇan.
2.3 Vmesnik za anotacijo ali oznacˇevanje napak
Najprprestejsˇi nacˇin oznacˇevanja napak je oznacˇevanje ocˇrtanega pravokotnika (angl.
bounding box). Rezultat je torej pravokotna oznaka, ki zajema napako. Problem
taksˇnega oznacˇevanja je, da pri oznacˇevanju napak razlicˇnih oblik in velikosti, nale-
timo na primer, ko imamo okrog napake veliko tocˇk, ki ne predstavljajo napake. Zato
smo morali zasnovati orodje, ki deluje drugacˇe. Uporabnik klika po sliki in tako zgradi
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vecˇkotnik (poligon). Poligon je lahko poljubne oblike, dokler je konveksen, vendar pa
tega ne preverjamo, saj mora na to paziti oznacˇevalec. Poligon smo izvedli s pomocˇjo
Matlabove funkcije [x, y, button]= ginput(...), ki nam dejansko vrne koordinati x, y ter
gumb misˇke. Koordinate so odvisne od tega, kam kliknemo s kazalcem na sliko. Na
osnovi koordinat smo s pomocˇjo Matlabove funkcije plot izrisali poligon. Ko uporab-
nik z levim gumbom misˇke klika okrog napake, se korak za korakom izgradi poligon.
S pritiskom na desni gumb misˇke, uporabnik koncˇa anotacijo ene napake. Primer ano-
tacije ki jo je izvrsˇil uporabnik, je prikazan na sliki 2.4.
Slika 2.4: Primer anotacije
Obstaja mozˇnost, da je na sliki vecˇ napak, zato lahko uporabnik vecˇ napak tudi
oznacˇi. S pritiskom na srednji gumb koncˇa z vsemi anotacijami na sliki.
Ker je nasˇa baza zelo velika in imamo nad njo slab pregled, smo morali spisati tudi
programsko kodo, ki je na slikah oznacˇila vse anotacije in jih z anotacijami izvozila v
jpg-datoteke. Na ta nacˇin lahko uporabnik pregleda rezultate vseh anotacij.
Poleg anotacij napak v tekstilu smo morali pridobiti tudi vzorce tekstila brez na-
pak. Odlocˇili smo se, da bomo anotacije izvedli avtomatsko in nakljucˇno na kosih
tekstila, ki ne vsebujejo napake. S tem smo uporabniku prihranili nekaj dni dela. V
programski kodi, ki izvede nakljucˇne anotacije, je bilo treba definirati sˇtevilo anotacij
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na sliki, sˇtevilo vogalov poligona in zacˇetni ter koncˇni kot, ki ga naj obsega poligon.
Naleteli smo na problem anotacij, ki so segale cˇez rob slike. V tem primeru anotacijo
popravimo tako, da sega samo do roba slike. Primeri takih nakljucˇnih anotacij, ki so
ustvarjene brez posredovanja uporabnika, so vidni na sliki 2.5.
Slika 2.5: Primer nakljucˇne anotacije
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3 Predlagana metoda za detekcijo
periodicˇnosti v tekstilu
Bistvo nasˇe metode je, da izkorisˇcˇa periodicˇnost tekstilnega vzorca. Izrez slike, ki ga
zˇelimo oceniti, pretvorimo v sivinsko sliko in na njem izvedemo dvodimenzionalno
Fourierjevo transformacijo, s pomocˇjo algoritma FFT. Rezultat je dvodimenzionalno
polje kompleksnih vrednosti, katerih absolutno amplitudo izracˇunamo in logaritmi-
ramo. Tako dobimo sivinsko sliko spektra, v kateri je frekvenca 0 v sredini slike,
pojavi pa se vecˇ izrazito visokih vrednosti (vrhov), ki pripadajo periodicˇnim vzorcem
na sliki.
To tudi pomeni, da vzorcev, ki ne izkazujejo periodicˇnosti, napak ne moremo od-
kriti. Osnovna ideja nasˇe metode je, da detektirana periodicˇnost pomeni vzorec brez
napake, cˇe periodicˇnosti v vzorcu ne detektiramo, pa to pomeni, da ima vzorec napako
oz. posˇkodbo.
3.1 Periodicˇnost v tekstilu
Za ugotavljanje periodicˇnosti smo uporabili dvodimenzionalno Fourierovo transforma-
cijo, ki je nepogresˇljivo orodje na mnogih podrocˇjih, in sicer od obdelave slik, radarske
tehnike in optike do strojnega vida. Po pretvorbi slike z dvodimenzionalno Furierovo
transformacijo, lahko vidimo frekvencˇni spekter slike v obeh dimenzijah. Formuli
za dvodimenzionalno diskretno Fourierovo transformacijo ter inverzno dvodimenzio-
nalno diskretno Fourierovo transformacijo sta naslednji:
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kjer sta f (x; y) vhodna slika ter F(x; y) njej pripadajocˇ diskretni spekter, M in N pa sta
dimenziji vhodne 2D slike oziroma spektra. x in y sta koordinati slikovne tocˇke, u in v
pa sta koordinati spektralne komponente.
V tem poglavju bomo ilustrirali uporabo diskretnega Fourierevega transforma na
vecˇ slikah. Preprost algoritem ki smo ga sestavili in testirali v Matlabu, uporablja hitro
izvedbo Fouriereve transformacije (FFT2) in je prikazan v dodatku.
Rezultat Fouriereve transformacije je kompleksni spekter, kar pomeni da ima re-
alno in imaginarno komponento, torej v nasˇem primeru dve sliki: ena pripada realnemu
delu, druga pa imaginarnemu delu. V nadaljevanju postopka uporabljamo samo abso-
lutno vrednost spektra, ki smo jo izracˇunali iz Fouriereve transformacije. Ko govorimo
o spektru, mislimo na njegovo absolutno vrednost.
Na slikah tekstilnih vzorcev brez napak dobimo lep in mocˇan periodicˇen spekter.
Sˇtevilo vrhov (sˇpic) je odvisno od frekvence ponavljanja vlaken. Frekvenca pona-
vljanja vlaken je odvisna od povecˇave in strukture samega vlakna. Primer spektra,
pridobljenega z FFT2, je prikazan na sliki 3.1.
Vsaka slika da razlicˇen periodicˇen odziv. Ta je lahko mocˇan ali pa slab, kar je
odvisno od lastnosti samega tekstila. Pri izvajanju FFT2 na nekaterih vzorcih, ki so
bili osvetljeni od spodaj, smo opazili tudi pojav vrhov v vogalih, kar je prikazano na
sliki 3.2.
Najbolj verjetna razlaga tega pojava je prekrivanje frekvenc (angl. aliasing). Ker
smo imeli bazo podatkov zˇe zajeto, smo se odlocˇili, da bomo iskali vrhove samo v
centralnem delu spektra in se tako izognili delu, kjer je lahko spekter prekrit.
Posledica izvajanja FFT2 na 60-kratni povecˇavi je odzi, kjer so vrhovi v spektru
zgosˇcˇeni v sredini slike. Vrhovi so torej slabo vidni, kar prikazuje slika 3.3.
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(a) Original (b) FFT2
Slika 3.1: Prikaz diskretne Fourieve transformacije tekstilnega vzorca slike, prikazane
pod (a)
Na podlagi tega lahko zakljucˇimo, da je treba izbrati povecˇavo objektiva pri zajemu
slike tako, da je na sliki vidno dovoljsˇenje sˇtevilo ponovitev vlaken. V nasˇem primeru,
to pomeni vsaj nekaj deset ponovitev.
Diskretna Fourierova transformacija ni uporabna na celih slikah vzorcev, ampak le
na sˇe manjsˇih izrezanih vzorcih, ki vsebujejo v glavnem napako ali pa samo vlakna.
Zato smo morali algoritem testirati na izrezih slik, ki smo jih dobili iz anotacij. Cˇeprav
so nasˇe anotacije bolj natancˇne, smo se zaradi diskretne Fourierove transformacije
odlocˇili za uporabo pravokotnih oken.
Cˇe izrezˇemo premajhen del slike potem so vrhovi slabo vidni, ker se periode le
malokrat ponovijo. Cˇe izrezˇemo prevelik del slike, lahko napako zgresˇimo, ker lahko
postanejo vidne druge periodicˇne koponente (na primer, tisk na povrsˇini) kljub temu,
da imamo napako v sami strukturi niti. Torej, povecˇava in izrez slike morata biti ustre-
zno prilagojena velikosti individualnih niti. Pojav je viden na sliki 3.4.
Ko izvedemo Fourierevo transformacijo na vzorcih, ki vsebujejo napake, vidimo,
da napaka ni periodicˇna funkcija. Odziv v primeru napake je viden na sliki 3.5.
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(a) Original (b) FFT2
Slika 3.2: Prikaz diskretne Fourieve transformacije tekstilnega vzorca slike prikazane
pod (a)
3.2 Detekcija periodicˇnosti v tekstilih
Po izvedbi Fouriereve transformacije na sliki se v spektru pojavi dolocˇeno sˇtevilo vr-
hov. Te vrhove moramo tudi avtomatsko zaznati, oz. presˇteti. Pricˇakujemo, da bo
vrednost visˇja, cˇe v periodicˇnem vzorcu ni nepravilnosti, in nizˇja, cˇe je v vzorcu na-
paka. Za izracˇun sˇtevila vrhov smo uporabili detektor MSER [9]. Izhod algoritma je
skalarna vrednost, tj. sˇtevilo zaznanih vrhov. Detektor MSER je orodje, ki detektira
podrocˇja ki so homogena. Pri tem smo uporabili implementacijo MSER v brezplacˇnem
orodju vlfeat za Matlab. Orodje vlfeat nam omogocˇa preverjanje in preizkusˇanje delo-
vanja detektorja MSER, ki smo ga aplicirali na osrednji del spektra, ker so vrhovi, ki
pripadajo frekvenci tekstila, vidni v osrednjem delu spektra. Program za ta primer je
prikazan v dodatku.
Delovanje algoritma prikazuje slika 3.6.
Na sliki 3.7 je prikazan primer uporabe detektorja MSER na sliki napake. Vidimo,
da je detektiran samo en vrh, kar je prav, saj ta slika ne izkazuje mocˇne periodicˇnosti.
Po drugi strani vidimo na sliki 3.8 primer slike ki izkazuje periodicˇnost. V tem
primeru detektor MSER zazna pet vrhov, kar nam signalizara, da gre za vzorec, ki
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(a) Original (b) FFT2
Slika 3.3: Prikaz diskretne Fourieve transformacije pri 60-kratni povecˇavi
izkazuje periodicˇno strukturo.
V izvirni formulaciji se MSER nadzira z enim samim parametrom , ki nadzira,
kako se izracˇuna stabilnost regije. Stabilnost ekstremne regije R je inverzna relativna
povrsˇinska sprememba obmocˇja R, kadar se raven intenzitete povecˇa za . Formalno
je sprememba opredeljena kot
jR(+I00)   Rj
jRj (3.3)
kjer jRj pomeni obmocˇje ekstremne regije R, R(+) je raven ekstremnega obmocˇja +,
ki vsebuje jRj, jR(+) Rj pa je razlika v obeh regijah. Stabilna regija ima majhno spre-
membo. Algoritem najde regije, ki so ”maksimalno stabilne”, kar pomeni, da imajo
nizˇjo variacijo kot regije na eni ravni pod ali nad opazovano regijo. Tudi regija spoda-
j/zgoraj lahko sovpada z dejansko regijo, pri cˇemer se regija vedno sˇteje za najvecˇjo.
Tudi cˇe ekstremna regija izkazuje najvecˇjo stabilnost, jo lahko zavrnemo, cˇe:
 je nestabilna (parameter MaxVariation);
 je prevecˇ podobna svoji nadrejeni regiji (parameter MinDiversity).
Povecˇanje vrednosti MaxVariation vrne vecˇje sˇtevilo regij, vendar so morda manj sta-
bilne. Stabilne regije so zelo podobne po pragu razlicˇnih intenzivnosti. Tipicˇne vre-
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(a) Velik izrez slike (visoka locˇljivost) (b) Majhen izrez slike (nizka locˇljivost)
Slika 3.4: Prikaz diskretne Fourieve transformacije ko izrezˇemo zˇeleni del slike
dnosti se gibljejo od 0,1 do 1,0. Parameter MinDiversity se uporablja za zozˇitev prevecˇ
podobnih regij (npr. se razlikujejo le za nekaj pik).
Detektor MSER lahko uporabimo tako za pridobivanje temnih kot svetlih regij. Za
nadzor tega uporabimo parameter BrightOnDark in DarkOnBright.
3.3 Podrobnejsˇa analiza sˇtevila vrhov
Na podlagi prejsˇnjega poglavja smo prisˇli do naslednjih zakljucˇkov:
 v spektru izreza slike, v katerem ni napak, imamo veliko sˇtevilo vrhov;
 v spektru izreza slike, ki vsebuje napako, imamo majhno sˇtevilo vrhov, morda
jih sploh ni.
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(a) Original (b) FFT2
Slika 3.5: Prikaz diskretne Fourieveg transformacije, ko napako izrezˇemo
(a) Original (b) Izhod algoritma
Slika 3.6: Sˇtevilo detektiranih vrhov
Nacˇeloma nimamo nobene dobre oporne tocˇke, kako postaviti prag za klasifikacijo
izrezov slike na tiste z napako in na tiste brez. V nasˇem primeru se odlocˇamo samo
na podlagi enega podatka, tj. sˇtevilo vrhov. Taka metoda predstavlja enodimenzio-
nalni klasifikator. Za to, da dobimo priblizˇno oceno, kako se spreminja sˇtevilo vrhov
z razlicˇnimi nastavitvami nasˇega algoritma, smo razvili naslednjo metodologijo. Ve-
dno smo generirali dva histograma, ki prikazujeta sˇtevilo kosov v odvisnosti od sˇtevila
vrhov. Pricˇakovali smo, da bo histogram za tekstilne vzorce, ki imajo napako, kazal
nagnjenost proti levi strani, kjer se vrhovi kopicˇijo okrog nicˇelnega stolpca. Za te-
kstilne vzorce, ki pa napake nimajo, bo veljalo ravno obratno, in sicer bo histogram
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(a) Original (b) Sˇtevilo detektiranih vrhov
Slika 3.7: Prikaz uporabe detektorja MSER na vzorcu z napako (rezanje s sˇkarjami)
(a) original (b) sˇtevilo detektiranih vrhov
Slika 3.8: Prikaz uporabe detektorja MSER na vzorcu z napako (cefranje)
odrinjen proti desni strani.
Za lazˇje opazovanje znacˇilnosti porazdeljevanja sˇtevila vrhov po tekstilnih vzorcih
smo sestavili program, ki je sˇel skozi vse tekstile, tipe napak, lucˇi, povecˇave in premike
ter izrisal skupna histograma vzorcev brez napak in vzorcev z napako. To je prikazano
na sliki 3.9. Na ta nacˇin lahko preverimo, kako algoritem deluje na celi bazi.
Na zacˇetku nasˇi histogrami niso ustrezali pricˇakovanjem. Na primeru na sliki 3.9
vidimo, da sta oba nagnjena proti levi strani, kar pri histogramu, ki prikazuje tekstile
brez napak, ni sprejemljivo. Pri histogramu, ki prikazuje tekstile brez napak, se vrhovi
kopicˇijo okrog nicˇelnega stolpca, kar seveda ni prav.
3.4 Vpliv parametrov detektorja MSER
Z analizo histogramov smo ugotovili, da parametri detektorja MSER bistveno vplivajo
na obliko histogramov. V primeru, da dolocˇimo vrednosti parametrov (MinDiversity
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Slika 3.9: Prikaz histogramov z uporabo parametrov MSER=[0.7, 0.2, 3]
= 0.7, MaxVariation = 0.2 in Delta = 3), dobimo histograme, ki so prikazani na sliki
3.9.
Najpomebnejsˇi parameter je parameter . Cˇe ta parameter zmanjsˇamo dobimo
veliko sˇtevilo vrhov, cˇe ga povecˇamo, pa je ravno obratno.
Ko smo spremenili vrednosti parametrov MSER (MinDiversity=0,2, MaxVariation
= 0,7 in Delta = 3), smo dobili histograme, ki so se razlikovali od prejsˇnjih histogra-
mov, kar je vidno na sliki 3.10.
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Slika 3.10: Prikaz histogramov z uporabo parametrov MSER=[0.2, 0.7, 3]
4 Optimizacija delovanja algoritma
V prejsˇnjem poglavju smo opisali algoritem, ki pa sˇe ne deluje dovolj dobro. Za to,
da dosezˇemo zˇelene performanse, moramo nastaviti razlicˇne parametre v algoritmu.
To naredimo tako, da pogledamo, kako ucˇinkovita je klasifikacija. Obravnava kakovo-
sti klasifikatorjev je pomembna, saj so ti danes prisotni na sˇirokem spektru podrocˇij,
in sicer od strojnega ucˇenja, podatkovnega rudarjenja, racˇunalnisˇkega vida in dru-
gih vej umetne inteligence do ekonomije (med drugim bancˇnisˇtva in zavarovalnisˇtva),
druzˇbenih ved in medicine.
4.1 Kontigencˇna tabela
Za pregledno predstavitev sˇtevila pravilno in napacˇno klasificiranih primerov se upo-
rablja prikaz, ki mu recˇemo kontigencˇna tabela, prikazana pa je na sliki 4.1. Pri
klasifikaciji vsakega primera so mozˇni sˇtirje izidi [10]. Primer, ki je pozitiven in je kot
taksˇen tudi klasificiran, imenujemo pravilno uvrsˇcˇen pozitivni primer (angl. true posi-
tive, TP). Cˇe je klasifikator naredil napako in pozitiven primer klasificiral kot negativ-
nega, ga imenujemo napacˇno uvrsˇcˇen pozitivni primer (angl. false negative, FN ). Cˇe
je primer negativen in ga je tudi klasifikator prepoznal kot negativnega, ga oznacˇimo
kot pravilno uvrsˇcˇen negativni primer (angl. true negative, TN), v primeru napacˇne
klasifikacije pa kot napacˇno uvrsˇcˇen negativni primer (angl. false positive, FP).
Na osnovi kontingencˇne tabele se izracˇunajo tudi druge mere za vrednotenje kla-
sifikatorja, vkljucˇno s TPR (angl. true positive rate, delezˇ pravilno uvrsˇcˇenih pozi-
tivnih primerov med vsemi pozitivnimi primeri) in FPR (angl. false positive rate,
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delezˇ napacˇno uvrsˇcˇenih primerov med vsemi negativnimi primeri), ki sta opredeljeni
v formulah pod tabelo 4.1. Na nekaterih podrocˇjih se TPR imenuje senzitivnost oz.
obcˇutljivost (angl. sensitivity, recall), namesto TNR (angl. true negative rate, delezˇ
pravilno uvrsˇcˇenih negativnih primerov med vsemi negativnimi primeri), pa se upora-
blja izraz specificˇnost (angl. specifity).
4.2 Krivulja ROC
Vecˇina klasifikatorjev ima vsaj en parameter, ki nam omogocˇa izbiro delovne tocˇke.
Z njim lahko krmilimo razmerje med true positive(TP) in false positive (FP). Ta pa-
rameter ali vecˇ parametrov, ki imajo ta vpliv lahko spreminjamo, ne moremo pa vecˇ
prikazati samo kontigencˇne tabele, ampak dejansko odvisnost med true positive in
false postive. Za to uvedemo krivuljo ROC(angl.Receiver Operating Characteristics,
karakteristika sprejemnika). V nasˇem primeru je parameter samo en, ker imamo samo
enodimenzionalni klasifikator, ki klasificira nasˇe vzorce na sˇtevilu vrhov, zato je po-
membno, kako se spreminjata TPR (angl. true positive rate) pa FPR (angl. false po-
sitive rate) glede na nasˇe parametre oz. prag. Zaradi tega uporabimo za predstavitev
krivuljo ROC, ki nam kazˇe ta dva parametra v odvisnosti od spremenjenega praga.
Analiza ROC je metodologija za vrednotenje, primerjanje in izbiro klasifikatorjev na
osnovi njihovih sposobnosti napovedovanja. Njeno glavno orodje predstavljajo kri-
vulje ROC in mera AUC. Krivulja ROC je krivulja na dvodimenzionalnem grafu, ki
prikazuje sposobnost klasifikatorja za izdajanje dobrih tocˇkovnih ocen. Ker je vizu-
alno primerjanje krivulj lahko tezˇavno, se je zacˇela uporabljati mera AUC, ki v obliki
sˇtevilske informacije povzema posamezne krivulje ROC. Primerjanje kakovosti klasi-
fikatorjev se torej omeji na primerjanje sˇtevilskih vrednosti.
4.3 Optimizacija krivulje ROC
Pri histogramih iz prejsˇnjega poglavja lahko ugotovimo, da nasˇ klasifikator ne deluje
optimalno in da naredi kar precej napak, saj ne moremo najti taksˇnega praga, da bi
28 Optimizacija delovanja algoritma
popolnoma locˇili primere na dobre in slabe. V nekaterih primerih dobimo na tekstilih
z napako veliko sˇtevilo vrhov, pri tekstilih brez napake pa manjsˇe sˇtevilo vrhov, kar
pomeni, da teh primerov nasˇ klasifikator ne more uspesˇno klasificarati. Vseeno pa
lahko nasˇ prag nastavimo tako, da bodo rezultati cˇim boljsˇi. Prvi korak je izris krivulje
ROC glede na prag nasˇega klasifikatorja. V nasˇem primeru pomeni pozitiven primer
napako na tekstilu, negativen primer pa tekstil brez napake. Vendar ni vseeno, kaj
bomo izbrali za nasˇe pozitive in negative, ker je to bistvenega pomena za izris krivulje
ROC. Pri klasifikaciji vsakega primera so mozˇni sˇtirje izidi:
 TP - slab tekstil je pravilno identificiran kot slab;
 FP - dober tekstil je nepravilno identificiran kot slab;
 TN - dober tekstil je pravilno identificiran kot dober;
 FN - slab tekstil je nepravilno identificiran kot dober.
Da lahko narisˇemo krivuljo ROC, moramo prag spreminjati v dolocˇenem obmocˇju,
potem pa izracˇunani FPR in TPR za vsako tocˇko narisati na grafu. Tako narisana
krivulja ROC ni zvezna, za to, da dobimo zvezni prikaz smo uporabili funkcijo precrec
za Matlab. [11].
V nasˇem primeru je graf ROC za izvirne dvorazredne probleme opredeljen kot dvo-
dimenzionalen diagram, ki prikazuje TPR (senzitivnost) na osi y v odvisnosti od osi
FPR (= 1 – specificˇnost). Ucˇinkovitost posameznega klasifikatorja, podanega s sen-
zitivnostjo in specificˇnostjo, je predstavljena kot tocˇka na grafu ROC. Zelo uporabna
lastnost krivulj ROC je, da ostanejo nespremenjene pri menjavanju porazdelitve po ra-
zredih (angl. class distribution). Krivulja ROC je osnovana na vrednostih TPR in FPR.
V nasˇem primeru je krivulja ROC vsebovala vse vzorce, vse postavitve lucˇi, 10-kratno
povecˇavo in vse premike. Ta krivulja je vidna na sliki 4.2.
Idealna krivulja ROC bi se popolnoma dotikala levega zgornjega vogala grafa. Vi-
dimo, da je nasˇa krivulja ROC precej oddaljena, kar pomeni da klasifikator ne deluje
optimalno. Z analizo krivulje ROC smo ugotovili, da parametri algoritma MSER in
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Slika 4.1: Zacˇetna krivulja ROC z originalnimi parametri MSER, parametri MSER
[0.7, 0.2, 0.3], brez 60-kratne povecˇave.
predvsem prisotnost 60-kratne povecˇave vplivajo na delovanje klasifikatorja, saj imajo
tekstili pri tej povecˇavi malo vidnih period. Zato smo se odlocˇili, da bomo 60-kratno
povecˇavo izpustili. Razumeti je namrecˇ treba, da se ukvarjamo s problemom strojnega
vida. Pri strojnem vidu velja, da izberemo taksˇno optiko kot nam ustreza. Cˇe iz nasˇega
eksperimenta odstranimo 60-kratno povecˇavo, je to konsistentno je s pravili strojnega
vida, saj ne smemo zajemati vzorcev, za katere zˇe vnaprej velja, da se iz njih ne vidijo
napake.
4.4 Mera F1
Mera F1 je merilo za natancˇnost nasˇega testa. Ocena F1 dosezˇe najboljsˇo vrednost pri
1 (popolna natancˇnost in odpoklic) in najslabsˇo pri 0. Pri meri F1 je najpomembnejsˇi
maksimum, ki ga dosezˇe krivulja. Nasˇa krivulja ROC in mera F1 sta v tesni povezavi.
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Cˇe se izboljsˇa krivulja ROC, bi se naj povisˇal maksimum mere F1.
4.5 Optimizacija klasifikatorja glede na krivuljo ROC
Primerjava dveh klasifikatorjev s pomocˇjo njunih krivulj ROC je lahko netrivialno
opravilo, kadar noben od klasifikatorjev ni enoznacˇno boljsˇi od drugega. V ta namen
se uporablja v analizi ROC drugacˇna mera ucˇinkovitosti klasifikacijskega modela, in
sicer AUC (angl. Area Under the ROC Curve, povrsˇina ploskve pod krivuljo ROC).
Vrednost mere AUC se nahaja na intervalu med 0 in 1. Ker naj bi kateri koli uporaben
klasifikacijski model lezˇal nad diagonalo grafa ROC, vrednost AUC tovrstnih mode-
lov presega 0,5. Ker krivulja ROC zˇe zavzema vse mozˇne vrednosti praga, je zdaj
nasˇa optimizacija klasifikatorja neodvisna od vrednosti praga. Zdaj lahko optimizi-
ramo vse ostale parametre algoritma, pri cˇemer so predvsem vazˇni parametri algoritma
MSER, za katere v zacˇetku nismo tocˇno vedeli, kako jih nastavimo. Vrednost AUC
smo izracˇunali s pomocˇjo funkcije prec rec.
4.6 Optimizacija parametrov MSER in testiranje
Optimizacijo smo opravili s pomocˇjo programa, ki smo napisali v programskem okolju
Matlab. Za ta program je znacˇilno, da resˇitev ne isˇcˇe nad eno samo instanco problema,
temvecˇ optimizira mnozˇico potencialnih resˇitev, ki ji recˇemo populacija, posamezni
resˇitvi pa osebek. Pri dovolj velikih populacijah se ne zataknejo pri lokalnih ekstremih,
ampak praviloma najdejo resˇitev blizu globalnega optimuma. Optimizacijo parametrov
smo izvedli z iskanjem po mrezˇi (angl. grid search), pri cˇemer smo maksimizirali
plosˇcˇino pod krivuljo ROC (angl. Receiver Operating Characteristic), ki je prikazna
na sliki 4.2. Delovanje algoritma smo preverili v vecˇih korakih.
Program najprej nastavi razlicˇne kombinacije optimalnih parametrov MSER in
vrne AUC za vsako kombinacijo. Cˇe mozˇne vrednosti parametrov MSER razdelimo na
10 intervalov, imamo pri treh parametrih na voljo 1000 kombinacij. Ta optimizacija je
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Slika 4.2: Krivulja ROC z optimalnimi parametri MSER, parametri MSER [0.2, 0.3,
3], brez 60-kratne povecˇave
numericˇno zahtevna zaradi tega, ker je treba ves algoritem MSER na vseh slikah spek-
tra ponovno izracˇunati. Zaradi teh razlogov smo izbrali manj intervalov (17 razlicˇnih
vrednosti parametrov). V nadaljevanju pregledamo vse resˇitve in izberemo tisto kom-
binacijo parametrov MSER ki nam vrne maksimalni AUC. Da je nasˇa optimizacija
verodostojna, moramo bazo razdeliti na dva dela.
Pri optimizaciji parametrov smo uposˇtevali premike tekstilov od 1 do 3 in to je bila
nasˇa validacijska mnozˇica. Pri testiranju smo uposˇtevali premike od 4 do 5. Parametre
smo z optimizacijo izbirali na validacijski podmnozˇici. Na podlagi optimalne kombi-
nacije parametrov izracˇunamo AUC na validacijski podmnozˇici. Rezultat preverimo
na testni podmnozˇici. Vrednosti AUC sta si bili podobni, kar pomeni, da imamo urav-
notezˇeno bazo slik. Zdaj lahko pricˇakujemo, da je nasˇa optimizacija splosˇno veljavna.
Cˇe algoritem optimalno deluje, pricˇakujemo, da bo v vzorcih brez napak sˇtevilo vrhov
pomembno visˇje kot na vzorcih, ki vsebujejo napake. Izdelali smo histograma za obeh
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kategoriji vzorcev. Prikazna sta na sliki 4.3.
Slika 4.3: Prikaz histogramov z uporabo optimalnih parametrov MSER [0.2, 0.3, 3] na
celotni bazi zajetih slik(brez 60-kratne povecˇave)
Histograma prikazujeta porazdelitev sˇtevila zaznanih vrhov v amplitudnih slikah
dvodimenzionalnih Fourierjevih transformacij s pomocˇjo detektorja MSER z optimal-
nimi parametri. Na levi strani je prikazana porazdelitev za izreze slik vzorcev tekstila
brez napak, na desni pa za izreze slik tekstila, ki vsebujejo napake. Vidimo, da imajo v
splosˇnem vzorci z napakami bistveno manj detektiranih vrhov, kar je bistvo predlagane
metode.
4.7 Optimizacija praga (angl.threshold)
Krivulja ROC ima veliko delovnih tocˇk. Vsaki tocˇki na krivulji ROC pripada drugi
prag (angl. threshold). Izbira delovne tocˇke je odvisna od samih zahtev tehnolosˇkega
procesa oz. trga. Podatkov o tehnolosˇkem procesu oz. trgu nismo imeli, zato smo prag




V namen dokoncˇnega preizkusa metode smo sestavili program,ki je na sˇtevilu vrhov
izvedel preprosto operacijo primerjanja z vrednostjo praga:
yi =
8>>>><>>>>:
 1 Ni > T
1 Ni  T
, (4.5)
pri cˇemer je yi izhod klasifikatorja za vzorec i, Ni sˇtevilo vrhov za vzorec i, T pa je
prag. Nasˇ algoritem smo preizkusili na validacijski podmozˇici. Na osnovi optimalnih
parametrov detektorja MSER in praga smo naredili klasifikacijo.
(a) false positive (b) false negative
Slika 4.4: Prikaz klasifikacije tekstilov
Slika 4.4 prikazuje primer ko algoritem odpove. Algoritem je napacˇno klasificiral
nekatere tekstile brez napak in tudi nekatere tekstile z napako. Ko si ogledamo sliko
4.4, ugotovimo naslednje:
 anotacije kosov brez napak morajo biti cˇim vecˇje, da se lepo vidi periodicˇnost;
 izboljsˇati je treba FP.
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Vprsˇanje, ki se postavlja zdaj, je, zakaj izbolsˇati FP, saj grejo tekstili na rocˇno
pregledovanje. Cˇe bi zˇeleli izboljsˇati FP, bi se krivulja ROC premaknila in bi se
odlocˇili za drugi prag.
5 Detekcija napak
V prejsˇnjih poglavjih smo opisali klasifikacijo vzorcev. Vendar pa nam to v realni
proizvodnji nicˇ ne pomaga. Tam imamo ogromne povrsˇine tekstila, ki jih je treba pre-
gledati, napako pa moramo sˇele detektirati. Zato moramo testiranje izvesti na drugacˇen
nacˇin.
V nasˇi bazi imamo veliko mozˇnih razlicˇnih osvetlitev in tudi vse mozˇne povecˇave,
ki jih je dovoljeval nasˇ mikroskop. Prva razlika je v tem, da bi povecˇavo seveda izbrali
rocˇno glede na to, kaksˇen tekstil imamo. Druga razlika je izbira osvetlitve. Ker so
razlicˇne tipi napak vidni pri razlicˇnih osvetlitvah, lahko sklepamo, da se, cˇe napako
vidimo pri eni osvetlitvi, ni treba se vecˇ ukvarjati z ostalimi osvetlitvami.
5.1 Orodje za detekcijo
Sam razvrsˇcevalnik sˇe ne omogocˇa iskanja tocˇk v tekstilu, kjer sumimo na napako.
Zato ga moramo uporabiti v okviru koncepta drsecˇih oken (angl. sliding window).
Ob tem je treba izbrati optimalno delovno tocˇko oz. prag razvrsˇcˇevalnika (ki lezˇi
na krivulji ROC) in sˇtevilne druge parametre (velikost okna, delezˇ prekrivanja oken
itd.). Izbira vseh parametrov je mocˇno odvisna od tehnolosˇkih parametrov proizvodnje




5.2 Izvedba drsecˇega okna
Drsecˇe okno smo uporabili tako, da smo sestavili algoritem, ki je imel za vhod samo
sliko, velikost okna, zˇeleno prekrivanje oken in sˇtevilo oken, ki ga zˇelimo imeti na nasˇi
sliki. S tem algoritmom dosezˇemo optimalno porazdelitev oken po nasˇi sliki glede na
zahtevane parametre. Prekrivanje oken je odvisno od dveh parametrov: sˇirine oken in
premika oken. Cˇe sta ta dva parametra enaka, se okna ne bodo prekrivala (npr. cˇe je
sˇirina oken 3 in premik oken 2, se okna za 1 prekrivajo). Ta algoritem nam da tudi zˇe
ustrezno izrezano okno iz osnovne slike.
Sestavili smo tudi algoritem, ki nam je okna izrisal na tkanini, in sicer za boljsˇi
obcˇutek glede tega, kaksˇno prekrivanje dosezˇemo. Primer je prikazan na sliki 5.1
(prikazana razporeditev oken, visˇina in sˇirina oken 400, prekrivanje oken 50 in velikost
slike 2550 x 2131).
Slika 5.1: Razporeditev drsecˇih oken
Seveda je velikost drsecˇih oken odvisna od sˇirine, visˇine in prekrivanja oken.
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5.3 Pospesˇeno izvajanje
Drsecˇa okna imajo vecˇ slabosti. Prva slabost je, da mora imeti algoritem zelo malo
lazˇnih pozitivov. Druga slabost je zelo pocˇasno izvajanje, saj moramo samo klasifika-
cijo izvesti tolikokrat, kolikor oken imamo. Zaradi tega smo za nadaljnje testiranje
morali uporabiti racˇunalnik z osmimi jedri in zmogljivo graficˇno kartico NVIDIA.
Racˇunlanik z osmimi jedri lahko izkoristimo sˇele, cˇe izvedemo program v paralelni
obliki.
Programiranje paralelnih programov je zahtevnejsˇe kot programiranje programov,
ki se izvajajo zaporedno. Pri paralelnih programih se lahko potencialno pojavijo nove
programske napake, ki jih pri zaporednih programih ni. Najpogostejsˇa napaka je
socˇasen dostop do istega vira, kar privede do napacˇnega rezultata. Izvedli smo dve
vrsti paralelizacije.
Najprej smo izvajanje dvodimenzionalne Fouriereve transformacije prenesli na
graficˇno kartico (GPU). Paralelizacija algoritma FFT je izvedena zˇe v samem Matlabu,
zato se s tem nismo posebej ukvarjali. Izkazalo se je, da s tem graficˇna kartica sˇe vedno
ni bila dovolj zasedena, za to smo se odlocˇili, da bomo izvedli nadaljnjo paralelizacijo
samega preverjanja oken. Na mesto zanke for smo uporabili Matlabov konstrukt par-
for, ki omogocˇa, da se procesiranje vecˇ oken izvaja vzporedno. S tem smo dosegli
80-odstotno obremenitev graficˇne kartice. S temi spremembami je algoritem postal
10-krat hitrejsˇi, kar nam je omogocˇilo, da izvedemo podrobnejsˇe testiranje algoritma
drsecˇih oken.
5.4 Detekcije napak na podlagi drsecˇih oken
Detekcijo napak na podlagi drsecˇih oken smo izvedli v celoti, vendar smo zaradi ome-
jenega cˇasa uporabili samo kvalitativno evaluacijo.
Izvedli smo dve razlicˇni metodi detekcije napak:
1. prva razlicˇica algoritma-detekcije napak z drsecˇim oknom razlicˇne velikosti;
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2. druga razlicˇica algoritma-detekcije napak z drsecˇim rotiranim oknom.
Prvo razlicˇico algoritma smo imenovali detekcije napak z drsecˇim oknom razlicˇne
velikosti. Pri prvi ralicˇici algoritma, prikazujemo le primer detekcij na sliki 5.2, in
sicer za hevristicˇno izbran nabor parametrov ter brez podrobne evaluacije.
Detekcije na sliki 5.2 so obravnavane glede na razdaljo od praga. Zelene detekcije
malo presezˇejo prag, rdecˇe ga presezˇejo mocˇno, ostale barve pa so vmes.
Drugo razlicˇico algoritma smo imenovali detekcije napak z drsecˇim rotiranim
oknom.
Pri drsecˇih oknih moramo paziti na to, kako vzorcˇimo samo sliko. Algoritem smo
izvedli tako, da obrnemo celo vhodno sliko in potem izrezˇemo pravokotno okno. Sliko
moramo vrteti okrog sredisˇcˇa okna, ki ga hocˇemo izrezati. Lahko bi sicer algoritem
izvedli tako, da bi sami vzorcˇili po slikovnih elementih v zarotiranem koordinatnem
sistemu, ampak bi bila ta stvar zelo tezˇavna in verjetno tudi pocˇasna. Problem pri
rotaciji drsecˇih oken so okna na robu. Za to smo algoritem morali sestaviti tako, da
nam onemogocˇa okna, ki bi vsebovala cˇrn rob.
Koncˇni rezultati detekcij napak z rotiranim drsecˇim oknom so vidni na sliki 5.3.
Tudi v tej razlicˇici algoritma imamo hevristicˇno izbran nabor parametrov, in sicer brez
podrobne evaluacije.
Na sliki 5.3 so detekcije obravnavane glede na razdaljo od praga. Zelene detekcije
malo presezˇejo prag, rdecˇe ga mocˇno presezˇejo, ostale barve pa so vmes.









Slika 5.3: Primeri detekcij napak z drsecˇim rotiranim oknom
6 Zakljucˇek
Predstavili smo metodo razvrsˇcˇanja tekstilnih vzorcev z napakami in brez napak, ki
uposˇteva dejstvo, da vecˇina tekstilnih materialov izkazuje periodicˇne lastnosti. Treba
je uposˇtevati, da so prikazani rezultati (krivulja ROC) rezultat testiranja na celotni
bazi (razen 60-kratne povecˇave), v kateri imamo tudi materiale, kjer je periodicˇnost
slabo izrazˇena, in vse mozˇne nacˇine osvetlitve za vsak material. V prakticˇni aplikaciji
bi seveda uporabili le en tip osvetlitve, ki bi ga izbrali glede na lastnosti materiala.
Podobno velja tudi za parametre algoritma MSER.
6.1 Nadaljne delo
Delo je mogocˇe nadaljevati v smeri zmanjsˇevanja sˇtevila FP in vecˇje uspesˇnosti raz-
poznave napak. Parametri, uporabljeni v nasˇem algoritmu, morda ne bodo delovali
dobro na vsaki posamezni sliki. Metoda, ki lahko samodejno oceni parametre glede na
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Dodatek
Programska koda v Matlabu za izvedbo dvodimenzionalne Fouri-
reve transformacije
%Uvoz i n b r a n j e s l i k e i z s i s t e m a t i c n e baze
f i l e n a m e= u i g e t f i l e ( ’ * . j p g ’ , ’ S e l e c t i n p u t image ’ ) ;
A= imread ( f i l e n a m e ) ;
% P r i k a z o r i g i n a l n e s l i k e
f i g u r e ( 1 ) ;
imshow (A ) ;
%Nared i mojo s l i k o s i v o
Abw= r g b 2 g r a y (A ) ;
% I z v e d e 2D FFT
At = f f t 2 (Abw ) ;
F = l o g ( abs ( f f t s h i f t ( At ) ) + 1 ) ;
F = mat2gray ( F ) ;
%P r i k a z 2D FFT
f i g u r e ( 2 ) ;
imshow ( F ) ;
Programska koda v Matlabu za ilustracijo detektorja MSER
45
46 Dodatek
%o s r e d n j i d e l s p e k t r a l n e s l i k e FFT2 v o d s t o t k i h
c e n t =0.2
%I z r a c u n v i s i n e i n s i r i n e k r o z n i c e
[ h ,w] = s i z e ( F ) ;
hc = round ( h / 2 ) ;
wc = round (w / 2 ) ;
wid th = round (w* c e n t / 2 ) ;
h e i g h t = round ( h* c e n t / 2 ) ;
%P r e t v o r b a s l i k e v o b l i k o k i j e pr imerna za d e t e k t o r MSER
I= u i n t 8 (255* F ( hc h e i g h t : hc+h e i g h t , wc wid th : wc+wid th )
%Za i z r a c u n parame t rov d e t e k t o r j a MSER
[ r , f ] = v l m s e r ( I , ’ M i n D i v e r s i t y ’ , MSERParams ( 1 ) , . . .
’ MaxVar i a t i on ’ , MSERParams ( 2 ) , . . .
’ D e l t a ’ , MSERParams ( 3 ) , . . .
’ DarkOnBright ’ , 0 , . . .
’ Br ightOnDark ’ , 1 ) ;
%Za i z r i s o v a n j e i n p r i k a z vrhov
f = v l e r t r ( f ) ; imshow ( I ) ; hold on ; v l p l o t f r a m e ( f )
%I z p i s s t e v i l a z a z n a n i h vrhov
num = l e n g t h ( r ) ;
t i t l e ( s p r i n t f ( ’Num d e t e c t e d peaks : %d ’ ,num ) ) ;
