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Abstract
Absolutely maximally entangled (AME) states are pure multi-partite generalizations of the bipartite maximally entangled
states with the property that all reduced states of at most half the system size are in the maximally mixed state. AME states are
of interest for multipartite teleportation and quantum secret sharing and have recently found new applications in the context of
high-energy physics in toy models realizing the AdS/CFT-correspondence. We work out in detail the connection between AME
states of minimal support and classical maximum distance separable (MDS) error correcting codes and, in particular, provide
explicit closed form expressions for AME states of n parties with local dimension q a power of a prime for all q ≥ n − 1.
Building on this, we construct a generalization of the Bell-basis consisting of AME states and develop a stabilizer formalism for
AME states. For every q ≥ n−1 prime we show how to construct QECCs that encode a logical qudit into a subspace spanned by
AME states. Under a conjecture for which we provide numerical evidence, this construction produces a family of quantum error
correcting codes [[n, 1, n/2]]q for n even, saturating the quantum Singleton bound. We show that our conjecture is equivalent to
the existence of an operator whose support cannot be decreased by multiplying it with stabilizer products and explicitly construct
the codes up to n = 8.
I. INTRODUCTION
A striking feature of quantum mechanics is entanglement and the fact that having complete knowledge of the state of a system
does not imply that one has complete knowledge of its subsystems. A paradigmatic example is an EPR state, in which a pure
state of 2-qubits has reduced density matrices on each half of the system that are completely mixed. The family of states
generalizing this property of EPR states to an arbitrary number of parties and local dimensions is the family of Absolutely
maximally entangled (AME) states. AME states are pure quantum states of n-partite systems of local dimension q with the
property that all reduced states (marginals) of at most half the system size are maximally mixed.
Just like EPR states, AME states are known to play an important role in quantum information processing when dealing with
many parties. They are useful for multipartite teleportation and in quantum secret sharing [1]. AME states have also deep
connections with apparently unrelated areas of mathematics such as combinatorial designs and structures [2], classical error
correcting codes [3], and quantum error correcting codes (QECC) [4]. Recently, they have gained new relevance as building
blocks for holographic theories and in high energy physics. There they allow for the construction of tensor network states that
realize discrete instances of the AdS/CFT correspondence and holography [5]–[8]. AME states are special cases of the class
of so-called k-uniform states for k = ⌊n/2⌋ [9], [10].
At the same time it is still largely unknown for which n and q AME states exist and how they can be constructed. In the case
of qubits for instance, it has been proven analytically that there are no AME states for n = 4 and n ≥ 7. The non-existence
in the cases n = 4 and n ≥ 8 was proven by finding a contradiction in a linear program [4], [11]. Qubit AME states for
n = 2, 3 were long known, a state for n = 5 was found in [12] and more recently such for n = 5, 6 were found numerically
in [13]–[15]. Only very recently it was shown that there can not be a qubit AME state for the case n = 7 [16].
A relevant class of AME states is formed by those states which, when written in the computational basis, have support on
only q⌊n/2⌋ basis states [17]. We call these states minimal support AME states. There is a direct correspondence between
minimal support AME states and classical maximal distance separable (MDS) error correcting codes [2], [3]. In this paper
we work out the details of the minimal support AME-MDS correspondence and provide explicit constructions and closed
form expressions for AME states for arbitrary n and for all q ≥ n − 1. Further, from a single AME state, we show how
to produce an orthonormal basis of AME states. Based on our construction of minimal support AME states, we introduce
stabilizer operators and conjecture the existence of a family of QECC whose code spaces are spanned by AME states. We
show that our conjecture is equivalent to the existence of a Pauli string that is incompressible in the sense that its weight
cannot be decreased by multiplying it with stabilizer products and connect this with a feature of the joint weight enumerators
of certain MDS codes. Further we construct such codes for all n up to n = 8 by finding several suitable incompressible
operators. In these QECCs, a logical qudit is encoded in a q-dimensional subspace spanned by AME states of n parties. Our
proposal has a very clear physical motivation and nicely complements other constructions of non-binary QECC (see the end
2of Section VII for a comparison). In particular our construction is very explicit and works with a smaller local dimension q
given n than previous codes with similar code parameters.
The paper is organized as follows: In Section II we review basic properties of AME states. In Section III we focus on the
correspondence between the AME states of minimal support and MDS codes. In Section IV constructions of linear MDS codes
are introduced and a systematic construction of AME states of minimal support is presented. Then, in Section V, we show
how to construct an orthonormal basis of AME states from any given AME state. Finally, in Sections VI and VII, we develop
a stabilizer formalism for AME states of minimal support constructed from an MDS code and discuss the construction of
optimal AME based QECC codes that saturate the quantum Singleton bound.
II. AME STATES
We begin with introducing some general notation: Given a real number r ∈ R we denote by floor r, ⌊r⌋, the largest integer not
larger than r and by ceiling r, ⌈r⌉, the smallest integer not smaller than r. For any n ∈ Z+ we denote by [n] := (0, . . . , n− 1)
the range from 0 to n− 1. Let H(n, q) := C⊗nq be the Hilbert space of n distinguishable q level quantum systems (also called
qudits). For any sequence j1, . . . , jn ∈ [q]n we denote the corresponding vector by ~j := (j1, . . . , jn), its length by |~j| = n,
and write |~j〉 := |j1, . . . , jn〉 := |j1〉 ⊗ · · · ⊗ |jn〉 for the associated computational basis state in H(n, q). For any sequence
j1, . . . , jn and subset S ⊂ [n] of indices, we denote the truncation of ~j to the index set S by ~j↾S := (jl)l∈S . For instance,
given the vector ~j = (6, 4, 3, 4, 5) and the subset S = {1, 2, 5} we have ~j↾S = (6, 4, 5). Further, we denote the set of AME
states in H(n, q) by AME(n, q).
Absolutely maximally entangled states are those pure states whose reduced states on at most half of the systems are all
maximally mixed, concretely
AME(n, q) :=
{|ψ〉 ∈ H(n, q) : ∀S ⊂ {1, . . . , n} |S| ≥ ⌈n/2⌉
=⇒ TrS |ψ〉〈ψ| ∝ 1} .
(1)
For a suitable choice of the computational basis, any AME state can be written as
AME(n, q) ∋ |Ψ〉 =
q−1∑
j1,...,jn=0
cj1,...,jn |j1 . . . , jn〉 , (2)
where the coefficients cj1...,jn can be regarded as a tensor of n indices with the property of being multi-unitary [2] or perfect
[6]. A tensor c is called perfect if for any bipartition of its indices into a set S and complementary set Sc with |S| ≤ |Sc|, the
resulting matrix C := c~j↾S ,~j↾Sc is an isometry, i.e., C C
† = 1. Using this matrix C, Eq. (2) can be rewritten as
|Ψ〉 =
∑
~l∈[q]|S|
|~l〉 ⊗ C |~l〉 . (3)
Note that the states C|~l〉 ∈ H(|Sc|, q) are in general not product states.
AME states can be classified according to the number of terms in their expansion in the computational basis [2]. The maximum
number of terms of a state in AME(n, q) is obviously qn and such AME states are called maximal support AME states. On
the contrary, the minimal number of terms for which the condition of maximally mixed marginals can still be fulfilled is the
dimension of the largest sub-system on which the state is required to still be maximally mixed, namely q⌊n/2⌋. AME states
with this many terms are called minimal support AME states and will be at the center of attention in this work.
III. CORRESPONDENCE BETWEEN MINIMAL SUPPORT AME STATES AND MDS CODES
There is a direct correspondence between minimal support AME states and classical MDS codes [3]. We first describe how
an MDS code can be obtained from any minimal support AME state, then define more generally what an MDS code is, and
finally show how any MDS code that encodes ⌊n/2⌋ dits (q level classical systems) into n dits allows for the construction of
minimal support AME states in AME(n, q).
Being an AME state of minimal support puts strong constraints on the coefficients cj1,...,jn in the expansion in Eq. (2). Let the
Hamming distance between two sequences j1, . . . , jn and k1, . . . , kn be the number of sub-indices l for which jl 6= kl. For
example, the Hamming distance between the sequences 0030 and 0130 is 1, since they differ in exactly one position. Then, |Ψ〉
can only be a minimal support AME state if |cj1...,jn | ∈ {0, 1/
√
q⌊n/2⌋} and if all sequences j1 . . . , jn for which |cj1...,jn | 6= 0
have pairwise Hamming distance at least ⌈n/2⌉+1 [2]. To see this, let us consider a bipartiton S ∪Sc = {1, . . . , n} and look
at C = c~j↾S ,~j↾Sc as a linear map from the space H(|S|, q) to H(|Sc|, q). As |ψ〉 is of minimal support, the states C|~j↾S〉 are
computational basis states and hence every column of the matrix C contains only a single non-zero element. Now consider the
3case |S| = ⌊n/2⌋. Then, C associates to any sequence ~l of length ⌊n/2⌋ a sequence ~m of length ⌈n/2⌉, namely the one for
which C~l,~m 6= 0. As the AME state is minimal support, there are precisely q⌊n/2⌋ such sequences of length ⌈n/2⌉. Consider
now the set of sequences that is obtained by concatenating any sequence of length ⌊n/2⌋ with the associated sequence of
length ⌈n/2⌉, i.e., the set {~l ◦ ~m : ~l ∈ [q]⌊n/2⌋∧C~l,~m 6= 0}. This set of sequences, with large mutual Hamming distance, yields
a so-called maximal distance separable (MDS) classical error correcting code [18, Chapter 11], [19]–[21].
Given integers n, k, q with n ≥ k, an error correcting code is an injective mapping from the space [q]k of k dit messages to a
subset of the set of n dit code words. If n > k, protection against errors on some of the dits can be achieved. The protection
depends on the Hamming distance between the code words. In the language of coding theory a [n, k, dH ]q-code is an error
correcting code that works with q-level dits and encodes messages of length k into code words of length n, all having pairwise
Hamming distance at least dH . Such a code protects against errors on any subset of a most t = ⌊(dH − 1)/2⌋ many dits [18,
chapter 1], [22]. The code obtainable from a minimal support AME state in AME(n, q) by the construction described above
is thus a [n, ⌊n/2⌋ , ⌈n/2⌉+ 1]q-code.
A code with a given n and k is called an MDS code if the minimal Hamming distance between any two code words satisfies
the Singleton bound. The Singleton bound is a fundamental result from coding theory that bounds the maximally achievable
minimal Hamming distance between any two code words in a code. By comparing the combined volume of Hamming distance
balls of radius dH around the q
k code words with the total available volume in the set of sequences of length n one can show
that any code has to satisfy [19]
dH ≤ n− k + 1. (4)
One directly verifies that the [n, ⌊n/2⌋ , ⌈n/2⌉+ 1]q-code constructed above verifies this bound with equality for all n. Thus
from any minimal support AME state a classical MDS code can be constructed.
Conversely, we now describe how from any suitable linear MDS code a corresponding AME state can be constructed. In
order to do this we first need to introduce a notion of linear independence that is suitable for sequences over a finite set of
elements. This brings us to the theory of finite fields [18, chapter 3,4]. A finite field (or Galois field) is a finite set of elements
that is closed under addition, subtraction, (commutative) multiplication and division (excluding division by zero). For every
prime number p and every natural number m there exists exactly one finite field GF (pm) of cardinality (also called order)
pm. For every prime p the finite field GF (p) is equal to the integers modulo p. The non-prime finite fields GF (pm) can be
explicitly constructed as follows: Let GF (p)[x] be the set of polynomials in x over GF (p), that is, the polynomials whose
coefficients, variable x, addition and multiplication are those from GF (p). Choose a polynomial P over GF (p) of order m
that is irreducible with respect to that field. Irreducible here means that P can not be written as the product of two non-constant
polynomials in GF (p)[x]. The existence of such a polynomial P is always guaranteed [18, chapter 3]. GF (pm) is then the
quotient ring GF (pm) = GF (p)[x]/P , that is, GF (pm) is the set of polynomials of order less than m with the standard
addition and subtraction of polynomials over GF (p) and the result of multiplication is the remainder after Euclidean division
by P .
The encoding map of a linear code is a linear map from the space of messages to the space of codewords, called a generator
matrix Gk×n. The encoded version of an arbitrary message can be obtained by splitting the message up into blocks of length k
and multiplying the corresponding row vectors from the right with the k×n generator matrix, thereby yielding the corresponding
code word. Multiplication and addition are thereby to be performed in a finite field whose cardinality is at least as large as
that of the message alphabet.
It turns out that the generator matrix Gk×n of any [n, k, dH ]-code over a finite field GF (p
m) can always be written in the
standard form [18, chapter 1]
Gk×n = [1k|A] (5)
where 1k is a k×k identity matrix and A ∈ GF (pm)k×(n−k). This standard form will be useful several times in the following.
Every linear code C has a dual code C⊥, that is the code whose code words are orthogonal to all the codewords of the original
code with respect to the standard Euclidean inner product of the finite field. The generator matrix Hn−k×n of the dual code
is the so-called parity check matrix of the original code. It satisfies Gk×n (Hn−k×n)
T = 0 and if Gk×n is given in standard
form, then Hn−k×n = [−AT |1n−k]. The matrix Hn−k×n is called parity check matrix, because for any code word ~c ∈ C of
the original code Hn−k×n ~c
T = 0, so it can be used to check whether a string is a code word or not.
Given the generator matrix G⌊n/2⌋×n, or alternatively the A matrix, of a suitable MDS code with k = ⌊n/2⌋ over a finite field
of cardinality q (equal to a power of a prime), it is straightforward to construct an AME state in AME(n, q). As the Hamming
distance of the MDS code is dH = ⌈n/2⌉+1, for any two different ~v, ~w ∈ [q]⌊n/2⌋ the states |~v G⌊n/2⌋×n〉 and |~wG⌊n/2⌋×n〉
are orthogonal on all subsystems of size at least ⌈n/2⌉. The state
|Ψ〉 =
∑
~v∈[q]⌊n/2⌋
|~v Gk×n〉 =
∑
~v∈[q]⌊n/2⌋
|~v,~v A〉. (6)
4is hence a minimal support AME state in AME(n, q).
AME states can hence be constructed whenever a suitable Gk×n or A matrix is known. The first examples of such A matrices
were presented by Singleton [19] for the cases q = pm = 5 and q = pm = 7 and later a general construction was found in
[20], [23]. We will come back to explaining how suitable matrices A and Gk×n can be constructed in the next section. First,
as an example, we go through the construction of a minimal support state in AME(6, 5). In this example the local dimension
q = 5 is prime so that the finite field GF (5) is simply the set {0, 1, 2, 3, 4} with the standard arithmetic modulo 5. The number
of free indices in the closed form expression of the AME state with minimal support is k = ⌊n/2⌋ = 3, so we can write
~v = (i, j, l). A suitable generator matrix of a [6, 3, 4]5 MDS code in standard form is
G3×6 =
 1 0 0 1 1 10 1 0 1 2 3
0 0 1 1 3 4
 . (7)
It yields the following closed form expression for a minimal support state in AME(6, 5):
AME(6, 5) ∋ |Ψ〉 =
∑
~v∈GF (5)3
|~v G〉
=
4∑
i,j,l=0
|i, j, l, i+ j + l, i+ 2j + 3l, i+ 3j + 4l〉
(8)
For an example with a non-prime finite field see Appendix VIII.
IV. EXPLICIT CONSTRUCTION OF GENERATOR MATRICES FOR MDS CODES AND AME STATES
We now show explicitly how generator matrices of MDS codes and hence minimal support AME states can be constructed
and how closed formulas, reminiscent of the example in the end of the last Section, can be obtained for all n. To do this, we
first discuss the properties of the generator matrices of MDS codes in more detail.
Coming back to the standard form of the generator matrices of linear codes Gk×n = [1k|A], we can readily see that a code
can only be an MDS code if all entries of the A matrix are non-zero and that dH = n − k + 1 is the optimal achievable
Hamming distance between all code words. If A had a zero somewhere, there would be a code word with less than n− k+1
non-zero symbols and which hence would have Hamming distance less than n− k + 1 to the all zero code word (which is a
valid code word in any linear code).
In fact, a linear code with a given A matrix is an MDS code if and only if every square submatrix of A is nonsingular [18,
Chapter 11], [19]. To show this we first need to prove the following: Every square submatrix of A is nonsingular if and only
if any subset of at most k of the column vectors of Gk×n = [1k|A] is linearly independent. First note that it is enough to
show this for subsets of size exactly k. Let now K be the square matrix of any given set of k column vectors of Gk×n. These
vectors are linearly independent if and only if the determinant det(K) is non-zero. By shuffling all the columns that came
from the 1k part of Gn×k to the left and then using Laplace’s expansion of det(K) in terms of the determinants of minors,
one realizes that det(K) is (up to possibly a sign) equal to the determinant of a square sub-matrix of A, and hence non-zero.
This is true for all sub-sets of at most k columns only if all sub-matrices of A are non-singular.
As we are looking at linear codes, and hence any linear combination of code words is again a valid code word, to find the
minimal distance between any two code words it is sufficient to find the code word with the minimal Hamming distance from
the all zero code word. This however is exactly n minus the number of zeros that we can generate by taking linear combinations
of the rows of Gk×n. This, due to the linear independence of the subsets of columns, being at most k − 1, implies that the
achieved Hamming distance is exactly dH = n− k + 1, saturating the Singleton bound.
To construct suitable A matrices, we now introduce the concept of so-called Singleton arrays. Any finite field GF (q), with q a
power of a prime, contains at least one primitive element [18, chapter 4]. An element γ ∈ GF (q) is called primitive if all the
non-zero elements of GF (q) can be written as some integer power of γ. Given any such primitive element γ, the Singleton
array of size q is defined to be
Sq :=
1 1 1 . . . 1 1 1
1 a1 a2 . . . aq−3 aq−2
1 a2 a3 . . . aq−2
...
...
... . .
.
1 aq−3 aq−2
1 aq−2
1
, (9)
5with
ai :=
1
1− γi . (10)
The Singleton array is a special case of a more general construction known as a Cauchy matrix [18, chapter 11]. Every
submatrix of a Cauchy matrix is again a Cauchy matrix and an explicit formula for the determinant of any Cauchy matrix is
known, which in particular shows that it is non-zero. The Singleton array Sq thus has the sought after property that all its
square sub matrices are non-singular [20], [21]. By taking rectangular sub-matrices of Sq , it is hence possible to construct
generator matrices Gk×n = [1k|Ak,n−k] of MDS codes and thereby minimal support AME states. All one has to do is to
take a power of a prime q sufficiently large such that Sq contains a sub-matrix of size at least ⌊(q + 1)/2⌋× ⌈(q + 1)/2⌉, and
then take this as the matrix A in Eq. (6). We provide a Mathematica notebook for the explicit construction of Singleton arrays
under [24].
One straightforwardly verifies that Sq contains such a sufficiently large sub-matrix whenever q ≥ n−1. Further, if q is even, the
element a1 can be appended to the third and the (q− 1)-st rows of Sq, without creating singular submatrices [18, chapter 11],
[20]. For q = 4 this increases the size of the largest square sub-matrix, as the extended Singleton array S′4 has the form
S′4 =
1 1 1 1
1 a1 a2
1 a2 a1
1
. (11)
This yields an A matrix of size 3×3 for q = 4, giving a closed form formula for a minimal support AME state in AME(6, 4).
As an example, let us consider the case q = 5. Taking γ = 3, which is a primitive element in GF (5) = {0, 1, 2, 3, 4} mod (5),
we find
a1 =
1
1− 3 =
1
3
= 2 (12)
a2 =
1
1− 9 =
1
2
= 3 (13)
a3 =
1
1− 27 =
1
4
= 4 (14)
and obtain
S5 =
1 1 1 1 1
1 2 3 4
1 3 4
1 4
1
. (15)
The biggest submatrix has size 3× 3. Hence, taking
A3×3 =
 1 1 11 2 3
1 3 4
 (16)
we can construct a [6, 3, 4]5-code, which is an MDS code, and the resulting AME state is precisely the one given in Eq. (8).
We list Singleton arrays for various finite fields in Appendix VIII and provide a Mathematica notebook for their construction
[24].
V. BASIS OF AME STATES
The Bell basis of the Hilbert space of 2 qubits is an orthonormal basis of maximally entangled states. In what follows, we
show how, starting from a single AME state in H(n, q), a complete orthonormal basis of AME states for H(n, q), a AME
basis, can be constructed.
First we introduce operators X and Z that generalize the Pauli σX and σZ operators in Hilbert spaces of dimension q ≥ 2,
defined via their action on the computational basis states |j〉
X |j〉 = |j + 1 mod q〉 (17)
Z|j〉 = ωj |j〉 , (18)
with ω := ei 2π/q the q-th root of unity. Note that X and Z are unitary, traceless, and that Xq = Zq = 1 and that for a, b ∈ [q]
it holds that Tr(ZaXb) = δa,0 δb,0 and Z X = ωX Z . We call operators that are tensor products of the Pauli operators Pauli
strings. As a side remark, note that only for q prime are the integers modulo q equal to the finite field GF (q). In all other
6cases, the algebraic structure of X and Z as defined above does not correspond to that of the respective finite field (if it even
exists). This however is irrelevant for this section. The following works for arbitrary q not necessarily prime or a power of a
prime. Only the properties of X and Z discussed above are used.
For every ~a we define the operator
M(~a) := (19)
(1 . . .1︸ ︷︷ ︸
⌈n/2⌉
⊗Za1 . . . Za⌊n/2⌋) (1 . . .1︸ ︷︷ ︸
⌊n/2⌋
⊗Xa⌊n/2⌋+1 . . .Xan) .
Note that, for n even, the potential number of X’s and that of Z’s are equal, namely n/2. In contrast, if n is odd, the maximal
number of X’s is one larger than the maximal number of Z’s.
We now use this family of operators to construct, given any AME state, a complete orthonormal basis of AME states:
Lemma 1: Given a Hilbert space H(n, q) of n parties with local dimension q with at least one AME state |Ψ〉 ∈ H(n, q), then
the qn states
|Ψ~a〉 :=M(~a) |Ψ〉 (20)
with ~a ∈ [q]n form a complete orthonormal basis of AME states of H(n, q).
Proof: First, all the |Ψ~a〉 are AME states, as acting with local unitaries on |Ψ〉 does not change the entanglement properties.
It remains to show orthonormality, i.e., that
〈Ψ|M(~a)†M(~b)|Ψ〉 =
∏
i
δai,bi . (21)
To show this we use that according to Eq. (3) any AME state |Ψ〉 can be written as
|Ψ〉 =
∑
~l∈[q]|S|
|~l〉 ⊗ C |~l〉 , (22)
with |S| = ⌊n/2⌋ and C an isometry, i.e., C C† = 1. Thus
〈Ψ|M(~a)†M(~b)|Ψ〉
=
∑
~l,~m∈[q]|S|
〈~l|~m〉 〈~l| C† M(~a)†M(~b)C |~m〉 (23)
=
∑
~l∈[q]|S|
〈~l| C† M(~a)†M(~b)C |~l〉 (24)
= Tr(M(~a)†M(~b)C C†) (25)
=
∏
i
δai,bi , (26)
where we have used the orthonormality of the computational basis states, the cyclicity of the trace and that Tr(ZaXb) =
δa,0 δb,0.
VI. STABALIZER OPERATORS FOR AME STATES
In the theory of quantum error correcting codes [25], [26] stabilisers are a useful tool to construct and analyse codes. A
quantum error correcting code distinguishes a subspace (code space) of the Hilbert space of a physical system as the space
of admissible code states, that is, quantum states of the system that are in a one to one correspondence (via the encoding and
decoding maps) with encoded messages. For the code to be useful, the code space must be chosen such that the expected
errors never map state from the code space to a state that could also have been produced by a different error from a different
code state (this would introduce an unrecoverable error) but always take the state out of the code space in a away such that a
subsequent correction can bring the system back into its original state. It is natural to consider code spaces that are spanned
by computational basis states. The stabiliser (group) of such a code space is the abelian sub-group of the (generalized) Pauli
group that leaves every element from the code space invariant. Conversely every abelian sub-group of the (generalized) Pauli
group that does not contain −1 has a non-trivial subspace spanned by computational basis stats that is left invariant [25], [26].
In an analogous fashion, we can construct a set of Pauli strings that generate a stabilizer group that stabilizes a given individual
AME state. In the next section we will use this generating set to construct a stabilizer group for a subspace spanned by q
many orthonormal AME states. The construction we present only works for AME states constructed from an MDS code as
described in Section III and can hence only work for q a power of a prime. For the sake of simplicity we further restrict from
7now on to the case q prime, for which the algebraic structure of the X and Z operators defined in (17) and (18) coincides
with that of the finite field GF (q). For q a power of a prime, a much more elaborate construction based on the (discrete)
Heisenberg-Weyl group [27]–[31] would have to be employed.
Remember that, given a generator matrix Gk×n, the corresponding AME state takes the form (recall Eq. (6))
|Ψ〉 =
∑
~v∈[q]⌊n/2⌋
|~v G⌊n/2⌋×n〉. (27)
Denote the matrix elements of G⌊n/2⌋×n by gl,m and that of the code’s parity check matrix H⌈n/2⌉×n by hl,m. For q prime,
the state |Ψ〉 is then the plus one eigenstate of the following n stabilizer operators:
sΨl :=
{⊗n
m=1X
gl,m 1 ≤ l ≤ ⌊n/2⌋⊗n
m=1 Z
hl,m ⌊n/2⌋ < l ≤ n . (28)
The first ⌊n/2⌋ stabilizers, involving the X operators, permute the computational basis states in the decomposition of |Ψ〉 and
hence leave it invariant. The second set of ⌈n/2⌉ stabilizers, that involve the Z operators, also leave |Ψ〉 invariant as
sΨl |Ψ〉 =
∑
~v∈[q]⌊n/2⌋
ωH⌈n/2⌉×n (G⌊n/2⌋×n)
T ~v |~v G⌊n/2⌋×n〉 = |Ψ〉, (29)
because H⌈n/2⌉×n (G⌊n/2⌋×n)
T = 0.
VII. QUANTUM ERROR CORRECTING CODES FROM AME STATES
In this section we show that the AME states of minimal support constructed from MDS codes allow to construct quantum
error correcting codes (QECC). Our construction is comparably simply, very explicit, physically motivated, and works with a
smaller local dimension q given n than previous codes with similar code parameters.
A subspace C spanned by a set {|ψm〉}m∈[qk] of orthonormal states is a [[n, k, d]]q a QECC, i.e., a code that encodes k logical
qudits (quantum systems of dimension q) into n physical qudits, if it obeys the Knill-Laflamme conditions [26], [32]
∀m,m′ ∈ [qk] : 〈ψm|E†F |ψm′〉 = f(E†F ) δm,m′ (30)
for all E,F with wt(E†F ) ≤ d. Thereby wt is the weight of an operator, defined to be the number of sites on which it acts
non-trivially. The parameter d is the distance of the code, which is the minimal number of single-qudit operations that are
needed to create a non-zero overlap between any two orthogonal states from the code state space C, i.e.,
d := min
|φ〉,|φ′〉∈C,W
{wt(W ) : 〈φ|W |φ′〉 6= 0 ∧ 〈φ|φ′〉 = 0} . (31)
Such a code can correct errors that act non-trivially on up to t := ⌊(d− 1)/2⌋ physical qudits.
The quantum Singleton bound [26], [32], [33] states that for any QECC
d ≤ n− k
2
+ 1. (32)
Comparing with the classical Singleton bound given in Eq. (4), we see that, to reach a given code distance in the quantum
case, n− k must be twice as large as the necessary value to reach the same Hamming distance in the classical case. The proof
of the quantum Singleton bound is based on the no-cloning theorem and it is known that binary codes, that is codes for qubits
q = 2, can not achieve it for large n.
The code space of the QECC that we are going to construct will be spanned by AME states generated by acting with a Pauli
string M onto a given minimal support AME state |Ψ〉 constructed from an MDS code. Let us first introduce the notion of
different realizations of such a Pauli string M . Recall first that AME states generated by Eq. (6) are stabilized by a set of qn
Pauli strings, the elements of the stabilizer group, denoted by
S(α1, . . . , αn) :=
n∏
l=1
(
sΨl
)αl
, (33)
where sΨl are the stabilizers defined in Eq. (28) and the αi ∈ [q]. This implies that, for a given Pauli string M acting on |Ψ〉,
there are qn − 1 other Pauli strings that perform exactly the same action on |Ψ〉, namely, since
M |Ψ〉 =M S(α1, . . . , αn)|Ψ〉, (34)
all M˜(α1, . . . , αn) := MS(α1, . . . , αn) act identically on |Ψ〉. All such realizations M˜(α1, . . . , αn) of a Pauli string form an
equivalence class.
8The elements of such an equivalence class act on different subsets of the sites. For example, the operator X ⊗ 1 ⊗ · · · ⊗ 1,
when acting on an AME state generated from a generator matrix in standard form, can be pushed to the second half of the
system by inserting the operator (sΨ1 )
† as then
X ⊗ 1 . . .1|Ψ〉 = (X ⊗ 1 . . .1)(sΨ1 )†|Ψ〉 (35)
= 1 . . .1⊗
⌈n2 ⌉︷ ︸︸ ︷
X−g1,⌊n/2⌋+1 ⊗ . . .⊗X−g1,n |Ψ〉. (36)
For the EPR state Φ+ :=
∑
j |j〉|j〉 this property is well known. For every unitary U acting on site 1 there is another unitary
that transforms this state in the same way but acts only on site 2, i.e., (U ⊗ 1)|Φ+〉 = (1 ⊗ UT )|Φ+〉. In the case of AME
states, any Pauli string can always be pushed to act non-trivially on at most any subset of size ⌈n/2⌉:
Lemma 2: For any given set of at most ⌈n/2⌉ sites, any Pauli string M acting on an AME(n, q) state constructed from an
MDS code according to Eq. (6) has a realization that acts non-trivially only on sites in this set, i.e., it can be pushed to act
on at most these sites.
Proof: This is a direct consequence of the fact that the tensor of coefficients of a minimal support AME state is a perfect
tensor. More explicitly, constructing a realization M˜(α1, . . . , αn) that acts trivially on ⌊n/2⌋ sites is equivalent to solving two
systems of each ⌊n/2⌋ linear equations, one for the powers of the X operators and one for the powers of the Z operators,
because
M˜(α1, . . . , αn) (37)
= M
(
n⊗
m=1
X
∑⌊n/2⌋
l=1 αl gl,m
)(
n⊗
m=1
Z
∑n
l=⌊n/2⌋+1 αl hl,m
)
.
As any subset of up to ⌊n/2⌋ columns of the generator and any subset of up to ⌈n/2⌉ columns of the parity check are linearly
independent, this can always be done.
When pushing Pauli strings around, as the example above demonstrates, their weight can change. In particular, it can happen
that after pushing a Pauli string into a certain set of sites, it doesn’t actually act non-trivially on all sites in this set. We define
the minimal weight of an equivalence class of operators as the weight of the “lightest” element within the class. When a given
M belongs to a class of minimal weight w, this means that it cannot be pushed into any subset of less than w sites, i.e., it
can not be compressed to have weight less than w.
For the sake of simplicity we now restrict to the case n even. In the following theorem we show how a Pauli string M ,
belonging to a class of minimal weight w, defines an AME state based QECC.
Theorem 3: Given an AME state |Ψ〉 ∈ AME(n, q) constructed from an MDS code via Eq. (6) with n even and q ≥ n − 1
prime. The subspace C := span({|Ψm〉q−1m=0}) ⊂ (Cq)⊗n, with
|Ψm〉 :=Mm|Ψ〉 (38)
and M a Pauli string, is a QECC spanned by AME states with code parameters [[n, 1, w]]q if and only if M belongs to an
equivalence class of minimal weight w ≤ n/2. Moreover, generators for the stabilizers group of the code state space can be
constructed explicitly.
Proof: The subspace is manifestly spanned by orthogonal AME states, as the |Ψm〉 are part of an orthonormal basis of AME
states. This is a direct consequence of the fact that, because of Lemma 2, for n even, a Pauli string acting on an AME state
either stabilizes it or produces an orthogonal state, i.e., 〈Ψ|(M |Ψ〉) ∈ {0, 1}. Further, C is a QECC that can correct all errors
from a set E if and only if there exists some function f such that for all E,F ∈ E and all m,m′ ∈ [q] [25]
〈Ψm′ |E† F |Ψm′+m mod q〉 = δm,0 f(E† F ). (39)
In our case, E is the set of all operators with weight at most ⌊(w − 1)/2⌋ ≤ ⌊(n− 2)/4⌋. We first prove the “only if” part.
Assume that M could be compressed into some subsystem of size less than or equal to w − 1. As the compressed M would
still be a Pauli string and therefore product, there would be some error operators E,F such that E† F = M and hence the
above condition would be violated. This proves necessity. We now turn to the “if” part. If m = 0, then because |Ψm′〉 is an
AME state
〈Ψm′ |E† F |Ψm′+m mod q〉 = qn/2 Tr(E† F ). (40)
9Consider now the case m 6= 0. As n is even, we know that we can push any Pauli string into any subset of size n/2. Denote
the result of pushing Mm with the product of stabilizers S into some subset of size n/2 that completely contains the support
of E† F by M˜m := Mm S. As |Ψm′〉 is AME
〈Ψm′ |E† F |Ψm′+m mod q〉 = 〈Ψm′ |E† F M˜m|Ψm′〉 (41)
= Tr(E† F M˜m) qn/2. (42)
Notice that M˜m is not the m-th power of M pushed in to the same subset, but |M˜m| = |Mm S| = |(M S1/m)m| = |M S1/m|
(as the Pauli matrices commute up to a phase, which does not change the weight) and so Mm can be compressed into a certain
number of sites if and only if M can be compressed into the same number of sites. Thus M˜m is, up to possibly a phase,
a product of traceless Pauli operators that acts non-trivially on at least one site on which E† F does not act, and therefore
Tr(E† F M˜m) = 0. This proves Eq. (39) with f(·) = qn/2 Tr(·).
It remains to show how to construct the generators sCr of the stabilizers group of C = span({|Ψm〉}q−1m=0). The generators have
to satisfy
∀r,m : sCr Mm |Ψ〉 = Mm |Ψ〉. (43)
The special case m = 0 of this condition implies that they must be products of the stabilizers of |Ψ〉, i.e., that there exist
vectors ~αr ∈ [q]n such that sCr =
∏n
l=1(s
Ψ
l )
(~αr)l , hence they are in particular also Pauli strings. Further, the above condition
implies that the sCr must commute with M (and hence M
m) when acting on |Ψ〉, i.e,
sCr M
m|Ψ〉 = Mm sCr |Ψ〉. (44)
The commutator of two Pauli strings, however is, up to a phase again a Pauli string. More precisely, any Pauli string A can
be brought into the standard form
A = ei ϕ(A) A~a
X
X A
~aZ
Z , (45)
where ϕ(A) is a phase, and A~a
X
X =
⊗n
j=1X
(~aX)j and equivalently for A~a
Z
Z . As can be verified by direct computation, for
any two Pauli strings A,B it holds that
AB = ω~a⊙
~bBA (46)
where ~a = (~aX ,~aZ) and ~b is defined in the same way in terms of the standard form of B and ⊙ is the bilinear symplectic
inner product
~a⊙~b := ~aZ ·~bX − ~aX ·~bZ . (47)
This implies that Eq. (44) is satisfied if for all m it holds that ~sr ⊙m ~m mod q = 0, which is equivalent to just ~sr ⊙ ~m
mod q = 0, where ~sr is the vector coming from the standard representation of s
C
r and ~m that of M . More specifically
~sr :=
(
GT 0
0 HT
)
~αr (48)
and as M has weight less than n/2 + 1 the condition ~sr ⊙ ~m = 0 imposes a non-trivial constrain, so that there are n − 1
linearly independent ~αr that satisfy it and are of the form given above. A Mathematica code to find all these ~αr is given under
[24].
In order for the code resulting from the above construction with a given Pauli string M to be a QMDS code, the minimal
weight w of the Pauli strings equivalence class has to satisfy
w =
⌊
n− 1
2
+ 1
⌋
=
⌈n
2
⌉
, (49)
which precisely matches the lower bound set by Lemma 2. We conjecture that for any n, and any AME states constructed in
the above way from an MDS code, an equivalence class of Pauli strings exists that satisfies this bound (for n even):
Conjecture 1: Given an AME state produced by an MDS code |Ψ〉 of n sites and q ≥ n− 1 prime, there exists at least one
equivalence class of Pauli strings with minimal weight ⌊n/2⌋
As a side remark, note that our proof of Theorem 3 in any case only works for n even.
We have not been able to proof the above conjecture for all even n but, using the computer algebra system Mathematica [24]
we were able to construct incompressible M operators with the conjectured properties for all n ∈ {2, 4, 6, 7, 8}, where n = 8
is the largest n for which we can exhaustively check all ways of pushing. In all cases we were able to find such M operators
for q down to q = n − 1, except in the case n = 7, where we had to chose q = 7, because n − 1 = 6 is not a power of a
prime, and the case n = 2, where our conjecture is known to be true for q ≥ 2 and the case q = 1 does not make sense. For
n = 6, the existence of the extended Singleton array S′4 (see Eq. (11)) for q = 4 might give one hope that in this case an
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TABLE I: List of QECCs whose existence we have verified by symbolic computation and exemplaryM matrices that generate
a code form the respective family. All codes for n even are QMDS, moreover the code [[7, 1, 3]]q is able to correct the same
amount of errors as a QMDS code [[7, 1, 4]]q. We do not obtain the codes [[5, 1, 3]]4,5,7,8 from our construction, but we have
found M operators not compressible to less than d = 3 sites.
QECC q M (first primitive element and smallest q)
[[3, 1, 1]]q 2, 3, 4, 5 1⊗ 1⊗ Z
[[4, 1, 2]]q 3, 4, 5, 7 1⊗ 1⊗X ⊗ Z
[[5, 1, 2]]q 4, 5, 7, 8 1⊗ 1⊗ 1⊗X ⊗ Z
[[6, 1, 3]]q 5, 7, 8, 9, 11, 13 1⊗ 1⊗X ⊗ Z ⊗ 1⊗ Z
[[7, 1, 3]]q 7, 8 Z ⊗ 1⊗ Z ⊗ 1⊗ 1⊗ 1⊗ Z
[[8, 1, 4]]q 7, 8 1⊗ 1⊗ 1⊗ Z ⊗ 1⊗ Z ⊗ Z ⊗X
incompressible M might exist for q = n− 2, but our calculations show that no such M exists. We summarize our results in
Table I.
Further we can prove that Pauli strings containing only X or only Z operators and that have weight ∼ n/4 can not be
compressed to have weight less than ∼ n/4:
Lemma 4: Any Pauli string M of weight wt(M) = ⌊(⌊n/2⌋+ 1)/2⌋ and consisting of only X or only Z operators is
incompressible.
Proof: Any product S of stabilizers is again a stabilizer. Any such product S, apart from the trivial stabilizer, the identity, hence
necessarily has weight at least wt(S) ≥ ⌊n/2⌋+1 (if it contains at least one Z stabilizer, it actually has weight at least ⌈n/2⌉+1).
If the weight of M is wt(M) = ⌊(⌊n/2⌋+ 1)/2⌋, then for any S we have wt(M S) ≥ min(wt(M), (⌊n/2⌋+1)−wt(M)) =
wt(M).
The above lemma shows that both the X part MX and the Z part MZ each consisting of ⌊(⌊n/2⌋+ 1)/2⌋ many X and Z
operators of an operator M = MXMZ are individually incompressible. If MX and MZ act on two disjoint sets of sites, and n
is even, then wt(M) ≥ n/2. Unfortunately, the above lemma is not enough to guarantee that such an M is also incompressible
as a whole. When pushing it into some subset of sites, its X and Z part can in principle start to overlap and thereby its weight
can shrink. Our numerical calculations show that M operators exist for which this does not happen up to the largest n that
we can check.
There is an interesting connection between incompressibility of M matrices that contain both X and Z operators and a concept
known as the joint weight enumerator of two non-linear codes that are derived from the code generated by the G⌊n/2⌋×n matrix
and its dual code with generator matrix H⌈n/2⌉×n. The joint weight enumerator JA ,B of two classical codes A and B is a
function of four real variables that encodes information about the overlap of zeros in the code words of the two codes [34],
[35] (see also [18, Chapter 5]. To relate this to the situation at hand, let C be the code generated by the G⌊n/2⌋×n matrix and
C⊥ its dual code with generator matrix H⌈n/2⌉×n. Now let A be the non-linear MDS code constructed from C by adding
to each code word the vector of exponents of the X operators in M and B the non-linear MDS code constructed by adding
to each code word of C⊥ the vector of exponents of the Z operators. Then the maximum number imax of positions in which
both a codeword from A and a codeword B have zeros is given by
imax = lim
a→∞
logJA ,B(a, 1, 1, 1). (50)
The minimal weight of the class of operators equivalent to M is given by n− imax.
Let us return to the QECC we construct and compare its properties to known QECCs. Many other QECC for various
combinations of parameters are known (see for example [36], [37] for an overview and [38] for tables of known codes
with q = 2). In some cases the achievable distances are limited by d ≤ q or some fraction of q [39, Theorem 5] or scale only
like
√
n [36, Theorem 40 and 41]. In general, it is difficult to construct QECC that saturate the quantum Singleton bound and
have a large code distances [40]. For example in [36, Corollary 32] a QMDS code with a code distance of the order of n/2
was shown to exist, the proof however requires that q grows faster than exponentially with n. Families of QMDS codes with
a code distance up to d = q + 1 have been constructed in [37], [40] (for an earlier construction with d = q see [41]), but all
of these (as well as the code from [39, Theorem 5] when d is chosen to scale linear with q) have code lengths n that scale
quadratically with q.
Our construction only requires n ≤ q + 1 to achieve a code distance that scales like n/2 (or equivalently like q/2). We can
show the existence of these codes with n = q + 1 explicitly for n = {4, 6, 8}, and if our above conjectuer holds true, an
infinite family of such codes for arbitrarily large and even n exists. For physical implementations with independent local noise
it appears to be important to achieve a large ratio d/n. In this respect our codes perform well compared with the constructions
discussed above.
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There are two construction that are similar to ours in terms of code parameters. The first was presented in [42] and later
used in [43]. It yields QECCs for all prime q with q > n = 2 d− 1. The second is based on [36, Lemma 70], which shows
that the existence of a pure stabilizer QECC [[n, k, d]]q with n, d ≥ 2 implies the existence of a code [[n − 1, k + 1, d− 1]]q.
The possibility to construct stabilizers for AME states with q prime (see section Section VI) and the fact that such AME
states are QECCs of the form [[q + 1, 0, ⌊(q + 1)/2⌋ + 1]]q [4, Proposition 3] implies the existence of QECCs of the form
[[q, 1, ⌊(q + 1)/2⌋]]q for all q prime. The first construction requires q ≥ n + 1 and the second works in the case q = n, but
neither of the the two can straightforwardly be expanded to the case q = n − 1. To sum up, as a function of q, there are
constructions that achieve larger code distances d and larger k than our proposal, but all such constructions we are aware of
require (asymptotically) larger code lengths n.
VIII. CONCLUSIONS
In this paper we have shown in detail how to explicitly construct AME states of n parties with local dimension q ≥ n− 1 of
minimal support by means of linear MDS codes. For an AME state of minimal support constructed via such a linear MDS
code and q prime, we have derived a set of stabilizer operators that stabilize the AME state. For every n ≤ q + 1 we show
how to construct QECCs that encode a logical qudit into a q-dimensional subspace spanned by AME states of n parties with
local dimension q prime. Under a conjecture for which we provide numerical evidence, this construction produces an infinite
family of quantum error correcting codes for arbitrary large n that, for n even, saturate the quantum Singleton bound. Along
the way, we have also shown how, starting from any single AME state, a complete basis of the Hilbert space consisting of
AME states can be constructed.
APPENDIX
As a first example let us consider the case q = 22. The elements of the finite field GF (22) can be written in several different
ways (see Table II). As the field is a non-prime finite field, it will be convenient to work with the representation in terms of
polynomials based on the irreducible polynomial x2 = x+ 1.
TABLE II: GF (22) generated by x2 = x+ 1.
as a 2-tuple as a polynomial spin levels
00 0 0
10 1 1
01 x 2
11 x+1 3
As we have seen in (11), for the special case q = 22 we can use the extended singleton array
S′4 =
1 1 1 1
1 a1 a2
1 a2 a1
1
. (51)
We chose γ = x as a primitive element and, using the polynomial representation of GF (22), the appearing elements can be
calculated to be
a1 =
1
1− x = x (52)
a2 =
1
1− x2 =
1
x
= x+ 1. (53)
Let us now take the the biggest submatrix of size 3× 3 as the A matrix
A =
 1 1 11 x x+ 1
1 x+ 1 x
 (54)
and construct an AME state in AME(6, 4). The number of free indices in the closed form expression of a state in AME(6, 4)
with minimal support is k = 3, so ~v = (i, j, l), and it can be written as,
AME(6, 4) ∋ |Ψ〉 = (55)∑
i,j,l∈
{0,1,x,x+1}
|i, j, l, i+ j + l, i+ x j + (1 + x) l, i+ (x+ 1) j + x l〉
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To get the terms of |Ψ〉 in the familiar computational basis representation, after doing all computations in the finite field for each
term, one simply has to switch back to the spin level representation, i.e., make the replacement {0, 1, x, x+ 1} 7→ {0, 1, 2, 3}
according to Table II.
We can now also find generators of the stabilizer group:
s1 = X ⊗ 1⊗ 1 ⊗X ⊗X ⊗X (56)
s2 = 1⊗X ⊗ 1 ⊗X ⊗X2 ⊗X3 (57)
s3 = 1⊗ 1⊗X ⊗X ⊗X3 ⊗X2 (58)
s4 = Z
3 ⊗ Z3 ⊗ Z3 ⊗ Z ⊗ 1⊗ 1 (59)
s5 = Z
3 ⊗ Z2 ⊗ Z ⊗ 1⊗ Z ⊗ 1 (60)
s6 = Z
3 ⊗ Z ⊗ Z2 ⊗ 1⊗ 1⊗ Z (61)
All the elements of stabilizer group S, which are qn = 56 elements, can be generated from all possible product combinations
of the stabilizer generators.
Finally, we present a number of Singleton arrays that can be used to construct closed form expression of AME states with
minimal support in Table III. A Mathematica notebook to create these and various larger tables is made available under [24].
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TABLE III: Singleton array for various finite fields.
GF (2) = {0, 1}
modulo (2)
γ = 1, S2 =
1 1
1
GF (3) = {0, 1, 2}
modulo (3)
γ = 2, S3 =
1 1 1
1 2
1
GF (22) = {0, 1, a1, a2}
modulo (1 + x+ x2)
a1 = x, a2 = 1 + x.
γ = x, S′
4
=
1 1 1 1
1 a1 a2
1 a2 a1
1
GF (5) = {0, 1, 2, 3, 4}
modulo (5)
γ = 3, S5 =
1 1 1 1 1
1 2 3 4
1 3 4
1 4
1
GF (7) = {0, 1, 2, 3, 4, 5, 6}
modulo (7)
γ = 3, S7 =
1 1 1 1 1 1 1
1 3 6 4 2 5
1 6 4 2 5
1 4 2 5
1 2 5
1 5
1
GF (23) = {0, 1, a1, a2, a3, a4, a5, a6}
modulo (1 + x2 + x3)
a1 = x2, a2 = 1 + x+ x2, a3 = 1 + x,
a4 = x, a5 = x+ x2 and a6 = 1 + x2.
γ = x, S8 =
1 1 1 1 1 1 1 1
1 a1 a2 a3 a4 a5 a6
1 a2 a3 a4 a5 a6
1 a3 a4 a5 a6
1 a4 a5 a6
1 a5 a6
1 a6
1
GF (32) = {0, 1, a1, a2, a3, a4, a5, a6, a7}
modulo (2 + x+ x2)
a1 = 2 + x, a2 = 1 + x, a3 = 1 + 2x,
a4 = 2, a5 = x, a6 = 2x and a7 = 2 + 2x.
γ = x, S9 =
1 1 1 1 1 1 1 1 1
1 a1 a2 a3 a4 a5 a6 a7
1 a2 a3 a4 a5 a6 a7
1 a3 a4 a5 a6 a7
1 a4 a5 a6 a7
1 a5 a6 a7
1 a6 a7
1 a7
1
GF (11) = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10}
modulo (11)
γ = 2, S11 =
1 1 1 1 1 1 1 1 1 1 1
1 10 7 3 8 6 4 9 5 2
1 7 3 8 6 4 9 5 2
1 3 8 6 4 9 5 2
1 8 6 4 9 5 2
1 6 4 9 5 2
1 4 9 5 2
1 9 5 2
1 5 2
1 2
1
