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ABSTRACT
Marked correlation functions, which are sensitive to the clustering of galaxies in dif-
ferent environments, have been proposed as constraints on modified gravity models.
We present measurements of the marked correlation functions of galaxies in redshift
space using 361,761 LOWZ (zeff = 0.32) galaxies from the Sloan Digital Sky Survey III
(SDSS III) Baryon Oscillation Spectroscopic Survey (BOSS) Data Release 12 (DR12)
and compare them to ΛCDM+General Relativity simulations. We apply mass cuts to
find the best match between the redshift space autocorrelation function of subhaloes in
the simulation and in the observations. We then compare the marked correlation func-
tions, finding no significant evidence for deviations of the marked correlation functions
of LOWZ galaxies from ΛCDM on scales 6 h−1Mpc ≤ s ≤ 69 h−1Mpc. The constrain-
ing power of marked correlation functions in our analysis is limited by our ability to
model the autocorrelation function of galaxies on small scales including the effect of
redshift distortions. The statistical errors are well below the differences seen between
marked correlation functions of f(R) gravity models and ΛCDM in recent publications
(Armijo et al., Herna´ndez-Aguayo et al.) indicating that improved future theoretical
analyses should be able to rule out some models definitively.
Key words: Cosmology: dark energy - Cosmology: large scale structure of Universe
- Galaxies: statistics.
1 INTRODUCTION
The observation of acceleration in the expansion of the Uni-
verse (Riess et al. 1998; Perlmutter et al. 1999) is one of
the most important discoveries of observational cosmology.
Among the many attempted explanations, those based on
dark energy (Caldwell 2002; Daly & Djorgovski 2003; Lin-
der 2003; Alam et al. 2003; Riess et al. 2004; Copeland et al.
2006; Wood-Vasey et al. 2007; Cai 2007; Buchert 2008; Frie-
man et al. 2008), modified theories of gravity (Dolgov &
Kawasaki 2003; Abdalla et al. 2005; Li & Barrow 2007; No-
jiri & Odintsov 2007; Starobinsky 2007; Bean et al. 2007;
Brax et al. 2008; Faraoni 2008; De Felice & Tsujikawa 2010;
Jain & Khoury 2010; Clifton et al. 2012; Joyce et al. 2015;
? E-mail: siddharthsatpathy@cmu.edu
Huterer et al. 2015) and alternative theories which rely on
inhomogeneities in the distribution of matter in the Uni-
verse (Kolb et al. 2006; Alnes et al. 2006; Bene et al. 2006;
Krasin´ski et al. 2010; Chatterjee 2011; Ce´le´rier 2014; Skarke
2014; Mertens et al. 2016) feature prominently. The variety
of different possible models motivates the need to test for
and to put contraints on various theories of gravity. Planck
Collaboration et al. (2016); Koyama (2016); Beltra´n Jime´nez
et al. (2016); Joyce et al. (2016) present some important ad-
vances made in this regard. More recently, the discovery of
gravitational waves has opened up remarkable new avenues
for the testing of and selection between various theories of
gravity. Measurement of the cosmological speed of gravity
with the gravitational wave event GW170817 (Abbott et al.
2017a; Abbott et al. 2017b) has put extremely stringent
bounds on the speed of gravitational waves and has served to
c© 2018 The Authors
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place constraints on many modified gravity theories (Baker
et al. 2017; Lombriser & Lima 2017; Vainio & Vilja 2017;
Amendola et al. 2017) and models of dark energy (Crem-
inelli & Vernizzi 2017; Mar´ıa Ezquiaga & Zumalaca´rregui
2017) at both large and small scales. While the discovery of
the gravitational wave events have restricted the range of ac-
ceptable modified gravity theories, one needs other tools to
put addtional observational constraints on different cosmo-
logical theories including modified gravity models and gen-
eral relativity (GR). Development of such tools enhances the
constraining power of cosmological surveys.
Measurements of redshift-space-distortions (RSD) and
baryon acoustic oscillations (BAO) (Hoyle et al. 2002;
DaAˆngela et al. 2005; Cabre´ & Gaztan˜aga 2009; Samushia
et al. 2012; Macaulay et al. 2013; Yang & Xu 2014; Cuesta
et al. 2016; Alam et al. 2017) can be used to provide con-
straints on dark energy and modified gravity theories. In
such exercises, the two-point galaxy correlation function is
often used as the standard statistic to study and quantify
clustering of galaxies. While, this statistic uses information
about the positions of galaxies, it does not directly make
use of other properties such as information about the envi-
ronment around galaxies. At the same time, many models
of gravity have mechanisms such as screening which arise
as consequences of the density around galaxies (Khoury &
Weltman 2004b,a; Hinterbichler & Khoury 2010; Brax et al.
2010; Davis et al. 2012; Brax et al. 2008). Because of the
screening mechanisms, the effects of modified gravity mod-
els are revealed in environments where the gravitational field
is weak. The dependence of many modified gravity models
on screening mechanisms motivates the need for a cluster-
ing estimator which includes the effect of the environments
around galaxies. The proposal to test gravity models by the
use of density-marked correlation functions is influenced by
this requirement (Beisbart & Kerscher 2000; Kerscher et al.
2000; Gottlo¨ber et al. 2002; Sheth et al. 2005; Skibba et al.
2006; White & Padmanabhan 2009; White 2016).
Recently, Valogiannis & Bean (2018); Armijo et al.
(2018); Herna´ndez-Aguayo et al. (2018) explored N-body
simulations of f(R) gravity models using marked corre-
lation functions. The authors found that the differences
between f(R) models and ΛCDM+GR universes can be
captured by the marked correlation functions, where the
marks are functions of the local density close to the simu-
lated haloes. Herna´ndez-Aguayo et al. (2018), show that the
galaxy marked correlation functions in certain f(R) mod-
els exhibit significant differences, (at the level of 1-20%) on
scales smaller than r ≤ 20 h−1Mpc. Apart from the fact
that the main focus of our work is on observations, our work
differs from these publications in a few ways. For example,
we work in redshift space rather than real space. Also, in
Armijo et al. (2018); Herna´ndez-Aguayo et al. (2018), the
authors compare correlation function estimators obtained
from f(R) models and ΛCDM universe on relatively smaller
distance scales (< 70 h−1Mpc), while we compute two point
and marked correlation functions till significantly larger dis-
tance scales.
The work discussed in this paper is based on the marked
correlation function estimator proposed in White (2016).
The main goal of this paper is to present measurements of
the marked correlation functions computed from Sloan Digi-
tal Sky Survey galaxies at low redshifts (z ∼ 0.3), and which
can be used to constrain modified gravity models. We also
aim to compare to the predictions of the ΛCDM+GR model.
Our paper is organized in the following manner. Section 2
presents details of the BOSS DR12 galaxy data set and the
mock galaxy catalogues that we use in our research. Sec-
tion 2 also gives a description of numerical simulations that
we use to estimate the correlation functions for the theory
(GR). Section 3 outlines the methods used for the design
and computation of the two-point galaxy correlation and
marked correlation functions. Section 4 outlines nuances of
the statistical techniques used in the analysis of the correla-
tion functions. Section 5 illustrates our results of the extent
of agreement of the correlation functions obtained from ob-
servations with those computed for General Relativity. Fi-
nally, section 6 presents a critical analysis and summary of
the results reported in section 4.
2 DATA
In this section, we describe details of the galaxy data that
we have used to find two point and marked correlation func-
tions. For observations, we have used SDSS III BOSS DR12
LOWZ galaxies which is described in section 2.1. We use
“quick particle mesh (QPM)”mocks for covariance studies of
theory and observation multipoles. Features of QPM mock
catalogs are described in section 2.2. Data for our theory
multipoles are obtained from Elephant simulations (Cau-
tun et al. 2017), the details of which are outlined in sec-
tion 2.3.
2.1 The BOSS DR12 Galaxy Dataset
In this work, we use astronomical data that were obtained
by the Sloan Digital Sky Survey III (SDSS III) Baryon Oscil-
lation Spectroscopic Survey (BOSS; Eisenstein et al. 2011;
Dawson et al. 2013) Data Release 12 (DR12; Alam et al.
2015). The SDSS uses a dedicated 2.5m telescope at the
Apache Point Observatory, New Mexico (Gunn et al. 1998,
2006), equipped with two special-purpose instruments, to
obtain spectroscopic and imaging data which covers an en-
semble of galaxies, quasars, stars and ancilliary objects. The
spectra for this dataset were acquired using the double-
armed BOSS multifibre spectograph (Smee et al. 2013) and
the targets selected using multicolour imaging photometry
in five photometric bands (u, g, r, i, and z; Fukugita et al.
1996; Gunn et al. 1998; Doi et al. 2010). The BOSS DR12
galaxies were observed along with approximately 200,000
stars, 300,000 quasars and 400,000 ancillliary objects. The
survey involved a sequence of 15-minute exposures and in-
tegration till a minimum signal-to-noise ratio was attained
for the faint galaxies. This approach leads to homogeneity
in the dataset with a redshift completion of over 97 per cent
for the entire survey footprint. Bolton et al. (2012) discusses
techniques used for data reduction.
The SDSS BOSS DR12 catalogue encompasses
1,138,964 massive galaxies partitioned into two non-
overlapping redshift buckets, viz. the ‘LOWZ’ and ‘CMASS’
redshift bins which include galaxies in the redshift ranges
0.15 < z < 0.43 (zeff = 0.32) and 0.43 < z < 0.70
(zeff = 0.57) respectively. Reid et al. (2016) describe meth-
ods used in the target selection of the SDSS galaxy data sets,
MNRAS 000, 1–17 (2018)
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Figure 1. A Mollweide projection of galaxies in the LOWZ and
CMASS sample sets. Top: the sky coverage of galaxies in the
LOWZ sample set. Bottom: the sky coverage of the CMASS galax-
ies. In both panels, the regions shaded red depict the North Galac-
tic Caps while the blue regions represent the South Galactic Caps.
Table 1. Sky coverage (in deg2): LOWZ and CMASS sample sets
NGC SGC Total
LOWZ DR12 5836.21 2501.26 8337.47
CMASS DR12 6851.42 2524.67 9376.09
and give details of the mksample code used to create large
scale structure catalogues. The LOWZ DR12 sample encom-
passes a total of 361,762 galaxies with 248,237 galaxies in
the North Galactic Cap (NGC) and 113,525 galaxies in the
South Galactic Cap (SGC). The total sky coverage of the
LOWZ DR12 sample is 8337.47 deg2. The CMASS DR12
sample includes a total of 777,202 galaxies with 568,776
galaxies in NGC and 208,426 galaxies in SGC. The CMASS
DR12 galaxies have an effective sky coverage of 9376.09 deg2.
Fig. 1 illustrates the relative sky coverage of NGC and SGC
for the LOWZ and CMASS galaxies. In Table 1, we give the
values of effective areas covered by NGC and SGC for the
LOWZ and CMASS galaxies.
The investigation of marked correlation functions pre-
sented in this paper is based on the use of 361,762 massive
galaxies from the LOWZ redshift bin (0.15 < z < 0.43)
of BOSS DR12 data set. In this paper, we follow the fidu-
cial cosmology chosen in Cuesta et al. (2016). This cosmol-
ogy assumes a flat ΛCDM-GR model with Hubble constant
h ≡ H0/(100 km s−1 Mpc1) = 0.70, Ωm = 0.29, ΩΛ = 0.71,
Ωbh
2 = 0.02247, Ωνh
2 = 0.0, Ωk = 0 and σ8 = 0.8.
This selection of cosmology is inspired by Planck+BAO
(viz. Planck+LOWZ+CMASS+6dF+LyA) constraints in
the ΛCDM model in Anderson et al. (2014).
2.2 Low resolution simulations and mock galaxy
catalogues
A comprehensive analysis of the BOSS DR12 galaxy data
sets requires the use of mock galaxy catalogues. In our work,
we use mock galaxy catalogues which are generated by the
use of the “quick particle mesh” (QPM) method (White
et al. 2014). In the quick particle mesh method, many large
volume, approximate mock catalogues are created at low
computational cost by making use of low-resolution parti-
cle mesh simulations to generate the large scale dark mat-
ter density field. These particle mesh simulations are based
on a flat ΛCDM cosmology with h = 0.7, Ωm = 0.274,
Ωb = 0.046, ΩΛ = 0.726, n = 0.95 and σ8 = 0.8. The high
resolution N-body simulations which form the foundation of
the QPM mocks are based on the aforementioned cosmology.
These high-resolution simulations use the TreePM2 code
outlined in White (2002) where 30003 particles (5.9 × 1010
h−1M) are evolved in a box of side 2750 h−1Mpc. Details
of the aforesaid N-body simulations can also be found in
White et al. (2011, 2012); Reid & White (2011).
In a manner similar to the division of the BOSS DR12
data into two redsift bins (zeff = 0.32 and zeff = 0.57), the
QPM mock catalogues are partitioned into two redshift bins,
0.15 < z < 0.43 and 0.43 < z < 0.70 with effective redshifts
of zeff = 0.32 and zeff = 0.57 respectively. For the analysis
presented in this paper, we have used 100 mocks from the
redshift bin 0.15 < z < 0.43. This choice of QPM mocks is in
accordance with our choice of galaxies from the LOWZ red-
shift bin of the SDSS BOSS DR12 catalogue. These chosen
mock universes mimic the observations from SDSS galax-
ies and enable us to compute robust error estimates for the
correlation functions obtained from the LOWZ galaxies.
2.3 Numerical simulations of modified gravity
For study of theoretical clustering of galaxies in ΛCDM uni-
verse, we use the elephant (Extended LEnsing PHysics
using ANalytic ray Tracing) numerical simulations which
are implemented using the ecosmog code (Li et al. 2012).
The ecosmog code is built using the adaptive mesh refining
(amr) N-body code ramses (Teyssier 2002). These simu-
lations are based on boxes of size Lbox = 1024 h
−1Mpc
with Np = 1024
3 DM particles with a mass of mp =
7.798 × 1010h−1M. The simulations assume a flat ΛCDM
cosmology with h = 0.697, Ωm = 0.281, Ωb = 0.046 and
ΩΛ = 0.719. The said cosmological parameters follow the
best-fitting values to WMAP 9 year CMB measurements
(Hinshaw et al. 2013). These simulations have 37+1 snap-
shots which were generated using initial conditions produced
at zini = 49 by the MPgrafic code (Prunet et al. 2008).
Also, these simulations incorporate GR and several modi-
fied gravity models. The halo catalogues for these simula-
tions were generated using the rockstar halo finder code
(Behroozi et al. 2013). The rockstar code uses particles
and substructures in the halo and the spherical overdensity
method described in Cole & Lacey (1996) to compute halo
masses.
For the purpose of our project, we consider GR cata-
logues from the elephant simulations which include both
main haloes and subhaloes. Hereafter, we shall refer to these
as ‘subhaloes’ throughout the paper. These subhaloes are at
MNRAS 000, 1–17 (2018)
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a snapshot at an effective redshift of zeff = 0.3470. This
dataset comprises 1,902,278 massive subhaloes with a mean
mass of 7.18 × 1012 h−1M. The effective redshift of these
GR simulation subhaloes (zeff = 0.3470) is close to the effec-
tive redshift of LOWZ galaxies (zeff = 0.32). Consequently,
we use results from this simulation as the theory to which
we compare results obtained from LOWZ galaxies.
3 METHODOLOGY
In this section, we sketch the various techniques that we
have used for the analysis of the BOSS DR12 galaxies and
the QPM mocks. More exactly, in section 3.1 we describe the
method used to obtain two point galaxy correlation function
multipoles (ξ0(s) and ξ2(s)). In section 3.2, we explain the
procedure used to obtain weights for ‘mark weighted cor-
relation functions’ (W0(s) and W2(s)). And, in section 3.3,
we outline the technique used to obatin ‘marked correlation
function multpoles’ (M0(s) and M2(s)). Throughout this
paper, we use the symbol s to denote distances (pair sepa-
rations) in redshift space.
3.1 The two-point galaxy correlation function
We use the Landy-Szalay estimator (Landy & Szalay 1993)
to obtain two-point correlation functions for LOWZ galaxies,
QPM mocks and galaxies in the GR simulation catalogue.
The Landy-Szalay estimator is commonly used to generate
and investigate anistropic two point correlation functions in
galaxy samples under study. The formula for computation of
the Landy-Szalay estimator ξˆLS(s, µ) is given in equation 1.
ξˆLS(s, µ) =
DD(s, µ)− 2DR(s, µ) +RR(s, µ)
RR(s, µ)
. (1)
In equation 1, the letter s represents the pair separation
between galaxies in redshift space. Also, for any given pair
of two galaxies, µ = cos θ, where the symbol θ denotes
the angle between the pair separation vector for the two
galaxies and the mean of the line of sight vectors of those
two galaxies. DD(s, µ = cos θ) depicts the number of pairs
of galaxies which are at a pair separation distance s and
angle θ. Similarly, RR(s, µ = cos θ) represents the count of
pairs of randoms which have pair separation of s and angle
θ. DR(s, µ = cos θ) corresponds to the number of cross-pairs
between galaxies and randoms which have pair separation s
and angle θ.
Compared to other alternatives (Davis & Peebles 1983;
Hamilton 1993), the anisotropic two-dimensional two-point
correlation function obtained by the use of the Landy-
Szalay estimator (ξ(s, µ)) delivers better performance at
large scales (Pons-Border´ıa et al. 1999; Kerscher et al. 2000).
Analysis of the two-dimensional two-point correlation
function using the Landy-Szalay estimator (ξ(s, µ)) will in-
volve many bins (because of the two dimensional nature).
Such an analysis would entail the use of a large covariance
matrix, which would require the creation of a huge number
of mocks. Such an exercise would be computationally very
expensive. Because of this, we work with isotropized versions
(ξ˜f (s)) of the two-point correlation function (ξˆ(s, µ)) where
specific kernels (f(s, µ)) are used to condense the informa-
tion contained in the two-point correlation (ξˆ(s, µ)). Such
an isotropic correlation function (ξ˜f (s)) allows analysis of
galaxy clustering with a manageable number of bins.
ξ˜f (s) =
∫
f(s, µ)ξˆ(s, µ)dV. (2)
Hamilton (1993) illustrated the use of the orthonor-
mal basis of Legendre polynomials (P`(µ)) as kernels to
marginalize the two-point correlation function (ξˆ(s, µ)) to
generate the isotropic correlation functions. We use the ap-
proach outlined in (Hamilton 1993) to obtain isotropic corre-
lation functions (ξ˜`(s), multipoles) of various orders, i.e. the
monopole and the quadrupole (` = 0, 2 respectively) in our
analysis of the LOWZ galaxy catalogue. Equation 3 shows
how the isotropic correlation function ξ˜`(s) can be obtained
from the two-point correlation function ξˆ(s, µ).
ξ˜`(s) =
2`+ 1
2
∫ 1
−1
ξˆLS(s, µ)P`(µ)dµ
≈ 2`+ 1
2
∑
j
∆µj ξˆLS(s, µj)P`(µj). (3)
For the research presented in this paper, we have used
100 bins in µ in the computation of all anisotropic two-point
correlation functions ξ(s, µ). Furthermore, all the multipoles
(ξ(s)) that we compute for BOSS DR12 LOWZ galaxies,
QPM mocks and catalogues from elephant GR simulations
have evenly spaced bins of width 3 h−1Mpc in s.
3.2 Mark weighted correlation functions
As a precursor to the computation of ‘marked correlation
functions M`(s)’, we need to compute the ‘mark weighted
correlation functions W`(s)’ in addition to the standard cor-
relation functions ξ`(s) (which are computed with the use of
the weights given in equations A2.) The computation of the
mark weighted correlation functions W`(s) is the first step
where the local environment around galaxies is taken into
consideration. The calculation of mark weighted correlation
function W`(s) is a two step process. In the first step, we
compute the total galaxy weights (wtot) described in equa-
tion A2 for all galaxies in a given catalogue (and wFKP to
the corresponding randoms). In the second step, we calcu-
late weights for all galaxies in the catalogue depending on
the local densities around the galaxies. We compute the lo-
cal density around each galaxy from a weighted count of
all galaxies inside a sphere of a given (local) radius around
the given galaxy. Points from the random catalogue are also
used in the estimation. Specifically, we compute the local
density (ρs) around a given galaxy in the following fashion:
ρs =
(
wtotG,s
wtotR,s
)
×
(
TotalR
TotalG
)
. (4)
where wtotG,s denotes the sum of weights of all galaxies in-
side a sphere of radius s around a given galaxy, wtotR,s rep-
resents the sum of weights of randoms in the vicinity of
the given galaxy (inside a sphere of radius s). TotalG and
TotalR denote the net sums of weights of all galaxies and
all randoms in the selected sample. For all the analysis pre-
sented in this paper, we have considered local radii (s) of
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Figure 2. The distributions of ‘marked total weights’, viz. wtot,mark for BOSS DR12 LOWZ galaxies for different values of parameters
p and ρ?. The left plot shows how the distributions of wtot,mark change when one varies the parameter p in the mark m in equation 5
while keeping the ratio between the free parameter ρ? and the mean density ρ¯ constant. In the left plot, we fix the ratio ρ?/ρ¯ = 1 while
we vary p between the values 0.25 and 1.25. The trends in the change of the histograms that we see (as one changes the values of p
in wtot,mark) is as per expectations from the analytic form of equation 5. In the plot in the right, we show variation in histograms of
wtot,mark for LOWZ galaxies, when we fix the parameter p in the mark m and vary the ratio ρ?/ρ¯. Specifically, in the histograms plotted
in the figure on the right, we have fixed p = 0.75 in the mark m in equation 5 while varying the ratio ρ?/ρ¯ between 0.5 and 8.0. The
variations in the histograms and the trends that we see when vary the ratio ρ?/ρ¯ from small values of 0.5 to higher values of 0.8 is as
per expectations from the analytic form of equation 5.
10 h−1Mpc around all galaxies while computing the local
densities around those galaxies.
Following the computation of the local density around
a given galaxy, we compute the mark ‘m’ of that galaxy.
The mark of a given galaxy is a function of the local density
around the galaxy. In our case, we obtain the mark of a
given galaxy ‘m’ from its local density ‘ρs’ using one of the
prescriptions suggested in White (2016):
m =
(
ρ? + ρ¯
ρ? + ρs
)p
. (5)
Here ρs is the density obtained from equation 4, ρ¯ is the
mean density of the Universe and ρ? and p are parameters
that we can adjust. The choice of the form of the weight
(mark) considered in equation 5 is inspired by our aim of
detecting potential signatures of modified gravity in regions
where the density of galaxies is small (i.e regions of weak
gravity).
Following our description of the nature and form of
marks for galaxies in equation 5, we are now in a position
to define the total galaxy weights for ‘mark weighted cor-
relation functions’. Our definition of ‘marked total weights’
in equation 6 is influenced by the definition of total galaxy
weights in equation A2.
wtot,mark = [(wcp + wnoz − 1)wstarwseewFKP]×m. (6)
The prescriptions for the construction of marks (given
in equation 5) and weights (given in equation 6) ensure that
the weighted correlation functions depend on the enivorn-
ments (local densities) around galaxies. The influence of low
density regions on the mark m (and, consequently on W`(s))
is enhanced when one chooses positive values of p in equa-
tion 5. Fig. 2, illustrates histograms of marked total weights
wtot,mark for galaxies in the BOSS DR12 LOWZ catalogue
for different values of the parameter p and ρ? in the mark
m.
Hereafter, we will denote anisotropic two-point corre-
lation functions computed with the weights given in equa-
tion 6 and the Landy-Szalay estimator described in equa-
tion 1 by the symbol W (s, µ). In the same spirit, we will
denote all isotropic correlation functions using weights from
equation 6 and marginalization given in equation 3 by the
symbol W`(s). Fig. 3 and 4 show plots of multipoles (W0(s)
and W2(s)) obtained when marks with different values of
parameters p and ρ? are used as weights for LOWZ galax-
ies. Histograms of distributions of weights corresponding to
the parameters p and ρ? used to obtain multipoles in Fig. 3
and 4 are shown in Fig. 2.
3.3 Marked correlation functions
Having discussed the design of the standard correlation func-
tion ξ`(s) and the mark weighted correlation function W`(s)
in sections 3.1 and 3.2 respectively, we now consider the
structure of the ‘marked correlation functionM`(s)’. If each
galaxy in a given catalogue is assigned a mark m based on
the formula given in equation 5, then the marked correla-
tion functionM`(s) can be defined by measure described in
equation 7.
M`(s) ≡ 1 +W`(s)
1 + ξ`(s)
. (7)
One prominent feature in the form of marked correlation
function presented in equation 7 is that it ensures that the
estimator effectively computes the correlation of the prop-
erties of galaxies with their respective environments (Sheth
et al. 2005; Skibba et al. 2006; White & Padmanabhan 2009;
Skibba et al. 2009, 2012). Another significant attribute of
marked correlation functions that is worth noticing is that,
one would expect the estimatorM`(s) to approach the value
1 at large values of pair separation s. More details on the
inspiration behind the choice of the definition ofM`(s) pre-
MNRAS 000, 1–17 (2018)
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Figure 3. The top and the bottom panels represent the varia-
tions in monopole (ξ0(s)) and quadrupole (ξ2(s)) in LOWZ galax-
ies when different weights, viz. wtot,mark are used. More specifi-
cally, these plots illustrate the variations in multipoles of LOWZ
galaxies when one varies the parameter p in the mark m from
equation 5 (while fixing ρ?/ρ¯ = 1). Histograms of weights corre-
sponding to these correlation functions are shown in the left plot
of Fig. 2. For all plots shown here, we show data points for bins
with sizes of ∆s = 3h−1Mpc. The sharp changes that are seen in
the correlation function multipoles around s = 10 h−1Mpc can
be attributed to the value of local radius (s = 10 h−1Mpc) that
we have chosen in our computation of local densities (ρs) around
galaxies (using equation 4).
sented in equation 7 is given in Sheth et al. (2005) and White
(2016). Figures 5 and 6 show plots of marked correlation
functions which are obtained when marks with different val-
ues of parameters p and ρ? are used to obtain mark weighted
correlation functions.
4 ANALYSIS
In this section, we outline the techniques that we use for
the statistical analysis of the correlation functions of BOSS
DR12 LOWZ galaxies and galaxies from LOWZ QPM mock
catalogues and subhalo catalogues from elephant GR sim-
ulation.
4.1 The covariance matrix
The analysis presented in this paper is based on compari-
son of standard and marked correlation function monopoles
Figure 4. Monopoles and quadrupoles (in LOWZ sample) that
are obtained when we vary the ratio ρ?/ρ¯ while computing the
weights (wtot,mark). In the correlation functions shown, we use
weights and marks described in equations 6 and 5 respectively.
The top plot depicts variations in monopoles in LOWZ galaxies
when the ratio ρ?/ρ¯ is varied between the ranges 0.5 and 8, while
the bottom plot shows variations in quadrupoles when the ratio
ρ?/ρ¯ is varied in the same range. For all these correlation func-
tions, the value of p in the mark m is fixed at a value of 0.75.
Also, in all plots shown here, we show data points for bin sizes of
3 h−1Mpc. Histograms of the weights used to obtain these corre-
lation functions are shown in the right plot of Fig. 2. As in Fig. 3,
we observe sudden changes in multipoles around s = 10 h−1Mpc.
These are due to our choice of local radius (s = 10 h−1Mpc)
during the computation of local densities around galaxies in the
LOWZ galaxy catalogue.
(ξ0(s) and M0(s)) from BOSS DR 12 LOWZ galaxy cata-
logue (observations) and catalogue from elephant GR sim-
ulation (theory). We compare data and theory using the
χ2 statistic, using covariance matrices. In our analysis, we
use LOWZ QPM mocks (zeff = 0.32) to obtain estimates
of covariance matrices for these standard and marked cor-
relation function multipoles. For calculation of covariance
matrices from the marked correlation function multipoles,
we follow the prescriptions outlined in Vargas-Magan˜a, M.
et al. (2013); Percival et al. (2014); Satpathy et al. (2017).
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Figure 5. The marked correlation function multipoles of LOWZ
galaxies. The top panel shows marked correlation function
monopoles while the plots in the bottom panel show the marked
correlation function quadrupoles. The different marked correla-
tion function multipoles illustrated in these figures correspond to
analysis of standard (ξ0.2) and mark weighted (W0,2) galaxy cor-
relation functions obtained from LOWZ galaxy catalogue (shown
in Fig. 3). Specifically, these marked correlation functions show
variations that result when the value of p in mark m (equation 5)
is varied between 0.25 and 1.25. In all the plots shown here, a
constant value of the ratio ρ?/ρ¯ is maintained (ρ?/ρ¯ = 1). The
sudden fluctuation in values of marked correlation functions that
are seen near s = 10 h−1Mpc can be attributed to our choice of
local radius (s = 10 h−1Mpc) in the computation of local densi-
ties ρs using equation 4.
Σˆξij =
[
Nmock∑
n=1
(ξ˜i,n − ξ¯)(ξ˜j,n − ξ¯)
]/
[Nmock − 1] . (8)
ΣˆMij =
[
Nmock∑
n=1
(M˜i,n − M¯)(M˜j,n − M¯)
]/
[Nmock − 1] .
(9)
In equations 8 and 9, the indices ‘i, j’ represent the in-
dices of the binned values of the radial positions (s) in the
standard and marked correlation function multipoles. Simi-
larly, Σˆξij and Σˆ
M
ij correspond to the (i, j)th entry of the
computed covariance matrices for ξ(s) and M(s) respec-
tively. Nmock denotes the total number of mocks used in
the analysis. We base all our investigations on 100 LOWZ
QPM mocks. Thus, Nmock = 100 here. The symbol ‘n’ refers
to the index of the mock under consideration while M¯ repre-
Figure 6. The various multipoles for the marked correlation
functions of LOWZ galaxies which are obtained when the ra-
tio ρ?/ρ¯ in the equation for mark m (i.e. equation 5) is var-
ied between the values 0.5 and 4. Also, the parameter p in the
mark m is kept constant (p = 0.75) during the computation of
these marked correlation function multipoles. The isotropic stan-
dard (ξ0.2) and mark weighted (W0,2) multipoles which were
used to obtain these marked correlation function monopoles and
quadrupoles are shown in Fig. 4. Similar to our observations in
Fig. 5, we see changes in values of marked correlation function
multipoles around s = 10 h−1Mpc. These changes can be at-
tributed to our selection of local radius (s = 10 h−1Mpc) in the
computation of local densities (ρs) around galaxies.
sents the mean of the marked correlation function multipoles
obtained from the 100 mocks.
We can use the correlation matrix to express the rela-
tion between correlation functions obtained from the differ-
ent mocks. Equation 10 outlines the procedure for obtain-
ing the correlation matrix rˆ from the covariance matrices
Σˆ{ξ,M}.
rˆ
{ξ,M}
ij =
Σˆ
{ξ,M}
ij√
Σˆ
{ξ,M}
ii Σˆ
{ξ,M}
jj
. (10)
Fig. 7, shows plots of the monopole and quadrupole
correlation matrices that are obtained from analysis of 100
mocks from the LOWZ redshift bin of the QPM mock cat-
alogues.
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Figure 7. The plot on the top of the figure shows the correlation
matrix for monopoles generated from 100 QPM mocks with zeff =
0.32. The plot on the bottom of the figure shows the correlation
matrix obtained for quadrupoles obtained from 100 QPM mocks
with zeff = 0.32. Both the correlation matrices have bins of sizes
3 h−1Mpc.
4.2 Model comparison
Using both the standard and marked correlation function
estimators we check the agreement of observations (BOSS
DR 12 LOWZ galaxies) and theory (GR simulation subhalo
catalogue), using the χ2 statistic. In our analysis, we assume
the errors on the standard correlation function multipoles to
be Gaussian distributed. For estimators of any kind (stan-
dard correlation functions or marked correlation functions),
we first construct the data vectors (ξdata or Mdata) from
the monopoles of the given estimator (ξ0 orM0). These data
monopoles are obtained from analysis of BOSS DR12 LOWZ
galaxies. We repeat the same prescription for the standard
and marked correlation function monopoles obtained from
GR simulation subhalo catalogue to get the theory vector
(ξtheory orMtheory). That is, ξdata = ξ˜data0 ,Mdata = M˜data0 ,
ξtheory = ξ˜theory0 and Mtheory = M˜theory0 .
Once we have the data vector ξdata (or, Mdata), the
theory vector ξtheory (or, Mtheory) and the covariance ma-
trix Σξ (or, ΣM), we obtain the relevant χ2 statistic from
equation 11.
Figure 8. We show the standard multipoles obtained from the
subhalo catalogue of elephant GR simulation for various val-
ues of mass cuts. The top figure illustrates the monopoles for
various values of mass cuts, while the bottom figure depicts
plots of quadrupoles for different values of mass cuts. We also
plot the (standard) monopole and quadrupole computed from
the analysis of LOWZ galaxies in red dashed lines in the top
and the bottom figures respectively. The red shaded regions de-
note the 1 σ errors obtained from the diagonal entries of the
covariance matrices of 100 LOWZ QPM multipoles. From a χ2
analysis of the LOWZ monopole and monopoles corresponding
to different values of mass cut in the subhalo catalogue of ele-
phant GR simulation, we find that the monopole corresponding
to mass cut of 0.85× 1013M/h has the best fit with the LOWZ
monopole. The effective mass of GR subhaloes with mass cut
Mcut = 0.85× 1013M/h is Meff = 2.75× 1013M/h.
χ2ξ =
(
ξdata − ξtheory
)(
Σξ
)−1 (
ξdata − ξtheory
)T
. (11)
χ2M =
(
Mdata −Mtheory
)(
ΣM
)−1 (
Mdata −Mtheory
)T
.
(12)
A complete analysis of the goodness of fit between the
data and the theory vectors requires the use of reduced χ2
statistic, χ2/dof , where dof is the degrees of freedom. The
dof can be computed from knowledge of the bin size, min-
imum (smin) and maximum (smax) scales of fitting. We use
evenly spaced bins of s with bin sizes of s = 3 h−1Mpc
in our analysis. For the minimum (smin) and maximum
(smax) fitting scales in the χ
2 analysis, we use values of
6 h−1Mpc and 69 h−1Mpc respectively, and the relation
dof = (smax − smin) /bin size. In our work, we choose the-
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Figure 9. The histogram shown here depicts the distribution
of masses of subhaloes in the simulation GR catalogue (zeff =
0.3470).
Figure 10. This figure plots values of χ2/dof obtained in the
comparison of the LOWZ monopole with different monopoles
computed with the consideration of various mass cuts in the cata-
logue of GR simulation subhaloes. We find that the best fit value
of mass cut corresponds to Mcut = 0.85 × 1013M/h. This is
corroborated by the plots of monopoles shown in Fig. 8
.
ory vectors after χ2 analysis of standard correlation function
monopoles obtained from various mass cuts of GR simu-
lation subhalo catalogue. Fig. 8 shows multipoles obtained
from various mass cuts of GR simulation. We discuss the
choice of the prefered (‘effective’) mass cut and theory cor-
relation multipoles in detail in section 5.
5 RESULTS
We discuss the results that we have obtained for stan-
dard, mark weighted and marked correlation functions from
BOSS DR12 galaxy data, GR simulation subhalo catalogue
and LOWZ QPM mocks in this section. We also give de-
tails of model comparison between estimators (standard and
marked correlation functions) from theory and observation.
Figure 11. Plots of standard isotropic galaxy correlation func-
tions obtained from the LOWZ galaxy observations. These stan-
dard galaxy correlation functions are computed using the weights
discussed in equation A2 and are depicted as red dots (observation
multipoles, ξobs0 , ξ
obs
2 ). Plots in the top figure depict monopoles,
whereas all relevant quadrupoles are shown in the bottom fig-
ure. The red shaded regions around the observation multipoles
denote the 1 σ error obtained from analysis of 100 QPM mocks
(zeff = 0.32) based on the use of the weighting scheme described
equation A2. In both the top and bottom figures, we have shown
mark weighted correlation functions with a specific choice of pa-
rameters, viz. p = 0.75, ρ?/ρ¯ = 1. These mark weighted correla-
tion functions are shown in the form of green colored dots. The
shaded green regions in both figures denote the 1 σ errors got-
ten from the survey of mark weighted correlation function multi-
poles obtained from 100 LOWZ QPM mocks. In both the figures,
the red dashed lines represent the best fit standard multipoles
(ξtheory0 , ξ
theory
2 ) obtained from GR simulation subhalo catalogue.
Mark weighted correlation function multipoles from the GR sim-
ulation subhalo catalogue which correspond to the best fit stan-
dard multipoles (ξtheory0 , ξ
theory
2 ) are denoted as dashed green
lines (W theory0 , W
theory
2 ).
5.1 Theory correlation functions from GR
simulation
If the mean of correlation functions obtained from all QPM
mocks is taken as the theory, then one finds that there is
not a very good match between theory and observation cor-
relation functions. In particular, if the mean ξ0 obtained
from all QPM mocks is taken as the theory, then we find
that a comparison between ξobs0 and ξ
theory
0, mean of mocks gives
χ2/dof ∼ 11. This is the reason why we opt to have theory
multipoles from the GR simulation catalogue.
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Figure 12. We illustrate the marked correlation function mul-
tipoles of LOWZ galaxies for the chosen value of mark m (p =
0.75, ρ?/ρ¯ = 1) in these figures. The top and bottom figures illus-
trate the marked correlation function monopole and quadrupole
respectively. The green dots in both the plots represent marked
correlation function multipoles for the LOWZ DR12 galaxy sam-
ple. The green shaded regions in the plots denote the 1σ errors
obtained from the diagonal entries of the covariance matrices
which are gotten from the analysis of 100 QPM mocks. The red
dashed lines in the top and the bottom figures represent the the-
ory marked correlation functions obtained from the best fit corre-
lation function multipoles from GR simulation subhalo catalogue.
Table 2. The first column gives the mass cut of subhaloes in the
GR simulation subhalo catalogue (in units of 1013h−1M). The
second column gives the effective mass of subhaloes (in units of
1013h−1M) with mass higher than the corresponding mass cut.
We show the correlation function multipoles obtained from the
various mass cut samples in Fig. 8.
Mcut (h−1M) Meff (h−1M) Number of subhaloes
0 7.18× 1012 1,902,278
0.60× 1013 2.12× 1013 495,580
0.70× 1013 2.38× 1013 421,462
0.80× 1013 2.63× 1013 366,348
0.85× 1013 2.75× 1013 341,941
0.90× 1013 2.86× 1013 323,597
1.00× 1013 3.09× 1013 289,133
1.10× 1013 3.31× 1013 260,894
Figure 13. These plots show correlation matrices of marked cor-
relation function monopoles and quadrupoles, which are gotten
from the analysis of 100 LOWZ QPM mocks. The bins shown in
these correlation matrices have sizes of 3 h−1Mpc.
The distribution of masses of subhaloes in the GR sim-
ulation catalogue is shown in the form of a histogram in
Fig. 9. The effective mass of the subhaloes in the GR sim-
ulation catalogue is 7.18 × 1012M/h. This is lower than
the effective mass of BOSS DR 12 LOWZ galaxies. Hence,
while obtaining correlation function multipoles in the GR
simulation catalogue, we use mass cutoffs (Mcut) and select
subhaloes above the specified mass cutoffs to obtain the cor-
relation function multipoles. This exercise serves to increase
the amplitude of the multipoles from the GR simulation sub-
halo catalogue. Results of multipoles obtained from different
mass cuts of GR simlulation are depicted in Fig. 8. To obtain
the preferred value of mass cut, we compare monopoles ob-
tained from mass cuts of GR simulation with monopole from
BOSS DR12 LOWZ galaxies (in the chosen distance scale
smin = 6 h
−1Mpc and smax = 69 h−1Mpc) using χ2 analy-
sis discussed in section 4.2. Fig. 10 shows values of χ2ξ0/dof
that are obtained from the comparison of monopoles from
different mass cuts of GR simulation with monopole from
BOSS DR 12 LOWZ galaxies in the chosen distance scale.
We select the mass cut corresponding to the GR monopoles
which have the best matching with monopoles from LOWZ
galaxies as the preferred mass cut. From our analysis, we
find that the GR monopole with the best goodness of fit
with BOSS DR12 LOWZ monopole (lowest χ2ξ0/dof) be-
tween the scales smin = 6 h
−1Mpc and smax = 69 h−1Mpc
corresponds to Mcut = 0.85 × 1013M/h. The comparison
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between the GR monopole from a sample corresponding to
mass cut of Mcut = 0.85× 1013M/h and LOWZ monopole
in the said fitting range, yields a value of χ2ξ0/dof = 1.20.
This mass cut of Mcut = 0.85 × 1013M/h corresponds to
an effective mass of Meff = 2.75× 1013M/h. In Fig. 11, we
show plots of standard correlation function multipoles from
BOSS DR12 LOWZ galaxy catalogue and GR simulation
subhaloes chosen from a sample corresponding to the effec-
tive mass cut. We find marked correlation functions from
the GR subhalo catalogue using the effective mass cut and
present analysis of the same in section 5.2.
5.2 Marked correlation functions
Having gotten the best fit mass cut for the elephant GR
simulation subhalo catalogue (Mcut = 0.85×1013M/h), we
are now in a position to perform a χ2/dof goodness of fit
between the marked correlation function monopole obtained
from BOSS DR12 LOWZ galaxies and the marked correla-
tion function monopole obtained for the best fit mass cut of
GR subhalo catalogue between the distance ranges smin =
6 h−1Mpc and smax = 69 h−1Mpc. Fig. 12 shows marked
correlation function multipoles obtained from LOWZ galax-
ies and GR simulations. In Fig. 13, we illustrate covariance
matrices of marked correlation function multipoles obtained
from 100 QPM mocks at zeff = 0.32.
The comparison of marked correlation monopoles ob-
tained from LOWZ galaxies with those obtained from the
best fit mass cut of GR subhaloes yields a χ2M0/dof = 40.68.
Strong correlations between standard and mark weighted
correlated functions are one of the major reasons for this
high value of χ2/dof . This, and other reasons which can be
attributed to features in the design of the marked correlation
function are discussed in detail in appendix B.
One possibility for the high value of χ2M0/dof might
be the use of low resolution QPM mocks in the estima-
tion of the covariance matrix ΣQPMM0 . We estimate the co-
variance matrix ΣM0 using jackknife regions obtained from
Elephant GR simulation catalogs to check if the mentioned
possibility is true. In particular, we obtain 125 different
jackknife regions by masking regions of size 204.8 Mpc/h
(in x,y and z axes) in the GR simulation catalogue (to-
tal original volume 1024 × 1024 × 1024 Mpc3/h3). From
these 125 regions, we obtain 125 separate standard mul-
tipoles (ξJackknife0,2 ), mark weighted multipoles (W
Jackknife
0,2 )
and marked correlation function multipoles (MJackknife0,2 ). Us-
ing the 125 separate marked correlation function monopoles
(MJackknife0 ), we form another covariance matrix (ΣJackknifeM0 )
and use that for estimation of χ2M0/dof . For the correlation
function obtained from jackknife regions, we again get a high
value of χ2M0/dof = 2149. Here also, we find that W and ξ
vectors are very highly correlated. The jackknife analysis is
described in detail in appendix C.
It is likely thatM0 being a ratio is not sensitive to cos-
mic variance (much like McDonald & Seljak (2009) ) . This
could in principle be a good thing; but it also means that
the theory has to be very accurate. In this case, the weak
link is assigning galaxies to the mass in the simulation. One
would need to do better here. This is effectively a systematic
error that doesn’t show up in the covariance matrices that
we have used.
It is still possible to make a robust comparison between
observation and theory multipoles using an analysis based on
fractional deviation (bottom panels of Fig. 12). We discuss
this is detail in section 6.1.
6 DISCUSSION AND CONCLUSIONS
6.1 Implications for tests of f(R) gravity
We compare our work to the recent investigations of f(R)
models reported in Armijo et al. (2018); Herna´ndez-Aguayo
et al. (2018). There are some significant differences between
the methodologies adopted. First, we have computed two
point and marked correlation functions in redshift space,
while these cited investigations are based on regular two
point and marked correlation functions computed in real
space. In Armijo et al. (2018); Herna´ndez-Aguayo et al.
(2018), the matching of correlation functions is in real space
with no redshift space distortions (Cautun et al. 2017). We
do not compute correlation functions in real space in our
paper. Also, in Armijo et al. (2018); Herna´ndez-Aguayo
et al. (2018), the authors uncover differences in the cor-
relation functions on smaller scales than the scales that
we have probed. Another difference between our works is
that the previous authors use several approaches to com-
pute marks for the marked correlation function estimators.
Among the different methods that they use to compute the
effects of local environments around galaxies, marks based
on subhalo mass, local density and gravitational potential
feature prominently. Our procedure for computing marks
(described in section 3.2) is similar in spirit, but not in de-
tail as the techniques that have been used in Armijo et al.
(2018); Herna´ndez-Aguayo et al. (2018). Also, the galaxy
data for which we compute correlation functions are at red-
shift z ∼ 0.3, while the work in Herna´ndez-Aguayo et al.
(2018) focuses on halos and HOD galaxies at z = 0.5.
For LOWZ observations and the GR simulations,
we find that the mean variation between the standard
monopoles (ξ0) in the relevant distance scale (6 h
−1Mpc
≤ s ≤ 69 h−1Mpc) is ∼ 5.3%, the minimum variation is
∼ 0.10% and the maximum variation is ∼ 23%. In our in-
vestigations, we find that it is difficult to find a good match
between the quadrupoles of LOWZ observations and GR
simulation in redshift space. The best match obtained be-
tween the quarupoles (ξ2) over the relevant distance scale
(6 h−1Mpc ≤ s ≤ 69 h−1Mpc) is ∼ 0.20%, the mean varia-
tion is ∼ 19% and the maximum variation is ∼ 188%.
At the same time, we find that the mean deviation be-
tween the marked correlation function monopoles (M0) ob-
tained for LOWZ observations and GR simulation in the
aforementioned distance scale is 0.55%, the minimum de-
viation is 0.00065% and the maximum deviation is 4.0%.
The deviations of marked correlation function quadrupoles
(M2) are higher when compared to the deviations of marked
correlation function monopoles. In the said distance range,
the mean deviation between the marked correlation func-
tion quadrupoles is found to be is 2.0%, the minimum devi-
ation is found to be 0.0052%, while the maximum deviation
is found to be is 17%. We find that the highest deviations
occur at the smallest distance scale (∼ 6 h−1Mpc) consid-
ered by us. Given these results for the marked correlation
function multipoles, we find no evidence of deviation with
respect to ΛCDM+GR.
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Armijo et al. (2018); Herna´ndez-Aguayo et al. (2018)
report results of deviations between marked correlation
functions of several f(R) gravity models and GR simula-
tions. These authors find, as we do, that deviations be-
tween marked correlation functions of modified gravity mod-
els and ΛCDM+GR are largest on scales < 10 h−1Mpc.
Their work presents results for several different models and
many choices of mark. On the smallest scale we measure
here (6h−1Mpc), these authors find a maximum difference of
∼ 10% for the model with the greatest difference to ΛCDM.
The majority of models exhibit differences of a few percent
or less. As there are differences between our works (men-
tioned above) we do not do a direct comparison.
In this type of analysis, the unmarked correlation func-
tions of simulated subhaloes must be matched (in redshift
space) with those of the observations before comparing the
marked correlation functions. This means that this match-
ing of unmarked correlation functions limits the precision of
these tests of modified gravity. The mean error in match-
ing (quoted above) is 5.3%, which is larger than the ex-
pected effects of most modfied gravity models on the marked
correlation function. We are therefore not able to rule out
modified gravity models yet. The statistical errors on the
observational measurements are however 5.2% on scales of
6 h−1Mpc ≤ s ≤ 69 h−1Mpc, meaning that such tests will
be possible with improvements in matching the unmarked
correlation functions.
6.2 Conclusions
We have investigated the agreement of General Relativity
with BOSS DR 12 observations with the use of marked cor-
relation functions proposed in White (2016). We have shown
that the consideration of local densities around galaxies and
the use of marked correlation functions leads to no evidence
of deviation between ΛCDM universe and BOSS DR 12
LOWZ observations on distance scales 6 h−1Mpc ≤ s ≤
69 h−1Mpc. There are significant challenges in RSD analysis
of small distance scales. In our choice of distance scale for
model comparison, we include quasi-linear and non-linear
scales, where the presence of peculiar velocities becomes
very important. Virialized cluster velocities (Jackson 1972;
Tegmark et al. 2004) could be playing a significant role in
our comparison of results.
Although our work reveals no evidence of deviations
between GR models and observations, we realize the need
for better modeling in redshift space. Further work has to be
done in this regard. Consideration of halo models and better
modeling in redshift space are likely to give more robust
answers. At the same time, we have made a measurement
in this work which can be compared to by research groups
which are working on similar marked correlation function
estimators with comparable or better modeling in redshift
space.
If the accurate modelling of redshift distortions on small
scales proves to be a limit on the constraining power of
marked correlation functions, one could imagine working
with projected clustering or angular clustering. There would
still be issues to overcome, however, as for the mark to have
physical relevance (for example being related to an actual
density) it would likely need to be computed in three spa-
tial dimensions rather than from the angular or projected
density. On the other hand, the latter may still be good
enough to reveal significant differences between models with-
out dealing with redshift distortions, and this should be in-
vestigated.
Our work has demonstrated a technique for the com-
putation of marked correlation functions. The method that
we have outlined for the computation of marked correlation
functions necessitates very little change to presently exisit-
ing pipelines for the computation of clustering statistics. As
such, our method and results can be easily replicated and
employed in similar works in the future. Also, we hope that
our observational measurements will be useful to constrain
and guide similar works in the future.
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APPENDIX A: ACCOUNTING FOR
OBSERVATIONAL ARTEFACTS IN BOSS
GALAXIES
Below we discuss how galaxies in BOSS are weighted when
computing large scale structure (LSS) statistics. The consid-
eration of the weights is done in order to reduce the effect
of observational artefacts on the estimate of the true galaxy
overdensity field. There are various effects which need to
be examined while assessing the galaxies spectroscopically
observed in BOSS. Thorough scrutinies of these effects are
presented in Anderson et al. (2012, 2014) and Reid et al.
(2016).
A1 Effect of fibre collisions
In BOSS DR12 catalogue, there are galaxies which exist
within the fiber collision radius (62′′) of other targets. These
galaxies are not allocated spectroscopic fibers due to “fiber
collisons”. The galaxies which experience fiber collisions re-
side in denser environments, and consequently, they have
higher than average large-scale clustering. Such galaxies are
also more likely to inhabit the same dark matter haloes as
their neighbouring galaxy targets. These systematics and
the requirement for accurate estimates of galaxy clustering
drive the need to make corrections for fiber collisiions.
The method that is followed in default large scale struc-
ture catalogues focuses on upweighting the nearest galaxy in
the same target class that was alloted a fiber with ‘fiber col-
lided’ galaxies. This upweighting accounts for neighbouring
(collided) galaxies whose redshifts were not obtained since
they were in close pairs . In BOSS DR12 catalogues, this
weighting scheme is represented by the symbol wcp (or,
WEIGHTCP). It is worth noting here, that these neigh-
bours are upweighted without reference to their classification
(good galaxy redshift, star or redshift), since the missed en-
tity can belong to any of these categories. The ensuing fiber
collision weights are extremely important on small scales
while their effect on clustering is insignificant at the BAO
scale.
A2 Effect of redshift failures
Another cause for corrections in large scale structure statis-
tics of galaxies arises when the spectroscopic pipeline is un-
successful in acquiring redshifts of galaxy targets. Such tar-
gets are not expected to be distributed randomly with re-
spect to redshifts or plate centers. Hence, we assume a near-
est neighbour upweighting scheme while dealing with these
galaxies. When the nearest neighbour of such a galaxy (of
the same target class) has such a ‘redshift failure’, the total
weight is transferred to the nearest neighbour of the redshift
failure. This correction of the effects of redshift failures leads
to a new weight, viz. wnoz (or, WEIGHTNOZ) for galaxies in
BOSS DR12. Approximately 0.5 % of BOSS DR12 galaxies
in the redshift bin 0.15 < z < 0.43 and 1.8 % of BOSS DR12
galaxies in the redshift bin 0.43 < z < 0.70 benefit from this
weighting scheme.
A3 Angular Systematic Weights
A robust and complete analysis of large scale structure
galaxy catalogues necessitates the consideration of correc-
tive weights for stellar density (wstar) and for seeing es-
timates (wsee). A detailed description of the treatment of
non-cosmological fluctuations in stellar density and seeing
in BOSS galaxies is given in Ross et al. (2013).
The aforementioned non-cosmological fluctuations are
characteristic of massive galaxies present in the CMASS
sample. Since the LOWZ galaxies are brighter than the
CMASS galaxies and because they do not exhibit signifi-
cant variations in stellar density and seeing, they do not
need these corrections. In other words, the values of wstar
and wsee are equal to 1 for LOWZ galaxies. More details of
the corrective weights wstar and wsee can be found in Ross
et al. (2013), Anderson et al. (2014) and Reid et al. (2016).
From the weights wstar and wsee, one can obtain the
total angular systematic weight wsystot as: wsystot = wstar ×
wsee.
A4 FKP Weights
In 1994, Feldman, Kaiser and Peacock (hereafter abbrevi-
ated as FKP) suggested a weighting scheme (Feldman et al.
1994) where galaxies are weighted based on the number den-
sity of galaxy tracers. We refer to this weight as wFKP (or,
WEIGHTFKP). Since the number density of galaxy tracers
depends on redshift, the weight assigned to each galaxy in
this weighting scheme is a function of redshift. Also, this
weight depends reciprocally on the amplitude of the power
spectrum in the power spectrum bin of interest. Equation A1
outlines the method for obtaining the optimal weight wFKP
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from the number density of galaxy tracers n¯(z) and the
power spectrum P0.
wFKP,i =
1
1 + n¯(zi)P0
. (A1)
In BOSS DR12 galaxy catalogues, a value of P0 =
10000 h−3Mpc3 is used to determine the power spectrum
and evaluate the optimal wFKP weights for galaxies. This
chosen value of P0 corresponds to the observed power spec-
trum at k ' 0.15 h Mpc−1.
Percival et al. (2004) presents an updated version of the
FKP weighting scheme which also considers luminosity de-
pendent clustering. Because of the high efficiency of selection
of massive galaxies in the BOSS DR12 catalogue, the gain
provided by luminosity dependent weights is significant for
galaxies in the BOSS DR12 catalogue.
The use of FKP weights is optional but we have found
the FKP weights useful for suppression of statistical errors
in conjunction with the fiber collision, redshift failure and
angular systematic weights as per the prescription suggested
in Reid et al. (2016) and outlined in section A5.
A5 Total Galaxy Weights
Following the considerations related to the fiber collision,
redshift failure, angular systematic and FKP weights, it is
natural to discuss a weighting scheme which combines all the
aforementioned weights. In our work, we follow the combined
weighting scheme proposed in Reid et al. (2016). In it each
galaxy is counted using a weight given in equation A2.
wtot = (wcp + wnoz − 1)wstarwseewFKP. (A2)
The first part of equation A2, i.e. the term in the paren-
thesis, ensures conservation of the total number of galax-
ies. This weighting scheme gives unbiased estimates of the
galaxy density field.
APPENDIX B: χ2 ANALYSIS IN MARKED
CORRELATION FUNCTIONS USING QPM
MOCKS
The value of χ2M0/dof that we obtain in our comparison
of Mtheory0 and Mobs0 , and the small error bars around
M0 and M2 in Fig. 12 can be attributed to the nature
of construction of the marked correlation function estima-
tor (M = (1 + W )/(1 + ξ)). At large distance scales, the
values of marked weighted correlation functions (W0,2) and
standard correlation functions (ξ0,2) are very small when
compared to 1. Because of this, at large distance scales
M = (1 + W )/(1 + ξ) ≈ 1/1 = 1 for all mocks. Fig-
ures B1 and B2 illustrate the distributions of values of
ξQPM0 ,W
QPM
0 , ξ
QPM
2 andW
QPM
2 vectors obtained from QPM
mocks. These histograms clearly show that most of the val-
ues in the monopoles and quadrupoles obtained from QPM
mocks (ξQPM0,2 , W
QPM
0,2 ) are much lesser than one.
At small distance scales, the strong correlations be-
tween the mark-weighted correlation functions (W0,2) and
the standard correlated functions (ξ0,2) play a major role
in the small error bars that we see around M0,2. Fig. B3
shows the extent of correlation between values in W0,2 and
Figure B1. Here we plot distributions of values in 100 ξQPM0
and 100 WQPM0 vectors. Each ξ
QPM
0 (and W
QPM
0 ) vector has 46
values. The top plot shows distribution of values obtained 100
ξQPM0 vectors, and the bottom plot shows distribution of values
gotten from 100 WQPM0 vectors.
ξ0,2 vectors obtained from QPM mocks. To get an intuitive
idea of how the correlation between WQPM0,2 and ξ
QPM
0,2 af-
fects the error bars around M0,2, let us take the help of a
hypothetical new estimator say N , where N0,2 = W0,2/ξ0,2
. In this case it is clearly visible that when W0,2 and ξ0,2
are very strongly correlated, then W0,2/ξ0,2 will always be
the same number(s) for all mocks. While the definition of
the marked correlation function, M is not exactly equal to
the hypothetical estimator N , it is not very far from it ei-
ther (N = W/ξ, M = (1 + W )/(1 + ξ) ). Similarity in the
constructions of N and M would explain why we are see-
ing small error bars around M0 and M2 at small distance
scales. At small distance scales, the strong correlations be-
tween the W0,2 and ξ0,2 dominate (since the values of W0,2
and ξ0,2 are comparatively larger on small distance scales.)
Because of this, values of marked correlation function for
different mocks are similar in small distance scales.
So, it may not be very surprising why we are seeing a
very small scatter around M0,2, but an expected amount
of scatter around ξ0,2 and W0,2. However, the small scatter
around the marked correlation function multipoles makes a
χ2/dof based comparison between LOWZ observation and
GR simulation multipoles difficult. At the same time, one
can make a robust comparison between observation and the-
ory multipoles using an analysis based on fractional devia-
tion (bottom panels of Fig. 12).
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Figure B2. This figure shows the distribution of values of 100
ξQPM2 and 100 W
QPM
2 vectors. Just like the ξ
QPM
0 and W
QPM
0
vectors, the ξQPM2 and W
QPM
2 vectors also have 46 values each.
The top plot displays distribution of values gotten from ξQPM2
vectors while the bottom plot displays the distribution of values
obtained from WQPM2 vectors.
APPENDIX C: χ2 ANALYSIS IN MARKED
CORRELATION FUNCTIONS USING
JACKKNIFE COVARIANCE MATRICES FROM
ELEPHANT GR SIMULATION
In this section, we give results of correlation functions which
are obtained from jackknifing of the Elephant GR sim-
ulation. We mask regions of size 204.8 h−1Mpc (in x,
y and z axes) in the GR simulation (total original vol-
ume 1024 × 1024 × 1024 Mpc3/h3) to obtain 125 sepa-
rate jackknife regions. Using these jackknife regions, one
can obtain 125 separate two point correlation functions
(ξJackknife0,2 ), mark weighted correlation functions (W
Jackknife
0,2 )
and marked correlation functions (MJackknife0,2 ). One can use
the 125 marked correlation function monopoles to construct
covariance matrix ΣJackknifeM0 . Figure C1 shows correlation
matrices (rJackknifeξ0,2 and r
Jackknife
M0,2 ) obtained from these 125
jackknife regions.
Using χ2M0/dof analysis based on the above mentioned
marked correlation monopole covariance matrix (ΣJackknifeM0 )
andMtheory0 andMobs0 , one gets a value of χ2M0/dof = 2149.
This high value of χ2M0/dof owes its origins to the same
issues which affect χ2M0/dof analysis for QPM mocks. These
issues have been discussed in detail in appendix B.
Figures C2 and C3 show histograms of values of multi-
poles (ξJackknife0,2 ) and mark weighted mutipoles (W
Jackknife
0,2 )
Figure B3. The top plot shows the correlation of points in 100
ξQPM0 vectors with the corresponding W
QPM
0 vectors, while the
bottom plot displays the correlation of points in 100 ξQPM2 vectors
with the corresponding WQPM2 vectors. Given the bin size and the
range that we consider, each of these vectors has 46 numbers. We
find that each W vector obtained from QPM catalogue is very
strongly correlated with its counterpart ξ vector (gotten from
QPM catalogue). In particular, we see that all numbers in W1
vector are strongly correlated with ξ1 vector, all numbers in W2
vector are strongly correlated with ξ2 vector and so on (all the
way till W100 and ξ100, for both monopoles and quadrupoles).
All in all, we have 46 × 100 = 4600 numbers from W0 (W2) and
4600 counterparts in ξ0 (ξ2), and we find that there is a strong
correlation between these two sets of 4600 points (rvalue ∼ 0.9997
for monopoles, and rvalue ∼ 0.9998 for quardupoles ). The blue
lines in the top and the bottom plots represent the results of
linear least-squares regression for measurements between points
in W and ξ vectors.
obtained from different jackknife regions. Comparison of
these figures with figures B1 and B2 reveals that the rea-
sons for high values of χ2M0/dof for covariance matrices ob-
tained from QPM mocks and jackknife regions are similar.
This is further supported by the strong correlations between
W Jackknife0 —ξ
Jackknife
0 vectors and W
Jackknife
2 — ξ
Jackknife
2
which is illustrated in Figure C4.
APPENDIX D: STANDARD AND MARKED
CORRELATION FUNCTIONS
Our LOWZ observational results are made available in tab-
ulated form in Table D1.
MNRAS 000, 1–17 (2018)
Marked correlation functions in LOWZ galaxies 17
Figure C1. The top plots show correlation matrices (rξ) obtained from 125 regular correlation function monopoles (left) and 125
regular correlation function quadrupoles (right) which are gotten from jackknifing of Elephant GR simulation. The bottom plots show
the correlation matrices (rM) for marked correlation function monopoles (left) and quadrupoles (right) which are obtained from the
aforementioned 125 jackknife regions.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Table D1. We give data for standard and marked correlation function multipoles (LOWZ observations and elephant GR simulations)
in this table.
s ξobs0 ξ
obs
2 ξ
theory
0 ξ
theory
2 Mobs0 Mobs2 Mtheory0 Mtheory2
1.5 2.441× 101 2.365× 101 1.722× 101 9.596× 100 7.406× 10−1 7.608× 10−1 7.951× 10−1 8.581× 10−1
4.5 4.497× 100 2.229× 100 4.645× 100 6.712× 10−1 6.803× 10−1 7.465× 10−1 7.281× 10−1 8.178× 10−1
7.5 1.937× 100 2.700× 10−1 1.930× 100 −3.061× 10−1 6.638× 10−1 8.895× 10−1 6.918× 10−1 1.084× 100
10.5 1.058× 100 −1.298× 10−1 1.055× 100 −3.384× 10−1 7.767× 10−1 1.016× 100 7.942× 10−1 1.132× 100
13.5 6.580× 10−1 −1.848× 10−1 6.591× 10−1 −2.683× 10−1 8.693× 10−1 1.047× 100 8.847× 10−1 1.109× 100
16.5 4.456× 10−1 −1.868× 10−1 4.471× 10−1 −2.029× 10−1 9.018× 10−1 1.064× 100 9.122× 10−1 1.087× 100
19.5 3.178× 10−1 −1.498× 10−1 3.175× 10−1 −1.617× 10−1 9.246× 10−1 1.052× 100 9.301× 10−1 1.067× 100
22.5 2.316× 10−1 −1.237× 10−1 2.394× 10−1 −1.371× 10−1 9.412× 10−1 1.046× 100 9.451× 10−1 1.049× 100
25.5 1.781× 10−1 −1.056× 10−1 1.832× 10−1 −1.048× 10−1 9.529× 10−1 1.040× 100 9.559× 10−1 1.038× 100
28.5 1.390× 10−1 −9.172× 10−2 1.435× 10−1 −9.287× 10−2 9.618× 10−1 1.033× 100 9.636× 10−1 1.032× 100
31.5 1.093× 10−1 −7.475× 10−2 1.123× 10−1 −7.523× 10−2 9.698× 10−1 1.025× 100 9.708× 10−1 1.024× 100
34.5 8.708× 10−2 −6.475× 10−2 9.027× 10−2 −7.013× 10−2 9.759× 10−1 1.023× 100 9.758× 10−1 1.020× 100
37.5 7.121× 10−2 −5.952× 10−2 7.377× 10−2 −5.838× 10−2 9.799× 10−1 1.021× 100 9.803× 10−1 1.017× 100
40.5 5.754× 10−2 −5.395× 10−2 5.928× 10−2 −5.267× 10−2 9.836× 10−1 1.017× 100 9.836× 10−1 1.015× 100
43.5 4.765× 10−2 −4.394× 10−2 4.837× 10−2 −4.162× 10−2 9.866× 10−1 1.017× 100 9.870× 10−1 1.014× 100
46.5 3.948× 10−2 −4.082× 10−2 3.820× 10−2 −3.976× 10−2 9.887× 10−1 1.013× 100 9.885× 10−1 1.013× 100
49.5 3.289× 10−2 −3.724× 10−2 3.224× 10−2 −3.691× 10−2 9.907× 10−1 1.013× 100 9.906× 10−1 1.010× 100
52.5 2.784× 10−2 −3.260× 10−2 2.672× 10−2 −3.568× 10−2 9.924× 10−1 1.011× 100 9.924× 10−1 1.010× 100
55.5 2.314× 10−2 −3.131× 10−2 2.104× 10−2 −3.138× 10−2 9.936× 10−1 1.010× 100 9.942× 10−1 1.009× 100
58.5 1.896× 10−2 −2.582× 10−2 1.620× 10−2 −2.734× 10−2 9.947× 10−1 1.008× 100 9.952× 10−1 1.009× 100
61.5 1.592× 10−2 −2.196× 10−2 1.287× 10−2 −2.885× 10−2 9.957× 10−1 1.006× 100 9.962× 10−1 1.008× 100
64.5 1.275× 10−2 −1.892× 10−2 1.045× 10−2 −2.711× 10−2 9.966× 10−1 1.005× 100 9.972× 10−1 1.008× 100
67.5 1.104× 10−2 −1.738× 10−2 7.894× 10−3 −2.318× 10−2 9.971× 10−1 1.005× 100 9.978× 10−1 1.008× 100
70.5 1.017× 10−2 −1.668× 10−2 7.721× 10−3 −2.243× 10−2 9.974× 10−1 1.005× 100 9.983× 10−1 1.007× 100
73.5 9.174× 10−3 −1.510× 10−2 5.673× 10−3 −2.015× 10−2 9.978× 10−1 1.004× 100 9.982× 10−1 1.006× 100
76.5 7.654× 10−3 −1.497× 10−2 5.044× 10−3 −1.820× 10−2 9.981× 10−1 1.004× 100 9.986× 10−1 1.006× 100
79.5 6.100× 10−3 −1.347× 10−2 4.206× 10−3 −1.810× 10−2 9.987× 10−1 1.004× 100 9.988× 10−1 1.005× 100
82.5 6.120× 10−3 −1.196× 10−2 3.308× 10−3 −1.519× 10−2 9.989× 10−1 1.003× 100 9.990× 10−1 1.005× 100
85.5 5.200× 10−3 −6.878× 10−3 3.039× 10−3 −1.490× 10−2 9.989× 10−1 1.002× 100 9.993× 10−1 1.005× 100
88.5 5.280× 10−3 −6.091× 10−3 1.718× 10−3 −1.350× 10−2 9.989× 10−1 1.001× 100 9.999× 10−1 1.004× 100
91.5 4.989× 10−3 −4.801× 10−3 2.379× 10−3 −1.222× 10−2 9.988× 10−1 1.000× 100 9.997× 10−1 1.005× 100
94.5 6.273× 10−3 −3.058× 10−3 2.374× 10−3 −1.077× 10−2 9.988× 10−1 1.000× 100 9.993× 10−1 1.003× 100
97.5 5.711× 10−3 −3.590× 10−3 1.975× 10−3 −7.938× 10−3 9.988× 10−1 1.000× 100 9.995× 10−1 1.002× 100
100.5 5.284× 10−3 −2.643× 10−3 3.180× 10−3 −7.336× 10−3 9.990× 10−1 1.000× 100 9.993× 10−1 1.002× 100
103.5 5.647× 10−3 −3.891× 10−3 3.713× 10−3 −5.841× 10−3 9.992× 10−1 1.000× 100 9.992× 10−1 1.001× 100
106.5 5.468× 10−3 −3.138× 10−3 3.689× 10−3 −5.890× 10−3 9.993× 10−1 1.000× 100 9.992× 10−1 1.001× 100
109.5 4.786× 10−3 −2.859× 10−3 3.680× 10−3 −7.033× 10−3 9.993× 10−1 9.996× 10−1 9.994× 10−1 1.001× 100
112.5 4.780× 10−3 −2.944× 10−3 3.598× 10−3 −5.986× 10−3 9.993× 10−1 1.000× 100 9.996× 10−1 1.001× 100
115.5 3.465× 10−3 −3.965× 10−3 2.752× 10−3 −4.647× 10−3 9.995× 10−1 1.000× 100 9.994× 10−1 1.001× 100
118.5 2.977× 10−3 −3.590× 10−3 2.206× 10−3 −5.319× 10−3 9.999× 10−1 1.000× 100 9.997× 10−1 1.002× 100
121.5 2.213× 10−3 −2.708× 10−3 1.190× 10−3 −5.262× 10−3 1.000× 100 1.000× 100 1.000× 100 1.001× 100
124.5 1.082× 10−3 −3.455× 10−3 4.723× 10−4 −7.014× 10−3 1.000× 100 1.000× 100 1.000× 100 1.002× 100
127.5 1.351× 10−3 −3.506× 10−3 −6.736× 10−4 −8.059× 10−3 1.000× 100 1.000× 100 1.000× 100 1.002× 100
130.5 1.648× 10−3 −3.537× 10−3 −1.443× 10−3 −7.672× 10−3 1.000× 100 1.000× 100 1.000× 100 1.002× 100
133.5 1.884× 10−3 −3.672× 10−3 −2.086× 10−3 −8.335× 10−3 9.999× 10−1 1.000× 100 1.000× 100 1.002× 100
136.5 1.819× 10−3 −4.173× 10−3 −2.009× 10−3 −7.607× 10−3 1.000× 100 9.998× 10−1 1.000× 100 1.001× 100
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Figure C2. This figure shows distributions of values in 125
ξJackknife0 (top plot) and 125 W
Jackknife
0 vectors (bottom plot).
Each ξJackknife0 (and W
Jackknife
0 ) vector has 46 values.
Figure C3. In this figure, we plot histogram of values of 125
ξJackknife2 (top plot) and 125 W
Jackknife
2 vectors (bottom plot).
Like the ξJackknife0 and W
Jackknife
0 vectors, the ξ
Jackknife
2 and
W Jackknife2 vectors also have 46 values each.
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Figure C4. Here, we show the correlation of points in 125
ξJackknife0 vectors with the corresponding W
Jackknife
0 vectors in
the top plot. The bottom plot displays correlation of points in
125 ξJackknife2 vectors with points in the corresponding W
Jackknife
2
vectors. Each of these vectors (ξJackknife0 , W
Jackknife
0 , ξ
Jackknife
2 ,
W Jackknife2 ) has 46 numbers. The W vectors are found to be very
strongly correlated with their counterpart ξ vectors. All in all, we
have 46 × 125 = 5750 numbers from W0 (W2) and 5750 coun-
terparts in ξ0 (ξ2), and we find that there is a strong correla-
tion between these two sets of 5750 points (rvalue ∼ 0.9987 for
monopoles, and rvalue ∼ 0.9996 for quardupoles ). The blue lines
in the top and the bottom plots represent the results of linear
least-squares regression for measurements between points in W
and ξ vectors.
MNRAS 000, 1–17 (2018)
