Abstract. Finite difference approximations of the form L;:__,; d1,iui+i = L:' :! 1 e1.J(z1.i) for the numerical solution of linear nth order ordinary differential equations are analyzed. The order of these approximations is shown to be at least r 1 + s 1 + m 1 -n, and higher for certain special choices of the points ZJ,i· Similar approximations to initial or boundary conditions are also considered and the stability of the resulting schemes is investigated.
To simplify the notation the subscript j is frequently omitted, so that for example Zj,i becomes z;. The points Z; in (2.1) need not coincide with the mesh points, but they are required to satisfy lz;-xi I~ Vk(x)=hr+s+k(x-xit-l n (X-Xj+l), 1~k~m-1.
1=-r
The first r + s + 1 basis polynomials given in (2.3a) are the Lagrangian interpolating coefficients with respect to the meshpoints xi+i• ( -r ~ i ~ s ). 
Thus the coefficients of the difference equation (2.1) can be efficiently computed by first solving (2.8a) ~e = (~), where~= (~) and o E Rm a zero vector, provided of course that 'iff is nonsingular. The coefficients d; are then simply given by (2.8b)
d=de.
To establish conditions for ~ to be nonsingular we consider the operator L 0 defined by
L 0 y(x)= y<n>(x).
Also let the matrices .9!/ 0 , P/J 0 and ~0 be defined as the corresponding quantities without superscript, but with L 0 replacing L. Using the definitions (2.3a, b) of the basis polynomials, together with the assumptions on the mesh Sh and the points Z;, it is then an easy matter to verify that det ('iff)= {1 + O(h )} det (~0). This proves the following.
THEOREM 2.1. Let the coefficients of the operator L in (1.1) be continuous in an open interval containing [0, 1 ] . Then the coefficients d; and e; are well defined by (2.5) for all sufficiently small h provided that ~0 is nonsingular.
The order of consistency. Let y(x)
be the exact solution of (1.1) subject to appropriate initial or boundary conditions and assume that y (x) is unique. The local truncation error of the difference approximation (2.1) is defined as 
i=-r i=l
If there is a positive constant c1 and a positive integer v, independent of h, such that lril ; §; c1h ",with v as high as possible, then the approximation is said to be consistent and the order of consistency is equal to v. First the following basic result is shown. 
, the first assertion of the theorem is true provided that at least n + 1 of the coefficients d? are nonzero. So suppose on the contrary that d?k i= 0, 1 ; §; k ; §; k1. k1 < n + 1, and d? = 0 otherwise. Define p(x)={f1~!. 1 (x-xi+lk)}q(x ), where q(x)EI?n-k1 is chosen such that p(x) has degree n and leading coefficient 1/n!. By assumption n ; §; r + s, so certainly n ; §; r + s + m -1. Hence by construction I:=-r d?p(xi+i) = 0 and L 0 p(x )= 1. Therefore I7:1 e? = 0, which is a contradiction. To prove the second claim of the theorem we introduce points {t;}/!,1. 1 that satisfy It;-xil ; §; ch, but that are otherwise arbitrary. Define m-1
and use the fact that y(x)=p(x)+~(x)gg(x) for some p(x)elfl>,+s+m-1 and gg(x)e C€n [xi-8,xi+8] then it follows from the definition of )g 0 that there are constants c; (1 ~ i ~ m ), not all zero, such that the polynomial q(x)=L:;':~1 C;V;(x)Ei?,+s+m-1 satisfies q(n)(z;)=cm. Thus q(x)=q(x)-cmxn/n! satisfies q<nJ(z;)=O. But this is impossible since q-<nl(x)E l?m-1, because r+s = n. 0
It is well known (de Boor and Swartz (1973) , Russell and Varah (1975) ) that collocation procedures with certain piecewise polynomials for the numerical solution of boundary value problems have a higher order of accuracy if Gaussian points are used as collocation points. One expects that a similar statement applies to the choice of the points z; in the finite difference approximations discussed in this paper. 1 In order to identify such special points, we note that from the proof of Theorem 3.1 it follows that the leading part of the truncation error is given by Ti =-L:;': 1 e;gt<nl(z;).@(z;), with g[(x) as in (3.2). Thus the order of the truncation error increases by at least one if the z; are chosen such that gt<nl(z;) = 0 (1 ~ i ~ m ). This proves the following:
then the order of consistency of the finite difference approximation (2.1) is greater than or equal to r + s + m -n + 1.
If m = 1 and the approximation compact, then rYi (x) = rr:=-r (x -Xj+i ). In this case there is only one possible choice of Zt. for which a higher order of consistency is obtained. If m = 1 and r + s > n then there are r + s + 1-n possible choices of this point. For the case m > 1, r + s = n there is a (m -1 )parameter family of points Z; for which the improved order is obtained. The parameters are the points t; in the definition of rYi (x ) . Theorem 3.3 gives a minimum value for the order of consistency. The question arises whether it is possible for the order to be higher than r + s + m -n + 1. For this to be the case for a general operator L it must at least be true for the particular case where L = L 0 . Thus the special points z; for which a higher order might be attained can be determined by requiring that
for all polynomials p (x) of degree as high as possible. 4. Approximations to initial and boundary conditions. To define a complete difference scheme, approximations to initial or boundary conditions are required. Let such a condition be given by (4.1) 
Here f(x) is the inhomogeneous term of the differential equation (1. 
For p(x) we consecutively take the basis polynomials Wk(x) (O~k~s) and vk (x) (1 ~ k ~ m ), which are defined in a fashion similar to those employed in § 2. More specifically we let the wk (x) be given by (2.3a) with r = 0 (and j = 0), while the remaining m basis polynomials are defined as
Since the coefficient of bin (4.2) is unity, no other normalization condition needs to be imposed. The equations (4.3) can now be written in matrix form as
with d, d and e as in § 2 (with r = 0). ~ is now a square matrix with entries
and we have introduced
Also let ~0 be defined as the corresponding quantity without superscript, but with L 0 replacing L. Then the following can be shown. Again due to the special choice of the basis, the solution of the system (4.4) is easily obtained by first solving for the e;.
The truncation error of (4.2) is defined as
and the order of consistency is defined as in § 3. The proofs of the following two theorems closely follow those of Theorem 3.1 and Theorem 3.2 and are omitted. For details see Doedel (1976 As was the case for approximations to the differential equation, it is possible to identify points Z; for which the approximation to the boundary condition attains a higher order of consistency than predicted by Theorem 4.2. For this purpose define 
S. Examples. In this section the results of previous sections are illustrated by means of a number of examples. First we consider difference approximations to the second order equation
Example 5.1. The choicer= s = m = 1, Z1 =xi> and equal spacing yields the usual O(h 2 ) central difference approximation. Use of a nonuniform mesh gives an O(h) formula unless z 1 =xi+ (hi+1-hi )/3 which is the inflection point of
Example 5.2. A generalization of the well known three point MehrstellenverfahrenofCollatz(1966) 
The order of this difference equation is 3, as predicted by Theorem 3.1. Explicit representation of the coefficients of this approximation is quite complicated. Moreover for numerical purposes it is much more efficient to have the computer solve the equations (2.5). If the mesh is uniform and a 1 (x) = 0 then the difference formula reduces to the usual form of the Mehrstellenverfahren. The order is then equal to 4.
Example 5.3. By Theorem 3.2, noncompact approximations to (5.1) with m = 1 are always consistent. For example if r = s = 2, m = 1, z 1 = xi and if the mesh is uniform then one obtains the usual 4th order centered five point approximation.
If r + s > n and m > 1 then the resulting difference formula need not be consistent.
As a first example consider the case in which r = 1, s = 2, m = 1 and the mesh uniform. Let Zt = Xj-1 +gth andzz = Xj-1 +gzh. The determinant of ~0 in Theorem 2.1 is equal to Ct(gz-gt)(g2 + gl-3) for some constant Ct. By assumption the case g1 = 6 is excluded.
Hence ~0 is singular only if g1 +g2 = 3, i.e., when z1 and z2 are placed symmetrically about the midpoint. One cannot alleviate this problem by redefining the normalization.
For example if one sets ez = 1 then the difference equation generated for the problem y"(x)=f(x), with g1=l and gt=2, is found to be (-ui-1+3ui-3ui+1+ui+z 
Except for a factor of h, this is consistent with y"'(x) = f'(x ).
As a second example take r = 1 and s = 2 as before, but let m = 3, z 1 = xi+ 112 -gh, Z2 = Xj+l/2 and Z3 = Xj+1/2 + gh; Xj+1/2 =!(xi+ Xj+1). The determinant of ~0 is now equal to c2gJ(4g 2 -3). Hence, for distinct points ~0 is singular if and only if g=t.J3.
Example 5 .4. In Table 5 .1 we give three examples of special choices of the points z;.
The mesh is assumed to be uniform. The mesh is uniform and x0 = 0. The special choice of Z1 that yields the increased order 6. Stability for initial value problems. The purpose of this section is to indicate what form the well known stability analysis of difference methods for initial value problems takes, when applied to the class of difference methods studied in this paper. For background material we refer to Gear (1971) and Varah (1975) . To keep the presentation simple the discussion is confined to first order equations. Thus the usual stability analysis leads us to consider the equation Dahlquist (1959 Dahlquist ( ), (1963 , Gear (1971) and Varah (1975) . The general case has been studied by Reimer (1968 ), Jeltsch (1975 and is still under further investigation. The motivation for considering such general finite difference forms with m > 1 is the fact that the stability analysis of many difference methods leads to studying such forms. Examples of these include methods based upon Pade rational approximations to the exponential (see Varga (1961) ), Runge-Kutta methods, collocation methods and second derivative methods (Enright (1974) .) Above we have indicated how these higher order finite difference forms arise in the stability analysis of the very general type of finite difference approximations considered in this paper. It is not our purpose here to contribute extensively to the investigations referred to above, but by means of some examples the effect that the choice of the points z; has on the stability of the method will be illustrated. First let s = m = 1 with z 1 =xi+ ~h. So the approximation to (5 .1) has the form do(A)ui+d1(A)ui+1 =0, where the coefficients are found to be given by d0 (A)= -1/ h-A (1-~) and d1(A) = 1/ h-A~. Therefore the characteristic polynomial is c<rt )= h{d1(A )rt + do(A)} = uo(rt )+ hAu1(71 ), where uo(rt) = rt -1 and u1(71) = -~71 +~ -1. The root of u1(71) = 0 is 111 = (~ -1)/ ~.so that lrt1l ~ 1 if and only if~~!. Thus this method is stable at oo if ~ ~!. It is easy to check that this difference approximation is in fact A.( a )stable for~~!. Obviously the method is always strictly stable at zero.
Next lets= 2, m = 1 and Z1 =xi +~h. Then c(71) = u 0 (rt )+ hAu1(71 ), where u 0 (rt) = (2~ -1)rt 2 +4(1-~)71 +2~-3 and u1(71) = ~(1-~)rt 2 + 2~(~-2)rt-(~2 -3~ +2). Applying the analysis of § 3 yields that the order of this approximation is equal to 2 but increases to 3 if~= 1 ± !~3. The roots of uo( 71) = 0 are 111 = 1 and 112 = (2~-3)/ (2~ -1 ). Now I 112l ~ 1 if and only if ~ ~ 1. Thus this approximation is stable at zero if ~ ~ 1. In particular the third order method with ~ = 1 + iJ3 and the well known Gear's method with ~ = 2 are strongly stable at zero. As for stability at oo, the roots of u 1 ( 71) = 0 are T/ = [2~-e ± (2~-~j 112 ]/ (~(1-~)), and some computation reveals that lrtd ~ 1 provided that ~ ~ 1 +!~2. Thus the second order method of Gear is stable at oo, but the third order formula corresJ>onding to ~ = 1 + iv'3 is not. A very interesting property of the method with ~ = 1 + tJ2 is the fact that the region of stability coincides with the negative half plane.
Stability for boundary value problems.
In this section the stability of finite difference schemes for boundary value problems is investigated. For this purpose the stability theory of Grigorieff (1970) , or the quite similar but somewhat more general theory of Kreiss (1972 ) , can be applied. The differential equation under consideration is given by (1.1) and the boundary conditions are Throughout this section we assume that the mesh is uniform. A finite difference scheme consists of approximations to the differential equation (1.1) of the form
together with discrete boundary conditions
In addition, if (7 .2) is not compact, i.e., if r + s > n, then r + s-n extra difference equations are required in order to match the number of equations and the number of unknowns. Although this is not necessary, we assume that these extra equations are also consistent with the differential equation and given by &; '";
i=-rJ i=l
Let uh = (uo, · · · , uJ f. Then the equations (7 .2) through (7 .5) can be compactly written as ( i=O If the finite difference scheme (7 .6) is not compact, then one also has r + s-n reduced characteristic polynomials associated with the extra boundary conditions (7 .4) and (7 .5). It is assumed that these have the form ci (11)
Finally, consider the homogeneous difference equation 
Ni
sup I vii~ const.,
Then one can state the following theorem due to Grigorieff (1970) and Kreiss (1972) .
THEOREM 7 .1. Let the homogeneous problem given by (1.1) and (7 .1a, b) only admit the trivial solution. Assume that the difference scheme (7 .6) is consistent and that all roots T/i of the characteristic equation c ( T/) = 0 satisfy I T/i I ~ 1. Further, if the difference scheme is not compact then also assume that the difference equations (7 .1 0) with boundary conditions (7.11) and the difference equations (7.12) with boundary conditions (7.13) only have the trivial solution. Then (7 .6) has a unique solution for all sufficiently small h and the difference scheme is stable.
We first investigate the stability properties of the approximation (7.2). If (7.2) is compact (anc consistent) then consistency of the boundary conditions (7.3a, b) is sufficient to guarantee stability. If ( 7.2) To motivate this last definition, consider the general form of a five point formula that is consistent with the second derivative. This approximation can be written as KhD~ui where D~ui=(ui+1-2ui+ui-1)/h 2 and Khwi=a0 wi-1+a 1wi+a2 wi+1. The reduced characteristic polynomial is c(T/)= a0 +a 1TI +a2T/ 2 and c(T/) is diagonally dominant if and only if Kh is diagonally dominant. Except for approximations at the boundary, one normally constructs the difference approximation (7.2) such that c(T/) is symmetric.
LEMMA 7.1.
Assume that c(t) is symmetric. If the degree of c(TI) is odd then c(-1) = 0. If the degree of c(TI) is even and if c(T/) is strictly diagonally dominant with positive coefficients, then there are no roots of c(T/) = 0 on the unit circle.
Proof. The proof of the first assertion is immediate. If the degree of c(TI) equals 2Nl. for some integer N1. then
Example 7 .1. In the special case where c ( 11) = aoT/ 2 + (1-2ao)T/ + ao the assumptions of the lemma hold if 0 ~ a0 <!. A simple computation shows that in fact there are no roots on the unit circle iff -oo < a0 < i. This shows that the assumptions in the lemma are not strictly necessary, although perhaps desirable.
Example 7.2. Let r = s = m = n = 2, with Z1 =xi -~hand z2 =xi +~h. The reduced characteristic polynomial is given in Example 7.1 with a0 = (6~2 -1)/12. Thus there are no roots of c ( 11) = 0 on the unit circle if and only if 0 < ~ < iJ6. If ~ = ~o = {1 ± (11/15) 112 } 112 then the order of the difference formula is 6. (See Example 5.4.) Therefore the stability theory guarantees stability only for the smaller value of ~o. This does not imply that a finite difference scheme based upon the larger value of ~o is necessarily unstable. That such a scheme may be stable is supported by numerical experiments in the next section. (See Table 8 .1, experiment 14.)The smaller value of ~o appears to give a better error constant however. Now consider the extra boundary conditions (7.4) and (7.5). Again, assume that the reduced characteristic polynomial c(71) of (7.2) is symmetric and that the degree of c(T/) is even and equal to 2N1. If in addition c(T/) is strictly diagonally dominant with positive coefficients then the characteristic equation c ( T/) = 0 has exactly N1 roots inside the unit circle and N1 roots outside the unit circle. A necessary condition for the difference equations (7.10), (7.11) and (7.12), (7.13) to admit the zero solution only is then that the number of extra boundary conditions at x = 0 is the same as the number at x = 1 and equal to N1 = (r + s-n )/2. It is also reasonable to assume now that the reduced characteristic polynomials of the extra equations at x = 0 and x = 1 are related by (7.14)
CJ+r-s-i(11) = 11N 1 c{;). (r +s-n )/2 = k0 -;aj ;a r-1, i.e., the conditions at x = 1 are the "reflection" of those at x = 0. For stability it is then sufficient to show that the difference equations (7.10) subject to (7.11) have the zero solution only. For this purpose define polynomials Pi (11) Here N = r + s -n and the coefficients a; are the same as those of the reduced characteristic polynomial c(11) in (7.6). If (7.10) subject to (7.11) admits a nontrivial solution then it is easily seen that the polynomials ci( 11) ((r + s-n )/2 = ko ;a j ;a r -1) and Pi(11) (0-;aj-;amaxM-N) are linearly dependent. Hence we have shown the following: THEOREM 7.2. Let the homogeneous problem corresponding to (1.1) and (7.1a, b) only have the trivial solution and let the difference scheme (7 .6) be consistent. Assume that c(11) is symmetric. Also suppose that the degree of c (11) is even and that c(11) is strictly diagonally dominant with positive coefficients. Let the reduced characteristic polynomials of the extra boundary conditions be related as in (7 .14 ) . If the polynomials ci( 11) and Pi(11) defined by (7 .8) and (7 .15) respectively are linearly independent then the difference scheme is stable. Hence there exists a constant K independent of h such that lleh II ;a Klh 11.
Example 7.3. Let c ( 11) = ao11 2 + (1 -2ao)11 + ao with -oo < ao < i. If the degree of the reduced characteristic polynomial c1 ( 11) of the extra boundary condition at x = 0 is also equal to two then the difference scheme is stable if c1(11) :;i: c(11 ). If the degree of c1 (11) is three then stability is guaranteed if there are no constants a1 and az such that Ct(11) = a1(ao11 3 + (1-2ao)11 2 + ao11 )+az(ao11 2 + (1-2ao)11 + ao).
Numerical examples.
The main purpose of the numerical examples given in this section is to check the correctness of statements in previous sections. They also give some indication as to what the relative accuracy of various discretizations is. All computations were carried out on an IBM 370/168, using double precision arithmetic. No attempt was made to optimize the efficiency of the computations, so that there will be no conclusions about the relative merit of various finite difference schemes. D: m=1 andz1=xi. E: The placement of the points is not optimal, but they are placed symmetrically in the interval [xi-r. xi+sl· The column headed by "o" gives the order of consistency of the finite difference approximation as predicted by theorems in preceding sections. Columns 7 through 11 define the finite difference equations (2.1) for r ~ j ~ J-s. If the width of this approximation is equal to 5 then a special finite difference equation must be defined for j = 1. This is done in columns 2-6. (The special equation necessary for j = J -1 is assumed to be the "reflection" of the one for j = 1.) The mesh is taken uniform in this example, so Experiments 8-12 show the effect that various choices of the extra boundary conditions have on the overall accuracy. Note that even if the order of consistency of the extra finite difference equations is only equal to two, then the order of accuracy of the scheme remains four. This phenomenon is also explained in the paper of Kreiss (1972) . (See also Bramble and Hubbard (1964) and Shoosmith (1975) .) The actual accuracy however is usually seriously effected.
In experiments 13 and 14 the points z; of the main finite difference equations are z 1 =xi-~h and z2 =xi+ ~h. Again, as has been mentioned previously in Example 5 .4, there are two values of ~ for which the order of consistency becomes six. These are used in 13 and used in 14. The solution to this problem is y(x) = (1-x) ex.
In this example only compact approximations to the differential equations are considered. Numerical test calculations are performed with various difference approximations to the boundary condition y'(O)= 0. Results appear in Table 8 .2. The notation used is the same as in the previous example. The approximation to the boundary condition is defined in columns 2-6, while the finite difference approximation to the differential equation is defined in the next five columns. and 14 this point is z1 = x0 + ~h. In 13 the value of~ is (9-V33)/12 and in 14 this value is (9 + ill)/12. For these points the order of consistency is equal to four rather than three. Note that the order of accuracy is not greater than the order of consistency of the discrete boundary condition. This differs from observations made about the extra boundary conditions in Example 8.1.
