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1. Introduction
We consider the solvability of the nonlinear differential equation(
p(t)x′(t)
)′ + q(t)x(t) + ψ(x(t))= G(x(t)) (1)
subject to the global boundary conditions{
αx(0) + βx′(0) + η1(x) = φ1(x),
γ x(1) + δx′(1) + η2(x) = φ2(x).
(2)
We assume ψ : R → R is continuously differentiable, p(t) > 0 and q(t) is real on [0,1], p, p′,q are continuous on (0,1),
and the boundary conditions (2) are such that α2 + β2 = 0, γ 2 + δ2 = 0. G , η1, η2, φ1, and φ2 shall be nonlinear operators
deﬁned on a function space. To study the solvability of the boundary value problem (1)–(2), we will begin by considering
the related boundary value problem(
p(t)x′(t)
)′ + q(t)x(t) + ψ(x(t))= h(t) (3)
subject to{
αx(0) + βx′(0) + η1(x) = v,
γ x(1) + δx′(1) + η2(x) = v2
(4)
where h is square-integrable on [0,1] and v1, v2 ∈ R. The solvability of (3)–(4) will be established using the Global Inverse
Function Theorem. In order to do so, we will ﬁrst ensure that a related linearized boundary value problem is non-resonant.
Having done so, we will use the Schauder Fixed Point Theorem to prove the existence of solutions to (1)–(2).
* Corresponding author.
E-mail addresses: rodrigu@math.ncsu.edu (J. Rodríguez), zjaberna@ncsu.edu (Z. Abernathy).0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.08.079
J. Rodríguez, Z. Abernathy / J. Math. Anal. Appl. 387 (2012) 310–319 311The results obtained in this paper depend in a crucial way on the relationship between the eigenvalues of a linear
Sturm–Liouville problem and the rate of growth of nonlinearities present in both the differential equation and the boundary
conditions. In this respect, our work complements that of Dolph [10] who studies Hammerstein integral equations, Landes-
man and Lazer [17], Lazer and Leach [18], Lazer and Sanchez [19], Leach [20], Brown [6], Brown and Lin [7] who consider
boundary value problems for ordinary and partial differential equations, and Rodríguez and Abernathy [26] who establish
the existence of solutions to global boundary value problems for discrete systems.
Those interested in the use of the Lyapunov–Schmidt reduction, degree theoretic arguments, or Fredholm theory for
boundary value problems in ordinary differential equations may consult [4,5,9,16,30,32]. Similar approaches in the study of
constrained discrete dynamical systems at resonance can be found in [11,12,22,23,25,28,29]. The use of ﬁxed point theorems
to study nonresonant discrete time systems appear in [1,14]. The solvability of strongly nonlinear boundary value problems
using projection schemes appears in [21,24,27]. Recent results in nonlocal boundary value problems for fractional differential
equations are contained in [2,8]. Examples of nonlocal elliptic boundary value problems are found in [3] and of reaction–
diffusion equations in [31]. Those interested in the existence of solutions to nonlinear impulsive systems subject to global
boundary conditions may consult [13].
2. Preliminaries
Our goal shall be to restate the above problems (1)–(2) and (3)–(4) as operator equations deﬁned on a function space. To
this end, let L2 = L2[0,1] be the set of real-valued square-integrable functions deﬁned on the interval [0,1]. L2 is a Hilbert
space with respect to the inner product
〈x1, x2〉 =
1∫
0
x1(t)x2(t)dt.
This inner product induces the usual inner product norm
‖x‖ =√〈x, x〉
on this space. The operator norm will be used to compute the norm of any bounded operator, and we denote it ‖| · |‖. The
Euclidean norm on Rn for any positive integer n will be denoted by | · |. Finally, the norm used on the set L2 ×R2 will be
‖
[
h
v
]
‖ = max{‖h‖, |v|}.
We deﬁne L : D(L) → L2 ×R2 by
L(x) =
[A(x)
B(x)
]
,
where D(L) ⊂ L2 is deﬁned to be
D(L) = {x ∈ L2: x′ is absolutely continuous and x′′ ∈ L2}, and A : D(L) → L2 and B : D(L) → R2 are given by
Ax(t) = (p(t)x′(t))′ + q(t)x(t) for t ∈ [0,1],
B(x) =
[
αx(0) + βx′(0)
γ x(1) + δx′(1)
]
.
We deﬁne Ψ : D(L) → L2 ×R2 by
Ψ (x) =
[−ψ ◦ x
−η(x)
]
,
where ψ ∈ C1(R,R). We assume η1, η2 are continuously Fréchet differentiable functions from D(L) into R, and the map
η : D(L) → R2 is given by η(x) =
[
η1(x)
η2(x)
]
.
Similarly, we deﬁne G : D(L) → L2 ×R2 to be
G(x) =
[
G(x)
φ(x)
]
,
where we assume G is a continuous function from D(L) → L2 and φ(x) =
[
φ1(x)
φ2(x)
]
, where φ1, φ2 : D(L) → R are continuous.
We may now conclude that the problem (1)–(2) is equivalent to solving
Lx− Ψ (x) = G(x)
and the problem (3)–(4) is equivalent to solving
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[
h
v
]
,
where h ∈ L2, v =
[
v1
v2
]
∈ R2.
In order to study either of these nonlinear problems, we will ﬁrst analyze the linear Sturm–Liouville problem(
p(t)x′(t)
)′ + q(t)x(t) + λx(t) = 0 (5)
subject to{
αx(0) + βx′(0) = 0,
γ x(1) + δx′(1) = 0
(6)
which, using our above notation, may be rewritten as
Ax+ λx = 0, Bx = 0.
Suppose that α2 + β2 = 0, γ 2 + δ2 = 0. It is well known (see, for instance, Kelley and Peterson [15]) that the Sturm–
Liouville problem (5)–(6) has inﬁnitely many real, simple eigenvalues λ1 < λ2 < · · · and corresponding linearly independent
eigenfunctions x1, x2, . . . . If λn, λm are distinct eigenvalues, then xn , xm are orthogonal, i.e. 〈xn, xm〉 = 0. Without loss of
generality, we make the convention that the eigenfunctions are chosen to be real and normalized, i.e.
〈xk, xk〉 = 1, k ∈ N.
Furthermore, if h is an arbitrary real-valued square-integrable function deﬁned on [0,1], then h has a generalized Fourier
series with respect to the eigenfunctions of the Sturm–Liouville problem (5)–(6) of the form
∞∑
k=1
〈h, xk〉xk(t).
3. The Lx− Ψ (x) = [h, v]T case
With the linear Sturm–Liouville problem understood, we may now begin studying the solvability of the problem (3)–(4),
which may be expressed
Lx− Ψ (x) =
[
h
v
]
.
It is straightforward to show that L is a closed operator with domain D(L) dense in L2. It follows that D(L) is a Banach
space with respect to the graph norm∥∥|x|∥∥gr = ‖x‖L2 + ‖Lx‖L2×R2 = ‖x‖L2 +max{‖Ax‖L2 , |Bx|}.
With this norm, L is continuous by the closed graph theorem, from which it follows that L is continuously Fréchet differ-
entiable, and:
L′(x)(u)(t) = Lu(t) for all u, x ∈ D(L), t ∈ [0,1].
We will assume that η is continuously Fréchet differentiable from D(L) into R2. Using the fact that ψ ∈ C1(R,R), it is
straightforward to verify that Ψ is also continuously Fréchet differentiable, and:
Ψ ′(x)(u)(t) =
[−ψ ′(x(t))u(t)
−η′(x)u
]
for all u, x ∈ D(L), t ∈ [0,1].
Noting the differentiability of the operators L and Ψ , our principal tool in proving the solvability of (3)–(4) will be the
following Global Inverse Function Theorem (Chow, Hale [9]):
Theorem 3.1. Suppose X, Y are Banach spaces, Φ ∈ C1(X, Y ), and for each x ∈ X, Φ ′(x) is a bijection from X onto Y . If there is
a constant K such that ‖|[Φ ′(x)]−1|‖ K for all x ∈ X, then Φ is a homeomorphism of X onto Y .
We will assume the following two critically important conditions for the remainder of the paper:
(H.1) For all s ∈ R, c ψ ′(s) d, where the interval [c,d] does not contain any of the eigenvalues λi of the Sturm–Liouville
problem (5)–(6).
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η satisﬁes
sup
{∥∥∣∣η′(x)∣∣∥∥: x ∈ D(L)}= ζ0 < ∞.
Condition (H.1) may occur in two different cases. The ﬁrst is when the derivative of ψ lies in a compact interval in between
consecutive eigenvalues λm−1, λm of (5)–(6):
λm−1 < c ψ ′(s) d < λm, s ∈ R.
However, it is also possible for the interval [c,d] to lie to the left of the ﬁrst eigenvalue:
c ψ ′(s) d < λ1.
Next, let
μ = d + c
2
, Γ0 = d − c
2
,
and deﬁne Lμ =
[A+μI
B
]
.
Now consider the equation (A + μI)x = 0, which corresponds to the second-order differential equation(
p(t)x′(t)
)′ + q(t)x(t) + μx(t) = 0.
We choose a basis {w1,w2} for the two-dimensional solution space of this differential equation, and we assume without
loss of generality that the basis is chosen so that ‖w1‖2 + ‖w2‖2  1.
We let w(t) =
[
w1(t)
w2(t)
]
, and deﬁne the 2×2 matrix B = [B(w1) | B(w2)]. Recall that {λk, xk} for k ∈ N are the eigenvalues
and corresponding eigenfunctions of the linear Sturm–Liouville problem (5)–(6). The next lemma provides some useful
properties of the operator Lμ that will facilitate the use of Theorem 3.1 in solving the nonlinear boundary value problem
(3)–(4).
Lemma 3.2. Lμ is a bijection from D(L) onto L2 ×R2 , and for any
[
h
v
]
∈ L2 ×R2 ,
L−1μ
[
h
v
]
=
∞∑
k=1
〈h, xk〉
μ − λk xk + w(·)
T B−1v.
Furthermore,∥∥∣∣L−1μ ∣∣∥∥ A0 + B0,
where A0 = supk∈N 1|μ−λk | + supk∈N |
λk
μ−λk | and B0 = ‖|B−1|‖ +max{|μ|‖|B−1|‖,1}.
Proof. It is clear that Lμ is one-to-one since μ = λi . To show Lμ is onto, given any
[
h
v
]
∈ L2×R2, we consider the equation
Lμ(x) =
[
h
v
]
and attempt a solution of the form
x(t) =
∞∑
k=1
αkxk(t) + c1w1(t) + c2w2(t), (7)
where the eigenfunctions {xk} satisfy Axk + λkxk = 0, Bxk = 0.
Upon applying Lμ to the form above, we note that (A+μI)(c1w1+c2w2) = 0. The following norm will prove convenient
in some estimates to follow:∥∥|u|∥∥m = ‖u‖∞ + ∥∥u′∥∥∞ + ∥∥u′′∥∥L2 .
Now consider the following graph norm estimate:∥∥|u|∥∥gr = ‖u‖L2 +max{‖Au‖L2 , |Bu|}
 ‖u‖L2 + c1‖Au‖L2 + c2|Bu|
 c3‖u‖L2 + c4
∥∥u′∥∥L2 + c5∥∥u′′∥∥L2 + c6‖u‖∞ + c7∥∥u′∥∥∞
 C1
(‖u‖∞ + ∥∥u′∥∥∞ + ∥∥u′′∥∥L2)
= C1
∥∥|u|∥∥ ,m
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that ∥∥|u|∥∥m  C2∥∥|u|∥∥gr .
Hence ‖u‖∞  ‖|u|‖m  C2‖|u|‖gr and we conclude that convergence with respect to the graph norm implies uniform
convergence. It is now clear that B(∑∞k=1 αkxk) =∑∞k=1 αkBxk = 0, and thus solving Lμ(x) = [ hv
]
is equivalent to solving
(A + μI)
∞∑
k=1
αkxk = h (8)
and
B(c1w1 + c2w2) = v. (9)
Given h ∈ L2, we can solve for the coeﬃcients αk in (8) by expanding h as a Fourier series in terms of the eigenfunc-
tions {xk}:
(A + μI)
∞∑
k=1
αkxk = h,
(A + μI)
∞∑
k=1
αkxk =
∞∑
k=1
〈h, xk〉xk,
∞∑
k=1
(−λk + μ)αkxk =
∞∑
k=1
〈h, xk〉xk.
Thus, αk = 〈h,xk〉μ−λk .
Next, we restate (9) as
c1B(w1) + c2B(w2) = v
or
B
[
c1
c2
]
= v,
where we recall the 2 × 2 matrix B = [B(w1) | B(w2)]. Since the boundary value problem (A + μI)x = 0, Bx = 0 has only
the trivial solution, B must be invertible. It follows that
c1w1(t) + c2w2(t) = w(t)T B−1v.
Hence, for any
[
h
v
]
∈ L2 ×R2,
L−1μ
[
h
v
]
=
∞∑
k=1
〈h, xk〉
μ − λk xk + w(·)
T B−1v.
Our second goal is to estimate the operator norm of L−1μ . Using the orthonormality of the eigenfunctions {xk}, we have∥∥∥∥∥
∞∑
k=1
〈h, xk〉
μ − λk xk
∥∥∥∥∥
(
sup
k
1
|μ − λk|
)
‖h‖.
Recalling that D(L) is equipped with the graph norm, we calculate∥∥∥∥
∣∣∣∣L−1μ
[
h
v
]∣∣∣∣
∥∥∥∥
gr

∥∥∥∥∥
∣∣∣∣∣
∞∑
k=1
〈h, xk〉
μ − λk xk
∣∣∣∣∣
∥∥∥∥∥
gr
+ ∥∥∣∣w(·)T B−1v∣∣∥∥gr

∥∥∥∥∥
∞∑
k=1
〈h, xk〉
μ − λk xk
∥∥∥∥∥+
∥∥∥∥∥L
( ∞∑
k=1
〈h, xk〉
μ − λk xk
)∥∥∥∥∥
L2×R2
+ ∥∥w(·)T B−1v∥∥+ ∥∥L(w(·)T B−1v)∥∥L2×R2

(
sup
k
1
|μ − λk|
)
‖h‖ +max
{∥∥∥∥∥A
( ∞∑ 〈h, xk〉
μ − λk xk
)∥∥∥∥∥,
∣∣∣∣∣B
( ∞∑ 〈h, xk〉
μ − λk xk
)∣∣∣∣∣
}
+ ∥∥w(·)T B−1v∥∥
k=1 k=1
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
(
sup
k
1
|μ − λk|
)
‖h‖ +
∥∥∥∥∥
∞∑
k=1
λk〈h, xk〉
μ − λk xk
∥∥∥∥∥+ ∥∥w(·)T B−1v∥∥+max{|μ|∥∥w(·)T B−1v∥∥,‖v|}

(
sup
k
1
|μ − λk|
)
‖h‖ +
(
sup
k
∣∣∣∣ λkμ − λk
∣∣∣∣
)
‖h‖ + ∥∥w(·)T B−1v∥∥+max{|μ|∥∥w(·)T B−1v∥∥, |v|},
where we have again used (A + μI)(c1w1 + c2w2) = 0 and B(∑∞k=1 αkxk) = 0.
Recalling that ‖w1‖2 + ‖w2‖2  1, we then have∥∥∥∥
∣∣∣∣L−1μ
[
h
v
]∣∣∣∣
∥∥∥∥
gr

(
sup
k
1
|μ − λk| + supk
∣∣∣∣ λkμ − λk
∣∣∣∣
)
‖h‖ + (∥∥∣∣B−1∣∣∥∥+max{|μ|∥∥∣∣B−1∣∣∥∥,1})|v|,
hence ∥∥∣∣L−1μ ∣∣∥∥ A0 + B0. 
We may simplify the expression for A0 based on which case of condition (H.1) occurs. In the ﬁrst case, where
λm−1 < c ψ ′(s) d < λm, s ∈ R,
then
A0 = sup
k
1
|μ − λk| + supk
∣∣∣∣ λkμ − λk
∣∣∣∣= max
{
1+ λm−1
μ − λm−1 ,
1+ λm
λm − μ
}
.
Otherwise, if c ψ ′(s) d < λ1, we have
A0 = sup
k
1
|μ − λk| + supk
∣∣∣∣ λkμ − λk
∣∣∣∣= 1+ λ1λ1 − μ.
In our ﬁrst main result, the next theorem shall provide suﬃcient conditions for the existence of solutions to the nonlinear
boundary value problem (3)–(4).
Recall that ζ0 = sup{‖|η′(x)|‖: x ∈ D(L)} and Γ0 = d−c2 .
Theorem 3.3. If ψ , η satisfy conditions (H.1) and (H.2), and if
A0Γ0 + B0ζ0 < 1,
then the boundary value problem (3)–(4) has a unique solution for each square-integrable function h deﬁned on [0,1] and each[
v1
v2
]
∈ R2 .
Proof. Since the boundary value problem (3)–(4) is equivalent to
Lx− Ψ (x) =
[
h
v
]
,
our goal is to show that the operator L − Ψ satisﬁes the hypotheses of Theorem 3.1. First, note that L − Ψ ∈ C1 since L
and Ψ are each Fréchet differentiable on D(L).
Deﬁne the operator Ψμ : D(L) → L2 ×R2 by
Ψμ(x) =
[−ψ ◦ x+ μI
−η(x)
]
.
The Fréchet derivative of Ψμ is then given by
Ψ ′μ(x)(u) =
[−(ψ ′ ◦ x)u + μu
−η′(x)u
]
.
In order to show that for each x ∈ D(L), L − Ψ ′(x) is a bijection from D(L) onto L2 ×R2, we consider the equation
[L − Ψ ′(x)]u = [ h
v
]
, u ∈ D(L),
[
h
v
]
∈ L2 ×R2.
Using the above deﬁnitions of Lμ and Ψμ , this equation becomes
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[
h
v
]
,
u − L−1μ Ψ ′μ(x)u = L−1μ
[
h
v
]
,
[
I − L−1μ Ψ ′μ(x)
]
u = L−1μ
[
h
v
]
.
To proceed, we use conditions (H.1) and (H.2) and obtain∣∣−ψ ′(x(t))+ μ∣∣ Γ0 for all x ∈ D(L) and t ∈ [0,1],
and
sup
{∥∥∣∣η′(x)∣∣∥∥: x ∈ D(L)}= ζ0.
Using these estimates together with the formula for L−1μ derived in Lemma 3.2, we observe that∥∥∣∣L−1μ Ψ ′μ(x)∣∣∥∥ A0Γ0 + B0ζ0.
For any bounded operator A with ‖|A|‖ < 1, it is well known that I − A has a bounded inverse and ‖|(I − A)−1|‖ 
(1− ‖|A|‖)−1.
Hence, to ensure the operator I − L−1μ Ψ ′μ(x) has a bounded inverse, we choose Γ0 and ζ0 small enough so that A0Γ0 +
B0ζ0 < 1. It follows that (L − Ψ ′(x))−1 exists for each x ∈ D(L), and(L − Ψ ′(x))−1 = [I − L−1μ Ψ ′μ(x)]−1L−1μ ,∥∥∣∣(L − Ψ ′(x))−1∣∣∥∥ ( 1
1− (A0Γ0 + B0ζ0)
)
(A0 + B0) = A0 + B0
1− A0Γ0 − B0ζ0 = K ,
a bound independent of x. Thus L − Ψ satisﬁes the hypotheses of Theorem 3.1, and we conclude the boundary value
problem (3)–(4) has a unique solution for each square-integrable h deﬁned on [0,1] and each
[
v1
v2
]
∈ R2. 
Remark 3.4. We call attention to the generality of the nonlinear boundary operators η1 and η2 that appear in the boundary
value problem (3)–(4). As an important special case, these operators may allow for nonlinear multipoint boundary value
problems, if we take for example
η1(x) =
n∑
i=1
f i
(
x(ti)
)
,
η2(x) =
m∑
j=1
g j
(
x(t j)
)
,
where each f i, g j is a C1 function and ti, t j ∈ [0,1].
Remark 3.5. We also note that the above estimate of the norm of (L − Ψ ′(x))−1 in Theorem 3.3 illustrates the interplay
between the distribution of the eigenvalues to the linear Sturm–Liouville problem (5)–(6), the range of the derivative of
the nonlinearity ψ , and the allowable size of ‖|η′(x)|‖. If ψ ′(s) lies close to consecutive eigenvalues of the linear prob-
lem or in between eigenvalues of large magnitude (causing A0Γ0 to approach 1), we must choose ζ0 smaller to ensure
A0Γ0 + B0ζ0 < 1, forcing a tighter bound for η′(x). On the other hand, if the length of the interval [c,d] is decreased (thus
being more restrictive with ψ ′) and [c,d] is placed between eigenvalues of smaller magnitude, we have more freedom to
choose a larger value for ζ0. Of course, if supψ ′(s) < λ1, the only further requirement is for ψ ′ to be bounded.
We conclude by stating a corollary to Theorem 3.3 which analyzes the case in which the nonlinear boundary operators
η1 and η2 are identically zero.
Corollary 3.6. Suppose condition (H.1) holds. If A0Γ0 < 1, then the nonhomogeneous boundary value problem(
p(t)x′(t)
)′ + q(t)x(t) + ψ(x(t))= h(t)
subject to{
αx(0) + βx′(0) = v1,
γ x(1) + δx′(1) = v2
has a unique solution for each square-integrable h on [0,1] and each
[
v1
v
]
∈ R2 .2
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1− A0Γ0
)
(A0 + B0) = A0 + B0
1− A0Γ0 = K
′,
a bound independent of x. Hence, Theorem 3.1 implies that L − Ψ is again a homeomorphism of D(L) onto L2 × R2, and
the result follows. 
4. The Lx− Ψ (x) = G(x) case
Our next goal is to establish the solvability of the boundary value problem (1)–(2), which we recall may be rewritten as
Lx− Ψ (x) = G(x),
where G : D(L) → L2 ×R2 is continuous.
Continuing with the assumptions made in Theorem 3.3, we now observe the operator (L − Ψ )−1 is Lipschitz.
Remark 4.1. The map (L − Ψ )−1 : L2 ×R2 → D(L) is Lipschitz continuous with Lipschitz constant K = A0+B01−A0Γ0−B0ζ0 . In the
proof of Theorem 3.3, we saw that for each x ∈ D(L), (L − Ψ ′(x))−1 exists and ‖|(L − Ψ ′(x))−1|‖ K . If [ y
v
] ∈ L2 × R2 is
such that (L − Ψ )(x) = [ y
v
]
, then (L − Ψ ′(x))−1 = [(L − Ψ )−1]′ [ y
v
]
. It is now a consequence of the Mean Value Theorem
for Fréchet derivatives that (L − Ψ )−1 is Lipschitz continuous with constant K .
We would like to mention that the essential elements of the above observation are due to Brown [6].
Using this Lipschitz property, we are now able to establish suﬃcient conditions for the existence of at least one solution
to the boundary value problem (1)–(2), or equivalently
Lx− Ψ (x) = G(x),
where G(x) =
[
G(x)
φ(x)
]
.
We note that Brown and Lin [7] obtain an existence result for a boundary value problem similar to Eq. (1) but subject
to linear homogeneous boundary conditions. The following result holds for more general nonlocal boundary conditions due
to the presence of the nonlinear boundary operator φ.
Theorem 4.2. Suppose the hypotheses of Theorem 3.3 are satisﬁed, and G : D(L) → L2 ×R2 is continuous. If there exists a constant
M > 0 such that G satisﬁes ‖G(x)‖ K−1(M −‖|(L −Ψ )−1(0)|‖gr) for all ‖|x|‖gr  M, then there exists at least one solution of the
boundary value problem (1)–(2).
Proof. Since L − Ψ is invertible, (1)–(2) may be rewritten
x = (L − Ψ )−1G(x).
Denote H = (L − Ψ )−1G , and let
BM =
{
x ∈ D(L): ∥∥|x|∥∥gr  M}.
It follows that∥∥∣∣H(x)∣∣∥∥gr = ∥∥∣∣(L − Ψ )−1G(x)∣∣∥∥gr
 K
∥∥G(x)∥∥+ ∥∥∣∣(L − Ψ )−1(0)∣∣∥∥gr
 K
(
K−1
(
M − ∥∥∣∣(L − Ψ )−1(0)∣∣∥∥gr))+ ∥∥∣∣(L − Ψ )−1(0)∣∣∥∥gr = M
for all ‖|x|‖gr  M , hence H(BM) ⊆ BM . Recall our earlier estimates for the graph norm in the proof of Lemma 3.2, namely
‖|u|‖gr  C1‖|u|‖m and ‖|u|‖m  C2‖|u|‖gr . We may make a similar estimate for the Sobolev norm ‖|u|‖S = ‖u‖L2 +‖u′‖L2 +
‖u′′‖L2 :∥∥|u|∥∥S = ‖u‖L2 + ∥∥u′∥∥L2 + ∥∥u′′∥∥L2
 ‖u‖∞ +
∥∥u′∥∥∞ + ∥∥u′′∥∥L2
= ∥∥|u|∥∥ .m
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We conclude that the graph norm ‖|u|‖gr is equivalent to the Sobolev norm ‖|u|‖S , and a Sobolev embedding theorem
then implies that D(L) has a compact embedding into C1[0,1] (see Brown and Lin [7]). Hence G is compact and continuous.
H is then a completely continuous function, and thus there exists at least one ﬁxed point of H in BM by the Schauder Fixed
Point Theorem. This ﬁxed point corresponds to a solution of the boundary value problem (1)–(2). 
Remark 4.3. The Lipschitz constant K for (L−Ψ )−1 appears in the bound for ‖G(x)‖ on the ball BM above, again illustrating
how the distribution of eigenvalues of the linear problem (5)–(6) affects the allowable size of the nonlinearity G . For
example, if the eigenvalues of (5)–(6) are far apart relative to the size of the interval [c,d], the value of K can be made
smaller, permitting the size of ‖G(x)‖ to be larger.
We again provide a corollary concerning the case when the nonlinear boundary operators η1 and η2 vanish.
Corollary 4.4. Suppose ψ satisﬁes condition (H.1) and A0Γ0 < 1. If there exists a constant M > 0 such that ‖G(x)‖  K−1(M −
‖|(L − Ψ )−1(0)|‖gr) for all ‖|x|‖gr  M, then the boundary value problem(
p(t)x′(t)
)′ + q(t)x(t) + ψ(x(t))= G(x(t))
subject to{
αx(0) + βx′(0) = φ1(x),
γ x(1) + δx′(1) = φ2(x)
has at least one solution.
If we consider the special case where G obeys a sub-linear growth condition, we immediately obtain the following
corollary.
Corollary 4.5. Suppose the hypotheses of Theorem 3.3 are satisﬁed, and there exists an 0  < 1 such that ‖G(x)‖ b1 + b2‖|x|‖gr .
Then the boundary value problem (1)–(2) has at least one solution.
As another corollary, let us consider the case where G is a Nemytskii-type operator, i.e. there exists a g : [0,1] ×R → R
such that G(x)(t) = g(t, x(t)). Let M = K−1(M − ‖|(L − Ψ )−1(0)|‖gr).
Corollary 4.6. Suppose the hypotheses of Theorem 3.3 are satisﬁed. If g(t, ·) is continuous for each t ∈ [0,1] and there exists an M > 0
such that |φ(x)| M for all ‖|x|‖gr  M and |g(t, s)| M for all |s| MC2 and t ∈ [0,1], then the mapping G : D(L) → L2 × R2
given by G(x) =
[
g(·,x(·))
φ(x)
]
satisﬁes the hypotheses of Theorem 4.2.
Proof. Consider any x ∈ D(L) such that ‖|x|‖gr  M , with M deﬁned as above. Then |x(t)|  ‖x‖∞  C2‖|x|‖gr  MC2 for
each t ∈ [0,1], and |g(t, x(t))| M for each t ∈ [0,1]. Hence
∥∥G(x)∥∥= max
{( 1∫
0
∣∣g(t, x(t))∣∣2 dt
)1/2
,
∣∣φ(x)∣∣
}
max
{( 1∫
0
(M)2 dt
)1/2
,M
}
= M. 
Remark 4.7. We conclude by stating another important special case of Theorem 4.2 when G is an integral operator, i.e.
there exists a g : [0,1] × R → R such that G(x)(t) = ∫ t0 g(k, x(k))dk. Suppose g(t, ·) is continuous for each t ∈ [0,1] and
there exists an M > 0 such that |φ(x)|  M for all ‖|x|‖gr  M and |g(t, s)|  M for all |s|  MC2 and for each t ∈ [0,1].
Let G(x) =
[ ∫ ·
0 g(k,x(k))dk
φ(x)
]
be a mapping from D(L) → L2 ×R2. Then an immediate calculation of ‖G(x)‖ as in Corollary 4.6
implies that G again satisﬁes the hypotheses of Theorem 4.2.
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