Although the least median of squares (LMedS) method and the least trimmed squares (LTS) method are said to have a high breakdown point (50%), they can break down at unexpectedly lower percentages of outliers when those outliers are clustered. In this paper, we investigate the breakdown of LMedS and the LTS when a large percentage of clustered outliers exist in the data. We introduce the concept of symmetry distance (SD) and propose an improved method, called the least trimmed symmehy distance (LTSD). The experimental results show the LTSD gives better results than the LMedS method and the LTS method particularly when there is a large percentage of clustered outliers andlor a large standard variance in the inlier papulation.
Introduction
To fit a model to noisy data (with large numbers of outliers) is a common task within the computer vision.
Since it is unavoidable that data will be contaminated we require that all algorithms be robust for accurate estimation [2] . Robust regression methods can tolerate gross errors (outliers) [ 
1][5].
The most common form of regression analysis is the least squares (LS) method, which can achieve optimum results when data are compted by Gaussian distributed noise. However, this method is extremely sensitive to outliers (gross errors) and will break down when outliers exist in the data. Robust estimators with high breakdown paint have been developed during the past three decades [1] [71[81[161. The least median of squares (LMedS) estimator and the least trimmed squares (LTS) estimator are the two most popular methods. The LMedS method and the LTS method are based the idea that the correct fit will correspond to the one with the least median of residuals (for LMedS) or the least sum of Iximmed squared residuals (for LTS). This is true if the data are not contaminated or are contaminated by outliers which are not highly clustered. When large numbers of clustered outliers exist in the data, both LMedS and LTS may not tit the data correctly. The reason is tbat both LMedS and LTS only consider the residuals of the data points while they neglect other important characteristics of the model. Due to the affects of clustered outliers, the correct fit does not necessarily correspond to the tit with the least median of squared residual (for LMedS) or the least trimmed squared residuals (for LTS).
Symmetry is very common and important in OUT world [l3 -32] . When we will fit circles, ellipses, or any symmetric object; one of the most basic features is symmetry. W e introduce symmetry into robust model fitting, producing a method that works better than LMedS and LTS under a large number of clustered outliers.
Robust estimators
The classical linear model can be described :& the followed form:
y, = xj18, + ... + x,,,SP +ej (i = I ,_.., n) (2.1) the error term ei is usually assumed 'to be normally distributed with mean zero and standard deviation a.
The ordinary least squares method [3] If a p-subset consits of p goad observations without contamination by outliers, the p-subset is Wean". One performs, m times, random selections of p-tuples so that the probability P that at least one of the m p-tuples is "clean" is almost 1. Let E be the fraction of outliers contained in the whole set of points. The probability P o m he expressed as follows:
P=l-( I-(I -&)P)1 (2.6)
Io order to fmd the hest solution corresponding to the ptuple which yields the approximately minimized value, P is required to he near 1. Accordingly, one can determine m for given values of E. D and P hv -.
.
If there are 50 percent of data contaminated by outliers, i.e. E = 0.5, and we require P = 0.99, then, for circle fitting (p=3), we get ~3 5 ; for ellipses fitting (p=5), we get m=145.
2. 4 The least trimmed squares method The least trimmed squares (LTS) method has better statistical efficiency and local stability than the LMedS [S] [l]. The LTS estimator is given by:
where ( r z ) l , n 5 ... 5 ( T * ) " : " are the ordered squared residuals, h is the trimming constant -which can he set to a value in the range from d 2 to n . Thus there will he h data points, out of 0, used to estimate the parameters. LTS also employs the random sampling technique.
Generally speaking, there are two possible ways to yield the h-subsets: 1. Directly yield a random h-subset Eom the data 2 Firstly generate a random p-subset. If the rank of this p-subset is less than p, randomly add d a h points until the rank is equal to p. Next, use this subset to compute parameters 6 , ( j=l, ...p) and residuals li ( i=l, ... 
., n ( h ) ) .
Usually, a h-subset generated by method (I) more Likely includes outliers than if it is generated by method (2).
Breakdown of LMedS And LTS

Consider the contaminated distribution [18][2]:
where FO is an inlier distribution, and H is an outlier distribution. when the standard variance of Fo is small (<<I) and that of H is large or H is uniform distributed, the estimated parameters with the least median of the squared residuals (for LMedS) or the least sum of trimmed squared residuals (for LTS) will correspond to the correct fit. However, when the standard variance of Fo is big, and H is clustered distributed with high density, the case above is not always hue again. Let us see an example:
points n.
F=( 1 -&)Fo+&H
(2.9) In figure I , a total I00 data were generated. The inliers Fo had 55 data points with radius 10.0 and a center at (0.0,O.O). Fo has one unit variance. 45 clustered outliers were added possessing a spherical bivariate normal distribution with one unit standard variance and a mean of (22, 7) . As shown in figure I 
Su et al.
[27] proposed a non-meiiic distance measure based on the concept of 'point .wmmelry''. Given n points xi, i = I , ... N 'and a reference vector C (e.g. the centroid of the data), the point symmetry distance between a mint xi and C is defmed DS follows:
, .. -From (3.1) we can see that the point symmehy distance is non-negative defmitionr When xi=(2C-y) exists, d,(xj,C)=O. However, according (XI), one point could be used repeatedly as the "balancing point" with respect to the center. This does not seem to properly capture the notion of symmetry. In order to avoid one point being used as a "symmetric point" more than one time by other points, we refine the point symmetry distance between a point xj and C as follows:
w h e r e x i s a set of points that have been used as "symmetric point". We propose a non-memc Symmetry Distance (SD):
When the SD of a pattern is equal to 0.0, the panem is perfectly symmetric; when the SD of a pattem is very big, the pattern has linle symmetry.
The proposed method
In this paper, we present a novel robust method, we call LTSD, employing symmetry distance. We consider symmetry distance as its criteria. The steps of the LTSD method is described as follows:
Step 1. Initialise h with [(n+p+l)/Z] S h 5 n and the repetition count rt.
Step 2. Randomly choose p-subset, and extend to a hsubset H , by the method (2) in subsection 2.4
Step 3 . Compute 6,. by the LS method based on H,.
Compute symmetry distance SD, based on 0, and H, using (3.2) in section 3 and using the centre of the fit (circle or ellipse) as the reference vector C. Decrement rt and if rt is smaller than 0, go to step 4, othenvise, go to step 2. We calculate the parameters 6' based on a h- subset instead of a p-subset in order to improve the statistical efficiency.
Step 4. Output 0 with the lowest SD.
S. Experimental results
In this section, we will show several examples using the proposed method to fit a model with symmetrical structures. Circle fitting and ellipses fitting have been vely popular topics in the computer vision field. One of the obvious characteristics of circles and ellipses is that they are symmetric. We fust present an example of circle fitting, to provide insights into the proposed method. We then present a relatively more complicated example of ellipses fitting. The results are compared with those of the LMedS method and the LTS method.
Circle fitting.
As shown in figure I , 45 percent of clustered outliers were added to the original data. Because the LMedS and the LTS only paid attention to the residuals of the data points, their results were affected by the standard variance of the inliers and density of the clustered outliers. Therefore, they failed to fit the circle under a high percentage of clustered outliers. However, the proposed method pays attention not only to the residuals of the data, but also the symmetry of the objecG this 
Conclusion
In this paper, we demonstrated that both the least median of squares method and the least trimmed squares methods to fail to fit a model under clustered outliers. We proposed a new method that incorporates symmeuy distance into model fitting. This method can achieve better performance than the least median of .squares method and the least trimmed squares method especially when large percentages of clustered outliers exist ip the data and the standard variance of inliers is large. The price paid for the improvement in fitting models is an increase of the computational complexity. Unfortunately, our method was especially designed far a symmetric model. For those models that do not have symmetric characteristics, or if symmetry in the data is lost through occlusioq the LTSD method is not a good choice. However, the LTSD approach does provide a feasible way to greatly improve the achievements of conventional estimators such as the LMedS and the LTS methods, especially, when data (with symmetry) contain inliers with large variance and are contaminated by large percentage of clustered outliers.
