In the first part of the paper we develop first the sensitivity analysis for the nonlinear McKean-Vlasov diffusions stressing precise estimates of growth of the solutions and their derivatives with respect to the initial data, under rather general assumptions on the coefficients. The exact estimates become particularly important when treating the extension of these equations having random coefficient, since the noise is usually assumed to be unbounded. The second part contains our main results dealing with the sensitivity of stochastic McKean-Vlasov diffusions. By using the method of stochastic characteristics, we transfer these equations to the non-stochastic equations with random coefficients thus making it possible to use the estimates obtained in the first part. The motivation for studying sensitivity of McKean-Vlasov SDEs arises naturally from the analysis of the mean-field games with common noise.
Introduction
Nonlinear diffusion equations represent the general class of equations of diffusion type with coefficients depending on the unknown function. In other words, they are evolutionary equations of the second order, which are linear with respect to the derivatives:
or more explicitly
with given functions A(u, x), b(u, x), V (u, x).
Very often these nonlinear equations arise in their weak form, as equations of type
where L(µ)f (x) = 1 2 (A(µ, x)∇, ∇)f (x) + (b(µ, x), ∇)f (x) + V (µ, x)f (x).
The strong form of equation (3) written for measures µ having densities φ is
where we denote the functions of measures and of their densities by the same letters, with some abuse of notations. More explicitly, equation (5) rewrites as
which can be of course again rewritten in general form (2) (but with some other functions A, b and V ). Nonlinear diffusion equations are often referred to as the McKean-Vlasov diffusions, especially when the coefficients A, b, V depends on the unknown function u via the moments of the type g(x 1 , · · · , x k )u(x 1 ) · · · u(x k )dx 1 · · · dx k .
In case of the matrix A(u, x) not depending on u, equation (1) belongs to the class of equations of the type ∂u ∂t = Au(x) + (b(u, x), ∇u(x)) + V (u, x)u,
where A is a usual second order operator, which we shall treat here. More precisely, we shall work with the corresponding weak equation (3) and the corresponding strong form ∂φ ∂t = 1 2 (∇, ∇(A(x)φ(x))) − (∇, (b(φ, x)φ(x))) + V (φ, x)φ(x).
The stochastic McKean-Vlasov equations have the form
which is written here in the weak form meaning that it should hold for all f ∈ C 2 (R d ). Here 
The motivation for studying sensitivity of McKean-Vlasov SDEs (9) and the notations σ com , σ ind arise naturally from the analysis of the mean-field games with common noise in which positions of N agents are governed by the system of SDEs
where all X i t belong to R d , B 1 t , · · · , B N t are independent d ′ -dimensional standard Brownian motions, W t is a one-dimensional standard Brownian motion. W t referred to as the common noise, and all B j t , referred to as the idiosyncratic or individual noises. The subscripts 'com' and 'ind' referred to the objects related to the common or to the individual noises. The parameters u i t ∈ U ⊂ R m are controls available to the players, trying to minimize their payoffs.
Let us mention directly that in our approach it is more convenient to work with the Stratonovich differentials. Namely, by the usual rule Y • dX = Y dX + 1 2 dY dX, equation (9) rewrites in the Stratonovich form as
where
where we denote (
. It is known (see e.g. [1] ) that, for fixed common functions u Notice that there is quite an extensive literature on properties of McKean-Vlasov SPDEs (see e.g. [1] [2] [3] [4] [5] [6] and references therein). The well-posedness of the McKean-Vlasov SPDE was shown in [1] in the class of L 2 -functions, and for measures in [2] , though under an additional monotonicity assumption.
Our paper is organized as follows. In the first part of the paper we develop first the sensitivity analysis for the nonlinear McKean-Vlasov diffusions stressing precise estimates of growth of the solutions and their derivatives with respect to the initial data, under rather general assumptions on the coefficients. The exact estimates become particularly important when treating the extension of these equations having random coefficient, since the noise is usually assumed to be unbounded.
The second part contains our main results dealing with the sensitivity of stochastic McKean-Vlasov diffusions. Our basic approach will be the method of stochastic characteristics, see [7] , [8] , though in its simplest form, available for either one-dimensional noise or a multidimensional white noise with constant correlations. This method allows one to turn stochastic McKean-Vlasov equation into a non-stochastic equation of the second order, but with random coefficients, and thus to use the estimates obtained in the first part.
We shall be a bit sketchy in the development of the first part, as the results here are already essentially known, and only stress the way the explicit bounds are obtained.
The following basic notations will be used:
is a Banach space of n times continuously differentiable and bounded functions f on R d such that each derivative up to and including order n is bounded, equipped with norm f C n which is the supremum of the sums of all the derivatives up to and including order n.
is a Banach space of bounded continuous functions f : R d → R with lim x→∞ f (x) = 0, equipped with sup-norm.
with f and all its derivatives up to and including order n belonging to Let
) denote the parts of these sets containing measures of the norm less than λ (resp. not exceeding λ or equal λ).
Let C k×k (R 2d ) denote the subspace of C(R 2d ) consisting of functions f such that the partial derivatives ∂ α+β f /∂x α ∂y β with multi-index α, β, |α| ≤ k, |β| ≤ k, are well defined and belong to C(R 2d ). Supremum of the norms of these derivatives provide the natural norm for this space.
For a function
) denote the space of functionals such that the kth order variational derivatives are well defined and represent continuous functions of all variables with measures considered in their weak topology Let
such that all derivatives up to order k have continuous bounded derivatives up to order l as functions of their spatial variables.
let C 2,k×k (M ≤λ (R d )) be the space of functionals such that their second order variational derivatives are continuous as functions of all variables and belong to C k×k (R 2d ) as functions of the spatial variable; the norm of this space is
.
(f, µ) = f (x)µ(dx) denotes the usual pairing of functions and measures on R d . E denotes the expectation. . The norm on these spaces is defined as follows:
Weakening the condition of Lipschitz continuity it is handy to define the space C
) of the mappings with locally uniformly continuous derivatives (resp. uniformly continuous), which is the closed subspace C 1 (M, B 2 ) of functions F such that the mapping Y → DF (Y ) is uniformly continuous on bounded subsets of M (resp. on the whole M).
uniformly for Y and Y + ξ from any bounded set (resp. for any Y, Y + ξ from M).
2 Sensitivity for McKean-Vlasov Equations
) be measurable bounded real functions with V non-positive, satisfying (15), (16)
and
(16) Let A(x) be a matrix-valued function with elements belonging to C 2 (R d ), which is uniformly elliptic, so that
with some positive constants m, M. Then for any T > 0 and any Y having a nonnegative density φ (resp. without density), the mild equation
has the unique bounded nonnegative solution
and for any two solutions φ 
holds, where
with a constantC depending on m, M, T . Finally, solutions φ t to the mild equation (18) also solve the corresponding weak equation
Proof. The solution φ t is the fixed point of the mapping Φ Y , that is,
As is known from the theory of ordinary diffusions (see e.g. [9, 10] ), there exist constants σ and C depending only on m, M, T such that the Green function G t (x, y) of the operator φ(x) → 1 2 (∇, ∇(A(x)φ(x))) (recall for clarity that it is just the transpose kernel to the Green function G t (y, x) for the dual operator (A(x)∇, ∇)) is differentiable in x and y and satisfies the estimate
Therefore, we can estimate the action of Φ n as
Iterating and using the definition of the Mittag-Leffler function yields
implying the uniform boundedness of all iterations. Moreover,
so that the existence and uniqueness of the fixed point follows from the basic fixed point principle in Banach spaces. The fixed point principle can be applied to find the unique solution in the Banach space of measures M(R d ). However, the curve Φ Y (µ . )(t) is only weakly continuous in t at t = 0, because so is the first term in (21). It follows from (21) that Φ Y (µ . )(t) has a density for all t > 0.
If φ t solves (21), then it solves the equation
for any f ∈ C(R d ), where T t is the semigroup generated by the operator
, then we can differentiate this equation yielding (20) as required. We can now obtain our first result on sensitivity. 
represents the unique solution of the equation
It satisfies the Dirac initial condition ξ 0 = δ x and has the bound
with a constant C depending on m, M, T . Finally ξ t also solves the weak equation obtained by the formal differentiation of (20):
Proof. The norm of the expression under the integral in (29) is bounded by
Furthermore, the norm of the difference of the expressions under the integral in (29) for two different functions φ 1 and φ 2 is bounded by
Consequently the convergence of the iterations arising from equation (29) again follows from the fixed point principle. Once the existence of bounded solution to (29) is obtained, one shows that it represents the derivative of φ t with respect to initial data in the usual way, as is done for the equation with the Lipschitz continuous right hand side (see e.g. [11, 12] ).
The weak and mild representations (31) and (29) of the derivatives with respect to the initial conditions can be used to derive different kinds of regularity for these derivatives. In order to illustrate this claim, let us observe that the weak equation (31) shows that the evolution ξ → ξ t of the directional derivatives of the solutions φ t is dual to the evolution in C(R d ) generated by the equatioṅ
Theorem 3. Under the assumptions of Theorem 2 let additionally
uniformly for all y and µ ∈ M + ≤λ (R d ) with any λ, so that
Then the equation (32) is well-posed in C 2 ∞ (R d ) and it generates a backward propagator Φ t,s acting strongly continuously in the space
with a constant C(m, M) depending only on m, M. Consequently, by duality, the weak equation (31) generates a (forward) propagator
In particular, the variational derivative ξ t (x; .) are twice differentiable in x, so that
Proof. It is a consequence of the perturbation theory applied to equation (32). Let us look at the second variational derivatives of the solutions of the McKean-Vlasov equations with respect to the initial data:
Differentiating equation (31) we obtain for η the weak equation
with (f, q t ) being given by
which should be satisfied with the vanishing initial condition. This is the same equation as (31), but with the additional non-homogeneous term (f, q t ). Thus its solution can be expressed in terms of the propagators (Φ t,s ) * from Theorem 3:
Therefore, in spite of the formidably looking expression (37), analysis of η is more or less straightforward. The structure of (37) conveys an important message that for this analysis one needs the exotic spaces C 2,k×k (M + ≤λ (R d )) introduced in the introduction. From Theorem 3 and formula (38) we can now derive the following consequence on the second order sensitivity for the McKean-Vlasov diffusion. 
Then η t (x, z; .) is well-defined for any t as an element of (C 1 (R d )) * and it has the following bound:
(40)
(ii) Assuming additionally that
it follows that the derivatives of η t (x, z; .) with respect to x and z of order at most one are well-defined as elements of (C 2 (R d )) * and
for α, β = 0, 1.
Proof. (i)
We have for q t in (38) the estimate
where (30) was used. Hence (40) follows by the first estimate in (34).
(ii) The same as (i), but using the second estimate in (34).
Sensitivity for Stochastic McKean-Vlasov Equations
In this section we shall study the sensitivity of the following second order stochastic McKean-Vlasov equations
f ∈ C 2 (R d ), W t is a standard 1-dimensional Brownian motion, functions σ com (x) and σ ind (x) are, respectively, d×1 vector-valued and d×d ′ matrix-valued continuous functions
As we mentioned already it is more convenient to work with equation (44) rewritten in the Stratonovich form as
The strong form of equation (46) written for measures µ t having densities v t is
where we denote the functions of measures and of their densities by the same letters, with some abuse of notations. Here L
(48) Let us introduce the following conditions: (C1) (σ ind σ T ind ) is uniformly elliptic matrix, that is
, and b is Lipshitz continuous as a function of x, uniformly in other variables; (C4) The first and second order variational derivatives of b(t, x, µ) with respect to µ are well defined, bounded and
By using the method of stochastic characteristics, we are going to transfer equations (46) and (47) to the non-stochastic equations with random coefficients thus making it possible to use the estimates obtained in the first part of this work.
Let us denote Ωf = σ com (x)∇f . The operator
) is the dual operator to Ω. Let us denote
We can rewrite equation (47) as
is the unique solution to the equation
with the initial condition v(0, x) = v 0 (x). Explicitly,
where Z(t, x) is the unique solution to the problem
and , x) ) ds}.
In particular, G has the properties:
Thus from the standard formulas for the derivatives of ODEs with respect to initial data we get the following. Proposition 1. Under condition (C2) the function Z(t, ·) is a flow of C 3 -diffeomorphisms on R d such that all derivatives of Z(t, x) of order up to and including 3 with respect to both its variables are uniformly bounded by C exp{Ct} with some constant C.
Making in (49) the change of function v to g = exp{−Ω ′ W t }v leads to the equatioṅ
or in the weak form
We have
To calculateL it is convenient to first calculate the general effect of 'dressing' leading to the following result.
Lemma 1. Let
Λp
Applying this lemma yields
Let us denoteL ′ t,exp{Ω ′ Wt}gt the dual operator of the operatorL t,exp{Ω ′ Wt}gt . Then we can rewrite equation (52) aṡ
The ellipticity is the crucial property of a diffusion operator. By Proposition 1,
for all x. Uniform boundedness is valid only in some particular cases. Proof. Under (i) the systemŻ = σ com (Z) decomposes into one-dimensional equations, where the required boundedness is easy to show. Under (ii) Z(t + nT per , x) = Z(t, x) and hence the bounds for the derivatives for arbitrary times are reduced to the bounds for T < T per , where they follow from Proposition 1.
Equation (57) is a particular case of equation (8), so that the theory of the previous section applies. 
if Y has a density g 0 ), and g t ≤ Y . This implies the almost sure well-posedness for equation (47) with the same bound v t ≤ Y . Solutions g t to the mild equation (59) also solve the corresponding weak equation
(ii) If additionally assumptions of Lemma 2 hold, then for any two solutions g 1 t and g 2 t of (59) and the corresponding solutions of (47) with the initial conditions
andκ depends on the bounds of the derivatives in conditions (C1)-C4).
Proof. The results for g t are the consequences of Theorem 1. For v t they follow from the formula v t = exp{Ω ′ W t }g t . For application of this results it is impostant to observe the following consequence of formula (61):
with some constant C. Again directly applying Theorem 2 yields the following sensitivity result for the stochastic McKean-Vlasov equation (57). Similarly by Theorem 4 we can now derive the following result on the second order sensitivity for the McKean-Vlasov equation (57).
Denote by
the second variational derivatives of the solutions of the McKean-Vlasov SDEs with respect to the initial data.
Theorem 7. Under Conditions (C1)-(C4), η t (x, z; .) is well-defined for any t as an element of (C 1 (R d )) * and
(64) with λ = Y M(R d ) . Moreover, the derivatives of η t (x, z; .) with respect to x and z of order at most one are well-defined as elements of (C 2 (R d )) * and
for α, β = 0, 1. The same estimates hold forη t .
Multidimensional Common Noise
In this pharagraph we shall study the well-posedness of the stochastic McKean-Vlasov equations with multidimensional common noise. Namely, the following McKean-Vlasov
As a crucial simplifying assumption as compared with previous study we assume that σ com is a constant d × d
′′

matrix.
We can rewrite the equation (66) in the Stratonovich form as
where L The strong form of equation (68) written for measures µ t having densities v t is
where L com t k ).
Moreover, the operators
solve the initial value problem for the first order SPDE
The operator Ω ′ v(x) = −Ωv(x) = (−σ com , ∇)v(x), defines the flow that differs from T (t 1 , · · · , t d ′′ ) by the inversion of time.
We can rewrite the equation (69) as
Making in (73) the change of function v to g = T (W t )v = v(x + σ com W t ) leads to the equationġ
Then we can prove by a direct computation thatL t,gt(x−σcomWt) in (75) is a second order differential operator represented bỹ 
Equation (77) is a particular case of the equation (57), so that the sensitivity results given for the case of 1−dimensional W t have direct extensions to the present case of multidimensional W t with some simplifications.
