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Abstract—The nonlinear Fourier transform (NFT)
decomposes waveforms propagating through optical
fiber into nonlinear degrees of freedom, which are
preserved during transmission. By encoding informa-
tion on the nonlinear spectrum, a transmission scheme
inherently compatible with the nonlinear fiber is ob-
tained. Despite potential advantages, the periodic NFT
(PNFT) has been studied less compared to its counter-
part based on vanishing boundary conditions, due to
the mathematical complexity of the inverse transform.
In this paper we extract the theory of the algebro-
geometric integration method underlying the inverse
PNFT from the literature, and tailor it to the com-
munication problem. We provide a fully automatized
algorithm to compute the inverse PNFT. As an appli-
cation, we employ the algorithm to design a novel mod-
ulation scheme called nonlinear frequency amplitude
modulation, where four different nonlinear frequencies
are modulated independently. Finally we provide two
further modulation schemes that may be considered in
future research. The obtained algorithm is applied in
Part II of this paper in the design of a PNFT-based
communication experiment.
I. Introduction
NONLINEAR Fourier transform (NFT) based com-munication is considered a promising route to
address performance degradation of data transmission
caused by nonlinear interference in optical fiber. Even
though the evolution of the envelope of the optical carrier
in the time-domain in general is complex, the evolution of
the nonlinear spectrum of the NFT is simpler. This allows
straightforward recovery of modulated nonlinear degrees of
freedom at the receiver. The NFT exists for both vanishing
and periodic boundary conditions.
The application of the conventional NFT with vanish-
ing boundary conditions to the optical communication
problem has, since its initial proposal [1], seen progress
on several fronts. This includes the development of tech-
niques to control the time-duration of a signal, such as
b-modulation [2] and dispersion pre-compensation [3], as
well as the generalization to polarization division multi-
plexing [4]–[6]. These ideas have also been demonstrated
in numerous experiments [2], [7]–[12], culminating in the
current record experimental data rate of 220 Gb/s [13].
Nevertheless, the PNFT can be considered the more
natural generalization of the discrete Fourier transform
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– which also assumes periodic boundary conditions – to
nonlinear channels, and has several potential advantages
over the conventional NFT. Firstly, PNFT symbols are
transmitted with a cyclic prefix instead of a guard interval.
This reduces the peak to average power ratio of the
resulting waveforms significantly. Secondly, the processing
window of the PNFT at the transmitter does not grow
with increased transmission distance, since all information
is encoded in one period. Finally, a more precise control
over the time duration of a signal is obtained, because one
can control the period of the signals.
Stable fast algorithms are available for the forward
PNFT [14], [15] and a number of data transmission
schemes based on modulating a small number of degrees
of freedom have been proposed, such as transmission
of perturbed plane-waves [15] or soliton-like pulses [16].
Moreover, transmission of specific nonlinear spectra whose
computation is simplified through algebro-geometric re-
duction has been proposed [17]. The first experimental
demonstration of PNFT-based data transmission was pre-
sented only recently [18].
The algebro-geometric approach [19]–[21] to the inverse
PNFT provides a means to construct exact solutions to
the nonlinear Schrödinger equation which are given by
an analytical expression. This can be exploited to adjust
several properties of the solution, such as its temporal
and spatial period. An alternative method for obtaining
solutions is based on solving a Riemann-Hilbert problem
associated to the PNFT [16]. Compared to the algorithm
presented in this paper, it reduces the computational
burden, although it does not yield an analytical expression
for the solution.
The transmission schemes for the PNFT are less de-
veloped than for the conventional counterpart. This is
in large part due to the mathematical complexity of
the inverse transform. To remove this hurdle for further
development of PNFT-based transmission schemes, we
extract the theory from the specialized mathematical
physics literature and formulate it in a notation suitable
for the communication problem. We provide a detailed
and self-contained derivation in the appendix. As the core
of the paper, we develop a fully automatized algorithm
to compute the exact solutions based on the algebro-
geometric integration method. Finally we discuss three
different modulation schemes based on the approach. In
Part II of this paper, [22] the obtained algorithm for the
inverse PNFT is utilized to design a constellation for the
experimental demonstration of PNFT-based transmission.
The paper is organized as follows: In Section II we
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2introduce the mathematical structure behind the PNFT
and the definition of the forward transform. We then
provide a description of the essential equations to compute
the inverse PNFT in Section III. An algorithm for the
automatic computation of the inverse PNFT is provided
in Section IV. Three different applications of the algorithm
are provided in Section V before we conclude the paper in
Section VI.
Notation
In this paper we use boldface A to denote g×g-matrices
while Ai,j denotes the element of A in row i and column j.
We use underlining, V , to denote a g-dimensional vector,
while Vj is the j-th component of that vector. Differentials
are always recognizable by the Leibniz-notation, dψ. The
complex conjugate of a complex number z is denoted z¯,
while its real and imaginary part are denoted by <(z) and
=(z), respectively.
II. Periodic NFT
The PNFT is applicable to optical fiber, because the
evolution of light in optical fiber can be modeled with
the integrable, focusing nonlinear Schrödinger equation
(NLSE) [23]. It is given in dimensionless form by
i
∂q(t, z)
∂z
+ ∂
2q(t, z)
∂t2
+ 2|q(t, z)|2q(t, z) = 0. (1)
Contrary to most of literature, where the function of
space and time is reversed, the notation we apply here is
suitable to the optical channel. The NLSE is an integrable
nonlinear differential equation. Integrability hinges on the
fact that the NLSE arises as the compatibility condition
∂2Φ(t, z, λ)/(∂t∂z) = ∂2Φ(t, z, λ)/(∂z∂t) between two lin-
ear partial differential equations:
∂Φ
∂t
=
[
−iλσ3 +
(
0 q(t, z)
−q¯(t, z) 0
)]
Φ =:U(t, z, λ)Φ,
∂Φ
∂z
=
[
−2λU +
(
−iq(t, z)q¯(t, z) −∂q(t,z)∂t
−∂q¯(t,z)∂t iq(t, z)q¯(t, z),
)]
Φ,
σ3 =
(
1 0
0 −1
)
,Φ(0, 0, λ) =
(
1 0
0 1
)
. (2)
These equations can be understood as a scattering prob-
lem in which q(t, z) takes on the role of a potential.
In the context of the algebro-geometric approach, the
literature often formulates the PNFT for the so-called
coupled nonlinear Schrödinger equation [19], [24] (not to
be confused with the Manakov equation), of which the
focusing NLSE is a special case.
For a periodic signal with period T , q(t, z) = q(t+T, z),
the columns of Φ become Bloch-functions, and the main
spectrum is given by those values λj such that the Bloch-
functions become (anti-)periodic. A different way to state
this is that the main spectrum of the PNFT is given by
those λj for which the monodromy matrix M ,
M(t, z, λ) := Φ(t+ T, z, λ)Φ−1(t, z, λ), (3)
has eigenvalues ±1. The monodromy matrix M relates a
solution of Eq. (2) at time t to a solution after precisely
one period at time t+ T .
The main spectrum always consists of complex con-
jugate pairs, so can therefore also be described by the
g + 1 points in the spectrum with positive imaginary
part. When =(λj) = 0, the eigenvalue is a double point,
which does not contribute to the dynamics of q(t, z) [14].
The dynamics of the wave are captured by the time- and
space-dependent auxiliary spectrum. It is determined by
the positions µj(t, z) where the off-diagonal element M1,2
of the monodromy-matrix vanishes: M1,2(t, z, µj(t, z)) =
M2,1(t, z, µ¯j(t, z)) = 0.
This definition is due to Kotlyarov and Its [20]. The
definition of the auxiliary variables is not unique. An
alternative set of auxiliary variables was given by Ma and
Ablowitz [25]. This description simplifies the retrieval of
q(t, z) from the auxiliary parameters, at the cost of a more
involved evolution of the auxiliary spectrum itself. How-
ever, no condition seems to be known to ensure that such a
set of auxiliary parameters corresponds to a solution of the
NLSE [14]. We will therefore not consider this alternative
set of auxiliary variables.
Finite-gap solutions
When the main spectrum of a waveform consists of only
a finite number of points, the waveform is referred to as a
finite-gap or finite-band solution. For finite-gap solutions,
q(t, z) and the auxiliary spectrum µj(t, z) are described by
a set of coupled partial differential equations:
∂µj(t, z)
∂t
=
−2iσj
√∏2g+2
k=1 (λk − µj(t, z))∏
l 6=j(µj(t, z)− µl(t, z))
, (4)
∂ log q(t, z)
∂t
= 2i
 g∑
j=1
µj(t, z)− 12
2g+2∑
k=1
λk
 , (5)
with similar, more complicated equations for the z-
derivatives (see Appendix B). The differential equations
for µj(t, z) are derived from the evolution of the mon-
odromy matrix, Eq. (3), which in turn is determined by the
scattering problem (2). Although the differential equations
are derived for periodic solutions, it turns out that they
also have solutions that are not periodic. It has been
shown that these differential equations can be taken as
the defining equations of finite-gap solutions [24], which
are not necessarily periodic.
For given main spectrum λj , the solution to these
equations is fully specified by the initial condition µj(0, 0)
and q(0, 0). The absolute value of q(0, 0) is determined
by the initial condition for the auxiliary spectrum, while
the phase is arbitrary. Not every choice of auxiliary spec-
trum corresponds to a solution of the NLSE. A sufficient
constraint to guarantee an initial condition for the aux-
iliary spectrum µj(0, 0) to yield a solution is given in
Appendix A.
3It was first realized by Kotlyarov and Its [20] that the
auxiliary variables (µj(t, z), σj(t, z)) should be interpreted
as points on the Riemann surface determined by
Γ :
{
(P, λ), P 2 =
g+1∏
k=1
(λ− λk)(λ− λ¯k), P, λ ∈ C
}
, (6)
where λ1, . . . , λg+1 are the points in the main spectrum
with positive imaginary part and g is the genus of the
Riemann surface. Each value λ of the projective plane C∪
∞ corresponds to two points on Γ, which we label λ±.
They are distinguished either by their sheet index σ = ±1,
or their P -coordinate, which is given by:
P (λ) = σ
√√√√g+1∏
k=1
(λ− λk)(λ− λ¯k). (7)
Note that P (λ) is not single-valued since its value depends
on the sheet index σ. In accordance with the literature we
omit the dependence on σ. The points where P = 0 are
called branch points. When λ moves over the Riemann
surface, σ keeps track of the sheet changes to ensure P
changes continuously.
The topological structure of Γ is completely determined
by the number of roots λj . Because roots appear in
complex conjugate pairs, there is always an even number of
them. This also implies λ =∞ is not a branch point. Thus
there are two different points∞± corresponding to λ =∞.
With 2 roots, the surface is topologically equivalent to a
sphere, with 4 roots to a torus, with 6 roots to a torus
with 2 holes, and so on. The number of topological holes
equals the genus g.
III. Exact inverse PNFT
The inverse PNFT is a mapping from the main spec-
trum λk and initial conditions for the auxiliary spectrum
µj(0, 0) to a solution of the NLSE q(t, z). The integration
of the partial differential equation for µj(t, z) and q(t, z)
leads to exact solutions of the following form:
q(t, z) = K0
θ
( 1
2pi (ωt+ kz + δ
+)|τ)
θ
( 1
2pi (ωt+ kz + δ
−)|τ)eiω0t+ik0z, (8)
where the Riemann theta function is defined by:
θ(x|τ ) =
∞∑
m1=−∞
. . .
∞∑
mg=−∞
exp(piimτm+ 2piim · x). (9)
It is periodic in all components with period 1. All param-
eters on the right-hand side of Eq. (8) are obtained as
integrals over the Riemann surface Γ.
In particular, the parameters ωj and kj are given by
ωj = −4pii(A−1)j,g, (10)
kj = −8pii
[
(A−1)j,g−1 + (A−1)j,g
(2g+2∑
k=1
λk
)]
, (11)
where A is a g × g matrix determined by
Ajk =
∫
ak
dUj , dUj =
λj−1dλ
P (λ) , j = 1, . . . , g. (12)
The dUj form a basis of holomorphic differentials on the
Riemann surface. The paths aj are half of the canonical
homology basis on the Riemann surface. This is a set of 2g
directed closed curves a1, . . . , ag, b1, . . . , bg, which cannot
be deformed into each other and neither shrunk to zero.
Any closed curve on the Riemann surface can be obtained
as a linear combination of these basis elements. The basis
is referred to as canonical when the aj do not cross each
other, the bj do not cross each other, and aj , bk only cross
when j = k.
τ is the period matrix of Γ, defined as:
τ = A−1B, Bjk =
∫
bk
dUj . (13)
τ is symmetric and has positive definite imaginary part,
which guarantees convergence of the theta functions in (8).
The parameters δ− and δ+ are the only ones dependent
on the auxiliary spectrum, and are defined as:
1
2pi δ
±
j =
∫ ∞±
p0
dψj − 12τjj +
g∑
k=1
∫
ak
ψj(p′)dψk(p′)
−
g∑
k=1
∫ µk(0,0)
p0
dψj . (14)
Here p0 is an arbitrary base point on the Riemann surface.
To ensure the integrals in this definition are uniquely
defined, none of the paths for the integrals must cross any
of the a- or b-cycles. The differentials dψ form a normalized
homology basis, defined by
dψ = CdU, C := A−1. (15)
The differentials dψ are normalized: their periods over
the a-cycles give the identity matrix: δj,k =
∫
ak
dψj .
The integrals over the b-cycles yield the period matrix
τ , τj,k =
∫
bk
dψj . It was proven [19] that each valid
initial condition for the auxiliary spectrum corresponds
to a vector δ− with =(δ−) = 0 and vice versa. Therefore
choosing a vector δ− implicitly fixes the initial condition
for the auxiliary spectrum, see Appendix C. Since the
constraint on δ− is easier to implement than the constraint
detailed in Appendix A, this provides a simple alternative
to constructing a valid auxiliary spectrum. We exploit this
in the phase modulation scheme introduced below.
Note that δ−j and δ−j + 2pi describe the exact same
solution due to the periodicity of the theta function. We
obtain δ+ from:
1
2pi (δ
+
j − δ−j ) =
∫ ∞+
∞−
dψj , (16)
where the path from∞− to∞+ must not cross any of the
cycles in the homology basis.
To solve the differential equations for µj(t, z) and q(t, z)
we must also provide an initial value q(t, z). The ampli-
tude |q(0, 0)| is fixed by the implicit choice of auxiliary
spectrum, while the phase of q(0, 0) is a free parameter.
This is a consequence of the fact that if q(t, z) is a solution
to the NLSE (1), q(t, z)eiφ is also a solution. Similarly, the
phase of K0 in Eq. (8) is a free parameter.
4As detailed in the appendix, k0, ω0 and |K0| are ob-
tained as the subleading terms in an expansion of mero-
morphic differentials dΩj , j = 0, 1, 2 in λ around the
point λ = ∞. They are uniquely defined by the following
properties:
1) The differentials are normalized:
∫
aj
dΩk = 0.
2) Their asymptotic behavior is given by:
Ω0(p) = ±(log λ−
log 14 |K0|2
2 +O(λ
−1)), p→∞±,
(17)
Ω1(p) = ±(λ+ ω02 +O(λ
−1)), p→∞±, (18)
Ω2(p) = ±(2λ2 + k02 +O(λ
−1)), p→∞±. (19)
3) dΩk has no other singularities.
The integral of dΩk from ∞− to ∞+ is given by the
difference between the limits:∫ ∞+
∞−
dΩk = lim
p→∞+
Ωk(p)− lim
p→∞−
Ωk(p). (20)
Therefore, the sub-leading terms are formally determined
by:
log(14 |K0|
2) =
∫ ∞+
∞−
dΩ0 − 2
∫ ∞
1
1
λ
dλ, (21)
ω0 =
∫ ∞+
∞−
dΩ1 − 2
∫ ∞
0
dλ, (22)
k0 =
∫ ∞+
∞−
dΩ2 − 2
∫ ∞
0
4λdλ. (23)
IV. Inverse PNFT algorithm
In this section we provide a fully automatized way to
numerically compute a solution in the form of Eq. (8).
The input of this algorithm are the main spectrum1,
{λj |j = 1, . . . , 2g+ 2}, and a phase vector δ−. The output
is the solution q(t, z) corresponding to that main spectrum
and choice of δ−. The computation of the PNFT is divided
into the following subtasks: First, obtain a homology
basis for the Riemann surface, as well as a path to ∞±.
Next, compute the parameters defined by (10), (11), (13)
and (16) by numerically integrating their defining inte-
grals over these paths. Then determine the meromorphic
differentials, Eqs. (17) to (19), and isolate their subleading
behavior to obtain k0, ω0 and |K0|. Finally, given all
parameters, q(t, z) must be evaluated. The evaluation of
the Riemann theta function has been studied in litera-
ture [26] and efficient software packages are available [27].
We therefore only provide algorithms for the other three
steps.
1Note that we technically only need to supply half of the spectrum,
since the spectrum comes in complex conjugate pairs.
A. Computing a homology basis
The first step in obtaining the theta function param-
eters is the computation of a canonical homology basis.
A homology group element of the Riemann surface is
completely determined by stating which branch points λj
are inside the loop. By taking the following sets as points
inside the loop for the different basis elements, a homology
basis is obtained:
aj : {λ1, · · · , λ2j}, bj : {λ2j , λ2j+1}, j = 1, . . . , g. (24)
We construct the individual elements in the homology
basis by a ’cut-out’ procedure. We first determine a rect-
angle that contains all necessary points, and then cut out
any points from the spectrum that were supposed to be
outside the loop, but which ended up on the inside of the
original rectangle. We store the paths γ as a series of way
points [ν1, . . . , νN ] in the complex plane. The full curve
is obtained by connecting these points by straight lines.
To further simplify the construction of these cycles, we
organize the λj such that
λ2j−1 = λ¯2j , (25)
|=(λj)| ≤ |=(λj+1)|, (26)
sgn(=(λ2j)=(λ2j+1)) = −1. (27)
We define  = 12 maxi,j (max(|<(λi − λj)|, |=(λi − λj |))),
which is the maximum distance we can guarantee between
a curve constructed from straight horizontal and vertical
lines, and the points in a constellation. As an example we
construct a cycle around the points λINj while ensuring all
points in λOUTj are excluded. To maximize the accuracy
of the numerical integration over the homology basis, we
attempt to stay as far as possible from the branch points,
since at these points the differentials have a singularity.
First, we find the four extreme values:
PR = max
j
<(λINj ) + , PI = max
j
=(λINj ) + , (28)
NR = min
j
<(λINj )− , NI = min
j
=(λINj )− . (29)
These values define the corners of a rectangle: [PR +
iPI , PI + iPI , PI + iNI , PR + iNI ]. It is guaranteed to
contain all points λINj . However, it can also contain points
from λOUTj . Because the spectrum is sorted, these acciden-
tally included points are guaranteed to lie in two bands of
width  at the top and bottom of the rectangle. A point
λOUT in the bottom strip is removed from the path by
including the extra way points
[<(λOUT ) + + iNI ,<(λOUT ) + + i(=(λOUT ) + ),
<(λOUT )− + i(=(λOUT ) + ),<(λOUT )− + iNI)],
which draw a small rectangle around the point λOUTj . An
example is provided in the first two images in Fig. 1. If a
point outside the loop lies closer than  to the boundary,
a similar cut-out procedure can be applied to increase the
distance of the path to the point. This can improve the
accuracy of the numerical evaluation of the differentials,
since they diverge at the points in the main spectrum λj .
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Fig. 1. Three different steps in the construction of a homology basis. Left: The initial rectangle constructed for a path around the red
eigenvalues. The black eigenvalues ended up on the inside of the cycle accidentally. Middle: The same curve, after the cut-out procedure.
Right: The full homology basis, including the sheet changes and directions of the different cycles. The dashed and solid parts of the same
cycle lie on the different sheets of the Riemann surface. The path to and from ∞± is also shown. The vertical black lines show the branch
cuts of the Riemann surface.
To simplify the determination of the direction of the cycles
later, it proves useful for the cycles to only meet in points,
and never in entire line segments. We therefore move the
endpoints of the a- and b-cycles slightly and randomly by
as little as /100.
The path to ∞± that is used for the computation
of δ+ − δ− is constructed by the following procedure:
Start with a square centered around the point λ2g+2
with edges of length 2. Extend this to the real axis at
M = max(<(λj)) + 1 by first moving in the real direction
and then in the imaginary direction. Finally include the
real axis from M to ∞. The real axis is guaranteed not to
contain any sheet changes. An example of a path to ∞±
obtained in this way is shown in Fig. 1.
Sheet changes and direction of cycles
Each of the paths we just computed is determined by
the λ-coordinate. To make sure the P -coordinate, on which
the differentials also depend, is continuous, we must find
the places on each path where a sheet change takes place.
The position of the sheet changes depends on the specific
implementation of the square root. As an example, the
square root function in Matlab always returns a number
with positive real part. Therefore σ changes sign when
=(P 2) = 0 and <(P 2) < 0. We find these points by a stan-
dard root-finding algorithm for the function =(P 2) on the
line [νk, νk+1]. This returns a list of points, z˜k,1, . . . , z˜k,N ,
at which =(P 2) = 0. This list is then filtered to ensure
<(P 2) < 0, yielding a list of sheet changes zk,1, . . . , zk,Nk .
Before proceeding with the computation of the integrals,
we first must determine the starting point and direction
of each cycle. We start all a-cycles in the top-left corner
of their rectangle, and have their direction be clockwise.
This determines the sheet for all points in the a-cycle.
For each j, pick one of the two crossings in the complex
plane between aj and bj . Put bj on the same sheet,
and define the direction of bj to be such that the cross
product (vaj × vbj )z > 0. The 3-dimensional vectors vaj
and vbj are defined such that they lie in the direction
of the curves, with their first component corresponding
to the real direction and their second component to the
imaginary direction. This procedure guarantees that the
sign of the crossing between aj and bj is in agreement
with the definition in Sec. III. See Fig. 1 for an example of
the construction of the determination of the sheet changes
and direction of each vector. For better visibility we have
slightly separated the individual lines.
Numerical evaluation of integrals over the Riemann surface
The total integral over a path γ is now dissected into
sections as follows:∫
γ
f(P, λ)dλ =
N∑
k=1
Nk∑
l=0
(−1)(
∑k−1
m=1
Nm)+l
∫ zk,l+1
zk,l
f(λ)dλ.
The powers of −1 on the right hand side take the sheet
changes into account by making the function f single
valued, always taking the positive root. The resulting inte-
grals are analytical and can be evaluated by standard nu-
merical methods. We can now compute A,B, and δ+−δ−.
From these τ , k and ω are obtained straightforwardly.
ω0,k0 and |K0|
This leaves the computation of ω0, k0 and |K0|. Their
computation separates into two parts: First we compute
the unique normalized differentials dΩ1, dΩ2 and dΩ0
which have their asymptotic behavior toward ∞± deter-
mined by Eqs. (17) and (18). From these differentials
we isolate their sub-leading behavior by removing the
divergence towards ∞±. The differentials defined by:
dΩ˜0 =
λg
P (λ)dλ, (30)
dΩ˜1 =
λg+1 − d1λg
P (λ) dλ, (31)
dΩ˜2 = 4
λg+2 − d1λg+1 − d2λg
P (λ) dλ, (32)
d1 =
1
2
2g+2∑
j=1
λj
 , d2 = 2g+2∑
j=1
λ2j − 2
∑
j≤k
λj , (33)
have the proper leading divergence, with all sub-leading
divergences removed. This can be shown by computing
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Fig. 2. Demonstration of the decomposition of the path from ∞−
to ∞+ into a closed loop in the complex plane (although the sheet
sign does change) and a part of the real axis. The point M± lies on
the real axis.
the Laurent series for these differentials near ∞±. To
normalize these differentials and make the integral over
each aj-cycle zero, we subtract a multiple of the normal-
ized holomorphic differentials dψj Eq. (15), as they obey∫
aj
dψk = δj,k:
dΩk = dΩ˜k −
g∑
j=1
dψj
∫
aj
dΩ˜k. (34)
To evaluate the formal expressions (21) through (22),
we separate the path to and from∞± into the path to the
real axis atM± on the two different sheets of the Riemann
surface, and the real line [M,∞] (see also Fig. 2). The
computation of log( 14 |K0|2) is then given by:
log(14 |K0|
2) =
∫ M+
M−
dΩ0− 2
∫ M
1
1
λ
+ 2
∫ ∞
M
(dΩ0− 2λdλ).
(35)
The fact that λ ∈ R guarantees no sheet changes in
the final integral of dΩ0, makes dΩ0 a function of λ
only. These three integrals are all guaranteed to be finite.
The expressions for k0 and ω0 are evaluated in the same
manner.
V. Applications
Nonlinear frequency amplitude modulation
Although all finite-gap waveforms are solutions to the
NLSE, they are only periodic when the frequencies ωj are
commensurate. This is not the case in general. One method
to obtain periodic solutions from finite-gap solutions is
to start from the nonlinear spectrum for a plane-wave
solution q(t) ≡ K0:
λ±k = ±
√
(pik
T0
)2 − |K0|2, k ∈ Z. (36)
When K0 = 0, all points in this spectrum become double
points on the real axis. These double points do not provide
any dynamics to q [24]. However, a perturbation of such a
double point will generate a periodic signal with the period
T0. In the low power limit the real part of each pair of
perturbed double points can be interpreted as determining
the frequency, while the imaginary part determines the
spectral amplitude of that component. This suggests that
one can create a periodic solution by taking the real
parts of all eigenvalues equidistant, while modulating their
imaginary part. We call this proposal nonlinear frequency
amplitude modulation (NFAM). As a specific example
we show 4 × 4-NFAM, in which we modulate 4 different
nonlinear frequencies independently at 4 possible levels.
We modulate the waveform by generating 4 × 2 bits
per symbol. Each set of two bits is Gray-mapped to the
set of possible gj ∈ {5, 7, 9, 11}. The resulting 4 integers
determine one symbol:
sg1,g2,g3,g4 = {−30+g1i,−10+g2i, 10+g3i, 30+g4i}. (37)
Note that the four gj are completely independent. When
designed with a period of 0.5 ns, the modulated frequencies
correspond to ±1 and ±3 GHz. For the parameters of
standard single mode fiber (see below), the lowest power
symbol has P = −4.4 dBm, while the highest power
symbol has P = 2.5 dBm. The distribution of the power
of all symbols can be seen in Fig. 3. The power increases
as
∑
i gi increases, providing a heuristic for power control
in the nonlinear domain. Note that the linear trend that is
observed cannot be valid for all values of
∑
i gi as the trend
line does not pass the origin. The inclusion of different
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Fig. 3. The power of the 256 different NFAM signals, as a function
of the sum of the imaginary parts of the spectrum,
∑
i
gi. This plot
suggests on average the power of a waveform increases when the sum
of the imaginary part of the main spectrum increases.
points in the nonlinear spectrum changes the differentials
dUj . This interplay between different eigenvalues in par-
ticular makes the waveforms corresponding to this naive
modulation scheme non-periodic, because the elements of
the vector ωj are not exactly commensurate. In the limit
that all imaginary parts go to 0, ωj becomes a multiple of
40.
To recover the spectrum at the receiver we need a peri-
odic solution to apply the forward PNFT-algorithm [14].
We therefore force all 256 signals to become exactly quasi-
periodic by setting the values of ωi manually to multiples
of 40. We then compute the initial condition for each of
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Fig. 4. The spectra of the periodic 4 × 4 NFAM waveforms. Each
spectrum has one point in each column. The total constellation allows
the modulation of 4×2 bits per symbol. These are obtained in back-
to-back, without adding noise. The constellation is slightly irregular
due to period matching of the waveforms.
the spectra by evaluating the theta function ratio, with
this changed ω-vector. The adjustment of ω changes the
nonlinear spectrum. The resulting spectra are shown in
Fig. 4. Each of the 256 spectra is affected differently by
the change of ω, resulting in a small spread around the
original points. Note that this periodization scheme cannot
be applied when taking the Riemann-Hilbert problem
approach to the inverse PNFT, since in that case the
analytical parametrization of q(t, z) is not available.
Based on this constellation, we simulate the transmis-
sion of 105 symbols, corresponding to 8 · 105 bits. We
apply the split-step Fourier method to simulate the optical
channel including attenuation. The setup we simulate
consists of 75 km spans, with noise-loading between spans
corresponding to a noise figure of 5.5 dB. To account for
the attenuation we use the transformed lossless model [28],
using an effective nonlinearity parameter γeff = γ[1 −
exp(−αLspan)]/α, where Lspan = 75 km is the length of
a fiber span, γ = 1.3 ·W−1km−1 is the nonlinearity pa-
rameter and α = 0.2 dB/km is the attenuation parameter
of the fiber. We estimate the necessary cyclic prefix to
prevent inter-symbol interference by
∆T = 2pi|β2|LB, (38)
where L is the propagation distance, B = 8 GHZ is
the bandwidth of the signal, and β2 = −21.5ps2km−1
is the group velocity parameter. We choose ∆T = 1.5s
(corresponding to 3 periods of cyclic prefix), which makes
the predicted inter-symbol interference free transmission
distance 1500 km.
At the receiver the cyclic prefix is removed, and the
forward PNFT is computed by means of the FNFT-
package [29]. The obtained spectrum is reduced to the
four spectral points with largest imaginary part. These
are then demapped individually, with the point with the
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Fig. 5. Bit error rate as a function of distance for the 4×5 NFAM-
scheme. The reach for a BER threshold of 10−3 is 1575 km, which is
close to the estimate based on group velocity dispersion.
smallest real part corresponding to g1, etc. Note that the
center frequency for different symbols could be chosen
independently, because the detection does not depend on
the position of the spectrum along the real axis. This
could in principle be used to adjust the group velocity to
reduce the necessary cyclic prefix length. An example for
the adjustment of the group velocity is provided in Part
II [22].
The resulting BER-curve is shown in Fig. 5. We observe
a BER below 10−3 up to 1575 km. For larger distances the
BER grows due to increasing inter symbol interference.
The fact that the breakdown of this scheme occurs at
a distance that roughly agrees with the onset of ISI
according to Eq. (38) is in accordance with the fact that
the waveforms have a small solitonic component. In Part
II [22] we show an example where waves with a large
solitonic component lead to a increased transmission reach
relative to the expectation provided by Eq. (38).
Note that when increasing the power of the waveforms
this modulation scheme will eventually break down, be-
cause the interaction between the eigenvalues changes the
frequency vector too much. This would create overlapping
distributions for the different symbols even before trans-
mission.
Phase modulation
The nonlinear phase vector δ− as defined in Eq. (14)
is constant during propagation, and choosing a vector δ−
implicitly fixes the auxiliary spectrum. This suggests the
modulation of the phase δ− to encode information on the
auxiliary spectrum, where the possibilities for each com-
ponent of the phase vector are given by δ−j ∈ [0, 2pi]. At
the receiver, the forward NFT returns the main spectrum
λk and the auxiliary spectrum µj(t0, L) where L is the
propagation distance, and t0 is the time at the start of
the processing frame for the forward NFT. This auxiliary
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Fig. 6. Five waveforms corresponding to five different genera.
spectrum can then be inserted into Eq. (14) to obtain δ±
in terms of known parameters:
1
2pi δ
±
j =
∫ ∞±
p0
dψj − 12τjj +
g∑
k=1
∫
ak
ψj(p′)dψk(p′)
−
g∑
k=1
∫ µk(t0,L)
p0
dψj − 12pi (ωt0 + kL). (39)
Note that all terms, except for the integrals to µk(t0, L) in
the second row are independent of the auxiliary spectrum,
and can be precomputed. One extra necessary ingredient
required for demodulation is an algorithm that can provide
paths from the base-point p0 to any point µk(t, z) in
the auxiliary spectrum without crossing any of the a-
or b-cycles. Alternatively, one could also use any path
from p0 to µk(t, z), and compensate for each crossing by
subtracting the appropriate a- or b-cycles. We currently
consider both these approaches too complex for online
computation and therefore do not develop the scheme fur-
ther in this paper. However future developments allowing
more efficient computation of δ− at the receiver could
make this approach feasible.
Genus modulation
Another application for the inverse PNFT is an informa-
tion transmission scheme in which information is encoded
in the genus of the nonlinear spectrum. The advantage
of such a scheme lies in the robustness of the genus to
non-ideal channel properties. In the simplest scenario, the
genus of the transmitted waveform is either 0 or 1. In that
case, this scheme bears resemblance to soliton communi-
cation based on on-off-keying, with the difference that the
genus-0 solution corresponds to a nonzero background.
Five example waveforms with genus 1 to 5 are shown in
Fig. 6. Their spectra are formed by defining λk = 20k+ 5i
and having the genus-g solution consist of the first g + 1
eigenvalues λk. As for NFAM, we ensure these solutions are
periodic by adjusting the ω-vector. The genus determines
the overall structure of the waveform,. It is therefore con-
ceivable that noise cannot alter the solution of one genus
to resemble that of another. The only way to generate
new points in the spectrum is by splitting degenerate
points. These are all located on the real axis. Therefore
new eigenvalues can only appear close to the real axis,
which allows them to be simply filtered out. In this sense,
encoding information in the genus provides a “topological
protection” of information, making the symbols extremely
robust against adverse channel conditions.
The power of the genus 5 symbol in Fig. 6 is approxi-
mately twice as much as for the genus 1 symbol in the same
figure. We observe that in this case the genus determines
the number of local maxima in the periodic solution.
This is similar to what one would observe when adding
g + 1 plane waves together, and can be understood by
considering the beating of the g + 1 linear frequencies.
Because no information is encoded in the actual position
of the points of the spectrum in the complex plane, several
degrees of freedom are available to ensure the waveforms
in the resulting constellation have similar group velocity
and obey certain boundary conditions. In Part II of this
paper we show that this freedom can minimize nonlinear
interference and reduce the necessary cyclic prefix. We also
show that taking into account these constraints leads to
irregular constellations, which complicates the demapping.
To find the optimal modulation scheme is an optimization
problem that falls outside the scope of the current text,
and is left for future work.
VI. Conclusion
In this paper we have formulated the exact inverse
PNFT based on the algebro-geometric integration method
in terms of the communication problem. We have provided
an algorithm for the computation of the exact inverse
PNFT, including a fully automated method to construct
a homology basis.
For increasing genus, the computational burden of the
evaluation of the Riemann theta function grows exponen-
tially, and becomes the bottleneck of the algorithm. While
the Riemann-Hilbert approach of Ref. [16] is computa-
tionally less demanding, the inverse transform based on
the algebro-geometric approach has the advantage that
an analytical expression for the waveform is available. We
have exploited this property to obtain waveforms that are
exactly periodic. Even if the proposed algorithm may not
be practical for the online computation of waveforms at the
transmitter, we demonstrate in Part II [22] that signals can
be precomputed and stored in a look-up table for online
signal generation.
As applications of our algorithm, we have discussed
three possible modulation schemes for PNFT based trans-
mission. The first, which we refer to as nonlinear frequency
amplitude modulation, modulates four degrees of freedom.
This exceeds the number of degrees of freedom in previ-
ously proposed PNFT modulation schemes, and can be
extended to more degrees of freedom. To achieve compet-
itive spectral efficiency, it will be essential to modulate
9the auxiliary spectrum. Phase modulation, though theo-
retically appealing, requires construction of an integration
path and numerical integration, which may be challenging
to implement in online computation. Modulation of the
genus has the advantage that it is highly robust against
imperfect channel conditions. Since only the genus and not
the precise spectrum need to be retrieved at the receiver,
it may allow simplification of the forward transform.
We have seen that the design of practical modulation
schemes is not straightforward, owing to the nonlinear
character of the problem. The resulting waveforms are
discontinuous at symbol boundaries. In Part II [22] we in-
vestigate different aspects of the waveform design relevant
for practical implementation in more detail. We develop a
modulation scheme taking these constraints into account
and assess its performance in a transmission experiment.
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Appendix
A. Auxiliary spectrum
Given a main spectrum λk, k = 1, . . . , 2g+ 2, not every
initial auxiliary spectrum (µj(0, 0), σj(0, 0)), j = 1, . . . , g
and initial condition q(0, 0) correspond to a valid initial
condition for the solution of the NLSE. The constraint to
obtaining a solution to the NLSE was first given in [24],
and is repeated here.
Let P (λ) be defined as in Eq. (7). Define the function
f through:
f2(λ) := P 2(λ)− |q(0, 0)|2
g∏
j=1
(λ− µj(0, 0))(λ− µ¯j(0, 0)).
(40)
Then the set of µj(0, 0) correspond to a solution of the
NLSE when f(λ) is a polynomial of finite degree. The
proof of this claim is available in Appendix 1 of [24]. Note
this constraint does not provide a constructive method to
obtain a valid auxiliary spectrum.
B. Derivation of an analytical expression for finite gap
solutions
In this appendix we derive the analytical expression
for finite-gap solutions as exact solutions to the partial
differential equations (42) and (43) below. These solutions
can be expressed in an analytical form in terms of integrals
over a Riemann surface. The derivation provided in this
appendix is structured similar to the derivation in [21].
However, it is adapted to the optical channel, and provides
further details obtained from [19] and [20].
Any finite-gap solution is described by the following set
of differential equations [20]:
∂µj(t, z)
∂t
=
−2iσj
√∏2g+2
k=1 (λk − µj(t, z))∏
l 6=j(µj(t, z)− µl(t, z))
, (41)
∂µj(t, z)
∂z
= −2
∑
l 6=j
µl(t, z)− 12
2g+2∑
k=1
λk
 ∂µj(t, z)
∂t
,
(42)
∂ log q(t, z)
∂t
=2i
 g∑
j=1
µj(t, z)− 12
2g+2∑
k=1
λk
 ,
∂ log q(t, z)
∂z
=2i
∑
j>k
λjλk − 34
(2g+2∑
k=1
λk
)2
− 4i
(−12
2g+2∑
k=1
λk
) g∑
j=1
µj(t, z)

+12

 g∑
j=1
µj(t, z)
2 − g∑
j=1
µ2j (t, z)

.
(43)
The auxiliary spectrum governs the dynamics of the wave-
form. It evolves on the Riemann surface Γ,defined in (6),
and its evolution is completely independent of the solution
q(t, z). It can be thought of as driving the evolution of
q(t, z) according to Eq. (43).
The basic idea behind the derivation is as follows. First,
the differential equation for µj(t, z), Eq. (42), is integrated
exactly. It is shown that the Abel-map, which was first
introduced in algebraic geometry, linearizes the evolution
of the auxiliary spectrum. Next, by using the Cauchy
residue theorem, we obtain expressions for
∑
j µj(t, z) and∑
j µ
2
j (t, z) in terms of integrals over the Riemann surface.
Finally, the expressions for
∑
j µj(t, z) and
∑
j µ
2
j (t, z) are
inserted into the differential equations (43) for q(t, z) after
which they can be integrated exactly.
In the derivation, several functions and integrals on the
Riemann surface Γ defined in Eq. (6) are utilized. For a
point p = (P, λ) on the Riemann surface, λ(p) denotes the
λ-coordinate of that point. Each value λ corresponds to
two different points on the surface (+P, λ) and (−P, λ). It
is common to denote the points on the Riemann surface
by their λ-coordinate, keeping the sign of P implicit. If
necessary we distinguish between the two points on the
Riemann surface by superscript, λ±.
Abel map and inversion of the Abel map: The Abel map
u is defined by choosing an arbitrary point p0 = (P0, λ0)
on the Riemann surface and defining the following map
from sets of points on Γ to Cg:
up0 ({pk}) =
n∑
j=1
(∫ pj
p0
dψ1, . . . ,
∫ pj
p0
dψg
)T
, (44)
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where dψj is the basis of normalized differentials defined
in Eq. (15) and {pk} is shorthand notation for {pk|k ∈
1, . . . , n}, with n arbitrary.
We denote by W (t, z) the Abel-map of the auxiliary
spectrum:
W (t, z) = up0({µj(t, z)}). (45)
W evolves linearly as a function of t and z [20]. This is
proven by computing the derivative of Wj with respect to
either t or z, as below, and showing that it is constant. Us-
ing Eq. (15), the components Wj(t, z) of W are computed
explicitly as:
Wj(t, z) =
g∑
k=1
∫ µk(t,z)
p0
dψj
=
g∑
k=1
g∑
l=1
Cj,l
∫ µk(t,z)
p0
λl−1dλ
P (λ) . (46)
The time-derivative of this vector is given by:
∂
∂t
Wj(t, z) =
g∑
k=1
g∑
l=1
Cj,l
µl−1k (t, z)
∂µk(t,z)
∂t
P (µk(t, z))
.
Inserting the derivative of µk(t, z) from Eq. (42), this is
found to be equal to:
∂
∂t
Wj(t, z) =
g∑
l=1
−2iCj,l
g∑
k=1
µl−1k (t, z)∏
n 6=k(µk(t, z)− µn(t, z))
.
The Cauchy residue theorem equates the integral of an
analytic function over a closed path in the complex plane
to the sum of the residues of its poles inside the closed
path. Therefore the above sum over l can be rewritten as
a contour integral:
I0 =
1
2pii
∫
C
λl−1dλ∏g
n=1(λ− µn(t, z))
=
g∑
k=1
µl−1k (t, z)∏
n 6=k(µk(t, z)− µn(t, z))
, (47)
where C is a contour in the complex plane that encloses
the poles µk.
On the other hand this integral can also be evaluated
by reverting the direction of the contour, which picks up
the residue at λ = ∞. The latter can be done by change
of variables v = 1/λ and evaluating the residue at v = 0:
I0 =
1
2pii
∫
C′
vg−l−1∏g
n(1− µnv)
dv. (48)
The integrand only has a pole at v = 0 for l = g,
which makes the integral equal to the Kronecker-delta δl,g.
Therefore the derivative of Wj with respect to t equals
∂
∂t
Wj(t, z) = −2iCj,g =: 12piωj . (49)
The right-hand side depends on the main spectrum only
and is constant. Hence Wj is a linear function of t.
A similar, but more involved computation [24] allows
one to evaluate the z-derivative of W :
∂
∂z
Wj(t, z) = −4i
[
Cj,g−1 +
1
2
(2N+2∑
k=1
λk
)
Cj,g
]
=: 12pikj . (50)
Integrating Eq. (49) and Eq. (50) gives
W (t, z) = 12pi (ωt+ kz + d), (51)
where the integration constant d is determined by the
Abel-map of the initial value of the auxiliary variables:
d/2pi = up0({µj(0, 0)}).
For given t and z the auxiliary spectrum is obtained
by inverting the Abel map. This is known as the Jacobi-
inversion problem and can be stated as follows: For a point
V in the Jacobian variety of Γ find the set {pj} such
that up0({pj}) = V . Jacobi formally solved this problem
by constructing a function whose zeroes are precisely the
points pj . He showed that this function is defined by
F (p) = θ
(
up0({p})−K + V |τ
)
, (52)
where
Kj =
1
2τjj −
g∑
k=1
∫
ak
uk(p′)dψj(p′). (53)
Note that here the argument of the Abel map u only
consists of a single point p. The vector K as well as the
Abel map depend on the base point p0. The function
F (p) is an analytic function completely determined by its
zeroes, and therefore independent of the base point. In the
last equation and in the the remainder of this appendix we
have therefore suppressed the dependence of the Abel map
on p0.
Now define a function F (t, z, p), by:
F (t, z, p) = θ (u({p})−K +W (t, z)|τ ) , (54)
where the Abel map of the auxiliary spectrum (51) is
inserted in place of V in the defining equation of F ,
Eq. (52). The function F formally solves the differential
equation for µj(t, z): The µj(t, z) appear as zeroes of
F (t, z, p).
Evaluating the sums over µj(t, z): It is important that
the differential equations for q(t, z), Eq. (43), only depend
on the µj(t, z) as sums
∑
j µj(t, z) and
∑
j µ
2
j (t, z), since
these sums can be rewritten as contour integrals over Γ
by means of the Cauchy residue theorem. The procedure
is similar to the evaluation of I0 above. We first construct
the contour integrals and evaluate them explicitly in terms
of loop integrals over the Riemann surface.
Since F has zeroes at µj(t, z), d log(F ) has first order
poles at µj(t, z) with residue 1. Therefore a differential
with the residues µj(t, z) is given by λ(p)d logF (t, z, p).
Similarly, λ2(p)d logF (t, z, p) has residues with value
µ2j (t, z). The factors λ and λ2 have introduced extra poles
at p = ∞±, whose residue must be subtracted, as shown
below.
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In order to apply the residue theorem, a contour that
encloses all the poles must be obtained. One way to
construct such a contour is to define the simply connected
model of the Riemann surface Γ. This structure is obtained
by cutting the Riemann surface along the curves in the
homology-basis. The resulting object is denoted as Γ∗. The
boundary of Γ∗ is determined by the original homology
basis as a1b1a−11 b−11 . . . agbga−1g b−1g . Each point of Γ is
included once in Γ∗. Therefore, all values µj(t, z) are
enclosed by the boundary of Γ∗.
The integrals that need to be evaluated therefore are
the following:
I1 =
1
2pii
∫
∂Γ∗
λ dlogF (t, z, p), (55)
I2 =
1
2pii
∫
∂Γ∗
λ2 dlogF (t, z, p). (56)
Based on the residue theorem the
∑
j µj(t, z) and∑
j µ
2
j (t, z) are found to be:∑
j
µj(t, z) = I1 − Res∞+ [λ(p) dlogF (t, z, p)]
− Res∞− [λ(p) dlogF (t, z, p)], (57)∑
j
µ2j (t, z) = I2 − Res∞+ [λ2(p) dlogF (t, z, p)]
− Res∞− [λ2(p) dlogF (t, z, p)]. (58)
We exemplify the evaluation of the residue λ(p) dlogF (p)
at p =∞+. The other computations proceed in the same
way.
First, λ dlogF (t, z, p) is rewritten in terms of dλ, by
applying the chain rule:
λ(p) dlogF (t, z, p) =
g∑
j=1
(
λ(p)Dj [logF (t, z, p)]
dψj
dλ
)
dλ
=
g∑
j=1
g∑
k=1
(
λ(p)Dj [logF (t, z, p)]
Cj,kλ
k−1(p)dλ
P (λ)
)
. (59)
Here the definitions of the function F , Eq. (54), the
normalized differentials, Eq. (15), and the Abel map,
Eq. (44) were used, combined with the fact that only the
latter depends on the value λ. Dj is an operator denoting
differentiation with respect to the j-th component of the
vector-argument of the theta function. In the limit of
λ→∞, 1/P (λ) becomes λ−g−1 +O(λ−g−2), which means
the previous sum approaches:
lim
p→∞±
λ(p) dlogF (t, z, p)
= lim
p→∞±
g∑
j=1
g∑
k=1
[Dj logF (t, z, p)]Cj,kλk−g−1(p)dλ. (60)
The only term for which this expansion has a residue at
λ = ∞ is k = g. In that case, the substitution v = 1/λ is
employed again, to find:
Res∞+ [λ(p) dlogF (t, z, p)] =
g∑
j=1
Cj,gDj logF (t, z,∞+).
(61)
The right hand side of (61) is, up to a multiplicative factor,
equal to the t-derivative of F :
∂
∂t
logF (t, z,∞+) = −
g∑
j=1
Dj [logF (t, z,∞+)]∂Wj
∂t
= 2i
g∑
j=1
Dj [logF (t, z,∞+)]Cj,g, (62)
where (49) was used. Combining Eqs. (61) and (62), one
obtains:
Res∞+ [λ(p) dlogF (t, z, p)] =
∂
∂t
logF (t, z,∞+). (63)
Computing the other residues in a similar fashion and
inserting them into Eqs. (57) and (58) one obtains:∑
j
µj(t, z) =I1 − i2
∂
∂t
log
[
F (t, z,∞+)
F (t, z,∞−)
]
, (64)
∑
j
µ2j (t, z) =I2 −
1
4
∂
∂t
log[F (t, z,∞+)F (t, z,∞−)]
− i4
∂
∂z
log
[
F (t, z,∞+)
F (t, z,∞−)
]
. (65)
In this equation I1 and I2 remain unknown. They are
now evaluated by separating the border ∂Γ∗ into the
constituent a- and b-cycles. If F were single valued on the
surface Γ the contributions of a and a−1 would cancel.
However, F is not single valued. While changing the
argument p by an a-cycle does not change the value of
F ,2changing the argument p to p′ by moving it around a
b-cycle changes the value of F by
F (t, z, p′) = exp(−2pii(uj({p})−Kj)− piiτjj)F (t, z, p).
(66)
Consequently, the value of dlogF (p′) is given by:
dlogF (t, z, p′) = −2piidψj + dlogF (t, z, p). (67)
In the path Γ∗, the cycles aj and a−1j are separated
precisely by the cycle bj for any j. This leads to the
following relations for the contributions of specific cycles:∫
aj
dlogF (t, z, p) +
∫
a−1
j
dlogF (t, z, p′) =
∫
aj
2piidψj ,∫
bj
dlogF (t, z, p) +
∫
b−1
j
dlogF (t, z, p′) = 0.
By applying these relations to I1 and I2, Eqs. (55)
and (56), we find the following equalities:∫
∂Γ∗
λ dlogF (t, z, p) =
∑
j
∫
aj
2piiλdψj ,∫
∂Γ∗
λ2 dlogF (t, z, p) =
∑
j
∫
aj
2piiλ2dψj .
2Since the theta-function has period 1, and the integral of the
differentials dψj is precisely 1 on the a-cycles.
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For I1 and I2 this yields:
I1 =
g∑
j=1
∫
aj
λdψj , (68)
I2 =
g∑
j=1
∫
aj
λ2dψj , (69)
which provide I1 and I2 in terms of integrals over the
Riemann surface. By inserting (68) and (69) into Eqs. (64)
and (65), this yields an exact expressions for
∑
j µj(t, z)
and
∑
j µ
2
j (t, z).
Solving for q(t, z): The expressions for
∑
j µj(t, z) and∑
j µ
2
j (t, z) obtained in the previous section are now in-
serted into Eq. (43) to obtain:
∂ log q(t, z)
∂t
= ∂ log J(t, z)
∂t
+ iω0, (70)
∂ log q(t, z)
∂z
= ∂ log J(t, z)
∂z
+ ik0, (71)
where ω0 is given by
ω0 = 2I1 −
2g+2∑
k=1
λk, (72)
and we have defined J(t, z) := F (t, z,∞+)/F (t, z,∞−).
The derivative of log J in Eq. (71) comes from the second
line in (65). The other terms in Eq. (65) and Eq. (43) are
gathered in k0. Even though the constituents of k0 depend
on t and z, k0 has been proven to be constant [20], see also
Appendix C. The explicit expression can be found in the
original derivation in the appendix of [21, below Eq. A30].
By integrating Eqs. (70) and (71) simultaneously and
inserting the definition of F , Eq. (54), the analytical form
of finite-gap solutions to the NLSE q(t, z) is obtained:
q(t, z) = K0
θ(r+ −K +W (t, z)|τ )
θ(r− −K +W (t, z)|τ )e
iω0t+ik0z
= K0
θ
( 1
2pi (ωt+ kz + δ
+)|τ)
θ
( 1
2pi (ωt+ kz + δ
−)|τ)eiω0t+ik0z. (73)
Here r± = u({∞±}) is the Abel map evaluated at p =
∞±. The second line of this relation is found by inserting
W from Eq. (51) and absorbing all constant terms in the
phases δ± according to
1
2pi δ
± = r± −K + d, (74)
which yields (14). Because K0 appears as an integration
constant, its value must be obtained from the initial
condition q(0, 0), which in turn is constrained as described
in Appendix A.
The result derived in this appendix, combined with the
constraint in Appendix A provides completely specifies the
exact inverse PNFT for given main and initial auxiliary
spectrum.
However, the evaluation of the solution in the form (73)
is inconvenient for several reasons. Firstly, k0 is indepen-
dent of t and z, while the expression for it contains several
parts that depend on t and z. Secondly, the computation
of |K0| depends on the initial condition q(0, 0) which
can only be obtained from the constraint in Appendix A
when provided with an auxiliary spectrum. This suggests
a dependence on the auxiliary spectrum, while |K0| is in
fact independent of the auxiliary spectrum. Note that the
phase of K0 is arbitrary (see Sec. III). In the following
section we show how |K0|, ω0 and k0 can be computed as
integrals over the Riemann surface Γ.
C. Computation of ω0, k0 and |K0|
The derivation provided below follows the derivation in
Sections 4.1 to 4.3 of [19], but is adapted to the optical
channel. We proceed as follows: First, the most general
expansion of a solution to the scattering problem, Φ(t, z, λ)
is introduced, and it is shown how to extract q(t, z) from
this expansion. Next, a method is provided to obtain exact
solutions to the scattering problem, Eq (2). Finally, a
method for computing |K0|, ω0 and k0 is derived.
Let Φ(t, z, λ) denote a matrix-valued solution to the
coupled equations (2). From these it follows that the
matrix U is given by
U(t, z, λ) = ∂Φ(t, z, λ)
∂t
Φ−1(t, z, λ). (75)
It is shown in Ref. [19] that any exact solution Φ(t, z, λ)
can be expanded around λ =∞ in the following way:
Φ(t, z, λ) =
[
I +
∞∑
k=1
Φk(t, z)λ−k
]
e−iλtσ3−2iλ
2zσ3C(λ),
(76)
where I is the identity matrix and C(λ) is an arbitrary
invertible matrix.
The highest order of λ in the derivative of Φ is O(λ), so
it is necessary to compute the inverse of Φ−1 up to first
order in λ−1:
Φ−1(t, z, λ)
= C−1(λ)eiλtσ3+2iλ
2zσ3
[
I − Φ1(t, z)λ−1
]
+O(λ−2).
(77)
We also compute the t-derivative of Φ, up to the constant
term:
∂Φ
∂t
= −iλ [I + Φ1(t, z)λ−1]σ3e−iλtσ3−2iλ2zσ3C(λ) +O(λ−1).
(78)
By multiplying the above two results, an expansion of
U(t, z, λ) is obtained near λ =∞:
U(t, z, λ) = ∂Φ
∂t
Φ−1 = −iλσ3 − iΦ1σ3 + iσ3Φ1 +O(λ−1),
= −iλσ3 + i[σ3,Φ1] +O(λ−1). (79)
where the square brackets denote the commutator. In the
limit λ→∞ the O(λ−1)-term vanishes, and (79) becomes
exact. The commutator isolates the off-diagonal elements
of Φ1, which yields
lim
λ→∞
U(t, z, λ) = lim
λ→∞
[
−iλσ3 +
(
0 2(Φ1)1,2
−2(Φ1)2,1 0
)]
.
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Comparing this U in (2), the following relations for q(t, z)
are obtained:
q(t, z) = 2 (Φ1(t, z))1,2 = 2
(
Φ¯1(t, z)
)
2,1 . (80)
For the remainder of this appendix, t and z can be con-
sidered fixed parameters. A function is called meromorphic
when it is holomorphic except on a set of isolated poles.
Φ(t, z, λ) is meromorphic in λ away from λ = ∞, where
it has an essential singularity. Therefore it is completely
defined in the entire complex plane, through its poles and
its asymptotic behavior around λ = ∞. Note that in the
expansion (76), the poles can still be chosen.
One way to make the choice of poles of Φ(t, z, λ), which
is guaranteed to yield a finite-gap solution was provided
in [19] as follows:
Fix a main spectrum, and consider the Riemann surface
Γ corresponding to that main spectrum. There exists a
unique function φ(t, z, p) with the following properties [19],
[30], [31]:
• φ(t, z, p) is a single-valued, meromorphic function on
Γ/{∞±}. The poles of φ(t, z, p) are given by the g
points pj , j = 1, . . . , pg on Γ.
• In the limit of p→∞±, φ(p) is given by
lim
p→∞−
φ(t, z, p) = [
(
1
0
)
+O(λ−1)]e−iλt−2iλ2z,
lim
p→∞+
φ(t, z, p) = λ[
(
0
1
)
+O(λ−1)]eiλt+2iλ2z. (81)
The positions of the poles pj are constrained for the
NLSE and correspond to a specific auxiliary spectrum. An
analytic expression for φ(t, z, p) can be computed exactly,
see Section 2.5 of Ref. [19]. For the computation of k0 and
ω0, we only need its asymptotic behavior. φ(t, z, p) is a
special case of a Baker-Akhiezer function, which is a single-
valued function on a Riemann surface with a finite number
of exponential singularities and poles. The components φi,
i = 1, 2 of the vector valued function φ can be separated
into three parts; a meromorphic function fi(t, z, p) with
poles at the points pj , an exponential function eRi(t,z,p),
that provides the exponential divergence towards ∞± ac-
cording to Eq. (81), and a normalization constant Fi(t, z),
independent of p:
φi(t, z, p) = Fi(t, z)fi(t, z, p)eRi(t,z,p). (82)
Taking the limit p → ∞± in Eq. (82) and comparing to
Eq. (81) gives:
F1(t, z) =
1
f1(t, z,∞−) , F2(t, z) =
1
f2(t, z,∞+) . (83)
Inserting this in Eq. (82) we find
φ1(t, z, p) =
f1(t, z, p)
f1(t, z,∞−)e
R1(t,z,p),
φ2(t, z, p) =
f2(t, z, p)
f2(t, z,∞+)e
R2(t,z,p). (84)
By combining two copies of φ(t, z, p) as
Φ(t, z, λ) = (φ(t, z, λ−), φ(t, z, λ+)), (85)
it can be verified that the resulting function has the same
essential singularity as the functions described by (76),
with the matrix C(λ) given by:
C(λ) =
(
1 0
0 λ
)
. (86)
Taking the limit λ→∞ in (76) we find that:
Φ1,2(t, z,∞) = (Φ1(t, z))1,2eiλt+2iλ2z, (87)
since all other terms in the expansion vanish. By combin-
ing the above result with Eq. (80) it is found that
q(t, z) = lim
λ→∞
2Φ1,2(t, z, λ)e−iλt−2iλ
2z (88)
= lim
p→∞+
2φ1(t, z, p)e−iλ(p)t−2iλ
2(p)z. (89)
Inserting the expansion for φ1 from Eq. (84), and q(t, z)
from Eq. (73) we find:
lim
p→∞+
2 f1(t, z, p)
f1(t, z,∞−)e
R1(t,z,p)e−iλ(p)t−2iλ
2(p)z (90)
= K0
θ
( 1
2pi (ωt+ kz + δ
+)|τ)
θ
( 1
2pi (ωt+ kz + δ
−)|τ)eiω0t+ik0z. (91)
In this equation the exponential terms must be equal,
leading to:
eiω0t+ik0z = lim
p→∞+
eR1(t,z,p)e−iλ(p)t−2iλ
2(p)z. (92)
Eq. (81) only provides R1 at ∞−, but we need it at ∞+.
R1 is a mermorphic function with poles only at∞±. That
means it is completely defined by providing its Laurent
series in a neighborhood of ∞−.We can write R1 in terms
of meromorphic functions for which the Laurent series is
known at ∞− and ∞+ to obtain the value of R1 at ∞+.
For this purpose the following meromorphic functions
Ωj are introduced, via the meromorphic differentials3 dΩj :
Ωj(p) =
∫ p
p0
dΩj . (93)
The choice of p0 does not influence the asymptotic behav-
ior as long as p0 is not a pole of dΩj . The asymptotic
behavior around ∞± of these meromorphic functions is
defined by:
Ω0(p) = ±(log λ+O(1)), p→∞±, (94)
Ω1(p) = ±(λ+O(1)), p→∞±, (95)
Ω2(p) = ±(2λ2 +O(1)), p→∞±. (96)
The dΩi are completely determined by the constraints that
they only have poles at λ = ∞±, and that their integral
over the a-cycles is zero.4
We observe that we can rewrite R1 as follows:
lim
p→∞−
iΩ1(p)t+ izΩ2(p) = lim
p→∞−
R1(t, z, p) +O(1),
3The Ωj are defined via the differentials dΩj , because the differ-
entials are single valued on Γ, while their integrals are not.
4A solution can also be derived without normalizing the Ωj on the
a-cycles. The resulting parametrization of the solution to the NLSE
however is not the same as the one found in Appendix B.
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and, for R2:
lim
p→∞+
Ω0(p)+iΩ1(p)t+izΩ2(p) = lim
p→∞+
R2(t, z, p)+O(1).
The Ωi defined in Eqs. (94) to (96) contain a nonzero
constant contribution, while the constant contribution in
the Ri is zero. Let the subleading terms of the differentials
be given by5:
Ω0(p) = ±(log λ+ A02 +O(λ
−1)), p→∞±, (97)
Ω1(p) = ±(λ+ A12 +O(λ
−1)), p→∞±, (98)
Ω2(p) = ±(2λ2 + A22 +O(λ
−1)), p→∞±. (99)
The symmetry of the main spectrum under complex con-
jugation guarantees that A0, A1 and A2 are real [19]. In
the limit of p→∞−, R1 is equal to:
R1(t, z, p)
= iΩ1(p)t+ iΩ2(p)z +
iA1
2 t+
iA2
2 z +O(λ
−1). (100)
Because R1(t, z, p) is meromorphic, the same expansion
holds at ∞+ giving
lim
p→∞+
R1(t, z, p)
= lim
p→∞+
[
iλ(p)t+ 2iλ2(p)z
]
+ iA1t+ iA2z. (101)
Inserting this result into Eq. (92) yields
ei(ω0t+k0z) = ei(A1t+A2z), (102)
completing the proof that ω0 and k0 are defined by
Eqs. (23) and (22) in the main text.
By repeating the same computation for (Φ1)2,1, we
obtain equations for both q and q¯:
q(t, z) = 2 lim
p→∞+
f1(t, z, p)
f1(t, z,∞−)e
i(ω0t+k0z),
q¯(t, z) = 2 lim
p→∞−
f2(t, z, p)
f2(t, z,∞+)e
−A0−i(ω0t−k0z). (103)
The derivation of the exact form of the functions f1 and
f2 is involved. It is given in section 2.7 of [19]. By inserting
them into (103) and equating q(t, z) and the conjugate of
q(t, z) the following relation is obtained:
K0
2
θ
( 1
2pi (ωt+ kz + δ
− + r)|τ)
θ
( 1
2pi (ωt+ kz + δ
−)|τ)
= 2
K0
θ
( 1
2pi (ωt+ kz + δ
− − r)|τ)
θ( 12pi (ωt+ kz + δ
−)|τ ) e
−A0 . (104)
Here r = δ+ − δ−. By careful consideration of the sym-
metry of the main spectrum and symmetry of the period
matrix τ , it is shown in section 4.3 of [19] that:
θ(v|τ ) = θ(v|τ ). (105)
5In principle, the constant contribution depends on the initial
point p0 in Eq. (93) and is different for the two different limits
p → ∞±. Since the final results only depend on the difference
between the subleading terms at ∞±, the definition provided here
is sufficiently general, and implicitly fixes the base point p0.
Inserting this in the above equation, and utilizing that
=(ω) = =(k) = 0 gives:
K0
2
θ
( 1
2pi (ωt+ kz + δ
− + r)|τ)
θ( 12pi (ωt+ kz + δ
−)|τ ) =
2e−A0
K0
θ( 12pi (ωt+ kz + δ
− − r)|τ )
θ( 12pi (ωt+ kz + δ
−)|τ )
. (106)
This equality can only hold for all t and z when all
prefactors are equal, and the theta function ratios are
equal. For the amplitude K0 this yields:
|K0|2 = 4e−A0 , (107)
from which it immediately follows that A0 =
− log(|K0|2/4), which completes the proof of Eq. (21).
For the vectors δ and r, Eq. (106) leads to the following
constraints:
δ− = δ− +N, (108)
r = −r +M. (109)
where N and M are both arbitrary vectors of integers.
Due to the periodicity of the theta function, every vector
N and M corresponds to the same solution of the NLSE.
The second constraint can be rewritten as
<(r) = M2 . (110)
In practice this is already satisfied due to the symmetry
of the main spectrum [19]. It can be used to verify if r
is properly computed. In the first constraint, an arbitrary
value can be chosen for N . For Nj = 0, this gives the
constraint =(δ−) = 0. From this derivation it can not be
seen that all finite-gap solutions are obtained by choosing
a main spectrum and a real vector δ−. This can be found
in the original derivation in [19].
The derivation provided in this appendix has yielded a
method to compute k0, ω0 and |K0| in terms of integrals
over the Riemann surface. This completes the full descrip-
tion of q(t, z) in terms of integrals of the Riemann surface
that was started in Appendix B.
D. Shifting the spectrum
One property which follows directly from the evolution
equations for q(t, z) and µj(t, z), Eqs. (42) and (43), is
that a shift in the linear spectrum of a signal corresponds
directly to a shift in the nonlinear spectrum. This can be
shown by taking a µj(0, 0), λj and q(0, 0) which define
a solution to the NLSE, and by considering the shifted
spectrum: µj(0, 0) → µj(0, 0) + Λ and λj → λj + Λ,
with Λ ∈ R. The time derivative of µj(t, z), Eq. (4),
is unchanged, showing that µj(t, 0) → µj(t, 0) + Λ for
all t. The time-derivative of log q, Eq. (5) picks up an
extra −2iΛ term. Therefore, if q(t, 0) corresponded to
the original signal, the new signal qΛ(t, 0) is given by
q(t, 0)e−2iΛt.
Using this property, one can compute the PNFT-
spectrum for quasi-periodic solutions, which are periodic
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up to a phase: First shift the spectrum with a linear
frequency to make the waveform periodic. Next, compute
the PNFT of the periodic waveform. Finally, apply the
inverse frequency shift in the nonlinear Fourier domain.
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