Abstract. In this paper we present the parallel QBF Solver PaQuBE. This new solver leverages the additional computational power that can be exploited from modern computer architectures, from pervasive multicore boxes to clusters and grids, to solve more relevant instances faster than previous generation solvers. Furthermore, PaQuBE's progressive MPI based parallel framework is the first to support advanced knowledge sharing in which solution cubes as well as conflict clauses can be exchanged between solvers. Knowledge sharing plays a critical role in the performance of PaQuBE. However, due to the overhead associated with sending and receiving MPI messages, and the restricted communication/network bandwidth available between solvers, it is essential to optimize not only what information is shared, but the way in which it is shared. In this context, we compare multiple conflict clause and solution cube sharing strategies, and finally show that an adaptive method provides the best overall results.
Introduction
Recently, Boolean Satisfiability (SAT) solvers have become powerful enough to solve many practically relevant problems, and they are currently used in numerous industrial tools for circuit and software verification [2, 5] . Building upon this success, the research community has begun to consider the more general (but also more complicated) Quantified Boolean Formula (QBF) domain. This allows researchers to encode problems encountered in Black Box or Partial Circuit Verification [28] , Bounded Model Checking [15] , and AI planning [37] more naturally and compactly than in SAT. However, since QBF problems are generally more difficult (PSPACE-Complete vs. NP-Complete), they require dedicated algorithms and increased computation power to solve relevant instances. In this context, using multi-processor systems and parallel algorithms is a possible and interesting solution.
Introduction to QBF Solving
Most modern QBF solvers require the problem to be formatted in Quantified Conjunctive Normal Form (QCNF). This format consists of a prefix and a matrix. The prefix of the formula defines how each variable is quantified (existential or universal), and the interdependency between each variable (represented by the order in which the variables are quantified), and each quantifier alternation defines the next quantification level. The matrix consists of a conjunction of clauses, with each clause consisting of the inclusive disjunction of literals. Each literal represents the occurrence of a Boolean variable in a clause. A literal can take on the positive or negative form of the variable it represents. Equation 1 shows a small illustration of a QCNF formula. In this example ¬ represents the negation of a variable, ∧ represents the logical AND operation (conjunction), and ∨ is for the logical OR operation (disjunction). The formula
can be read as follows:
Does an assignment exist to 1 , such that for all the possible assignments to 2 there is also an assignment to 3 such that the formula is always satisfied?
This means that if a simple search based solver started with 1 = 1, it would have to prove that a solution is possible for both 2 = 1 and 2 = 0 (which requires the solver to find two separate solutions). In this case, the formula is satisfiable as the two solutions are ( 1 = 1, 2 = 1, 3 = 0) and ( 1 = 1, 2 = 0, 3 = 1).
To deal with the quantifiers, we have to introduce some more terminology. For our QBF problems, we expect the formula to be closed, and the quantifiers to be unrestricted. First, closed means that every variable
There is also significant interest in using Combined Conjunctive and Disjunctive Normal Form (CCDNF) to define the initial problem (CCDNF form is also referred to as Augmented CNF (ACNF)) [24, 39] . In this paper, however, initial problems will always be defined in QCNF form. Lastly, since QBF problems are PSPACE-Complete problems, it is important that the formulas are encoded as well as possible. When encoding QBF problems, care should be taken that unneeded restrictions such as quantifier alternations are not part of the formula. Furthermore, auxiliary variables should be kept to a minimum. Preprocessing has significantly helped solvers in this respect [9, 20, 40] , but a better initial encoding is always preferred.
Sequential QBF Solving
DPLL based SAT algorithms have accomplished a great deal and the research community has tried to extend this success into the QBF domain. Early QBF solver attempts such as [30] and [38] focused mainly on small randomly generated problems. As such, many of the techniques used in solving industrial SAT problems were not helpful. However, with the evolution of Evaluate [11] into QuBE [21] , and more recently with the inclusion of solution and conflict analysis [10, 18, 23, 46] , many of the SAT oriented techniques have been incorporated into QBF solvers. This makes them a lot more interesting for industrial problems as these techniques can find and then use the inherent structure of the problem to solve it quicker.
The modern QBF DPLL algorithm looks very similar to its SAT counterpart, the main difference being the inclusion of a solution checking routine. As shown in Algorithm 2.1, the inner core of the algorithm could be represented by a basic SAT solver. Simply put, after doing some preprocessing, a QBF solver runs a SAT solver on the multiple problems that the universally quantified variables introduce. In its simplest form, when the inner loop finishes and a solution is found, the routine backtracks the solver to the most recently assigned universal variable, and flips its sign. More advanced algorithms do a form of solution analysis similar to conflict analysis introduced in SAT. Only when solutions have been found for both values of every universally quantified variable, is the solver finished.
While a basic SAT solver could be used in a slight variation of Algorithm 2.1 using assumptions, it would not be very efficient. For instance, the BCP procedure in a QBF solver can find implications and conflicts sooner if it is aware of quantification types and levels of all the variables in the problem. The conflict analysis procedure must also be aware of this information or it can produce conflict clauses that are tautologies [45] . Additionally, QBF solvers do a lot more work after every decision. For instance, QBF solvers contain structures and routines for dynamically finding pure literals (a variable that appears only in its positive or negative form in the remaining unsolved formula). To achieve all this, modern QBF solvers require extensive modifications when compared to a SAT solver so that they are useful at solving a wide range of complex problems. For a more in depth review of a sequential DPLL based QBF solver please refer to [1, 23, 46] .
As briefly mentioned earlier, DPLL algorithms are just one possible method. There are other methods, that perform significantly better on certain problems than a DPLL search. For instance, two mature solvers are // − − − Start SAT Solver Core − − − 9:
while (BCP( , ) = ) {
11:
// Here, is a chronologically ordered list of all the decisions.
12:
if (ConflictAnalysisAndBacktrack( , ) = ) 13 :
} 15:
// − − − End SAT Solver Core − − −
17:
18:
} while (SolutionAnalysisAndBacktrack( , ) != ) 19: 20: return ; // 21: } Quantor and sKizzo. Quantor uses what it introduced as "Resolve and Expand" in [6] to solve QBF problems. The basic principle is that it removes the innermost quantified existential variables by resolution, and all the universally quantified variables by expanding the formula. It does this until only existential variables are left. The remaining formula is therefore a traditional SAT formula, and a state of the art SAT solver can be used. Another successful solver Nenofex [34] , uses a similar technique but is optimized more to reduce the memory explosion problem that Quantor suffers from. sKizzo, on the other hand, performs the opposite. It uses Symbolic Skolemization and Binary Decision Diagrams (BDDs) to remove all the existentially quantified variables [3] . Lastly, a new third type of solver, called AIGsolve, has also shown great promise [36] . Using And-InverterGraphs as the core data structure, AIGsolve tries to extract as much structural information from the problem as possible (e.g. variable functional definitions). It then uses symbolic methods to solve the problem. All these methods are competitive with the DPLL algorithm, and would make interesting parallel solvers. However, the focus of this paper is on parallel DPLL based QBF algorithms so these solvers will not be discussed.
Parallel QBF Solving
Parallel QBF solver research in general was stagnant for quite some time. The last work published on a parallel QBF solver was in 2000 [17] . In the last ten years much has changed in both the SAT and QBF domains. Solvers are now significantly more powerful, and in QBF, we are now beginning to handle problems of industrial importance, not just small randomly generated instances. This has raised the interest of researchers and industry, and there is more curiosity about which industrial benchmarks can be solved, and how large are the QBF instances that can be considered. Again, one way to advance current QBF solvers and techniques is to parallelize current algorithms and optimize them for today's hardware.
In this context, we will first compare parallel QBF to parallel SAT, and mention some of the complications that arise when transferring the techniques used in SAT into the QBF domain. Then, we will cover PQSOLVE, the parallel solver introduced in 2000, and how it overcame some of the issues related to parallel QBF. For all intents and purposes, PQSOLVE is the only parallel QBF solver prior to our work that we are aware of. It was based on a basic DPLL depth first search algorithm, without non-chronological solution or conflict backtracking, and without any form of knowledge generation or sharing. Furthermore, in [17] , only PQSOLVE's performance on custom made random benchmarks was reported. Even though PQSOLVE cannot be directly compared to our work on industrial problems with a more modern solver, their work is still interesting as it did address many issues related to parallel QBF DPLL based algorithms.
Comparison to SAT
When comparing QBF to SAT, there are many similarities. SAT is just a special case of QBF, and today, many QBF solvers are DPLL based. Both QBF and SAT solvers feature similar decision heuristics, BCP procedures, and conflict (solution) analysis procedures that allow the solvers to learn as they search for the solution. Parallel SAT has also been well researched and many parallel SAT solver exist [8, 12, 13, 16, 26, 29, 41, 42] . However, as explained earlier, QBF solvers are more complicated as they must include the ability to deal with many more possibilities. For example: QBF solver decision strategies must follow variable quantification ordering; their BCP procedure has more rules for implications and conflicts; and the conflict analysis procedure can produce tautologies which are not allowed in SAT. These are only some of the issues that must be dealt with in a sequential search based QBF solver. For the parallel solver, even more complications arise. The following sections will discuss some of these issues in more detail.
Subproblem Generation
In parallel QBF, subproblem generation can use the parallel SAT algorithms as a starting stone. Basically, in parallel SAT, the Guiding Path method introduced by PSATO [44] is almost exclusively used. Its general idea is to send a solver in a certain direction using a set of assumptions that tell the solver where it should start searching. In Figure 1 , when viewed as a SAT problem, the guiding paths for client 0 to 3 are:
, and (¬ 1 , ¬ 2 ) respectively. Furthermore, if Client 0 completes the search of its subproblem, and finds it unsatisfiable, it can request a new subproblem from any of the running clients. The only possible new subproblem from Figure 1 , considering only variables ( 1 , 2 , 3 ), would be from Client 3, namely (¬ 1 , ¬ 2 , 3 ). For this type of dynamic partitioning, decision or undefined variables can be used to split the search space. Dynamic partitioning is also referred to as workload balancing, and was first really studied in Parallel Satz [29] .
When considering subproblem generation in a QBF context, it becomes more complex to insure completeness due to the quantifier alternations. This relates to the limitations that the prefix order puts on the decision heuristics in QBF. In subproblem generation (as in most QBF decision heuristics), the solver must enforce the variable quantification order defined in the prefix of the formula. This means the solver must assign variables from outermost quantification level first (otherwise we must somehow maintain a list of which parts of the search space have been visited, and which parts have not). Additionally, when dividing the search space, we have different requirements for different types of splitting variables. For universally quantified splitting variables, both subproblems must be satisfiable. For existentially quantified ones, only one path needs to be satisfiable. This can become quite complicated when using multiple clients that have each received splitting variables that are quantified differently (∃ or ∀), and/or on multiple different quantification levels. Furthermore, because it is hard to verify and test a QBF solver, we would like to keep many of the algorithms as simple and efficient as possible. Figure 1 shows some of the issues. Assume that the subproblems are produced in the same manner as would be the case for SAT. Suppose all the clients are busy, and then Solver 3 proves its problem is unsatisfiable. Because its splitting variable is existentially quantified, it can terminate normally and ask for a new subproblem, say from Solver 2. This behavior is identical to SAT. However, if for example Solver 1 proves that its subproblem is unsatisfiable, it becomes more interesting. First, because 3 is universally quantified, Solver 1 must signal Solver 0 to stop, as both assignments of 3 do not produce solutions. Secondly, because 2 is existentially quantified and an implication of the guiding path of Solver 1, it can also terminate the search of the remaining Total Search Space two clients (Solvers 2 and 3). This again is because both values of the universally quantified variable 1 do not lead to solutions. This process can become even more complicated if for example these were only four clients of a larger solver, and variable 1 was only a subproblem itself. The method to insure completeness in a parallel solver was a major contribution of PQSOLVE [17] .
Knowledge Sharing
The other major part of any parallel solver is knowledge sharing. In QBF, conflict clauses that are learnt during the search can be shared in the same manner as in SAT. One difference is that when new clauses are added to other solvers, assigning watched literals and finding forcing implications and conflicts is not as easy as the quantification levels and types of variables must be taken into account. In addition, since QBF solvers tend to produce information slower due to the more elaborate evaluation process, we normally share larger clauses as any learned information is more important. For instance, in parallel SAT solvers such as GridSAT [13] or pMiniSAT [27] , only small clauses with a length of around five to ten literals are shared. When considering only quad-core machines, ManySAT [26] used the Additive Increase/Multiplicative Decrease (AIMD) algorithm (a feedback control algorithm used in TCP congestion avoidance) to allow the size of clauses to increase over time. Still, even with the restriction of a shared memory system, the average size of clauses shared using the AIMD method were limited to 17 literals on average. As will be discussed in Section 4, PaQuBE shares clauses that are significantly larger than this.
In QBF, there is also a new type of information that solvers can produce. QBF solvers such as QuBE [22] learn from solution analysis by recording cubes. Sharing cubes presents more problems than sharing clauses. First, initial cubes, which are generated by finding a minimal assignment from a full solution, still contain the majority of the variables in the problem. This makes them extremely large, and very expensive to share. Secondly, because they are so large, they only truncate a very specific part of the search space. These two problems together mean we have to develop more intelligent algorithms that decide what knowledge should be shared, especially in an MPI based solver where knowledge sharing and communication are more expensive.
On the positive side, however, in QBF we now have many more criteria for selecting which cubes (or which clauses) are useful. In SAT, normally clause length or clause activity are used as metrics. In QBF, we have additional criteria such as: how many quantifier alternations does a clause contain; how many existential or universal variables does it have; or on which levels are the variables quantified? For example, cubes with few existentially quantified variables are rare, but can eliminate huge amounts of the solution space. Also, cubes with only variables on the first few prefix quantifier alternations can truncate larger parts of the solution space. However, even though we have more criteria to choose from, we still need algorithms that can decide quickly what information is best to share, in order not to outweigh the benefit of sharing it. 
Previous Parallel QBF Work (PQSOLVE)
The only previous parallel QBF solver, PQSOLVE [17] , was built using the sequential solver QSOLVE. QSOLVE was directly based on the DPLL algorithm, and was in essence a simple depth first search. No forms of conflict analysis, solution analysis, or knowledge sharing were present. PQSOLVE did have a simple preprocessor that checked for monotone and unit existential variables, and included advanced techniques for inverting quantifiers [38] and testing for trivial truths [11] . In [17] , they showed that PQSOLVE was competitive with other solvers by comparing it to EVALUATE (1998) [11] , QKN (1995) [10] , and others. These comparisons, however, were on randomly generated problems with only 50 variables (fifteen universal ones). Random problems were used as there were no good sources for industrial problems. The first online repository for industrial QBF problems was only opened several years later ( [35] ). This is why solution and conflict analysis were added to QBF solvers significantly later than in their SAT counterparts, as these ideas do not help on randomly generated instances that do not contain any inherent structure.
PQSOLVE's main accomplishment was how to parallelize a QBF solver using MPI and a multiple hierarchy Master/Slave approach. One of the major problems in QBF is that splitting variables can be universally or existentially quantified. On a solver with more than two clients, it is possible to have multiple differently quantified splitting variables that are in different parts of the search tree. The multiple hierarchy approach used in PQSOLVE dealt with this complexity by making every client a master of any other client that received a subproblem from it. For example, in Figure 1 , if Solver 0 started, and Solver 1 requested and then received a subproblem from Solver 0, Solver 0 would be the master of Solver 1. At some point, if Solver 1 splits its subproblem with a new solver, say Solver 2, Solver 2 would be a client of Solver 1. However, Solver 0 would still be the master of both of them. This implementation allowed PQSOLVE to insure that all parts of the search space were exhaustively searched in the case of unsatisfiability. However, when running with 128 clients, the Master/Slave hierarchy would become quite complicated. Many messages could be sent up and down from masters to slaves as subproblems were solved or proven unsatisfiable.
The main limitation of this design was that if a master client finished searching its part of the search space before its slaves, it would have to wait until its slaves completed before returning its result and asking for a new subproblem. This resulted in a CPU utilization (time spent actually solving the problem) of only 52% with 32 Intel Pentium II/300 processors. This being unacceptably low, the authors introduced Helpful Master Scheduling (HMS). This allowed the idle master clients to request subproblems from one of their direct slaves under certain conditions. This increased the CPU utilization to almost 70%.
Lastly, their algorithm was tested on a larger system with 128 Intel Pentium II/450 processors connected by a 2D-Torus Scali/Dolphin CluStar network. A set of larger random benchmarks with 120 variables (25% universal) and 400 to 700 clauses was used. On these randomly generated benchmarks a speedup of 114× with 128 clients was reported. Their algorithm also produced a large number of subproblems, and as a consequence, significant amounts of communication traffic, which used a total of 16.6% of the CPU time with a 128 clients. These results are difficult to compare with modern algorithms as solvers designed for random problems behave differently from ones targeting industrial instances. But, without a doubt, in 2000 PQSOLVE was the fastest solver on the block.
PaQuBE's Design
PaQuBE is a direct extension of QuBE6 [23] . It uses an MPI based design with a master that controls several QuBE solver clients. In PaQuBE's Master/Slave model, one process is dedicated to be the master, and − 1 are acting as slaves performing the solving. Here, represents the total number of processes running on the system. An illustration, using three clients, is given in Figure 2 . Notice in Figure 2 that PaQuBE has not only two distinct parts, but the communication is also divided into two distinct types. The master is in charge of consistency (i.e. controlling subproblem generation), and as such it only produces traffic relating to control signals. The slaves are allowed to freely communicate to one another sharing information they learn while solving their current subproblems. This division of roles allows the master to be run alongside a group of clients on a single machine.
All of this communication has been realized using MPICH2 [25] , an implementation of the Message Passing Interface standard [43] . According to the Master/Slave model sketched in Figure 2 , all communication tasks are done using the MPI Send and MPI Recv functions, respectively. The master and clients are then accountable for the following functions.
Master
In our implementation, the master is a central part of the solver and is required to ensure completeness. More precisely, the master has the following responsibilities:
1. Maintain information about the current subproblems and splitting variables. Since the master spends most of its time sleeping, and when working there is at least one inactive slave, it can be run alongside other processes without really needing a dedicated CPU. Indeed, in contrast to many other parallel MPI based SAT solvers, the knowledge sharing mechanism does not involve the master. The only reason we need a master process is for controlling the SQLS scheduling algorithm (Section 3.3). Without a master process, each PaQuBE client would need to talk to all other clients before donating a subproblem. This would generate significantly more messages compared to the Master/Slave model used in our approach.
Client
In PaQuBE, we use QuBE as the client/slave that actually performs most of the work. As mentioned earlier, QuBE is a state-of-the-art DPLL search based solver. It uses many modern techniques such as watched literals, conflict analysis, and advanced decision strategies. QuBE, however, includes more advanced features such as pure literal detection [18] , and solution analysis with solution cube learning [19, 23] . QuBE also contains an advanced preprocessor [20] that allows it to achieve unmatched performance when compared to other solvers.
To be included into a parallel solver, the sequential version of QuBE had to be modified in many ways so that it would work well in a parallel environment. To this extent, the following additional duties were defined for QuBE (the client):
1. Receive and solve a subproblem, represented as a set of assumptions about the complete problem.
2. Split its subproblem if asked, and then send the new unevaluated part to the master. QuBE, the core solver used in each slave, was modified in order to deal with assumptions and to work in a group environment. In particular, the backjumping engine was taught to treat subproblem assumptions like decision literals when evaluating the reasons for conflicts (i.e. even if a variable was assigned at decision level 0, it can no longer be resolved out of the formula when using the parallel solver). We have also added a procedure to correctly set the watched literals in those clauses or cubes learnt from other slaves, while also backtracking if possible. Furthermore, during the search each slave must check for messages coming from the master (e.g. requests for subproblems or a notification that the problem has been solved) or a slave (incoming clauses or cubes). This check is done regularly after a fixed number of assignments. Whenever a slave checks for messages, learnt constraints are shared with other slaves if selected as suitable under the knowledge sharing mechanism.
Subproblem Generation and Single Quantification Level Scheduling
Scheduling multiple clients in QBF is more complicated than in SAT. As discussed earlier, the only previous parallel QBF solver, PQSOLVE, had a difficult time keeping all the clients busy while managing all the subproblems to insure consistency. While PQSOLVE introduced a method that worked in theory, the practical results with idle times of up to 30%, were far from optimal. Furthermore, the amount of messages and subproblems produced for the scheduling algorithm required 16% of the total processor power, reducing the actual solver usage of the processors to just over 50%.
In order to simplify subproblem generation while maintaining completeness, we introduced the Single Quantification Level Scheduling (SQLS) algorithm with the solver QMiraXT in [33] . This algorithm, although simple, overcomes many of the problems highlighted in PQSOLVE's previous work [17] . SQLS's basic idea is to allow any client to split its search space as long as all splitting variables from all clients are on the same quantification level. This normally means that at the start, all splitting variables come from the first level. However, if all the variables on the first quantification level become implied on decision level 0, and the remaining clients are waiting for subproblems, the solver can move on using variables from the next quantification level.
The pseudo code for the ℎ(...) procedure in SQLS, as presented in QMiraXT, is shown in Algorithm 3.1. In the pseudo code, the variable represents the quantification level of the current splitting variables. Using and (the result returned from the solver) 
// Problem is satisfiable. 9: if ((currentResultSAT) && (currentQLevel = Existential)) { done( ); } 10:
11:
// Wait for new subproblems, or until searchDone is true. 12: while((numSubproblems = 0) && (!searchDone) && 13: (numWaitingClients ̸ = totalNumClients)) { waitForNewSubproblem(...); }
14:
15:
// If all clients are waiting, search is over. 16: if (numWaitingClients == totalNumClients) 17 :
// Problem is either or . 19 :
if (currentQLevel = Existential) { done( ); } 21:
// Otherwise take a new subproblem. 23: else {...}
24:
25:
// Decrement the number of waiting clients, and wake any waiting clients if 26: // there are more subproblems, or if we are done searching. 27: numWaitingClients−−; 28: wakeWaitingClients(...); 29: } we can sometimes determine if the entire problem has been proven satisfiable or unsatisfiable by the current solver (lines 7 to 10). If the problem is not solved, lines 12 to 14 make the solver wait until a new subproblem becomes available or the entire problem has been proven SAT or UNSAT. If all the clients are waiting, then the problem is either SAT or UNSAT depending on the result that the last client produced (lines 19 to 21). The SQLS algorithm for ℎ(...) is even simpler, and is therefore not included. In ℎ(...), a simple check is made to see if a splitting variable on the current quantification level is available (uses the same as in ℎ(...)). If not, the current client can only donate a decision stack if it is the only running client (number of clients minus equals one), in which case it would also increment . The limitation of the SQLS algorithm is that if the current quantification level only contains a few possible decision variables, the number of active clients can be limited. However, in practice most problems contain tens, if not hundreds or more of variables on each quantification level. On all the benchmarks shown in this paper, with two, four, or sixteen clients, the total wait times measured were less than 3% of the total run time on average. The total idle times include waiting for locks, and problem initialization as well. Remember, with only ten variables on a quantification level, there are 2 10 (or 1024) possible subproblems. Normally, PaQuBE only divides the search space a few tens of times at most, so this is not a limitation in practice. Even when used on larger systems with sixteen clients, CPU utilization was over 97% including the associated MPI overhead.
Besides being able to effectively keep many clients busy, the other advantage of SQLS is simplicity. Algorithm 3.1 is substantially simpler than the one introduced in [17] . When using SQLS, there is no longer a need to keep track of parent and children clients, or the order in which the problem was divided. We also no longer need to terminate clients during their normal search. Instead, PaQuBE only needs to keep track of which quantification level the splitting variables are on. With SQLS, if the splitting variables are existentially defined, the parallel solver behaves in a similar manner to that of a parallel SAT solver. If any solver proves that its part of the search space is satisfiable, then the entire problem is satisfiable (lines 9-10). In the opposite case, if a solver proves unsatisfiability, it will wait for new subproblems to become available, and when they do, it will ask the master for one. Finally, if all the solvers are waiting, the problem is unsatisfiable (line 21).
In the other case, when the current splitting variables are on a universally defined quantification level, all solvers must prove that their subproblems are satisfiable. If a single client proves its subproblem is unsatisfiable, the entire problem is unsatisfiable (lines 7-8) . Otherwise, when a solver proves its part is satisfiable, it will wait for new subproblems to appear, and then ask for one when a subproblem is donated by another client. Lastly, if all clients are waiting for new subproblems, the problem is satisfiable (line 20). This is simply the reverse of the existential case. In summary, SQLS drastically reduces the complexity associated with designing and verifying the correctness of a parallel QBF solver.
Solving Process
At startup, the slaves read the preprocessed input formula. The preprocessor sQueezeBF [20] is used here, and it is the only sequential part of this parallel solver. Afterwards, Slave 0 sends the master a few basic properties of the formula so that it can initialize the SQLS scheduler. This is the same SQLS algorithm we introduced in QMiraXT in [33] , and discussed in Section 3.3. As mentioned before, to initialize this algorithm, the master must know a few details about the problem. In particular, these are the number of variables, clauses, and the number of quantification levels or alternations in the input formula. Then, Slave 0 begins the search trying to solve the complete problem, i.e. the given formula without any assumptions.
The remaining slaves start by requesting and waiting for incoming subproblems to solve. Waiting slaves are put to sleep (using the MPI Iprobe command) so that they do not affect the performance of running slaves. They are only awoken when they receive a MPI message. These requests for subproblems are handled by the master and forwarded to running clients, based on the SQLS rules.
In SQLS, the master will first ask for subproblems with a root variable initialized to the first level in the formula. Whenever a slave asks the master for a subproblem, this request will be forwarded to a working slave, requiring that the subproblem must be rooted at the current quantification level. If the first branch done by the inquired slave is not quantified on the correct level, the master tries again with another slave. In case all the variables quantified at this level have already been checked, the master will move on to the next level when there is only one running client. The master and clients will continue dividing and solving subproblems until either all the slaves are waiting for new subproblems, or a slave finds its subproblem to be unsatisfiable and the current quantification level is universally quantified, or satisfiable on an existentially quantified level.
Knowledge Sharing
As stated above, PaQuBE slaves can share both learnt clauses and cubes. As learning made SAT/QBF solvers able to solve real world problems, acquiring clauses derived from solving parts of the search space can help as well [32] . Moreover, it is well known that computing initial reasons (e.g. initial cubes) for backjumping is far more expensive than for conflict clauses (see [7] and [46] for more detailed considerations). Consequently, sharing small and already computed solutions can, in many cases, speed up the search. In PaQuBE, in order to save part of the time (latency and transmission time) needed to send these large messages, clauses are packed into bundles, and cubes are packed and compressed, with the aim of filling (without exceeding) the capacity of a TCP packet.
Here, PaQuBE's knowledge sharing is tuned for the AMD system described in Section 3.6. PaQuBE's information bundles contain the last twenty learnt conflict clauses or cubes. Each clause is limited to a size that contains less than 15% of the variables within the problem, and cubes having a length of less than 18% of the variables within the formula minus the number on the last existential level (if one exists). These numbers were experimentally determined to perform best. This AMD system provides significantly more performance for message passing (with respect to latency and throughput) than a distributed system such as a grid that is connected by Ethernet. On a larger cluster, PaQuBE's knowledge sharing would have to be scaled down accordingly with the bandwidth available.
The algorithm used for compressing cubes works on the assumption that these cubes share many literals, in particular, those quantified at the highest levels. This is normally true, especially at the beginning of the search. Therefore, if the literals occurring in these cubes are sorted according to the prefix order, in every block of cubes we can effectively detect and avoid sending the common part of each. Moreover, every literal that may occur in a cube (e.g. those bound between the highest to the lowest universal quantification levels) are encoded into two bits. This encoding allows us to communicate that a literal (i) occurs with a positive polarity (01), (ii) a negative polarity (11), or (iii) does not occur in this cube (00). The remaining value (10) is used as a marker for the end of the cube. Finally, after converting all the selected cubes, we put the complete first cube into the packet. Then, for the following cubes, we only include the cube's differing tail, and an offset pointing to where this cube starts to differ from the first one. Consider for example the following small formula.
Excluding the innermost existential variables (those bound to the lowest quantification level) because they are not needed in the solution cubes, at most five literals may occur in a cube (because of minimization). Let us say a solver learns the following cubes:
Their two bit encodings using the method described here are respectively:
Only the last two literals (highlighted in bold) differ. We say: "the difference begins at the 4 ℎ position". Then, the message we actually send will be:
Here, the comparison between cubes has been done literal by literal (pairs of bits), but for the sake of efficiency in PaQuBE, this is done between sets of sixteen literals, that are 32 bits long. Due to the size of this example, no significant compression is achieved. On the larger benchmarks shown later, with thousands of variables, the average compression using this technique was over 15×.
When receiving clauses or cubes, slaves can decide which one to add depending on their current subproblem. Normally, slaves only add clauses or cubes that are either short, directly conflicting, or produce implications. This eliminates adding many unuseful clauses or cubes (e.g. those that are already solved by the clients current subproblem), while providing a balance between the knowledge sharing and the number of clauses the BCP procedure must evaluate. However, it has a limitation already known from parallel SAT solvers based on message passing: when a slave selects constraints to be shared, it is not aware of their usefulness to other slaves. This is because slaves are not aware of other slaves' current status or subproblems. In order to exchange information about each clients current state and keep it up to date would imply either sending too many messages or too great of a latency if updated just before sharing. Being able to select the constraints in this way, however, would allow us to share even larger ones more effectively, even if less knowledge in total was shared. This is a fundamental benefit of threaded solvers such as QMiraXT [33] . However, threaded solvers have limited scalability due to the requirement of shared memory.
Hardware Considerations
Again, knowledge of the underlying hardware is important to fully appreciate the scaling and performance aspects of PaQuBE in the experimental results section of this paper (Section 3.7). For all the results presented here, a sixteen core AMD Opteron shared memory system was used. The system contains four AMD Quad-core Opteron 8356 processors. Each processor runs at 2.3 GHz, and each Quad-core processor is connected to 16 GB of local memory (64 GB in total). In Figure 3 the AMD Non-Uniform Memory Access (NUMA) multi-processor system is shown. Each Opteron processor has its own local memory, and they are connected to each other with a Hyper-Transport bus. In PaQuBE's case, this bus is used for the MPI messages that need to be sent for knowledge sharing and subproblem scheduling. Since PaQuBE is an MPI based solver, each QuBE client is run as a separate application as seen by the operating system. This means that none of the data structures used by two separate PaQuBE clients can be shared. This increased PaQuBE's memory footprint and memory usage. However, intelligent design aspects such as the use of watched literals increase cache hit rates, thereby reducing memory bus contention issues.
Moreover, when comparing the scaling results of PaQuBE from 1 to 16 clients, other aspects must be considered. When running PaQuBE with one client on each processor, each client can fully use the 2 MB L3 cache. When running with more clients on each processor, the effective L3 cache size must be divided by the number of running processes. Consequently, when all four cores are being used in PaQuBE, the effective L3 cache size is no longer larger than the L2 cache that each individual processor has. This makes the L3 cache almost useless when using four clients on each processor. Since the L3 cache becomes less effective on an MPI design, contention for the single RAM controller on the processor also increases.
Memory bus contention plays a large role in the scalability of PaQuBE when running with sixteen clients. It is also a common problem with most distributed applications. Fortunately, future processors from both AMD and Intel, will include significantly larger L2-3 caches. Furthermore, Intel and AMD are both planning to transition to DDR3 memory which should provide more bandwidth for future multi-core systems.
Performance Results
To evaluate the performance of our implementation of PaQuBE, we ran multiple experiments on a selected pool of fixed-structure instances from [35] . Again, we used the sixteen core AMD machine described in Section 3.6. This machine runs a 64 bit SMP enabled version of the Linux kernel, and supports the MPICH 2-1.0.8 library.
On the AMD system, we have the issue that multiple cores on one processor must share that processor's memory bus. Each of the four AMD Opteron 8356 processors has its own memory bus, so we can run four PaQuBE clients (one client on each processor) before we run into memory bus contention issues. When running the 16 case, the four cores on each processor must share the processor's memory bus. This unfortunately affects the scaling of the algorithm when running with more than four clients. Fortunately, PaQuBE's light weight master process and optimized MPI architecture help mitigate these issues.
In Tables 2 and 3 we compare the performance of the sequential solver QuBE to that of PaQuBE running with two, four, eight, and sixteen slaves (marked as 2 /4 /8 /16 ). Also included is 16 , which is PaQuBE with knowledge sharing disabled, allowing us to demonstrate the impact of knowledge sharing. To test PaQuBE, we selected the benchmarks from for which QuBE, the sequential solver, needed between 10 and 600 seconds. We then added the next few incrementally harder benchmarks from each family to see if PaQuBE could also solve more instances. In total, over twenty different benchmark families were tested. These families are shown in column one of Table 3 . For benchmarking, each version of the solver was run once on the complete list of benchmarks. Each version was given 600 seconds to solve each instance, and in all the tables, the columns titled # / and # / represent conflict clauses and solution cubes shared per second on average, while # represents the number of subproblems that were generated on average. First, Table 2 clearly shows the advantage of running PaQuBE on more processors. Column six, labelled , shows the real world time used to solve all 283 instances (unsolved instances are included with the timeout value of 600 seconds), and shows that PaQuBE provides good speedup from 1 to 16 , in terms of both time as well as in the number of problems solved (# ). The best performance scaling is from 1 to 4 . As we move on to the 8 and 16 cases, performance increases, but it does not scale as nicely as the 1 to 4 case. This can be seen in both the speedup column, as well as when comparing how much information was exchanged between the slaves. For example, while the number of # / and # / scale linearly from 2 to 4 , resulting in almost exactly twice the amount of information exchanged, the difference from 4 to 16 case is only double even though the number of processors quadrupled. This is mainly due to bus contention on each processor as was described earlier. Even with this limitation on the current AMD architecture, we are still able to increase performance all the way up to 16 . The largest increase, however, was not in time, but in problems solved. With 16 we solved 47 more instances than the 1 case. Even more intriguing was the fact that we solved thirteen problems that had not been solved by any solver at the last QBF competition. Next, as was also shown in [33] , the low number of subproblems generated means that the SQLS's limitations do not in practice limit the performance of the solver as there is rarely a need to generate lots of subproblems. Furthermore, the column labeled from Table 3 , which shows the CPU utilization time, adds support to this argument as the average CPU utilization was 97%. Simply put, this means only 3% of the time was a CPU idle on average, waiting for a subproblem. This means that all clients were kept busy with problems to solve. Also, if we disable knowledge sharing ( 16 ) , the performance of PaQuBE degrades. As can be seen, knowledge sharing improves the 16 case by almost 16%, even though we have the added overhead of sending 2820 messages compared to the no sharing 16 case. Table 3 takes a closer look at each benchmark family. The first two columns contain the benchmark family name ( ) and how many instances from that family were included (# .). This table shows the speedup for the 2 /4 /16 cases. For the 16 case, the table includes the number of subproblems generated and conflict clauses and solution cubes shared on each benchmark family. This is interesting as PaQuBE's scaling performance on different benchmark classes is substantial. On families such as Katz, Ev-Pr-*-lg, and FPGA the performance is excellent, but on families such as BMC and K * n there is no performance increase at all. There are two main reasons for poor performance on certain benchmarks. First, there are benchmarks that for instance use existentially quantified variables to produce subproblems, but in which all subproblems are satisfiable. This results in each PaQuBE client needlessly searching a satisfiable subproblem, when only one satisfiable subproblem needs to be tested. Thankfully, with intelligent conflict clause and solution cube sharing, PaQuBE clients can still learn from one another, thus minimizing this redundant work. Second, on some benchmarks, the solver is mostly on decision level 0 during the entire evaluation (e.g. Irqlkeapcite and Wmiforward). This means that no subproblems can be generated, resulting in many processors being idle. The low CPU utilization then results in lower parallel performance. Fortunately, these are the only two benchmark families that suffer from this. Regarding the number of conflict clauses and solution cubes shared, Table 3 shows that moderate sharing provides the best speedup. Problems that share too much (or not enough) do not scale as well. However, good speedup is obtained on the vast majority of benchmarks. Looking at benchmarks like Terminator and Katz, in we achieve superlinear speedup, this can be attributed to the fact that one of the sixteen clients received a subproblem that produced a conflict that proved the entire problem was unsatisfiable. This is an advantage of a parallel solver. Decision heuristics are not perfect, and by adding more clients, we have a better chance of sending the solver to a more fruitful part of the search space. Table 4 shows the impact of our approach on instances that are satisfiable (SAT) or unsatisfiable (UNSAT). It also divides each of these results into two separate categories: problems that start with ∃, and problems that start ∀ quantification levels. These variables are the most likely to be used as splitting variables. It also shows how many problems belong to each set (labeled # .). This table shows that while UNSAT problems scale better than SAT, problems that start with universally quantified variables scale even better (both in the SAT and UNSAT case). Also, when comparing 16 to 16 , sharing seems to help on all types of instances. Lastly, as can be seen from all the results presented here, good speedup can be obtained on QBF problems using parallel algorithms. However, this general statement is benchmark specific as certain problems benefit more from this parallel approach than other. The next section will examine the role that knowledge sharing plays in a parallel QBF solver. It will then show how we can optimize the algorithm to provide more consistent performance over a wider range of benchmark sets.
A Closer Look at Knowledge Sharing
On larger systems, knowledge sharing plays an increasingly important role in a parallel solver. As shown in Table 2 , the performance of PaQuBE with sixteen clients and no sharing is almost equal to that of PaQuBE with eight clients and sharing (with respect to time). This difference is due to the fact that sharing allows solvers to learn from mistakes other solvers have made. While it is uncertain if our knowledge sharing scheme will scale to systems with 32, 64 or 128 processors, the importance of knowledge sharing cannot be underestimated. For the larger systems, we are already working on new solutions that will be highlighted in Section 5.
To optimize the knowledge sharing strategies for our current solver, we performed a few experiments comparing static and dynamic (adaptive) strategies. Overall, these optimizations can provide additional performance to the solver. However, many strategies, if done incorrectly, can actually have a negative impact on the performance of the solver. This, as well as experimental results will be covered in the next few sections.
Static and Dynamic Knowledge Sharing Strategies
The results presented in Table 3 showed that the static criteria used to select which knowledge should be shared were not always optimal. On certain problems, many clauses were shared, and on others no information was exchanged. Furthermore, some problems only shared cubes, and others only shared clauses. To summarize, we needed to implement a new sharing paradigm that allowed the solver to adapt to each family of problems, making PaQuBE's performance more consistent over a wider selection of benchmarks.
To accomplish this, we implemented and tested different strategies for sharing clauses and cubes between slaves. We experimented with the use of static criteria such as size, but also with more advanced adaptive methods. In the case of cubes, further criteria were also tested. For instance, criteria based on quantifier alternations, or the number of universal literals in the cube. However, in order to provide a light efficient implementation of these criteria, a bucket sort system was used. Instead of searching the clause/cube database for the best choices when we want to send a message, we add the clauses/cubes to different buckets when they are produced, depending on the knowledge sharing criteria used.
PaQuBE uses three buckets for conflict clauses and three buckets for solution cubes. If we are using clause length as our criteria, a new clause will be placed in a particular bucket based on its length. In our implementation the first bucket contains all clauses with a length less than five, the second is for clauses with a length between five and ten literals, and the third for larger clauses that still meet the maximum criteria discussed below. When the time comes to share this information, the clauses are taken from the first bucket, then the second bucket, and finally the third bucket until the twenty clause packet is full. Using this setup, we no longer need to search the list of new clauses which can be quite large. Once the clauses are shared, the buckets are emptied and the process starts again. The size of each packet was experimentally determined to provide the best compromise between reducing message passing overhead and the delay in sharing knowledge.
When receiving clauses or cubes, slaves only add the ones that aid their search. These include clauses that are conflicting or directly produce implications. Furthermore, really short clauses are also added as they may still be useful in the near future or on new subproblems, and they are easier to process by the BCP procedure. This eliminates adding many useless clauses/cubes, while providing a balance between knowledge sharing and the number of clauses the BCP procedure must evaluate. This scheme is used due to the limitations of an MPI based parallel solver. Basically, slaves have to guess what information is best for the other slaves, because they are not aware of other slaves' current status or subproblems. Selecting the constraints in an intelligent way, however, would allow us to share even larger cubes/clauses more effectively, even if less knowledge in total was shared.
Conflict Clause Sharing Strategies
For all the strategies discussed in this section, the bucket sort discussed in Section 4.1 is used. This means that really short clauses (i.e. clauses with less than five literals) still have a high priority and will always be chosen over longer clauses. Only when the third bucket is needed, which is often the case as small clauses are quite rare and we try to send packets of twenty clauses at a time, do the criteria discussed below play a larger role.
Conflict clauses are shared depending on their length. The threshold is calculated as a percentage of the number of variables occurring in the formula. The three strategies CS1, CS2, and CS3 compute a fixed upper bound, while CSADP uses an initial upper bound (equal to CS2) that can be dynamically tuned up or down depending on the amount of clauses that have been produced. The four different strategies are as follows:
Solution Cube Sharing Strategies
Again, and in the same fashion as sharing clauses, all the cube sharing strategies in this section use the bucket method discussed in Section 4.1. However, the length of the cubes for the first two buckets is doubled. Instead of using a clause length of five and ten for each bucket, a cube length of ten and twenty is used for the first two buckets. The third bucket again contains the remaining cubes that meet the maximum criteria allowed.
Solution cubes are shared following five different strategies. SS1 and SS2, work in the same manner as CS1 and CS2 but use different (larger) values. Also, in QuBE, cubes are minimized by removing all variables quantified by the innermost quantifier. This means the selection strategies for cubes are based on the number of variables quantified from the second to the highest quantification level. The next strategies for cubes are labeled SSQA and SSFU. They compute a stricter cube length bound with respect to SS1 or SS2, but they allow for larger cubes (up to a limit calculated in a similar fashion for SS ) to be sent if the cubes contain only universally quantified variables from the first universal quantification levels (SSQA), or contain no more than a fixed number of universally quantified variables (SSFU). Finally, SSADP is similar to CSADP, but for cube sharing.
1. SS1 -Cubes are shared with other clients if they contain ≤ 15% of the variables in the problem. Cubes are used by clients if they are conflicting, unit, or contain ≤ 6% of the variables. Otherwise the cubes are immediately deleted by the receiving client.
2. SS2 -Cubes are shared with other clients if they contain ≤ 18% of the variables in the problem. Cubes are used by clients if they are conflicting, unit, or contain ≤ 8% of the variables. Otherwise the cubes are immediately deleted by the receiving client.
3. SSQA -Cubes are shared with other clients if they contain ≤ 9% of the variables in the problem or the length is ≤ 35% and the universal literals from the cubes are bound to the first two universal quantification levels. Cubes are used by clients if they are conflicting, unit, or contain ≤ 8% of the variables. Otherwise the cubes are immediately deleted by the receiving client 1 .
4. SSFU -Cubes are shared with other clients if they contain ≤ 9% of the variables in the problem or the length is ≤ 35% and the cubes contains at most two universal literals. Cubes are used by clients if they are conflicting, unit, or contain ≤ 8% of the variables. Otherwise the cubes are immediately deleted by the receiving client 1 .
5. SSADP -Cubes are shared with other clients using an adaptive cube length selection criteria that can vary from 0 to 50% of the variables in the problem. The initial threshold for sharing is the same as SS2, and the buckets system as discussed before is used. If the packet of twenty cubes cannot be filled using the current criteria, the threshold is increased by 10%. If the third bucket contains more than twenty cubes itself, the threshold is decreased by 10%. In all the other cases, the threshold remains at its previous value. Cubes are used by clients if they are conflicting, unit, or contain ≤ 3% of the variables in the problem. Otherwise the cubes are immediately deleted by the receiving client.
Results
To evaluate the performance of PaQuBE and the effectiveness of our ideas, we ran multiple experiments on a selected pool of fixed-structure instances from [35] . All instances from for which QuBE (the sequential solver) required between 10 and 600 seconds were used, plus some incrementally harder instances. These are the same 283 benchmarks problems used in Section 3.7. However, the benchmarking machine used in this section only contained two dual-core AMD Opteron 280 processors. Each processor runs at 2.4 GHz, and is connected to 2 GB of local memory (4 GB in total). This machine runs a 64 bit version of the Linux 2.6.24 kernel, and supports the MPICH 2-1.0.8 library. This system is basically half of the system used in Section 3.7.
In Table 5 , we compare the different knowledge sharing strategies as described in Sections 4.2 and 4.3. Because the solve time of a parallel solver is nondeterministic, each benchmark was run twice, and the averages of those two runs is shown. The columns labeled # / and # / are for conflict clauses shared per second, and clauses taken per second per client. # / and # / are the corresponding values for solution cubes. This means that if knowledge sharing was perfect, the clauses/cubes shared would equal the number taken. In brackets, the average size of the clauses/cubes that were shared and taken is also shown. is the world time used by the solver, and # is the number of problems solved by either run of the solver. First, we show the performance difference between the sequential solver QuBE and PaQuBE 4P-NOS which is our parallel solver with sharing disabled. Here, we still get good speedup (with respect to the number of problems solved, # , and ) without knowledge sharing. Next, with conflict clause sharing enabled, the three static strategies CS1-CS3 provide roughly no added benefit. Only when the adaptive method is used, does conflict clause sharing actually help. The same is true with solution cube sharing. This is interesting as most current state of the art solvers use static criteria for sharing clauses. As for SSQA and SSFU, which depend on quantifier alternations, these strategies do not seem to help, although from a theoretical standpoint they seem reasonable. In most cases, QBF solvers try to minimize these criteria during solution analysis when generating the first cubes. However, as an overall sharing strategy, they do not seem to work so well. The fully adaptive cube and clause sharing strategy provides the best performance. This is shown in PaQuBE 4P-CSSSADP. The 4P-CSSSADP version does not only reduce the total solving time by 2,000s, but also solves seven more instances compared to PaQuBE 4P-NOS. Furthermore, this adaptive approach performs better than the optimized static approach originally used in PaQuBE (labeled PaQuBE 4P-ver- [31] and presented in Section 3.7 of this paper). As for a general pattern, it is interesting to note that in all cases when sharing conflict clauses (and to a similar extent solution cubes), the amount shared is significantly more than the amount taken. This means that much of the information shared by each solver does not really help the other solvers. This is shown in more detail in Table 7 . The one exception is 4P-SSFU, in which roughly 50% of the information shared is taken. This compares favorably to the other strategies, and is an interesting result. In the future, an adaptable SSFU strategy might perform even better.
In Table 7 , we show the results of our best solver PaQuBE 4P-CSSSADP on each family. It can be seen that different families of benchmarks perform better than others in the parallel sense, providing variable speedup (labeled 4P×). With respect to benchmarks like , we still achieve super linear speedup for the same reasons as mentioned before. That is essentially due to the fact that one of the four clients received a subproblem that produced a conflict that showed that the entire problem was unsatisfiable. Also, while we still have variable performance on different benchmark families, the knowledge sharing system in PaQuBE 4P-CSSSADP is more consistent. It adapts and allows us to share more knowledge on problems that need it, while limiting the amount of knowledge shared on problems that produce too much information.
While we still have poor performance on certain benchmarks such as BMC and k * n, this is to be expected. These problems suffer from either: using existentially quantified variables as splitting variables, but in which all subproblems are satisfiable; or the solver is mostly on decision level 0 during the entire evaluation. In the first case, PaQuBE's clients needlessly search a satisfiable subproblem, when only one satisfiable subproblem needs to be checked. An MPI solver seems not to be able to share enough knowledge to avoid this on some problems. For the second case, knowledge sharing is not the limiting factor as many clients are idle.
On the majority of benchmarks, thanks to intelligent conflict clause and solution cube sharing, each PaQuBE client can still learn from one another, thus minimizing this redundant work. This can best be seen in Table 5 as the adaptive algorithm, on the majority of benchmarks, proves better than any static method. As a side note, if we focus on splitting variables and speedup, universal splitting variables tend to do better (2.45× for ∀ versus 1.62× for ∃), which are similar to the results presented in Table 4 . With respect to knowledge sharing, we show how many clauses (# and # ) or cubes (# and # ) are shared and taken in total (rather than per second), and how many actually produced implications (# .) or conflicts (# .) on average per client. It is easy to see that only a small fraction of clauses and cubes seem to be directly useful. This information highlights the need for better heuristics. Again, solution cube sharing seems to perform better than conflict clause sharing with respect to how many clauses are shared/taken, but this is benchmark family dependent. Also, in Table 5 , conflict clause sharing reduces the total run time more than sharing cubes. However, certain benchmarks share only conflict clauses, while others only share cubes. This is because certain problems consist of mostly solution space searches, while others are conflict based. The main reason the adaptive algorithms perform so well, is that they can adjust the knowledge sharing criteria to fit the problem. Simply put, in QBF, there is a huge difference between the structures of each benchmark family. To make a general purpose QBF solver that functions well over a wide range of benchmarks, being adaptive is a necessity. Finally, in Table 5 the performance of our compression algorithm for solution cubes is shown ( .). Here we can see that our solution cubes are compressed by over fifteen times on average. This reduces the size of the packets we need to send, and therefore the total network congestion. This should help as we scale to larger systems in the future.
By using the new adaptive algorithm on the larger machine (from Section 3.6), we are able to further improve the performance of PaQuBE when using more than 4 processors. This is shown in Table 6 where we compare the previous static method with the new adaptive approach on the machine with 16 cores. Again, each solver was run twice on each benchmark using the same benchmark set as described earlier. For all cases, from 4P to 16P, the adaptive method solves more problems than the static or non-sharing case. It is also interesting to note that the adaptive algorithm seems to prefer the sharing of cubes over clauses, and as shown in the table, this tends to help overall performance. However, advanced knowledge does require extra computation and the associated overhead. Using the more complex adaptive method can slightly increase the overall solving time. Also, on the larger cases (8P and 16P adaptive), the sharing mechanism was scaled down to reduce the number of message sent. With 16 clients producing knowledge and sharing it with each other, this can start to overwhelm some of the clients. So, the adaptive sharing strategy takes into account the number of running clients, by proportionally reducing the frequency of which knowledge is shared. For instance, for 8 processes, information is only shared half as often with respect to 4 processor case. As shown in column PS and Time of Table 6 this works well.
Conclusion
In this paper we introduced the parallel QBF solver PaQuBE. It is based on the state-of-the-art QBF solver QuBE, which according to the last QBF competition is significantly faster than other sequential solvers. The new parallel solver PaQuBE, not only matches the performance of QuBE, but in its most optimized form, solves 48 more benchmarks and reduces the solving time significantly. Additionally, when running with 16 clients, PaQuBE was able to resolve 15 instances that were unsolved at previous QBF competitions. All this together makes PaQuBE the fastest general purpose QBF solver we know of. Moreover, due to its flexible architecture, PaQuBE can easily scale from 1P to 16P to take full advantage to today's and tomorrow's multi-core processors.
Furthermore, this paper examined how knowledge sharing, with respect to clauses and cubes, affects the performance of the solver. Static and adaptive algorithms were considered. Adaptive algorithms proved to be the best over a wide range of benchmarks as they were able to adapt to the type of benchmarks the solver was currently considering. The new adaptive knowledge sharing algorithm was then tested with up to 16 clients and shown to provide additional performance with respect to our original results.
Finally, the results of this paper show that QBF solvers can be efficiently parallelized to achieve new levels of performance. Our results also show the important and complex role that knowledge sharing plays in any modern parallel solver. Most current (and future) processors include multiple cores, and solvers will need to adapt to fully utilize these new multi-core chips. We hope that this work will aid in realizing this goal. 
