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Abstract
The increasing demand for wireless communication services has resulted in crowding
of the electromagnetic spectrum. The "spectral-commons" model, where a portion
of the electromagnetic spectrum is public and used on an ad-hoc basis, has been
proposed to free up spectrum that has been allocated but underutilized. Ad-hoc
wireless networks (networks with no central control) are also interesting in their own
right as they do not require costly infrastructure, are robust to single-node failures,
and can be deployed in environments where it is difficult to deploy infrastructure.
The main contributions of this thesis are expressions for the mean and in some
cases the variance of the spectral efficiency (bits/second/Hz) of single-hop links in
random wireless networks as a function of the number of antennas per node, link-
length, interferer density, and path-loss-exponent (an environmental parameter that
determines signal decay with distance), under assumptions chosen for realistic im-
plementability in the near future. These results improve our understanding of such
systems as they indicate the data rates achievable as a function of tangible parame-
ters like user density and environmental characteristics, and are useful for designers
of wireless networks to trade-off hardware costs, data-rates, and user densities.
We found that constant mean spectral efficiencies can be maintained in wireless
networks with increasing user density by linearly increasing the number of antenna
elements per user, or by maintaining a constant fraction of nodes connected to high
capacity infrastructure like optical fiber, equipped with antenna arrays. These are
promising ways to serve an increasing density of users without increasing bandwidth.
Additionally, several interesting features of such networks have been highlighted.
For instance we found that the mean and variance of spectral efficiencies can be
characterized in terms of a parameter called the link rank, which on average equals
the number of interferers whose signal power is stronger at a representative receiver
than its target transmitter. Rank thus combines the effects of node density and link
lengths. Another interesting finding is that mean spectral efficiency in networks with
rank-1 links, and equal numbers of antennas at transmit and receive sides can be
improved if nodes turn off two thirds of their transmit antennas.
These results were derived using infinite random matrix theory and validated
using Monte Carlo simulations which were also used to characterize the distribution
of spectral efficiencies in such networks.
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Chapter 1
Introduction
1.1 Introduction of the Problem
This thesis derives the spectral efficiencies (the number of bits per second per Hz
bandwidth that can be reliably communicated) of links in ad-hoc wireless networks
where nodes have multiple antennas. These estimates are functions of the number of
antennas per node, density of users, path-loss-exponent (an environmental parameter
that controls signal power attenuation), and link lengths.
The main feature that distinguishes ad-hoc wireless networks from cellular net-
works that have been extensively studied, is that ad-hoc wireless networks lack cen-
tralized control, and that links are typically one-to-one as shown in Figure 1-1. Such
networks are attractive because they do not require costly infrastructure, are robust
to single node failures, can be deployed rapidly, and can be used in environments
where it is difficult or impossible to set up infrastructure, for instance in disaster
areas.
Recently, there has also been interest in allowing ad-hoc use of available elec-
tromagnetic spectrum. In such systems, wireless devices may take measurements in
different frequency bands, and are allowed to use portions of the spectrum that are
deemed available. This represents a shift in the traditionally accepted model where a
governing authority (the Federal Communications Commission (FCC) in the United
States for instance) allocates different spectral bands to different users whether or
not they are fully utilized. Since users operate in an ad-hoc fashion under this model,
the results of this thesis are applicable.
To date there has been a lot of research (summarized in Chapter 2) on the capacity
scaling laws of ad-hoc wireless networks. These works generally study the order of
growth of the ultimate common communication rate between arbitrary pairs of nodes,
with the number or density of nodes. Recent results in this area [62] have indicated
that for networks that grow in area with the number of users (with constant user
density), the per-link data rate must decay to zero, and that a multi-hop strategy
is optimal from an order-of-growth point of view. Additionally a very recent work
by Franceschetti et. al. [35] claims that physics limits the capacity achievable in
wireless networks such that the rate of communication between arbitrary node pairs
must decay to zero as the number of nodes grows. We provide a more detailed
description of these works in Chapter 2. These results indicate that it is necessary to
use additional hardware (e.g. antenna arrays and infrastructure) to address increasing
demand within a fixed bandwidth.
We distinguish ourselves from researchers who study capacity scaling laws in that
we study the mean, variance, and distribution of spectral efficiencies for specific com-
munication strategies rather than capacity scaling laws. Our assumptions also differ
significantly from the standard assumptions used by researchers of ad-hoc wireless
networks in that we consider variable-rate links, multiple antennas at each node, and
focus on strategies with little or no cooperation between nodes.
In addition to being attractive from an implementation perspective, communica-
tion strategies that involve little cooperation amongst nodes can also be applied to
spectral-commons systems where multiple links that are not necessarily cooperative
use the same bandwidth for communication. Another potential application is in sensor
networks where simple low-cost sensors may not be able to implement sophisticated
co-operation algorithms.
Another related area of research is Multiple-Input-Multiple-Output (MIMO) com-
munications, which typically refers to communications between links equipped with
multiple antennas. Most research in this area has focused on isolated links between
Figure 1-1: Illustration of an ad-hoc network
pairs of nodes where it has been found that capacities can be significantly increased
by using multiple antennas at both ends of links. There have also been some studies
of MIMO systems in the presence of other interfering links. We summarize the main
results of this area in Chapter 2. Our results differ from the literature on MIMO links
with interference in that we explicitly consider the spatial distribution of users which
is captured by the user density and path-loss exponent in our results.
We summarize the main results of the thesis in the next section followed by an
outline of the thesis. This chapter then ends with a description of the notation.
1.2 Summary of the Main Results
The main results of this thesis are expressions for the mean and in some cases variance
of the spectral efficiency of multi-antenna links in random wireless networks under
the following assumptions.
i. Multiple antennas per node in wireless networks without Channel State Informa-
tion (CSI) at the transmit side of links.
ii. Multiple antennas in wireless networks with limited CSI at the transmit side of
links.
iii. Multi-antenna, Multi-Carrier Code-Division-Multiple-Access (MC/CDMA) sys-
tems in ad-hoc wireless networks.
iv. Upstream mean spectral efficiency of wireless networks with multi-antenna in-
frastructure support.
These results have yielded several insights into the characterization and design
of random wireless networks with multi-antenna support. Some of the key features
highlighted by this thesis are:
i. In the interference-limited regime, the mean and variance of the spectral efficiency
can be characterized in terms of a parameter called the rank of a link which is
defined as the number of interferers that are stronger than the target transmitter
as measured at the receive side of links.
ii. Minimum-Mean-Square-Error (MMSE) receivers provide greater than linear (in
many cases quadratic) growth of the Signal-to-Interference-plus-Noise-Ratio (SINR)
with the number of receiver antennas. Compare this to MMSE receivers in power-
controlled networks (with equal interferer power) cellular networks and simpler
Maximal-Ratio-Combiners (MRC), where the SINR growth is linear with the
number of antennas.
iii. Mean network spectral efficiency can be improved if transmit nodes use only
a few of their antennas in the absence of CSI. Compare this to the optimal
selfish strategy where transmit nodes use all their antennas. In networks where
all nodes have the same number of antennas and rank-1 links, the mean spectral
efficiency is maximized if nodes shut off approximately two thirds of their transmit
antennas. With the optimum number of antennas, the mean spectral efficiency
grows linearly with the number of antennas per node.
iv. Mean spectral efficiency of links is constant if the number of antennas is increased
linearly with user density for single-hop links of fixed length.
v. In wireless networks augmented with multi-antenna base-stations connected to
a high capacity infrastructure (such as optical fiber), mean upstream spectral
efficiency is constant if the ratio of base-station to wireless node density is kept
constant as the density of wireless nodes increases.
vi. With all other parameters constant, the variance of link spectral efficiencies de-
cays linearly with the number N of antennas at the receive side of links. This
helps ensure that all links of equal length can support the same data rate with
high probability when N is large.
1.3 Outline of the Thesis
We follow this outline with a note on the notation used in this thesis. This is fol-
lowed by Chapter 2 summarizing the literature on multi-antenna systems and ad-hoc
wireless networks. Chapter 3 presents the general system model, and then briefly
discusses the general assumptions used in the thesis. We present the main results
on spectral efficiency for systems without transmit-side Channel State Information
(CSI) in Chapter 4, followed by the derivations of the main results of Chapter 4 in
Chapter 5. Spectral efficiency results for systems with limited transmit-side CSI are
presented in Chapter 6 with their derivations presented in Chapter 7. Chapter 8
presents results for multi-antenna MC/CDMA systems and Chapter 9 presents spec-
tral efficiency results for wireless networks with infrastructure support. We discuss
possible future directions of this work in Chapter 10, followed by a summary and
conclusions in Chapter 11. The derivations of the main results of Chapters 4 and 6
are presented in the main body of the text as they are the basis for the rest of the
results in the thesis. The derivations of other results are presented in the appendices.
1.4 Notation
Table 1.1 summarizes the notation used in this thesis.
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Chapter 2
Background Research
2.1 Introduction and Outline
In this chapter we describe results in the literature that are related to the topic of
this thesis. We start with a discussion of multi-antenna systems both in Additive-
White-Gaussian-Noise (AWGN), and interference channels. We then summarize the
literature on ad-hoc wireless networks starting with capacity scaling laws followed
by a description of other works that analyze data rates achievable in ad-hoc wireless
networks with specific technologies.
2.2 Multi-Antenna Systems
In this section, we describe multiple-antenna systems in AWGN channels, i.e., when
there is no interference, and in networks with interference. Antenna array systems
have also been studied in Multiple-Access-Channels (MAC) and Broadcast channels
(BC). An excellent survey of multiple-antenna systems is provided by Goldsmith et.
al. [39] although since its publication, the capacity of multiple-antenna broadcast
channels has been found [84].
Figure 2-1: Multi-antenna Additive White Gaussian Noise (AWGN) channel
2.2.1 Multi-Antenna Additive White Gaussian Noise (AWGN)
Channels
We start by describing multi-antenna systems in AWGN channels without interferers
as this is the simplest model for a multi-antenna channel. It also provides insight into
the performance of multi-antenna systems in ad-hoc wireless networks, particularly
when the network is sparsely populated and links are effectively isolated.
Consider a communication system between a transmit node with Nt antenna ele-
ments and total power P, and a receiving node with Nr antenna elements as depicted
in Figure 2-1. We model the channels between different antenna elements as complex
coefficients, which is known as the frequency-flat fading model. This model applies
to systems where the bandwidth of the transmitted signal is small compared to the
carrier frequency. Systems with wider bandwidth can also be analyzed using this
technique by decomposing the band into many orthogonal narrow bands for which
the flat fading model applies. This model is described in greater detail in Chapter 3
and in [79].
Let the ij-th entry of the matrix H denote the channel coefficient between antenna
element i of the transmitter and j of the receiver. Let the sampled signals from
each antenna element at the receiver be represented by the N, x 1 vector y and the
transmitted signals from each antenna element of the transmitter be represented by
the Nt x 1 vector x. Furthermore, let the N, x 1 vector n contain AWGN terms which
are zero-mean, Independent, Indetically Distributed (IID) complex Gaussian random
variables with variance a2. Thus,
y = Hx + n. (2.1)
The capacity of this channel is achieved by decomposing the channel into independent
virtual channels using a Singular-Value-Decomposition (SVD) [79] as follows.
Write the SVD of H as H = UEVt where U and V are unitary matrices and E
is a diagonal matrix containing the singular vallues of H. Suppose that instead of x
the transmitter sends i = Vx and that the receiver multiplies y with U to produce
= Ut y which can be written as:
5 = UtHVx + Un
= UtUEVtVx + ii
= Ex + ii (2.2)
The last step follows from the property of unitary matrices where UUt = I. Fur-
thermore, since Gaussian vectors maintain their statistical properties when multiplied
by unitary matrices, ii is statistically identical to n. Since E is a diagonal matrix,
(2.2) represents a parallel vector AWGN channel where the streams have gains equal
to the singular values of the original channel matrix. The capacity of this channel is
achieved by transmitting independent data streams on each sub-channel with a power
allocation given by a "water-filling" policy (e.g. see [26]). The capacity is then given
by
C = log2  Ai (2.3)
i=1
where pi is the power allocated to stream i and A? is the singular value corresponding
to the i-th channel parallelized channel mode and
pij= -(2.4)
where (x)+ = x when x > 0 and zero otherwise. The "water-level" v is chosen such
that the sum of the allocated powers equals the total power P.
Note that when Nr > Nt, Nt - Nr of the singular values of H are zero. If Nr • Nt,
then all Nr singular values are postive (with probability 1 when H is random). Thus
from (2.3), the capacity grows as the minimum of N, and Nt, i.e., linearly with the
number of antennas [85], [75], [32].
The prior result assumes that the transmitter and receiver know the channel ma-
trix H which allows them to use the SVD technique. Generally, this is called a
system with full Channel State Information (CSI) at the transmitter and receiver. In
the absence of CSI at the transmit side, it is known [75] that the transmitter should
transmit equal power, independent streams from each antenna element which yields
the following capacity:
C = log I + P HHtNt  (2.5)
Systems without transmit-side CSI but with spatially correlated Rayleigh fading chan-
nels were analyzed in [19]. Other works that analyze MIMO channels under a variety
of assumptions include [69], [71], [70], [57] and [23].
Another benefit to using multiple antennas is increased diversity. A multi-antenna
link provides many different signal paths between the transmitter and receiver thereby
decreasing the probability of a poor link as the probability of all signal paths being
weak is decreased. The order of reduction in the probability of error associated with
a multiple antenna link is called the diversity gain [79] which is defined as follows:
Perror < KI(SNR) - L (2.6)
where K 1 is a constant and SNR is the Signal-to-Noise-Ratio (SNR).
When we use antenna arrays to transmit multiple data-streams, the diversity order
is reduced as fewer degrees of freedom are available to mitigate channel uncertainty.
The trade-off between the increased capacity of transmitting multiple streams (or
multiplexing) and the increased robustness of transmitting fewer streams was fully
explored in [89]. Transmit coding schemes that exploit diversity and multiplexing such
as the Alamouti scheme [4] and V-BLAST [38], and [74] have also been proposed.
2.2.2 Multi-Antenna Systems with Interference
In the presence of interference, antenna arrays can be used to mitigate interference
in addition to increasing the number of independent data streams that can be trans-
mitted. Such systems have been analyzed under different assumptions in works such
as [12], [13], [33], [52], [18], [20], [21], [17], [36], [22]. These works consider the perfor-
mance of individual links without considering the impact of transmit strategies chosen
by links on other links in the network. These techniques are generally referred to as
link-optimal processing and are described in greater detail in the next sub-section.
Link Optimal Processing
Bliss et. al. [12], Foschini et. al. [33], and Farrokhi et. al. [36] consider differ-
ent transmit strategies that maximize the spectral efficiency of a link with different
assumptions on the availability of CSI at the transmit side. These works assume
single-user decoding at the receivers, i.e., the receivers do not decode signals from the
interferers.
Consider a system described by an equation similar to (2.1) but in the presence
of interference where n is the sum of thermal noise and interference vectors with co-
variance matrix K, = E[nnt]. Under this model [36] describes link-optimal transmit
strategies and expressions for the capacity of such links under the following assump-
tions on the availaibility of CSI at the transmit side.
With full CSI at the transmit side, writing the eigenvalue-decomposition (e.g. see
[73]) of HK71H = UAUt (note that this is a different U from the one in the previous
subsection). The transmit covariance matrix that achieves the capacity is
KT = UPUt (2.7)
where P is diagonal with Pl,P2, "',p3 as its entries, which are given by (2.4), but
with Ai equalling the i-th entry of A. The capacity is still given by (2.3).
In the absence of CSI at the transmit side, the transmitter should send equal
power, independent data streams from each antenna element and the capacity is
given by
C = log I + HK-lHt . (2.8)
When the transmitter only knows CSI corresponding to its link and not the in-
terference, i.e., the transmitter knows H but not KI, then the interference is treated
as noise and the capacity is given by (2.3) with c2 equalling the sum of the thermal
noise and interference powers.
Multi-antenna Links in Interference Networks
In the previous subsection, we described transmit strategies that do not consider their
impact on the data rates achievable by other links. Here we describe some works that
consider the network-wide performance of multi-antenna systems.
The capacity of networks with multi-antenna links is an open problem. In fact
the capacity of even the two-link interference channel with single antenna terminals
is unknown although recently there has been significant progress on this problem by
Etkin, Tse and Wang [31] who have found the capacity to within 1 bs-1Hz-1.
Blum in [14] considered multiple-antenna links in networks where CSI is unavail-
able at the transmit side. The author showed that in the absence of CSI at the
transmit side, the ergodic sum of link capacities in the network is unchanged if inde-
pendent streams are transmitted on each antenna element. Using convex-optimization
arguments the author showed that when the interference level is high, nodes should
transmit only one stream (i.e., the optimal strategy allocates zero power on all but
one of the transmit streams) and when interference is low (i.e. links are essentially
isolated) nodes should allocate equal power to all streams. However, the author does
not explicitly consider the spatial distribution of nodes. In [41] we explicitly con-
sider the area density of interferers and signal propagation characteristics to find an
expression for the mean spectral efficiency. These results are provided in detail in
Chapter 4.
Chen et al. [16] studied the per-link spectral efficiency in a single-hop, ad-hoc
wireless network under different CSI assumptions at the transmitter. They found
that without CSI at the transmitter and with Nr antenna elements per receiving
node, and Nt per transmitting node, the capacity is bounded from above by a func-
tion of O(-•) as the number of nodes n -+ 00. With CSI of their desired links only
available at the transmitters, they find that a spectral efficiency of Nr + Nt + 2VWNt
nats/s/Hz. When all CSI is known at the transmitters, they propose a heuristic
transmit beamforming strategy in which each transmit node maximizes the ratio of
the signal power at its desired target node to the sum interference power it causes
at unintended receivers. They analyzed this approach by simulations and find ap-
proximately 17% improvement in the spectral efficiency. Since they assume a fixed
distribution of interference powers as n -* oc, their model applies to networks with
a high density of nodes. Furthermore they do not model the decay of power with
distance.
2.3 Capacity Scaling Laws of Ad-hoc Wireless Net-
works
The true capacity of even small wireless networks like the 2 x 2 network are unknown
in general. In larger wireless networks, the situation is much more complicated as the
potential for interactions between nodes is far greater. As a result researchers have
primarily focused on studying the capacity scaling laws of ad-hoc wireless networks.
The general question these researchers seek to address is: "What is the order
of growth of the capacity of ad-hoc wireless networks with the number of nodes
n?". Gupta and Kumar [46] initiated the study of capacity scaling laws in ad-hoc
networks. They found that with a multi-hop strategy and single-user decoding, the
per-link capacity in a network of fixed area with n nodes must decay as O ().
They provide a specific traffic pattern that achieves this scaling law, and also provide
a scheme where the per-link throughput scales as for randomly chosen
source-destination pairings. This was followed by several other works that re-affirmed
the original result that the per-link capacity must decay as O i). For instance, Xie
and Kumar [86] considered an information theoretic model that allows for network
coding and multi-user decoding and found that the upper bound of O (1) holds
when signal attenuation with distance is high.
This was followed by a series of other works such as [87], [54], [51], [3] that studied
this problem under different settings. Leveque and Telatar [54] considered extended
ad-hoc wireless networks, which are networks where the area scales linearly with the
number of nodes such that the density of nodes is constant. The authors found that
the capacity of randomly chosen links must decay to zero as O (g(n)).
Another key result is due to Franceschetti et. al. [34] who considered a Gupta
and Kumar-type model and showed that the upper bound on the capacity scaling of
O () is achievable for random source-destination pairings, improving oil Gupta and
Kumar's achievability result of E 1 The authors used a multi-hop strategy
where data is routed through high throughput "highways", which are multi-hop links
with short hop lengths that form naturally as the number of nodes increases.
2.3.1 Capacity Scaling Laws Using Virtual Arrays
Several researchers have studied using wireless networks for co-operative diversity
whereby single-antenna nodes co-operate to achieve diversity comparable to multi-
antenna systems. Laneman et. al. [53] found that with n nodes helping a single
link to communicate, a diversity order of n is achievable. Other authors have studied
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Figure 2-2: Illustration of Ozgur hierarchical cooperation protocol.
co-operative communications for a small number of links such as in [66], [67], [50].
In the context of ad-hoc wireless networks, Aeron and Saligrama [2] considered co-
operative communications where clusters of nodes act as virtual transmit and receive
antenna arrays. For their network model which requires nodes to be at fixed lattice
points, they found a per link throughput scaling of n-3 in dense wireless networks,
i.e., networks of fixed area but with increasing user density.
This idea was improved upon by Ozgur, Leveque and Tse in [62]. They com-
bined distributed MIMO with a hiererarchical cooperation scheme where the network
is divided into smaller sub-networks that are in turn divided into smaller sub-sub-
networks and so-on, and found that by increasing the levels of hierarchy, a per-link
capacity that is arbitrarily close to constant is achievable in dense ad-hoc wireless
networks. They also fully characterized the capacity scaling law for extended net-
works and found that the multi-hop strategy is order optimal. Due to its importance,
we present a summary of its operation and brief analysis of this scheme by comparing
the performance of this scheme with varying levels of hierarchy for fixed (but possibly
large) numbers of nodes.
I
f
Brief Description of Ozgur Hierarchical Cooperation Scheme
In this section, we briefly describe the hierarchical cooperation scheme of Ozgur et.
al. Please refer to [62] for a complete description.
The authors basically use the following network model. Suppose that n randomly-
selected source-destination pairs wish to communicate in a square network of fixed
area A with n nodes, i.e., each node is a source as well as a destination. The channel
between a pair of nodes separated by distance r is modeled by a single coefficient of
the form r-2e- ij where a is the path-loss exponent and 0 are uniformly distributed
on [0, 27r) and are independent between all pairs of nodes.
They prove that if there exists a communication strategy with network throughput
Kinb, then there exists another strategy where the throughput is at least Kjn2-• with
b > 0, with high probability (i.e., approaching 1 as n - oo). Applying this recursively
the total throughput capacity scaling approaches n, i.e., linear capacity scaling with
the number of nodes.
They introduce a protocol that achieves this scaling law by communicating in
stages. Suppose we have a scheme with a throughout of Ko (e.g. TDMA). Then
a source S communicates with its destination D as illustrated in Figure 2-2. The
network is divided into clusters of M nearby nodes. For simplicity, we assume that
each square in Figure 2-2 contains exactly M nodes. First, the source S transmits
a block of L bits to each of the M - 1 nodes in its cluster, which is illustrated by
the arrows from S to its nearby nodes in Figure 2-2. This is done using TDMA
with a reuse factor of 9, i.e., one in every 9 clusters can communicate at the same
time. A total of - 18M 2-bL/Ko time-slots are required for all nodes in the network
to complete this. Note that each cluster requires 2M2-bL/Ko time slots where the
factor of 2 is required to handle the special case of the source and destination located
in adjacent clusters (see section IV of [62] for details).
In the next stage, for each source-destination pair, the M nodes in its cluster
transmit the LM bits in a Multiple-Input-Multiple-Output (MIMO) fashion to the
M nodes in the cluster of the destination (dashed lines in Figure 2-2) using TDMA
and require a total of 2Cn time slots where C is the number of symbols required to
transmit the ML bits in the MIMO phase from the source cluster to the destination.
The factor of 2 again arises from adjacent source-destination clusters.
The M nodes in the receive cluster each quantize their C received symbols to Q
bits each, and transmit them to the destination cluster one at a time with the scheme
used to distribute bits to the transmit cluster in the first stage. This is illustrated
by the arrows going into D from its nearby nodes in Figure 2-2. This stage requires
2CQM2-b/Ko time slots as each node in the cluster has to now transmit Q bits per
symbol. The total throughput in the network for this system is now,
nMLT(n) > (2.9)) 18M 2-bL/Ko + 2Cn + 18CQM 2-b/K o
setting M = n2-b maximizes (2.9) which yields:
T(n) V/L (2.10)
- 18L/Ko + 2C + 18CQ/Ko
To achieve better scaling laws (i.e., total throughput capacity approaching linear), the
communications occurring inside the clusters can also be done using the above 3 steps
where each cluster is now treated like a whole new network. The communications
within clusters in this new, smaller network can further use the same communications
strategy leading to a hierarchical protocol.
Comparison of Ozgur Scheme with Different Levels of Hierarchy
In the following, we find 4 upper bounds on the worst-case per-link throughput ca-
pacity with different levels of hierarchy, where each bound is active for a different
set of system parameters. With zero levels of hierarchy, the worst-case, throughput
capacity per-link is given by
To(n) = Kon - 1 (2.11)
where we assume the total throughput capacity Ko equals Wlog2(1 + SNR) where
W is the signal bandwidth and SNR is the corresponding signal-to-noise-ratio at the
receiver. With one level of hierarchy, from (3) in [62] or (2.10) above, the worst-case
throughput capacity is:
L 1
T((n) = 18L/Ko + 2C + 18CQ/Ko12)
The LM bits in the MIMO phase are transmitted in C symbols which are received
by M nodes in the receive cluster that each quantize their continuous observations
into CQ bits and transmit them to the destination node. Since the destination node
receives MCQ bits that communicate LM data bits, MCQ 2 LM, as noted in [62].
Thus,
Q > L/C (2.13)
Now consider the last equation in the proof of Lemma 4.4 in [62] which describes
the MIMO stage between two clusters:
y = Hx + z + w (2.14)
where y are the received quantized symbols, x are the transmitted symbols from the
M nodes in the virtual array, H is the M x M channel matrix between the nodes in
the transmit cluster to the receive cluster, z is the quantization noise, and w is the
thermal nose. The capacity of the fast fading, quantized MIMO link is bounded from
above by the capacity of an M x M fast fading unquantized MIMO link given by:
E log 2 1 + HHt = E [ 0log2 ((i+ ± i
<E M log 2 l+M2 Ai
=ME [lo 2 1 + 0Tr (HHt)
=M log2 (1 + 3) (2.15)
where Ai is the i-th eigenvalue of HHt and P is the SNR, which is the average total
noise-normalized power from the MIMO transmitters as seen at the receivers. The
inequality follows from Jensen's inequality (e.g. see [79]). The trace of HHt equals
M2 since the entries of H are of the form eij ik. The scaling of the SNR by -L comes
from dividing power equally between the M nodes in the transmit cluster. Thus, to
transport LM bits, the MIMO stage requires
LM LC > M (2.16)M log2 (1 + /) log2 (1+) (2.16)
symbols. But Ko = log2 (1 + /), So
C > L/Ko. (2.17)
Using (2.13) to rewrite (2.12) in terms of L, Q and K 0,
L _
(n) <18L/Ko + 2L/Q + 18L/Ko
Ko i
= K2. (2.18)36 + 2Ko/Q
Similarly substituting (2.17) for C into (2.12)
Ko _T (n) < n 2. (2.19)20 + 18Q/Ko
Substituting (2.13) for the first C and (2.17) for the second C in the denominator
of (2.12) yields
Ko IT 0(n) < 2 (2.20)18 + 2Ko/Q + 18Q/Ko
Substituting (2.17) for the first C and (2.13) for the second C in the denominator of
(2.12) yields
K o  1Ti(n) < -- ln 2 (2.21)
By setting the number of quantization bits per symbol for the MIMO stage to equal
the throughput capacity of the TDMA network, i.e., Q = Ko, the upper bounds in
the inequalities (2.18), (2.19), (2.20), (2.21) coincide. Since inequality (2.21) does
not depend on Q or Ko, any other choice of Q and Ko can only lower the worst-case
upper bound. For this choice of Q, the 1-level hierarchical cooperation scheme can
outperform TDMA only when
T,(n) = 8n- > To(n)= Kon -
n > 382 = 1444 (2.22)
Extending this analysis, we find that systems with G + 1 levels of hierarchy can
outperform systems with G levels only when the number of nodes exceeds 3 8(G+1)(G+2),
i.e., the number of nodes required such that a system with G + 1 levels of hierearchy
outperforms a system with G levels grows exponentially with G2.
The bound in inequality (2.22) is based on the assumption that the capacities
of the quantized and unquantized MIMO channels are equal. In practice, we expect
the capacity of the unquantized channel to be lower, and to approach that of the
unquantized MIMO channel with increasing Q. For reference, we have listed lower
bounds on the values of n where hierarchical cooperation can outperform TDMA
in Table 2.1 for different values of Q and SNR using the tightest of the bounds in
the inequalities (2.18), (2.19), (2.20), (2.21). In addition we plotted the bound in
Table 2.1: Number of nodes required for hierarchical
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Figure 2-3: Upper bound on throughput per link (b s- 1) for hierarchical scheme vs.
number of nodes with different levels of hierarchy and OdB SNR.
inequality (2.21) for different levels of hierarchy in Figure 2-3. For comparison with
realistic systems, we computed the number of nodes where the throughput capacity
of TDMA intersects that of a system using one level of hierarchy for a range of
SNR and nominal system parameters. We assumed binary quantization and that the
quantization noise is uncorrelated Gaussian noise, the worst-case noise distribution.
We set the gain level of the analog signal such that a binary anti-podal signal will
have a clipping probability of 10- 4. The thermal noise level was set to 1.1 x 10-13 W,
which corresponds to an antenna temperature of 400K with a bandwidth of 20 MHz.
The results are plotted in Figure 2-4. Note that for SNR = OdB, we require about
7900 nodes (with Q = 3 bits) to make hierarchical cooperation worthwhile. When
the SNR is 10dB, we require 1600 nodes. This is a large number as a link with SNR
39
Q Lower Bound on n Lower Bound on n Lower Bound on n
(0dB SNR) (10dB SNR) (-10dB SNR)
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Figure 2-4: Number of nodes where throughput capacity of TDMA intersects throug-put capacity with of systems with one level of hierarchy vs. number of quantizationbits Q for different SNR levels.
of 10 dB with a transmit power of 100 mW is typically on the order of several tens
of meters to 100 meters (unless in sparsely populated environments).
The upper bounds on the throughput capacity with one level of hierarchy from
Table 2.1 and Figure 2-3 show that the number of nodes required for the hierarchical
cooperation scheme to outperform TDMA (both in their worst-case network configu-
ration) is greater than 1444. This bound was derived without any assumptions on the
compression algorithm used to quantize the analog signals received at the receive clus-
ter before transmission to the destination node. In fact, we assume that quantization
does not reduce the capacity of the virtual MIMO link compared to an unquantized
system. With more realistic assumptions on the effects of quantization we expect the
lower bound on the number of nodes to be higher. Furthermore, Figure 2-3 illustrates
that the lower bound on the number of nodes for a 2-Level system (where per-link
throughput scales as n- ) to outperform a 1-Level system is greater than 10'. This is
due to the exponential growth of the number of nodes required to make it worthwile
to use greater levels of hierarchy. Thus, we do not expect to use more than one level
of hierarchy in real systems.
This underscores the fact pointed out in Section VI-A of [62] that capacity scaling
laws are useful as architectural guidelines but may not indicate the best approach
communications systems designers should take when designing real systems. We need
to also stress that the analysis of this section assumed the specific protocol described
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in [62] which was designed to achieve a capacity scaling law rather than as a protocol
suited to fixed, finite number so nodes. Thus, it is likely that the general hierarchical
protocol can be improved for fixed number of nodes.
2.3.2 Physical Capacity Scaling Law of Franceschetti et. al.
Very recently, Franceschetti et. al.[35] studied the capacity scaling law of ad-hoc
wireless networks using a degrees of freedom argument based on physics and bounded
the per-link rate by O ((log n)2 V). This result was derived using a cut set bound
(e.g. see [26]) by dividing a circular network into two concentric circles. They then
showed that if the nodes inside the inner circle and the nodes outside the inner circle
act as two ends of a MIMO link, physics limits the rank of the resulting channel
matrix between the two links to O(iVf log n) which limits the capacity of the MIMO
link across the cut-set. Summing the capacities over all links inside the inner and
outer circles (as is standard for cut-set bound derivations) leads to the O ((log n)2Vn-)
scaling law. The authors of [35] claim that the discrepancy of their result compared
to works that promise higher-rate capacity scaling laws are the artefacts of unrealistic
channel models in the works that claim better capacity scaling laws.
2.4 Other Capacity-like Analyses of Ad-hoc Wire-
less Networks
Several researchers have analyzed the performance of ad-hoc wireless networks of
finite size by using specific architectures and communication strategies, e.g. [83],
[82], [6] which studied spread-spectrum techniques under outage constraints and [7]
which introduced an ALOHA-like protocol for ad-hoc wireless networks. The authors
of [82] introduced the idea of transmission capacity which is the maximum density
of transmitters in an ad-hoc network that achieves a particular SINR with a given
outage probability. They consider Spread Spectrum Code-Division-Multiple-Access
(SS/CDMA) and Frequency-Hopping CDMA (FH/CDMA) systems and found that
FH-CDMA systems with random hopping patterns outperform SS-CCDMA (in terms
of transmission capacity) with matched-filter (MF) receivers.
These works do not aim to find the ultimate communication rates in ad-hoc net-
works but rather characaterize the performance achievable using specific technologies.
These results are useful to system designers who need to consider the performance of
different technologies that can be implemented realistically. The research reported in
this thesis generally falls in this category.
The key feature distinguishing our work from these works is that we assume multi-
ple antennas at each wireless node and model the spatial distribution of nodes by their
area density and the path-loss-exponent. Additionally we assume MMSE receivers
which are the optimal receiver structure for single-user decoding when transmit sig-
nals are Gaussian distributed as compared to works such as [82] which assume the
simpler and sub-optimal MF receiver.
Chapter 3
System Model
This chapter describes the general system model used in this thesis. We start by
describing the general network setup followed by a description of the physical layer
channel characteristics and then a signal and signal-processing description of the
transmitted and received signals.
3.1 General Network Layout
We consider a network with nodes distributed on a plane. Links are assumed to be 1:1
and single-hop as illustrated in Figure 1-1 . Our general approach is to fix a circular
network on the plane with transmitting nodes placed at random, independent points,
with uniform probability. Each of these transmitting nodes is connected to a receiving
node located at some, possibly random, distance away.
We shall add a representative receiving node at the center of the circular network
and take the radius of the network to infinity while increasing the number of trans-
mitting nodes proportional to the area of the network. We shall consider the spectral
efficiency of the link between the representative receiver and a target transmitting
node which is placed at some given distance away. When averaged over all network
realizations, statistical properties of the representative link (which is a function of
other nodes in the network) over multiple network realizations equal the statistical
properties of individual links in an infinite network (e.g., see the discussion on Palm
distributions in [72] or [28]).
3.2 Narrow-band Rayleigh Fading Channels
We assume that transmitted signals occupy a narrow bandwith compared to the
carrier frequency of the signal. In this case, the channel between two antennas can
be modeled as a complex coefficient. In the frequency domain, this corresponds to a
narrow bandwidth having essentially the same gain across frequencies (e.g. see [79]).
This assumption is not overly restrictive since the capacity of wide-band signals can
be analyzed by dividing the bandwidth into narrow-band components and analyzing
the components individually [79].
The channel coefficient between a pair of antennas is a random variable that is
a function of the environment between them. Several models for the probability
distribution of this coefficient have been used in the literature like the Rayleigh,
Rician and Nakagami models. In this thesis, we generally assume Rayleigh fading
between antennas except for one special case described in Section 8.3.1 where we
assume Line-Of-Sight (LOS) propagation.
Rayleigh fading is the result of modeling the channel coefficients between a pair
of antennas as complex Gaussian random variables, with independent and identically
distributed real and imaginary parts. This distribution arises when signals bounce off
many objects with random attenuations and add together resulting in Central-Limit-
Theorem effects. The term Rayleigh comes from the distribution of the magnitude
of the channel coefficients. Recent experimental validation of this model for urban
environments can be found in [48].
3.3 The Path-Loss-Exponent Model
For this thesis, the signal attenuation with distance is modeled using an inverse-
polynomial model where the power received at an antenna from another antenna at
distance r radiating with power P is given by PGtr- '. The parameter a is called the
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Path-Loss-Exponent and is an environmental parameter that controls signal power
decay with distance, and Gt is a proportionality constant.
In free-space a = 2 but in urban environments we expect a to be greater. Experi-
mental data have shown that the PGtr- c path-loss model holds in a variety of urban
environments with a ranging from 2.5 to 5 [48], [56].
A simple model that gives rise to an r -4 propagation characteristic that can be
found in references such as [79] is based on an elevated antenna transmitting to
another elevated antenna with the signals between them propagating through a direct
path and a reflection off a perfectly-reflecting ground plane as shown in Figure 3-1.
The r - 4 attenuation results from the out-of-phase addition of the signals arriving
from both paths. Please see [79] for details.
A second model that gives rise to an r - 4 propagation characteristic is given in
Figure 3-2 where the transmitter and receiver are around the corner of a large opaque
object with a scatterer located at the corner. The signal propagates from the trans-
mitter to the scatterer with an r- 2 decay rate and scatters off the object at the corner
which acts as a new source for which signal power decays as r - 2 again for a combined
attenuation of r- 4
A third model that has recently been proposed and validated by experiment is
the leaky-waveguide model due to Herring [48] where a street lined with buildings is
modeled as a waveguide with "leaks" that correspond to spaces between buildings.
Herring furthermore found a simple way of estimating a based on the spacings between
buildings.
3.4 Transmit and Receive Signals and their Pro-
cessing
We assume that all nodes transmit IID, complex Gaussian distributed signals, which
arises if all nodes use IID Gaussian code-books. We make this assumption for simplic-
ity and also because it is the worst-case interference distribution. Since the complex
Gaussian distribution is also the best-case signal distribution when the interference
and noise are Gaussian distributed, the spectral efficiency results we derive can be
viewed as "saddle-point" results, i.e., the best-case response to the worst-case inter-
ference.
Note that in many other systems, the complex Gaussian assumption arises natu-
rally as the signals from many interferers add resulting in an aggregate interference
that is Gaussian distributed by the Central Limit Theorem (CLT). For this network
model, there is a large disparity between the received signal powers from interferers
due to their spatial distribution, and as a consequence the CLT does not directly
apply. However, since we use Minimum-Mean-Square-Estimation (MMSE) at the re-
ceive side, there is reason to believe that the residual interference at the output of
the MMSE receiver is Gaussian distributed by the analysis of [45].
Additionally, we assume single-user decoding at the representative receiver, i.e.
the receiver does not attempt to decode and cancel interference from unintended
transmitters. This assumption simplifies analysis but is also attractive for implemen-
tation as interference cancellation requires increased processing power to decode data
from sources of information in which the representative receiver is not ultimately
interested.
Chapter 4
Systems with No Channel State
Information on the Transmit Side
4.1 Introduction
In this chapter we study the spectral efficiencies of multi-antenna links where trans-
mitting nodes do not have access to CSI while the receive nodes have full CSI. This
is an important class of problems for several reasons. Systems with Tx-CSI require
receivers to estimate the CSI and convey it back to transmitter. In time-varying chan-
nels, this may not be possible as the CSI estimated by receivers may be stale by the
time they are available at the transmitters. Additionally, sending CSI to the trans-
mitters adds overhead which reduces the overall throughput of the system. On the
other hand, receive nodes can estimate CSI from portions of data packets that contain
training sequences or even use blind channel estimation algorithms, and achieve high
spectral efficiencies as we shall demonstrate in this chapter.
Furthermore, we do not assume that receivers know the full CSI between interferers
and themselves but that they know the spatial covariance matrix of the interference
and only the channel coefficients between themselves and their target transmitting
nodes. The interference covariance matrix can be estimated using blind techniques
such as the sample-covariance matrix which is the maximum-likelihood (ML) esti-
mator of the true covariance matrix [5]. The sample-covariance matrix is attractive
for real-world systems as it requires minimal coordination between interferers and
unintended receivers and is computed by a simple averaging process.
We assume that signals and noise are all Gaussian distributed mainly for simplic-
ity. The Gaussian distribution is the best-case response to the worst-case interference
distribution (which is also Gaussian). Furthermore, we assume that receivers use
single-user detection with MMSE receivers which is the optimal single user detector
when the noise and interference are Gaussian distributed.
For simplicity, we start by considering systems where transmitting nodes use a
single antenna and receivers are equipped with N antennas. It has been shown by
Blum [14] that in networks with high interference (e.g., high density of nodes) and in
the absence of Tx-CSI, nodes should transmit a single stream from a single antenna
to maximize the sum spectral efficiency in the network, even if transmit nodes are
equipped with multiple-antennas. This model is thus optimal (for the sum spectral
efficiency) in dense networks. Furthermore, this is a useful model for sensor networks
and upstream communications between mobile wireless nodes with single antennas
and fixed wireless nodes which may have antenna arrays.
We then extend these results to systems where transmit nodes have Nt < N
antennas. While we technically require Nt < N, we find from simulations that Nt
does not have to be much smaller than N for the expressions to hold. In this regime,
we find that there is an optimum number of transmit streams that is a function of
interferer density, path-loss-exponent a, and number of receive antennas N which
maximizes the mean spectral efficiency of the network.
We find expressions for the mean Signal-to-Interference-plus-Noise-Ratio (SINR)
and spectral efficiency for both the single and Nt-transmit-antennas-cases. We also
conducted Monte Carlo simulations to test the validity of the derived expressions and
to characterize the spectral efficiencies with different outage probabilities.
We start by presenting the network model in Section 4.2 followed by the mean and
variance of the SINR for Nt = 1 in Section 4.3. Next we present expressions for the
mean and variance of the spectral efficiency in Section 4.4 along with simulated data
of the spectral efficiency with different outage probabilities. In Section 4.5, we present
the mean and variance of the spectral efficiency with Nt > 1 transmit antennas along
with Monte Carlo simulations showing the spectral efficiencies with different outage
probabilities. We conclude this chapter with a discussion of the results in Section
4.6. Proofs of and extended results for this chapter are in given in Chapter 5and
Appendix A.
Portions of the material in this chapter have appeared in [40] and [41].
4.2 Network Model
Since we assume that signal power decays with distance as r - ', we require transmit-
ting nodes and receiving nodes to be separated by a minimum distance so that the
average received power from a transmitting node never exceeds the transmit power.
For the purpose of this analysis, we shall consider a single representative receiver at
the origin linked to a transmitting node at distance rl which transmits with power
Pt, with n interferers at independent, random locations with uniform probability on
a flat annulus centered at the origin such that:
= pw (R2 - R2) (4.1)
where R and Ra are the maximum and minimum radii of the annulus. The presence
of other receiving nodes in the network makes the locations of the transmitting nodes
dependent. However, if the minimum node separation Ra is small relative to inter-
node spacing, their locations are essentially independent. Alternatively, we can model
signal power decay as , which has been used in [51] and related works. With this
model, node locations can be independent and average received signal power never
exceeds transmitted power. While we use the more common r-" power decay model
for this chapter, we find that the alternate model results in the same expressions for
the main results with link rank re-defined as A = wp(l + r)2.
In the derivation of the main results, we shall take N, n, and R to oc such that
(4.1) is always satisfied and n/N = c > 0, thereby creating an infinite network with
uniform interferer density p. For the rest of this thesis all convergence and limiting
results shall refer to this regime. Let node 1 be the desired transmitter. Node-j is
located at distance rj from the receiver and contributes an average received power pj:
Pi = PtjRar .  (4.2)
where Pt, is the transmit power of node-j which is selected randomly and indepen-
dently from the set P1 < P2 < " . < PL with probabilities /11, ' 2, "/LL respectively.
Note that for most of the results in this chapter we shall assume that L = 1 for
simplicity, i.e., all nodes transmit with equal power.
We assume a > 2 throughout and we assume Ra = 1 for simplicity, which is
irrelevant for the interference-limited case. The results for the noise-limited regime
are later modified to include Ra.
Each transmitting node has an isotropic antenna element and the receiver has N
antenna elements. We assume a flat-fading (narrow-band) model and represent the
channels between transmitting nodes and the receiver antennas as complex coeffi-
cients. Let y be an N-element vector of sampled received signals from the N receiver
antennas. Let the n + 1 element column vector x contain the transmitted signals
from the desired transmitter and n interferers, and the N-element vector w contain
zero-mean, IID complex Gaussian noise terms of variance a2. This system can be
represented by the following linear equation:
y = Hx + w (4.3)
where the N x (n + 1) matrix H is the channel matrix with its ij-th entry being the
channel coefficient between transmitting node j and antenna element i of the receiver.
Let hi denote the i-th column of H, with hi = V/-gi where gj has IID, zero-mean,
unit-variance complex Gaussian entries. Thus gi captures the Rayleigh fading aspect
of the channel and pi models the average power decay with distance by (4.2).
The receiver estimates the desired transmit symbol from node 1, i.e., the first
ning Interferer
Continuous Distribution of Interferers
Figure 4-1: Illustration of receiver using N antennas exclusively for nulling. This
figure was previously published in [41] (@ 2007 IEEE).
element of x, from y using a Linear MMSE estimator given by h R + II) (e.g.,
see [76]) where hi is a vector of channel coefficients from the desired transmitting node
to the receive antennas and R is the spatial interference covariance matrix which is
defined as:
R = GPGt (4.4)
where the i-th column of the N x n matrix G is gi+l and P = diag(p2,p3,'.. ,Pn+1).
We assume that hi and R are known at the receiver. We also assume that transmit
signals are complex Gaussian distributed, i.e., the transmitting nodes use Gaussian
code-books.
4.3 Average and Variance of SINR
In this section we find an asymptotic expression for the SINR on the representative
link, which in the interference-limited regime grows as Na/ 2. First we present a
simplified heuristic explanation of this result for systems with a common transmit
power.
A system with N receive antenna elements has N degrees of freedom of which
N - 1 are available to null interferers since one degree of freedom is required to fix
the gain to the target transmitter. Suppose the receiver uses a fraction ( of the
N - 1 degrees of freedom for nulling the ((N - 1) - (N interferers closest to it.
When N is large, the nulled interferers occupy a disk of area approximately (N/p
around the receiver. Let ra denote the distance to the closest unnulled transmitter
as in Fig. 4-1. Since 7rr 2 N/p, ra grows approximately as V•. If we treat the
remaining interferers as continuous from a distance of ra to infinity and integrate their
interference contribution, then the aggregate interference grows as r~-a - N1-!/2
The remaining (1 - ()(N - 1) • (1 - ()N degrees of freedom can be used to beam-
form in the direction of the desired transmitting node, increasing the signal power
relative to interference by a factor of (1 - ()N. Combining the nulling and beam-
forming effects, the Signal-to-Interference-Ratio (SIR) grows as (1-)N - N 12 . Note
that the SIR = SINR in the interference-limited regime.
To find an analytic expression for the SINR at the output of the MMSE estimator
we define a normalized version of the SINR called /3 N to avoid degenerate expressions
in the derivation:
1
3 N = NV/2SINR. (4.5)
This allows us to introduce the following theorem proved in Section 5.1.1 of Chapter
5.
Theorem 1 For the network model from Section 4.2 for a given pi, as the number
of interferers n -- oo, the number of antennas N - oc, and the outer radius of the
network R -+ oc such that c = n/N > 0 and p = are constants, then E[3N]
asymptotically approaches 0 which is a unique, non-negative real solution for 3 in the
2()csc -
a
pr'-22 N -1'
+
2piP,- 2
+ I jPj/(fi(bPi+1, 3) - f1 (bPi, 3)) - IE[Pj2/]fl(bPL
a jai=1 j=1
(4.6)
where b = (pN) a/2, E[Pj/2o] is the expected value of the transmit powers raised to
", 2Fl(d1, d, d 3, Z) is the Gauss Hyper-geometric function defined in Appendix A,
m = r /PtP, and fi(a,, /) is defined in Lemma 1.
Equation (4.6) can be simplified using the following lemma.
Lemma 1 Since by definition, 0 > 0 and b > 0, define:
fi(al,,3) =
1-_
ao a
a - 2
2
- -, 1
a
2 2
- -,2 -
a a
Then,
fi(oo, /) = 3-1i- csc (
and
1 2fi(a, p3) < a, "
2(7r csc .
Proof: The proof uses properties of the Gauss Hypergeometric function and is detailed
in Appendix A.2.1.
following equation:
2pir
ai/3
1 + al/3 (4.7)
p2/0 02/c, [EP j0 [a
2 +(1÷ + al) -12F1 1
As n/N = c -4 oo, b 0 O. Since a > 2, by Lemma 1,
2 27rf, (bPi, 0) < (bPi) 7r cs ( )
/2 Pi 7 csc - 0 (4.8)
for i = 1,2,...L.
In large networks where the number of antennas per node N is much smaller than
the total number of nodes n, c is very large and by (4.8), the last two terms on the
LHS of (4.6) are small compared to the first implying that
2
S (27r) pr]+ -21a 2 -1 PE [P2/a]2/a -CSC - 1 (4.9)
S12prPi - 2p7rr21
For general values of a, (4.9) can be solved numerically. However, for a = 3 or 6,
(4.9) becomes a third-order polynomial in 3; when a = 4, it is quadratic, and for
a = , it is a fourth-order polynomial. In these cases, (4.9) can be solved in closed
form using the well known formulae for the roots of polynomials.
For a = 4, (4.9) is solved when
C ~Na N 2Asp 16
+2A2 2(E 1-6 2 (4.10)
2A7rp 16 2Axp
which yields a mean SINR of
E[SINR] = N2 a2Pt r )2 (2A7Tr+ 62 (E[ j]
~( 2 (E[ 2] 2pN2 (4.11)The deriv2A 16ation 2Apof (4.11) is given in Appendix A .
The derivation of (4.11) is given in Appendix A.1.
Table 4.1: Table of parameters dependent on the path-loss exponent a with some
common numerical values
Symbol Expression a = 3 a = 4 a = 5
G [2- sin (-)] 7 0.266 0.405 0.498
G+() 2 csc( 439 (/ - = 1) 24 (R- = 1) 11 (R- = 1)
K ( a csc (a)) 2Q( ,e/2) 3.02 3.12 3.08
K" log2 1  ) 2( ae-' )+a 0.42 0.74 1.04
S-e- 2 w > -1 such that we"' = - e-2 for a > 2 -0.626 -0.406 -0.268
*Note that Q2(z) is called Lambert's W function
This table was previously published in [41] (@ 2007 IEEE ).
Another way to obtain an expression for the solution to (4.9) is by separately
considering the interference and noise limited regimes. In the interference-limited
regime, we assume the thermal noise power cr2 is sufficiently small that the first term
on the LHS of (4.9) dominates the second. Note that the convergence of 3N --+ /
holds for arbitrary or2, so for large N,
2
EP/a]}2/a 7 2[IT PtE [P / 2/ CSC[a z 2p77r-
which implies that
(4.12)
where P
E[/3N] /3 0 P a sin a272 1
Pt /2. Thus for large N, substituting (4.5) into (4.12)
(EP[SINR]' a
E[SINR]- P [z sin 2-)] N 2 = -PG (N (4.13)
where G, is defined in Table 4.1 and the link rank A = 7pr1.
In the noise-limited regime, the second term on the LHS of (4.9) dominates, which
leads to the expected result:
N
E[SINR] •-PtR rl-. (4.14)
As the number of antennas N is increased from 1, the system starts in the
interference-limited regime and as interference is increasingly suppressed by the MMSE
estimator, the system transitions to the thermal noise-limited regime. We denote the
value of N when this crossover occurs by N+ and define it as the value of N when
the average SINR in the thermal noise and interference-limited regimes are equal.
Equating (4.14) and (4.13) and solving for N+ yields:
PtR, 27 p 27 2Pt -2N+ 2 csc = G+(a) pa-2 (4.15)
where G+(a) is defined in Table I. Note that this equation is valid only when N is
sufficiently high that (4.13) holds in the interference-limited regime. For the region
between the interference and noise limited-regimes, (4.9) can be solved numerically
for 3 to yield the average SINR.
We now present the following theorem on the variance of IN proved in Section 5.2
of Chapter 5 which indicates how well the SINR is concentrated about the mean:
Theorem 2 As N, n, and R --- o as described in Theorem 1,
K-1 i
var[ YN] - z z Pj2 Ia(f1 (bPi+ , 0) - fi(bPi, P)) -fi(bPL,
i=1 j=1
K-1 i
" m E E / P?" (f2(bP8±1, 13) - f 2(bP8, 0)) - f2(bPL, 0)
i=1 j=1
+• 0 1E [P 2/ ] csc + UN (4.16)
where 3 is from Theorem 1 and f 2(al, ,) is defined in Lemma 2
This expression can be simplified using arguments similar to that used for Theorem
1 utilizing the following Lemma:
Lemma 2 Define:
f2(al, 3) = 2-,1
a
2
a
2
a
Then, for al > 0 and m > 0,
a - 2 2-1 2If2(a,13)I < al r csc
Proof: The proof uses properties of the Gauss Hypergeometric function and is
given in Appendix A.2.2
As n/N = c -+ oc, b -+ 0 by Lemmas 1 and 2, all terms in (4.16) with f (bPi)
and f 2(bPi, 3) go to zero. Thus, if the number of nodes greatly exceeds the number
of antenna elements per node,
rvar [2Ptavar[v/• y•JN -- r- 2 irp [E [P/']f (oo, 3) + 2] -1 (4.17)
Furthermore, in the interference-limited regime, if a 2 is sufficiently small,
var[V-N ] ; 2P-, ta
ria 2rp [E [Pi/af )] 1 (4.18)
Substituting the expression for 0 from (4.12) and fi(oo, 3) from Lemma 1 :
aP2 (a
var [pN] 2 -- sin 2KWr
-a
Thus, the variance of the normalized SINR decreases as N increases.
4.3.1 Monte Carlo Simulations
We verified the accuracy of the results in this section by Monte Carlo simulations
of the network topology. We simulated a flat annular network with inner radius Im
and outer radius Rm and with n = 4000 interferers placed at random equally likely
locations.
2 2 A-a
- ITUAI .
N
(4.19)
2-1
oa I a 2 - a 0_2 2
a-2 2a - 2 (1 + a , ) 2 F 1 2- 1 + al#I. l3
For the simulations whose results are presented in Figures 4-2 the density of
interferers was p = 10-3 nodes m- 2 . For Figure 4-3 we used p = 10-5 nodes m - 2
and varying interferer densities in Figure 4-4 to illustrate the transition from the
interference-limited to the noise-limited regimes. For all simulations the density of
interferers was enforced by selecting R such that wp(R 2 - 1) = 4000. For Figures 4-2
and 4-3 the transmit power was 1W for each node and Figure 4-4 used a low transmit
power of 1 mW per node to capture the noise-limited regime.
A representative receiver is located at the center of the annular network and its
target transmitting node is located at a distance rl m. For Figure 4-2 the value of rl
was defined by the link rank A = irp(r? - 1), and r = 10mn was used for Figure 4-3.
For the multi-antenna simulations except the 1-Path networks simulated for Fig-
ures 4-2 and 4-6, the channel between each transmitting node (interferers plus the
desired transmitting node) and the representative receiver with N antenna elements
was modeled by IID, complex Gaussian random variables with variance equal to r - '
where r is the distance of the transmitting node from the representative receiver.
For the 1-path networks simulated for Figures 4-2, the channels between transmit-
ting nodes and the antenna elements of the receiver were modeled as Line-Of-Sight
(LOS) channels but with signal power decay as r - 4 . We use an LOS-type model
as it captures a channel with a single dominant signal path. The antenna elements
of the desired receiver were placed in an L configuration, separated by one carrier
wavelength. We use a = 4 as a nominal value greater than 2 and because it models
systems with a single r - 2 scatterer in the signal path.
Each set of parameters was simulated 1000 times with independent and random
interferer locations and channel coefficients. The SINR was computed using the path-
losses and simulated channel coefficients, rather than a signal or bit-level simulation.
Figure 4-2 shows the average SINR versus the number of antenna elements for
various values of the path-loss exponent a. Equation (4.13) is plotted as a solid line
and the markers represent results from Monte Carlo simulations. Note that the mean
SINR is within 1 dB of the asymptotic value when N > 6, illustrating the validity of
(4.13), and the SINR growth as N2.
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Figure 4-2: Mean SINR (dB) vs number of antennas for a = 3, 4, 5. Link rank A = 5.
(This figure was previously published in [41] (@ 2007 IEEE)).
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Figure 4-3: Average SINR (dB) vs number of antennas for a 5, p = 10- 5 interferers
per square meter, rl = 10m thermal noise power = 10-14 W and transmit power
1W. (This figure was previously published in [41] (@ 2007 IEEE)).
Figure 4-3 illustrates a system transitioning from the interference-limited to the
noise-limited regimes. Equation (4.13), which is the asymptotic expression for the
mean SINR in the interference-limited regime, is plotted as a solid line and the ex-
pression for the mean SINR in the noise-limited regime is plotted as a dashed line.
The circular markers are the results of the Monte Carlo simulations. Note that the
system is interference limited for a large range of N. The crossover point from the
interference-limited to the noise-limited regime in this case occurs when N = 100
antenna elements.
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Figure 4-4: Average SINR (dB) vs number of antennas for a = 4, A = 1, P = 1 mW,
a 2 = 1.45 x 1-15 W.
Figure 4-4 shows simulations of a multiple antenna receiver with varying interferer
densities and a low transmit power of 1 mW to illustrate systems in the interference-
limited and noise-limited regimes along with the transition region between them. The
blue line represents the mean SINR in the interference-limited regime from (4.13) and
the red lines are plots of the mean SINR for a = 4 from (4.11) and the green lines are
plots of (4.14) for the mean SINR in the noise limited regime. Note that even with a
low transmit power of 1 mW, the system remains in the interference-limited regime
for interferer densities of 10- 5 m - 2 and greater. Also, note that (4.11) predicts the
SINR very accurately with the difference between simulated and asymptotic values
1
virtually indistinguishable when the number of antennas is 5 or greater. The very
low SINR for low interferer densities is because the link lengths are selected such that
links are rank-1, which results in very long links for low interferer densities and thus
low received signal power.
4.4 Spectral Efficiency
4.4.1 Mean and Variance of Spectral Efficiency
Since the residual interference in the MMSE estimate has a Gaussian distribution by
assumption, the average link spectral efficiency is given by the Shannon formula:
E[C] = E [log 2 (1 + SINR)] [bits s- 1 Hz-1].
Using Jensen's inequality,
E[C] • log2(1 + E[SINR])
= log 2 (1 + Na/2E[3N]) = log2(N'/ 2) + log2(N - a/ 2 + E[N]). (4.20)
Consider the interference-limited regime. Observe from (4.19) that the variance of On
is small when N is large. Thus, for large N the bound in (4.20) is tight. Additionally,
recently, Bai and Silverstein have shown convergence with probability 1 of the SINR to
its limiting value which also confirms that multiple realizations of the network have
PN values close to the mean. Substituting (4.12) into (4.20) and collecting terms
yields:
E[C] ý log 2  1 + -[ sin /2
and by substituting for Gc, yields
E[C] log2  1 + PGa ( (4.21)
Using a first order approximation ([63] eqn. 5-87), the variance of the spectral
efficiency is:
aP 2G2 A--aNa-
var[C] aN(4.22)(In 2(1 + PGA-/2 /22
which for large N simplifies to:
a 1
var[C] , 2  (4.23)
In2 2 N
Thus, as the number of antennas per receiving node increases, the spectral efficiency
of links become concentrated about the mean. This ensures that links of a certain
length can support a given data rate with high probability. In the thermal noise-
limited regime using (4.20) and (4.14):
E[C] , log 2 (1+ r+ U (4.24)
Monte Carlo Simulations
As in Section 4.3.1, we validated our asymptotic expressions for the mean and variance
of the spectral efficiency by simulating a flat annular network with inner radius lm
and outer radius R m and with n = 4000 interferers placed at random equally likely
locations.
For the simulations whose results are presented in Figures 4-6, 4-8 and the graphs
in Figure 4-5 with varying link lengths, the density of interferers was p = 10- 3 nodes
m - 2. For the remaining two graphs in Figure 4-5, the interferer density was varied
to achieve the target link ranks on the horizontal axis with a fixed link length of
Mean Spectral Efficiency vs Rank By Varying Densities and Link Lengths, a = 4
I
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Figure 4-5: Average spectral efficiency vs. rank achieved by varying node density and
link lengths.
10m. For Figures 4-8 and 4-5, the path loss exponent, a = 4 and Figure 4-6 uses
a = 3, 4, 5. The transmit power was 1 W for all nodes in all the simulations except
for the simulations used to generate Figure 4-7 where the target transmitting node
used 1W and the interferers used random, IID transmit powers which are described
in the legend of the plot.
Figure 4-5 shows the results of simulating links with varying ranks which are
achieved either by keeping the density of interferers constant and changing link
lengths, or by keeping link lengths constant and changing the density of interferers.
We simulated links with 6 and 10 receive antennas. Note that the mean spectral effi-
ciency of links with constant length but varying interferer density are nearly identical
to the mean spectral efficiency of links with constant interferer density by varying link
length, as long as the rank remains constant. This indicates that in the interference-
limited regime the mean spectral efficiency is primarily a function of link rank rather
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Figure 4-6: Average spectral efficiency vs. number of receive antenna elements for
S= 3, 4, 5. Link rank A = 5. This figure was previously published in [41] (@ 2007
IEEE).
Figure 4-6 illustrates the spectral efficiency of links with varying numbers of an-
tennas at the receive side for different values of a and rank A = 5 links, i.e., the link
length is equal to the average length of the fifth nearest transmitting node. Note the
close agreement of the theoretical predictions from (4.21) and the simulated results,
which validates the accuracy of the equation. Furthermore, when a = 4 it is possible
to achieve a mean spectral efficiency of 1 bs-lHz- 1 with 10 receive antenna elements,
even when communicating on rank-5 links.
Figure 4-7 shows the mean spectral efficiency of systems with interferers trans-
mitting at random power levels that are independently selected from a finite set as
indicated in the legend. For instance the blue graphs indicate the mean spectral
efficiency of a system where interferers transmit with 1W and 0.5W each with proba-
bilities of 0.45, and 0.1W with probability 0.1. The high spectral efficiencies are due
to the low link rank of 1. Note the close agreement of the simulated data with the
solid lines which correspond to (4.21).
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Figure 4-7: Mean spectral efficiency vs. number of receive antenna elements with ran-
dom transmit powers. The legend shows the probability density of interferer transmit
powers. Transmit power of the desired node is 1W in all cases, rank = 1 and a = 4.
(This figure was previously published in [41] (@ 2007 IEEE).
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Figure 4-8: Variance of the spectral efficiency vs. number of receive antenna elements
for a = 4. (This figure was previously published in [41] (@ 2007 IEEE).
Figure 4-8 shows the variance of the spectral efficiency with increasing number of
receive antennas. Note that the asymptotic prediction from (4.22) tends to overes-
timate the variance for lower numbers of antennas. Also note that for higher rank
links, the variance does not start to decay until the number of antennas is quite large,
for instance for rank A = 10, the variance does not start to decrease until there are
more than 27 antennas.
4.4.2 Distribution of Spectral Efficiency
From (4.22), we see that the distribution of the spectral efficiencies concentrates
about the mean as N + oc. While the decay of the variance to zero is appreciable
for realistic numbers of antennas, from Figure 4-8, we see that there is significant
variance in the spectral efficiency. Thus, we need to characterize the distribution of
the spectral efficiencies. Since the techniques we use to obtain the mean and variance
of the spectral efficiency are not extendible to beyond the third central moment, we
characterize the distributions by Monte Carlo simulations.
The simulations plotted in Figures 4-9 and 4-10 use the same set of assumptions
used to generate (4.22), except that a = 3, 4 and 5 are used with A = 1 and 3.
Figures 4-9 and Figures 4-10 show the Cumulative Distribution Function (CDF)
of the spectral efficiencies for rank-i and 3 links respectively with different values of
a. Note that the variance decreases as the CDF plots approach step functions with
increasing number of antennas N. Also, note that slope of the CDFs at the medians
are approximately equal for both rank-i and 3 links.
In Figures 4-11, 4-12, and 4-13 we plot the outage spectral efficiencies for a = 3, 4,
and 5 and rank-1. The outage spectral efficiency C, for a given probability of outage
Po = x is the spectral efficiency such that links can support spectral efficiencies of
C, or higher with probability 1 - Po. Note that on the log-scaled plot, the spectral
efficiencies for different outage values approach each other indicating that the per-
centage difference of spectral efficiencies for different outage values diminishes rapidly
with increasing number of antennas. Furthermore, note that for rank-i links in envi-
ronments with a = 3, it is possible for 95% of links to achieve 2 bs-'Hz- 1 with 10
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Figure 4-9: Cumulative distribution of spectral efficiency with multiple receive an-
tennas with rank-1 links and a = 3, 4, 5.
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Figure 4-11: Outage spectral efficiency with multiple receive antennas with rank-1
links and a = 3.
antenna elements.
In Figures 4-11, 4-12 and 4-13, we plot the outage spectral efficiencies for a = 3, 4
and 5 and rank-3 links. Note that when a = 3, 12 antennas to are required to achieve
a spectral efficiency of 1 bs-1Hz- 1 per rank 3 link with 5% outage.
4.5 Multiple Transmit Antennas Per Node
Suppose that each node has Nt transmit antennas and equal total transmit powers P.
It is known that in the absence of transmit-side CSI, transmitting independent streams
from each antenna element achieves the capacity of individual links (assuming single
user decoding) (e.g., see [36], [14]). Suppose that every node uses the same strategy
and transmits independent streams from each antenna with powers P1 > P2 > ... >
PNt .
We continue to assume single-user decoding by each receiver but we make the
further assumption that receive nodes decode streams from the desired transmitting
node successively, starting with the stream with the highest SINR followed by the
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Figure 4-13: Outage spectral efficiency with multiple receive antennas with rank-i
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Figure 4-14: Outage spectral efficiency with multiple receive antennas with rank-3
links and a = 3.
101
100
I
10
-2 1010
- -3
S10
10-4
Number of Receive Antennas
Figure 4-15: Outage spectral efficiency with multiple receive antennas with rank-3
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Figure 4-16: Outage spectral efficiency with multiple receive antennas with rank-3
links and a = 5.
next highest SINR and so on. After decoding each stream, the receiver subtracts out
the interference due to that stream from the received signal. This strategy which
is almost identical to the MMSE-Successive Interference Cancellation (MMSE-SIC)
receiver described in [79], can be shown to achieve the performance of jointly decoding
all streams from the transmitter [81], [79]. The symbol error probability of MMSE-SIC
receivers has also been studied in the context of Binary-Phase-Shift-Keying (BPSK)
multi-antenna systems in [88].
When the representative receiver decodes the k-th stream from the desired trans-
mitter, it sees interference from effectively
Nt - k + nNt (4.25)
sources. Nt from each of the n interferers and interference from Nt - k unsubtracted
streams from the desired transmitter. For fixed Nt, as n - oc, the nNt term domi-
nates Nt - k in (4.25). Hence the limiting distribution of on the interference powers
converges to the same distribution as in the single transmit antenna case, but with
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the density of interferers effectively scaled by Nt since each interferer now looks like
Nt interferers. Since the limiting distribution of interference powers is the key quan-
tity that determines the mean spectral efficiency of each stream, the mean spectral
efficiency for multiple transmit antennas is a related in a straightforward manner to
the single-transmit antenna case.
Note that our main result for this section does not depend on using SIC with
the MMSE receiver, but the convergence of the spectral efficiency to its asymptotic
value is much quicker in the number of receive antennas N with successive decoding
and interference cancellation compared to using a Linear MMSE estimator for each
stream separately. This is due to the fact that when the number of receive antennas
is large, the receiver can null interfering streams from its desired transmitter without
significantly reducing the degrees of freedom available to the receiver.
If each transmit node sends Nt independent streams, the density of independent
signal sources in the network goes up by a factor of Nt with transmit powers P1 > P2 >
... PN, all occurring with equal probability. Thus, the mean spectral efficiency of
a stream with transmit power Pk from a target transmit node located at link rank A
is,
E[C] log 2  1 + PkGoa 2 (4.26)
and the mean spectral efficiency of the link is just the sum of the spectral efficiencies
of all streams:
N N
E[C] log 2  +PkG, 2 . (4.27)
=1We can optimize the power allocat d to Ach stream Pto maximize (4.27) under the
We can optimize the power allocated to each stream to maximize (4.27) under the
constraints, Pj > 0 Vi and
j=1
This is a standard form optimization problem with a simplex constraint [11]. However,
2
due to the terms with fractional powers Pj;, it is difficult to obtain a closed form
expression for the transmit power allocation for general values of a, G and Nt as the
standard techniques that can be found in references such as [11] require finding roots
of polynomials of order greater than 3 for which it is known that there is no closed-
form solution. We have numerically computed the optimum power allocation for a
large range of parameters and found that in all cases considered, a fraction of the
streams are allocated zero power and the rest are allocated equal power. Tables of
these results are given in Appendix A.
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Figure 4-17: Power allocation optimization for 2 transmit streams with a = 5.
To illustrate this, we have plotted equation (4.27) for Nt = 2, P = 1 and a = 5
in Figure 4-17. The horizontal axis shows the power allocated to one of the transmit
streams, P1 with P2 = P - P1 allocated to the other stream. We stepped the values
of P1 in increments of 10-6 from 0 to P = 1. The graphs are for increasing values of
N/A from 1 to 7. Note that the when the ratio of number of receive antennas N to
link rank A, N/A i.e., the number of receive antennas per node to the link rank, is
small, the optimum power allocation puts either no power or all the power in P1. As
N/A increases, the middle part of the graphs (P1 = P2 = 0.5) increase. The mean
spectral efficiency with equal power allocations exceeds the mean spectral efficiencies
at the edges of the plots in Figure 4-17 when N/A = 5 i.e., the magenta graph. This
suggests that the optimum power allocation has all non-zero power streams with equal
power. Supporting numerical data for Nt > 2 is provided in Appendix A.
Thus, the optimum power allocation corresponds to an optimization of the number
of equal power streams. Assuming that Nt transmit streams have equal, non-zero
power allocations, the mean spectral efficiency in the interference-limited regime is:
E[C] N1log 2 (10 PkG. ( . (4.28)NtA
We can then maximize (4.28) for Nt if we relax the integer constraint on Nt and allow
real values, using the following lemma:
Lemma 3 If a > 2 and y > 0, the function
f = Xlog 1+
is unimodal in x for x > 0 and its maximum occurs at
* - 22/a
Proof: The proof solves d 0 using a solution to a particular form of Euler's
Trancedental Equation [24], and is presented in Appendix A.2.3.
Using Lemma 3 the real number Nt maximizes (4.28) when:
N' • (4.29)
where
K' = csc -1 - 2 (e-/2) /a
and where Q(z) is the Lambert's W function, which is the solution to the equation
t-1(z) = zez where f-l(z) is the inverse function of f(z). Table 4.1 provides some
common numerical values of K .
Since (4.28) is a continuous function of At with a single extremal point for Nt > 0,
the integer value of Nt that maximizes (4.29) is:
arg max N) • / 2N* = {foor ceil N) x log2 1 + Ga ( . (4.30)
I KA KA
Equation (4.30) is a function of the number of receive antennas N, but the number
of transmit antennas is Nt < N. However, as a function of Nt, (4.28) is monotonically
increasing until its optimum point and monotonically decreasing afterwards due to
its unimodality as proved in Lemma 3. Thus, the optimal value of Nt that maximizes
(4.29) under the equal-power-stream constraint is
Nt* = min (Nt, Nt) (4.31)
If we substitute the integer-relaxed optimum number of streams from (4.29) into
(4.28), we find the mean spectral efficiency under the optimal number of equal-power
streams is
E[C] Ka"() (4.32)
where
( aK" = loge-K12 K (-e 2)
with some common numerical values of K, listed in Table 4.1.
Note that the derivation of (4.29) and consequently (4.32) are based on fixing Nt
and increasing N - oc. So we expect (4.29) to be accurate in cases where Nt <« N,
i.e., for high ranks. Monte Carlo simulations detailed in Section 4.5 show that (4.29)
is accurate for even moderate values of rank A.
Monte Carlo Simulations
We performed Monte Carlo simulations using a flat annular network with inner radius
im and outer radius R with 4000 nodes at IID random points on the annulus. We
assumed R = 1.13 km, which yields an interferer density of 10- 3 nodes m - 2 .
Each node transmits with 1W. The path loss exponent was a = 4 for Figures 4-18,
4-19 and Table 4.2. The remaining simulations used a = 3,4, and 5. The thermal
noise level was set to 10- 14W. For each plot, the number of receive antennas was
varied. Figures 4-18 and 4-19 show the mean spectral efficiency of rank-1 and rank-3
links, respectively, with the number of transmit streams Nt = 1, 2 and 3.
For the simulations used to generate Figures 4-21 to 4-26, and Table 4.2, we
assumed an equal number of transmit and receive antennas per node. We then simu-
lated the system for different numbers of transmit streams up to the total number of
transmit antennas. The optimal mean spectral efficiency was then found by taking
the maximum mean spectral efficiency over trials with different numbers of transmit
streams.
From Figures 4-18 and 4-19, we see that with 8 antennas at each node, it is
possible to achieve a mean spectral efficiency of 5.5 bs-'Hz- 1 with rank-1 links and
approximately 2 bs-'Hz- 1 for rank-3 links. These figures also illustrate the utility
of the asymptotic expression (4.28). Note that for rank-i links, when Nr = 8, with
1 stream, the asymptotic expression matches the simulations to within less than 5%,
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Figure 4-18: Mean spectral efficiency vs. number of receive antennas for rank-1 links
with Nt independent streams transmitted per node.
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Figure 4-19: Mean spectral efficiency vs. number of receive antennas for rank-3 links
with Nt independent streams transmitted per node.
with Nt = 2, less than 10%, and less than 15% with 3 streams. For rank-3 links
on the other hand, the simulated results are within less than 5% of the asymptotic
expressions when N, > 8. This discrepancy is due to the self-interference from the
desired transmitting node. For rank-1 links, when decoding a particular stream from
the target, the interference due to other streams from the target transmitting node
is high. Since (4.28) assumes that the fraction of the degrees of freedom used by the
receiver to null this self-interference is negligible, (4.28) is less accurate in low rank
links where the assumption does not hold unless the number of receive antennas is
very large.
Assuming that the receiver uses approximately one degree of freedom to null inter-
ference from other streams of the target in rank-1 links, we can write an approximate
expression for the mean spectral efficiency that is more accurate for low rank links
(Rank < 1) as follows:
E[C] 10o log2 1 + G NtA
k=O
(4.33)
where we have simply reduced the effective number of antennas by the number of
interfering streams due to the target node when the receiver is decoding the k-th
stream. Note that in the large N limit, (4.33) and (4.28) become equal. We plotted
the data from Figure 4-18 with (4.33) in Figure 4-20 and find that the mean spectral
efficiency from the simulations match the equation within 5% when the number of
receive antennas Nr > 8.
Figure 4-21 shows the mean spectral efficiency of systems using the optimal num-
ber of transmit streams from multiple simulation trials. The solid lines show the cor-
responding mean spectral efficiency. Different link ranks and values of a are shown.
Note that for rank-1 links when Nr > 8, the simulated mean spectral efficiency is
within 15% of the asymptotic value. For rank-3 and 5 links, the mean spectral ef-
ficiency is within 5% of the asymptotic value for Nr > 8. This illustrates that the
asymptotic expression from (4.28) is more useful for link ranks greater than 1.
-As for the single transmit antenna case, we resort to Monte Carlo simulations to
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Figure 4-20: Mean spectral efficiency vs. number of receive antennas for rank-1 Links
with Nt independent streams transmitted per node with approximate expression for
the mean spectral efficiency of low-rank links.
Table 4.2: Optimal number of transmit streams (ao = 4, p = 1 x l0- 3nodes m- 2)
Number of Receive Rank Nt (Theory) Nt* (Sim) E[C] (Theory) E[C] (Sim) E[C] (Sim)
Antennas (N) Nt = Nt Nt = Nt Nt = N
(b/s/Hz/link) (b/s/Hz/link) (b/s/Hz/link)
1 3 3 6.65 7.33 5.61
10 3 1 1 2.40 2.44 1.18
10 1 1 0.51 0.49 0.12
1 5 5 11.08 11.75 9.77
16 3 2 2 3.78 3.89 1.82
10 1 1 1.03 1.02 0.19
1 6 6 14.67 13.78 11.82
20 3 2 2 4.89 4.74 2.28
10 1 1 1.39 1.37 0.24
(This table was previously published in [41] (@ 2007 IEEE)).
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Figure 4-21: Mean spectral efficiency vs. number of receive antennas with the optimal
number of transmit streams, p = 10- 3 m- 2
characterize the spectral efficiency for given outage probabilities. The data for the
simulations used to generate Figure 4-21 was used to generate the plots in Figures
4-22, 4-23, 4-24, 4-25 and 4-26 where the spectral efficiency for a given outage proba-
bility is plotted. We combined the plots for a = 3 and 5 to illustrate general features
whereas we show larger plots for a = 4 to highlight specific features.
Note from Figure 4-22 that it is possible to achieve approximately 2bs- 1Hz- 1
with 10 antennas in Rank-1 links even with 95% probability. For rank-3 and 5 links,
this number is approximately 1.25 and 0.55 bs-'Hz- 1 respectively. Note that the
number of streams used to generate these plots were selected to maximize the mean
spectral efficiency of links rather than the spectral efficiency for different outage prob-
abilities. The jagged appearance of the low outage plots in Figure 4-22 indicate that
the number of streams that maximizes the mean spectral efficiency does not neces-
sarily maximize the spectral efficiency for low outage probabilities. This is because
all other parameters being equal, increasing the number of transmit streams from 1
to its optimum value increases the variance as well as the mean spectral efficiency.
Furthermore, note that as the number of receive antennas increases, the spectral effi-
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Figure 4-22: Outage spectral efficiency vs. number of receive antennas with the
optimal number of transmit streams, a, = 4, rank = 1.
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Figure 4-23: Outage spectral efficiency vs. number of receive antennas with the
optimal number of transmit streams, a = 4, rank = 3.
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Figure 4-24: Outage spectral efficiency vs. number of Receive Antennas with the
optimal number of transmit streams, a = 4, rank = 5.
ciency for different outage values on the log-scale plot approach each other. Thus, the
percentage difference in spectral efficiency with different outage values decreases with
increasing numbers of receive antennas, particularly for higher rank links. Figures
4-23 and 4-24 illustrates similar trends for a = 3 and a = 5.
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Figure 4-25: Outage spectral efficiency vs. number of receive antennas with the
optimal number of transmit streams, a = 3, rank = 1, 3, 5.
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4.6 Summary and Discussion of Results
The average SINR and spectral efficiency were derived for a system using N receive
antenna elements per node, and linear MMSE processing in the presence of n inter-
ferers distributed on an infinite plane with area density p. We used an asymptotic
analysis (validated for finite systems by simulation), taking n and N to oo such that
n/N is constant. We assumed simultaneous transmissions in a common frequency
band with random, IID transmit power levels selected from a finite set with Gaussian
code-books used at all nodes. These assumptions model shared-spectrum systems
such as the ISM band and the proposed "spectral-commons" model where multiple
links (from possibly different classes of users with different power budgets) use the
same frequency band for point-to-point communications.
We considered systems with path loss exponents a > 2. The a = 2 case, which
corresponds to free space propagation, results in infinite interference at the receiver as
the number of nodes in the network approaches infinity. When the number of receive
antennas approaches infinity as well, our assumption that n > N results in enormous
interference at the receiver and approximately zero spectral efficiency. When a is
slightly greater than 2, our results hold for finite systems provided the number of
nodes and area of the network are large since edge effects decay slowly for small a.
In the interference-limited regime, from (4.13), the SINR grows as () /2. In
contrast, the simpler spatial matched filter (MF), which phases the received signals
to focus on the desired transmitter, provides linear SINR growth with N [78]. This
discrepancy is due to the poor performance of MF receivers when the received signal
powers are not equal, compared to MMSE receivers that weigh the depth of nulls they
place in "directions" of the interferers depending on their received power. This also
differs from the well studied power-controlled model [80] where the average power
received from each interferer is equal. In such systems, which are appropriate models
for cellular networks without out-of-cell interference, both the MMSE and MF re-
ceivers provide linear SINR growth with N. Thus, the benefits of using MMSE over
MF receivers is much greater in ad-hoc networks than in cellular networks.
The main result of this chapter is that for systems where transmitting nodes use
Nt < N antenna elements without CSI, the average spectral efficiency (b s- ' Hz - '
link-') of a length-rl link is given by (4.28) which we repeat below:
E[C] aN log2  1 + Ga (N ) /2 (4.34)
where G, is a function of the path-loss exponent a given in Table 4.1, and A = irpr2
is the "rank" of the link which, on average, equals the number of interferers closer to
the receiver, or whose received power is stronger than the desired transmitter. It is
also a useful parameter in the analysis of multi-hop ad-hoc wireless networks where
hop lengths are reduced as the density of nodes increases [46].
From (4.22) we note that with fixed Nt and A, the variance of the spectral efficiency
decreases as I. Thus, with a large number of receive antennas per node, the spectral
efficiencies of different links are close to the mean. This property is useful in multi-hop
networks where data rates on each hop are often constant, as in [46] and others.
Equation (4.34) is a simple expression for the mean link spectral efficiency in a
network with given parameters. Thus, it is useful in the design of multi-antenna sys-
tems where the cost of using multiple antennas can be traded-off against the increase
in spectral efficiency as a function of user density, link length (combined into link
rank) and the path-loss exponent.
Furthermore, from (4.34), we found that without transmit-side CSI, limiting the
number of transmit antennas used per node can improve network spectral efficiency
when A > 1. Thus the optimal selfish strategy of transmitting independent data
streams on all antenna elements [33] is not optimal in a network sense. This is consis-
tent with observations from Monte Carlo simulations of [29], and our own simulations
presented in Table 4.2. Equation (4.30) gives the number of transmit antennas that
maximizes average spectral efficiency.
We also characterized the spectral efficiencies for a given probability of outage by
Monte Carlo simulations. We found that with 10 antenna elements, it is possible to
achieve approximately 2, 1.25 and 0.55 bs-'Hz- 1 for rank-1, 3 and 5 links respectively
with an outage probability of 5% in networks with 1 user every 1000 square meters
transmitting simultaneously in the same frequency band. With a 20-MHz bandwidth,
this corresponds to approximately 40, 25 and 11 Mbps respectively which are sufficient
for high quality video downloads for instance.
These results, particularly the scale invariance implied by the dependence of the
RHS of (4.34) on the rank rather than the specific value of link lengths or interferer
densities, suggest that we can maintain a constant mean spectral efficiency of indi-
vidual links if link lengths are reduced inversely with the square root of node density.
One way of accomplishing this is by connecting a constant fraction of wireless nodes
to high capacity infrastructure (for instance wired or optical fiber links), which is
explored further in Chapter 9.
Chapter 5
Proofs of Main Results of Chapter
4
In this chapter, we present the proofs of the main results presented in Chapter 4. We
start with the proof of Theorem 1 followed by the proof of Theorem 2. These theorems
utilize the convergence of the empirical distribution functions of the eigenvalues of
large matrices. Note the empirical distribution function of a set of random variables
is the proportion of those variables that are less than a certain value.
Both these theorems rely on a key lemma on the convergence of the empirical
distribution function of the set of scaled received interference powers at the repre-
sentative receiver. The limit of this function is what determines the expressions for
the mean and variance of the SINR. We present the proof of this lemma in the last
section of this chapter.
5.1 Proof of Theorem 1 (Mean of Normalized SINR)
5.1.1 Main Body of Proof
To study PN = N-'/ 2 SINR, we scale the interference and thermal noise powers by
N" /2 and consider the SINR of this new system. Let Pi = Na/ 2pi = Ptri be the
new received power from interferer i assuming that Ra is unity. As n, N, R -- oo such
that n/N = c > 0 and p are constants, the empirical distribution function' (e.d.f.) of
the iis converges to H(r), which is given by the following lemma proved in Chapter
5.3:
Lemma 4
H(T-) = ij 1- - I{bPj<T<oo} (5.1)
j=1 C
where b = (P) `/2, and IAJis the indicator function, taking the value 1 when A is
true and zero otherwise.
If a2 = NO/2- 1a 2, iN is given by the equation for the SINR of a linear MMSE
system [76]:
Y PT h (RN I) h(5.2)
where RN = kGPGt and P = diag(P2, 3, .. "Pn+1) where the received power due to
the desired transmitter is given by PTrD-. Recall from Section 4.2 that hi contains
the channel coefficients from the desired transmitter to the antenna elements of the
receiver, and G contains zero-mean, unit-variance IID random variables.
The limiting average value of ON can now be found using techniques introduced
by Tse and Hanly in [78] who found that the SINR of a Random CDMA system
converges in probability to a limiting value that satisfies a particular equation. The
following steps up to (5.9) are based on their results from [77], [78], which we include
for completeness and proving Theorem 2. Recently Bai and Silverstein [10] found the
stronger result that the limiting SINR converges with probability 1 to some limiting
value but with more general assumptions.
The matrix RN -+ 2I is Hermitian, which implies that (5.2) can be written as:
N
PN = PT hUtLUh 1  PT utLu = gPT E iui21, (5.3)Nr-c Nrc Nr-
i=l
'The e.d.f. of a set of variables is the proportion of those variables that are less than a given
value, e.g. H,(x) = L{number of Ais that are less than x}.
where U is a unitary matrix and L is a diagonal matrix containing the eigenvalues
of (RN + 2I)-1 denoted by i, 12... , N. The entries of u = Uhl are denoted by
Ul, u2 .. "UN. If A1, A2 ... N are the eigenvalues of RN, then Ai and 1i are related by:
1li = + (5.4)
Since U is unitary, ul, u2, , UN have the same statistics as the entries of hi,
i.e. the uis are zero-mean, uncorrelated random variables with unit second moment.
From (5.3), (5.4) and taking the expected value of 3 N given the lis:
E [ N 1 1, ' "-ly ]= E =-
EN 1 N L (( N -+A) (5.5)N (Ai +0,2 a2 N(t + a02d  (5.5)
i=1 + i=l
where 6(x) is the Dirac "function" and T is a dummy variable. Taking the expectation
with respect to 11, 12 , "." , N and using iterated expectations:
-aE[ON] = -r-E[E [ON I l, 12, . N]] = E N( + 6( ) d-
PT P - =1
E[ dFRN(7) (5.6)
where dFRN(T) is a probability measure with mass I at each eigenvalue of RN(7),
which can be interpreted as: dfR = E ~ 6(T -A). Thus, FRN (T) is the e.d.f. of
the eigenvalues of RN. When N is large, FRN(7) can be characterized in terms of its
Stieltjes' Transform (see e.g. [1]), where the Stieltjes Transform of do(t) is denoted
by me(z) and is defined as:
m(z) =(t) for Im(z) < 0.
-oo t - z
Observe that the quantity in the expectation of the RHS term in (5.6) is the Stieltjes
transform of FRN(T) which we denote by mFN (z) when it is evaluated at z = -a_,
i.e.,
r E[Pf ]= E[m. (-o,)]. (5.7)
Since the Stieltjes Transform is continuous in a neighborhood of the negative real
line, we can evaluate it for negative real values [78]. Recall that RN = kGPGt
and the entries of G are IID, zero-mean, unit variance random variables. Under
these conditions, by the Marcenko-Pastur Theorem [59], [9], as N, n -+ oo such that
c = n/N > 0, the e.d.f. of the eigenvalues of RN, i.e., FaN, converges in distribution
to a non-random function FR. with probability 1.
Furthermore, the Stieltjes transform of FRo, denoted by m(z) = mFR,, (z), satis-
fies:
zm(z) + 1 = m(z)c d (5.8)
o 1 + rm(z)
Additionally, by Corollary 1 of [37] which states that if a sequence of probability
measures converges in distribution to a limiting measure, then the Stieltjes transforms
of the measures converge to the Stieltjes transform of the limiting measure, as N -
00, mRN (z) -+ mFr (z) = m(z) with probability 1, implying that E [mFRN (z)]
m(z) . Thus,
r E[ E] F (EN)] -2 mF= (-) =m(- o) =r . (5.9)
PT PT
But m(z) is known to satisfy (5.8) in the limit. Thus, the solution for m(z) in
(5.8) when z = -ai gives the average limiting value for LN.
Writing m = m(z) for simplicity and substituting the derivative of H(T) from
Lemma 4 into the RHS of (5.8) yields
mc 00 TdH() =
o 1 +7m
o dT K
1+ mrj=j=1
2/ 27p T
,a·P C
-2/a) {bPj<r<oo}
2 •2rpm K-1 bi+ -2/ad
a 4UbP1 1+mr-
27rpm P T- 2/ad K 2/a
a bP1 +mT7j=1j=1
2pm K-1 i 2/ bPi+1
S i=1 j=1 b
T- 2/adT
1 + m7I+ 
27r E[P2/l ](Y
1"0 T- 2/ a d T
1bPL  + m
K-1 i
2pa jP/ a(fi (bP ,+l m ) - fl(bPi, m))
i=1 j=1
+ 2rpmE[P2/"](f(oO, m)- fi(bPL, m))
a! (5.10)
where the last step follows from Part ii. of Lemma 5 which is presented below and
proved in Appendix A.2.4
Lemma 5 Assume that m > 0, and b > 0 and define:
z) -2 (1+ mal) C-2F1
2
- -,1
a
2 2 aim
- -, 2 - -, a
a a 1+ ai m
Then,
i. f (al, z ) = m'f2(al, z) where
2_, 2-af(al, z) = aa E 2 - a(
a-2 2a-2
,,,,,, a - 2 o 2a - 2 (
aim)-2 2F1 (2- 2 2 2
-11-a a a
fa2 -27- dr = fi(a2 , z) - fi(a, z).
a 1 + mrt
(5.11)
+ aim )1+ alm
Substituting (5.10) into (5.8) yields:
zm + 1= 2 pm Z LjP fl(bPi+,m) - f(bP, m))
i=1 j=1
+ 2rpmE[P2/,](f(, m) - fl(bPL, m)). (5.12)
Substituting z = -a.2 and m = r-L (from the RHS of (33)) into this equation, and
rearranging terms completes the proof.
5.2 Proof of Theorem 2 (Variance of Normalized
SINR)
Li et. al. [55] studied a MIMO system in AWGN with independent streams transmit-
ted from each antenna element with non-random average received powers from each
stream, normalized by the number of transmit antennas, and found an expression for
the asymptotic SINR variance. We adapted their proof to the random distribution of
average received powers from our network model, but without the power normaliza-
tion as the transmitted streams in our model come from different nodes. From (5.3)
and the law of total variance,
var[fN] = var |u| 21i
2 N N2i=1
The us terms are IID, unit-variance complex Gaussians. Thus, the uil2 are IID with
variance 2,
var[/3N] = 7 2 + 2 var [ 1
= 2pE -Tr(L2)] +p2var [Tr(L) . (5.13)
N N N
Let
T2= var Tr(L) j 2xPr Tr(L) - E [Tr(L)] > x dx. (5.14)
Note that the prior expressions are from [55]. We can write the probability function
in the integral in (5.14) using Bayes' rule and integrating out the received powers as
follows:
Pr -Tr(L) - E -Tr(L) > x}
Pr Tr(L)- E [Tr(L)] > x P2,' -•n+1 fp 2," , Pn+l)dp2 "d dPn+l
(5.15)
When p2 ... P+1 are given, from [55] eqn (81) which is an application of Corollary
1.8 in [44], it follows that
Pr Tr(L) - E Tr(L) > x 2,.. Pn+ < 2e 261i253. (5.16)
61 > 0 is the logorithmic Sobolev inequality constant (see e.g. [44] Section 1.1.)
for the distribution of the entries of G, which equals 1 for the complex Gaussian
distribution [43] For our network model, 62 is the square of the Lipschitz constant
(see e.g. [44]) for the function: f(x) = ( 2)N / 2 -2 which equals 6427 /2-1)3 3 is
the largest pi term, which is at most PNa/2 since pi < P and pi = Na/2pi . Thus,
1 > 64(u 2 )3N-3 and (5.16) becomes:
2616263 - 5461P
( N1 IE N ]] }, 64(,2)3Na-1x2
Pr -Tr(L) - E -Tr(L) > x P2,'" "Pn+l < 2e 5461P - 2e6No-1X2
(5.17)
where 6 = 64 2 )3 . Substituting (5.17) into (5.15) and integrating out the pis yields:
Pr { Tr(L) - E [Tr(L) > x}
S... J 2e-6N-l1x2 (fp2 , " " - ,Pn+l)dp2 .. dpn+l = 2e -6 N -l 2  (5.18)
As in [55], substituting (5.18) into (5.14):
T2 = 2xPr T{r(L) - NE [Tr(L)] > x dx < 4xe-6-1i 2 dx = N1-a
(5.19)
implying that as N - 00oo, NT 2 -+ 0 since a > 2. Following [55], as N - 0oo we note
from (5.13) that
Nvar[O3N] --+ 2P 1E = 2p E [Z
N i= i= ( N Ai )2
= 2p2E [ i dFR (5.20)
where the first equality follows from (5.4). From (5.20), as N -+ oo,
2 Nvar[/  dFRoo(T) 2P2  d dFR.(-)
=2p2 d f2 dFR(-) - 2p
= ,d (I - z)2  2 -- o dz=2p (7-- z) i 2F: , (-o-() = 2p m'(-1 F)
(5.21)
As noted in [55], both the convergence, and the interchanging of integration and
differentiation in (5.21) are consequences of dFR,(7) having no mass for 7 < 0. This
property is in turn a because RN is non-negative definite and thus has non-negative
eigenvalues, and that T1Z)2 is bounded and continuous for all t > 0 and any particular
z < 0.
We find an expression for m'(--2) by differentiating (5.12) with respect to z,
collecting terms and evaluating m'(z) at z = -•Nk. We can do this because m(z) is
a bounded and continuous function for z < 0. Taking the derivative of (5.12) with
respect to z and recalling that m is a function of z, Substituting (5.10) into (5.8)
yields:
m + d dm27rp - jp/a(fl(bPil,m) - fi(bPi, m)) - fl(bPL, m)
dz dz a j=
K-1 i
+ m E 2•/qPj1 (f 2(bP~+1 , m) - f 2 (bP2 ), m) - f 2(bPL, m)
i=1 j=1
+ m 1E[P2 /Ia]fi (oo, m) (5.22)
Substituting the resulting value of m'(-cr) into (5.21) and using the relationship
m(-a2N) = -L from (5.9) completes the proof. Note that the derivative of the Gauss
Hypergeometric function can be found in [1].
5.3 Proof of Lemma 4 on the Convergence of the
Empirical Distribution of Interference Powers
From the generalization of Glivenko-Cantelli Theorem [30], the empirical distribution
function for a set of random variables converges uniformly with probability 1 to its
distribution function 2. Thus, with probability 1 as n - 00 , H(T) = limn-,wo Pr {j3 <
r}.
Recall that PA = N~/ 2 - a. Thus,
Pr{hi < x} = Zj Pr ri> N1/2 (. (5.23)
j=l
and for a network of radius R,
Pr {ri > r} = R2_ 1l<r<R}
2Please see Lemma 6 for a proof of this under more general conditions
Thus, the RHS of (5.23) is given by:
Pr {r > N1/2 Pjil
kJx R 2 - I 1{NN/2 P j R - a<x<N/2Pj}"
Recall from (4.1) in Section 4.2 that n = Tp(R 2 -
Substituting these expressions into (5.24) yields
> N 1/2 P)
p(+I)-N
cN +
+ 1F -1p N----~ <x<Na/2PJ
Substituting (5.25) into (5.23):
Pr{pi < x} =
K (cN+i
j=1 ( + 1) -1 I eM N 3 - <x<Nl/2pj(Tr1p
(5.26)
Writing b = (_)a/2 and taking the limit as N + oc:
H(-) = lim Pr{pi <
N-+oo
Kj=
j=1
2/a
(p2
'I
I{bP3 <,<oo}. (5.27)
which completes the proof.
(5.24)
Pr {ri (5.25)
C
1) d =c1) andc= -, ==>ý R
Chapter 6
Systems with Transmit
Channel- State-Information
6.1 Introduction
In this chapter, we extend the results of Chapter 4 to systems with Channel-State-
Information (CSI) at the transmit side. The addition of CSI at the transmit side
has the potential to significantly increase the spectral efficiency of links. However, in
general, Tx-CSI has to be estimated at the receive side of links and fed back to the
transmitter, increasing overhead. Thus, it is useful to characterize the spectral effi-
ciency gains achievable with Tx-CSI as it provides insight into the trade-offs between
increased spectral efficiency and increased overhead.
In general, the spectral efficiency of systems with Tx-CSI is very difficult to find
due to the interrelationship between transmitting and receiving strategies of all nodes
involved. Consider for instance the 2 x 2 network of Figure 6-1. As described in Chap-
ter 2 the capacity of this type of channel is not known exactly even for the isotropic
antenna case although it is known in certain regimes and certain approximations ex-
ist. For MIMO systems the situation is complicated further as the transmit strategy
used by node Al is influenced by the transmit strategy used by A2. The sum spectral
efficiency of the two links depends in a non-convex manner on the transmit covariance
matrices of Al and A2 (see e.g. [68]) making their closed form optimization difficult.
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Figure 6-1: Two-link interference network. Solid arrows indicate signal paths and
dashed arrows indicate interference paths.
The situation is more complicated in larger networks.
In this chapter, we shall consider systems where transmitters have CSI but use
the information in a unilateral manner, eliminating the interaction between transmit
strategies. In addition to simplifying the problem, this assumption is also attractive
for implementation as it involves minimal (if any) interaction between transmitting
nodes, which reduces overhead.
We shall consider systems with what we call estimatable Tx-CSI, which means that
the transmitters only have CSI that they can estimate directly in duplex systems with
channel reciprocity. This type of CSI is attractive as it does not require the receive side
of links to communicate the CSI to transmitters, reducing overhead. Furtherhmore,
we consider the following two types of estimatable Tx-CSI that can be acquired with
low overhead for certain classes of systems.
1. Link-only CSI (LC). We assume that the transmitters know the CSI between
themselves and their target receivers and do not know the channels between
themselves and other receivers. This CSI can be estimated with very low over-
head in networks which have reciprocal channels and duplex communications
as nodes on the receive side of links can estimate the CSI between themselves
and their corresponding transmit nodes. This information can then be used at a
later time when the receiver becomes a transmitter. This is requires the channel
parameters to be stable over at least one cycle of two-way communication.
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2. Received-Interferer-Covariance (RIC). In addition to the channel between
transmitters and their targets, we assume that the transmitters know the spa-
tial covariance matrix of the received interference if the role of transmitters
and interferers are reversed. This information is estimatable in duplex systems
as receiving nodes can estimate their received spatial covariance matrices and
use them when they act as transmitters. In addition to requiring stable chan-
nels, this requires half-duplex communications with synchronized transmit and
receive cycles between all nodes.
For LC systems we adapt the results of Chapter 4 to derive an approximation
to the mean spectral efficiency of links in LC networks. As before, we verify the
validity of the approximations by Monte Carlo simulations of the network topology.
We study RIC networks exclusively by Monte Carlo simulations using a particular
transmit antenna beamforming strategy called the maximum Signal-to-Leakage-Plus-
Noise-Ratio (SLNR) beamformer, which has been studied in different contexts [12],
[65], [16]. This beamformer attempts to minimize the interference it causes to other
nodes and can be viewed as a "reversed" MMSE beamformer.
Our simulations indicate that in most cases, a selfish beamformer that requires
only the channel parameters available in LC systems outperforms the "altruistic"
maximum SLNR beamformer in terms of mean spectral efficiency in the network.
This suggests that it may not be very useful from a network perspective for transmit
nodes to try to minimize the interference they cause on other nodes as a global
transmit strategy because the degrees of freedom they use up trying to help other
nodes is generally better used to maximize the rate of their own links.
6.2 Systems with Link CSI Only
In this section, we study systems with Link-Only Tx-CSI. That is, each transmitting
node knows the channel coefficients between its antennas and the antennas of its target
receiver, but not to other nodes. As mentioned in the first section of this chapter, this
information can be estimated for duplex communications systems assuming channel
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reciprocity with low overhead. However, this requires the channels to remain stable
for significant periods of time such that the channel coefficients estimated by receive
nodes remain valid when the receive nodes become transmit nodes and transmit data
to their targets.
Consider the network model of Chapter 4 but now assume that all nodes (both
receiving and transmitting) have N antenna elements and that the transmit nodes
know the channel coefficients between their antenna elements and the antenna ele-
ments of their target received nodes. Let the i-th receiving node '7i be in a link with
a distinct transmitting node 7T. We further assume that all transmit nodes paral-
lelize their channels and transmit data on their M strongest parallelized channel (or
channel mode) using some power allocation algorithm. We shall consider water-filling
and constant power allocations by simulations later. Note that we do not show that
either of these strategies is optimal but consider them as two reasonable approaches
to take.
Using steps provided in Section 7.1 of Chapter 7, the mean spectral efficiency for
a representative link which we call link-1 of a given length rl, can be written in the
following parallelized form with the summation over j representing the independent
transmit data streams:
E[C1] = E [log2 ( 71+ 11V1 2I + KIKI ) v)] (6.1)
j=1
where -y is the path-loss between transmitting node i and the representative receiver
and
ki = diag(7y2P21, 72P22, . " ,r 2P2M, " " nPnl 1Pn2, " " , 71PnM). (6.2)
Here Pjk refers to the power allocated by the j-th interferer to its k-th transmit data
stream. Thus, 4i is a diagonal matrix containing the received powers from each
stream transmitted by each interferer as seen by the representative receiver. The
vector N x 1 vector vlj and the N x nM matrix K contain IID, unit-variance, complex
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Gaussian entries and Aj1 is the j - th largest eigenvalue of the matrix kHuHlll. We
further assume that Plj for j = 1, 2, ... M are given.
Note that the termt - 1P13AijV1 (21 + KI#K) v1i in (6.1) has exactly the same
form as (5.2) and can thus be interpreted as the received SINR of the j-th stream of
link-1. We can then apply a technique similar to that used in Chapter 4 to find the
mean spectral efficiency on a single stream. However, we cannot directly apply the
results of Chapter 4 as it requires the transmit powers of each stream to come from
a finite set of discrete, IID power levels. Since transmitting nodes have CSI between
themselves and their targets, for a given transmitting node k, Pkl, Pk2... Pkn are
dependent random variables as the power allocated by node-k to to its j-th stream
depends the relative strengths of each stream.
The proof of Theorem 1 required that the empirical distribution function of the
interferer powers converges with probability 1 to a limiting function as n, N - o00.
When the powers are IID, this convergence follows from applying the strong law of
large numbers, e.g., see [63]. This does not hold in general when the powers are
correlated. However if M is finite, this convergence holds as follows.
To find the asymptotic SINR of the j-th data stream seen by the representative
receiver which we write as 43P , we once again scale the received interference and noise
powers by Na/ 2 and write a new matrix:
ki = diag(~21, (P22, .- 2M, isnl, Pn2, ' ' PnM). (6.3)
where the normalized interference power due to the i-th stream of interferer j is
Pii = Nj/27jPji.
Lemma 6 For a given n, let the empirical distribution function of all the entries of
Ii be denoted by Hn(x), i.e.,
nM
H,(x)- Mn S•  l{;__x}. (6.4)
j=1 k=1
Let fk(x) and Fk(x) denote the marginal probability density and distribution functions
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of Pjk for all j Then, as n - 00oo, Hn(x) -* H(x) with probability 1 where
H(x) Fj= F(x/b) - - 1 E [P x + f () dT (6.5)
j=1 c =1 j=1 x/b X
M M M c
= - F(x/b) - 'PEE [Pc X- + -2 ff (7)r dr. (6.6)
M j=1 cM j=1CXa j= 1 x/b
Proof: The proof uses a result of Janson [49] which bounds the probability that a
sum of dependent random variables deviates from its mean and is presented in Section
7.3.
Note that the limiting e.d.f. of the scaled powers does not depend on the joint
density of the transmit power allocations for the streams but depends only on the
marginal distributions. This implies that the mean spectral efficiency for large n,
and N is not a function of the joint distributions of the transmit powers but just
the marginal distributions. This greatly simplifies numerical evaluations of the mean
spectral efficiency of systems that use highly non-linear power allocation algorithms
like water-filling for which to the best of our knowledge, the probability distributions
of the power allocations are not known in closed form.
Using Lemma 6 we prove the following theorem on the mean SINR of the i-th
data stream in Section 7.2 of Chapter 7:
Theorem 3 As n, N - oc with n/N = c, for a given pli, the normalized mean SINR
for stream-i, O3, approaches Pi, which satisfies the following equation:
2 2 p( Ei) [Pj' csc
apli j=1
0 M 00
-2  1 + Tj- -  dri fj(x)x/dz + ± (pi) 2N/ 2- 1 = 1 (6.7)
j= Pli
where b = ( n)a/ 2, and E[Pj2/ ] is the expected value of the transmit power allocated
by the interferers to their j - th strongest stream, raised to the power 2.
In general (6.7) has to be solved numerically. However, we can make some ap-
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proximations similar to that made in Chapter 4. In the interference-limited regime
we assume that the noise power is small enough that the third term on the LHS of
(6.7) is dominated by the first two. When the number of interferers is much larger
than the number of antennas per node, n < N and b 0 0, the second term on the
LHS of (6.7) becomes much smaller than the the first. This property is formalized in
the following lemma:
Lemma 7 As b - 0 if the transmit power per stream is limited by some P > 0, i.e.
fj(x) has bounded support for all j,
0 2 MrpaM 1 + Tf(x)Zidx 
-+ 0 (6.8)
j=1 f/b
and
2Mr/ ([ + T 2  dTr fj(x)Wxdx -* 0 (6.9)
Proof: The proof uses the property that the transmit power is limited and the prop-
erties of hypergeometric functions, and is given in Appendix B.1.
Thus, if N is sufficiently large, a2 is sufficiently small, and and n is sufficiently
larger than N, (6.7) becomes:
2 E [P csc 1.
-Pi j=1
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Substituting E[SINR,] for the mean SINR of the i-th stream and rearranging,
E[SINRI] ii sin
P M E[ N asin22 j=1 EP
N a /2x
= Plxi N 2 sin 
-
= PliEli Ga (6.10)
A 2=1 ) EGP
where we have substituted the expression for the power received at the representative
receiver due to stream i of transmit node-1, and A = rpr2 is the rank of link-1.
Following the analysis of Chapter 4 we can write the following theorem on the
variance of 0', proved in Section 7.2.1 of Chapter 7.
Theorem 4 As N, n, and R -, oo00 as described in Theorem 3,
var[' ] -+ 2pl/22 [47r2P(i)' -(z) E2 E [P csc (-)j=1
Or 1+ "-T i dT j fj(x)xtdx +
a (1 + roi)2 dr E y (x)x dx + r2N /  (6.11)
where 0' is from Theorem 3.
We can further simplify (6.11) using similar steps as for the simplification of (6.7).
When N is sufficiently large, a02 is sufficiently small, and n is sufficiently larger than
N, then (6.11) becomes:
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47r 2 i- M 2 27rvar[P 2 2p(i z• = [P~1  csc a (6.12)
j=1
2 Pa2
N -_aG2 _ eli G a (6.13)N MA( E )AEml E OPZ
Since the variance of O3 goes to zero, we can write the following expression for the
mean spectral effciency of the i-th stream of Link-i:
E[CI] = log2  1+ GcPuAli Ai1 [N 2 )
And thus, for a given rank A and a set of transmit power allocations Pli i =
1, 2,... , M, and Ali, the mean spectral efficiency when N is large and the system
is interference-limited is given by the sum over all i of the preceding expression:
M
E[C1] e l og2 1+ GaPuiAli N (6.14)
i=1 A = E ]
The above expression can in principle be averaged over Ali and Pli, which will
depend on the power allocation algorithm. We shall consider equal-power and water-
filling power allocations in Section 6.3.1. In the equal-power allocation case which is
a good approximation for the water-filling power allocation algorithm when M < N
(see the discussion of the deep-water power allocation in [79]), (6.14) becomes
M 2E[C] log2 1 GaAii N . (6.15)
The mean spectral efficiency for a given rank A, can be found by integrating (615)
The mean spectral efficiency for a given rank A, can be found by integrating (6.15)
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over Ali
E[C1 ] = E\ [E[C1 ]]
S-.. log2 1 i •GaAi ( fA(Al, A2 , ... ,AN) dAl, dA2,... ,dANi=M1
(6.16)
where f (A1, A2, .. , AN) is the joint distribution of the Ais. Since the expression for
fA(A1, A2, ''' , AN) is difficult to integrate, we take a simpler approach by approximat-
ing (6.16) as follows:
M 2
E [C1 ] log 2 1+ GaE[Ai] (. (6.17)i=1
This approximation holds for large N because the empirical distribution function of
the Ais converges with probability 1 to a non-random function [9]. The values of E[Ai]
can be found by numerical simulation. We provide tables of these values in Appendix
B.2.
For comparison, we plotted the asymptotic mean spectral efficiency for Rank-1
links with Tx-CSI from (6.17) and systems without Tx-CSI from (4.28) in Figure
6-2. Provided the approximations we made in deriving (6.17) hold (something we
confirmed by Monte Carlo simulations presented in the next section), Figure 6-2
illustrates that the Tx-CSI can quadruple the mean spectral efficiency of links.
6.2.1 Monte Carlo Simulations
To verify the asymptotic analysis and approximations, we simulated the network
topology of multi-antenna systems with Link CSI with the following parameters. 1000
nodes were placed in a circular network with a radius chosen to satisfy an interferer
density of 10-3 nodes m - 2 . The transmit power budget was set at 1 W and the
path-loss exponent was a = 4, with the thermal noise power set to 10-1 5W. This
corresponds to an antenna temperature of approximately 300 K for a bandwidth of
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Figure 6-2: Asymptotic expressions for mean spectral efficiencies with transmit CSI
(solid lines) and without transmit CSI (dashed lines).
200 kHz. The total number of transmit and receive antennas per node was equal in
all cases and varied from 2 to 32. The number of transmit streams per node was
limited to the values in the legends of the plots. The nodes either transmitted with
equal-power on each stream, or were allocated power according to the water-filling
algorithm. We considered link ranks of 2, 4, and 12 which are achieved by varying
link lengths, and simulated each configuration 1000 times.
Additionally, in separate simulations, we generated 1000 trials of N x N random
matrices with unit variance, complex Gaussian entries to estimate E[Ai] (the Ai are
the ordered singular values of these matrices) for the values of N considered in the
network simulations described in the previous paragraph. These values of E[Ai] were
used then to estimate the mean spectral efficiency using (6.17).
Figures 6-3 and 6-4 illustrate the mean spectral efficiencies for rank-i and rank-
2 links respectively. The "asterisk" markers denote the simulated mean spectral
efficiencies when nodes allocate equal power to each of their transmit streams, and
the circles represent spectral efficiencies using a water-filling power allocation policy.
The solid lines are the mean spectral efficiency predicted by (6.17) and the different
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Figure 6-3: Mean spectral efficiency vs. number of antennas with link CSI, equal
number of transmit and receive antennas per node, and multiple streams. Rank = 1,
a = 4.
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Figure 6-4: Mean spectral efficiency vs. number of antennas with link CSI, equal
number of transmit and receive antennas per node, and multiple streams. Rank = 2,
a = 4.
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Figure 6-5: Mean spectral efficiency vs. number of antennas with link CSI, equal
number of transmit and receive antennas per node, and multiple streams. Rank =
12, a = 4.
line and marker colors represent different numbers of transmit streams M.
Figure 6-5 illustrates similar data but for rank-12 links. Note that 1 transmit
stream is optimal unless there are 30 or more antennas. Also note that a mean
spectral efficiency of 1 bs-'Hz- 1 is achievable even in rank-12 links with 11 antennas
or more.
As we observed for systems without transmit side CSI in Chapter 4, when the
number of receive antennas per node is small, the mean spectral efficiency is greater
for small numbers of transmit streams as the optimum number of transmit streams
is small when the number of receive-side antennas are small. Also, note that the
water-filling and equal power allocation result in approximately equal mean spectral
efficiency for low link ranks. This is because low link rank results in high SINR at the
input to the system, and even more so for the strongest few modes. This causes the
water level in the water-filling algorithm to be approximately equal for the strongest
channel modes, resulting in approximately equal power allocated to them. For a more
detailed discussion of the water-filling algorithm in the high-SNR regime, please see
[79].
The estimated mean spectral efficiencies from (6.17) are close to the simulated
112
SAsymptotic
.... .. ..::::::::::::::::::::::.:::::::::::::
...................... W ............. ... ....... . . ........ : .. ........
values for small N when the number of transmit streams is. low. For instance, with
two transmit streams, the simulations agree with (6.17) to within 10% when the
number of antennas is greater than five. For six streams, the agreement is within
10% only when the number of receive antennas is greater than 9, and for 8 streams
the difference between the simulated and asymptotic mean spectral efficiency is less
than 10% of the simulated mean spectral efficiency when N > 12. An important
feature of these plots is that the agreement between (6.17) and the simulations is
within 5% for the number of streams that maximizes the mean spectral efficiency
for a given N. Thus within the range in which the system should be operated,
(6.17) predicts the number of transmit streams to use and the corresponding mean
spectral efficiency well. Another interesting observation is that the mean spectral
efficiency of rank-1 links, whose simulated data is plotted in Figure 6-3, agrees more
closely with the predicted values compared to systems without transmit-side CSI
considered Figure 4-18, where the convergence of the simulated to asymptotic mean
spectral efficiency is slower. The slower convergence in Figure 4-18 is due to "self-
interference" of different streams from the target user which occurs on links without
Tx-CSI, particularly for low-rank links. The phenomenon does not occur in systems
with Tx-CSI as the parallelized channels between a pair of communicating nodes are
completely orthogonal and do not interferer with each other.
Figure 6-6 shows the outage spectral efficiency when transmit nodes use single
streams. Note that 1 bs-'Hz- 1 can be achieved by 95% of links with just 5 antennas if
they use the beamforming transmit antenna strategy (1 transmit stream). In contrast,
consider Figure 6-7 in which the spectral efficiency with different outage probabilities
are presented for 2, 4, and 6 streams; 7, 10 and 13 antennas are required, respectively,
for 95% of links to achieve 1 bs-'Hz- '. This illustrates that reducing the number of
transmit streams is often beneficial not only to improve mean spectral efficiency, but
also to improve the outage spectral efficiency. Also, the mean and median spectral
efficiencies are very close, which indicates that the number of links with higher spectral
efficiency than the mean approximately equals the number of links with lower spectral
efficiency than the mean.
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Figure 6-6: Outage spectral efficiency vs. number of antennas with link CSI and
single transmit stream. Rank = 2, a = 4.
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6.3 Systems with Received Interference Covariance
(RIM)
In this section we analyze the performance of systems for which transmitting nodes
know the covariance matrix associated with the reciprocal channels between unin-
tended receive nodes and themselves. As mentioned in Section 6.1, this information
can be acquired with low overhead if we assume channel reciprocity and that commu-
nication is conducted in a half-duplex manner with transmitting and receiving nodes
switching roles at regular intervals.
Consider the system model of the previous section. But we assume that in addition
to Hii, transmit node node-i has knowledge of the matrix HliH• where:
HI = [HilHi2 .-- Hi(i_1) ... Hi(i+i) .. Hin]. (6.18)
If we assume channel reciprocity and half-duplex communications, HliiHf is the spatial
interference covariance matrix of the data received by transmit node-i when it acts
as a receiver and all the receiving nodes act as transmitters.
We assume that all transmit nodes use a specific beamforming strategy called the
Maximum Signal-to-Leakage-plus-Noise-Ratio (SLNR) beamformer [12], [65], [16].
Using this strategy, each node transmits a single stream of data through its antennas
which are phased such that the ratio of the signal power delivered to the target
receiving node to the total signal power delivered to unintended receivers plus the
noise power is minimized. The basic idea behind this receiver is to trade off between
signal power delivered to the target received node and the interference caused to
unintended nodes (leakage). The vector of weights that should be applied at the
antennas of transmitter-i is given by wi [65], which is the largest eigenvector of the
matrix:
H..Ht (fiH + 2 N I
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Figure 6-8: Mean spectral efficiency vs. number of antennas with desired and inter-
ferer CSI and equal number of transmit and receive antennas per node. Rank = 1,
oa = 4.
6.3.1 Monte Carlo Simulations
We compared the mean spectral efficiency of links with the maximum SLNR beam-
former to Link-CSI systems with one transmit stream by Monte Carlo simulation.
We considered rank-1 and rank-10 links to illustrate the mean spectral efficiency ver-
sus the number of received antennas. We also compared the outage capacities of the
maximum SLNR beamformer versus the selfish beamformer.
Figures 6-8 and 6-9 illustrate the mean spectral efficiency of rank-1 and rank-10
links respectively, using the maximum SLNR and Link CSI beamformer. The blue
line represents the Link CSI beamformer and the red curve represents the maximum
SLNR beamformer. We also considered simplified versions of the maximum SLNR
beamformer that aim to maximize the SLNR by considering only nearest (magenta
plot, x ) or nearest and second nearest unintended receivers (green plot, o). For
comparison, we also included plots of the asymptotic expressions for the mean spectral
efficiency using the Link CSI beamformer from (6.17) and for the no-Tx-CSI system
from (4.21).
Note that in both cases, the mean spectral efficiency of the maximum SLNR beam-
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Figure 6-9: Mean spectral efficiency vs. number of antennas with desired and inter-
ferer CSI and equal number of transmit and receive antennas per node. Rank = 10,
a = 4.
former is slightly worse than the Link CSI beamformer despite requiring a greater class
of CSI.
Figures 6-10 and 6-11 show simulations where the number of transmit antennas
per node was fixed at 4 and 12 respectively. Note that for this case, the maximum
SLNR beamformer outperforms the Link CSI beamformer only when the number of
received antennas is very small. When the number of antennas at the received side of
links is small, the receivers are not able to sufficiently reduce interference from nearby
nodes, therefore making it beneficial for transmit nodes to help reduce interference
levels. When the number of receive antennas is large, the receivers are able to reduce
the interference levels significantly, making it more beneficial for transmit nodes to
use their degrees of freedom to phase their transmissions in the "direction" of their
intended receive node.
We have also plotted the outage spectral efficiencies for the systems whose mean
spectral efficiencies are plotted in Figures 6-10 and 6-11, in Figures 6-12 and 6-13
respectively. Note that for all the outage probabilities presented in these figures, the
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maximum SLNR beamformer outperforms the Link-CSI beamformer only when the
number of receive antennas is much larger than the number of transmit antennas.
We have found this behavior over a range of link ranks and path loss exponents o.
This suggests that it may not be very beneficial (from the perspective of mean network
spectral efficiency) for transmit nodes to try to unilaterally reduce the interference
they cause to unintended targets, and that transmit nodes should operate in a selfish
manner.
This feature can be explained as follows. When transmit nodes use the Max-SLNR
beamformer, the signals from a given transmit node to its target receiver occupies
some rank-1 subspace of an N x N space (if we assume N antennas at both transmit
and receive sides of links). Other transmit nodes (i.e. interferers to this node) do not
know which subspace this signal occupies since this information is not estimatable by
other nodes. Thus, to protect unintended receivers, transmit nodes need to ensure
that the interference they cause on each antenna of unintended receivers is small
which wastes many degrees of freedom. In fact, if a transmit node is very close to an
unintended receiver, the Max-SLNR beamformer will use almost all its N - 1 degrees
of freedom to ensure that the interference it causes on each antenna of the unintended
receiver nearby is small. This corresponds to adding a single degree of freedom at the
unintended receiver, i.e. the cost of completely nulling the signal from a single source.
The cost of this is close to N - 1 degrees of freedom at the interfering transmitter.
Instead, larger gains in spectral efficiency can be obtained if transmit nodes use their
degrees of freedom to focus energy on the target receiver. This explains why "selfish"
beamforming results in greater mean network spectral efficiency than the Max-SLNR
beamformer.
6.4 Summary and Conclusions
In this chapter we studied the spectral efficiencies of links with what we call estimat-
able Tx-CSI, which is CSI that transmitters can estimate without requiring receiving
nodes to communicate channel parameters in channels with reciprocity. We found
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Figure 6-10: Mean spectral efficiency vs. number of receiver antennas with desired
and interferer CSI and different transmit beamformers using 4 antennas. Rank = 1,
a = 4.
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Figure 6-11: Mean spectral efficiency vs. number of receiver antennas with desired
and interferer CSI and different transmit beamformers using 12 antennas. Rank = 1,
~ = 4.
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Figure 6-13: Outage spectral efficiency vs. number of receiver antennas with desired
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that when transmit nodes have CSI corresponding to their target receiver, and no
other nodes, the mean spectral efficiency can be expressed in a form similar to the
corresponding expression in Chapter 4. We again observed that transmitting fewer
data streams than there are antennas can in many cases increase the mean spectral
efficiency of the network.
Comparing our results from this Chapter to the previous one, we numerically
observed that Link CSI at the Tx side can double data rates in certain situations,
but not offer more dramatic increases in the mean spectral efficiency. Thus, depending
on constraints, it may not be beneficial for protocol and system designers to include
provisions for Tx-side CSI.
We also found by simulation that a commonly studied transmit antenna optimiza-
tion strategy called the maximum Signal-to-Leakage-plus-Noise-Ratio (Max-SLNR)
beamformer may not perform well in large networks compared to the Link-CSI beam-
former. This maximum SLNR beamfomer aims to minimize the ratio of signal power
delivered from transmitting nodes to their target receivers and the sum of the inter-
ference power delivered by the transmit node to all unintended receivers.
These observations may seem like negative results since they suggest that estimat-
able CSI may not be very beneficial in interference-limited ad-hoc wireless networks.
However, one could take the alternate view that because the benefits they offer are
either non-existent or very small, it is not rewarding for system developers to in-
clude mechanisms for transmit nodes to acquire CSI, simplifying protocol and system
design.
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Chapter 7
Proofs of Main Results of Chapter
6
In this chapter, we present the proofs of the main results presented in Chapter 6.
We start by presenting the derivation that transforms the expression for the mean
spectral efficiency of links with Tx-CSI to a form that is similar to the expression
for the mean spectral efficiency of links without Tx-CSI in 7.1. Once in this form,
the mean and variance of the SINR can be derived using an approach similar to that
used to derive the results of Chapter 6. This derivation is presented in the following
section. Finally, we present the proof of a key lemma on the convergence of the scaled,
received powers due to all streams transmitted by the intereferers.
7.1 Parallelized Form of Mean Spectral Efficiency
for Link CSI Systems
Let the channel coefficeints between T and Rj be contained in the channel matrix
Hij. The spectral efficiency of link-i between Ri and T is then given by (see e.g.
[36]):
Ci = log 2 1 ( piiH±TiHj• 2 1 (7.1)
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where Ri is the spatial covariance matrix of the interference at receiver i and is given
by:
n
4= pijHjiTjH i  (7.2)
j=1,joi
where pji is the average power received by node-i from node-j and Tj is the transmit
covariance matrix of node-j, i.e., it is the covariance matrix of the signals sent on the
transmit antennas of node-j. Suppose that each 2T transmits M < N independent
data streams.
From (7.1), the spectral efficiency for link-i is:
C = log2  +piijHi j ( 2 I+ iH)-1
The mean spectral efficiency for link i is given by (e.g. see [26], [36] ):
E[C] = E log2 I + PiiHiiTiH E pij+ HjiTjH (7.3)
j=l,j i ji
Since Tj is unitary, using a unitary decomposition, we can write it as
Tj = UjPj•U (7.4)
where Uj is unitary and Pj is diagonal. Substituting (7.4) into (7.1) for i $ j yields:
E[Ci] = E [log2  + piiHi±TH i (21I+ piH iUPjSU•S . (7.5)
L j=oj=,ji / J
Note that random matrices with Gaussian distributed entries maintain their sta-
tistical properties when multiplied by unitary matrices. Thus, we can write (7.1)
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E[Ci] = E log2 I + piiHiiTiH~4 21I + 2 pijHjiPj1j i (7.6)
where Hij are identically distributed as Hij for any choice of Uj where j $ i.
It is known that to maximize (7.5) HiiTiHti should be diagonal [33]. This
can be achieved with Ti = UiPiUf where Ui is a found using the singular-value-
decomposition (SVD) of Hii, where Hai = UiEiVi, and Pi is some diagonal matrix.
Note that ensuring HiiTiHjH is diagonal does not reduce E[Cj] forj / i, i.e., it does
not reduce the mean spectral efficiency of other links. The choice of Pi however does
influence the spectral efficiency of other links and thus the mean spectral efficiency
in the entire network. Substituting Ti = UiPjUt into (7.5) yields:
E[Ci] = E log2 I + piiViiPiV 2I+ PiI Hj• (7.7)
where Ei is a diagonal matrix of the squared singular values of Hi. The steps from
(7.1) to (7.7) are standard and can be found in [33].
We can rewrite (7.7) using matrix algebra as in [79], as follows:
M
E[C] = E [log 2  P a ii + Kpi-•K v) (7.8)
j=1 2 +i
where
,i = diag(plPll, plP12, P . 1P1M, P2P21 p2P22, .'" P2P2M .. ,
Pi-1P(i-1)M, Pi-1P(i-1)1, Pi-1P(i-1)2, " ' Pi-1P(i-1)M
piPi+(i1)M, pi+1P(i+1)1, Pi+1P(i+1)2, " "
Pi+lP(i+1)M" ' " PnPn11, Pn2, * * . PlPnM) (7.9)
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and
Ki= [1i ... -H_)i H(i+Hl) Ai (7.10)
and Vik is the k-th column of Vi. Here Pjk refers to the power allocated by the j-th
interferer to its k-th transmit stream. Thus, 4i is a diagonal matrix containing the
received powers from each stream transmitted by each interferer.
7.2 Proof of SINR Convergence For Systems with
Link CSI
Lemma 8 For a given n, let the empirical distribution function of the all the entries
of 4i be denoted by H,(x), i.e.
n M
Hn(x) = -Mn •  l{<x}. (7.11)
j=1 k=l
Let fk(P) denote the marginal probability density function of Pjk for all j. Then, as
n -* 00, Hn(x) -+ H(x) with probability 1 where
H(F) j= - F(x/b) - PP x-z + f() ( dr (7.12)
j=1 cM j=1
S Fj(x/b) - E [P X- + f (7) 7dr. (7.13)j=1 =1 j=1 fxlb
where Fj(x) is the marginal probability distribution function of the power allocated to
the j-th stream by the interferers.
Proof: The proof uses a result of Janson [49] which bounds the probability that a
sum of dependent random variables (with the type of dependency we require) deviates
from its mean and is presented in Section 7.3
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Corrollary 1
dH(__ _ p M 2 2 1  rp 2 i CE P X - c aM Z f ()r i dT. (7.14)
dx 1 j=1 /b
Proof:
dH(x) 1 M 2_rp M21 _ 1dx Mb f(xb) caM E P xE bfj(x/b) (x/b) \
j=1 j=1 CX j=1
2rp Z 2-1 b f (
caMX x~ L E f (7T Ofd-r
1 2j p Jx/b
Mbj=1 j=1 j=1
2Mrp -2--1U / 00_
-aM x x fj (T) d
j=1
2 M( 1 Mi• •- M 27r M 2-1
= 2 fj(x/b) + E- P xMb c j=1 caM Pib j=1 j=1
2p x2--11 fJ (Tr)r dr (7.15)
j=1 /
Furthermore, note that b = (_)a/2. Thus,
1 rp 1 lp
b cbf+1 b bcb
1 lrp
b bc ((rp)a/2)
Substituting into (7.15) completes the proof.
Since we know that the empirical distribution function of the Pjis converges with
probability 1 to H(x), we can use the Marcenko-Pastur theorem as we did in the
proof of Theorem 1. Thus, in the limit as n, N - 00 with c = n/N > 0, the limiting
normalized SINR of the i-th stream E[P•] -+ ý i = mpi for which m satisfies (5.8)
with z = -ak.
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Substituting for H(r) into the RHS of (5.8) and noting that the effective density
of interferers is now Mp because each transmitting node is sending M streams,
'mc TrdH(T)
o 1 +rm
M 2 2 M
EE [P .lI dT- drZ fj(x)xtdx.
a.M j= 0  1+Tm aM 1+ m j=l l/b
m7 M 2
a a a oa1 + m l -/bj=1 j=1 b27r2pm m rcsc (7 r) 2 7rpmj10 0 7- dT= E P. 7 s dr fj (X) X dx.a j=a a 1 + rm = /b
Thus as n, N --+ 00 with n/N = c, the mean SINR -+ fi which satisfies the following
2w2pm c E [P csC a(
j=1
2 M 00
a j0  +-r.dr f(x)xdx-mz=1 (7.17)
1 lj=1 b
completing the proof.
7.2.1 Proof of the Variance of the Normalized SINR Theo-
rem
Following the analysis of Section 5.2, the variance of V/I3 -+ 2plim'(z) with z =
-aN where m'(z) denotes the derivative of m(z) and Pl is the received signal power
due to the i-th transmit stream from node-1 (the representative transmitting node).
Taking the derivative of (7.17),
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4r2pmMl1()
(2 (z)
M
j=1
00 2 M 027rpm'(z) T- 7 2Jz 1 + Tm(z) dTE /b fj(x)xadx
j=1
+ 21rpm(z)m'(z) 00
a Jo
2+1 M 00
22
(1 + rm)2 dT / fj(x)x; - m(z) - zm(z) = 1j= 1 J/b
(7.18)
Collecting terms yields:
42 2_ Z1 (zM j=1
z M
a 1 + T m(z) j=1 I fj(x)x ~ dx7/b
2 2f 001 +-1 M
(1 + Tm(z)) 2 dT T/bj= 1
var[VNi ] - 2p im(Z) 4r2pm 1(z)
j=1
E [P,] csc ( )
1 + Tm(z) d f()dx +j=1
0O 2 MA 0
J - l fj(X)X2 + 2 /2-1(1+ Tfn(z)) 2 dE fJb
j=l1/
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Thus,
- (7.19)
27rp
a
a
(7.20)
27rcsc )
27csc )m'(z) =m(z)
27pm(z)+e J
7.3 Proof of Lemma 6 on the Convergence of the
Empirical Distribution of Interference Powers
with Limited Correlation
Consider the expected value of Ha(x). By the Dominated Convergence Theorem [64],
E [H,(x)] = i nin
i=1
n
iMn
i=1
M
j=1
M
E Pr i{j < x}
j=1
(7.21)
1 M
i=lPr{Pi <x}.
i= 1
since pij are distributed identically for all i.
Pr{pij < x} = J fj(T)Pr{pij < xPj = -r}dT
From (5.26),
Pr {ij < } =
=1
=1
fj() (1 +
fj(T) 1
fj() (1 +
rpp -p (T 2/a\
cN c 7
cNrp p 2/c
cN c x
7rp
cN
p (T)2/a)
c x
d-r)12 <x<N•a/2
1ýxN- 12<-rx0LNN)9)i dTzN-a/2 I-
1 xN2<r<({ N a/2 1 }dr7r 
- I
Note that
cN p crP(T 2/a
cN c x 1 zN-a/2 -1p
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(7.23)
1 + (7.24)
(7.22)
is bounded from above by the following function which is integrable in T
(7.25)( 1- + 1 2 /a) 1{( )}
for all N = 1, 2,-... Furthermore, fj(T) is a PDF which is positive and itegrates
to unity. Thus the integrand in (7.23) is bounded by an integrable function, which
means that the limit of the intgral in (7.23) is the integral of the limit of the itegrand
by the Dominated Convergence Theorem [64].
Thus,
lim Pr{jij < x}
N,n--*oo
(i fjp _ p 7T 2/N--oo cN C x jxN-f2. l-L +N-)1-fj(T) 1if P (+-)2/)
= f() ( - 7 2/a) {O<r</b}dT/xlb srp . 2 2 00
= fj(r)d - -E[Pijx-a + X fi(T)T2/add
0 C C /b
2p 1 2 -2 • 2
= Fj(x/b) - -E[P ]x- + --xI fj(T)' 2/adT (7.26)C c x/b
Substituting into (7.21),
lim E [Hn(x)] = H(x)
n-oo
1. +p f0 2 22
=1 Fj(x/b) - TE[Pj]x-I + -x fJ(T)T2/dT
j=1 b
(7.27)
From Corollary 2.2 in [49]:
Pr {H,(x) - E[H,(x)]j > €i} < 2e-2e~n
Pr {|H,(x) - E[H,(x)]j < E} 2 1 - 2e - 2 •n (7.28)
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Furthermore, from (7.27), for each x, there is an nl such that for n > nl,
IE[Hn(x)] - H(x)l < 62 (7.29)
Thus, for n > n l ,
(7.30)
Let E = E1 + E2,
Pr {IH,(x) - H(x)]I < e} > 1 - 2e- 2(' -E2) 2n
Pr {IH,(x) - H(x)]| > e} 4 2e- 2(' - ' 2)2" .
Pr {IHj(x) - H(x)]l >
j=ni+l
Furthermore, since Pr {IHj(x) - H(x)]l > e} < 1,
E Pr {|H(x)
j=1
- H(x)l > 4} e- 2 (-IE2) 2nle nl + 2 )2  <
e2 (e-62)2_
which by the Borel-Cantelli Lemma (e.g. see [42]), implies that H,(x) -+ H(x)
pointwise, with probability 1, completing the proof.
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Thus,
(7.31)
e-2 (E-C2)
2ni
e2 ( - 62) 2 -
(7.32)
(7.33)
Pr {|H,(x) - H(x)]| < E1 + E2} > 1 - 2e - 2L2 .
Chapter 8
Multi-antenna Multi-Carrier
Systems
8.1 Introduction
In the previous chapters we considered narrowband systems where the channel be-
tween a pair of antennas can be modeled by a single coefficient. In many applica-
tions, larger bandwidths are used and the narrowband assumption fails. However,
it is known [79] that the capacity of a wide-band system can be analyzed by break-
ing the bandwidth into multiple narrowband carriers, and summing the capacity of
each narrow-band carrier. Thus, the narrow-band analysis of the previous section
translates directly to wideband systems with multiple carriers. A
Another intriguing application of multiple carriers is in Multi-Carrier Code-Division-
Multiple-Access systems (MC/CDMA). MC/CDMA allows multiple links to operate
in the same frequency band using CDMA applied across multiple narrowband-carriers,
even if the number of antennas per node is small (or even unity). Such systems are
attractive from an implementation point of view as they require less processing com-
plexity compared to traditional Direct Sequence CDMA (DS/CDMA) systems which
require processing of wide-band signals, while retaining the benefits of DS/CDMA like
greater diversity. We further note that beamforming techniques that have been well
studied in works such as [76] can be applied to multi-antenna, multi-carrier systems
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with an interesting example given in Section 8.3.1.
In this chapter we study the spectral efficiency of links in ad-hoc wireless networks
that use MC/CDMA with antenna arrays. Figures 8-1 and 8-2 illustrate the transmit
and receive side of a MC/CDMA system with Nt transmit and N receive antennas
and K narrowband carriers.
When the signature sequences are IID random variables with unit variance and
zero mean, as noted in [47], [10], the SINR at the output of an MMSE receiver is
closely related to that of a single carrier system with a receiver equipped with NK
antenna elements. In fact much of the analysis of Chapter 4 carries over to multi-
antenna MC/CDMA systems. In this chapter, we apply the analysis of Chapter 4
to multi-antenna MC/CDMA systems but with the following assumptions on the
structure of the fading coefficients:
1. IID fading across carriers and antennas. We assume channel coefficients on
all carriers and between all pairs of antennas of a pair of nodes are independent.
This model applies to rich scattering environments where carrier spacing is large.
The analysis of Chapter 4 directly applies in this case.
2. Blockwise constant IID fading across carriers between each pair of
antennas. The frequency response between a pair of antennas is modeled as
blockwise constant with the blockwise channel co-efficients modeled as IID ran-
dom variables as illustrated in Figure 8-3. Nearby carriers (except at block
boundaries) share channel coefficients, which models systems with highly cor-
related fading coefficients. We do however assume that the fading coefficients
change abruptly at the block boundaries. We apply a recent result due to Bai
and Silverstein [10] for multi-antenna DS/CDMA systems with random spread-
ing to our system model to obtain the mean spectral efficiency of links for this
system.
133
a Nt
ej 2 frfKt
Figure 8-1: Transmit side of a multi-antenna multi-carrier CDMA system.
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Figure 8-2: Receive side of a multi-antenna multi-carrier CDMA system.
t31ocK-Wise Lonstant complex unannel co-ettlcients
Carriers
f
Figure 8-3: Illustration of correlated fading model with blockwise constant gains.
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8.2 System Model
Consider the system model from Chapter 2 except that nodes use MC/CDMA over
Orthogonal-Frequency-Division-Multiplexing (OFDM). We also make the following
notational changes that apply to this chapter only. We assume that receive nodes
have N antennas and transmit nodes use Nt = 1 antenna and that each node trans-
mits M independent data streams. The Nt = 1 assumption is not restrictive for
the physically reasonable assumption that the number of carriers greatly exceeds the
number of antennas per node, K > N, as transmits nodes can send multiple inde-
pendent streams by dividing the carriers into separate blocks. For simplicity we also
assume that L = K/M is an integer. Thus, the block of carriers 1,- - . , L are used to
transmit stream 1, the next block of carriers L + 1, ... , 2L are for stream 2, and so
on.
The M data symbols from transmit node-i, Xil, xi2 '.' XiM are respectively multi-
plied by the signature vectors sil = [si, Si2, • -. SiL]T, Si2 = [si(L+1), Si(L+2), * . . Si(2L)] T
. , siM = [Si(ML-L+1), Si(ML-L+2),.'' Si(ML)IT and stacked into an K x 1 vector
Xi = [XilSil,XilSi2,... , XiMSiM] T . The entries of xi are then modulated onto K car-
riers at frequencies f, f2'" fK and then transmitted as one OFDM symbol. Note
that the modulation step can be performed efficiently using an Inverse-Fast-Fourier-
Transform (IFFT). We shall further make the assumption that some amount of time
(negligible compared to the duration of an OFDM symbol) is allowed to pass be-
tween successive OFDM symbols to eliminate inter-symbol-interference and make the
simplifying assumption that all nodes are synchronized.
Consider a representative receiver called receiver-i at the center of the circular
network and in a link with transmitter-1. If we represent the demodulated signals
received on each antenna and carrier of the representative receiver in the N x K
vector y, we can write the following expression:
y = Sx + w (8.1)
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where the (n + 1) x M vector x represents the M transmit data symbols from the
n interferers and the desired transmitter, which we represent as follows:
X -= [X11X21'. X(n+1)1,X12X22 'X(n+1)2, ' ' ,XMX2M ' X (n+1)M]T (8.2)
i.e., the entries are sorted by stream number followed by node number. The vector
w contains zero-mean IID complex Gaussian noise terms of variance a2. The NK x
(n + 1)M matrix H has the following block diagonal structure:
0 ... 0
S2 ...' 0
0 ... SM
(8.3)
where the NL x (n + 1) matrices Si represent the signature sequences and fading
parameters associated with stream-i from all transmit nodes and is given below:
hll((i-1)L+l) Sl((i-1)L+1)
hl2((i-1)L+l) S1((i-1)L+1)
hIN((i-1)L+1) sl((i-1)L+1)
hll((i-1)L+2) Sl((i-1)L+2)
h12((i-1)L+2) S1((i-1)L+2)
hlN(iL) Sl(iL)
h2((i-1)L+1)1 S 2 ((i-1)L+l)
h22((i-1)L+1) S2((i-1)L+1)
h2N((i-1)L+1) S2((i-1)L+1)
h21((i-1)L+2) S2((i-1)L+2)
h22((i-1)L+2) S2((i-1)L+2)
h2N(iL) S2(iL)
... h(n+1)11S(n+1)((i-1)L+1)
. h(n+1)21 S(n+l)((i-1)L+1)
... h(n+l)NiS(n+l)((i-1)L+1)
.. h(n+1)12S(n+l)((i-1)L+2)
* " h(n+l)22S(n+l)((i-1)L+2)
... h(n+4l1)N2S(n+l)(iL)
where hijk is the channel coefficient between the transmit antenna of node i and the
j-th receive antenna at the representative receiver on the k-th tone.
Since different carriers are mutually orthogonal to each other and there is no
overlap between carriers used for different streams, we can write a received vector
representing signals due to the first transmit stream of all transmitting nodes yi, as
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follows:
Yi = Sixi + Wi. (8.4)
Suppose that all transmit nodes use a trivial signature sequence of
Sij 1 [
Then (8.4) takes on a form similar to (4.3). If we assume that the channel co-
efficients can be written as hijk = PGtri gjk where gjk are IID, unit variance complex
Gaussian random variables, i.e. the channel coefficients are the product of an IID
Rayleigh fading component and the path-loss, following the results of Chapter 4, the
mean spectral efficiency of the i-th stream for the representative link for large L, in
the interference-limited regime is:
E[C] 1 0log2  1+ GN L . (8.5)ML A
Hence, the mean spectral efficiency due to M streams is:
E[C] - log2  1 + . (8.6)L A
If we relax the assumption of IID Rayleigh coefficients, and assume that gjk are
random but have a blockwise-constant structure as illustrated in Figure 8-3, and if
the signature sequences are unit variance IID random variables with finite fourth
moment, then the SINR converges to the same value as in the IID fading case with
the constant signature sequences [10], implying that (8.6) holds for this correlated
fading model as well.
Furthermore, note from (8.6) that there is an optimum value of L which can
be derived using the same argument used to find the optimum number of transmit
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streams in (4.31):
L* ~ .N (8.7)
8.2.1 Monte Carlo Simulations
We performed Monte Carlo simulations of the network topology to verify the validity
of (8.6) and (8.7) and to gain insight into the distribution of spectral efficiencies in
multi-antenna OFDM systems.
Except for the simulations presented in 8-7 where we considered a fixed radius
network with varying numbers of nodes, we placed 1000 interferers independently,
randomly and uniformly on a circular network with radius selected such that the
density of nodes is p = 1 x 10-3 nodes m -2 with a representative receiver at the origin
and another transmitting node located at a distance ri away to achieve different link
ranks as given in the plots. We assumed a = 4 and 1 W transmit power with a receiver
noise temperature of 400 K. We varied the number of carriers and receive antennas
at the representative receiver. We assumed single transmit antennas for all cases.
The CDMA signature sequences were unit variance IID complex Gaussian random
variables. For simulations using blockwise constant channel coefficients, we divided
the bandwidth into different numbers (as indicated for each plot) of piecewise constant
regions and generated IID rayleigh fading coefficients which were then applied to all
carriers in those regions as illustrated in Figure 8-3. For instance, to generate the
data points for the "4-block" fading in Figure 8-4, we generated 4 IID unit-variance
complex Gaussian random variables and use them as the channel coefficients in four,
equal-width, contiguous frequency bands.
Figure 8-4 shows the simulated mean spectral efficiency for link ranks 1, 2 and
5 with a varying number of carriers, a single stream transmitted by each node, and
single isotropic antennas at each node. The asterisk markers represent simulations
from the 4-block correlated fading model and the circles represent independent fading
on each carrier. Note that there is an optimum number of carriers that depends on
the link rank as predicted by (8.6) and (8.7). With one transmit stream per node
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Figure 8-4: Mean spectral efficiency of MC-CDMA system vs. number of carriers.
Density p = 1 x 10- 3 nodes m -2 with Ranks 1, 2, 5.
(i.e. M = 1), the number of carriers K = L. Also note that the correlated fading
and independent fading cases agree closely except when the number of carriers is
very small (less than 3% difference when K > 4). This is due to the randomization
introduced by the IID signature sequences as predicted in [10], [47], [25]. Also note
that the asymptotic expression (8.6) predicts the simulated values accurately even for
moderate numbers of carriers. For link rank = 1, the agreement is within 10% for
K > 4. For ranks 2 and 5, the agreement is within 10% when K > 7.
Figure 8-5 shows simulation results for different numbers of transmit streams and
32, 64, 128 and 256 carriers for rank-i links with different fading models. Blue, red
and green markers represent simulations of independent fading, 4-block and 16-block
independent fading, respectively, and the solid line represents the asymptotic mean
spectral efficiency from (8.6). Note that the different colored markers are virtually
indistinguishable, indicating that the blockwise correlation does not significantly im-
pact the mean spectral efficiency for these values of K. Also note the close agreement
between the simulated data and theory. Since the link rank is low, increasing the num-
ber of streams generally increases the mean spectral efficiency for up to 16 streams
that we simulated.
To illustrate the optimal number of streams, we simulated links of rank 1, 3 and 10
with 1, 2, 4, 8 and 16 streams, whose mean spectral efficiencies are plotted in Figure
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Figure 8-5: Mean spectral efficiency of MC-CDMA system vs. number of carriers
with multiple transmit streams. Blue, red and green markers represent independent,
4-block and 16-block independent fading respectively. One transmit antenna and two
receive antennas per node is assumed.
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Figure 8-6: Mean spectral efficiency of MC-CDMA system vs. number of carriers
with multiple transmit streams. Blue, red and green plots represent rank 1, 3 and
10 links respectively, with independent fading on each carrier. One transmit antenna
and two receive antennas per node is assumed.
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Figure 8-7: Mean spectral efficiency of MC-CDMA system with 48 uncorrelated car-
riers vs. number of nodes in a 100m radius network.
8-6. Note that with 32 carriers and rank-10 links, using 16 instead of 2 transmit
streams can reduce the mean spectral efficiency by almost a factor of 3 illustrating
that the correct choice for the number of transmit streams is important.
In Figure 8-7 we illustrate the mean spectral efficiency of a MC-CDMA system in
a finite sized network with 48 carriers. The network is assumed to be a disk of radius
100 m with a varying number of nodes placed in IID fashion with uniform probability
on the disk. The link length was fixed at 10 m and we simulated systems with 1
and 6 transmit streams each. The asymptotic simulations refer to simulations of
large networks with 1000 nodes with a link rank selected to match that of the finite
solutions, the cyan and blue solid curves represent the corresponding asymptotic
mean spectral efficiency from (8.6). Additionally, we also plotted the estimated mean
spectral efficiency of a TDMA system with orthogonal transmissions (i.e. each link
gets its own slot). As expected the mean spectral efficiency for the finite simulations
for the 1-stream network approach that of the asymptotic network as the number of
nodes gets large. For the 6-stream case, the finite and asymptotic simulations (and
equation) agree for smaller numbers of nodes because with 6 streams transmitted
per node, the network effectively looks like a network with 6 times as many transmit
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Figure 8-8: Outage spectral efficiency of (b/s/Hz/link) MC-CDMA system vs. num-
ber of carriers with independent Rayleigh fading coefficients, rank-1 links.
nodes. An important point to note is that the OFDMA system outperforms the
TDMA system for even small sized networks (greater than 20 nodes) when the number
of transmit streams is appropriately selected (in this case 6).
The outage spectral efficiencies of MC CDMA systems with Rank-1 and Rank-10
links are plotted in Figures 8-8 and 8-9 respectively. The outage spectral efficiencies
for a given rank and number of streams approach each other with increasing numbers
of carriers. This is because increasing the number of carriers increases the length
of the CDMA code, which reduces the variance of the spectral efficiencies. Increas-
ing the number of carriers beyond the optimum value will reduce spectral efficiency
but increases fairness by ensuring that the spectral efficiencies for different outage
probabilities are close in value.
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Figure 8-9: Outage spectral efficiency(b/s/Hz/link) of MC-CDMA system vs. number
of carriers with independent Rayleigh fading coefficients, rank-10 links.
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Figure 8-10: Illustration of plane-wave impinging on an evenly spaced 2-Dimensional
Mills-Cross antenna array.
8.3 Beamforming in 2 Dimensions with Multi-antenna,
Multi-carrier Systems in LOS Networks
8.3.1 Introduction
It is well known that antenna arrays can provide spatial angle selectivity in wireless
networks with Line-Of-Sight (LOS) channels which are described in references such
as [76], [58]. By appropriately phasing and then adding the signals received at each
antenna we can focus on (or null out) different spatial directions by ensuring that the
phased signals add constructively (or destructively). The angular resolution of the
array depends on the area of the array, which is a function of antenna spacing and the
number of antenna elements. In this section, we discuss angle and distance selectivity
using antenna arrays with multiple-carriers to focus on (or null out) any point in space
in LOS channels. Assuming the propagation distances between a pair of antennas is
equal across carriers, we can select for signals arriving from different distances by
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n~ICn
appropriately phasing and summing the received signals on different carriers. By
combining the angular selectivity provided by the antenna array with the distance
selectivity provided by multiple-carriers, we can beamform in 2 dimensions, which in
principle allows us to focus on (or null out) any point on the plane. The carrier offsets
caused by different propagation distances can be viewed as a CDMA code which is
provided by the environment.
While LOS channels are not common in most communications systems, there are
specific applications such as sensor networks in flat environments and networks in
space where this model applies. For instance, consider a network of simple sensors
that make environmental measurements and transmit them on several carriers to a
sophisticated data collection node equipped with an antenna array. With distance
and angle selectivity, the data collection node can poll different sensors based on their
location, using purely signal processing techniques. This greatly simplifies the design
of the sensors in applications that require the location information of sensors as the
sensors will not need to estimate and transmit their positions.
For the purposes of this section, we shall consider 2-dimensional wireless networks,
but the extension to 3 dimensions is straightforward.
8.3.2 System Model
Consider a 2-dimensional LOS wireless network where signals from distant antennas
impinge as plane waves on an antenna array as illustrated in Figure 8-10. The same
wave-front impinges on different antenna elements of the array with phase offsets that
depend on the carrier wave-length1 A, relative positions of the antenna elements, and
the angle of arrival of the wave-front.
Suppose that transmitting nodes transmit their data symbols on carriers at fre-
quencies fl, f2, " fK. The signals transmitted on each frequency arrive with phase
offsets which depend on the relative carrier spacings and the propagation distance
from the source antenna to the antenna elements of the receiver.
Consider a representative receiver located at the origin of a planar LOS network.
Inote that we use A in this section to refer to wave-length and not eigenvalues of matrices
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Let the N-antenna elements of the receiver be located at co-ordinates pi, P2,' • , PN
where we set pi = (0, 0). Let transmit node i with a single transmit antenna be
located at p(i) = (xi, yi). Let the j-th column of the N x K matrix Y contain
the sampled received signals from each antenna element on carrier j. Thus, in the
presence of n interferers and one desired transmitting node,
Y = H•,l + N (8.8)
i=1
where the j-th column of Hil contains the channel coefficients between the transmit
antenna at p(i) and the representative receiver on carrier-j and N is a N x K matrix
of IID Gaussian noise terms with variance T2.
8.3.3 Spatial Beamforming Result
Let the phase offset between the signal from node-i and receive antenna j on the k-th
carrier be given by = rf p(i) - pj , where v is the speed of light and fk is the
frequency of carrier k. Note that for a given propagation distance I p(i) - p I| between
source and receiver, the phase offets on each carrier are in general different due to
the different carrier frequencies. Thus, by appropriately phasing and adding the
signals received on each carrier, we can constructively (or conversely, destructively)
add signals arriving from a given distance.
The jk-th entry of Hil in (8.8) is Gpr 2ej . Here, we have assumed that the
power received at each antenna is identical despite the small differences in path lengths
between the source and different antenna elements of the receiver. Let hi = vec (Hil)
A matched-filter receiver htvec (Y) can be used to focus on different points in the
plane which is useful for sensor network applications requiring data to be polled from
different points on the plane.
Figures 8-11, 8-12, show plane responses using a matched filter receiver with
antenna elements arranged in a cross formation, separated by Amin/2, where Amin is
the wavelength of the lowest frequency carrier. The plane responses indicate the gain
applied by the receiver to signals arriving from different points on the plane.
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Figure 8-11: Plane response of 2D beamformer with a target at (9,16). 8 antennas
spaced by Ami/2, 40 MHz bandwidth, and 64 carriers.
Figure 8-11 shows the plane response of a system with eight antennas, 40-MHz
bandwidth, and 64 carriers designed to select for signals arriving from the coordinates
(9,16). Figure 8-12 shows a plane response for a system with 16 antennas, 80-MHz
bandwidth and 64 carriers phased to select for the same point (9,16). The plane
responses illustrate that in principle, it is possible to select from points on the plane
using the technique described in this section. Furthermore, notice that with higher
bandwidth the distance resolution improves as the ring-like feature is narrower in
Figure 8-12 compared to Figure 8-11. Note that this system provides the ability to
focus both in range and angle (i.e. any point on the plane).
The Linear-MMSE estimate of xl is given by hT (R - o2I)-1 vec (Y) with
R=Z hih. (8.9)
i=2
This estimator can be used to combine focusing on a desired location and placing
nulls on undesired locations on the plane.
Thus we can generate plots of plane responses in both angle and range, that show
signal attenuation as a function of position generated by the receiver as illustrated
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Figure 8-12: Plane response of 2D beamforming with target at (9,16). 16 receive
antennas spaced by )Amin/2, 80 MHz bandwidth, and 64 carriers.
in Figures 8-13 and 8-14. The plane response of Figure 8-13 indicates sharp nulls
of approximately -110 dB below the target at the specified locations. Also note
the concentric-circle structure of the plane responses which are due to the sidelobe-
structure caused by the placement of a "peak" at a particular radius and nulls at
different radii. The spoke-like features are correspondingly due to the angle selectivity
of the antenna array.
8.3.4 Resolution Analysis
Detailed analyses have been done in the array processing community on the effects of
antenna array size and inter-element spacing as well as inaccuracy in antenna position
on the resulting angular response. Analogous results can be derived to for the effects
of bandwidth, carrier-spacing and frequency offsets on the plane responses. While a
thorough study of these effects is beyond the scope of this thesis, in this sub-section
we briefly discuss the bandwidth, and number of carriers required to achieve a desired
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Figure 8-13: Plane response of 2D beamforming with nulls at (-22,0) and (24,31) and
target at (21,21). 8 receive antennas spaced by Amax/2, 40 MHz bandwidth, and 64
carriers.
resolution.
We shall assume that the receiver has a single antenna element so it only dis-
tinguish signals arriving from different distances rather than distances and angles.
One metric for resolution is the width of the main lobe, which is defined here as the
distance between the two nulls on either side of the target distance.
Suppose that we wish to focus on a signal arriving from a distance rT and that
the carriers are at frequencies fi < f2 < . . . < fK. The match-filter (MF) coefficient
on carrier-i is:
ci = aie- 2 (f-f)r. (8.10)
with ai = 1 for all i. If we collect the cis in a vector Cr,,, the output of the matched-
filter (MF) focusing on all signals arriving from distance rT is c tTy.
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Figure 8-14: Plane response with wide nulls at (27,15) and (14,11) and target at
(21,21), 8 receive antennas, 40 MHz bandwidth, and 64 carriers.
Using this receiver the MF output for a signal xz arriving from distance rm, is:
K
CT= ie ifrmxm
i=l
K
- -e- 2(fl-fi)rT e2firmX
i=l
K
= e- (frT-firT+firm)x
i=l
K
x me- ilfrT Z J2rf (rm--rT)
i=1
= Xme• IrT i<i<K (-r )-(8.11)
i=1
where for simplicity we assume that the signal power attenuation with distance is
included in xm.
If the carriers are equally spaced, the RHS of (8.11) can be interpreted as a Fourier
series expansion with box-car function coefficients, which is the representation of a
periodic sinc(x) = -in()type function for which the first nulls on either side of thex
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main-lobe are well known to be a function of the bandwidth fK - fi [61] given by:
1rn, - rTI = (8.12)
2-fK- f1
where Ir, - rTI is the distance from the center of the main-lobe to the nearest null.
Thus, for a nominal null-to-null main-lobe width of 6m (in range), we need
IfK- fl 2 = x2x3
1 I00MHz (8.13)
While this is a fairly large bandwidth, it may be useful in some applications.
Another characteristic feature of single-carrier antenna-array responses is grating
lobes that are present if the spacing between antenna elements is greater than A/2.
Grating lobes are a repetition of the angular response at different angles and are
analogous to aliased images that arise in time-domain signal processing when signals
are sampled at too low a rate. An analogous effect exists in this system where signals
from different distances (which depend on inter-carrier spacing) can experience the
same gain.
To understand the corresponding requirements for zero "aliasing" in the distance-
domain, we assume that fi+l - fi = Af, for i = 1,.. K - 1. Then, (8.11) becomes
00
C TY = me-"fr.. l{1<i<K}e (fmT (8.14)
i=1
Note that the system response at rm = rT is identical to that when
27, (fi + (i - 1)Af)
(rm - rT) = 2kTI/
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for i = 1, 2, .-- K, and for intergers k. This leads to the following set of equations
fi (rm - TT) = klii
(f +A f)(rT - rT)= k2V
(fi + 2A f) (rm - TT) = k3 V
(fl + (1 - K)Af)(rm - rTT) = kK
which is satisfied for the smallest positive value of Irm - rTI when
Af Irm - rTI = V
Af = - (8.15)
Thus a signal arriving from a distance rm which satisfies (8.15) will experience the
same gain as a signal arriving from rTT, which is the actual distance the coefficients are
designed to select. Therefore, the carrier spacing should be sufficiently small that the
smallest positive value of |rm - TTI satisfying (8.15) is outside the range of possible
signal sources.
Figure 8-15 illustrates this effecy by showing a plane response for a system with
16 antennas, 80-MHz bandwidth and 16 carriers phased to select for the same point
(9,16) as in Figure 8-12. The smaller number of carriers results in large inter-carrier
spacing which results in aliasing in distance. The aliasing in distance is evident from
the second ring-like feature in the plane response compared to Figure 8-12 which used
64 tones and thus had a sufficiently small inter-carrier spacing such that the second
ring-like feature of the plane response was not visibile in the plot.
Thus, if we wish to select for targets up to 100 m away with the first aliased peak
at 1 km the intercarrier spacing Af needs to satisfy:
v 3 x 10 6
Af < - - 10 333 kHz
rm - TTI (1000 - 100)
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Figure 8-15: Plane response of 2D beamforming with target at (9,16). 16 receive
antennas spaced by Amin/2, 80 MHz bandwidth, and 16 carriers, illustrating "aliasing"
in distance.
which for a nominal system with a 6 m wide main lobe requires x1 300 carriers.
Figures 8-16 and 8-17 illustrate a distance response for a system with 300 carriers
and 100 MHz bandwith. The receiver is designed to select for targets at 100 m with
the first grating lobe at 1km. Figure 8-17 shows a zoomed-in plot of the main lobe of
the distance response using constant and Hamming weights, i.e. ai = 1 for all i and
ai = Hamming(i) in 8.10. Note that the Hamming window [61] reduces the height
of the side-lobes at the expense of widening the main-lobe [61], [76], illustrating the
utility of well-known array-beamforming techniques that can be found in references
such as [76] and [58], in multi-carrier systems.
8.4 Summary and Conclusions
We applied the results of Chapter 4 to multi-antenna, multi-carrier code-division-
multiple-access systems to find an approximate expression for the mean spectral effi-
154
....... ..........
-
....- ...........
.- ......
vDistance ( v
Distance (m)
t5UU 1UUU 1ZUU
Figure 8-16: Distance response of receiver with 300
phased to select for 100m.
CS
o.,C
carriers and 100-MHz bandwidth
Distance (m)
Figure 8-17: Main-lobe of distance response of receiver with 300 carriers and 100-
MHz bandwidth phased to select for 100m with boxcar (constant-magnitude) and
Hamming weights.
155
0
-5
-10
-15
C0
Wr
a,
F I- ... .......7 .
...............
I I II-O lQ0 M
I
ciency as a function of link rank and numbers of receive antennas, carriers and trans-
mit streams. The asymptotic results we found in this chapter agree very closely with
simulated data for realistic system parameters, illustrating their utility. We found an
expression for the optimum number of transmit streams (which is a straightforward
application of the results of Chapter 4 and illustrated that significant performance
gains can be obtained (we illustrate a 3-fold gain in Section 8.2.1) by using the correct
number of transmit streams.
Additionally we introduced what we believe to be a novel technique to perform
beamforming in 2 dimensions (the extension to 3 dimensions of this is straightfor-
ward) by combining multi-carrier CDMA with antenna arrays in line-of-sight (LOS)
networks which enables us to use signal processing to focus on or enhance signals
arriving from different points on the plane. This technique may be useful in sensor
networks operating in environments where the LOS assumption holds. For instance,
a network of environmental sensors communicating with an elevated data collection
node could be spatially polled by the data collecting node using purely signal pro-
cessing techniques.
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Chapter 9
Extensions to Tethered
Architectures
9.1 Introduction
The results of Chapter 4 can be extended to heterogenous systems where, in addition
to wireless nodes, the network includes special nodes, which we call tethered nodes,
that are connected to high capacity infrastructure such as optical fiber. We further
assume that the tethered nodes are equipped with antenna arrays of N elements, and
the untethered wireless nodes have single antennas (N = 1), although the extension
to a small number of antennas at the wireless nodes is straightforward.
Intuitively, if a constant fraction of nodes are tethered, as the density of nodes
increases, we expect link lengths between wireless nodes and their nearest tethered
node to decrease as the square root of node density, which maintains constant average
link rank. Recall that for our model, the rank of a length-r link in the presence of p
interferers per unit area is A = 7rpr2 . Thus, we expect the mean spectral efficiency of
links to remain constant with increasing node density given the results of Chapter 4.
In this chapter, we derive an expression for the mean upstream spectral efficiency of
links in such a network as a function of wireless node density, tethered-node density,
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the number of antennas at each tethered-node, and the path-loss exponent. This
expression verifies the intuition that the mean spectral efficiency remains constant if
the ratio of densities of tethered to wireless nodes is constant.
While we do not analyze the downstream links between base-stations and mobile
terminals, we expect the data rates achievable on downstream links to exceed that of
upstream links. This is a reasonable assumption given that tethered nodes can have
large power budgets and achieve high rates using orthogonal multiple-access schemes
like Time-Division-Multiple-Access.
Note that this is in fact a cellular model with wireless nodes communicating di-
rectly to base-stations. The main distinction of our results compared to most of the
literature is that we explicitly consider out-of-cell interference in dense networks with
spatially distributed wireless nodes. Catreux et. al. [15] studied interference-limited
multi-cellular systems via Monte Carlo simulations considering interference just from
adjacent cells, for 1-element, 2-element, and 3-element antenna arrays at the base
station and at the other wireless terminals.
The closest work to ours in the literature is Dai and Poor [27] who considered
a multi-cell environment and used random matrix techniques similar to ours. Their
analysis is asymptotic in the number of antennas at the base-stations and wireless
devices, and they consider interference from a constant number of interferers from a
constant and finite number of cells. Moreover, they model the interference contribu-
tion due to nodes in a given cell as constants, i.e., they do not consider the spatial
distribution of nodes within cells and assume a constant transmit power from each
node.
In contrast, our results are asymptotic in the number of receive antennas at base
stations and the number of nodes in the network. More importantly, we model the
distribution of wireless nodes in the network by their density and path-loss as a func-
tion of distance. We also assume that wireless nodes control their transmit power to
meet a target received power at their respective tethered node, subject to maximum
power constraints. This is a commonly used power control model (e. g., [6]). Fur-
thermore, we shall see that in networks where the base-station density and number
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of antennas at base-stations is high, all links achieve the same spectral efficiency with
high probability.
We shall start by developing a general expression for the mean upstream spectral
efficiency of wireless links in tethered node networks where the tethered nodes are
located at arbitrary but fixed locations such that no cell associated with a tethered
node has infinite area. We shall then apply this result to networks with tethered
nodes at at hexagonal lattice sites.
These results are useful in predicting the spectral efficiencies that are achievable in
wireless networks with multi-antenna infrastructure, such as 802.11 wireless networks
in dense urban environments, and are useful for planners of city-wide "wi-fi" networks
as they indicate the density of base-stations required to achieve a given mean spectral
efficiency as a function of wireless node density, number of antennas, and path-loss
exponent. Additionally it sheds some light on the older problem of upstream spec-
tral efficiencies of multi-antenna cellular systems with out-of-cell interference due to
spatially distributed users. Most importantly, it indicates that by keeping the ratio
of base station density to wireless nodes constant, we can maintain constant mean
spectral efficiency as the density of users increases, without requiring greater band-
width. This is supported by Monte Carlo simulations that indicate that the outage
spectral efficiencies (maximum spectral efficiency that can be achieved with a given
probability) remain constant as well, indicating that the distribution of achievable
rates remains constant.
9.2 System Model
Consider a plane with tethered nodes at fixed locations with some area density pt.
Figure 9-1 shows one such case where tethered nodes are at hexagonal lattice sites
separated by distance d. Suppose that on this plane there are n + 1 transmitting
wireless nodes randomly and independently located in a circle of radius R with uni-
form probability such that n = pwirR 2. Assume that the i-th wireless node transmits
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Figure 9-1: Illustration of tethered nodes at hexagonal lattice sites with wireless nodes
in a circular network.
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data to its nearest tethered node located at a distance rti away with power P2 where
Pi = min -rti, PM . (9.1)
We assume that the received power due to node-i as measured at some distance r
away is given by
PiGtr-". (9.2)
Thus, (9.1) describes a power control scheme where the i-th wireless node tries to
achieve a target received power Pt at its nearest tethered node, subject to a maximum
power constraint PMy.
We further assume that each tethered node has an array of N antenna elements
and each wireless node has an isotropic antenna and frequency-flat fading with IID
complex Gaussian channel coefficients.
Consider a representative tethered node at the origin of the network and the link
between a representative wireless node we call node-1 selected from the wireless nodes
that are closest to the tethered node at the origin.
Let y be an N-element vector of sampled received signals at the N antennas of
the representative tethered node. Let the n + 1 element column vector x contain the
transmitted signals from the desired transmitter and n interferers, and the N-element
vector w contain zero-mean, IID complex Gaussian noise terms of variance a 2. This
system can be represented by the following linear equation:
y = Hx + w (9.3)
where the N x (n+ 1) matrix H is the channel matrix whose ij-th entry is the channel
coefficient between transmitting node j and antenna element i of the receiver. Let
hi denote the i-th column of H, with hi = /p-gi where gi has IID, zero-mean, unit-
variance complex Gaussian entries. Thus, gi captures the Rayleigh fading aspect of
the channel and pi models the average power decay with distance. Suppose that the
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base stations use linear MMSE estimators with single-user decoding and that the
transmitting nodes use Gaussian codebooks. Note that the linear MMSE receiver is
optimal amongst all receiver structures that do not perform interference cancellation
for Gaussian distributed signals.
9.3 Main Results for Tethered Nodes at General
Locations
In this section, we present results concerning the spectral efficiency of links of a given
length r, for tethered architectures where tethered nodes are located at arbitrary (but
non-random) locations. The proofs of the main results are presented at the end of
this section.
We again define a normalized SINR ON to avoid degenerate expressions in the
derivation:
1
•N = 2SINR. (9.4)
Using this definition, we introduce the following theorem proved in Section 9.3.1:
Theorem 5 For the network model from Section 9.2, as the number of interferers
n -- oc, the number of antennas N - oo, and the outer radius of the network R -- 00
such that c = n/N > 0 and pw = ;(R2-1) are constants, then E[ON] --- i which is a
unique, non-negative real solution for / in the following equation:
E[p 2/a ]2/a CSC - 2p-r 2  d f(X)Xd[a ap12 a 0 1 + Tm ' /b
pra-2.2N2- 1  P2
Sr 1  P 1 = 2  (9.5)2Gtpw•rPlý 2 2pwirr1
where E[PF2/a] is the expected value of the transmit powers of all the wireless nodes
raised to and fi(x) is the marginal probability density function of the transmit
powers of all the wireless nodes in the network.
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Note that (9.5) depends on the specific tethered node locations through fi(x) as
different tethered node locations will result in different transmit power distributions.
Also, Theorem 5 requires link-lengths of wireless nodes to be independent random
variables, which is the case if the tethered nodes are at fixed locations as the link-
lengths will be functions of the wireless node locations which are independent.
Also, note the similarity between Theorems 1 and 5. Theorem 1 however, required
the transmit powers to be discrete random variables from a finite set which involves
a simpler derivation than Theorem 5, which involves a continuous distribution of
transmit powers arising from the power control of (9.1).
As in Chapter 6, we simplify (9.5) by considering the interference-limited regime
where a 2 is sufficiently small that the second term on the LHS of (9.5) is dominated
by the first. We also assume that n > N, which implies that b is small, and by
Lemma 7 (with M = 1), the second term on the LHS of (9.5) is small resulting in
the following approximate expression for the mean SINR:
E[SINR] - P1Ga E[ Np X 2  (9.6)
where recall G, is defined in Table 4.1.
The following theorem on the variance of the SINR proved in Section 9.3.2 indi-
cates how well the SINR concentrates about the mean.
Theorem 6 As N, n, and R - 00oo as described in Theorem 5,
4h2 -1(r  p  Z) C 27
var [• lNO] -+ 2pli2  4 2 1(z2 )E P F csc(
a 1 + Tin(Z) dT fj(x)xadx
o 1 +±Tm(z) = /b2 -1
+2 
_ +1 1 f00 i()1 2 .2 a/2_-1d+-T) /bfi(X)XZ dx + N l(9.7)
where 3 is from Theorem 5.
Note that Theorem 6 does not require a specific distribution of tethered nodes
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on the plane. However, it requires link-lengths to be independent, links be between
wireless nodes and their nearest tethered node, and the power control of (9.1).
As in Chapter 6, we approximate (9.7) by considering sufficiently small .2 that
the first term in the brackets on the RHS of (9.7) dominates the second term. Fur-
thermore, we assume that n > N, which by Lemma 7 (with M = 1) allows us to
approximate the variance as follows:
var[lNg] p2/c 2  2p, sin a (9.8)
NE[P 2 /a]2 2pir2 r1 1
Thus, the variance of the normalized SINR decreases as N increases.
This allows us to write the following expression for the mean spectral efficiency
for tethered links of a given link length rl:
(9.9)
If the spacing between the tethered nodes is sufficiently small that all wireless
nodes can achieve the target power at the receiver, (9.9) takes a particularly simple
form. We call this the sufficient power case which occurs when
PMax > do
SGt
Since the wireless nodes have sufficient power to meet the target,
Pi = Pt r(. (9.10)
Gt
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Substituting (9.10) into (9.9) yields:
E[C] log 2 1 G •r•l-aG 1
= log2 (1 + G [r2i rp•) (9.11)
Thus, in the sufficient transmit power case, the mean spectral efficiency is a function
of the second moment of the link lengths, which take different values depending on
the locations of the tethered nodes.
Note that (9.23) does not depend on ri or the target received power (provided that
it is sufficiently high that the system is interference-limited). Furthermore, note that
the mean spectral efficiency is dependent on d2pw. Since d is the inter-tethered-node
spacing, it is inversely proportional to the tethered node density Pt. Thus the RHS
of (9.11) is constant if Pt is increased linearly with p,.
9.3.1 Derivation of Asymptotic Mean Normalized SINR for
Tethered Node Architecture
To find the asymptotic mean normalized SINR, we use a technique similar to that
used to derive the limiting average SINR in Chapter 4. Recall that in Chapter 4 we
considered the link between a representative receiver, which in this case corresponds to
a representative tethered node, and a transmitting node located at distance rl, which
in this case corresponds to a wireless node located in the cell of the representative
tethered node. Once again, to find the normalized SINR (which is normalized by
Na/2, we scale the thermal noise and interference powers by Na/2
From Lemma 8, with M = 1, the empirical distribution of the scaled, received
interference powers converges pointwise with probability 1 to the limiting distribution
function H(x). Thus we can use the Marccenko-Pastur theorem to find the limiting
mean SINR as in the proof of Theorem 1 presented in Section 5.1.1.
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Recall that Corollary 1 provides an expression for the derivative of the limiting
empirical distribution function of the scaled received interferer powers at the rep-
resentative receiver when the transmit powers are continuously distributed random
variables. To utilize Corollary 1, we set the number of transmit antennas per node
M = 1, which yields:
dH(x) 2irp r2 i7 2-p - 2
-
- -x , fp(T)Tr'dT
dx ca ca x/b
(9.12)
where fp(x) is the probability density function of the random transmit powers, which
depend on the distances between wireless nodes and the tethered nodes to which they
are connected. E rP*] is the expected value of the transmit powers raised to 2.
By the analysis of Section 5.1.1 the limiting average normalized SINR 0 satisfies
(5.8) with z = -a and 3 = m(z). The RHS of (5.8) thus becomes
Tmc / rdH(-T)mcb 1 + Tm Smc -E P] d20 Ca 1 + mT
221rp r 2
- MT dr fp(x)x dx.
Sca 1+m /b
27P 2 27
= m aE [P] (m k rcsc (a
2
2rpm[ T dTI fp(x)x 2dz
a oJ1 + -- Tr 7/b
2p Z 1 2 27r
= E PQ ma csc(-
2p "00 7 1 0027rpd Tar fp(X)zdx
Ja 1 + mT Jr/b
Substituting (9.13) into (5.8) yields:
zm(z) + 1 [= 2pE Pl m(z)ircsc
00_ d 2
a o 1 + m(z) d
Jfp(X)X 2f ( )x- dx.7/b
Recall from (5.9) that E[PN] - = m(-a2). Substituting z = -a2 and # = m(z)
166
(9.13)
(9.14)
into (9.14) yields an expression for / as follows:
-a2p + 1 E [Pc /7csc I (2)
22 7 rpp 0 0 7 _ d 2
2T dT fp(x)x dx. (9.15)Z fo 1+ T r/b
Re-arranging terms yields (9.5).
9.3.2 Derivation of Asymptotic Variance of Normalized SINR
for the Tethered Node Architecture
Following the analysis of Section 5.2, the variance of VJ/N -- 2pim'(z) with z =
-aN where m'(z) denotes the derivative of m(z) and pl is the received signal power
due to node-1 (the representative transmitting node). We are able to use this analy-
sis directly as it only requires that the empirical distribution of received interference
powers converges to some limiting distribution (given by H(x)) and the received inter-
ference powers are bounded due to our power control scheme. To find the derivative
of m(z), we take the derivative of (9.14) as follows:
2 m'(z)EP csc
M2 0
2• rpm'(z) T 7 If()
a o 1 +rm(z) J7/b
21rpm(z)m'(z) T Q- + 1  fOO 2
+ m( (1 + Tm) 2 dr f(x)xZ - m(z) - zm'(z) = 1 (9.16)
a (1 + m)2 /b
Collecting terms yields
2 (z) d f) - z (9.17)
a o 1 +m(z) 7 /bC-1
+ (Zd)rM f(2) E -[z (9.17)00 210
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Figure 9-2: Illustration of tethered nodes at hexagonal lattice sites.
Recall from the previous section that / = m(-a2). Also var[NN ] -+ 2plm'(--a ).
Thus,
var [VHN- 2pi 42 -p•l() E [P] csc ( )
1Pi a2 a
00 2 [0
+ (2) dT f (x)xI dx + 2 N a / 2 - 1  (9.18)SYol (1 + T0) Jr/b
9.4 Tethered Nodes at Hexagonal Lattice Sites
Consider a network of wireless nodes in the presence of tethered nodes placed at
hexagonal lattice locations on an infinite plane as in Figure 9-1. A portion of such
a network is illustrated in Figure 9-2 where the red dots represent the locations of
tethered nodes and the blue dot is a representative wireless node. The cell boundaries
are drawn in black. A wireless node transmits data to the tethered node at the center
of its cell as illustrated by the green line connecting the blue dot (wireless node)
to the red dot (tethered node) nearest to it. A randomly located wireless node is
thus contained within an equilateral triangle of side length d (recall that this is the
separation between tethered nodes) formed by the nearest 3 tethered nodes to it as
illustrated Figure 9-2. The wireless node then communicates to the tethered node at
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the nearest vertex of that triangle.
The probability distribution, densities, and moments of the distance x from a
randomly selected point in an equilateral triangle of side length d to the nearest
vertex are respectively as follows [60]:
.0,
2VrirX2
3d 2
F-(x) = 2r - cos- ()
11
47r , if
fx(X)= 8- - cos-1 (), if
0, el
if x < 0,
if 0 < x < d
__ 2
(9.19)
ifd < x <
if x > Vd
2< 3
sewhere.
3
(9.20)
E(xk) = 2 (d) 1 d
k+2 2 (cos T)k+2 (9.21)
The second moment of x is thus,
sin () 2 sin()E(x2) = c2 ) 6cos( 0.1389d 2.8 3~ (cos (())3 3 cos () (9.22)
2
We can use the above expressions to evaluate E[Pc] and then (9.9).
For this section we assume that a circular wireless network is over-laid on a hexag-
onal grid of tethered nodes, and take the radius of the circular network to infinity.
For any finite radius network, there will be some cells at the edge of the network
that are not fully contained inside the circular wireless network. Wireless nodes that
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happen to fall inside one of these cells will not have link-lengths distributed as (9.19).
However, the total area of these cells grows linearly with the radius, but the area cov-
ered by cells that are fully contained inside the circular network grows as the square
of the network radius. Thus, as R - 00oo, the probability of a node occurring in one
of the edge-cells that is not fully contained inside the circular network vanishes. This
justifies our direct use of (9.19).
Due to the form of the PDF of x, f(x), we have three cases to consider which
depend on the maximum power budget PMax, the spacing between tethered nodes d,
a, and the target received power pt.
9.4.1 Sufficient Transmit Power
Recall that the sufficient-transmit-power case is when the tethered nodes are spaced
sufficiently close together that all wireless nodes can achieve the target received power
with their transmit power budget, i.e. when PMax >  da.
Note that rti is the distance between wireless node-i and the nearest tethered node
to it. Thus, from (9.22), E [r2 ] = E[x2] . 0.1389 d2. Directly substituting into (9.11)
yields:
E[C] a log 2  1 + Gao ( 3 )2) (9.23)0.1389 d27rp
9.4.2 Insufficient Power at Wireless Nodes
Suppose that PMax < d,Y i.e. the transmit power limit is too small for all the
wireless nodes to meet the target power at their tethered nodes. In this case the
mean spectral efficiency of a link of length rl is given by
(log2  1 pt E[p/]n if r 1
E[ C] +7 if ([. (9.24)
10g2 1+PMGt N otherwise.E[p2/']rpwrp
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where the first case is when the rl is small enough that the target receive power is
met and the second is when rl is so large that the transmitter at distance rl from its
tethered node transmits maximum power.
In these cases, E[P2/"] takes on one of two forms depending on the relationship
between the power limit and the spacing between tethered nodes d. The following
lemma proved in Appendix C.1 provides E[Pi2 /] for these two cases:
Lemma 9 If PMax < P d' , i.e. the wireless nodes have insufficient power to always
meet the target received power, then the following two cases apply:
i. Pua, < P (d)
2 2
2 G ir 2 V rGt
E [P a =_ +2 Pa 3 (9.25)E[PF] d ()A -- PP +3P P Max 9.25)1 jd2 Ge 6d 3d2 G ue
+ Ptl <g PMax < 5 d)
_2
E[P] = )2 4 2
Pio 3d2 ( t, a
+ ,v -A Pax cos-1 d Pt
d2 2Gt (2 t
(Ž ()f ( Pt )_ - d2 t(9.26)
Equation (9.24) provides the mean spectral efficiency when rl is given. The mean
spectral efficiency averaged over all possible rl is then given by:
l()t t EP/P)
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where Fx(x) and f,(x) are given by (9.19) and (9.20) respectively. We were not able
to integrate the second term on the RHS of 9.27 and thus use numerical integration
to compute E[C] for this case.
9.5 Monte Carlo Simulations of Spectral Efficiency
To verify the asymptotic results of the previous section, we simulated network topolo-
gies with tethered nodes located at hexagonal lattice sites and wireless nodes dis-
tributed randomly on a circular network.
We considered networks with transmitting wireless nodes of densities 10- 2, 10- 3 ,
and 10- 4 nodes m - 2 with tethered node densities of approximately 20%, 10%, 5% and
2.5% of the wireless node density. We simulated systems with transmit powers limited
to PM, = 200mW and with with sufficient transmit powers (unlimited transmit
powers) with path-loss-exponent a = 4. The received power due to a transmitter
located at distance r away radiating at P W is GtPr- 4 where Gt = 10- 5 m4.
The thermal noise power was set to 10-1 5W which corresponds to an antenna
temperature of approximately 300 K for a bandwidth of 200 kHz. We set the target
received power at the tethered nodes, Pt, such that the received SNR = 30dB. We use
this high value to keep the system in the interference-limited regime for low densities
of wireless nodes.
For each trial, we placed 4000 wireless nodes in a circular network overlayed on
a grid of tethered nodes. The radius of the circular network was selected to meet
the target wireless node densities. We then computed the spectral efficiencies of all
links between wireless nodes linked to the tetehred node at the center of the circular
network. We do this to minimize edge effects. We simulated each configuration 200
times. This yields approximately 1000, 2000, 4000 and 8000 links for configurations
with 20%, 10%, 5% and 2.5% relative density of tethered to wireless nodes respectively.
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Figure 9-3: Mean spectral efficiency for Pw = 10-3 and p, = 10-2 nodes m - 2 with
sufficient transmit powers.
Sufficient Transmit Powers
Figure 9-3 illustrates the mean spectral efficiency for networks of wireless node den-
sities p, = 10- 3 and p, = 10-2 nodes m - 2 and sufficient transmit powers per node.
The square and asterisk markers represent simulated mean spectral efficiency for net-
works with wireless node densities of 10- 2, and 10- 3 nodes m - 2, respectively and the
solid lines represent the asymptotic mean spectral efficiency from (9.23).
Note that in the sufficient power case, the asterisk and square markers coincide.
Thus, the specific density of wireless nodes does not effect the mean spectral efficiency,
and it is the relative density of wireless to tethered nodes that matters.
Furthermore, it is clear that the asymptotic approximation (9.27) holds when N
is sufficiently large. However, for lower densities of tethered nodes, the convergence
is slower. For instance, when the tethered node density is 20% of the wireless node
density, the asymptotic and simulated mean spectral efficiency are within 10% of
each other when the number of receive antennas N > 10. When the tethered node
density is 2.5% of the wireless node density, the difference between the simulated and
asymptotic mean spectral efficiency drops below 10% only when N > 60, although it
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Figure 9-4: Outage spectral efficiency for Pw = 10-2 nodes m - 2 with sufficient trans-
mit powers and tethered node density equalling 10% of wireless node density.
remains below 14% when N > 18.
This discrepancy in convergence rates can be explained as follows. The mean
SINR and hence spectral efficiency of a representative link is dependent on the em-
pirical distribution function (e.d.f.) of the eigenvalues of the matrix 1GPGt where
GP1 = H and H is from (9.3). Recall that the matrix G contains IID, unit-variance
complex Gaussian random variables and the diagonal matrix P contains the received
interference powers at the representative link scaled by NI. The asymptotic expres-
sions for the mean SINR are based on the limiting value of this e.d.f. The convergence
is slower when the entries of P take on a wider range of values (see Section 3 of [8]).
For lower densities of tethered nodes, link-lengths take a wider range of values com-
pared to higher tethered node densities. This results in a wider range of transmit
powers for lower tethered node densities. The wider range of transmit powers results
in a wider range of received powers and hence a wider range for the entries of P,
resulting in slower convergence. To fully analyze this behavior requires a detailed
study of the rate of convergence of e.d.f.s using the Marcenko-Pastur theorem [59],
[9] and is beyond the scope of the thesis.
To analyze the distribution of achievable spectral efficiencies, we analyzed the
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outage spectral efficiencies from the simulated data, where spectral efficiency with
outage probability Po means that a fraction Po of the links in our simulations achieved
that spectral efficiency or greater. Figure 9-5 illustrates the outage spectral efficiencies
with wireless node density p. = 10-2 nodes m - 2 with 5%, 25% and 50% outage
probabilities. Note that as the number of antennas gets large, the outage spectral
efficiencies converge (on a log scale). This implies that as the number of antennas
grows large, the percentage difference in spectral efficiencies of links decays to zero.
To illustrate this, note that for N = 10, the 5% outage spectral efficiency is half of
the mean spectral efficiency and for N = 20, it is approximately two-thirds of the
mean spectral efficiency.
Furthermore, noting that the intersection of the blue-line with the 1 bs-lHz- 1
mark occurs approximately at N = 12, we see that it is possible for 95% of links
to achieve 1 bs-1Hz- 1 with N > 12 antennas at the tethered nodes whose density
equals 10% of the density of transmitting wireless nodes. In real systems, we expect
the number of nodes transmitting at any one time to be far smaller than the total
number of nodes in the network. Suppose that at any one time, 10% of nodes are
active in the network. Figure 9-5 tells us that with a tethered node density equalling
1% of total wireless node density (including inactive ones), it is possible for 95% of
links to achieve 1 bs-'Hz- 1 when there are 12 antennas at each tethered node.
We have also found by simulations that the specific density of wireless nodes does
not influence the outage spectral efficiencies very much, provided the system is in-
terference limited and transmit power is sufficient for all nodes to meet the target
received power. This is illustrated in Figure 9-5 which shows outage spectral effi-
ciencies for pw = 10-2 and p = 10- 3 nodes m - 2 for different relative tethered node
densities. The dashed lines represent the spectral efficiencies for p_ = 10- 3. The
outage spectral efficiencies of both cases are so close to each other that they are prac-
tically indistinguishable in the plots. Thus, tethered systems scale extremely well with
wireless node density for a constant ratio of tehthered to wireless node densitites, -.
Pw
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Figure 9-5: Outage spectral efficiency for p, = 10-3 (dashed lines) and Pw = 10-2
nodes m- 2 (solid lines) with sufficient transmit powers.
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Figure 9-6: Mean spectral efficiency for Pw = 10-4 nodes m - 2 with different relative
density of tethered to wireless nodes.
Figure 9-7: Mean spectral eficiency for Pw = 10-3 nodes m - 2 with different relative
density of tethered to wireless nodes.
177
10cC
" 10in
a,
*0 10E
w
U
La,
U) 10
c
a,
In
100 101 102
Number of Receive Antennas at Tethered Nodes
Figure 9-8: Mean spectral efficiency for p, = 10-2 nodes m - 2 with different relative
density of tethered to wireless nodes.
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Figure 9-9: Mean spectral efficiency for 20% and 5% relative tethered to wireless node
densities for varying wireless node densitites.
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Insufficient Transmit Power
Figures 9-6, 9-7, 9-8 illustrate the mean spectral efficiency for wireless node densities
of 10- 4, 10- 3, and 10- 4 nodes m -2 , respectively, all with 200 mW maximum transmit
power per node. In each of the plots, the markers illustrate the simulated mean
spectral efficiencies for different densities of tethered nodes given as percentages of
the wireless node density. The solid lines illustrate the predicted asymptotic mean
spectral efficiency from numerically evaluating equation (9.27). The different colors
and symbols represent different relative densities of tethered nodes to wireless nodes
as given in the legend.
It is clear from Figures 9-6, 9-7, and 9-8 that the asymptotic approximation (9.27)
holds when N is sufficiently large. However, the rate of convergence depends on the
densities of users and tethered nodes. For instance, in Figure 9-6, the simulated and
asymptotic mean spectral efficiencies agree to within 5% for N > 6 for all the tethered
node densities considered. In Figure 9-8 however, for tethered node densities that are
2.5% of the wireless node density of 10-2 nodes m - 2, the simulated and asymptotic
spectral efficiencies agree to within less than 13% only when there are 18 or more
antenna elements at the receiver. For tethered node densities that are 20% of the
wireless node density, the simulated and asymptotic spectral efficiencies agree to
within 13% when N > 10.
This discrepancy can be explained as follows. In Figure 9-8, the tethered node
densities are sufficiently high that all wireless nodes are able to meet the target
received powers at their respective tethered nodes (i.e., the sufficient power case). The
transmit powers therefore take a larger range of values compared to the simulations
of Figure 9-7. In Figure 9-7 with tethered node density 10% of wireless node density
a significant fraction (approximately 48%) of nodes transmit at the power limit of
200mW resulting in a smaller range of transmit powers which implies a smaller range
of received powers as well. Thus, the convergence is quicker in the power-limited case
by the same arguments we used in the previous subsection.
Figure 9-9 shows the simulated (markers) and asymptotic (solid lines) mean spec-
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Figure 9-10: Outage spectral efficiency for Pw = 10-4 and 10- 3 nodes m - 2 and
tethered node density equal to 10% of wireless node density.
tral efficiencies for relative density of tethered to wireless nodes of 5% and 20% with
varying density of wireless nodes with 200 mW transmit power budgets at each wire-
less node. Since transmit power is limited, different densities of wireless nodes achieve
different mean spectral efficiencies for a given relative density of wireless to tethered
nodes. Note however, that for 20% relative density of tethered to wireless nodes, the
difference in mean spectral efficiency is less than 20% N > 16 for the densities of wire-
less nodes considered. With higher relative tethered node density, the transmit power
limit does not have as strong an influence in the mean spectral efficiency because a
larger fraction of wireless nodes can achieve the target received power compared to
lower relative tethered node densities.
Figure 9-10 shows the outage and mean spectral efficiencies for pw = 10- 4 (solid
lines) and p. = 10- 3 (dashed lines) nodes m - 2 for 5%, 25% and 50%. The different
colors represent outage values as indicated in the legend. The spectral efficiencies
for the p, = 10- 4 case are lower than the spectral efficiencies for the pw = 10- 3
case. The received signal powers for the p, = 10- 3 network are higher than that
of the p. = 10- 4 network because wireless nodes are closer to their tethered nodes.
The increase in interference powers we expect due to higher densities in the higher
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density case are offset by the reduced transmit powers because wireless nodes tend
to be closer to their tethered nodes. The aggregate result is that the higher density
network has higher spectral efficiencies. We observed consistent behavior for other
tethered node densities as shown in Figure 9-11 where the blue, green, and red plots
represent 5%, 25%, and 50% outages respectively.
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Figure 9-11: Outage spectral efficiency for p, = 10- 4 and 10- 3 nodes m - 2 and
tethered node density equal to 10% of wireless node density.
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Figure 9-12: Illustration of network with tethered nodes at random locations.
9.6 Tethered Nodes at Random Locations
Suppose that instead of at hexagonal lattice sites, the tethered nodes were located
at random points in the plane according to a Poisson Point Process with intensity pt
nodes m - 2. The cells generated by such a process have random shapes and constitute
a Voronoi tessellation of the plane where the Voronoi cell associated with each teth-
ered node location is the set of points on the plane that are closer to that tethered
node than any other tethered node (e.g. see [72]). Figure 9-12 illustrates a portion of
such a network where the tethered nodes are the red-circles and the cell boundaries
are the blue lines. The blue square is a representative wireless node connected to its
nearest tethered node.
In general, the distances between wireless nodes and their closest tethered node are
correlated random variables, which implies that their transmit and received powers
at any receiver are correlated as well. This correlation arises because link lengths of
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wireless nodes are related to each other through the random locations of the tethered
nodes. Intuitively, if a particular link is long, it is likely that that link is located in a
large cell, in which case the nearby wireless nodes will also tend to have long links.
This leads to a corelation between link lengths and consequently transmit powers.
We cannot directly apply the technique used to find the mean spectral efficiency
in Section 9.3 for this model as it requires independent transmit powers. However,
conditioned on a particular realization of the tethered-node point process, the trans-
mit powers of the wireless nodes are independent as they are simply functions of the
wireless node locations which are independent. We can then write an expression for
the mean spectral efficiency of links conditioned on a particular realization of the
tethered node process. We then average over all realizations of the tethered node
process to obtain an expression for the mean spectral efficiency.
Consider a specific realization of the tethered node process which we call Ht. We
shall assume that Ht does not result in any Voronoi cell of infinite area. Realizations
of Poisson point processes which result in Voronoi cells of infinite area are known to
be zero probability events (e.g., see [72] page 310). Hence, excluding such realiza-
tions does not influence the mean spectral efficiency when averaged over all possible
realizations of the tethered node process.
Conditioned on a realization of the tethered node process Ht, and link-length rl,
the mean spectral efficiency is:
Gk rAf min (,•x PPM> f1 ( U)
1092 i· · ,1 +, :Gmi Llnt(xlPt) dx.
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Integrating over It,
E[CIr~] ~
flog 2 (1 +
Slog 2 1 +
Slog 2 1+
(9.29)
Gor min L-r , PM r-a
Af min X(t P
S m in " PM ' frlnt(xIIt) dx
(N ))
A f f min a , a frln,(Xllt) dPfm E(IIt)dII,
Gt fint HO dfri (Htdflt )
C
(Pt 1P M)
G-
P2
Pm)  fr (x) dx
= log2 1 + Gmin ( ra I PM r- AEN•P~Gt AE P
(9.30)
(9.31)
(9.32)
where the step from (9.30) to (9.31) is due to Jensen's inequality and the convexity in
x of the function log 2 (1 + K) for K > 0. We expect the inequality (9.31) to be tight
for the following reason. The conditional expectation on the RHS of (9.28) are equal
for most realizations of Ht. This is because "typical" realizations of the tethered node
process result in equal values of E [P lt] since the expectation is taken with respect
to all the wireless nodes in the network. Monte Carlo simulations of this equation
indicate that (9.31) is indeed tight when the number of antennas is large. We cannot
confirm its tightness for small N as it is an asymptotic expression.
The distribution of distances between a wireless nodes and its closest tethered
node r, for r > 0 is given by (e.g. see [60]),
fr(r) = 27rptre -? Pt'r2 (9.33)
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Using (9.33) and the power control of (9.1),
E[p 2/a] = min T r 2pP)e-)ptr2 dr
1J (PM) ~ E 27rptr3e- rptr 2 dr + 0 P2/2PPre- ptr2dr
t Gpt G
Pt _/r.t ( • 2 a
pt 2 1 Pt- e 2 P ( pM ) 2CP 2 -t pm ) . (9 34
= - - peM + -e-P (9.34)
Gt 7rpt
Substituting (9.1) into (9.32) and taking the average with respect to r,
E[C] log 2 1 + Min (G-ar a, rG) E[P2] ) 2 27rptre-'ptr2dr
'= 021 G E ]rp 2a 7rptre - p 2dr
+ log2 1 + PrNGa (N[ ! 2p1p te 2-7rptr pr2d
P) E [Pt2/" a]
= (1 - e-Pt((P )) •log 2  1 + •G (E[p]P
+ • log2  Pr E[P2/] r 2rptre- 2dr. (9.35)
We were unable to find a closed form expression for the second term on the RHS
of (9.35) and thus use numerical integration to evaluate it. However, if the transmit
power budget of each wireless node is large, (9.34) simplifies to
2
E[Pt2/a1 Pt (9.36)
rpt
and (9.35) simplifies to
E[C] 1 + ptG E[pN2/(a]rp • (9.37)
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Substituting (9.36) into (9.37),
E[C] I+ .G N (9.38)
i.e., the mean spectral efficiency does not depend on the specific values of Pt and p,
but rather their ratio, which implies scale invariance.
Furthermore, note that (9.38) does not depend on the choice of pt. However, the
original equation used to derive (9.38) was based on the assumption that the system
is interference limited which means (9.38) is valid only when Pt and pw are sufficiently
high that the system is interference limited.
The scale invariance implied by (9.38) indicates that as in the hexagonal-cell case,
constant mean spectral efficiency can be maintained by fixing the relative density of
tethered to wireless nodes.
9.6.1 The Cost of Random Cells
When the tethered-nodes are at hexagonal lattice sites, we can re-write the mean
spectral efficiency in terms of tethered node density as
E[C] logl 1092 1 + G, (9.39)PW
Comparing (9.39) to (9.38), we note that (in the regime where these equations
are valid) that random cells decrease the mean spectral efficiency by a factor of
(1.25)a/2 which appears inside a log function. Thus, as N increases, the penalty
of using randomly located tethered nodes diminishes. Intuitively, as the number of
receive antennas at the base stations increase, the mean spectral efficiency becomes
less sensitive to the structure of the interference power distribution.
For systems with limited transmit powers, we numerically evaluated and plotted
equations of the spectral efficiency corresponding to random and hexagonal cells in
Figure 9-13, where the solid and dashed lines represent hexagonal and random cells
respectively. The transmit power budget was 200 mW and wireless node density
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Figure 9-13: Mean spectral efficiency of upstream communications with random cells
and hexagonal cells and transmit power limited to 200 mW.
was 10.3 with different relative density of tethered to wireless nodes as shown in
the plot. Note that the difference in mean spectral efficiencies diminishes with the
number of antennas. However, for high tethered node densities the mean spectral
efficiency for random cells is significantly lower. For instance, with 10 antennas at
the tethered nodes and 20% relative density of tethered to wireless nodes, the mean
spectral efficiency with hexagonal cells is twice that of random cells. This indicates
that significant (but not orders of magnitude) gains in mean spectral efficiency can
be achieved by evenly distributing tethered nodes in planar networks.
9.6.2 Monte Carlo Simulations of Random Cells
We confirmed the asymptotic validity of (9.35) and (9.38) by Monte Carlo simulations
of the network topology.
We placed different numbers of tethered nodes in a circular network of radius 2R.
The numbers of tethered nodes were selected to achieve relative densities of tethered
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Figure 9-14: Mean spectral efficiency of upstream communications with random cells
and unlimited transmit powers.
to wireless nodes of 20%, 10% and 5%. 4000 wireless nodes were placed in a circular
network of radius R, centered on the network of tethered nodes with R selected to
achieve a wireless node density of 1 x 10- 3 nodes m - 2.
The transmit power of each wireless node was set according to (9.1) with PM = 00
or PM = 200 mW. Gt = 10- 5ma, thermal noise power of 10- 4 W, and a = 4, were
assumed. The channel co-efficients between pairs of antennas were modeled as IID,
zero-mean, unit-variance complex Gaussian random variables multiplied by path-loss
terms depending on the distance separating the antennas. The spectral efficiencies of
all links in the center-most cell were then averaged. This is done to eliminate edge-
effects. The entire experiment is repeated 1000 times and the mean spectral efficiency
is found by dividing the sum of the spectral efficiencies of links in the center-most
cell by the total number of links in the center-most cells.
Figure 9-14 shows results of Monte Carlo simulations where the transmit power
of wireless nodes is not limited. The asymptotic spectral efficiency is a plot of (9.38).
Note that the simulations match the asymptotic results to within 10% when N > 8
for a relative tethered to wireless node density of 20%. For lower relative densities,
the convergence is slower. For 10% relative density, the the simulations match the
asymptotic expression to within 10% only when N > 18 and only when N > 32 for
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Figure 9-15: Mean spectral efficiency of upstream communications with random cells
and 200mW transmit power limit per node.
5% relative density. The rate of convergence for random cells is slower than that for
hexagonal cells because the range of transmit powers is much larger for random cells
compared to hexagonal cells.
Figure 9-14 shows results of Monte Carlo simulations where the transmit power
of wireless nodes is not limited. The asymptotic spectral efficiency is a plot of (9.38).
Note that the simulations match the asymptotic results to within 10% when N > 8
for a relative tethered to wireless node density of 20%. For lower relative densities,
the convergence is slower. For 10% relative density, the the simulations match the
asymptotic expression to within 10% only when N > 18 and only when N > 32 for
5% relative density. The rate of convergence for random cells is slower than that for
hexagonal cells because the range of transmit powers is much larger for random cells
compared to hexagonal cells.
Figure 9-15 shows simulations of systems with a 200 mW transmit power limit.
The target received power pt was set to achieve a 30 dB Signal-to-Noise-Ratio (SNR).
For relative tethered to wireless node densities of 20% and 10%, the simulated mean
spectral efficiencies are within 10% of the asymptotic prediction when N > 7. For
5% relative density, the agreement is within 10% for N > 9. The convergence of
the simulated mean spectral efficiencies to the asymptotic values is faster for systems
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with limited transmit power as the range of transmit powers in the network is smaller
when there is a bound on the transmit power.
9.7 Summary and Conclusions
In this chapter, we developed an asymptotic technique to find the mean upstream
spectral efficiency for multi-antenna links in wireless networks with infrastructure
support when the tethered nodes are at arbitrary but fixed locations. While we did not
analyze the downstream spectral efficiency, we expect the mean downstream spectral
efficiency to be close to that of the upstream spectral efficiency if the tethered nodes
have Channel-State-Information (CSI) between themsleves and their target wireless
nodes. This CSI can be acquired with little overhead in channels with reciprocity as
tethered nodes can use CSI that they acquired when they acted as receivers. With
this CSI, by symmetry, we expect the mean downstream spectral efficiency to equal
that of the upstream.
We applied this result to networks with tethered nodes located at hexagonal lattice
sites and found an expression for the mean spectral efficiency of upstream links. We
assumed a power control algorithm for which wireless nodes try to achieve a target
received power at the tethered nodes to which they are connected. This is a commonly
used power control algorithm [6], which for our system model ensures that upstream
spectral efficiencies of different links are close to the mean with high probability
provided that the wireless nodes have sufficiently high power budgets.
If the spacing between tethered nodes is small enough that all wireless nodes are
able to achieve the target received signal power at their tethered nodes (which we
call the sufficient-power case), the mean spectral efficiency takes on a simple form.
We write the expression for the mean spectral efficiency in the interference-limited
regime in terms of tethered node density pt as follows:
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E[C] log 2 (1+ Ga P t)) (9.40)
where p, is the density of actively transmitting wireless nodes, d is the spacing be-
tween tethered, nodes and N is the number of antenna elements at the tethered
nodes.
Note that for a fixed ratio Pt/Pw, as p~ increases, the system eventually moves
to the sufficient-power case so this is an effective way of scaling the density of such
networks. From (9.40), note that with 7 antenna elements per tethered node and
Pt/Pw r 0.1, the mean spectral efficiency is approximately 1 bs-'Hz- 1. If we assume
that 10% of all wireless nodes are actively transmitting at any one time, the ratio
of tethered node to total wireless node density has to be just 1% to achieve a mean
spectral efficiency of 1 bs-1Hz- 1, as given by (9.40).
For systems with insufficient power, i.e., the tethered nodes are far enough apart
that some fraction of the wireless nodes will not achieve the target received power,
the expression for the mean spectral efficiency is more complicated and has to be
evaluated by numerical integration.
We verified the accuracy of the derived expressions by Monte Carlo simulations.
We also used the simulations to study the outage spectral efficiency of such systems,
i.e., the spectral efficiency achievable by a given fraction of nodes. We found that
in the sufficient power case, with 12 antennas per tethered node and single antennas
at each wireless node, and with 10% of wireless nodes transmitting simultaneously at
any one time, over 1 bs- 'Hz - 1 is achievable by 95% of wireless nodes when the ratio
of tethered to wireless node densities is 1%.
These numbers illustrate that this architecture is a realistic way to scale wireless
networks by combining antenna arrays with a constant fraction of tethered nodes.
They also raise an interesting business model idea where internet service providers
could offer incentives (such as free internet access) to a fraction of their customers in
return for the customers operating multi-antenna infrastructure nodes 24 hours a day,
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and 7 days a week, to service their neighbors. Additionally, multiple providers might
share a single frequency allocation, provided that there is a protocol that ensures
efficiency and fairness.
We also studied the mean spectral efficiency of links with tethered nodes located
at random hexagonal lattice sites with a given area density pt. When transmit power
budgets are large, the mean spectral efficiency equals
E[C] log12 ( 1 + G, (i (9.41)Pw
which differs from the hexagonal cell case by a factor of (1.25)a/2 inside a log function.
This indicates that the penalty of random cells compared to hexagonal cells diminishes
with increasing N. When transmit power budgets are limited, we found that hexag-
onal cells can increase the mean spectral efficiency over random cells, several-fold as
illustrated in Figure 9-13.
Additionally, the results of this chapter also provide insight into the spectral
efficiency of cellular systems with multi-antenna base-stations in the presence of out-
of-cell interference, which is particularly relevant to systems with small cell sizes like
pico-cells which are currently being deployed in many areas.
193
Chapter 10
Future Research Directions
We believe that there are several promising directions in which this research can be
extended.
We found asymptotic expressions for the mean and variance of the spectral effi-
ciency of systems without Tx-CSI in Chapter 4. The primary tool we used to derive
these results was random matrix theory, which is currently a very active area of re-
search. As new results appear in the random matrix literature, it will be interesting
to extend these results to find higher order moments of the spectral efficiency that
could provide insight into the distribution of spectral efficiencies that we have studied
exclusively by simulation in this thesis.
For systems that have Tx-CSI, it would be useful to analyze the spectral efficiency
with additional classes of CSI. For instance, we did not analyze systems where trans-
mitters have knowledge of the links between other transmit-receive pairs. Such CSI
requires much greater overhead as it cannot be estimated by transmitters in recipro-
cal channels. However, if this information can significantly increase data rates, the
trade-off may be worth it.
For the purposes of this thesis, we studied the spectral efficiency achievable on
single-hop links. It would be interesting to extend this result to multi-hop systems
using the results we have derived that characterize the data rates achievable on in-
dividual hops. As node densities increase, link-lengths of individual hops can be
reduced to maintain constant rank and thus achieve approximately constant data
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rates on each hop. However, since hop lengths are reduced, packets must take more
hops to get from source to destination, resulting in a greater forwarding burden on
individual nodes. We expect that with multi-hop routing of packets, the constant
mean data rates can be maintained in networks if the number of receive antennas per
node increases as .p;, consistent with results of Gupta and Kumar [46] and others
who have studied multi-hop systems in the single-antenna context.
In general, we have assumed an inverse-polynomial signal power decay model with
fixed path-loss exponent a. It would be useful to extend all of the results in this thesis
to systems with random values of a since in the real world o will be a random variable.
Another possible extension to this work is to derive similar results to ours but using
models other than the inverse-polynomial model for path loss. For instance, path-loss
could be modeled as r-ae- "r in which the exponential term accounts for absorption.
These extensions will provide results that are more realistic.
The results of this thesis indicate that with reasonable numbers of antennas per
node, high spectral efficiencies can be achieved even when a large number of nodes
transmit simultaneously. To implement systems which operate in interference, it is
necessary to develop new protocols for nodes to acquire information such as channel
coefficients and spatial interference covariance matrices. Note that there already exist
simple algorithms to estimate channels and to blindly estimate spatial interference
covariance matrices [5]. However, to the best of our knowledge, there is not protocol
that efficiently allows the estimation of these parameters for communication in inter-
ference. Thus, developing protocols to enable such systems is an important future
research direction.
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Chapter 11
Summary and Conclusions
We have studied the spectral efficiencies of single-hop links in ad-hoc wireless networks
when nodes have antenna arrays under several different sets of assumptions. We fo-
cused primarily on systems without Channel State Information (CSI) at the transmit
side of links (Tx-CSI). Systems without Tx-CSI do not require channel parameters to
be estimated by receivers and then communicated back to the transmitter, reducing
protocol overhead. Additionally, in channels that are changing moderately rapidly,
it may not be feasible for receivers to estimate and communicate the CSI before the
channel conditions change significantly.
We also considered systems where transmit nodes have CSI associated with their
target receive node, which is a class of CSI that can be estimated by transmit nodes
in slowly-changing channels with reciprocity and half-duplex communications. We
call this Tx-Link-CSI.
In interference-limited systems with no Tx-CSI, we found that the mean spectral
efficiency of a link of length r in an ad-hoc wireless network where transmitting nodes
have M antennas and receiving nodes have N, is given by
E [C] , Mlog2 ( + G0  bs-1 Hz- 1  (11.1)
where G, is a parameter depending on the path-loss-exponent a, and A = rpr2 is
a parameter we call the rank of the link, which on average equals the number of
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transmitting nodes whose signal power is stronger at a given receiver compared to its
target transmitting node.
Equation (11.1) indicates the mean spectral efficiency that can be achieved in ad-
hoc wireless networks as a function of number of antennas, path-loss-exponent (which
characterizes the environment), and the density of interferers, which is captured by
the rank parameter. This is useful to designers of wireless networks who need to
trade-off between the number of antennas per node and user density. To the best
of our knowledge, this is the first result on the spectral efficiency of links in point-
to-point (1:1) networks that models the spatial distribution of users, which is a key
feature in determining the performance of such systems as signal and interference
powers typically depend on the relative position of nodes.
Additionally, it's apparent from (11.1) that there is an optimum M to maximize
mean-spectral efficiency, which depends on link rank, a, and the number of receive
antennas per node. We have found that for commonly used (and recently validated
by experiment [48]) values of a = 3, 4, and 5, the optimal M is approximately equal
to -, which indicates that with rank-1 links, if transmit and receive nodes have the
same number of antennas, all nodes should shut off approximately two-thirds of their
transmit antennas to maximize mean spectral efficiency in the network. We have to
stress that this idea of stream control is not new as it has been studied by numerical
simulation for small networks in [29], [15]. Our result is novel in that it provides an
expression for the optimum number of streams as a function of system parameters.
In addition to the mean spectral efficiency, we analyzed the distribution of the
spectral efficiencies in such networks. We have found that the variance of the link
spectral efficiency decays as 1 when all other parameters are fixed. This is attractive
for real systems as the data rates of links of equal rank approach a constant value
as the number of receive-side antennas increase, which improves fairness. We used
Monte Carlo simulations to study the outage spectral efficiency (i.e. the spectral
efficiency achievable by nodes with a given probability). To illustrate our findings,
for rank-3 links and a = 4, it is possible to achieve 1 bs-1 Hz- 1 with 5% outage, with 1
transmit antenna and more than 9 receive antennas per node. While somewhat large,
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it is a plausible number of antennas to place on a laptop computer with wavelengths
of approximately 12 cm which corresponds to carrier frequency of approximately 2.4
GHz.
For systems with Tx-Link-CSI, we found an approximate expression for the mean
spectral efficiency which was validated by Monte Carlo simulations. By numerically
comparing this expression to (11.1), we found that Link CSI can approximately double
the mean spectral efficiency of links. While this is a significant improvement, it may
not be dramatic enough to warrant the protocol overhead associated with acquiring
Tx-Link-CSI.
We also directly applied the prior results to multi-antenna, Multi-Carrier Code-
Division-Multiple-Access (MC/CDMA) systems to find an expression for the mean
spectral efficiency given the numbers of antennas, carriers, and transmit data streams.
These results give us some insight into the spectral efficiencies achievable by systems
that do not have a large number of antennas to mitigate interference and must there-
fore use a multiple access protocol. The resulting mean spectral efficiency has a form
similar to (11.1). Additionally we presented what we believe to be a novel technique
to beamform in two dimensions by combining the angle selectivity of antenna arrays
and multi-carrier modulation in systems with Line-of-Sight (LOS) signal propagation.
Finally we studied wireless networks with infrastructure support, a model which is
identical in principle to cellular systems and which applies to both owned and public
frequency allocations. For this case, we found an expression for the mean upstream
spectral efficiency of links as a function of the density of wireless users, density of
base-stations (or tethered nodes), and number of antennas at the base-stations for
a hexagonal-cell pattern, which indicates that constant mean-spectral efficiency of
single-hop links can be maintained with increasing user density by linearly increasing
the density of base-stations. While we did not explicitly analyze the mean downstream
spectral efficiency, we expect the mean downstream spectral efficiency to be at least
approximately equal to that of the mean upstream spectral efficiency by symmetry.
Our results indicate that with 10% of all users transmitting at any one time, a
relative base-station to user density of 10% is sufficient to achieve a mean spectral
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efficiency of lbs-'Hz- 1 with 7 antennas at each base station. We found by simulations
that to achieve this rate with 5% outage requires 12 antennas stations per base-station.
Since these numbers are reasonable, these results raise an interesting business model
where internet access providers can enlist (with proper incentives) some fraction of
their clients to operate multi-antenna base stations at their homes to service their
neighbors and multiple providers could share the same frequency allocation with a
fair-use protocol. That is, all wireless communications can be handled in a single,
finite frequency allocation if scaling is achieved by means of a roughly constant ratio
of tethered to wireless nodes.
Additionally, we found an expression for the mean upstream spectral efficiency
of systems with randomly located base-stations and hence random cell patterns. We
also analyzed the penalty on mean spectral efficiency of random cells versus hexagonal
cells which is illustrated in Figure 9-13. This analysis indicates that using hexagonal
cells can provide a several fold (but not orders of magnitude) increase in the mean
spectral efficiency compared to random cells.
In conclusion, we have characterized the spectral efficiency of multi-antenna links
in random wireless networks for a range of reasonable assumptions. Our expressions
for the mean spectral efficiency provide insight into the design of wireless systems
like the number of transmit streams links should use as a function of system parame-
ters. These results indicate that constant mean spectral efficiency can be maintained
on single-hop links without requiring additional bandwidth, but at the expense of
additional hardware by linearly increasing the number of receive antennas per node
(subject to sufficient environmental scattering), by connecting a constant fraction of
nodes to high throughput infrastructure, or both.
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Appendix A
Proofs and Related Results for
Chapter 4
A.1 Mean SINR for a = 4
When a = 4, and writing A = rr p, (4.9) becomes
ViP- ,30(2r2N
4 2A 27prpv/fP
Squaring both sides yields:
2 )p 227p , ) a2rA-
2Axp
Pt
4A2
Pt
4A2
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using the quadratic formula, (A.1) is approximately solved by
(2 p 2 (a2rN 2 ([
r2TN 22Airp 16( 2 2 2)2 )2 2 Pt7r + E[,fffl] 
4 (
Note from the proof of Theorem 1 in 5.1.1 that the correct solution to the fixed
point equation (4.9) is continuous as a 2 -+ 0. By inspecting (A.2), we see that if the
square-root term is negative as T2 - 0, /3 remains finite compared to the converse
case when /3 -- coc. Thus for a = 4,
P )2 + 62  2
= a2-t 2r 2  -i E[VI\ j]
( 72 a22N ( 2 2•)2•••2 (A.2)2A,7rp 16 2A xp
2A,7rA~p 16 2 AArp A3
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A.2 Proofs of Lemmas used in the Derivation of
the Mean Spectral Efficiency
A.2.1 Proof of Lemma 1 Used in Simpifying Asymptotic Ex-
pression for the Mean Spectral Efficiency
For the first part,
aaI)
fl(a, m) 2
_ (1
(amo1)
1-2 2
+a 1 o(al)
2(1(1 + ma) Of a2FI
2F 1( 2-- 1
a
-
1
2 F1 1-
2 2
- -, 1 -, 2 -
a a
2 2
S-,2- -a a
2
-,1-
a
2 2 aim
a a' 2-- aim
a' a'1+ aimJ
fi(oo, m) =
_2-1am, a
2F (1 2
a
2 2
- -, 2 - -,
a a
The last step uses the following relationship which can be shown by manipulating the
hypergeometric and gamma function identities listed in [1]:
2FI 1
2
-- , 11-OL
2 2
a a
1)a-2-7 csc 27a ) (A.4)
From the definition we see that 2F 1 (1 - 1, 1 - 1, 2 - 1, x) is an increasing func-
tion of x > 0 as a > 2. Since the maximum value of a = 1,1+mal
2 2 aim
a a 1+ aim)
2
1- -, 2-
a
1- 12 1
= aI (1 + ma) a icsc277 csc - 1- a 7 s< a1 an cscy )
where the equality is from (A.4) and the last inequality follows from 1 < 0.
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A.2.2 Proof of Lemma 2 Used in Simpifying Asymptotic Ex-
pression for the Variance of the Spectral Efficiency
From the definition we see that 2F 1 (2 - , 1 - 2, 3 - 2, x) is an increasing function
of x > 0 as a > 2. Since the maximum value of 7 = 1,1+mral
f2(ai,m) =
f2(al)l =
aa1 a
2- 2
aal
SOaal
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a-2 2-1 2-r7< - al awr csc
A.2.3 Proof of Lemma 3 Used to Optimize the Number of
Transmit Streams
We wish to maximize:
f(x) = xln (1
which is a continuous function of x.
df(x)
dx
1
2
= In (1 + ()X/\ a( 1 + -y)
Setting the derivative to zero,
In (1 + + 1)-) (A.6)
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2 v
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Now use a dummy variable 7 = 1 + () >2
a&r-1-iIn (7)= r
2 2T
a a
7= e2 27
-e 2 =e -
T
a a-
-- e 2 = -- e 2 (A.7)27r 2
The Lambert-W function Q(z) is the solution to the equation we' = a [24]. Thus,
the solution to (A.7) is:
a a
27- 2
7 = -
2Q (-2e-2)
So,
± 2 a1+ ox/ 2a(- -e 2
y
- 2
-1- *(__)
2Q (-2 e-)X= 22Q (-2e-2) +a2 (A.9)
(A.8)
which completes the proof for the first part. Note that for 2 < a < oo, -1 <
-ie- < 0 and from [24],
-l<•- e <0
Which means the expression in the brackets in (A.9) is positive implying that (A.9)
is unique for positive real x. Since f(x) is continuous and has a single extremal point
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0 and rewrite (A.6) as:
for x > 0, it is unimodal for x > 0 completing the proof.
A.2.4 Proof of Lemma 5 Used in Proof of Mean SINR The-
orem
The Gauss Hypergeometric function [1] 2F1(a,, a2, a3, z) is defined as:
dd 2z
2Fl(dl, d2, d3, Z) =+ d zd3
dl(d1 + 1)d2(d2 + 1)2
2!d3(d3 + 1)
We shall use the Euler identity 2F 1 (dl, d2, d 3, z) = (1- Z)-d12Fl(di, d3 - d2, d3, z/(z-
1)) [1] in the following proof.
Part i.
1-2
o a
a -- 2 (1 + mal)- a 2F1
2
1- -, 2 -
aO
2 aim
a' 1 + aim) (A.10)
Applying the Euler identity,
fi(al,m) =
aa1-2
aa a
a-2 2F 1( 2- -,1, 2-ao -aim .) (A.11)
Recall that m is a function of z and the derivative of the Gauss Hypergeometric
function is given by [1]:
dd 2F1 (dl,d 2 ,d 3,z)dz
did2
2F1 (dl + 1, d2 +1, d3 + 1, z)d3
d
-f(a, m) =dz
fi(al,m) =
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2
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Applying the Euler identity again:
d
- fairi
2-2
a a
a-2
2-a•
2a - 2
2(1 + 2(1 + maj) -
X 2F1 (2
2
a
2
1-
a
2 aim
a' 1+ aim
which completes the proof.
Part ii.:
We start by evaluating the integral indefinitely and drop the integration constant for
convenience. From the series expansion of T (see e.g. [1]):
2
T dT
1 + "rT dT = M=
k=O
7)k d-mT) -dT
1-2/0 (-T) kl (k -I+ 1)k=0 a
2F 1( 2Ca
2
1,2 - -,
a
-mT) (A.13)
Line (A.13) can be verified by expanding the RHS and cancelling terms. Applying
the Euler identity to (A.13):
T2/a+ d7
1 +mr
1- 2 2-1
= aT (1 + mr)
(a - 2) 2 F1 (1-
2 2
1 - -,2- -,
a oa
Evaluating (A.14) at 7 = al yields,
a a - (1 + mal1 ) 1
a -- 2 2F1 ( -
2
-
a
2
2-a (A.15)
Subtracting the result of the integral evaluated at a2 from the result at al completes
the proof of the third part.
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(A.14)
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A.3 Optimal Power Allocation for Transmit Streams
Table A.1: Optimal Power Allocation
3a
3.0
3.0
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3
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N/A
0.10
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Table A.2: Optimal Power Allocation (cont.)
aO Nt N/A
0.70
0.90
1.00
1.10
1.40
1.80
2.00
2.20
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3.00
3.40
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5.00
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6.00
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14.00
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16.00
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0.20
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1.40
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4.00
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8.30
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0.14
0.20
0.24
0.27
0.36
0.50
0.56
0.62
0.78
0.87
0.98
1.14
1.22
1.44
1.53
1.74
1.91
2.02
2.31
2.40
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3.16
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4.36
4.57
4.77
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5.16
0.01
0.02
0.04
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0.09
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0.14
0.20
0.24
0.27
0.36
0.50
0.56
0.62
0.78
0.87
0.98
1.14
1.22
1.44
1.53
1.74
1.91
2.02
2.31
2.40
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P1
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1.000
1.000
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0.000
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0.000
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0.500
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0.000
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0.000
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0.333
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0.000
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0.335
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0.000
0.000
0.000
0.000
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0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
208
P5
Table A.3: Optimal Power Allocation (cont.)
30
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
3.0
4.0
4.0
4.0
4.0
4.0
4.0
E[C]N- -TA
10.00
10.30
11.00
12.00
12.90
13.00
14.00
15.00
16.00
17.00
18.00
19.00
20.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.90
1.00
1.10
1.40
1.80
2.00
2.20
2.70
3.00
3.40
4.00
4.30
5.00
5.30
6.00
6.60
7.00
8.00
8.30
9.00
10.00
10.30
11.00
12.00
12.90
13.00
14.00
15.00
16.00
17.00
18.00
19.00
20.00
0.10
0.20
0.30
0.40
0.50
0.60
2.89
2.97
3.18
3.47
3.73
3.76
4.03
4.30
4.56
4.81
5.05
5.29
5.52
0.01
0.02
0.04
0.07
0.09
0.12
0.14
0.20
0.24
0.27
0.36
0.50
0.56
0.62
0.78
0.87
0.98
1.14
1.22
1.44
1.53
1.74
1.91
2.02
2.31
2.40
2.60
2.89
2.97
3.18
3.47
3.73
3.76
4.05
4.34
4.63
4.90
5.18
5.44
5.70
0.00
0.02
0.04
0.06
0.10
0.14
P4P1
0.330
0.330
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.500
0.500
0.500
0.500
0.500
0.500
0.340
0.340
0.340
0.330
0.340
0.250
0.250
0.250
0.250
0.200
0.200
0.200
0.200
0.200
0.200
0.200
1.000
1.000
1.000
1.000
1.000
1.000
P5P2
0.000
0.335
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.500
0.500
0.500
0.500
0.330
0.330
0.330
0.000
0.330
0.250
0.000
0.250
0.250
0.200
0.200
0.200
0.200
0.200
0.200
0.200
0.000
0.000
0.000
0.000
0.000
0.000
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P3
0.335
0.335
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.330
0.330
0.330
0.000
0.330
0.250
0.250
0.250
0.250
0.200
0.200
0.200
0.200
0.200
0.200
0.200
0.335
0.000
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.330
0.000
0.250
0.250
0.250
0.250
0.200
0.200
0.200
0.200
0.200
0.200
0.200
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.340
0.000
0.000
0.250
0.000
0.000
0.200
0.200
0.200
0.200
0.200
0.200
0.200
Table A.4: Optimal Power Allocation (cont.)
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
N/A
0.70
0.90
1.00
1.10
1.40
1.80
2.00
2.20
2.70
3.00
3.40
4.00
4.30
5.00
5.30
6.00
6.60
7.00
8.00
8.30
9.00
10.00
10.30
11.00
12.00
12.90
13.00
14.00
15.00
16.00
17.00
18.00
19.00
20.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.90
1.00
1.10
1.40
1.80
2.00
2.20
2.70
3.00
3.40
4.00
4.30
5.00
5.30
6.00
6.60
7.00
8.00
8.30
9.00
E[C]
0.18
0.28
0.34
0.40
0.58
0.84
0.96
1.09
1.37
1.54
1.74
2.01
2.14
2.52
2.69
3.07
3.38
3.57
4.03
4.15
4.44
4.82
4.93
5.17
5.49
5.77
5.79
6.08
6.34
6.59
6.82
7.04
7.25
7.45
0.00
0.02
0.04
0.06
0.10
0.14
0.18
0.28
0.34
0.40
0.58
0.84
0.96
1.09
1.37
1.54
1.74
2.01
2.14
2.52
2.69
3.07
3.38
3.57
4.07
4.23
4.61
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.500
0.500
0.500
0.500
0.500
0.334
0.334
0.334
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.500
0.500
0.500
0.500
0.333
0.333
0.333
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.333
0.333
0.333
210
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---- --
Table A.5: Optimal Power Allocation (cont.)
Nt4a
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
N/A
10.00
10.30
11.00
12.00
12.90
13.00
14.00
15.00
16.00
17.00
18.00
19.00
20.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.90
1.00
1.10
1.40
1.80
2.00
2.20
2.70
3.00
3.40
4.00
4.30
5.00
5.30
6.00
6.60
7.00
8.00
8.30
9.00
10.00
10.30
11.00
12.00
12.90
13.00
14.00
15.00
16.00
17.00
18.00
19.00
20.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.90
E[C]
5.12
5.26
5.59
6.04
6.42
6.46
6.86
7.23
7.58
7.92
8.24
8.54
8.84
0.00
0.02
0.04
0.06
0.10
0.14
0.18
0.28
0.34
0.40
0.58
0.84
0.96
1.09
1.37
1.54
1.74
2.01
2.14
2.52
2.69
3.07
3.38
3.57
4.07
4.23
4.61
5.12
5.26
5.61
6.15
6.61
6.66
7.14
7.61
8.05
8.47
8.88
9.27
9.64
0.00
0.02
0.04
0.06
0.10
0.14
0.18
0.28
P1
0.334
0.334
0.333
0.333
0.334
0.333
0.333
0.333
0.333
0.333
0.334
0.333
0.334
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.500
0.500
0.500
0.500
0.500
0.330
0.330
0.330
0.335
0.330
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
P2
0.333
0.333
0.333
0.334
0.333
0.333
0.333
0.333
0.333
0.334
0.333
0.333
0.333
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.500
0.500
0.500
0.500
0.000
0.000
0.000
0.335
0.000
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
P4P3
0.333
0.333
0.334
0.333
0.333
0.334
0.334
0.334
0.334
0.333
0.333
0.334
0.333
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.335
0.335
0.335
0.330
0.335
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
P5
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.335
0.335
0.335
0.000
0.335
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
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0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
Table A.6: Optimal Power Allocation (cont.)
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
N/ANt
10.00
E[C]
6.72
P1 P2
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.500
0.500
0.500
0.500
0.330
0.000
0.330
0.330
0.000
0.000
0.250
0.250
0.000
P3
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.330
0.000
0.330
0.330
0.000
0.250
0.250
0.250
0.250
0.200
0.200
0.200
0.200
0.200
0.200
0.200
P4
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.330
0.000
0.000
0.330
0.250
0.250
0.250
0.250
0.200
0.200
0.200
0.200
0.200
0.200
0.200
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.340
0.000
0.000
0.340
0.250
0.000
0.000
0.250
0.200
0.200
0.200
0.200
0.200
0.200
0.200
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P5
2
1.00
1.10
1.40
1.80
2.00
2.20
2.70
3.00
3.40
4.00
4.30
5.00
5.30
6.00
6.60
7.00
8.00
8.30
9.00
10.00
10.30
11.00
12.00
12.90
13.00
14.00
15.00
16.00
17.00
18.00
19.00
20.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.90
1.00
1.10
1.40
1.80
2.00
2.20
2.70
3.00
3.40
4.00
4.30
5.00
5.30
6.00
6.60
7.00
8.00
8.30
9.00
0.34
0.40
0.58
0.84
0.96
1.09
1.37
1.54
1.74
2.01
2.14
2.52
2.69
3.07
3.38
3.57
4.07
4.23
4.61
5.12
5.26
5.61
6.15
6.61
6.66
7.15
7.68
8.20
8.69
9.16
9.62
10.06
0.00
0.01
0.02
0.05
0.08
0.13
0.19
0.32
0.40
0.49
0.77
1.15
1.34
1.52
1.94
2.17
2.45
2.83
3.00
3.56
3.80
4.34
4.77
5.04
5.66
5.83
6.22
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.500
0.500
0.500
0.500
0.500
0.340
0.330
0.340
0.340
0.330
0.250
0.250
0.250
0.250
0.200
0.200
0.200
0.200
0.200
0.200
0.200
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.200
0.200
0.200
0.200
0.200
0.200
0.200
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
----
Table A.7: Optimal Power Allocation (cont.)
a
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
Nt N/A
10.30
11.00
12.00
12.90
13.00
14.00
15.00
16.00
17.00
18.00
19.00
20.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.90
1.00
1.10
1.40
1.80
2.00
2.20
2.70
3.00
3.40
4.00
4.30
5.00
5.30
6.00
6.60
7.00
8.00
8.30
9.00
10.00
10.30
11.00
12.00
12.90
13.00
14.00
15.00
16.00
17.00
18.00
19.00
20.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.90
1.00
E[C]
6.87
7.19
7.61
7.96
8.00
8.37
8.71
9.03
9.33
9.61
9.88
10.13
0.00
0.01
0.02
0.05
0.08
0.13
0.19
0.32
0.40
0.49
0.77
1.15
1.34
1.52
1.94
2.17
2.45
2.83
3.00
3.56
3.80
4.34
4.77
5.04
5.74
5.98
6.51
7.22
7.43
7.88
8.49
9.00
9.06
9.59
10.09
10.56
11.00
11.42
11.81
12.19
0.00
0.01
0.02
0.05
0.08
0.13
0.19
0.32
0.40
P 1
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.500
0.500
0.500
0.500
0.500
0.333
0.334
0.333
0.334
0.334
0.334
0.333
0.334
0.334
0.334
0.333
0.334
0.334
0.333
0.333
0.334
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
P3P2
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.500
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.000
0.000
0.000
0.500
0.333
0.333
0.334
0.333
0.333
0.333
0.333
0.333
0.333
0.333
0.333
0.333
0.333
0.333
0.333
0.333
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
P4
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.500
0.500
0.000
0.334
0.333
0.333
0.333
0.333
0.333
0.334
0.333
0.333
0.333
0.334
0.333
0.333
0.334
0.334
0.333
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
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0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
P5
Table A.8: Optimal Power Allocation (cont.)
-NtN/A
1.10
1.40
1.80
2.00
2.20
2.70
3.00
5a
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
0.49
0.77
1.15
1.34
1.52
1.94
2.17
2.45
2.83
3.00
3.56
3.80
4.34
4.77
5.04
5.74
5.98
6.51
7.22
7.43
7.92
8.68
9.33
9.40
10.08
10.72
11.32
11.89
12.44
12.96
13.45
0.00
0.01
0.02
0.05
0.08
0.13
0.19
0.32
0.40
0.49
0.77
1.15
1.34
1.52
1.94
2.17
2.45
2.83
3.00
3.56
3.80
4.34
4.77
5.04
5.74
5.98
6.51
P1
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.500
0.500
0.500
0.500
0.500
0.335
0.335
0.330
0.335
0.335
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
0.500
0.500
0.500
0.500
0.500
0.340
0.340
0.340
P2
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.000
0.000
0.000
0.500
0.335
0.335
0.000
0.335
0.335
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.000
0.000
0.500
0.500
0.330
0.330
0.330
P3
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.330
0.330
0.335
0.330
0.330
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.330
0.330
0.330
P4
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.500
0.500
0.000
0.000
0.000
0.335
0.000
0.000
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
P5
3.40
4.00
4.30
5.00
5.30
6.00
6.60
7.00
8.00
8.30
9.00
10.00
10.30
11.00
12.00
12.90
13.00
14.00
15.00
16.00
17.00
18.00
19.00
20.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.90
1.00
1.10
1.40
1.80
2.00
2.20
2.70
3.00
3.40
4.00
4.30
5.00
5.30
6.00
6.60
7.00
8.00
8.30
9.00
214
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.500
0.500
0.000
0.000
0.000
0.000
0.000
Table A.9: Optimal Power Allocation (cont.)
a Nt N/A E[C] P1  P2  P3  P4  P5
5.0 5 10.00 7.22 0.340 0.330 0.330 0.000 0.000
5.0 5 10.30 7.43 0.340 0.330 0.330 0.000 0.000
5.0 5 11.00 7.92 0.250 0.000 0.250 0.250 0.250
5.0 5 12.00 8.68 0.250 0.250 0.250 0.250 0.000
5.0 5 12.90 9.33 0.250 0.250 0.250 0.250 0.000
5.0 5 13.00 9.40 0.250 0.250 0.250 0.250 0.000
5.0 5 14.00 10.10 0.200 0.200 0.200 0.200 0.200
5.0 5 15.00 10.86 0.200 0.200 0.200 0.200 0.200
5.0 5 16.00 11.58 0.200 0.200 0.200 0.200 0.200
5.0 5 17.00 12.26 0.200 0.200 0.200 0.200 0.200
5.0 5 18.00 12.92 0.200 0.200 0.200 0.200 0.200
5.0 5 19.00 13.55 0.200 0.200 0.200 0.200 0.200
5.0 5 20.00 14.15 0.200 0.200 0.200 0.200 0.200
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Appendix B
Proofs and Related Results for
Chapter 5
B.1 Proof of Lemma 7 Used to Simplify Limiting
Mean Spectral Efficiency
Note that the maximum transmit power per stream is P.
x > P and so ,
I 2 M _2
rpM 1 + m j= /bam fo I + 7M j=1 1
27rpm
aM
2wpm
< n
aM•
IbP _ M
S 1 + rm j=1
bP -2
o + 7m,
M
drT
j= 1
Thus, fj(x) = 0 for
rIb f3 (x)- dx
I/b dx
7/bf(XPd
(B.1)
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7 2
Ta drE1 fy(x)xZdx
0 +"Tm =m 1/b
2w p m
< aSam obP0
2
T 2
Sdr MPz1+ TmI
pm bP 22P T a d
1227rpmp b2 +1 j -t
- mb ± dT
a J b+Tm
P 2
a 2 pn• b + Tm d
2
- 2arpmP+1 (bm-1•b
S2r2pms 2bcsc
a 7r CSC ))
(B.2)
For the second part, following the analysis of the previous part,
2pm 71 +1 M 0
aM (1 + TMT)2 d xbj dx
JO T j=l J/b2+1 M
T + I dr fo(xo)Z d
(1 + Tm)2 dT E rbd/bf x dxj=l /
jdE b(X)Pd
o (1+ Tm) 2 f-Pj=1 %/b x
- +1 2
(1 + 7Tm)2
2 rpmP fbP
a 0
S+T d
(1 + Trn) 2
S27rpmPa (Pb)- +2
a 1- 0
27rpmP b_ 2  (2
2= - 2FI 2-
2
-, 2; 3-
a
27rpmPb- +2(l +mPb)-2
a-2
which goes to zero as b -- 0.
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(B.3)
Table B.1: Expected Values of the Ordered Eigenvalues
N A A2  A3  A4  A 5 A6  7  9 A10  All 12 1 3  A14  A15  16
1 1.00
3 2 16 0.72 0 11
5 2.62 1.40 0.68 0.25 0.04
7 2.89 1.83 1.14 0.67 0.34 0.13 0.02
9 3.03 2.11 1.48 1.02 0.66 0.39 0.20 0.08 0.01 -
11 3.15 2.32 1.74 1.30 0.94 0.66 0.43 0.26 0. 13 0.05 0.01 - -
13 3.23 2.47 1.94 1.52 1.18 0.89 0.66 0.46 0.31 0.19 0.10 0.04 0.01 - - -
15 3.30 2.60 2.11 1.71 1.38 1.10 0.86 0.66 0.49 0.35 0.23 0.14 0.07 0.03 0.00 -
17 3.36 2.71 2.24 1.86 1.54 1.27 1.03 0.83 0.66 0.50 0.38 0.27 0.18 0.11 0.06 0.02
19 3.39 2.79 2.35 1.99 1.68 1.42 1.19 0.99 0.81 0.66 0.52 0.40 0.30 0.21 0.14 0.09
21 3.44 2.86 2.44 2.10 1.81 1.55 1.33 1.13 0.95 0.80 0.66 0.53 0.42 0.33 0.24 0.17
23 3.47 2.93 2.53 2.20 1.92 1.67 1.45 1.26 1.08 0.92 0.78 .65 0.54 0.44 0.35 0.27
25 3.49 2.98 2.60 2.28 2.01 1.77 1.56 1.37 1.20 1.04 0.90 0.77 0.65 0.55 0.45 0.37
27 3.52 3.03 2.66 2.36 2.10 1.87 1.66 1.48 1.31 1.15 1.01 0.88 0.76 0.65 0.56 0.47
29 3.54 3.07 2.72 2.43 2.18 1.95 1.75 1.57 1.40 1.25 1.11 0.98 0.86 0.75 0.65 0.56
31 3.56 3.11 2.77 2.49 2.25 2.03 1.83 1.65 1.49 1.34 1.20 1.08 0.96 0.85 0.75 0.65
N 17  8 19  20 21  22 23  24  A2 5  26  A2 7  A2 8  29  3•0  3 1  3 2
17 0.00
19 0.04 0.02 0.00 -
21 0.12 0.07 0.04 0.01 0.00
23 0.20 0.14 0.10 0.06 0.03 0.01 0.00
25 0.29 0.23 0.17 0.12 0.08 0.05 0.03 0.01 0.00
27 0.39 0.32 0.25 0.19 0.15 0.10 0.07 0.04 0.02 0.01 0.00
29 048 040 0.33 0.27 0.22 0.17 0.13 009 0.06 0.04 0.02 0.01 0.00
31 0.57 0.49 0.42 0.35 0.29 0.24 0.19 0.15 0.11 0.08 0.05 0.03 0.02 0.01 0.00 -
B.2 Tables of Expected Ordered Eigenvalues
In Table B.1, we list the expected values of the ordered eigenvalues of the matrix
kHHt, where H is an N x N random matrix with zero-mean, unit variance, IID,
complex Gaussian entries. These values were obtained by simulating 10,000 instances
of H and taking the expected value of the ordered eigenvalues of kHHt . These values
can be used with (6.17) to estimate the mean spectral efficiency of multi-antenna links
with Link CSI. Note that )A refers to the i-th largest eigenvalue.
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Appendix C
Proofs and Related Results for
Chapter 7
C.1 Proof of Lemma 9 on the Mean Transmit Power
for Hexagonal Cells
Note that wireless nodes located at distances greater than or equal to ( P• •
from their tethered nodes will transmit at PMax. For wireless nodes located closer
than that distance, they will transmit at power x"a where x is the distance to the
nearest tethered node.
Case i.
When PMax < P7 (d)c ,
E[P ] j= o( )
_ Gt PMax)
o l~
(pt)j
(PtGt)
47rxd
3d 2
47w
47x3dx +
v/3d2
P2ax Prob x >
P.Max 1 Fx
Gt PMax 
pt
Gt(C.1)
(C.1)
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Since for this case Pt a<dGtPMax - 2'
Gt PMa
Substituting into (C.1),
(r Pt
/'d2 GtPMax
+ P2 iý pt_ AMax 3d 2 GtPMax
2 2(Gt) a 2 V•3 Gt a2 d M ax -a 3d2 \ P Max
2
Pt /'- d2
•x) •xdx
1
Pt 2-SGtG Max A
d/2 Gt
(47 d 8i• V
-x - -X cos3d2 d22
+ Pax Prob x >
(pt 16 7 d2
Gt 16 3d
1
( Pt
d2 aGt
d/2
S_ 3 -cos1 ( d
6 2x C 
- x AG)t -1((Gt PI~a x
- Fx (( M )( 1 tPa
A ) d 2+ 8 +PAaI
7r4 X C-1 d dx3 d2S24 4 2x1 48
1
-
d2]( GtPMax
4- _
96 I
- d/2
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3d2
2
Gt PtGtPMax ,
Case ii. When p ( P) x Lt <- d<Gt 2 Gt
(C.2)
E 2 Id/2E[Po] = dO
d d)dx
2x)
2 +pa
2
E[Pi] = t(Gt)
oOS
2.
1-
2 61'ct
E (E 
X4 2r, COS
-3 --
pt
32
\( 33#
-2 4
ptý
-\F (N 423d2 GtMx
~I~7)G6Vea
f PtFx GtPhaI Ft -t Iv ax P
3 A z~l_ d"d2 x -,Au -72- 212 X d/26dx
I----- 22
2 x Y - ( GtPMaz -P;Qpt( pt + G mGtax p
d \
-11---1
27X
2
a
2 22 23 - \d/26d
pt \ x
2
+(•
pt
--- \
7Gt
pt
2G
4 P ax
48
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Next we substitute for Fx(x) from (9.19) which we repeat here for convenience.
0,
3M2
Fx(x) = 2•V~r23d2
1,
if x < 0,
if 0 <x <d
2
_ 4X 2 COS-1 ()
d2  22
+2 d2 4) ifd < x < V3d
- 3
Substituting into (C.3) and combining terms we find:
(Gt
+ -d2 Gt
+4 Vd pt 
2
4 2
PJax + PMax
4
Pl•ax cos-
5 V3 2~
6d M"
(GPt)GtPMaX
( Pt -- d2.
4 GtPMax d.
222
2E[ 73
3d2
Bibliography
[1] M. Abaramovitz and I. Stegun. Handbook of Mathematical Functions. Dover
Publications, New York, 1970.
[2] S. Aeron and V. Saligrama. Wireless ad-hoc networks: Strategies and scaling
laws for the fixed snr regime. IEEE Transactions on Information Theory, 53(6),
June 2007.
[3] S. Ahmad, A. Jovicic, and P. Viswanath. Outer bounds to the capacity region of
wireless networks. IEEE Transactions Inf. Theory, 52(6):2770-2776, June 2006.
[4] S. M. Alamouti. A simple transmitter diversity scheme for wireless communica-
tion. IEEE Journal on Selectied Areas of Communications, 16:1451-1458, 1998.
[5] T. W. Anderson. An Introduction to Multivariate Statistical Analysis. Wiley-
Interscience, 2003.
[6] Jeffrey G. Andrews, Steven Weber, and Martin Haenggi. ad-hoc networks: to
spread or not to spread? [ad-hoc and sensor networks]. IEEE Communications
Magazine, 45, December 2007.
[7] F. Baccelli, B. Blaszczyszyn, and P. Muhlethaler. A spatial reuse aloha mac
protocol for multihop wireless mobile networks. In Proc. Allerton Conf. Com-
munication, Control, and Computing, Monticello, IL, October 2003.
[8] Z. D. Bai and J. W. Silverstein. No eigenvalues outside the support of the limiting
spectral distribution of large-dimensional sample covariance matrices. Annals of
Probability, 26(1), 1998.
[9] Z. D. Bai and J.W. Silverstein. On the empirical distribution of eigenvalues of
a class of large dimensional random matices. Journal of Multivariate Analysis,
54:175-192, 1995.
[10] Z.D. Bai and J. W. Silverstein. On the signal-to-interference-ratio of CDMA
systems in wireless communications. Annals of Applied Probability, 17(1):81-
101, 2007.
[11] Dimitri P. Bertsekas. Nonlinear Programming. Athena Scientific, 1995.
223
[12] D. W. Bliss and K. W. Forsythe. Information theoretic comparison of MIMO
wireless communication receivers in the presence of interference. Proc. 38th Asilo-
mar Conference on Signals, Systems and Computers, 2004.
[13] Daniel W. Bliss, Keith W. Forsythe, III Alfred O. Hero, and Ali F. Yegulalp. En-
vironmental issues for MIMO capacity. IEEE Transactions on Signal Processing,
50(9), September 2002.
[14] R. S. Blum. MIMO capacity with interference. IEEE Journal on Selected Areas
of Communications, 21(5):793-801, June 2003.
[15] S. Catreux, P. F. Driessen, and L. J. Greenstein. Simulation results for an
interference-limited multiple-input multiple-output cellular system. IEEE Com-
munications Letters, 4:334-336, November 2000.
[16] B. Chen and M. J. Gans. MIMO communications in ad-hoc networks. IEEE
Transactions Signal Processing, 54:2773-2783, July 2006.
[17] M. Chiani, M. Z. Win, Alberto Zanella, and Jack H. Winters. A Laguerre
polynomial-based bound on the symbol error probability for adaptive antennas
with optimum combining. IEEE Transactions on Wireless Communications,
3(1), January 2004.
[18] M. Chiani, M.Z. Win, and A. Zanella. Error probability for optimum combining
of M-ary PSK signals in the presence of interference and noise. IEEE Transac-
tions on Communications, 51, 2003.
[19] M. Chiani, M.Z. Win, and A. Zanella. On the capacity of spatially correlated
MIMO Rayleigh-fading channels. IEEE Transactions on Information Theory,
49(10), October 2003.
[20] M. Chiani, M.Z. Win, and A. Zanella. On optimum combining of m-psk signals
with unequal-power interferers and noise. IEEE Transactions on Communica-
tions, 53(1):44-47, 2005.
[21] M. Chiani, M.Z. Win, A. Zanella, R.K. Mallik, and J.H. Winters. Bounds and
approximations for optimum combining of signals in the presence of multiple
cochannel interferers and thermal noise. IEEE Transactions Comm., 51, Febru-
ary 2003.
[22] Marco Chiani, Moe Z. Win, and Hyundong Shin. Capacity of MIMO systems in
the presence of interference. pages 1-6, San Francisco, CA, November 2006.
[23] Marco Chiani, Moe Z. Win, and Hyundong Shin. A general result on hyperge-
ometric functions of matrix arguments and application to wireless MIMO com-
munication. pages 196-200, Dhaka, Bangladesh, January 2006. Invited Paper.
224
[24] Robert M. Corless, G. H. Gonnet, D. E. G. Hare, D. J. Jeffrey, and D. E. Knuth.
On the lambert W function. Advances in Computational Mathematics, 5:329-
359, December 1996.
[25] Laura Cottatellucci and Ralph R Miiller. CDMA systems with correlated spatial
diversity : a generalized resource pooling result. IEEE Transactions on Infor-
mation Theory, Volume 53 Issue 3, March 2007, 2007.
[26] Thomas M. Cover and Joy A. Thomas. Elements of Information Theory. Wiley,
1991.
[27] H. Dai and H. V. Poor. Asymptotic spectral efficiency of multicell MIMO
systems with frequency-flat fading. IEEE Transactions on Signal Processing,
51(11):2976-2988, November 2003.
[28] D. J. Daley and D. Vere-Jones. An Introduction to the Theory of Point Processes:
Volumes I & II. Springer, 2008.
[29] M. F. Demirkol and M.A. Ingram. Stream control in networks with interfer-
ing MIMO links. IEEE Wireless Communications and Networking Conference,
1:343-348, March 2003.
[30] L. Devroye. Bounds for the uniform deviation of empirical measures. Journal of
Multivariate Analysis, 12:72-79, 1982.
[31] R. Etkin, D. Tse, and H. Wang. Gaussian interference channel capacity to within
one bit. submitted to IEEE Transactions on Information Theory.
[32] G. J. Foschini. Layered space-time architecture for wireless communication in a
fading environment when using multi- element antennas. AT&T Bell Labs Tech.
Journal, 2, 1996.
[33] G. J. Foschini and M. J. Gans. On the limits of wireless communications in a
fading environment when using multiple antennas. Wireless Personal Commu-
nications, 6:315-335, 1998.
[34] Massimo Franceschetti, Olivier Dousse, David N. C. Tse, and Patrick Thiran.
Closing the gap in the capacity ofwireless networks via percolation theory. IEEE
Transactions on Information Theory, 53(3), March 2007.
[35] Massimo Franceschetti, Marco D. Migliore, and Paolo Minero. The capacity of
wireless networks: Information-theoretic and physical limits. Submitted, 2007.
[36] F.R.Farrokhi, G.J. Foschini, A. Lozano, and R.A. Valenzuela. Link-optimal
space-time processing with multiple transmit and receive antennas. IEEE Comm.
Letters, 5(3):85-87, 2001.
[37] J. S. Geronimo and T. P. Hill. Necessary and sufficient condition that the limit
of stieltjes transforms is a stieltjes transform. Journal of Approximation Theory,
121:54-60, 2003.
225
[38] G. D. Golden, G. J. Foschini, R. A. Valenzuela, and P. W. Wolniansky. V-
BLAST: A high capacity space-time architecture for the rich-scattering wireless
channel, July 1998.
[39] Andrea Goldsmith, Syed Ali Jafar, Nihar Jindal, and Sriram Vishwanath. Ca-
pacity limits of MIMO channels. IEEE J. on Selected Areas of Comm., 21(5),
June 2003.
[40] S. Govindasamy, F. Antic, D.W.Bliss, and D.Staelin. The performance of linear
multiple-antenna receivers with interferers distributed on a plane. Proc. IEEE
SPA WC, 2005.
[41] S. Govindasamy, D. W. Bliss, and D. H. Staelin. Spectral efficiency in single-hop
ad-hoc wireless networks with interference using adaptive antenna arrays. IEEE
Journal on Selected Areas of Communications, September 2007.
[42] G. Grimmet and D. R. Stirzaker. Probability and Random Processes. Oxford
University Press, 2001.
[43] L. Gross. Logarithmic sobolev inequalities. American Journal of Mathematics,
97(4):1061-1083, 1975.
[44] A. Guionnet and 0. Zeitouni. Concentration of the spectral measure for large
matrices. Elect. Comm. in Probab., 5:119-136, 2000.
[45] D. Guo, S. Verdu, and L. K. Rasmussen. Asymptotic normality of linear mul-
tiuser receiver outputs. IEEE Transactions on Information Theory, 48:3080-
3095, December 2002.
[46] P. Gupta and P. Kumar. The capacity of wireless networks. IEEE Transactions
on Information Theory, 46(2):388-404, March 2000.
[47] S. Hanly and D. Tse. Resource pooling and effective bandwidths in CDMA
systems with multiuser receivers and spatial diversity. IEEE Transactions on
Information Theory, 47(4):1328-1351, May 2001.
[48] K. Herring. Propagation Models for Multiple-Antenna Systems: Methodology,
Measurements, and Statistics. PhD dissertation, Massachusetts Institute of Tech-
nology, Department of Electrical Engineering and Computer Science, 2008.
[49] S. Janson. Large deviations for sums of partly dependent random variables.
Random Structures and Algorithms, 24(3):234-248, 2004.
[50] N. Jindal, U. Mitra, and A. Goldsmith. Capacity of ad-hoc networks with node
cooperation. In IEEE Symposium on Information Theory, June 2004.
[51] A. Jovicic, P. Viswanath, and S. R. Kulkarni. Upper bounds to transport capacity
of wireless networks. IEEE Transactions on Information Theory, 50(11):2555-
2565, November 2004.
226
[52] M. Kang and M. Alouini. Capacity of MIMO Rician channels with multiple
correlated Rayleigh co-channel interferers. Proc. IEEE Globecomm, 2003, 2003.
[53] J. N. Laneman, D. N. C. Tse, and G. W. Wornell. Cooperative diversity in
wireless networks: Efficient protocols and outage behavior. IEEE Transactions
on Information Theory, 50(12):3062-3080, December 2004.
[54] O. Leveque and E. Telatar. Information theoretic upper bounds on the capacity
of large, extended ad-hoc wireless networks. IEEE Transactions on Information
Theory, 51(3):858-865, March 2005.
[55] P. Li, D. Paul, R. Narasimhan, and J. Cioffi. On the distribution of SINR for
the MMSE MIMO receiver and performance analysis. IEEE Transactions on
Information Theory, 52(1):271-286, January 2006.
[56] K. Low. Comparison of urban propagation models with cw-measurements. IEEE
Vehicular Technology Conference, 1992.
[57] R. K. Mallik, M. Z. Win, M. Chiani, and A. Zanella. Bit-error probability for
optimum combining of binary signals in the presence of interference and noise.
IEEE Transactions Wireless Communications, 3(2):395-407, March 2004.
[58] D. G. Manolakis, V. K. Ingle, and S. M. Kogon. Stastistical and Adaptive Signal
Processing. McGraw-Hill, 2000.
[59] V. A. Marcenko and L.A. Pastur. Distribution of eigenvalues for some sets of
random matrices. Math. USSR Sbornik, 1967.
[60] A. M. Mathai. An Introduction to Geometrical Probability. Gordon and Breach
Science Publishers, 1999.
[61] Alan V. Oppenheim, Ronald W. Schafer, and John R. Buck. Discrete-Time
Signal Processing. Prentice-Hall, 1999.
[62] Ayfer Ozgur, Olivier Leveque, and David Tse. Hierarchical cooperation achieves
optimal capacity scaling in ad-hoc networks. IEEE Transactions on Information
Theory, 53(10), October 2007.
[63] A. Papoulis and S. Unnikrishna Pillay. Probability, Random Variables, and
Stochastic Processes, 4th Edition. McGraw-Hill, 2002.
[64] W. Rudin. Principles of Mathematical Analysis. McGraw-Hill, 1976.
[65] Mirette Sadek, Alireza Tarighat, and Ali H. Sayed. A leakage-based precoding
scheme for downlink multi-user MIMO channels. IEEE Transactions on Wireless
Communications, 6(5), May 2007.
[66] A. Sendonaris, E. Erkip, and B. Aazhang. User cooperation diversity-part I:
System description. IEEE Transactions on Communications, 51(11):1927-1938,
November 2003.
227
[67] A. Sendonaris, E. Erkip, and B. Aazhang. User cooperation diversity-part II:
Implementation aspects and performance analysis. IEEE Transactions on Com-
munications, 51(11):1939-1948, November 2003.
[68] Xiaohu Shang, Biao Chen, and Michael J. Gans. On the achievable sum rate for
MIMO interference channels. IEEE Transactions on Information Theory, 52(9),
September 2006.
[69] H. Shin, M. Z. Win, and M. Chiani. Asymptotic statistics of mutual information
for doubly correlated MIMO channels. IEEE Transactions on Wireless Commu-
nications, 5(10):2679-2684, October 2006.
[70] H. Shin, M. Z. Win, J.H. Lee, and M. Chiani. On the capacity of doubly corre-
lated MIMO channels. IEEE Transactions Wireless Communications, 5, August
2006.
[71] Hyundong Shin, M. Z. Win, and Jae Hong Lee. Saddlepoint approximation to
the outage capacity of MIMO channels. IEEE Transactions Wireless Communi-
cations, 5:2679-2684, October 2006.
[72] D. Stoyan, W. S. Kendall, and J. Mecke. Stochastic Geometry and Its Applica-
tions. John Wiley and Sons, 1995.
[73] Gilbert Strang. Introduction to Linear Algebra. Wellesley-Cambridge Press, 2003.
[74] V. Tarokh, N. Seshadri, and A. R. Calderbank. Spacetime codes for high data
rate wireless communication: Performance criterion and code construction. IEEE
Transactions on Information Theory, 40(2):744-765, March 1998.
[75] E. Telatar. Capacity of multi-antenna Gaussian channels. European Transactions
on Telecommuncations ETT, 10(6):585-595, 1999.
[76] H.L. Van Trees. Optimum Array Processing. John Wiley & Sons, 2002.
[77] D. Tse. Multiuser receivers, random matrices and free probability. Proc. of
Allerton Conference, Monticello, IL, 1999.
[78] D. Tse and S. Hanly. Linear multiuser receivers: Effective interference, effec-
tive bandwidth and user capacity. IEEE Transactions on Information Theory,
45(2):641-657, 1999.
[79] D. Tse and P. Viswanath. Fundamentals of Wireless Communication. Cambridge
University Press, 2005.
[80] D. Tse and O. Zeitouni. Linear multiuser receivers in random environments.
IEEE Transactions on Information Theory, 46:171-188, 2000.
[81] M. K. Varanasi and T. Guess. Optimum decision feedback multiuser equalization
and successive decoding achieves the total capacity of the Gaussian multiple-
access channel. Proc. Asilomar Conf. Signals, Systems and Computers, 1997.
228
[82] Steven Weber, Jeffrey G. Andrews, Xiangying Yang, and Gustavo de Veciana.
Transmission capacity of wireless ad-hoc networks with successive interference
cancellation. IEEE Transactions on Information Theory, 53(8):2799-2814, Au-
gust 2007.
[83] Steven Weber, Xiangying Yang, Jeffrey G. Andrews, and Gustavo de Veciana.
Transmission capacity of wireless ad-hoc networks with outage constraints. IEEE
Transactions on Information Theory, 51(12):4091-4102, December 2005.
[84] H. Weingarten, Yossef Steinberg, and S. S. Shamai. The capacity region of the
Gaussian multiple-input multiple-output broadcast channel. IEEE Transactions
on Information Theory, 52(9):3936-3964, 2006.
[85] J. H. Winters. On the capacity of radio communication systems with diversity
in a, Rayleigh fading environment. IEEE Journal on Selected Areas of Commu-
nications, SAC-5(5), June 1987.
[86] L. L. Xie and P. Kumar. A network information theory for wireless communi-
cation: Scaling laws and optimal operation. IEEE Transactions on Information
Theory, 50(5):748-767, May 2004.
[87] F. Xue, Liang-Liang Xie, and P. R. Kumar. The transport capacity of wire-
less networks over fading channels. IEEE Transactions on Information Theory,
51(3):834-847, March 2005.
[88] A. Zanella, M. Chiani, and M. Z. Win. MMSE reception and successive in-
terference cancellation for MIMO systems with high spectral efficiency. IEEE
Transactions on Wireless Communications, 4(3):1244-1253, May 2005.
[89] L. Zheng and D. Tse. Diversity and multiplexing:a fundamental tradeoff in
multiple-antenna channels. IEEE Transactions on Information Theory, 49, 2003.
229
