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ABSTRACT 
 
Catalysis has enabled the development of very important industrial processes, especially 
those related to the petroleum and chemical industries. This has led to a significant 
influence in the worldwide economy, with 20% of it depending on catalysis. Current 
reliance of the industrial world on catalysis and rapidly increasing worldwide energy 
prices have motivated the search for improved catalysts allowing more energy-efficient 
processes. Catalysts performance is affected by the shape, structure, and chemical 
composition of the catalysts. Fortunately, the development of nanotechnology has 
allowed researchers to control the structure and morphology of catalyst nanoparticles, as 
well as that of solid supports. Even though, these approaches have enhanced the 
reactivity of materials towards specific reactions, there is still much more room for 
improvement. In this work, the incorporation of electron-rich environments into the 
structure of nanocatalysts is proposed as a new approach for the enhancement of the 
catalytic activity of nanomaterials. This study is conducted in its entirety using 
computational quantum-based simulations. 
 
The effect of electron-rich regions on activation barriers for the dissociation of diatomic 
molecules is studied using metallic slit-type pores, finding that electron-rich 
environments enhance the reactivity of nanomaterials by reducing activation barriers 
required for the dissociation of molecules.  The influence of electronic and geometric 
effects in the pores is also evaluated. It is found that local geometric characteristics, such 
as stacking planes forming the pore, and the presence of step-like defects influence 
adsorption energies and barriers for dissociation of molecules. Additionally, electrons 
inside the metallic pores have energies close to the Fermi-energy of the metal surfaces, 
which may allow tuning their energies for interactions with LUMO anti-bonding orbitals 
of specific molecules. 
 
 iii 
 
Subsequently, electron-rich regions are incorporated into a 3D nanostructured material 
(Pt22/NPG). This proposed catalyst shows enhanced reactivity towards the dissociation 
of gas-phase molecules. Additionally, Pt22/NPG may display enhanced reactivity, even 
when electron-rich regions do not interact with the molecules of interest, due to the good 
dispersion of Pt-clusters. Therefore, the incorporation of electron-rich environments into 
nanocatalysts is shown to be an efficient approach for the enhancement of the catalytic 
activity of nanomaterials.   
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1. INTRODUCTION  
 
Catalysis has enabled the development of very important industrial processes over the 
past decades, especially those related to the petroleum and chemical industries. 
Currently, petroleum refining is carried out almost entirely with the help of catalytic 
processes, as well as the production of important chemicals such as ammonia, sulfuric, 
and nitric-acids.
1
 This has led to a significant influence in the worldwide economy, with 
20% of it depending directly or indirectly on catalysis.
1,2
 Among the different types of 
catalytic processes, heterogeneous catalysis is undoubtedly the most utilized form (80% 
of all catalytic processes), mainly due to its high turnover to yield products and low 
deactivation rates.
1
 
 
Current reliance of the industrial world on heterogeneous catalysis and rapidly 
increasing worldwide energy prices have motivated the search for improved catalysts, 
allowing processes to take place in more energy-efficient ways. Traditionally, 
heterogeneous catalysis takes place on the surface of solid nanoparticles dispersed on 
high surface-area materials. Catalyst performance is directly affected by factors such as 
the shape, structure, and chemical composition of the catalyst and/or support.
2
 
Fortunately, the development of nanotechnology has allowed researchers to control, at 
the atomic level, the structure and morphology of catalyst nanoparticles as well as those 
of solid substrates. Nanocatalysts can now be made with tailored reactivity, and with 
much more homogenous structures. Nanoparticle size distributions can be held around 
narrow values for nanoparticle size-dependent reactions,
3-5
 nanochanels in catalysts such 
as zeolites can be built with specific size/morphology for the interaction with particular 
molecules,
6-10
 much better dispersion of nanoparticles in solid supports can now be 
obtained,
11-14
 and solid supports can easily be doped with species such as lithium, 
nitrogen, or oxygen.
15-20
 Although these approaches have resulted in enhanced reactivity 
of materials towards specific reactions, there is still much more room for improvement. 
 2 
 
In this work, a new approach is proposed for the enhancement of the catalytic activity of 
nanostructured materials. This approach consists of the incorporation of electron-rich 
environments into the structure of the nanocatalyst. Electron-rich environments are 
spatial regions in which finite electronic densities are present. They are formed when 
two metallic nanostructures are in close proximity to one another.
21-30
 The electron 
potential barrier between nanostructures decreases at subnanometer separations, and 
quantum effects become important, allowing the tunneling of some of the conduction 
electrons to the gap between nanostructures. Several experimental and theoretical works 
have reported the formation of a conductive channel in the interparticle region between 
metallic nanoparticles, as a result of migration of electrons to this gap.
21-30
 This 
phenomenon is strongly dependent on the gap distance; small but finite electronic 
densities have been calculated for interparticle distances below 7 Å.
29 
For even smaller 
separations, the electronic coupling becomes stronger, allowing higher electronic 
densities to be present at the interparticle region.
21-23,25-27,31
  
 
Previous investigations found that interaction of gas-phase adsorbates with electron-rich 
regions results in interesting phenomena, such as the conversion of ethylene into a 
radical anion ready to initiate polymerization,
27
 and the facilitation of the dissociation of 
oxygen molecules.
31
 Additionally, Corma et al revealed that enhanced catalytic activity 
of zeolites may be a result of electronic confinement of molecules inside microscopic 
pores.
32
 When channels in the zeolite have a similar size to that of guest molecules, 
modification of the electronic orbitals of the molecules and changes in their energy 
levels are induced due to interaction with delocalized electronic clouds of the lattice. As 
a result, pre-activation of molecules inside the channels is observed, enhancing the 
catalytic activity of host zeolites. Based on these results, it is postulated as the hypothesis 
of this work that catalyzed reactions taking place in the presence of electron-rich 
environments will require lower energy barriers, thereby improving the performance of 
catalysts.  
 3 
 
The specific goals of this work involve (i) proving the hypothesis using as the pore 
model two metallic surfaces interacting at subnanometer separations (4-7 Å), (ii) 
understanding the different geometric and electronic effects that may be present in these 
types of metallic pores and their effect on the reactivity of the material, and finally, (iii) 
proposing a nanostructured material in which electron-rich regions are incorporated, and 
testing its reactivity towards specific reactions. The electron-rich regions must be 
incorporated in such a way that channels and/or pores in the material do not hinder the 
diffusion of reactants and products, a problem that has been widely reported in zeolite-
type catalysts.
2
 
 Goals (i) to (iii) are achieved with the help of atomistic, quantum-based simulations. 
Computational methods allow studying molecular processes in detail, taking into 
account the high complexity of catalysts used in real processes. A wide range of 
information can be derived from quantum-based simulations, including surface reaction 
rates, adsorption geometries and energies, diffusion rates, charge densities, electronic 
density of states, phonon spectrum and vibrational properties, among others. In most 
cases, the experimental determination of these properties is still challenging.
33
 Therefore, 
computational tools constitute a key strategy to understand the underlying mechanisms 
of chemical reactions, and to develop novel, cutting-edge technologies. 
This dissertation is organized as follows: section two describes the general principles 
governing the computational methods employed in this work, including ab-initio 
Hartree-based simulations, density functional theory (DFT), and ab-initio Molecular 
Dynamics (AIMD). Section three describes how goal (i) is achieved. Specifically, two 
metallic surfaces interacting at 4.9 Å are used to generate an electron-rich region in the 
gap between them. These slit-type pores are formed using different transition metals, 
including Pt, Ir, Rh, Ni, and Pd. Subsequently, activation barriers for the dissociation of 
diatomic molecules are calculated inside these pores and compared to those of the same 
molecules dissociating on a single surface of the given metal. At the end of the section, 
 4 
 
the hypothesis is proved, i.e., it is shown that catalyzed reactions taking place in the 
presence of electron-rich environments require lower energy barriers.  
Successively, sections four and five help achieve goal (ii). Section four sheds light on 
the effect of local geometry of metallic pores on adsorption strengths and barriers for 
molecular dissociation. The adsorption and dissociation of molecular oxygen is studied 
in platinum slit-pores formed by different stacking planes, and/or in the presence of step-
like defects. The role that local surface geometry plays on the reactivity of metallic pores 
is clearly established at the end of this chapter. Section five analyzes the electronic 
changes experienced by the system as the metallic surfaces approach each other and their 
relation with the speciﬁc metal forming the pore. Precisely, electronic densities of states 
of several transition metal nanopores are calculated for diﬀerent pore sizes (i.e., 
surface−surface separations). Results in this section clearly define the energetic state of 
electrons inside the diﬀerent metallic pores. This information may allow effective 
electron transfer from the electron-rich region to the lowest unoccupied molecular orbital 
(LUMO) of molecules of interest. 
Chapter six focuses on the incorporation of electron-rich regions as building blocks in a 
three-dimensional nanostructured material, and the evaluation of its reactivity (goal 
(iii)). The chosen nanomaterial is a Nanopillared graphene structure (NPG) decorated 
with metallic nanoparticles. The chapter describes how electron-rich regions are formed 
in the material, their expected electronic densities, and the enhancement given by them 
to the dissociation of molecular oxygen, carbon monoxide, molecular nitrogen, and 
methane. Lastly, Chapter seven presents the conclusions of this work, and future work 
suggested for further understanding of the role that electron-rich regions play in 
catalysis, as well as new ways in which their effect can be exploited. 
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2. COMPUTATIONAL QUANTUM CHEMISTRY METHODS 
 
2.1.The Schrödinger Equation 
An adequate description of molecular systems, such as those found in surface science 
and catalysis, involve a direct consideration of atoms and its elementary particles, e.g., 
protons and electrons.  These particles display a “wave-like” behavior that is properly 
described by a probability function known as the “wave-function”, Ψ, whose 
mathematical expression results in one of the fundamental equations of quantum 
mechanics, i.e., the Schrödinger equation:  
 
 ̂ Ψ (r) = E Ψ (r)         (2.1) 
 
Equation 2.1 is the time-independent Schrödinger equation, which describes stationary 
systems by omitting the time variable in the probability function, Ψ.  ̂ is the 
Hamiltonian operator, and E is the eigenvalue of the Hamiltonian or ground state energy 
of the material. The exact solution of this equation would yield the electronic 
distribution of the system under consideration, permitting the evaluation of physical 
observables related to its electronic structure.  
 
In order to solve equation 2.1, the precise form of the Hamiltonian operator must be 
known. The non-relativistic Hamiltonian is obtained from the classic kinetic and 
potential energy contributions of nuclei and electrons:  
 
 ̂ =  ̂ N +  ̂ E +  ̂ NE +  ̂ NN +  ̂ EE       (2.2) 
 
The different terms on the right-hand side of equation 2.2 correspond to the kinetic 
energy operator for nuclei, kinetic energy operator for electrons, and potential energy 
operators describing electrostatic interactions between electrons-nuclei, nuclei-nuclei, 
 6 
 
and electrons-electrons, respectively. For a system with N nuclei and L electrons, the 
kinetic energy operators,  ̂ N and  ̂ E, are written in terms of the momentum operator 
(ℏ/i) ⃗  and the mass of electrons and nuclei, ME and MN, respectively: 
 
 ̂ N = ∑
  
    
               (2.3) 
 
 ̂ E = ∑
  
    
               (2.4) 
 
On the other hand, the potential energy operators describe simple electrostatic 
interactions resulting from pairs of charged nuclei and/or electrons (charges Z and e, and 
spatial positions  ⃗  and  , respectively): 
 
 ̂ NE = ∑ ∑
 
    
 
   
   
 
|  ⃗⃗⃗⃗  ⃗   ⃗⃗⃗   |
 
          (2.5) 
 
 ̂ NN = 
 
 
∑
 
    
       
 
|   ⃗⃗ ⃗⃗ ⃗⃗  ⃗    ⃗⃗ ⃗⃗ ⃗⃗  ⃗ |
 
       
       (2.6) 
 
 ̂ EE =  
 
 
∑
 
    
  
|    ⃗⃗ ⃗⃗  ⃗    ⃗⃗ ⃗⃗  ⃗ |
 
       
       (2.7) 
 
Even though equations 2.3-2.7 define explicitly the total Hamiltonian operator, equation 
2.1 can only be solved exactly in a few selected simple cases. This is because the 
solution, Ψ, to this equation is a very complicated function that depends on 3L position 
coordinates of the L electrons, L spin coordinates of the electrons, and 3N position 
coordinates of the nuclei.
34
 Consequently, some approximations are needed to simplify 
the problem and make equation 2.1 solvable within reasonable accuracy.  
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2.2.Born-Oppenheimer Approximation 
This approximation separates nuclei and electrons into two different mathematical 
problems. Nuclei are much heavier than electrons, a reasonable justification to this 
physical observation can be made through the uncertainty principle or even using 
classical statistical mechanics, both of which lead to ME/MN << 1.
34
 Thus, electrons are 
expected to move much faster, and for each nuclei movement electrons instantly adapt 
their ground state. This assumption permits expressing the wave-function, Ψ, as the 
product of a nuclei wave-function and an electronic wave-function: 
 
Ψ (R, r) = Ψ (R). Ψ (r)        (2.8) 
 
Ψ ( ) and Ψ (r), are obtained by solving two separate Schrödinger equations. In the one 
for the nuclei, the Hamiltonian is composed of the terms in equations 2.3 and 2.6. 
However, the kinetic energy of nuclei is usually neglected, resulting in a nuclei energy 
( nuclei) defined solely by the electrostatic interactions among nuclei. On the other hand, 
the electronic Hamiltonian is composed of the terms in equations 2.4, 2.5, and 2.7: 
 
 
 
∑
 
    
       
 
|    ⃗⃗ ⃗⃗ ⃗⃗  ⃗    ⃗⃗ ⃗⃗ ⃗⃗  ⃗ |
 
       
  =  nuclei (R)      (2.1.a)  
 
 [ ̂ E +  ̂ EE +  ̂ NE] Ψ (r) =  electrons Ψ (r)      (2.1.b) 
 
The total energy of the system is obtained by adding the nuclei and the electronic 
contributions,  nuclei and  electrons, respectively.  
 
When theoretically optimizing a structure, the ground state or lowest energy of the 
system is searched. This is done by first, defining a set of fixed nuclei coordinates, 
which easily allows solving equation 2.1.a and finding the  nuclei contribution. Moreover, 
since the nuclei coordinates are present in the operator  ̂ NE of equation 2.1.b, they also 
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act as parameters generating an electrostatic potential in which electrons are moving. 
Once equation 2.1.b is solved and  electrons is known, the total energy of the system for 
that set of nuclei coordinates is calculated. Subsequently, a new set of nuclear 
coordinates can be generated by using the gradient of the total energy on the nuclei.  
Assuming there are no external fields, the Hellmann-Freynman theorem suggest that the 
force acting on a given nucleus (Fn,i) will correspond to the exact computed electrostatic 
potential due to interaction with electrons and other nuclei:
35
 
 
Fn, i = 
 
   
      =  
 
   
〈 | ̂| 〉 =  ∫     
 
   
 ̂ NE dr  
 
   
 ̂ NN  (2.9) 
 
The new set of nuclear coordinates is then used to solve equations 2.1.a and 2.1.b again, 
and the process is repeated until the total calculated energy is lowest (usually the 
stopping criteria is based on a tolerance value set for Etotal, j – Etotal, j-1). Figure 2.1 
schematizes the geometry optimization process described. This process does not explain, 
however, how equation 2.1.b is solved. The solution to the electronic equation, Ψ (r), is 
still a very complicated function that depends on 3L position coordinates of the L 
electrons, and their L spin coordinates. In the next sections further approximations 
employed to make equation 2.1.b solvable will be briefly reviewed, and self-consistent 
algorithms proposed to solve it will be presented in sections 2.6 (HF-based) and 2.8.4 
(DFT-based).  
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Figure 2.1 Theoretical geometry optimization process described in section 2.2 
 
 
2.3.The Hartree Product 
The goal of this approach is to simplify the electronic wave-function, Ψ (r), by 
expressing it as a function of individual orbitals, ψi (ri), each one containing a single 
electron. In this manner, the wave-function of an L-electron system will be formed as the 
product of L different individual probability functions, ψi (ri): 
 
Ψ (r) = 
 
√  
 [ψ1 (r1).ψ2 (r2). ψ3 (r3)…ψL (rL)]      (2.10) 
 
Equation 2.10 is known as the Hartree product, and it implies that electrons can move as 
independent particles in the system. For this reason, this approach is also known as the 
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independent particle approximation.
36
 Each individual wave-function, ψi (ri), can be 
calculated from a one-electron Schrödinger equation: 
 
 ̂ ψi (ri) = Ei ψi (ri)         (2.11) 
 
The Hamiltonian operator,  ̂  acting on the single particle wave-functions, is defined 
equivalently to that in equation 2.1.b:  ̂    ̂ E +  ̂ EE +  ̂ NE, and the total electronic 
energy corresponds to the sum of the individual contributions:  
 
Eelectrons = E1 + E2 + E3 +…+ EL       (2.12) 
 
Although the Hartree product simplifies the calculation of Ψ (r), it does not take into 
account the Pauli antisymmetry principle for fermions (electrons), which requires an 
antisymmetric wave-function describing an L-electron system. In other words, the wave-
function must change sign if two electrons exchange places.
37
 Accordingly, a better 
approximation is needed to properly describe the antisymmetric behavior of electronic 
wave-functions. 
 
2.4.The Hartree-Fock Method (HF) 
This method improves the Hartree product by expressing the electronic wave-function as 
a determinant of the individual electronic orbitals (Slater determinant): 
 
Ψ (r) = 
 
√  
  |
                       
                            
                       
| 
 
The Slater determinant satisfies the Pauli Exclusion Principle, changing sings if two 
electrons are exchanged. After incorporating this determinant into the one-electron 
Schrödinger equation, 2.11, the potential energy operator describing electron-electron 
interactions takes the following form:
34
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 ̂ EE = ∑   ̂  
 
    ̂           (2.13) 
 
 ̂  and  ̂  are called the Coulomb and Exchange operators, respectively. The first one, 
describe electrostatic interactions between different individual orbitals, |ψi|
2
 and |ψk|
2
, 
while the second operator is a result of the required antisymmetric property of electronic 
wave-functions: 
 
 ̂  = ∫
|       |
 
|       |
                 (2.14) 
 
 ̂  = ∫
  
       ⃗   [              ]
|       |
          (2.15) 
 
Using these operators, equation 2.11 is now expressed as: 
 
[ ̂ E +  ̂ NE +∑   ̂  
 
    ̂  ] ψi (ri) =  i ψi (ri)      (2.16) 
 
Operators  ̂ E and  ̂ NE are still defined by equations 2.4 and 2.5 but adopting a simpler 
form since they are evaluating a single electron and the summation from 1 to L is not 
needed. Moreover, defining a Fock operator as  ̂ =  ̂ E +  ̂ NE +∑   ̂  
 
    ̂  , equation 
2.11 takes the simple form: 
 
 ̂ ψi (ri) =  i ψi (ri)         (2.17) 
 
The equation above is known as the Hartree-Fock equation. The next step required to 
reach a numerical solution for equation 2.17, involves expressing the individual wave-
functions (present in the definition of the Coulomb and Exchange operators) in a 
practical, efficient way. An interesting alternative was proposed by Roothan, and it will 
be described in the next section.   
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2.5.The Hartree-Fock-Roothan Method  
Roothan proposed for individual electronic orbitals, ψi, to be approximated as a linear 
combination of basis functions, ϕi:  
 
ψi (ri) = ∑           
 
           (2.18) 
 
The basis functions (ϕi) and their number (S) are predetermined, leaving the expansion 
coefficients (αj,i) as the only parameters to be varied. Since this is an approximation, the 
accuracy with which equation 2.18 represents the real electronic orbitals depends on the 
choice of basis functions. In sections 2.5.1 to 2.5.3, the most common type of basis 
functions will be briefly presented.   
 
2.5.1. Slater-Type Functions 
Basis functions of this type have a similar form to the solution of the Schrödinger 
equation calculated for hydrogen, consisting of a radial function multiplying an angular 
function part (spherical harmonics):
36
  
 
       = Rnl (ri)Ylm(θ,ɸ)        (2.19) 
 
Slater-type functions express the radial part, Rnl, as a Laguerre polynomial multiplied by 
an exponential function:
34
 
 
Rnl (ri) = 
         
        
  
                 (2.20) 
 
A disadvantage of Slater-type functions in that they lead to numerical problems during 
integration, especially in systems with a large number of electrons.
36
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2.5.2. Gaussian-Type Functions 
These functions are much more commonly employed than Slater functions, mainly 
because they are numerically easier to handle. In this case, the radial part in equation 
2.19 is expressed as: 
 
Rnl (ri) =2
n+1
 
         
[       ]
 
        
   
       
 
      (2.21) 
 
Usually, at least three Gaussian type functions are required to reach the same level of 
accuracy describing electronic orbitals as with one Slater-type function.
36
   
 
2.5.3. Plane Waves 
While Slater- and Gaussian-type functions are localized and suitable to describe small 
groups of atoms and molecules, plane waves are completely delocalized functions more 
appropriate for the description of free electrons. Accordingly, they are mostly employed 
for the study of solid crystalline materials. Equation 2.22 shows the electronic orbitals 
represented by this type of function:  
 
ψj ( j) =                   (2.22) 
 
The main advantage of this function is that numerically, the matrix elements are easy to 
calculate. Thus, allowing using relatively large basis sets. However, this can also make 
more difficult the interpretation of the basis functions in terms of physical observables of 
the system.
34
  
 
2.6.Self-Consistent Solution of HF Equations 
After considering the different approximations presented in sections 2.3, 2.4, and 2.5, it 
is possible to introduce a self-consistent algorithm for solving equation 2.1.b, and 
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obtaining the electronic energy contribution (Eelectrons) using the Hartree-Fock approach. 
As mentioned above, the solution to equation 2.1.b, Ψ (r), can be calculated with a 
determinant of the individual electronic orbitals (ψj). These individual orbitals can be 
obtained solving the one-electron Hartree-Fock equations (equation 2.17). However, in 
order to calculate the Coulomb and Exchange operators in the Hartree-Fock equations 
(equations 2.14 and 2.15), the individual electronic orbitals must be known. Thus, an 
iterative procedure is needed to break this cycle.  
 
The first step is to define some trial electronic orbitals (ψj) as those in equation 2.18, 
using any of the basis functions described in the previous section, and defining some 
expansion coefficients αj,i. Then, the Coulomb and Exchange operators in the Hartree-
Fock equations are calculated and used to solve equation 2.17. The calculated electronic 
orbitals are compared to those initially proposed. If they do not match, a new estimate of 
the expansion coefficients is made using the calculated Ei contributions, until they 
converge. Figure 2.2 schematizes the self-consistent Hartree Fock procedure. 
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Figure 2.2 Self-consistent Hartree-Fock procedure 
 
 
2.7.Correlation Effects 
The Hartree-Fock method is based on the independent particle approximation mentioned 
in section 2.3. As such, electrons are assumed to behave independently, being only 
affected by an average field generated by other electrons. This approximation may lead 
to significant errors, especially when dealing with systems in which energy differences 
between occupied and unoccupied orbitals for the ground state configuration are small,
38
 
and when dealing with regions of concentrated electronic density in which electron 
movements are less independent of each other.
34
  
 
 16 
 
The correlated motion of electrons can be taken into account explicitly by expanding the 
electronic wave-function into a linear combination of Slater determinants.  In that way, 
some excited configurations are included in the search for the ground state of the system, 
providing more flexibility to the description of electron distribution. Among the most 
commonly used correlated methods are the configuration interaction method (CI), 
multiple configuration method (MC-SCF), Coupled-Cluster methods (CC), and Møller-
Plesset perturbation theory.
38
 The biggest downside of this approach is the demanding 
computational effort required. 
 
2.8.Density Functional Theory (DFT) 
DFT methods work by solving an equation that finds directly the electronic density of 
the system, ρ (r), which is a function of only 3-spatial coordinates: 
 
ρ (r) = 2 ∑  
                 (2.23) 
 
In this way, finding the electronic state of the system is simpler than dealing with the 3-L 
dimensional electronic wave-function, Ψ (r). DFT methods scales more favorably with 
system size than Hartree-Fock based methods, and can be applied to relatively large 
systems with energy accuracies between 10-40 kJ/mol.
39
 The theory is based on the 
Hohenberg-Kohn theorems, formulated in the 1960s. The first theorem states that the 
ground state energy from the Schrödinger equation is a functional of the electronic 
density: E [ρ (r)], and any ground-state property can be uniquely defined from it.40 Even 
though this theorem guarantees the existence of the energy functional, it does not say 
anything about its shape. 
 
The second Hohenberg-Kohn theorem proves a variational principle for the energy 
functional, E [ρ (r)].This is, once the functional is known, the ground state density can be 
found by inserting approximate electronic densities until the calculated energy is a 
minimum. Although the Hohenberg-Kohn theorems prove important points required for 
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any calculation scheme, they do not directly provide the practical steps for finding the 
electronic density using the energy functional. These steps were provided by Kohn and 
Sham, as it will be presented in the next section. 
 
2.8.1. The Kohn-Sham Method (KS) 
The unknown energy functional is expected to contain a kinetic energy term (T), an 
external potential term coming from the nuclei (Vext), a third term due to classical 
columbic interactions between electrons, and a final term due to exchange and 
correlation contributions (EXC): 
 
E = T [ρ (r)] + ∫              + ∬
            
|       |
d   d   + EXC    (2.24) 
 
Kohn and Sham proposed a fictitious system of non-interacting particles, moving under 
some external potential (Veff), and having the same electronic density and energy as the 
real system. Since the particles are not interacting with each other, the classical columbic 
term describing interactions between electrons is not necessary. The resulting energy 
functional is shown below: 
 
E = T0 [ρ (r)] + ∫              =  ̂         (2.25) 
 
The kinetic energy (T0) is not the same as that of the real system (T) because of the 
different nature of the non-interacting particles. Also, the effective potential (Veff) is 
defined below: 
 
Veff =      + ∬
            
|       |
d   d   + 
     
  
 + 
  
  
 - 
   
  
      (2.26) 
 
The total Hamiltonian operator for this system can be written as a function of the single 
particle operators defined in equation 2.25: 
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 ̂ = ∑  ̂      
 
            (2.27) 
 
Analogous to the one-electron Hartree-Fock equations presented in section 2.4, single-
electron Kohn-Sham equations (K-S) are developed to determine the single electron 
orbitals:  
 
 ̂         = [T0 [ρ (r)] + ∫             ]       = Ei        (2.28) 
 
The problem in trying to solve equation 2.28 lies in the unknown nature of the terms 
     
  
 + 
  
  
 - 
   
  
 defining     .  Thus, approximate functionals have been proposed to 
calculate these terms, which are put together in a potential known as the exchange-
correlation potential (VXC): 
 
VXC =  
     
  
 + 
  
  
 - 
   
  
 + si = 
    
  
       (2.29) 
 
The exchange-correlation potential also includes a self-interaction correction (si), 
because electrons described in the K-S equations are also part of the total electronic 
density, thus, the columbic term in Veff includes interaction between the electron and 
itself.
39
 Different approaches proposed to specify VXC will be reviewed in the next 
section. 
 
2.8.2. Approximated Functionals for the Exchange Correlation Potential  
There is one case in which the true form of VXC can be derived exactly: the uniform 
electron gas.
39
 In this case, the electronic density is constant in space and the exchange-
correlation potential (VXC) can be calculated for different constant electronic-densities. 
In real systems, however, the electronic density is different at every point in space. By 
applying the Local Density Approximation (LDA), VXC is obtained at every location 
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using the local density at that point and calculating the exchange-correlation potential for 
the uniform electron gas. This approach neglects the effect of the environment and 
focuses only in the local electronic density. Another approach known as Generalized 
Gradient Approximation (GGA) uses information about the local electronic density and 
the local gradient of the electron density. Popular GGA functionals include BP86,
41,42
 
BLYP,
43
 PW91,
44
 and PBE.
45
 
 
Even though GGA functionals include more information about the electronic 
environment, it does not always produce more accurate results than LDA approaches. In 
general, LDA provides accurate descriptions of molecular structures, vibrational and 
elastic properties, and charge densities of a wide range of systems. But, it fails to 
describe heats of reactions and energy barriers. On the other hand, GGA calculates heats 
of reaction within 25 kJ/mol of experimental values, but fail at describing dispersion 
interactions (van der Waals). 
46
 
 
2.8.3. The Frozen Core and the Pseudopotential Approximation 
The heavier the atoms in the system being studied become, the more accurate are the 
basis functions required to correctly describe their electronic behavior (Slater-type, 
Gaussian-type, plane-waves, etc.). In addition, near the nucleus electronic wave-
functions display nodal, oscillating behavior.
34
  Trying to reproduce these features would 
result in prohibitively expensive calculations. However, it is possible to take advantages 
of some phenomena related to the chemical activity of electrons. For example, tightly-
bound core electrons are hardly affected by the atomic environment, and most physical 
properties are determined by valence electrons. Therefore, the frozen-core 
approximation is introduced. In this approach, electronic wave-functions of core-
electrons electrons are pre-calculated and used to describe the inner electrons of atoms in 
the system. These wave-functions are kept frozen during the calculation and only the 
wave-functions of valence electrons are varied.
34,39
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Pseudopotentials are introduced as a way of getting rid of the nodal, oscillating features 
of the electronic wave-functions near the nucleus. They replace the true atomic wave-
function with a smoother function that reproduces the ionic potential arising from 
nuclear charges and the frozen-core electron charges. Additionally, the pseudopotentials 
agree with the true wave-function in the region of the valence electrons.
34,39
 Both of the 
approximations presented in this section reduce significantly the computational cost 
required for solving the K-S equations. 
 
2.8.4. Self-Consistent Solution of KS Equations 
After considering the different approximations presented in sections 2.8.2 and 2.8.3, it is 
possible to introduce a self-consistent algorithm for solving equation 2.1.b, and 
obtaining the electronic energy contribution (Eelectrons) using the Kohn-Sham approach. 
The first step is to define a trial electronic density, ρ (r), and solve the K-S equations (eq. 
2.28) to determine the single electron orbitals, ψj. As before, the shape of the electronic 
orbitals (ψj) is defined using the basis functions described in section 2.5.  
 
Subsequently, the calculated electronic orbitals are used to calculate an electronic 
density, using equation 2.23. This calculated density is compared to the one initially 
proposed. If they do not match, a new estimate is made using the calculated Ei 
contributions, until they converge. Figure 2.3 schematizes the self-consistent KS 
procedure. 
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Figure 2.3 Self-consistent Kohn-Sham procedure 
 
 
2.9.Hybrid Methods 
As mentioned in section 2.7, including correlation effects in HF-based methods is a 
highly demanding computational task, especially when dealing with multi-reference 
systems. Alternatively, Including correlation effects in DFT-based methods is a simpler 
task that is accomplished with the help of LDA and GGA functionals presented in 
section 2.8.2, and yields relatively accurate results.
38
 However, the solution of the 
exchange part of the functional in DFT-based methods is very approximate. Thus, it 
seems appropriate to combine the correlation functional from DFT with the exact 
exchange part from the HF formalism. This methodology reduces some of the 
inaccuracies of the LDA and GGA functionals and at the same time maintains the 
computational efficiency of DFT-based methods.
46
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In some of the most popular of such hybrid functionals, the DFT-exchange part is mixed 
with a percentage (X) of HF-exchange.
38
  Examples include B3LYP (BLYP with X = 
20),
47,48
 B3PW91 (PW91 with X = 20),
15
 and PBE0 (PBE with X = 25).
49,50
 
 
2.10. Ab-Initio Molecular Dynamics Simulations (AIMD) 
AIMD refers to a general approach in which the forces acting on the nuclei are 
calculated using classical mechanics, and electronic structure calculations are performed 
using quantum mechanics. For each set of nuclei coordinates, electronic structure 
calculations as those showed in Figure 2.2 and Figure 2.3 are performed, generating a 
simulation trajectory. This approach has some advantages compared to pure quantum 
mechanics optimization, including the incorporation of the time variable into the 
simulation, and the ability to handle larger systems (up to a few hundred atoms). 
Compared to classical MD simulations, AIMD provides much more accuracy because 
the chemistry of the system is accounted for using quantum mechanics rather than 
empirical parameterized potentials. Additionally, AIMD methods based on the Kohn-
Sham formalism agree well with experimental results, and are usually more efficient 
than those based on Hartree-Fock, making it the most popular scheme for AIMD 
simulations.
39
 
 
2.10.1. Equations Describing the Dynamics of Atoms  
When describing the dynamics of a set of atoms (N) in a given volume (V), it is useful to 
define a few terms such as the total kinetic and potential energy of the system (K and U, 
respectively), using the 3N spatial coordinates of the atoms (r1, r2,…,r3N), their 3N 
velocities (v1, v2,…,v3N), and their mass (m1, m2,…,m3N): 
 
K = 
 
 
∑     
   
            (2.30) 
 
U = U (r1, r2,…,r3N) = Etotal        (2.31) 
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As mentioned above, the potential energy of the system (U) is calculated using quantum-
based methods (Etotal), commonly the K-S approach shown in Figure 2.3. Subsequently, 
this potential energy generates a force that drives nuclei movement: 
 
Fn, i =  
  
   
          (2.32) 
 
This force is related to the dynamics of the atoms through Newton’s equation: 
 
Fn, i = mi.ai =mi 
   
           
(2.33) 
 
This leads to the equation below, relating the calculated potential energy with atomic 
coordinates and velocities: 
 
   
    
= 
   
  
 = 
 
  
 
  
   
         (2.34) 
 
Typically, equations 2.32-2.34 are solved numerically. One of the most common 
approaches is the so-called Verlet algorithm, which uses a truncated Taylor expansion to 
define the trajectory of the particles in the system:
37
 
 
ri (t + Δt) ≈ 2ri (t) – ri (t - Δt) + 
     
  
 Δt2      (2.35) 
 
The accuracy of equation 2.35 depends on the use of a very small time step (Δt), usually 
no larger than 10 femtoseconds.
37
 A slightly different approach for describing the 
dynamics of atoms involves defining a Lagrangian (L) term using the kinetic and 
potential energies: 
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L = K – U = 
 
 
∑     
   
    - Etotal       (2.36) 
 
In this case, the equation of motion will be given by: 
 
 
  
(
  
   
) = 
  
   
          (2.37) 
 
2.10.2. Statistical Ensembles 
Ensemble is a statistical term denoting the probability distribution of microstates of a 
system reproducing a set of macroscopic quantities (For example Number of particles 
(N), Volume (V), Temperature (T), Pressure (P), or Energy (E)). In order to calculate the 
properties of the system, expectation values of such properties are calculated as 
ensemble averages over a large number of microstates. In cases in which the total energy 
of the system (K + U) is conserved, the system evolves in a microcanonical ensemble, 
i.e., all different microstates reproduce constant values of N, V, and E. This ensemble 
reproduces a situation in which a system is thermically isolated.  
 
Another interesting ensemble is the canonical ensemble, in which the system is allowed 
to exchange heat with its surroundings. Therefore, the energy is not conserved but N, V, 
and T. The temperature is defined using the Maxwell-Boltzmann distribution of 
velocities (vi): 
 
T = 
 
    
∑     
   
            (2.38) 
 
Usually the temperature is controlled by using the Lagrangian and adding an extra term 
including a fictitious thermostat. Equations of motion derived from such Lagrangian 
include a friction term (ξ) that can increase or decreases the velocities in the system to 
maintain T on target: 
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= 
   
  
 = 
 
  
 
  
   
  
 
  
 vi        (2.39) 
 
In summary, AIMD is a sequential approach in which electronic structure calculations 
are performed using quantum mechanics, typically the Kohn-Sham formalism in Figure 
2.3, for a set of fixed nuclear coordinates. This energy is then used as the potential 
energy (U) of the system and is employed to solve classical equations of motion that 
describe the dynamics of the nuclei. These may be either equations 2.34 or 2.39, 
depending on the canonical ensemble being used (microcanonical or canonical, 
respectively). After nuclei are moved using the equations of motion, another electronic 
structure calculation is performed, which generates a new potential energy affecting the 
nuclei. This process is repeated as long as necessary to generate a sufficiently large 
simulation trajectory (usually up to a few tens/hundreds picoseconds). 
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3. GEOMETRIC AND ELECTRONIC CONFINEMENT EFFECTS ON 
CATALYSIS 
*
 
 
 
3.1.Summary 
We report a density functional theory-based study of the electronic and geometric effects 
exerted on molecules confined between transition metal surfaces. We first investigate 
changes in adsorption energies and activation barriers for dissociation of O2 and NO2 on 
Pt(111) and Fe(111) respectively. It is found that the energy barrier for dissociation of an 
O2 molecule adsorbed on bridge site is 35 % lower than that on a single surface when the 
molecule is confined between two Pt (111) surfaces, and the barrier becomes negligible 
when the molecule adsorbs with its axis forming and angle of 60
o
 or 90
o
 with the plane 
of the surfaces.  In the case of NO2 confined between Fe (111) surfaces, the decrease is 
from 5-12% in the first deoxygenation and 10-15% in the second deoxygenation 
reaction.  For both confined molecules, there is a substantial charge transfer from the 
metal surfaces that induces bond weakening thus facilitating dissociation.  It is also 
found that the dissociation of CO, NO and O2 on various confined transition metal 
surfaces follows the well-known linear Brønsted-Evans-Polanyi relationships between 
adsorption and activation energies, yielding smaller slopes than the same reactions on 
single surfaces, thus evidencing facilitation of the catalytic reaction. These findings 
suggest that the reported phenomena could be useful for the design of nanoporous 
catalytic structures as well as sensors and nanoelectronic devices.    
 
 
 
                                                 
*
 Reprinted with permission from Julibeth M. Martinez de la Hoz and Perla B. Balbuena. “Geometric and 
Electronic Confinement Effects on Catalysis”.  The Journal of Physical Chemistry C 2011 115 (43), 
21324-21333. Copyright (2011) American Chemical Society 
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3.2.Introduction 
Heterogeneous catalysis is an important field, crucial to most of the large scale industrial 
chemical processes 
51
. When a solid surface is acting as a catalyst a sequence of 
elementary steps occur to accomplish the desired chemical reaction: reactants from a 
fluid phase are adsorbed onto the surface, adsorbed species react on the surface and 
finally, the products are desorbed back into the fluid phase. Thus, the adsorption 
energies of reactants, intermediates and products along with the activation energies 
separating the different intermediate steps, provide an adequate description of the given 
catalytic reaction. In general, the activation energy defines the rate at which the reaction 
occurs and the adsorption energies of the different species determine their rate of 
removal from the surface. A good catalyst is expected to display a good compromise 
between these two events. 
 
A new interesting phenomenon that could help improve the catalytic activity of 
heterogeneous catalysts, is the confinement effect given by the proximity of two metal 
surfaces. Recent findings indicate that this confined environment is related to changes in 
the chemical, electronic, and magnetic properties of the material.
27,31,52,53
 Structural 
changes in the metal as a function of the surface – surface separation, in the range of 3 – 
10 Å, have been recently observed in metal alloy surfaces 
52-31
. Regarding catalytic 
enhancements, Mahmoud and El-Sayed reported that the reduction of 4-nitrophenol by 
sodium borohydride catalyzed inside the cavity of cubic hollow nanoparticles displayed 
a higher catalytic activity than on solid or partially hollow nanoparticles
54
.  Similarly, an 
ethylene molecule confined between two metallic surfaces may experience significant 
chemical changes becoming a radical anion able to initiate a polymerization reaction
27
.  
Interestingly, the initiation of polymerization reactions due to confinement that was first 
shown through theoretical calculations
27
 has been recently demonstrated experimentally 
using an STM tip. 
55,56
 Indeed, the electronic distribution in confined molecules is 
modified by the strong enhanced interaction of the metal surfaces, which determines a 
distinctive characteristic observed in confined systems: the presence of electrons in the 
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gap between the surfaces 
31,53
. The highly populated electronic region results in 
variations of the electronic properties that are reflected in changes in the density of states 
(DOS) of a given metallic system, as a function of metal – metal separation. Broader d-
bands, lower DOS at the Fermi level and decrease in the exchange splitting have been 
observed in a system of a Ti monolayer over Pt, when interacting with another Pt surface 
at distances smaller than 6 Å. In this case, the electronic modifications are also closely 
related to variations of the magnetic properties of the given metallic system 
53
. All these 
alterations are expected to affect the geometrical structure and reactivity of species 
confined between the two metal overlayers. For example, variations in electron 
confinement in ultra-thin metal films have been found to modify the O2 dissociative 
adsorption on Mg films. 
57
 These examples suggest that understanding how confinement 
influences the adsorption and dissociation of adsorbates should be vital not only for the 
design of new improved catalysts but also may find novel applications in sensors and 
nanoelectronics.  
 
 In the first part of this work, we use density functional theory (DFT) methods with the 
aim of elucidating whether or not a given reaction is facilitated by spatial confinement of 
the adsorbate among metal surfaces focusing on the changes observed at the electronic 
level of the molecules and the metallic system. DFT has been shown to have the ability 
to make reliable semi-quantitative predictions of catalytic phenomena, including 
adsorption and activation energies for dissociation of molecules over a range of metal 
surfaces 
58,59
. The first case studied in this section, is the well known O2 dissociation on 
Pt (111). There are two molecular chemisorbed precursor states: the paramagnetic 
superoxo    
 , centered at bridge sites, and the non-magnetic peroxo   
   centered over 
fcc sites 
60
. According to the adsorption energies calculated by Eichler and Hafner using 
ab-initio calculations on the O2/Pt(111) system, the superoxo state should be the most 
stable chemisorption state 
61
. Thus, the variation of the energies due to adsorption and 
consequent dissociation of the superoxo precursor on Pt (111) is calculated as a function 
of the separation between Pt (111) surfaces. This analysis is very important because of 
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the significant role of platinum as a catalyst in many processes such as fuel cell 
technologies. Another important industrial process is the exhaust gas cleaning in 
automobiles through catalytic conversion. The adsorption and dissociation of NOX, 
especially NO2 on metal surfaces has been widely studied using theoretical and 
experimental procedures
62-71
. Thus, the second case studied in this part, is the 
dissociation of NO2 on Fe (111) as a function of the separation between two Fe (111) 
exposed surfaces.  
 
In the second part of this work, the confinement effect on specific reactions is intended 
to be further quantified. Calculations performed using DFT methods have allowed the 
establishment of relationships between adsorption and transition state energies, known as 
Brønsted-Evans-Polanyi (BEP) relations 
72,73
. Linear correspondences between 
activation and reaction free energies were proposed first by Brønsted back in 1928 
72
 and 
then by Evans and Polanyi in 1938 
73
. Currently, there are several such relationships 
providing a way to estimate activation energies using the adsorption energies of the 
intermediates 
74-78
. A remarkable fact is that for a given metal surface structure, the 
transition state energy of similar molecules scales with the reaction energy in an 
analogous way, giving place to universal BEP relations. One of these relations is the one 
found by Nørskov et al for the diatomic molecules CO, N2, NO and O2 over transition 
metal surfaces 
74
. These molecules present a transition state geometry close to that of the 
final state, for this reason they are known as “late transition” molecules. Changes in the 
adsorption energy of the final state are directly related to variations in the transition state 
energy, which is reflected through a linear correspondence with a slope close to one. 
Nørskov et al found that the line describing the dissociation of the molecules on stepped 
surfaces is positively shifted respect to that of the dissociation on close-packed planes 
74
. 
Thus, when comparing the dissociation process on these two surfaces, a molecule that 
binds to them with the same strength would need a smaller activation energy to 
dissociate in the stepped surface. This means, stepped surfaces are more active catalyst 
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for the reactions studied, providing a better compromise between the energy needed for 
the dissociation and the rate of product removal.  
 
Given that BEP relations provide valuable information related to the catalytic activity of 
metal surfaces toward specific reactions, in the second part of this work we study the 
dissociation of the diatomic molecules CO, NO and O2 over the close packed plane of 
different transition metal surfaces for both a normal surface slab and the “confined” 
system, defined by the proximity of the two metal slabs separated about 4.9 Å. These 
universal relations are independent of the reactant and of the metal, varying only with 
the structure of the active site 
76,77,79
; the comparison of the two BEP relations then allow 
determining and quantifying the influence of the confinement on the facilitation of the 
given reactions.  
 
Lastly, we describe some catalysis scenarios where the suggested confinement effects 
can be realized. Electrochemical and surface science experiments
80-83
 and continuum
84
 
and Kinetic Monte Carlo
85
 simulations suggest that a porous structure might be present 
after the dealloying process.  Experimental studies by Dimitrov et al
86
 have concluded 
that dealloying of a less-noble component is sometimes accompanied by surface oxide 
formation involving the less-noble element, increasing the retention of such element in 
the porous matrix and modifying the catalytic activity. However, the structural models 
inferred from the experiments lack specific information and are only qualitative.  On the 
other hand, a recent assessment of the catalytic activity of bimetallic and trimetallic 
alloys of composition PtM3 and PtNi3M (with M = Co, Cu, Cr) 
81
 has clearly shown an 
enhanced ORR electrocatalytic activity claimed to be one of the highest currently 
achieved.  But the actual reasons of the activity benefit which are attributed to the 
“nanoscale structure” of the dealloyed particles are not yet explained. The examples 
shown in this work suggest that such activity enhancement may be originated by the 
geometric and electronic confinement resulting from the nanoporous structure originated 
after the dealloying process.   
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3.3.Computational and System Details 
Calculations were performed using the Vienna ab initio simulation package, VASP 
87-91
, 
with the exchange–correlation functional Perdew–Burke–Ernzerhof (GGA-PBE)45 in the 
first part of the paper, where the systems are studied mostly at an electronic level.  The 
revised PBE functional (GGA-rPBE) is employed in the second part of this work, where 
the BEP relationships are calculated, since this functional has been shown to improve the 
chemisorption energetic of atoms and molecules on transition-metal surfaces 
92
. The 
projector augmented wave (PAW) pseudopotentials 
93,94
 provided in the VASP databases 
were used to describe the electron-ion interactions. The plane wave was expanded up to 
a cutoff energy of 400 eV. The convergence criteria for ionic relaxation loop and for 
electronic self-consistent iteration were set to 10
-3
 and 10
-4
 eV respectively, and a 
Methfessel–Paxton smearing of 0.2 eV was employed. A 4x4x1 k-points Monkhorst–
Pack 
95
 mesh sampling in the surface Brillouin zone was applied for the DFT 
calculations. Whereas, for the electronic density of states calculations a 16x16x1 k-
points mesh sampling was used. Spin polarization was included in every simulation. The 
calculations of the activation energies for dissociation of the adsorbates on the metal 
surfaces were performed using the nudged elastic band (NEB) method.
96-98
 The method 
works by optimizing a number of intermediate images along the reaction path, while the 
initial and the final images corresponding to the reactant and product respectively are 
optimized previous to the NEB calculation. In all cases, four intermediate images were 
employed maintaining equal spacing between neighboring images. The Bader charge 
analysis was used to calculate the total electronic charge of an atom 
99,100
. Within this 
method, the total electronic charge of an atom is approximated by the charge enclosed 
within the Bader volume defined by zero flux surfaces. 
 
3.3.1. O2 Dissociation on Pt (111) and NO2 Dissociation on Fe (111) Surfaces 
In the case of the O2/Pt(111) system, the metal slab consisted of 6 layers modeled using 
2 x 2 supercells (Figure 3.1). The close-packed plane (111) of the platinum face centered 
cubic (fcc) structure was used. The two top and the two bottom layers were allowed to 
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relax, whereas the two layers in the middle were kept ﬁxed, representing the ‘‘bulk’’ 
material. Periodic boundary conditions were applied in x, y, and z directions for all the 
systems studied. Thus, the metal slabs are considered infinite in the x and y directions 
but the top (111) surface is separated from the image of the bottom (111) surface in the z 
direction by a distance H. Two different values of H were chosen: 15 Å to evaluate the 
properties of the O2 molecule on the Pt (111) “surface”, where there is no interaction 
between the metal slab and its periodic image; and 4.7 Å to evaluate the properties of the 
O2 molecule confined between two Pt (111) surfaces. The optimum bulk lattice constant 
of Pt was determined as 3.98 Å, which compares well with the experimental value of 
3.92 Å. 
101
 
 
The simulations were carried out by locating the O2 molecule parallel to the surface and 
centered on bridge sites in order to calculate the adsorption energy of the precursor 
superoxo chemisorbed state. In each simulation, the initial O–O distance was the gas 
phase value of 1.23 Å, as obtained from DFT calculations. Once the adsorption energies 
were calculated for both systems (H= 4.7 and 15 Å), the activation energies for O2 
dissociation were then obtained using the NEB method. In the final state, the oxygen 
atoms are located in threefold fcc hollow sites, which were determined as the most 
favorable location for the dissociated oxygen atoms on Pt (111) 
61
. Adsorption energies 
(Eads) are defined as the variation in energy due to taking the adsorbed O2 molecule to 
the gas phase, and calculated using equation 3.1. E2O/surf stands for the total energy of the 
interacting surface and the adsorbed O2 molecule, ESurf stands for the total energy of the 
clean Pt (111) surface and EO2 represents the total energy of the molecular oxygen in gas 
phase. 
 
                                    (3.1) 
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Figure 3.1 a) Pt slab, consisting of 6 layers modeled using 2x2 super cells and the close-packed 
plane (111) of the platinum face centered cubic structure b) Fe slab, consisting of 12 layers 
modeled using 2x2 super cells and the close-packed plane (111) of the iron body centered cubic 
structure. H represents in both cases the surface-surface separation in the z-direction 
 
 
 
In the case of the NO2/Fe (111) system, the metal slab consisted of 12 layers modeled 
using 2 x 2 supercells (Figure 3.1.b). The close-packed plane (111) of the iron body 
centered cubic (bcc) structure was used. The four top and the four bottom layers were 
allowed to relax, whereas the four layers in the middle were kept ﬁxed, representing the 
‘‘bulk’’ material. Periodic boundary conditions were applied in x, y and z directions for 
all the systems studied as in the previous case. Three different values of H were used in 
this case: 15 Å to evaluate the properties of the NO2 molecule on the Fe (111) “surface”, 
whereas 5 and 4.5 Å were used to evaluate the properties of the NO2 molecule confined 
between the two Fe (111) surfaces. The optimum bulk lattice constant of Fe was 
determined as 2.82 Å, which compares well with the experimental value of 2.87 Å. 
101
 
Simulations were carried out by adding the NO2 molecule in a threefold hollow site, 
which have been determined to be the most stable adsorption form for NO2 on Fe(111)
71
.  
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Adsorption energies were calculated for the three cases studied: H = 4.5, 5 and 15 Å. 
The initial geometry for the NO2 molecule was obtained from DFT calculations in the 
gas phase. From these calculations the N-O bond length is 1.21 Å and the O-N-O angle 
is 133.8°. Once the adsorption energies were calculated, the activation energies for the 
first and second deoxygenation of the NO2 molecule were then obtained using the NEB 
method and the reaction path proposed by Chen et al 
71
. Adsorption energies (Eads) in 
this case are defined as the variation in energy due to taking the adsorbed NO2 molecule 
to the gas phase, calculated using equation 3.2. Here E2O/surf stands for the total energy of 
the interacting surface and the adsorbed NO2 molecule, ESurf stands for the total energy 
of the clean Fe (111) surface and ENO2 represents the total energy of the NO2 molecule in 
gas phase. 
 
                                     (3.2) 
 
3.3.2. BEP Relationships for O2, CO and NO Dissociation on Transition Metals 
The dissociation reactions of O2, CO and NO were studied over Pt, Ir, Rh, Ni and Pd. 
The metal slab used in all the cases, is the same as the one described in section 3.3.1 for 
the O2/Pt (111) system (Figure 3.1.a). Two different values of the separation distance H 
were used in this case: 15 Å to evaluate the adsorption and dissociation energies in the 
single surface and 4.9 Å to evaluate them in confinement. The optimum bulk lattice 
constants of Ir, Rh, Ni and Pd were determined as 3.88, 3.84, 3.52 and 3.95 Å, 
respectively, which compare well with the experimental values of 3.84, 3.92, 3.52 and 
3.89 Å. 
101
 
 
The simulations were carried out by locating the molecules in their most stable 
chemisorption state on the given metal surface 
102-104
 to calculate their initial adsorption 
energy. In the final state, the atoms are located in threefold fcc hollow sites, which were 
determined as the most favorable location for the dissociated atoms on these surfaces.
102-
104
 In each simulation, the initial O–O, C-O and N-O distances were the gas phase values 
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of 1.23, 1.14 and 1.17 Å, as obtained from DFT calculations. Once the adsorption 
energies were calculated for both systems (H= 4.9 and 15 Å), the activation energies for 
the dissociation were then obtained using the NEB method. Adsorption energies (Eads) 
are defined in a similar way to that in section 3.3.1 and calculated using equation 3.3. 
EXX/surf stands for the total energy of the interacting surface and the adsorbed molecule, 
ESurf stands for the total energy of the clean (111) surface and EXX represents the total 
energy of the molecule in gas phase. 
 
                                    (3.3) 
 
Since O2, CO and NO display a “late transition” state, the universal BEP relationships 
are obtained by plotting the adsorption energies of the molecules in their final state vs. 
the activation energies for dissociation (     ).       is obtained by subtracting the 
Adsorption energy of the molecule in the initial state from the transition state energy 
(   ). 
 
3.4.Results 
3.4.1. O2 Dissociation on Pt (111)  
3.4.1.1.Adsorption of the O2 Molecule  
For H = 15 Å (surface), the O - O bond length and the adsorption energy of the 
optimized chemisorbed O2 molecule are 1.35 Å and -0.62 eV, respectively. The bond 
length is in good agreement with previous values calculated for the   
  superoxo 
precursor using theoretical and experimental works.
61,105-109
 However, the adsorption 
energy is slightly larger compared to the experimental values of -0.4 eV
105
 and -0.5 
eV
106
, determined for the molecular precursors. This can be explained since 
chemisorption energies are found to be slightly overestimated within density functional 
theory, especially with the PBE functional 
110
. As expected, charge transfer from the Pt 
surface to the molecule is observed. The charge of the adsorbed molecule is found to be  
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-0.43 electron units (e.u.), this is also in good agreement with the value -0.48 e.u. 
previously calculated
107
 and in fair agreement with the charge -0.53 e.u. found in the 
superoxo state
109
.  
 
When evaluating the same properties for the chemisorbed O2 molecule in the confined 
system (H = 4.7 Å), significant differences are found. The O – O bond length is longer 
and charge transfer to the adsorbed molecule is larger, with values of 1.4 Å and -0.6 e.u, 
respectively. These values may suggest in this case the molecular precursor correspond 
to the peroxo   
   state, where reported values for bond length and charge are 1.43 Å 
and -0.64 e.u. respectively.
61,108,109
 
 
The differences in charge transfer from the Pt surface to the adsorbate are also reflected 
on the electronic density of states (DOS) of the O2 adsorbed molecule. As can be 
observed in Figure 3.2 and in agreement with previously calculated DOS for O2 
adsorbed on a Pt (111) surface 
107,111
 the discrete molecular orbitals of the O2 molecule 
are broadened and shifted due to the interaction with the Pt substrate, resulting in a new 
set of electronic levels.  Nevertheless, the energy splitting between bonding and 
antibonding states in the confined system (H = 4.7 Å) is significant smaller. This is 
related to a weaker O – O bond in which the bonding orbitals are being destabilized and 
the antibonding orbitals are stabilized. In addition, the larger population in the 
antibonding    orbital found in the confined system with respect to the surface, is in 
agreement with the larger transfer of charge to the former. This is reflected in the DOS 
diagram by a larger proportion of the    orbital lying below the Fermi level in the 
confined system. All of these suggest weaker bond strength in the O2 molecule confined 
between the Pt (111) surfaces and explain the longer O – O bond length found in that 
case. 
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Figure 3.2 Electronic density of states of the O2 molecule a) in gas phase b) Chemisorbed on the 
Pt (111) surface for two different values of the surface-surface separation H: 4.7 and 15 Å 
 
 
The adsorption energy calculated for H = 4.7 Å is -0.53 eV, this is slightly weaker than 
the value calculated for H = 15 Å. The adsorption strength can be related to certain 
characteristics of the electronic structure. In this case, it is related to a shift of the p-band 
center of the molecule away from the Fermi level, which weakens the strength of the 
adsorbate–metal bond. The p-band center evolves from -6.7 eV to -8.2 eV for H=15 and 
4.7 Å, respectively. The oxygen p-band center has been correlated to the adsorption 
energy on metallic surfaces before. 
112
 The shifting of the oxygen p-band center away 
from the Fermi level was found to coincide with weaker adsorption energies, in 
agreement with our results. The position of the Pt d-band center was also calculated, a 
value of -2.31 eV was found in both cases, which suggests that the difference in 
adsorption strength is only influenced by the shifting of the p-band center of the O2 
molecule. 
 
3.4.1.2.Activation Energy for the Dissociation of O2 on Pt (111) 
Figure 3.3 shows the energy path for the dissociation of the chemisorbed O2 molecule on 
the Pt (111) surface (H = 15 Å) and that in the confined system (H = 4.7 Å). The 
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activation energy for the dissociation in the surface is relatively high: 0.57 eV, in fairly 
good agreement with a previous theoretical calculation where it was found to be 0.63 
eV
107
. On the other hand, a significantly smaller activation energy is needed when H = 
4.7 Å. Following the same reaction path, the activation energy calculated for the 
dissociation of the confined molecule is 0.37 eV. This smaller barrier agrees with both 
the weaker O – O bond strength and the longer bond length observed in the chemisorbed 
state.  Geometric details and images of the intermediate configurations are provided as 
Supplementary Information, as well as maps of the electronic density at the reactant, 
transition state, and product of the reaction for the two cases shown in Figure 3.3. 
 
 
 
 
Figure 3.3 Left: Energy path for the dissociation of the chemisorbed O2 molecule on the Pt (111) 
surface, for separations H = 4.7 and 15 Å. Right: Reaction followed and configuration of the 
initial and final states 
 
 
Thus, a facilitation of the O2 dissociation when the molecule is confined between Pt 
(111) surfaces is observed as a result of a larger charge transfer from the substrate to the 
adsorbate. This is perhaps, not the only advantage that the confinement can provide 
when trying to dissociate molecular oxygen. It has been previously found that when the 
separation among the Pt (111) surfaces is smaller than 4.8 Å, spontaneous dissociation of 
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the O2 molecule, placed initially in a vertical position between the surfaces, occurs.
113
 
This is explained as a consequence of the enhanced, stronger interaction of the top and 
bottom surfaces with the atoms in the molecule and is also reflected by the sharing of a 
high electronic density between them. Therefore, to quantify further advantages offered 
by the confinement, activation energies for the dissociation of both, an initially vertical 
O2 and a slightly tilted O2 molecule (approximately 60° with respect to the x-y plane), 
confined among the Pt (111) surfaces were calculated. The same value of H = 4.7 Å was 
used in both cases for comparison. The reaction paths for these cases are shown in 
Figure 3.4. For the initially vertical O2 molecule, there is no activation barrier for the 
dissociation, in agreement with the spontaneous dissociation observed in reference 
112
. In 
the case of the tilted molecule a really small energy is needed to activate the 
dissociation, corresponding to 0.03 eV. All the intermediate configurations as well as 
details on the geometry in Figure 3.4 are included as Supporting Information. 
 
 
 
 
Figure 3.4 Energy path for the dissociation of an O2 molecule on the Pt (111) surface with H = 
4.7 Å a) O2 molecule placed vertically among the surfaces b) O2 molecule slightly tilted, 
approximately 60o with respect to the surface plane 
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3.4.2. NO2 Dissociation on Fe (111) 
3.4.2.1.Adsorption of the NO2 Molecule on the Fe (111) Surface 
Table 3.1 displays adsorption energies and charges for the NO2 molecule, as a function 
of the Fe (111) surface-surface separation (H). For H = 15 Å (single surface), the 
calculated adsorption energy of -3.07 eV is in reasonable agreement with the value of -
2.8 eV, calculated for NO2 adsorbed in  the same configuration on the Fe (111) surface
71
. 
The trend observed in the data in Table 3.1, suggests slightly stronger bond strength 
between the molecule and the substrate and increases in the charge transfer to the NO2 as 
the surface-surface separation H decreases. However, the difference among the 
adsorption energies and among charges is rather small, leading to very small differences 
in the DOS of the adsorbed NO2 as a function of H (Figure 3.5). A relatively larger 
broadening of the bands is observed as H decreases.  
 
 
 
 
Figure 3.5 Electronic density of states of the NO2 molecule adsorbed on the Fe (111) surface for 
the three different values of H: 4.5, 5 and 15 Å 
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The larger charge transfers from the surface to the molecule, however, seem to weaken 
the bonds in the molecule, as reflected by the slightly longer N – O bond lengths (Table 
3.1). Electronic density maps provided as Supporting Information illustrate the 
differences in the adsorbed states for the single surface and two values of confinement. 
Differences among the d-band center of the Fe (111) substrate (-0.76 eV) and the p-band 
center of the adsorbed NO2 molecule (-7.96 eV) were not found with variations in H.  
 
 
Table 3.1 Adsorption energies, charges and N-O bond lengths corresponding to the NO2 
molecule adsorbed on the Fe (111) surface, as a function of H 
 
Surface – Surface 
separation, H (Å) 
Adsorption 
energy (eV) 
Charge of the NO2 
molecule (e. u.) 
N – O bond 
length (Å) 
15 -3.07 -1.19 1.37 
5 -3.29 -1.30 1.38 
4.5 -3.39 -1.33 1.39 
 
 
3.4.2.2.Activation Energy for the Dissociation of NO2 on Fe (111) 
Figure 3.6 shows the energy path for the first deoxygenation of the NO2 molecule as 
proposed by Chen et al 
71
. This reaction path is in good agreement with the experimental 
finding of the transition metal cleaving the N-O bond of the NO2 and following the 
reaction mechanism called electron-transfer-assisted oxygen abstraction.
114
 The energy 
barrier to activate the first deoxygenation of NO2 on the surface (H = 15 Å) is 0.35 eV, 
in reasonable agreement with the barrier calculated by Chen et al (0.45 eV) 
71
.  Also, as 
expected from the weakened N-O bonds found with decreasing H, the barrier for 
deoxygenation is slightly smaller as H decreases (Table 3.2).  
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Table 3.2 Activation energies for the first and second deoxygenation of the NO2 molecule on Fe 
(111), as a function of the surface-surface separation, H 
 
Surface – Surface 
separation, H (Å) 
Activation energy for the 
first deoxygenation (eV) 
Activation energy for the 
second deoxygenation (eV) 
15 0.35 0.77 
5 0.33 0.70 
4.5 0.31 0.66 
 
 
 
 
 
Figure 3.6 Left: Energy path for the first deoxygenation of the NO2 molecule on the Fe (111) 
surface, for H = 4.5, 5 and 15 Å. Right: Reaction followed and configuration of the initial and 
final states 
 
 
The energy path for the second deoxygenation of the NO2 molecule is shown in Figure 
3.7. In the initial state, there are a NO molecule and one oxygen atom adsorbed on the Fe 
(111) surface. Calculated adsorption energies, charges and N-O bond lengths are shown 
in Table 3.3.  As in the previous case, slightly stronger bond strength between the 
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molecule and the substrate and increases in the charge transfer to the adsorbate are found 
when H decreases. In addition, the N-O bond strength is weakened, reflected in longer 
N-O bond lengths for smaller values of H. Thus, as in the previous deoxygenation, the 
barrier decreases slightly with decreasing H (Table 3.2). The energy barrier to activate 
the second deoxygenation of NO2 on the surface (H = 15 Å) is 0.77 eV (Table 3.2), 
which is again in reasonable agreement with the barrier 0.84 eV 
71
. Differences with the 
values calculated in reference 
71
 are mostly due to the difference in the choice of 
functional: the GGA(r-PBE) functional vs. the GGA (PBE) used in this work.  Details of 
the geometries of the various intermediate states of Figure 3.6 and Figure 3.7 are 
provided as Supporting Information. 
 
 
 
 
Figure 3.7  Left: Energy path for the second deoxygenation of the NO2 molecule on the Fe (111) 
surface, for H = 4.5, 5 and 15 Å. Right: Reaction followed and configuration of the initial and 
final states 
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Table 3.3 Adsorption energies, charges and N-O bond lengths corresponding to the NO molecule 
adsorbed on the Fe (111) surface, as a function of H 
 
Surface – Surface 
separation, H (Å) 
Adsorption 
energy (eV) 
Charge of the NO 
molecule (e. u.) 
N – O bond 
length (Å) 
15 -4.83 -0.88 1.30 
5 -4.98 -0.92 1.31 
4.5 -5.05 -0.95 1.31 
 
 
The results obtained in sections 3.4.1 and 3.4.2 show that the spatial confinement of 
adsorbates between metallic surfaces influences their adsorption energies and energy 
barriers for dissociation. However, the degree of confinement-driven facilitation for a 
given reaction appears to depend on the nature of the surface and also on the specific 
reaction. Thus, with the aim of further exploring these influences in a systematic way, 
BEP relationships are calculated in section 3.4.3 for the dissociation reactions of O2, CO 
and NO on different close packed transition metal surfaces.  
 
3.4.3. BEP Relationships for O2, CO and NO Dissociation on Transition Metals 
Figure 3.8 shows the activation energies for the dissociation of CO, NO and O2 on the 
close packed plane of different transition metals plotted as a function of the adsorption 
energy of the dissociated products (Eads-F).  For both the surfaces and the confined 
systems we found actual linear relationships like those in the Brønsted–Evans–Polanyi 
relations:  
      = A*(Eads-F) + B 
 
In the case of the surface slabs (Figure 3.8.a), A = 0.92 and B = 2.58; these results are in 
very good agreement with the values A = 0.90 ± .04 and B = 2.07 ± .07 found by 
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Nørskov et al for the dissociation of CO, N2, NO and O2 over the close packed plane of 
transition metal surfaces 
74
. In the case of the confined systems (Figure 3.8.b), A = 0.81 
and B = 2.22, the line is slightly shifted positively with respect to that of the surfaces (B 
decreases from 2.58 to 2.22). However, the most significant change between these two 
relationships is found in the decrease of the slope from 0.92 to 0.81. The smaller slope in 
confinement is the consequence of larger decreases on the activation energies for the 
molecules in the following order: CO > NO > O2. On average the decrease in activation 
energies for the dissociation of the confined molecules with respect to that on the surface 
were 0.62, 0.34 and 0.09 eV for CO, NO and O2 respectively. Table 3.4 displays the 
adsorption energies in the initial (Eads-I) and final-dissociated state (Eads-F), and the 
transition (     and activation energies for the dissociation         for every system 
studied, relative to the free molecules in gas phase. Also, the charges of the initially 
adsorbed molecules on both single surfaces and confined systems are provided. 
 
The reason for the different degrees of confinement-driven facilitation seems to be 
related to the degree of interaction of the atoms in the molecule with the top metallic 
layer of the confined system and relatively independent of the transition metal. This can 
be better understood by observing Figure 3.9.a, where the shortest distance between the 
atoms in the molecule and the top metallic layer is plotted as a function of the variation 
in the activation energy with respect to the dissociation in the surface. A direct relation 
can be observed, implying larger facilitations of the given reaction for those molecules 
closer to the top metallic layer. The proximity of the molecule and the metallic layer 
allows a better electronic interaction between them, which would work by increasing the 
additional charge transferred to the molecule (Figure 3.9.b) and debilitating the 
molecular bond as was also found in section 3.4.1. As an example, Figure 3.10 shows 
the electronic density maps for the adsorbed CO, NO and O2 on Pt (111), whose shortest 
distance to the top layer of this surface are 2.41, 2.51 and 3.03 Å, respectively. It is clear 
that the strongest interaction is found in the case CO/Pt, reflected in larger electronic 
densities shared between the molecule and the top metallic layer. 
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Figure 3.8 Calculated activation energies (E_diss) for CO, NO and O2 dissociation on the close 
packed plane of different transition metals plotted as a function of the calculated adsorption 
energy of the dissociated products (Eads-F). The data are shown in Table 3.4. a) Calculations 
performed on a single slab surface. b) Calculations performed on confined systems defined by 
the proximity of the two metal slabs separated about 4.9 Å 
 
 
Table 3.4 Adsorption energies of the initially adsorbed (Eads-I) and dissociated molecules (Eads-
F), transition (E_Tr) and activation energies (E_diss) for the dissociation, and charges of the initially 
adsorbed molecule for every system studied 
 
System 
H = 15 Å H = 4.9 Å 
Eads-I 
(eV) 
Eads-F 
(eV) 
    
(eV) 
      
(eV) 
Charge 
molecule  
(e.u.) 
Eads-I 
(eV) 
Eads-F 
(eV) 
    
(eV) 
      
(eV) 
Charge 
molecule  
(e.u.) 
CO/Pt 
(111) 
-1.43 1.88 2.76 4.19 -0.18 -1.13 1.89 2.79 3.92 -0.32 
CO/Pd 
(111) 
-1.59 2.04 2.87 4.46 -0.21 -1.40 2.03 2.45 3.86 -0.33 
CO/Ni 
(111) 
-1.54 1.22 2.05 3.59 -0.34 -1.44 1.17 1.60 3.04 -0.54 
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Table 3.4 continued 
System 
H = 15 Å H = 4.9 Å 
Eads-I 
(eV) 
Eads-F 
(eV) 
    
(eV) 
      
(eV) 
Charge 
molecule  
(e.u.) 
Eads-I 
(eV) 
Eads-F 
(eV) 
    
(eV) 
      
(eV) 
Charge 
molecule  
(e.u.) 
CO/Ir 
(111) 
-1.83 0.80 1.85 3.69 -0.07 -0.54 0.69 1.84 2.70 -0.28 
NO/Pt 
(111) 
-1.46 -0.40 1.07 2.53 -0.36 -1.09 -0.36 1.36 2.46 -0.49 
NO/Pd 
(111) 
-1.83 -0.27 0.78 2.61 -0.34 -1.58 -0.26 0.81 2.38 -0.48 
NO/Ni 
(111) 
-2.06 -1.69 
-
0.65 
1.41 -0.55 ---- ---- ---- ---- ---- 
NO/Rh(
111) 
---- ---- ---- ---- ---- -1.90 -1.96 
-
1.21 
0.69 -0.58 
O2/Pt 
(111) 
-0.20 -1.09 0.44 0.64 -0.43 -0.05 -1.04 0.33 0.39 -0.54 
O2/Pd 
(111) 
-0.42 -1.27 0.50 0.92 -0.54 -0.35 -1.25 0.56 0.91 -0.65 
O2/Ni 
(111) 
-0.98 -3.01 
-
0.90 
0.08 -0.78 -1.02 -3.05 
-
0.94 
0.09 -0.91 
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Figure 3.9 a) Variations on the activation energies for dissociation compared to that on normal 
surfaces, as a function of the shortest distance of the atoms in the molecule to the surface top 
layer.  b) Additional charge of the molecule in the confinement (with respect to that on a surface) 
as a function of the shortest distance of the atoms in the molecule to the surface top layer. Data 
were obtained from Table 3.4 in cases when comparisons were possible 
 
 
 
Figure 3.10 Electronic density maps for molecules adsorbed between two Pt (111) surfaces at a 
surface–surface separation distance H = 4.9 Å. (a) CO, (b) NO, and (c) O2 
 
 
 
 
3.5.Conclusions 
Spatial confinement of adsorbates between metallic surfaces influences their adsorption 
energies and energy barriers for dissociation. Molecular oxygen chemisorbed among Pt 
(111) surfaces dissociates with a significantly smaller energy when the surface – surface 
separation is 4.7 Å (confinement), compared to that of a single surface. The difference 
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between these energies is related to a larger charge transfer from the substrate to the O2 
molecule in confinement, which generates larger changes in the electronic structure of 
the molecule and weakens the O – O bond strength. Changes in the p-band center of the 
molecule are also observed, with a shifting away from the Fermi level in the confined 
state, resulting in the weaker adsorption energy found for H = 4.7 Å. We also studied the 
influence of confinement on the adsorption and dissociation of NO2 on Fe (111), 
obtaining similar qualitative results to the ones found for O2./Pt (111).  The charge 
transfer from the surface to the adsorbate increases as H decreases, which seems to 
weaken the N – O bonds in the molecule and facilitate the dissociation under 
confinement. However in the NO2/Fe(111) system, quantitative differences between the 
charges transferred to the adsorbate as a function of H, and thus differences among 
energy barriers for dissociation are rather small.  We conclude that the degree of 
confinement-driven facilitation for a given reaction depends strongly on the nature of the 
surface (close packed vs. stepped surfaces) and also on the specific reaction.  
 
To further understand confinement effects on reactivity, BEP relationships were found 
for the dissociation of CO, NO and O2 on the close packed plane of transition metals for 
both single surfaces and confined systems. The main difference found is the smaller 
slope in confined systems, which is reflected in different degrees of facilitation for the 
reactions studied. On average, the decrease in activation energies for the dissociation of 
CO, NO and O2 with respect to those on the surface were 0.62, 0.34 and 0.09 eV, 
respectively. The confinement-driven facilitation is found to be related to the degree of 
interaction of the atoms in the molecule with the top metallic layer of the confined 
system and relatively independent of the transition metal. The proximity between the 
molecule and the metallic layer allows a better electronic interaction between them, 
which would work by increasing the additional charge transferred to the molecule and 
debilitating the molecular bond as shown in the first part of this work. To conclude, we 
emphasize the relevance of the present findings for the design of novel catalytic 
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nanoporous metal structures with enhanced activity.  Similar phenomena can be useful in 
the design of nanosensors and nanoelectronic devices.   
 
 51 
 
4. LOCAL SURFACE STRUCTURE EFFECT ON REACTIVITY OF 
MOLECULES CONFINED BETWEEN METALLIC SURFACES 
*
 
 
 
4.1.Summary 
Interactions between metallic surfaces separated by nanometer distances create an 
unusual reactivity environment.  Here we evaluate the effect of the geometry given by 
differences in the structures of the interacting surfaces and by the presence of steps.  
Adsorption of an oxygen molecule and its dissociation is examined in gaps defined by 
interacting platinum surfaces of separations between 5.36 and 4.70 Å, comparing the 
effect of the different gap geometries on the adsorption strength and barriers for 
dissociation. It is found that specific surface-surface configurations influence the 
electronic structure of the surface where the molecule is adsorbed, modifying the width 
of its d-orbital and therefore the adsorption strength due to changes in the overlap of the 
adsorbate molecular orbitals with the metal d-band. In addition, the degree of the 
molecule/metal interaction with the other surface may restrict the adsorbate mobility and 
its dissociation. The presence of defects may decrease the adsorbate/surface interaction 
strength, but the net result depends on the specific reaction and nature of the 
intermediates since in some cases weaker adsorptions may result in lower dissociation 
barriers. 
 
 
 
                                                 
*
 Reprinted with permission from Martinez de la Hoz, J. M.; Balbuena, P. B.: “Local surface structure 
effect on reactivity of molecules confined between metallic surfaces”. Phys. Chem. Chem. Phys. 2013, 15, 
1647-1654- Reproduced by permission of the PCCP Owner Societies. Copyright (2013) PCCP Owner 
Societies 
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4.2.Introduction 
Solid surfaces are employed as heterogeneous catalysts for a large number of chemical 
reactions. The catalytic effectiveness of such surfaces is given by their ability to adsorb, 
dissociate, and desorb chemical species. Some reactions require strong adsorption of a 
given species, while others require weak adsorption strengths. Similarly, when a reaction 
involves cleavage of molecular bonds, small activation barriers for the dissociation allow 
higher reaction rates, whereas in other cases, the dissociation of the adsorbed molecule is 
undesired and high energy barriers for dissociation are more suitable. All of these 
suggest that controlling the factors determining adsorption strengths and barriers for 
dissociation on a given system, allows ultimately controlling the reactivity of the system 
toward specific reactions. 
 
Several recent studies have addressed the importance of understanding confinement 
effects on reactivity.
115-122
  In the early 90’s, Corma et al. had already described the 
phenomena in a series of studies associated with their observations of reactivity in 
zeolites;
123-125
 a topic that is currently revisited by several groups.
121,126-128
  Other work 
focuses on reactions inside carbon nanotube systems,
116,120
 where it is claimed that due 
to the curvature effect there is an electronic redistribution of the  electron density of the 
graphene layers. Both in zeolites and inside carbon nanotubes, the electronic density of 
the atoms constituting the “caged” environment and those of the reactants, intermediates 
and products, may experience significant changes which make their chemical behavior 
to differ from bulk.  These changes should be further enhanced if the participant atoms 
belong to transition metals, of well-known catalytic activity.   In previous work, the 
reactivity of transition metal surfaces toward the dissociation reaction of diatomic 
molecules was found to increase when the dissociations take place in a confined space 
defined by two interacting metal surfaces separated by distances smaller than 5 Å.
22
 The 
proximity of the metal surfaces at these small distances has been found to result in the 
presence of electrons in the gap between the surfaces.
22,25,27,31
 Such electrons along with 
the interaction between the surfaces and the adsorbate, help reducing the activation 
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barriers for dissociation. The extent to which the barrier decreases was found to be 
directly related to the additional charge transferred to the molecule in these confined 
systems with respect to that on a single surface. This additional charge could be 
controlled by two main factors. First, the type of metal atoms forming the confined 
system since the electronic coupling with the states of the adsorbed molecule and the 
magnitude of the electron densities on the gap 
25
 depend on the nature of the specific 
element. The second factor is the specific reaction, since the most stable adsorption site 
and configuration of a molecule being adsorbed is a property of the molecule/surface 
system which also determines the distance between adsorbate and metal atoms on one of 
the surfaces. 
 
Our previous results related the extent to which adsorption energies and energy barriers 
for dissociation of specific reactions are modified with respect to those on a single 
surface to the nature of the transition metal employed to build the metallic gap. In this 
work, we are interested in learning how the geometry of a specific system confined 
between metallic surfaces can affect adsorption strengths and dissociation barriers of 
adsorbates.  The reaction chosen for the study is the dissociation of molecular oxygen 
confined between Pt (111) surfaces. This dissociation has been very well-studied on the 
Pt (111) surface due to its importance on relevant industrial catalytic processes, such as 
the oxygen reduction reaction in proton-exchange membrane fuel cells. In order to 
investigate the influence of the local structure of the surfaces forming the metallic gap, 
two different approaches are taken. First we analyze the relative positions of the 
platinum atoms forming the gap, with respect to each other. Second, we evaluate the 
influence of possible step-defects on the energetic of the reaction. The computational 
and system details are presented in section 2, the results in section 3 and the conclusions 
in section 4 of the paper. 
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4.3.Computational and System Details 
Calculations were performed using the Vienna ab initio simulation package, VASP, 
87-91
 
with the revised PBE functional (GGA-rPBE),
92
 since this functional has been shown to 
improve the energetic for chemisorption of atoms and molecules on transition-metal 
surfaces. The projector augmented wave (PAW) pseudopotentials 
93,94
 provided in the 
VASP databases were used to describe the electron-ion interactions. The plane wave was 
expanded up to a cutoff energy of 400 eV. The convergence criteria for ionic relaxation 
loop and for electronic self-consistent iteration were set to 10
-3
 and 10
-4
 eV respectively, 
and a Methfessel–Paxton smearing of 0.2 eV was employed. Spin polarization was 
included in every simulation. 
 
The adsorption strength of the molecular precursor was calculated by locating the O2 
molecule parallel to the surface and centered on bridge sites (known as top-bridge-top or 
t-b-t configuration), since this is the most stable chemisorption state for an oxygen 
molecule on a Pt-(111) surface.
61
  In each simulation, the initial O–O distance was the 
gas phase value of 1.23 Å, as obtained from our DFT calculations. Adsorption energy 
(Eads) was defined as the variation in energy due to bringing the O2 molecule from the 
gas phase to the surface, and calculated using equation 2.1.  E2O/surf stands for the total 
energy of the interacting surface and the adsorbed O2 molecule, Esurf is the total energy 
of the clean Pt (111) surface and EO2 represents the total energy of the molecular oxygen 
in gas phase. 
 
             -     -                (4.1) 
 
Once the adsorption energies were calculated, the activation energies for O2 dissociation 
were then obtained using the nudged elastic band (NEB) method.
96-98
  In the final state, 
the separated oxygen atoms are located in threefold face centered cubic (FCC) hollow 
sites, which were determined as the most favorable locations for the dissociated oxygen 
atoms on Pt (111).
61
 Bader charge analysis was used to calculate the total electronic 
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charge of an atom.
99,100
 Within this method, the total electronic charge of an atom is 
approximated by the charge enclosed within the Bader volume defined by zero flux 
surfaces. 
 
4.3.1. Influence of the Type of Planes Forming the Gap 
The (111) crystallographic face of FCC-platinum was employed.  The metallic gap was 
formed by bringing together two metal slabs, each with 6 layers modeled using 2 x 2 
supercells (Figure 4.1). The two top and the two bottom layers of both slabs were 
allowed to relax, whereas the two layers in the middle were kept ﬁxed, representing the 
‘‘bulk’’ material. The optimum bulk lattice constant of Pt was determined as 3.98 Å, 
which compares well with the experimental value of 3.92 Å.
101
 A 4x4x1 k-points 
Monkhorst–Pack 95 mesh sampling in the surface Brillouin zone was applied for the DFT 
calculations. Whereas, for the electronic density of states (DOS) calculations, a 16x16x1 
k-points mesh sampling was used. 
 
Periodic boundary conditions were applied in the x, y, and z directions for all the 
systems studied. Thus, the metal slabs are considered infinite in the x and y directions 
but the two slabs are separated from each other in the z-direction by a distance H and 
each system is separated from its periodic image in the z-direction by a 15 Å vacuum 
gap. Three different gap systems were studied, which are designated as A-A, A-B and A-
C. The notation was chosen by using each of the three stacking planes of an FCC-(111) 
slab, A, B, and C, respectively, as shown in Figure 4.1.  Basically, the three systems 
differ in the position of the atoms forming the gap, with respect to each other; e.g. in the 
case A-A the gap is formed by two A layers, meaning the platinum atoms on the top 
layer of the gap are exactly positioned above the atoms on the lower layer of the gap, 
separated by the distance H. 
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Figure 4.1 Unit cells of the three systems studied. Each one consisted of 2 slabs of 6 layers 
modeled using 2 x 2 supercells.  The two slabs are separated from each other in the z-direction 
by a distance H and each system is separated from its periodic image in the z-direction by a 15Å 
vacuum gap 
 
 
4.3.2. Role of Defects on the  Layers Forming the Gap 
For the results in this section, the metal slab consisted of 7 layers modeled using 2x8 
supercells (Figure 4.2.a). In the case of the surface with steps (representing defects on a 
perfectly flat surface), some of the atoms on the layers forming the gap were removed 
(Figure 4.2.b). The close-packed plane (111) of the platinum FCC structure was used. 
The two top and the two bottom layers were allowed to relax, whereas the three layers in 
the middle were kept ﬁxed, representing the ‘‘bulk’’ material. Periodic boundary 
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conditions were applied in x, y, and z directions for all the systems studied, resulting in 
infinite slabs in the x and y directions. The top (111) surface is separated from the image 
of the bottom (111) surface in the z direction by a distance H. In both cases (flat surface 
and surface with steps), the gap is defined by A-A layer interactions. Therefore, in this 
case the geometry, rather than the type of layers forming the gap, will be the variable to 
be studied. A 8x2x1 k-points Monkhorst–Pack 95 mesh sampling in the surface Brillouin 
zone was applied for the DFT calculations. Whereas, for the electronic density of states 
(DOS) calculations, a 16x4x1 k-points mesh sampling was used. In the case of the step, 
the oxygen molecule was also adsorbed on the t-b-t configuration on platinum atoms on 
the step, since is there where the gap is formed. However, it is important to notice that in 
this case, the platinum atoms involved on the adsorption of the molecule have also 9 
nearest neighbors, as in the case of the flat surface, i.e. the molecule was not adsorbed on 
the low-coordinated platinum atoms at the edge of the step. 
 
 
 
 
Figure 4.2 Unit cells of the two systems studied a) flat system, consisting of a slab of 7 layers 
modeled using 2x8 supercells b) surface with steps; in this case some of the atoms on the layers 
forming the gap were removed to model a step on the surface. After applying periodic boundary 
conditions, the top (111) surface of each system, is separated from the image of the bottom 
surface in the z-direction by a distance H 
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4.4.Results 
4.4.1. Influence of the Type of Planes Forming the Gap 
4.4.1.1.Optimization of the Metallic Gaps 
The final surface-surface separation in the gap after the optimization was 4.9 Å, and the 
average charge of the layers forming the gap was -0.05 e/ atom, in the three different 
systems. No differences were observed between the electronic DOS of the different 
metallic systems shown in Figure 4.1, and the calculated number of electrons in the 
center of the gap corresponds to 0.03 electrons/Pt-atom in all the cases, in agreement 
with the value previously calculated with the PBE functional for a gap between platinum 
surfaces separated 5 Å.
25
 All of this suggests that differences in the interactions with the 
adsorbates will be only given by geometric factors, i.e. the relative position of the layers 
forming the gap with respect to the adsorbate, since no electronic differences are 
observed between the different systems. 
 
4.4.1.2.Adsorption of an Oxygen Molecule 
The adsorption energies, bond lengths, and charges of the adsorbed oxygen molecules 
are reported in Table 4.1. The charge transferred to the molecules and their bond lengths 
are similar in the three cases. These values agree well with a previously calculated O-O 
bond length of 1.4 Å and charge of the O2 molecule of -0.6 e, using the GGA-PBE 
functional for a molecule adsorbed on a Pt (111) confined system with a gap separation 
of 4.7 Å.
22
 The larger bond-length and charge of the molecule with respect to the one 
adsorbed on a single platinum surface (1.35 Å and -0.43 e) ratifies the weakening of the 
oxygen-oxygen bond in confinement; specifically for gap separations smaller than 5 Å. 
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Table 4.1 Adsorption energies, charges and O-O bond lengths corresponding to the O2 molecule 
adsorbed on the Pt (111) surface of the three different gaps 
 
System Adsorption 
Energy (eV) 
O-O Bond 
Length (Å) 
Charge O2 
molecule (e. u.) 
Gap A-A -0.14 1.39 -0.58 
Gap A-B -0.04 1.40 -0.61 
Gap A-C -0.04 1.40 -0.61 
 
 
 
With respect to the adsorption strength, it is found to vary among the systems. The 
adsorption energy is 0.1 eV stronger in the case where the gap is formed by A-A planes 
than in the other two cases. In order to understand the origin of this difference, we 
calculated the DOS of the adsorbed molecules (Figure 4.3). The DOS of the molecule 
adsorbed on the A-B and A-C gaps are almost identical but that on the A-A gap displays 
some distinct features. The main difference with respect to the A-B and A-C cases is the 
energy splitting between the up and down spin configurations. Close to the Fermi 
energy, the spin-up    anti-bonding orbital of the A-A case is filled, while the spin-down 
   orbital is unoccupied. In the A-B and A-C cases, both the spin-up and down    
orbitals appear half occupied.  Therefore, even though the O2 molecule is adsorbed on 
the t-b-t configuration in all the cases, the distributions of electrons inside the    anti-
bonding orbitals of the molecules are different due to the relative positions of the 
metallic atoms forming the gap. This is reflected in the calculated magnetic moment of 
the adsorbed molecules; in the A-A gap system this is        , while it is          in the 
A-B and A-C systems. The latter value agrees with the magnetic moment of an oxygen 
molecule adsorbed on the t-b-t configuration on a platinum (111) surface, corresponding 
to a superoxo like paramagnetic precursor.
61
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Figure 4.3 Electronic density of states (DOS) of the O2 molecule chemisorbed on the Pt (111) 
surface of the three different gaps. The gap separation H is 4.9 Å. The horizontal axis represents 
the energy relative to that of the Fermi level (Ef) 
 
 
Variations in adsorption strength can be related to two main factors: first, occupancy of 
the    anti-bonding orbital, which is related to the position of the p-band center of the O2 
molecule relative to the Fermi energy; and second, Pauli repulsion between the adsorbate 
states and the platinum d-states. Given the fact that all the adsorbed molecules possess 
similar transferred charges, the influence of the relative occupancy of the    anti-
bonding orbital in the three cases may be negligible.  This is corroborated by the position 
of the p-band center of the adsorbed molecules, which is equal in the three cases and 
corresponds to -8.2 eV. Therefore, the main factor influencing the adsorption energies in 
the different systems is related to the Pauli repulsion, i.e. the overlap between the 
orbitals of the oxygen molecules and the orbitals of the metallic system.  
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This overlap is expected to change among the systems in Figure 4.1 for two reasons. 
First, as mentioned above, the distribution of electrons inside the    anti-bonding orbital 
vary among the systems, and second, the platinum atoms on the top layer of the gap are 
positioned differently with respect to the surface where the molecule is adsorbed, which 
causes the electronic structure of the surface, on the three different cases, to be to some 
extent different from each other. The Pauli repulsion can be quantitatively estimated 
taking into account the coupling of the electronic structure of the molecule with that of 
the metal. Within the Newns-Anderson model, the position of the d-band center of a 
specific metal is related to the width of its projected d-DOS; 
51
 this is because its number 
of d-electrons must be preserved. Therefore, a d-band shifted up in energy means a DOS 
with a smaller band-width, and in this case, where all the molecules display the same p-
band center, it means a smaller overlap of the molecular orbitals with those of the 
surface metal atoms, resulting in stronger adsorption energies. The calculated d-band 
centers for the systems in Figure 4.1 were -2.45 eV for the A-A gap and -2.50 eV for the 
A-B and A-C gaps. These values suggest a slightly larger Pauli repulsion on the A-B and 
A-C gaps, resulting on their weaker adsorption energies. 
 
Another difference among the systems is a purely geometric factor that causes dissimilar 
strengths of electrostatic interaction between the adsorbate and the metal atoms on the 
top layer of the gap. In the case of the A-A gap, the oxygen atoms are closer to the 
platinum atoms on this top layer, than in the A-B and A-C systems. Such distances 
between the oxygen and Pt atoms are shown in Figure 4.4 as dotted red lines, and 
correspond to 2.95, 3.15 and 3.16 Å in the A-A, A-B and A-C cases, respectively. The 
greater proximity between the oxygen atoms and the top layer of the gap in the case A-A 
results in a stronger electrostatic interaction that can be observed in Figure 4.4, that 
shows the isosurfaces for an electron density of 0.09 e/Å³. The observed sharing of 
electrons between the top layer of the gap and the molecule is clearly larger in the A-A 
system. This electrostatic interaction between the gap and the molecular precursor for 
dissociation seems to also enhance the adsorption of the molecule in the metallic gap. 
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Figure 4.4 Isosurfaces corresponding to an electronic density of 0.09 e/Å³. The sharing of 
electrons between the adsorbed oxygen molecule and the metal atoms on the top layer of the gap 
is clearly larger in the gap A-A. Platinum atoms are gray and oxygen atoms are red. The red 
dotted line represents the shortest distance from the oxygen atoms to the platinum atoms on the 
top layer  
 
 
4.4.1.3.Dissociation of an Oxygen Molecule 
Figure 4.5 shows the energy pathway for dissociation of chemisorbed O2 molecules in 
the metallic gaps shown in Figure 4.1, and the images of the corresponding intermediate 
configurations. The calculated activation energies are 0.50, 0.47 and 0.43 eV in the A-A, 
A-B and A-C systems respectively. The value for the A-C system agrees fairly well with 
the value 0.39 eV calculated using the GGA-rPBE functional, for the dissociation of O2 
in an equivalent gap of Platinum separated 4.9 Å.
22
  The difference of 0.04 eV may be 
due to the use of updated potentials in the latest version of VASP. 
 
Since the molecular precursors have similar charges and bond lengths, the strength of the 
O-O bond is similar at the beginning of the dissociation in the three metallic systems 
(Configuration 0, Figure 4.5). The different activation energies are most likely related to 
the interaction of the respective intermediate images with the top layer of the gap. In 
order to analyze this influence, isosurfaces of constant electron density were also plotted 
 63 
 
(Figure 4.6) for the molecule adsorbed on the intermediate configurations leading to the 
transition state.  Again, the strongest interaction between oxygen and platinum atoms on 
the top layer of the gap is observed in the A-A system. Therefore, the calculated 
activation barriers suggest that this interaction hinders the diffusion of the atoms to a 
different adsorption site, resulting in a higher barrier for the dissociation in the A-A gap; 
which is the system in which the oxygen molecule interacts strongly with this top layer. 
 
 
 
 
Figure 4.5 Left: Energy path for the dissociation of the chemisorbed O2 molecules, on the Pt 
(111) surface of the metallic gaps shown in Figure 1. Right: Geometric configuration of the 
adsorbed molecule on the various intermediate images 
 
 
 
 
Figure 4.6 Isosurfaces corresponding to an electronic density of 0.07 e/Å³, for the intermediate 
configurations leading to the transition states 
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The calculated results discussed in this section show the role that the top layer of the gap 
plays on the adsorption and dissociation of adsorbates in the metallic gap. This top layer 
modifies the electronic structure of the surface where the molecule is adsorbed, and also 
its interaction with the adsorbate helps its stabilization on the surface. On the other hand, 
the stronger the interaction, the more difficult is for the molecule to move away and 
therefore dissociate, resulting in higher energy barriers for dissociation. 
 
4.4.2. Influence of Defects on the  Layers Forming the Gap 
4.4.2.1.Optimization of the Metallic Gaps 
The average gap separations for the optimized systems shown in Figure 4.2 are 
presented in Table 4.2.   A stronger attraction in the confined geometry is evidenced for 
the flat surfaces, resulting in smaller final gap separations; this stronger attraction may 
be the cause of the slightly larger number of electrons, per platinum atom, calculated at 
the center of the gap of the flat surfaces with respect to the number found in the stepped 
system of Figure 4.2.b (Table 4.2). The average charge of the layers forming the gap was 
calculated and is shown in Table 4.2. The average charge is similar in both cases. 
However, a somewhat larger transference of charge is expected for molecules adsorbed 
in the flat gap based on the slightly larger number of electrons in the gap and charge of 
the platinum layers forming the gap. 
 
A small surface reconstruction is observed on the step of the system in Figure 4.2.b for 
both separations, which results in a minor lattice strain of about 1.0% with respect to the 
one on the flat surface. The electronic DOS of these systems were also calculated; the d-
band center of the metal is found to be -2.05 eV for the flat surface and -1.93 eV for the 
surface with the step, at both separations. A d-band center shifted up in energy was 
expected for the surface with the step because of the lower average number of metal 
neighbors in this surface. This would result in molecules adsorbing more strongly in the 
low coordinated sites of the substrate. However, in this case, the oxygen molecules are 
not adsorbed on the edges of the step but using the t-b-t configuration on metal atoms 
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with the same coordination number as in the flat surface (9 nearest neighbors). 
Therefore, the position of the d-band center of the clean substrate alone is not enough to 
predict the strength of adsorption energies on the t-b-t configuration of these confined 
metallic systems. 
 
 
Table 4.2 Average gap separations in the two systems shown in Figure 4.2, average charge of the 
layers forming the gap and total number of electrons in the center of the gap for two initial 
separations: 5.0 and 5.5 Å 
 
 
System Initial metal-
metal separation, 
H (Å) 
Final metal-
metal separation,   
H(Å) 
Charge of layers 
forming the gap 
(e/Pt-atom) 
Electrons in the 
center of the 
gap (e/Pt-atom) 
Flat 5.5 5.2 -0.04 0.04 
Flat 5.0 4.7 -0.04 0.02 
Steps 5.5 5.5 -0.03 0.02 
Steps 5.0 5.0 -0.03 0.01 
 
 
 
4.4.2.2.Adsorption of an Oxygen Molecule 
The adsorption energies, bond lengths and charges of the oxygen molecules adsorbed on 
the systems shown in Figure 4.2 are reported in Table 4.3 for final gap separations of 
5.23 and 5.36 Å, for the flat surface and the surface with the step, respectively. There is 
a decrease in the initial separation of the gap formed by the steps due to the presence of 
the oxygen molecule, from 5.50 Å when the surface was clean to 5.36 Å when the 
molecule is adsorbed; however, the gap is still larger than the one formed on the flat 
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system (5.23 Å), which confirms the stronger interaction between the metal layers 
forming the gap in the latter. 
 
The charge transferred to the adsorbed molecules and their bond lengths are similar in 
both systems, with the charge of the oxygen molecule being slightly larger in the case of 
the flat surface, as discussed in the previous section. However, the adsorption energy is 
stronger on the flat system by approximately 0.08 eV, with respect to the energy of the 
molecule adsorbed on the surface with the step.  The electronic DOS of the molecules 
was calculated and they look almost identical, with the position of the p-band center 
corresponding to -8.2 eV in both cases. Therefore, the occupancy of the π* anti-bonding 
orbital is not the cause of the different adsorption strengths. 
 
 
Table 4.3 Adsorption energies, charges and O-O bond lengths corresponding to the O2 molecule 
adsorbed on Pt (111) surfaces of the systems shown in Figure 4.2 
 
System Final metal-metal 
separation, H (Å) 
Adsorption 
Energy (eV) 
O-O Bond 
Length (Å) 
Charge O2 
molecule (e. u.) 
Flat 5.23 -0.20 1.39 -0.59 
Steps 5.36 -0.12 1.39 -0.58 
 
 
As in section 4.4.1.2, variations in adsorption strengths may also be related to 
differences in the overlap between orbitals of the oxygen molecule and orbitals of the 
metallic system. The calculated electronic structure of the metal in the two systems 
reveals that the d-band centers are -2.36 eV for the flat surface and -2.44 eV for the 
surface with the step. These values suggest a slightly larger Pauli repulsion in the system 
with the step that results on weaker adsorption energy.  
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Additionally, even though the types of layer forming the gap are the same on both 
systems (A-A), the geometry of the system with the step causes the atoms forming the 
gap to buckle with respect to the plane of the surface and slightly move off their initial 
positions. This deformation, along with the slightly larger separation of the gap in this 
case, causes the distance from the oxygen atoms to the top layer of the gap to be larger 
compared to that on the flat system. The distances correspond to 3.3 Å in the flat system 
and 3.5 Å in the surface with the step. Therefore a slightly stronger electrostatic 
interaction between the molecular precursor and the platinum atoms is observed in the 
former, leading to additional stabilization of the adsorbate on the flat surface. 
 
Comparisons for the initial separation H = 5 Å are not possible, because in this case the 
molecule undergoes spontaneous dissociation when adsorbed on the surface with the 
step. In both cases, flat surface and surface with steps, the final separation of the gap 
(after the molecule was adsorbed) corresponds to 4.7 Å. In the case of the flat surface, 
where the molecule did not spontaneously dissociate, the charge transferred to the 
oxygen molecule is larger than in the previous cases, and corresponds to -0.63 e.u. with 
an oxygen-oxygen bond length of 1.43 Å. The adsorption energy of the molecule is the 
same as in the case of H = 5.23 Å, corresponding to -0.20 eV. 
 
4.4.2.3.Dissociation of an Oxygen Molecule 
Figure 4.7 shows the energy pathway for dissociation of chemisorbed O2 molecules in 
the gaps shown in Figure 4.2 at the metal-metal separations shown in Table 4.3; the 
images of the intermediate configurations are equivalent to those presented in Figure 4.5. 
The calculated activation energies for the separations 5.23 Å (flat surface) and 5.36 Å 
(surface with steps) are 0.61 and 0.46 eV, respectively. The charge and bond length of 
the molecular precursors show that the O-O bond strength at the beginning of the 
dissociation is similar in the two systems. Consequently, the easiness with which a 
molecule is dissociated will be given by the strength of its electrostatic interaction with 
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the top layer of the gap. As mentioned in the previous section, this interaction is stronger 
on the flat system, which makes more difficult the diffusion of the atoms on the surface, 
and results in higher barriers for dissociation than in the case where the surface has a 
step. It is clear in Figure 4.7 that, even though the initial state is very similar in both 
cases, the molecule reaches the transition state faster in the surface with the steps due to 
the easiness with which the atoms can diffuse and separate in this case.  
 
The most stable configuration for the dissociated oxygen atoms on the stepped surface 
separated 5.36 Å consists of the oxygen atoms positioned on bridge sites, while in the 
other two cases shown in Figure 4.7 it consists of the two oxygen atoms adsorbed on fcc-
hollow sites.  
 
 
 
 
Figure 4.7 Energy pathway for dissociation of chemisorbed O2 molecules on the Pt (111) surface 
of the metallic gaps shown in Figure 4.2 
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In the case of the flat surface with the 4.7 Å gap separation, the larger bond-length and 
charge of the molecule clearly reveal a weakened bond compared to the one for a gap 
separation of 5.23 Å. It is then expected a smaller barrier for the dissociation of the 
molecule regardless of the strength of its electrostatic interaction with the top layer of 
the gap. The latter contribution seems to only become important when comparing 
molecules with similar bond strength. The calculated barrier for dissociation was 0.48 
eV, in agreement with the discussed weakening of the oxygen-oxygen bond. In the case 
of the stepped surface, for this smaller gap separation, the transference of charge to the 
molecular precursor at early stages of adsorption is similar to the one on the flat surface; 
however, as found in previous sections, the oxygen atoms can move more easily on this 
surface due to the weaker electrostatic interaction with the top layer of the gap, and in 
this case, they undergo spontaneous dissociation under the same bond length weakening. 
 
4.5. Conclusions 
In this study, we examined adsorption of an oxygen molecule on the t-b-t configuration 
and its dissociation in platinum gaps of separations between 5.36 and 4.70 Å. We 
compared the effect of the different gap geometries on the adsorption strength and 
barriers for dissociation.  
 
Three surface-surface configurations were studied: A-A, A-B and A-C, named after the 
ABC structure of the fcc metals, and it was found that it affects adsorption and 
dissociation in two ways. First, the specific surface-surface configuration modifies the 
electronic structure of the surface where the molecule is adsorbed, modifying the width 
of its d-orbital and therefore the adsorption strength due to changes in the overlap of the 
molecular orbitals with the metal d-band. Second, the top layer may interact 
electrostatically with the adsorbate with more or less strength depending on their 
proximity: the stronger the electrostatic interaction, the larger the enhancement of the 
adsorption strength. However, this interaction may also make more difficult for the 
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molecule to move away and therefore dissociate, resulting in higher energy barriers for 
dissociation, when compared with molecules with similar bond-strength. 
 
Possible effects of geometrical defects on confinement reactivity were assessed by 
adsorbing a molecule on the t-b-t configuration in a gap formed by steps of the (111) 
crystallographic face. Adsorption was followed by dissociation, and the results were 
compared to those obtained on a totally flat (111) surface with no defects.  In general, 
the top layers forming the gap of the flat interacting surfaces attract each other with 
larger strengths, resulting in smaller gap separations after their optimizations. Also, the 
geometry of the steps causes the atoms forming the gap to buckle with respect to the 
plane of the surface and slightly move off their initial positions. The geometric 
differences result in different d-band centers of the systems and therefore, different 
adsorption strengths. Additionally, a larger electrostatic attraction is found between the 
oxygen molecule and the gap of the flat system, which helps to stabilize the adsorbed 
molecule but as remarked above, the atomic motion on the surface may become more 
difficult and result on larger barriers for dissociation.  
 
These results show the importance of the geometry of the layers forming the metallic 
gap on reactivity. If a strong adsorption is desired, then a top layer strongly interacting 
with the adsorbate is convenient. This is possible, for example, using a gap like the type 
A-A studied in section 4.4.1. Whereas, if a small barrier for dissociation is preferred, 
then a weaker interaction between the molecular precursor and the top layer of the gap is 
more convenient; which can be achieved by using gaps formed by A-B or A-C layers or 
even having a surface with defects steps-like, such as the one discussed in section 4.4.2. 
 
We note that our model considers pores subjected to adsorbate-induced surface 
relaxation, which we anticipate to be realistic on the basis of the well-known 
reconstruction phenomenon observed theoretically
129,130
 and experimentally
131
 on 
transition-metal surfaces. However, similar electronic migration behavior and 
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consequently chemical effects are expected inside of pores of fixed size, as shown 
recently.
25
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5. CHARACTERIZATION OF ELECTRONIC STATES INSIDE METALLIC 
NANOPORES 
*
 
 
 
5.1.Summary 
Previous work has shown that unusual chemistry can be induced inside metallic slit 
nanopores. This phenomenon has been attributed to the presence of an enhanced 
electronic density within the pore. Here we use ab initio density functional theory and 
post-Hartree-Fock correlated methods to characterize the electronic density in the gap 
defined by two parallel metallic surfaces.  In the first part of this work, the electronic 
density of states of several transition metal-nanopores is calculated for different pore 
sizes (i.e., surface-surface separations). Results show the existence of a critical surface-
surface separation below which electronic states corresponding to the gap between 
surfaces become populated at energies below the Fermi level of the metal, leading to the 
presence of electrons in the pore. Further reduction in the nanopore size increases the 
number of states corresponding to the gap, which agrees with the increasingly higher 
electronic densities found in the gap for smaller surface-surface separations. In the 
second part of this work, the presence of electrons in the gap between two finite 
platinum layers (each layer composed by 4 to 13 atoms) is assessed using density 
functional theory and correlated ab-initio methods, to analyze the dependence of the 
electronic density observed in these nanopores on the computational method employed.  
 
 
                                                 
*
 Reprinted with permission from Julibeth M. Martinez de la Hoz, Gustavo E. Ramirez-Caballero, and 
Perla B. Balbuena. “Characterization of Electronic States inside Metallic Nanopores”. The Journal of 
Physical Chemistry C 2013 117 (36), 18406-18413. Copyright (2013) American Chemical Society 
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5.2.Introduction 
Chemical adsorption of molecules on surfaces is an important step involved in a variety 
of processes, among them heterogeneous catalysis. After adsorption there is an 
electronic coupling between catalyst and adsorbate which generates changes in their 
electronic structures, facilitating the breaking and/or formation of new chemical bonds. 
In the case of transition metal catalysts, the coupling of the adsorbate orbitals with the s- 
and d-band of the metal results in broadening of the molecular orbitals and the formation 
of bonding and antibonding states. The relative occupancy of these states depends on the 
Fermi energy of the metal. Additionally, the electronic overlap between molecular and 
metallic states creates the so called Pauli repulsion, which debilitates the interaction 
between adsorbate and substrate.
132
 Therefore, upon adsorption, the strength with which 
an adsorbate is attached to the surface and the weakening of its molecular bond will be 
determined by the Fermi energy of the specific transition metal employed and by the 
overlap between its electronic states with those of the adsorbate.  
 
In previous works we have shown that both adsorption energies and activation barriers 
for the dissociation of diatomic molecules can be modified by adsorbing the molecules 
on a metallic surface which is separated from another one at distances between 4-7 
Å.
21,22,31
 There are two new effects on molecules adsorbed on these metallic slit 
nanopores, compared to those adsorbed on single surfaces. First, there is a geometric 
effect given by the presence of the second surface. Interactions between the adsorbed 
molecule and this second surface enhance the strength of the adsorption. Also, the 
presence of the top surface may propitiate changes in the d-band width of the surface to 
which the molecules are attached, resulting in further variations of the adsorption 
strengths.
21
 Additionally, the effect of the top surface on activation barriers for 
dissociation was found to be related to the strength of its interaction with the adsorbed 
molecule. Stronger interactions may hinder the ability of the molecule to diffuse on the 
surface and therefore dissociate.
21
 The second effect found as a result of adsorbing 
molecules in nanopores is an electronic one. The strong interaction between the metal 
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surfaces close to each other at these small distances (4-7 Å) gives rise to the 
development of significantly high electronic density in the gap between the surfaces 
forming the pore.
21,22,25,27,31
 The electron-rich environment helps increasing the charge 
transferred to adsorbed molecules compared to that transferred to the same molecules on 
single surfaces. A direct relationship exists between the additional charge transferred and 
the decrease found in activation barriers for dissociation.
22
  
 
How may these confinement phenomena be realized in experiments? Recent related 
work has reported interesting interparticle coupling phenomena that have been widely 
observed when two metallic nanostructures are in close proximity.
24,29,133-135
 When the 
particles are separated by sub nanometer distances, quantum effects become important. 
Specifically, the electron potential barrier between the nanoparticles decreases thus 
allowing tunneling of some of the conduction electrons.
25,28,136,137
 Several experimental 
and theoretical works have reported the formation of a conductive channel in the 
interparticle region between two metallic nanostructures, as a result of migration of 
electrons to this gap.
24,25,28,29,133-137
 This phenomenon is strongly dependent on the gap 
distance; small but finite electronic densities have been calculated for interparticle 
distances below 7 Å.
25,29
 For even smaller separations, the electronic coupling becomes 
stronger allowing electron flow between the particles under local applied electric 
fields.
24,25,28,29,133-137
 This electronic coupling between metallic particles has been 
suggested to be analogous to a bond formation process. As such, variations in the energy 
levels of the system are observed including the appearance of new electronic levels as 
the particles approach each other.
29
 Given the importance of the electrons found in the 
gap between metallic surfaces on the reactivity of these metallic nanopores, a clear 
understanding of the electronic changes experienced by the system as the surfaces 
approach each other and their relation with the specific metal is necessary. Moreover, 
knowledge of the energetic states of electrons in different metallic pores may allow 
adequate coupling of these systems with electronic states of molecules of interest. Also, 
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the relationship between pore-size and electronic density may allow tuning the electronic 
properties of the pore for specific adsorption and/or dissociation processes. 
 
Confinement effects on reactivity have also been investigated.
115-121
  In the early 90’s, 
Corma et al. had already described the phenomena in a series of studies associated with 
their observations of reactivity in zeolites;
123-125
 a topic that has been revisited by several 
groups.
121,126-128
  Other work focuses on reactions inside carbon nanotube systems,
116,120
 
where it is claimed that due to the curvature effect there is an electronic redistribution of 
the  electron density of the graphene layers. Both in zeolites and inside carbon 
nanotubes, the electronic density of the atoms constituting the “caged” environment and 
those of the reactants, intermediates, and products may experience significant changes 
which make their chemical behavior to differ from bulk.  The described effects should be 
further enhanced if the participant atoms belong to transition metals, of well-known 
physico-chemical activity. In this work we evaluate the electronic density of states of 
several transition metal-nanopores for different pore sizes (i.e., surface-surface 
separations). These geometries have some similarity with Pt nanotubes recently 
reported.
138
 In addition, we analyze the dependence of the electronic density observed in 
these nanopores on the computational method employed.  For this, we assess the 
presence of electrons in the gap between two finite platinum layers (each layer 
composed of 4 to 13 atoms) using density functional theory (DFT) and ab-initio 
correlated methods.  
 
5.3.Computational and System Details 
5.3.1. Calculation of Electronic DOS of Metallic Nanopore Systems 
Calculations were performed using the Vienna Ab Initio Simulation Package, VASP,
87-91
 
with the revised PBE functional (GGA-rPBE)
92
 and the projector augmented wave 
(PAW) pseudopotentials provided in the VASP databases describing the electron-
electron and electron-ion interactions.
93,94
 The plane wave was expanded up to a cutoff 
energy of 400 eV. The convergence criteria for ionic relaxation loop and for electronic 
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self-consistent iteration were set to 10
-3
 and 10
-4
 eV respectively, and a Methfessel–
Paxton smearing of 0.2 eV was employed. Spin polarization was included in every 
simulation with a 9x9x1 k-points Monkhorst–Pack95 mesh sampling in the surface 
Brillouin zone. 
 
The (111) crystallographic face of the face centered cubic crystal (FCC) of every 
transition metal was employed.  The optimum bulk lattice constants of Ir, Rh, Ni, Co, Cu 
and Ag were determined as 3.88, 3.84, 3.53, 3.52, 3.64  and 4.16 Å, respectively, which 
compare well with the experimental values of 3.84, 3.80, 3.52, 3.54, 3.67 and 4.09 Å.
101
 
The metal slab consisted of 9 layers modeled using 2 x 2 supercells (Figure 5.1). 
Periodic boundary conditions were applied in the x, y, and z directions for all the 
systems studied, resulting in infinite slabs in the x and y directions; while the top (111) 
surface, is separated from the image of the bottom (111) surface in the z direction by a 
distance H. 
 
H, the surface-surface separation or nanopore length, was chosen as a function of the 
layer-layer separation of the optimized slab (l, shown in Figure 5.1). Thus, an 
optimization of the slab at a large H (H = 15 Å) was first performed with the aim of 
determining the l value for each transition metal. Then, the layers of the slab were kept 
ﬁxed in order to perform band decomposed charge density calculations at specific H 
values, corresponding to 1.5l, 2.25l, 3l, and 5l. All the calculations were performed 
between (EFermi – 10) eV and (EFermi + 20) eV. Subsequently, the charge density was 
integrated for both the whole system and the spatial region defined as the gap (Also 
shown in Figure 5.1). This region was defined right in the middle between the two 
surfaces forming the gap, in the z-direction, and it is 1 Å thick. 
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Figure 5.1 Unit cell of the metallic systems studied, consisting of 9 layers modeled using 2 x 2 
supercells.  Each system is separated from its periodic image in the z-direction by a distance H; l 
represents the layer-layer separation and the blue region represents the 1-Å spatial gap between 
the surfaces 
 
 
5.3.2. Calculation of Electronic Density in the Gap Between Finite Platinum 
Layers 
Calculations were performed using the Gaussian09 (G09) simulation software.
139
 Three 
different systems were employed for the calculations, consisting of two layers of four 
platinum atoms each (Figure 5.2.a), two layers of thirteen platinum atoms each (Figure 
5.2.b), and four layers of thirteen platinum atoms each (Figure 5.2.c). The geometry of 
the layers was chosen in such a way that comparisons with the slab geometry employed 
in our previous calculations were possible. Initially the layers are optimized separately 
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and then they are kept fixed at 5 Å to calculate the electronic density in the gap between 
them using single-point calculations. The self-consistent iteration convergence criterion 
employed was 10
-8
, with the exception of the calculation using the CCSD (T) method 
were the criterion was 10
-6
 due to the high computational cost. The Merz-Singh-Kollman 
(MK) scheme was employed for charge calculations.
140
 In this method, charges are 
distributed aiming to fit the electrostatic potential of the molecular system. Information 
about the electronic density distribution was extracted from the G09 checkpoint file by 
using the cubegen utility and integrating the charges over the desired region (1 Å gap 
between surfaces, equivalent to the one showed in Figure 5.1).  Up to now, all of the 
electronic density calculations that we have reported for metallic nanopores have been 
based on periodic systems, employing plane-wave DFT calculations.
21,22,25,27,31
 
Therefore, this part of the work will allow us to understand the influence of the 
computational method employed on the calculated electronic properties of the 
nanopores.  
 
 
 
 
Figure 5.2 Systems employed for electronic density calculations (a) 2 layers of 4 platinum atoms 
(b) 2 layers of 13 platinum atoms (c) 4 layers of 13 platinum atoms 
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Two different types of calculation methods are used to evaluate the electronic density of 
the systems: hybrid-DFT (three-parameter Becke exchange functional in conjunction 
with the Perdew and Wang correlation functional, B3PW91; 
47
 and Minnesota 2005 
hybrid meta functional by Zhao and Truhlar MO5-2X 
141
), and correlated post-Hartree 
Fock methods (Second order Møller-Plesset perturbation theory MP2 
142-147
; and 
Coupled-Cluster method with double, single excitations, and a quasi-perturbative 
treatment of triple excitations CCSD(T) 
148
). The latter provides significant improvement 
over pure Hartree-Fock based methods since the d-orbitals of transition metals are very 
close in energy and correlation effects are found to be very important when the energies 
of occupied and unoccupied states approach each other.
36
 Regarding the basis set, the 
LANL2DZ, 
149
 which is suitable for transition metals, was employed in most of the 
calculations. However, the effect of a slightly enlarged valence d-space was evaluated by 
using the LANL2TZ basis set; 
150
 since a more diffuse function allows a better 
description of the electronic density further away from the nucleus. 
36
 
 
For hybrid-DFT methods, spin multiplicities were chosen based on the final geometry of 
the optimized layer, i.e. the multiplicity yielding the planar structure with the lowest 
energy was the one employed. The multiplicities investigated for the Pt cluster are 
reported as Supplementary Information (Figure S6). This is because comparison with 
systems similar to the one shown in Figure 5.1 is desirable. Regarding post-HF methods, 
spin multiplicities were set to the value obtained for the M05-2X level of theory. 
 
5.4.Results 
5.4.1. Calculation of Electronic DOS of Metal-Nanopore Systems 
Table 5.1 shows the calculated layer-layer separation l for the different metal-slabs and 
the number of electrons in the 1Å-gap for the surface-surface separations H, 
corresponding to 1.5l, 2.25l, 3l, and 5l. It is interesting to note that for every system, 
below a certain H corresponding to 3l, an electronic density appears in the gap between 
the surfaces, i.e. the number of electrons in the gap is larger than zero. Also, further 
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decreases in H result in a larger number of electrons in the gap as expected from 
narrower electron potential barriers between the surfaces.
25,28,136,137
 Although the onset 
for migration of electrons to the gap is approximated to 3l, the exact onset is related to 
the work function of the material forming the pore.
25
 As reported in a previous work, the 
amount of electrons migrating to the gap for a fixed metal-metal separation correlates 
fairly well with the position  of the metal in the periodic table and its corresponding 
work function.
25
 It was found that the amount of electrons in the gap increases as the 
atomic number decreases in a given period, for metals in the 4
th
, 5
th
, and 6
th
 row. This 
trend is agreement with that of the work function in the periodic table, which is found to 
decrease with decreasing atomic number.
151
 The exception to this trend was found for 
transition metals in the 11
th
 group since their outermost d-orbital is full with ten 
electrons, making more difficult the migration of atoms from these surfaces. 
Additionally, increasing amount of electrons was found in the gap between surfaces as 
the period decreases, which also coincides with decreasing work functions in the 
periodic table. 
 
After an onset for migration of electrons to the gap has been estimated for the different 
metallic systems (H = 3l), variations in the electronic structure are studied by analyzing 
the electronic DOS of the different systems. As an example, Figure 5.3 shows the one 
calculated for a Ag-nanopore at various surface-surface separations. The blue line 
corresponds to the DOS of the whole system, while the red line represents the partial 
DOS for the 1Å-gap region between the surfaces (defined in Figure 5.1). While the DOS 
of the system experiences no significant changes as the surface-surface separation 
decreases, the one of the spatial region defined as the gap undergoes substantial changes. 
For the largest separation, H corresponding to 5l (12.1 Å), the electronic levels 
corresponding to the gap, are all above the Fermi energy, and therefore there are no 
electrons in the gap; however, as H decreases below 3l (7.23 Å) some electronic levels 
appear below the Fermi energy. Consequently, these levels are occupied and an 
electronic density arises in the gap region between the metallic surfaces. This 
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phenomenon is in agreement with the formation of a bond between closely interacting 
metallic nanostructures, as reported for dimers of silver nanoclusters. 
29
  Similar results 
were obtained for all of the other metallic nanopores; DOS plots for all of the metallic 
systems are provided as Supporting Information (Figs. S1 to S5).  
 
 
Table 5.1 Calculated layer-layer separation l, for the different metal-slabs, and number of 
electrons in the 1Å-gap for H equal to 1.5l, 2.25l, 3l, and 5l 
 
System Calculated l (Å) Number of electrons in the gap 
1.5l 2.25l 3l 5l 
Co 2.03 2.20 0.32 0.05 0.00 
Rh 2.21 2.22 0.24 0.03 0.00 
Ir 2.24 2.60 0.26 0.03 0.00 
Ni 2.04 2.02 0.28 0.04 0.00 
Cu 2.10 1.74 0.24 0.03 0.00 
Ag 2.41 1.34 0.13 0.01 0.00 
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Figure 5.3 DOS of Ag-nanopore at various surface-surface separations, H. The blue line 
corresponds to the DOS of the whole system, while the red line represents the partial DOS for 
the 1Å-gap region between the surfaces. The insets correspond to a zoom-in of the red line for 
the x-axis range between 0 and -5 eV 
 
 
The critical distance for the existence of electronic density between the surfaces, chosen 
as the one where electronic levels below the Fermi energy are first observed (Figure 
5.3), agrees with the distance where the number of electrons calculated in the gap is 
larger than zero (onset for migration of electrons to the gap, corresponding to 3l). This 
value constitutes a good approximation to estimate the critical separation for other 
transition metal systems; l can be easily estimated since the layer-layer separation of the 
(111) face of fcc metals is related to their lattice constant. The critical separation is 
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extremely important to achieve the electronic effect reported for these small pores (size 
range of 4-7 Å).  Electrons found in the gap between surfaces interacting at these small 
distances may interact with adsorbates present inside the pores inducing interesting 
chemical and physical effects. Some of them include changes in magnetization 
behavior,
26
 induced polymerization of molecules,
27
 and reduction in activation barriers 
for dissociation. 
21,22
 
 
Another important result that can be derived from the DOS plots is the energy of the 
electrons in the gap-region between the surfaces.  For example in the case of Ag (Figure 
5.3), the energy of these electrons for the separation 3l (H= 7.2 Å) is within 3 eV of the 
Fermi Energy; for 2.25l (H = 5.4 Å) it is approximately between Ef and Ef – 5 eV; and 
for the smallest separation 1.5l (H= 3.6 Å) their energies span the whole region occupied 
by the metallic surfaces starting from the Fermi energy. In general, this is the case for all 
of the systems studied (See Supporting Information Figs. S1 to S5). Thus, it is possible 
to estimate the specific energies of the electrons in that spatial region. The range of 
energies of such electrons varies with the separation, H. However, most practical 
nanopores would have surface-surface separations between 4-7 Å; thus the energy of the 
electrons in the gap region will generally be within 5 eV of the Fermi energy of the 
metallic system. 
 
The results of this section are very important for the design of metallic nanopores as 
active catalysts for specific reactions. Firstly, they allow designing the nanopores with 
desired electronic densities between the metallic surfaces by changing the surface-
surface separation (pore length). As reported in previous works this electronic density 
helps increasing the charge transferred to molecules adsorbed on the nanopores, which 
weakens the molecular bonds and reduces activation barriers for dissociations. 
21,22,25,27,31
 
Additionally, it is possible to choose the energy of the electrons in the gap-region by 
choosing the metal forming the nanopore. Energy coupling between electrons and 
molecular orbitals is required for charge transfers to be effective. Therefore, knowing in 
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advance the energy of electrons in the gap region may allow more effective design of the 
catalysts for their interaction with specific molecules. 
 
5.4.2. Calculation of Electronic Density in the Gap Between Finite Platinum 
Layers 
The system composed of two layers of 13 platinum atoms (Figure 5.2.b), was employed 
for the evaluation of the DFT-hybrid methods; even though, both B3PW91 and M05-2X 
are DFT-based they offer some advantages over pure DFT-GGA methods regarding 
electron correlation. The latter includes medium and long-range correlations in an 
approximate way on the exchange part of the functional, whereas hybrid-DFT mixes in 
with the Hartree-Fock exchange allowing an explicit description of the densities and 
their gradients through orbital dependent expressions. Additionally, the M05 hybrid-
meta functional has been found to correctly predict weakly non-covalent interactions,
38
 a 
situation somewhat similar to the one described in our interacting metallic surfaces. 
 
Figure 5.4 (left and center) shows electronic density plots for a surface-surface 
separation of 5 Å and the number of electrons per platinum atom calculated in the 1Å-
gap between the surfaces. The calculated number of electrons is practically the same in 
both cases, corresponding to 0.026 and 0.028 for the B3PW91 and M05-2X methods, 
respectively. In order to compare with our periodic DFT GGA-RPBE calculations, we 
calculated the number of electrons in the gap of a 2x2 Platinum (111) system, equivalent 
to the one depicted in Figure 5.1, using the VASP package; the surface-surface 
separation was also fixed at 5Å and the calculated number of electrons in the 1Å-gap 
was 0.026. Thus, results using the GGA-RPBE method are in agreement with the ones 
obtained from hybrid-DFT methods.  
 
It is important to note that the model employed with the GGA-RPBE method has nine 
layers (Figure 5.1), while the one employed with the hybrid-DFT methods has only two 
(Figure 5.2.b). Therefore, in order to evaluate the effect of the number of layers on the 
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results obtained with hybrid-DFT methods, the model shown in Figure 5.2.c was also 
employed to evaluate the electronic density using the M05-2X method with the 
LANL2DZ basis set. The number of electrons calculated with the four-layer model was 
0.026 per platinum atom (Shown in Figure 5.4.c). Thus, a larger number of layers 
induces a slight decrease in the number of electrons in the 1Å-gap; however, the 
reduction is only in the order of 6% and results obtained using a two-layer model (Figure 
5.2.b) are still quantitatively accurate.  
 
Another useful factor to evaluate is the size of the basis set; the LANL2TZ has a slightly 
larger valence d-space than the LANL2DZ, which is the one typically employed for 
transition metals. The system shown in Figure 5.4 (center) was also evaluated using the 
M05-2X method with the LANL2TZ basis set. Nevertheless, the calculated number of 
electrons in the 1Å-gap was practically the same as the one calculated using the 
LANL2DZ basis set (0.026 electrons/Pt atom); thus, no significant differences are found 
on the electronic density calculated in the 1Å-gap between metallic surfaces by changing 
the number of layers employed to model the system or by moderate increases in the basis 
set size. 
 
 
 
 
Figure 5.4 Electronic density plots of systems studied using DFT-hybrid methods, for a surface-
surface separation of 5 Å.  The multiplicity employed with the B3PW91 method was nine, while 
the one employed with the M05-2X method was five 
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The agreement between the DFT and hybrid-DFT methods is indicative that the 
electronic distribution found in the gap between surfaces is not a result of the approaches 
and approximations taken in pure DFT methods. However, to further confirm these 
results, the electronic densities were also calculated using post HF correlated methods. 
These results are especially important when comparing with our previous calculations 
because we are working with transition metals. This type of materials possesses nearly 
degenerated electronic distributions and DFT-based methods (both LSDA and GGA) 
may cause excessively delocalized electronic distributions.
38
 Therefore, comparisons 
with HF correlated methods would eliminate the possibility of electronic densities in the 
gap between periodic surfaces being a result of unphysical artifacts of the method 
employed.  
 
Figure 5.5 shows the plots of the electronic density distributions of the systems, 
calculated using the MP2 (with model shown in Figure 5.2.b) and CCSD(T) methods 
(with the model shown in Figure 5.2.a). The number of electrons per platinum atom 
found in the 1Å-gap between the surfaces using the MP2 method, is practically the same 
as the ones found using DFT-GGA plane-wave based methods and hybrid-DFT (0.026 
electrons per platinum-atom), and interestingly, this number is slightly larger using the 
CCSD(T) method (0.029 electrons per platinum-atom). The latter method is considered 
as one of the best descriptors of medium and long-range electron correlations. Thus, we 
are confident that the presence of electrons in the gap between metallic surfaces 
separated at small distances (4-7 Å) is well described with DFT-GGA methods, and such 
density is not significantly influenced by the computational method/basis-set employed.  
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Figure 5.5 Electronic density plots of systems studied using correlated post-HF methods, for a 
surface-surface separation of 5Å. The multiplicity employed in both cases was five 
 
 
The number of electrons in the gap of a silver model equivalent to the one of Figure 
5.2.b was also calculated using MP2/LANL2DZ and a multiplicity of 2. The results 
indicate the presence of 0.027 electrons per silver atom in the gap of this system. This 
result is in agreement with previous calculations showing similar electronic densities 
inside nanopores formed by silver overlayers and those calculated for pure platinum at 
similar separations,
25
 and also with the values reported in Table 5.1 Calculated layer-
layer separation l, for the different metal-slabs, and number of electrons in the 1Å-gap 
for H equal to 1.5l, 2.25l, 3l, and 5l (0.016 electrons/Ag-atom for H=5.42 and 0.168 
electrons/Ag-atom for H=3.62). 
 
5.5.Conclusions 
A significant presence of electrons is found in the gap between metallic surfaces when 
the surface-surface separation is between 4-7 Å; such electrons play an important role 
when interacting with molecules inside the pore formed by the surfaces. Some of these 
effects include changes in magnetization behavior, induced polymerization of molecules, 
and reduction in activation barriers for dissociation discussed in our previous reports. In 
the first part of this work, the energetic state of the electrons present in the gap between 
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metallic surfaces was studied by calculating the electronic DOS of different metal-
nanopores; including iridium, rhodium, nickel, cobalt, copper, and gold. The calculations 
were performed at fixed surface-surface separations, corresponding to 1.5l, 2.25l, 3l, and 
5l, where l represents the layer-layer separation for the fcc-(111) plane of each specific 
system. A critical surface-surface separation was found in every case, corresponding to 
3l.  Below this critical distance, electronic states in the gap region between the surfaces 
are below the Fermi energy of the system and therefore are occupied. Further decreases 
in the surface-surface separation result in the presence of higher populated electronic 
levels below the Fermi energy for the gap-region of the system; in agreement with 
higher electronic densities found for smaller surface-surface separations. Another 
interesting result derived from the calculated DOS is the specific energies of the 
electrons in the gap. In all the cases, for surface-surface separations between 4-7 Å, these 
energies are within 5 eV from the Fermi energy of the system. 
 
Our results have important implications for the design of metallic nanopores as active 
catalysts for specific reactions. Firstly, they allow designing the nanopores with desired 
electronic densities between the metallic surfaces, by changing the surface-surface 
separation (pore length) and they also permit to choose the energy of the electrons in the 
gap-region by choosing the metal forming the nanopore. Energy coupling between 
electrons and molecular orbitals is required for charge transfers to be effective. 
Therefore, knowing in advance the energy of electrons in the gap region may allow more 
effective design of the catalysts for interaction with specific molecules. 
 
In the second part of this work we studied the effect of the computational method on the 
calculated electronic density between metallic surfaces. Finite layers composed of 4 and 
13 platinum atoms were employed. Results using the DFT-based, GGA-RPBE are 
compared with the ones obtained using DFT-hybrid: B3PW91 and M05-2X; and HF-
correlated methods: MP2 and CCSD (T). It is found that the number of electrons 
calculated in the gap per platinum atom is very similar in all the cases.  Hybrid-methods 
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offer some advantages over GGA-RPBE regarding electron correlation as they mix in 
with the Hartree-Fock exchange, allowing an explicit description of the densities and 
their gradients through orbital dependent expressions. However, transition metals 
possess nearly degenerated electronic distributions and DFT-based methods may cause 
excessively delocalized electronic distributions. Therefore, the agreement with HF-
correlated methods reduces the possibility of electronic densities in the gap between 
periodic surfaces being a result of unphysical artifacts of the method employed. We are 
confident that the presence of electrons in the gap between metallic surfaces separated at 
small distances (4-7 Å) is well described with DFT-GGA methods, and we show that 
such density is not significantly influenced by the computational method/basis-set 
employed. 
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6. SMALL-MOLECULE ACTIVATION DRIVEN BY CONFINEMENT 
EFFECTS 
 
 
6.1.Summary 
Electron-rich enviroments, created by close interaction of metallic nanostructures at 
subnanometer separations, have been found to facilitate molecular dissociation of simple 
diatomic molecules. Electrons in these regions have energies close to the Fermi energy 
of the metallic structures forming the electron-rich environment, which can be used to 
tune their energy for specific interactions with the LUMO of molecules of interest. In 
this work, electron-rich regions are incorporated into a nanopillared-graphene (NPG) 
structure by decorating the material with Pt22 nanoparticles. Regions with finite 
electronic densities are created in the confined space between Pt and carbon nanotubes 
(CNTs). In the first part of this work, the reactivity of these regions is evaluated by 
comparing the bond strength of O2, CO, and N2 adsorbed on Pt22 in their presence, with 
that of the molecules adsorbed without neighboring electron-rich regions. Results show 
larger transferences of charges to the molecules adsorbed in the presence of these 
environments. Additional charges transferred to these molecules will go their LUMO 
anti-bonding orbitals, weakening their molecular bonds and facilitating their 
dissociation. In the second part of the work, the dissociation of O2 and CH4 molecules is 
investigated in the proposed Pt22/NPG structure at different (T, P) conditions, and 
compared to that in a mesoporous Pt26/Graphite system (no electron-rich regions are 
present in this system). It was found that electron-rich environments have a clear effect 
on the reactivity of the material. In the case of O2, these regions either increase the range 
of charges being transferred to adsorbed O2 molecules increasing bond-length 
oscillations that facilitate the molecular dissociation, or they may increase the amount of 
charges transferred to adsorbed molecules debilitating their molecular bond. In the case 
of methane the electron-rich regions does not interact with the molecular LUMO due to 
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the larger barrier between the Fermi energy of the system and the LUMO orbital of CH4. 
However, the confined nature of the electron-rich environment in Pt22/NPG may also 
increase the reactivity of the material due to a geometric effect related to good dispersion 
of Pt22 nanoparticles in NPG and an increased frequency of interaction between catalysts 
and molecules. 
 
6.2.Introduction 
Finite electronic densities can be found between two closely interacting metallic 
nanostructures, due to migration of some of the conduction electrons to the interparticle 
region.
21-30
 The effect of this electron-rich environment on the catalytic activity of 
transition metals have been studied in previous works by using two metallic thin films 
separated at distances between 4-7 Å.
21-23
 Results show that the dissociation of simple 
diatomic molecules is facilitated when taking place between the two metallic thin films, 
compared to those taking place on single surfaces. The main reason for this difference is 
the higher charge transferred to adsorbed molecules during their dissociation in the 
former case, which debilitates molecular bonds and facilitates bond-breaking processes. 
As a result, a direct relationship exists between the additional charge transferred to 
molecules and the decrease found in activation barriers.
22
 Additionally, the energies of 
the electrons in the gap region are found to depend on the Fermi level (EF) of the specific 
metal forming the pore, and they are expected to be within 5 eV of EF.
23
 Consequently, 
electronic coupling between electrons in the gap and the dissociating molecule may be 
tuned by changing the materials from which electrons are migrating.  
 
Given the catalytic enhancement promoted by electron-rich environments, it is of special 
interest to use them as building blocks and incorporate them into suitable three-
dimensional nanostructures. In this way, new catalytic materials with enhanced 
reactivity towards specific reactions may be obtained. The main requirements that a 
porous nanostructure may fulfill in order to be considered as a scaffold for the 
incorporation of these regions, are good stability, high surface area, and facile tailoring 
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of pore sizes. One interesting three-dimensional material satisfying all of these 
conditions is Nanopillared Graphene (NPG), a novel nanostructure composed of parallel 
graphene layers connected by vertically aligned carbon nanotubes (CNTs).
152
 Graphene 
and CNTs have very similar crystal structures and are covalently bonded in this material, 
which gives NPG the required stability.
153,154
 Also, experimental reports have measured 
high BET specific surface areas for these nanostructures (up to 2600 m
2
/g),
153
 
comparable to the theoretical value for graphene and open-ended CNTs (2630 m
2
/g).
155
 
Furthermore, the length of CNTs, and the inter-tube distances may be easily tuned by 
changing variables during the synthesis process. For chemical vapor deposition based 
synthesis, the precursor gas employed, deposition time, and catalyst nanoparticle 
diameter, influence the growth rate and spacing of CNTs on the material.
154,156,157
 NPG 
structures have been mainly proposed for applications related to hydrogen storage,
152
 
supercapacitors,
157,158
 and nanoelectronics.
159
 N-doped NPG has been assessed as an 
electrocatalyst for the oxygen reduction reaction in fuel cells,
160,161
 and NPG structures 
decorated with metallic nanoparticles have been proposed for magnetic drug delivery 
applications,
162
 and as field emission devices.
163
  
 
In this work, a Pt-decorated NPG structure exhibiting electron-rich regions is proposed 
as a nanostructured catalyst for the dissociation of molecules in gas phase. Electron-rich 
regions are present in confined spaces formed by two nanostructures interacting at 
separations between 4-7 Å.
21-30
 Therefore, nanopores with sizes between 4-7 Å must be 
present in our proposed nanocatalyst. Other ordered carbon materials decorated with 
metallic nanoparticles have been proposed in the past as electrocatalysts in fuel cell 
reactions. For example, ordered mesoporous carbon decorated with Pt and Pt-Ru 
nanoparticles have been tested as electrocatalysts for methanol oxidation, showing 
enhanced electrochemical performance in comparison to commercial catalysts.
164-166
 
However, average pore sizes in those carbon-based catalysts are in the order of tens of 
nanometers. The novelty of our work is based in the incorporation of electron-rich 
regions into the metal/carbon nanostructure. Such confined regions guarantee the 
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presence of electrons in the gap, and as mentioned above, the interaction between these 
electrons and gas-phase adsorbates results in the weakening of molecular bonds and an 
enhancement of the reactivity of the material.  
 
In the first part of this work, a suitable NPG structure decorated with Pt-nanoclusters and 
exhibiting electron-rich regions is proposed. Subsequently, enhancements given by 
electron rich environments to the Pt-decorated NPG structure are investigated by 
evaluating the effect of these confined regions on bond strengths of diatomic molecules. 
Finally, the dissociation of oxygen and methane molecules on Pt-decorated NPG is 
evaluated using AIMD simulations. In this way, enhancements on the reactivity, given 
by the presence of electron-rich regions, can be directly observed at different 
temperature/pressure conditions. 
 
6.3.Computational and System Details 
6.3.1. Metal-Decorated NPG Structure 
The NPG structure was built following the procedure described by Dimitrakakis et al.
152
 
A 6x10 graphene sheet was employed along with a (6, 6) CNT that were subsequently 
allow to bond covalently during a DFT optimization (Figure 6.1). In order to decorate 
the resulting NPG structure with Pt nanoparticles, two different approaches were taken. 
In the first one, two Pt13 clusters were adsorbed onto the CNT, with an initial separation 
of 6.5 Å between their periodic images (Figure 6.2). In this way, the metallic clusters 
interacting with each other at distances between 4-7 Å, resemble the interacting thin 
films studied earlier. In the second approach, one Pt22 cluster was adsorbed onto the 
structure with an initial separation of 5.6 Å from the CNT periodic image (Figure 6.3). 
In this case, the electron-rich environment is expected to be formed through the 
interaction between metallic clusters and carbon nanotubes (CNTs), at distances between 
4-7 Å.  
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Figure 6.1 Unit cell of The NPG structure built following the procedure described by 
Dimitrakakis et al. Left: top view. Right: lateral view 
 
CNTs are formed by rolling up graphene layers to form a tubular structure. Carbon 
atoms in graphene are covalently bonded to other carbons through sp
2
 σ-bonds, for 
which each atom contributes with three electrons. The fourth electron is in the pz orbital, 
which extends vertically above and below the plane forming the π bonding and the π* 
anti-bonding states. Electrons in these unbound states may be susceptible to migration to 
a gap formed by a metallic surface interacting with graphene at small distances (4-7 Å). 
Additionally, in the case of CNTs, the curvature of their walls generates a shifting of 
electrons from the π orbital to the convex outer surface of the tube, which may further 
facilitate the formation of an electron-rich region between a metallic cluster and the 
CNT.
167
 The electronic density in this region is quantified by calculating the number of 
electrons in systems shown in Figure 6.7. 
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Figure 6.2 Top view of four unit cells of a proposed NPG structure decorated using two Pt13 
clusters. Carbon atoms are grey and platinum atoms are blue 
 
 
 
 
Figure 6.3 Top view of four unit cells of a proposed NPG structure decorated using one Pt22 
cluster. Carbon atoms are grey and platinum atoms are blue 
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6.3.2. Evaluating Bond Strength of Diatomic Molecules on Electron-Rich Regions 
of Metal-Decorated NPG 
In order to evaluate the effect that electron-rich regions may have on the reactivity of Pt-
decorated NPG, the diatomic molecules O2, N2, and CO were adsorbed onto a Pt26-
cluster and their bond lengths and charges were evaluated for cases with and without the 
presence of electron-rich environments. These regions are formed by the interaction 
between Pt26 and graphene at H=4.9 Å and H=15 Å, respectively (Figure 6.4). The O2 
molecule was adsorbed horizontally on a bridge configuration, similar to the t-b-t stable 
configuration found for the molecule on Pt (111).
168
 A similar configuration was adopted 
in the case of N2. In the case of CO, the molecule was adsorbed vertically through the C 
atom on a bridge site of the nanocluster. This configuration was theoretically found as 
one of the most stables for CO adsorption on Pt (111).
169
 The adsorption configuration 
for each molecule was exactly the same for both separations (H=4.9 Å and H=15 Å). 
Thus, differences in their bond strength reflect exclusively the effect of the electron-rich 
environment (present for H=4.9 Å). 
 
 
 
 
Figure 6.4 Unit cell of a Pt26 cluster interacting with graphene at H=4.9 Å (left) and H=15 Å 
(right). Carbon atoms are grey and platinum atoms are blue 
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6.3.3. AIMD Simulations of O2 on Pt22/NPG  
In order to evaluate the influence of electron-rich regions on the dissociation of O2 on 
Pt22/NPG at different (T, P) conditions, simulations were performed at (200K, 10 atm.), 
(250K, 13 atm.), and (298K, 15 atm.). In all cases, the density (ρ) of O2 in the systems 
was held constant at 19.5 Kg/m
3
 and the resulting pressure was calculated using tables of 
thermodynamic properties of O2 at the given (T, ρ) conditions.
170
 One oxygen molecule 
was needed to reproduce this density on the Pt22/NPG system shown in Figure 6.3. 
Simulations carried out on this system were then compared to those of three oxygen 
molecules (ρ =19.5 Kg/m3) interacting with the Pt26/Graphite system shown below 
(Figure 6.5) at the same (T, P) conditions.  
 
 
 
 
Figure 6.5 Pt26 cluster over a graphene sheet. Left: top view of four unit cells. Right: lateral 
view of the unit cell. Carbon atoms are grey and platinum atoms are blue 
 
The system in Figure 6.5represents an ordered carbon-based material with larger pore 
sizes than those in NPG (~ 1nm vs. ~0.56 nm in NPG), and consequently, electron-rich 
regions are not present. Experimentally, ordered mesoporous carbon materials decorated 
with platinum nanoparticles (pore sizes between 2-50 nm) may be synthesized by using 
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mesoporous silicates such as SBA-15.
164-166
 Results obtained in this section will enable 
elucidating the effect of electron-rich regions on the reactivity of platinum-decorated 
mesoporous carbon materials.   
 
6.3.4. AIMD Simulations of CH4 on Pt22/NPG 
In order to evaluate how electron-rich regions influence the dissociation of CH4 on 
Pt22/NPG at different (T, P) conditions, simulations were performed at (1000K, 300 
atm.), (1100K, 329 atm.), (1200K, 359 atm.), and (1500K, 449 atm.). In all cases, the 
density (ρ) of CH4 in the systems was held constant at 58.6 Kg/m
3
 and the resulting 
pressure was calculated using the ideal gas equation for the given (T, ρ) conditions. Six 
methane molecules were needed to reproduce this density on the Pt22/NPG system 
shown in Figure 6.3, while nineteen molecules were needed to reproduce this density on 
the Pt26/Graphite system shown in Figure 6.5.  
 
Methane is the main component of natural gas, and it is widely used in industry for 
obtaining hydrogen, higher hydrocarbons, and oxygenates such as alcohols and 
formaldehydes. However, methane is a highly stable molecule, requiring high energies 
to activate its C-H bond (104 kcal/mol).
171
 Steam reforming is one of the most 
commonly used processes in industry to activate it obtaining syngas, but this process has 
to be performed at high temperatures (>1000K) and medium pressures (~30 atm.), which 
makes it significantly expensive.
172
 Hence, it is very important to propose effective 
strategies to activate methane at milder conditions. Results in this section will help 
elucidate if methane dehydrogenation on Pt/NPG structures is facilitated, thus reducing 
(T, P) conditions at which the reaction takes place.  
 
Dehydrogenation of molecules such as methyl-cyclohexane has been carried out 
successfully using Pt-nanoparticles confined on the pores on ordered SBA-15 templates, 
and higher catalytic activities were reported for this system compared to those of 
conventional Pt/SiO2.
173
 Reasons for this are mainly related to the more homogeneous 
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dispersion of Pt-nanoparticles on the ordered SBA-15 substrate and the restriction in the 
growth of Pt-nanoparticles inside the pore of SBA-15 (methyl-cyclohexane 
dehydrogenation is particle-size dependent). Consequently, ordered Pt/NPG catalysts 
may be good candidates for the dehydrogenation of methane at milder (T, P) conditions. 
 
6.3.5. General Computational Details 
Calculations were performed using the Vienna ab initio simulation package 
VASP,
87,89,90,174,175
 with the revised Perdew-Burke-Ernzerhof functional (GGA-rPBE)
176
 
and the projector augmented wave (PAW) pseudopotentials provided in the VASP 
databases describing electron-ion interactions.
93,94
 The plane wave was expanded up to a 
cutoff energy of 400 eV. The convergence criteria for ionic relaxation loop and for 
electronic self-consistent iteration were set to 10
-3
 and 10
-4
 eV respectively. A Gaussian 
smearing with a width of 0.2 eV was employed and a 4x4x1 k-points Monkhorst–Pack95 
mesh sampling was used in the surface Brillouin zone. AIMD simulations were carried 
out using the NVT ensemble with a time step of 1 femtosecond.  The Nose thermostat 
was used to control the temperature oscillations during the simulation with a Nose-mass 
parameter of 0.5, which gives a frequency of oscillation corresponding to 176 time steps.  
A Γ-point Brillouin zone sampling was applied in this case with a plane wave energy 
cutoff of 400 eV. All of the systems were allowed to run at least 8 picoseconds. Bader 
charge analyses were used to perform charge calculations.
99,100
 Within this method, the 
total electronic charge of an atom is approximated by the charge enclosed within the 
Bader volume defined by zero flux surfaces.  
 
6.4.Results  
6.4.1. Metal-Decorated NPG Structure 
The Pt-decorated NPG structure proposed in Figure 6.2 is shown in Figure 6.6 after DFT 
optimization. The two Pt13 clusters separated by small distances (<7Å) strongly interact 
and end up merging during the geometry optimization. In contrast, the structure of the 
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Pt-decorated NPG proposed in Figure 6.3 is well maintained, and the final separation 
between the Pt22 cluster and the CNT slightly changes from 5.6 to 5.5 Å. Since the 
structure of the Pt-decorated NPG in Figure 6.3 is stable and small pores are formed 
between Pt and CNTs (Pore size: 5.5 Å), this nanostructure is chosen as the catalysts to 
be used in our reactivity studies.  
 
 
 
Figure 6.6 Top view of four unit cells of the Pt-decorated NPG structure proposed in Fig. 2 after 
DFT optimization. Carbon atoms are grey and platinum atoms are blue 
 
 
In order to quantify the number of electrons in electron-rich regions formed by a Pt-
cluster and a graphene sheet, DFT simulations were performed to calculate the number 
of electrons in a gap formed by a Pt6 cluster and a graphene layer 5 Å apart (Figure 6.7, 
left). Additionally, this number was compared to that calculated using two Pt6 clusters 
separated by 5 Å (Figure 6.7, center), and to the one calculated using only one Pt6 cluster 
over a graphene sheet (Figure 6.7, right). The number of electrons was calculated in a 
1Å subgap region (Figure 6.7) defined in the gap between the nanostructures. Figure 6.7 
also shows the electronic density in each system after the DFT optimization. The 
calculated number of electrons in the gap formed by platinum and graphene is just 14% 
smaller than that in the gap formed by platinum clusters (0.25 vs. 0.29 electrons). Also, 
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it is interesting to note that the number of electrons in the same gap region for a platinum 
cluster over graphene (Figure 6.7, right) is very close to zero, confirming that the 
number of electrons in the gap calculated for systems in the left and center, are a result 
of tunneling of electrons due to close interaction between the nanostructures at small 
separations.  
 
Calculations in this section demonstrate that Pt-decorated NPG structures, such as that 
shown in Figure 6.3, possess electron-rich regions in the small gaps formed by metal-
clusters interacting with carbon nanotubes. The effect of electron-rich regions on the 
reactivity of Pt-decorated NPG structures will be evaluated in the next section. 
 
 
 
Figure 6.7 Electronic density in a gap formed by a Pt6 cluster and a graphene layer 5 Å apart 
(left), two Pt6 clusters 5 Å apart (center), and one Pt6 cluster over a graphene sheet (right). 
Carbon atoms are yellow and platinum atoms are grey 
 
 
 
 
 
 102 
 
6.4.2. Evaluating Bond Strength of Diatomic Molecules on Electron-Rich Regions 
of Metal-Decorated NPG 
The final configurations of O2, N2, and CO molecules adsorbed onto the Pt26/graphite 
systems in Figure 6.4 are shown in Figure 6.8. Bond lengths and charges of molecules in 
each system are also shown. Charges transferred to molecules in electron-rich regions 
(H=4.9Å) during adsorption are up to 35% larger compared to those of molecules 
adsorbed on the cluster with no electron-rich regions (H=15Å). Also, bond-lengths of 
adsorbed molecules are up to 0.84% longer in electron-rich regions. This reflects weaker 
molecular bonds resulting from the larger amount of charge transferred to molecules, 
and smaller barriers expected to be required for their dissociation in electron-rich 
regions. The lowest unoccupied molecular orbital (LUMO) of O2, N2, and CO is an anti-
bonding orbital, and its additional filling weakens the molecular bond.
177
 In fact, 
previous calculations on Pt (111) surfaces showed that O2 molecules receiving 0.11 more 
electrons during their adsorption in electron-rich environments required 39% less energy 
to be dissociated than those adsorbed without the presence of electron-rich regions 
(Activation barrier 0.25 eV smaller). Analogously, CO molecules receiving 0.14 more 
electrons required 6.4% less energy to be dissociated (Activation barrier 0.27 eV 
smaller).
22
  
 
In the cases studied in this chapter, O2 and CO molecules adsorbed on Pt26-clusters in the 
presence of electron-rich environments received 0.06 and 0.05 more electrons that their 
counterparts adsorbed on the cluster with no electron-rich environments. These increases 
in charge correspond to 54 and 36% of those calculated for O2 and CO on electron-rich 
Pt (111). Therefore, noticeable reductions in activation barriers are also expected when 
such molecules are adsorbed on Pt-NPG in the presence of electron-rich regions 
compared to barriers on Pt-NPG structures with no electron-rich regions present.  
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Figure 6.8 Final configurations of O2, N2, and CO molecules adsorbed onto the Pt26/graphite 
systems in Fig. 4. Bond lengths and charges in each case are also shown. Platinum atoms are 
blue, carbon atoms are grey, nitrogen atoms are light blue, and oxygen atoms are red 
 
 
It is interesting to note from the charges shown in Figure 6.8 that the amount of electrons 
transferred to each molecule is not the same. Given the importance of the charge 
transferred to the molecule during its adsorption on the weakening of its molecular bond 
and the facilitation of its dissociation, it is vital to understand the origin of such 
differences. In order to accomplish this, the Fermi level of the Pt26/Graphite system in 
Figure 6.4 was calculated and compared to the LUMO of the three different molecules 
studied: O2, N2, and CO. Figure 6.9 (left) shows the calculated values, relative to the 
energy levels of vacuum. An effective coupling between Fermi energy and LUMO is 
expected to result in better electron transference. Specifically, the difference 
(LUMOMolecule – EFermi-Pt26) provides the barrier required for charge transference to the 
molecule. 
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 In the case of the O2 molecule, the LUMO lies below the Fermi energy of Pt26/Graphite, 
which allows for a spontaneous transference of charge from the cluster. In contrast, the 
LUMO of N2 and CO is above the Fermi level of Pt26/Graphite, which gives rise to 
barriers in charge transference corresponding to 2.1 and 2.2 eV, respectively. These 
results are consistent with the charges calculated for the diﬀerent molecules adsorbed on 
Pt26/Graphite at both separations, H=4.9 and H=15 Å (Figure 6.8). Largest amount of 
charges are transferred to O2, which has no barrier for the transference of electrons to its 
LUMO, followed by N2 (barrier: 2.1 eV), and CO (barrier: 2.2 eV). As mentioned above, 
the LUMO of these molecules correspond to an anti-bonding orbital, and the ﬁlling of 
such orbital facilitates their dissociation. Figure 6.9 (Right) shows the charges of O2, N2, 
and CO adsorbed on Pt26/Graphite as a function of the barrier (LUMOMolecule – EFermi-
Pt26). It is clear from the graph that smaller (LUMOMolecule – EFermi-Pt26) differences result 
is larger amount of charges transferred to adsorbed molecules (more negative molecular 
charges). The same trend is observed in systems with and without the presence of 
electron-rich regions (H=4.9 and H=15 Å, respectively). However, the effect of the 
electron-rich region is an increased amount of electrons being transferred to the 
molecule.  
 
 
 
 
Figure 6.9 Left: Fermi level of the Pt26/Graphite system in Fig. 6.4 compared to the LUMO of 
O2, N2, and CO. Right: charges of O2, N2, and CO molecules adsorbed on Pt26/Graphite as a 
function of the barrier (LUMO Molecule – E Fermi-Pt26) 
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These results are important for the design of metal-decorated NPG catalysts with 
enhanced reactivity toward specific reactions. NPG systems can be decorated with metal 
clusters whose Fermi Energy effectively couples with the LUMO of molecules of 
interest (small or negative LUMOMolecule – EFermi-Pt26 differences). In that way, larger 
amount of charges can be transferred to LUMO orbitals of molecules, facilitating their 
dissociation. Additionally, if electron-rich regions are present, the amount of charge 
being transferred to the molecule of interest is further increased, enhancing the reactivity 
of the nanostructured material.  
 
6.4.3. AIMD Simulations of O2 on Pt22/NPG 
Figure 6.10(a) shows the O-O bond-length as a function of time for the O2 molecule 
interacting with Pt22/NPG at (200K, 10 atm.), (250K, 13 atm.), and (298K, 15 atm.). 
Time zero represents the time at which the molecule is first adsorbed on the Pt22 
nanoparticle. In all cases, the initial configuration corresponded to the O2 molecule in the 
gap between the Pt22-cluster and the CNT, at approximately 3 Å of the Pt-nanoparticle 
(Figure 6.10(b)). After adsorption, the O2 molecule is on a bridge site interacting with 
two platinum atoms, as shown in Figure 6.10(c). As expected, Figure 6.10(a) shows that 
as the temperature increases the time required to observe dissociation of the adsorbed O2 
molecule decreases. This time corresponds to 710, 370, and 170 femtoseconds at 200, 
250, and 298K, respectively. 
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Figure 6.10 (a) O-O bond-length as a function of time for the O2 molecule interacting with 
Pt22/NPG at (200K, 10 atm.), (250K, 13 atm.), and (298K, 15 atm.). Time zero represents the 
time at which the molecule is first adsorbed on the Pt22 nanoparticle (b) Top view of two unit 
cells of the initial configuration of the O2 molecule in the Pt22/NPG system (c) bridge-site 
adsorption of O2. Platinum atoms are blue, carbon atoms are grey, and oxygen atoms are red 
 
 
Adsorption of O2 molecules at the same (T, P) conditions were also studied on the 
Pt26/Graphite system in Figure 6.5. After 8 picoseconds of AIMD simulations all of the 
oxygen molecules get adsorbed onto the Pt26 cluster. However, none of the molecules 
dissociated at any of the conditions studied. Figure 6.11 shows the final configuration of 
the systems at (200K, 10 atm.), (250K, 13 atm.), and (298K, 15 atm.).  
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Figure 6.11 Final configuration of O2 molecules on the Pt26/Graphite systems at (200K, 10 atm.), 
(250K, 13 atm.), and (298K, 15 atm.). Platinum atoms are blue, carbon atoms are grey, and 
oxygen atoms are red 
 
 
In order to understand differences in reactivity between Pt22/NPG and Pt26/Graphite, the 
O-O bond-lengths of the molecule adsorbed on Pt22/NPG are compared at each (T, P) 
condition with those of the O2 molecule adsorbed on the bridge configuration on 
Pt26/Graphite, as a function of time (Figure 6.12). Again, time zero represents the time at 
which the molecule is first adsorbed on the Pt-nanoparticle (Pt22 or Pt26). It is evident 
that for T=200K and T=250K, the bond-length of the molecule oscillates in a wider 
range of values when adsorbed on the Pt22/NPG system (red-line). For example, the 
bond-length of the molecule adsorbed on Pt22/NPG at 200K, and 250K varies between 
1.25-1.56 Å and 1.25-1.72 Å, respectively, compared to 1.34-1.50 Å and 1.26-1.61 Å in 
the Pt26/Graphite system. These longer O-O oscillations may have facilitated O2 
dissociation in Pt22/NPG at 200K and 250K compared to Pt26/Graphite. However, at 
298K the O-O bond length oscillates in the same range, 1.26 and 1.80 Å, in both systems 
and dissociation is only observed on Pt22/NPG. Given that electron-rich regions are 
present in the Pt22/NPG system, electronic charges of O2 molecules adsorbed on this 
system may be different to those adsorbed on Pt26/Graphite (no electron-rich regions). 
As shown in the previous section, the presence of electron-rich regions may result in 
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larger charges being transferred to adsorbed molecules, which debilitates their molecular 
bond and facilitates their dissociation.  
 
 
 
 
Figure 6.12 O-O bond-lengths of the O2 molecule adsorbed on Pt22/NPG at different (T, P) 
conditions. Time zero represents the time at which the molecule is first adsorbed on the Pt-
nanoparticle 
 
 
At 298K, no bond dissociation is observed after 8 picoseconds of simulation for the 
Pt26/Graphite system. Charges were calculated, as a function of the molecular bond 
length, for O2 in Pt22/NPG and Pt26/Graphite at the different (T, P) conditions (Fig. 13). 
A direct relationship is found between the molecular bond length and the molecular 
charge, the longer the O-O bond the more negative the molecular charge. In the case of 
T=200K, data for the O2 molecule in Pt22/NPG fall under the same fitting line than that 
for the O2 molecule in Pt26/Graphite (Figure 6.13, left). Thus, molecules with a given O-
O bond length possess similar charges in both systems. This suggests that dissociation at 
200K is only observed in Pt22/NPG due to the wider range of charges being transferred 
to the adsorbed molecule in this system (-0.44|e
-
| to -0.75|e
-
|, compared to -0.53|e
-
| to -
0.69|e
-
| in Pt26/Graphite), which leads to longer O-O bond length oscillations that 
facilitate the breaking of the molecular bond. The range of charges being transferred in 
the Pt22/NPG system may be wider due to the neighboring electron-rich region 
interacting with the adsorbed molecule. Electrons in such region are expected to have 
energies close to the Fermi energy of Pt22/NPG,
3
 and as showed in the previous section, 
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the LUMO of O2 lies below the Fermi energy of a Pt/Graphite system, which allows for 
a spontaneous transference of charge from the electron-rich region to the molecule. 
 
 
 
 
Figure 6.13 O2 Charges as a function of the molecular bond length, for O2 in Pt22/NPG and 
Pt26/Graphite at the different (T, P) conditions. The fitting line extends over the range in which 
bond lengths oscillates in each system 
 
 
At T=250K, the range of charges being transferred to the adsorbed molecule in Pt22/NPG 
is, again, slightly larger (-0.5|e| to -0.86|e|, compared to -0.48|e| to -0.78|e| in 
Pt26/Graphite), causing longer O-O bond length oscillations. But additionally, the fitting 
line for data corresponding to O2 in Pt22/NPG (red line in Figure 6.13, center) is slightly 
lower than the fitting line for data corresponding to O2 in Pt26/Graphite (blue line in 
Figure 6.13, center). This means that, on average, O2 molecules with a given O-O bond 
length are slightly more negative when adsorbed on Pt22/NPG (about 0.02|e
-
| more 
negative). The more negative charge is also believed to be related to the presence of 
electron-rich regions in the Pt22/NPG system. As the temperature increases, migration of 
electrons to the confined region between the Pt-cluster and the CNT may be facilitated, 
which results in a larger electronic density interacting with the adsorbed O2 molecule. 
Consequently, at this intermediate temperature (T=250K) the effect of electron-rich 
regions on the reactivity of Pt22/NPG is twofold, first, there is a wider range of charges 
being transferred to the O2 molecule that results in longer O-O bond length oscillations 
than those of the molecule adsorbed on Pt26/Graphite. Second, the presence of electron-
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rich regions in Pt22/NPG helps transferring slightly larger amount of charges to adsorbed 
O2 molecules for a given O-O bond length. The combination of these two factors results 
in an enhanced reactivity of Pt22/NPG and dissociation of the O2 molecule within a few 
hundred femtoseconds of adsorption. No dissociation is observed for molecules adsorbed 
on Pt26/Graphite after eight picoseconds of AIMD simulations at the same (T, P) 
conditions. 
 
Finally, at 298K the O-O oscillations are very similar in both systems, Pt22/NPG and 
Pt26/Graphite, as can be observed in Figure 6.12, right (~1.26 to 1.80Å). However, the 
O2 molecule adsorbed on Pt22/NPG is more negative, on average (about 0.07|e
-
|), than 
that adsorbed on Pt26/Graphite, for the same O-O bond length (Figure 6.13, right). 
Therefore, in this particular case (T=298K), the presence of electron-rich regions in the 
system helps increasing the amount of charge transferred to adsorbed molecules 
compared to that transferred in the absence of these regions, which helps weakening the 
O-O bond and allows dissociating the O2 molecule after about 180 femtoseconds of 
adsorption. Again, no dissociation is observed for molecules adsorbed on Pt26/Graphite 
after eight picoseconds of AIMD simulations at the same (T, P) conditions.  
 
In summary, there is a clear effect of electron-rich regions on the reactivity of platinum-
decorated mesoporous carbon, towards the dissociation of O2. When electron-rich 
regions are present at low and intermediate temperatures (200-250K), a wider range of 
charges is transferred to adsorbed molecules, which generates longer bond-length 
oscillations that facilitate the molecular dissociation. As the temperature increases 
(298K), the effect of bond-length oscillations is less important as this becomes similar to 
that observed in systems with no electron-rich regions (Figure 6.12). However, 
increasing temperatures may facilitate a larger migration of electrons to the confined 
region between the Pt-cluster and the CNT, which leads to larger electronic densities in 
the neighboring electron-rich region. As a result, adsorbed molecules interacting with it 
are, on average, more negative (Figure 6.13, center and right). As discussed in section 
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6.4.2, the LUMO of O2 molecules is an anti-bonding orbital, and its ﬁlling facilitates the 
breaking of the O-O bond. 
 
6.4.4. AIMD Simulations of CH4 on Pt22/NPG 
Methane molecules interacting with Pt22/NPG were found to adsorb on the Pt22 cluster 
after 14170 fs, 9533 fs, 0.44 fs, and 0.38 fs at (1000K, 300 atm.), (1100K, 329 atm.), 
(1200K, 359 atm.), and (1500K, 449 atm.), respectively. In all cases, the same initial 
configuration was used for the AIMD simulations, as shown in Figure 6.14, left. The 
first dehydrogenation takes place almost immediately upon adsorption of the molecule 
on the Pt-cluster. In every case, the dehydrogenation takes place through the formation 
of Pt-C and Pt-H bonds, which eventually leads to the breaking of a C-H bond in the 
methane molecule (Figure 6.14, right). Similar mechanisms have been previously 
proposed for the catalytic dehydrogenation of alkanes using transition metals.
178
 The 
dehydrogenation reaction takes place through a three-centered transition state in which 
the metal atom (M) inserts itself into a C-H bond of the alkane, forming M-H and M-C 
bonds. The strength of the M-H and M-C bonds combined exceeds that of the C-H bond 
in the alkane, making the dehydrogenation process thermodynamically favorable.
178
 
 
 
 
 
Figure 6.14 Left: top view of unit cell representing the initial configuration for the AIMD 
simulations of CH4 on Pt22/NPG. Right: dehydrogenation mechanism. Platinum atoms are blue, 
carbon atoms are grey, and hydrogen atoms are white 
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Methane molecules interacting with Pt26/Graphite (Figure 6.5) at the same (T, P) 
conditions were also studied through AIMD simulations. The same initial configuration 
was used in every case as shown in Figure 6.15. No adsorption of CH4 molecules on the 
Pt-cluster was observed after 14000 femtoseconds of simulation at (1200K, 359 atm.) 
and (1500K, 449 atm.). However, adsorption and dehydrogenation of one methane 
molecule was observed at (1100K, 329 atm.) after about 12500 femtoseconds. The 
dehydrogenation mechanism observed in this case was equivalent to that observed in the 
Pt22/NPG system (Figure 6.14, right).  
 
 
 
 
Figure 6.15 Top view of the unit cell representing the initial configuration for the AIMD 
simulations of CH4 on Pt26/Graphite 
 
 
In order to investigate possible differences in the dehydrogenation process taking place 
on Pt22/NPG vs. that taking place on Pt26/Graphite, the C-H bond-length of the adsorbed 
molecule was plotted as a function of time for each system at 1100 K (Figure 6.16, left). 
Time zero represents the time at which the methane adsorbs on the Pt-cluster (Pt22 or 
Pt26). In both cases, the C-H bond length at this time corresponds to 1.13 Å. The C-H 
bond length of the methane molecule adsorbed on Pt22/NPG increases slightly more 
rapidly than that of the molecule adsorbed on Pt26/Graphite between C-H = 1.13 Å and 
1.30 Å (approximately length at which the C-H bond breaks). Data in Figure 6.16, left, 
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was fitted taking into account the time needed for the C-H bond to reach 1.30 Å after 
adsorption (5 femtoseconds in the case of Pt22/NPG and 9 femtoseconds in the case of 
Pt26/Graphite), and a slightly larger slope corresponding to 0.035 Å/fs, is found in the 
case of  Pt22/NPG. However, differences calculated in Figure 6.16 are not significant, as 
the difference between dissociation times after adsorption is only 4 femtoseconds among 
the two systems. Charges of the methane molecules during dissociation were also 
calculated for three different C-H bond lengths and are plotted in Figure 6.16, right. In 
both cases (Pt22/NPG and Pt26/Graphite), the charge of the adsorbed molecule is positive 
and around 0.1|e
-
|. Thus, significant transference of charge from the Pt-cluster to the CH4 
molecule is not believed to happen during its dehydrogenation. The barrier 
(LUMOMolecule – EFermi-Pt26) calculated for transference of charge to CH4 corresponds to 
approximately 4.4 eV, which is a significantly high barrier that may explain the inability 
of the system to transfer electrons to the LUMO of methane molecules.  
 
 
 
 
Figure 6.16 Left: C-H bond-length of the adsorbed CH4 molecule as a function of time for each 
system at 1100 K. The fitting line extends up to C-H = 1.3Å, and time zero represents the time at 
which the methane adsorbs on the Pt-cluster. Right: charge of the methane 
 
 
Even though electron-rich regions do not significantly affect the charge density of 
molecules with substantial (LUMOMolecule – EFermi) barriers, the confined nature of these 
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regions may have a geometric effect on the reactivity of the system. For example, 
comparison of times required to observe molecular adsorption on Pt22/NPG and 
Pt26/Graphite suggests that smaller times are required to observe molecular adsorption on 
Pt22/NPG. As discussed above, CH4 is found to adsorb on the Pt22/NPG after 14170 fs, 
9533 fs, 0.44 fs, and 0.38 fs at (1000K, 300 atm.), (1100K, 329 atm.), (1200K, 359 
atm.), and (1500K, 449 atm.), respectively. Meanwhile, adsorption on Pt26/Graphite at 
(1200K, 359 atm.), and (1500K, 449 atm.) has not been observed after 14000 
femtoseconds of AIMD simulations, and that at (1100K, 329 atm.) was observed after 
approximately 12500 femtoseconds. Dehydrogenation of molecules such as methyl-
cyclohexane has been carried out with higher catalytic activities than conventional 
Pt/SiO2 when the Pt-nanoparticles are confined on the pores on ordered SBA-15 
templates.
173
 One of the reasons is the better dispersion of Pt-nanoparticles found inside 
the ordered SBA-15 template. Additionally, different authors have found that zeolites 
structure and pore-size influences reaction rates inside the zeolite.
128
 Thus, NPG 
structures as the one proposed on this work may enhance the reactivity of the metal 
clusters decorating the structure, even when the electron-rich regions do not interact with 
the molecules of interest, due to the good dispersion of Pt-clusters on the material and to 
small pore sizes that may increase the frequency of interaction between catalyst and 
molecules. 
 
6.5.Conclusions 
A Pt/NPG structure exhibiting electron-rich regions was proposed as a nanostructured 
catalyst for the dissociation of molecules in gas phase. Electron-rich regions are formed 
in this system through close interaction between the Pt-cluster and CNTs (separation ~ 
5.5Å). In the first part of this work, O2, CO, and N2 molecules were adsorbed on a Pt26 
cluster with and without the presence of electron-rich regions. Charges transferred to 
molecules in electron-rich regions during adsorption are up to 35% larger compared to 
those of molecules adsorbed on the cluster with no presence of electron-rich regions. 
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Also, bond-lengths of adsorbed molecules are up to 0.84% longer. Therefore, molecules 
in electron-rich regions exhibit weaker molecular bonds, and smaller barriers are 
expected to be required for their dissociation. It was also found that the difference 
(LUMOMolecule – EFermi-Catalyst) provides the barrier required for charge transference to the 
molecule. Consequently, it is possible to selectively enhance catalytic reactions by 
efficiently coupling the Fermi energy of the catalyst (by changing the metal particle 
decorating the NPG) with the LUMO orbital of the molecule of interest. In that way, 
larger amount of charges can be transferred to LUMO antibonding orbitals of molecules, 
weakening their molecular bonds. 
In the second part of this work, AIMD simulations of O2 molecules interacting with the 
proposed Pt/NPG catalysts were performed. These simulations were compared to those 
of O2 molecules interacting with a Pt26/Graphite system at the same (T, P) conditions. 
Pt26/Graphite represents an ordered carbon-based material with larger pore sizes than 
those in NPG (~ 1nm vs. ~0.56 nm in NPG), and consequently, it does not possess 
electron-rich regions. A clear effect of electron-rich regions on the reactivity of 
platinum-decorated mesoporous carbon was observed. First, it may help by allowing a 
wider range of electrons being transferred to adsorbed molecules, which generates 
longer bond-length oscillations that facilitate the molecular dissociation. Additionally, at 
higher temperatures, larger migration of electrons to the confined region between the Pt-
cluster and the CNT may be possible, which results in adsorbed molecules with more 
negative charges. The additional charge goes to the antibonding LUMO of the O2 
molecule, facilitating the breaking of its O-O bond.  
Finally, the dehydrogenation of methane was also studied on the proposed Pt/NPG 
system using AIMD simulations. In this case, the calculated (LUMOMolecule – EFermi-
Catalyst) barrier is significantly high, corresponding to 4.4 eV. As a result, electron-rich 
regions do not significantly affect the charge density of methane molecules. However, 
smaller times are required to observe molecular adsorption on Pt22/NPG than on 
Pt26/Graphite, which may be related to the confined nature of the electron-rich regions in 
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NPG. Ordered Pt/NPG structures as the one proposed on this work may display 
enhanced reactivity, even when electron-rich regions do not interact with the molecules 
of interest, due to the good dispersion of Pt-clusters on the material and to small pore 
sizes that may increase the frequency of interaction between catalysts and molecules. 
Therefore, the Pt/NPG catalyst proposed in this work is a good candidate for the efficient 
dissociation of molecules in gas phase. Its reactivity may be tailored by effectively 
coupling the energy of electrons in electron-rich regions with that of antibonding orbitals 
of molecules of interest. Such coupling allows additional transference of electrons to 
adsorbed molecules, weakening molecular bonds and facilitating molecular 
dissociations. Additionally, the ordered nature of the catalyst and its small pore size may 
also have a geometric effect on reactivity even in cases when electron-rich regions do 
not effectively interact with the LUMO of molecules. 
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7. CONCLUSIONS AND FUTURE WORK 
 
 
The present study set out an analysis to explore the influence of electron-rich regions on 
the reactivity of nanostructured materials. Novel nanostructures displaying enhanced 
reactivities may help alleviate energy costs associated with important industrial 
processes; a very important task given that 20% of the worldwide economy depends on 
catalysis. Recent progress in nanotechnology has allowed for the efficient customization 
of the shape, structure, and composition of catalysts. Nonetheless, novel approaches 
further improving the reactivity of materials towards specific reactions are still needed.   
 
The hypothesis of this work is that reactions taking place in electron-rich environments 
require lower energy barriers, thus enhancing the reactivity of materials in which they 
are present. This claim was based on previous findings by different authors who showed 
that interaction of molecules with electron-rich regions gives rise to interesting 
phenomena such as conversion of the molecules to radical anions,
27
 or pre-activation of 
molecules helping molecular bond breaking.
32
 Chapter three, “Geometric and Electronic 
Confinement Effects on Catalysis,” describes in detail the systematic way in which the 
hypothesis is proved. Electron-rich regions are built using metallic slit-pores, formed by 
bringing together two metallic surfaces separated from one another 4.9 Å. Different 
metallic surfaces are used to build the slit-pores, including Pt, Ir, Rh, Pd, and Ni. 
Activation barriers for the dissociation of the diatomic molecules CO, NO, N2, and O2 
are calculated inside the pores (i.e., interacting with the electron-rich region), and on a 
single surface made of the same transition metal. The interaction of adsorbed molecules 
with electron-rich regions is found to influence significantly the activation barriers 
required for their dissociation. The calculated activation energies are up to 39% smaller 
for molecules inside the pores. This change is related to larger amount of charges 
transferred to those molecules compared to the ones adsorbed on single surfaces (up to 
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78% larger). Since the lowest unoccupied molecular orbitals (LUMO) of CO, NO, N2, 
and O2 are anti-bonding orbitals, their additional filling weakens the molecular bond and 
facilitates molecular dissociations. Therefore, this systematic study shows that electron-
rich environments have the potential to enhance the reactivity of a given material.  
 
Other interesting conclusions gathered from this chapter are that the degree of 
facilitation given by the electron-rich region (% of reduction of activation energy 
compared to that calculated on a single surface of the same metal) depends directly on 
the amount of additional charge transferred to molecules inside the metallic pores, and 
also on the degree of interaction between the molecule and the top metallic surface 
forming the slit-pore. The chapter highlighted the importance of understanding these 
geometric and electronic effects in order to use these regions effectively in a real 
nanostructured material. Specifically, two questions were defined: (i) how does the local 
geometry of the slit-pore influence the adsorption energy of molecules inside the pore 
and their barriers for dissociation? And also, (ii) what is the energy of the electrons 
found inside the metallic pores i.e., the energy of the electrons in the electron-rich 
region? Chapter four, “Local surface structure effect on reactivity of molecules confined 
between metallic surfaces,” provides the answer to question (i). In this study, Pt slit 
pores are used to study the adsorption and dissociation of O2. One type of pore is built 
using different stacking planes of defect-free Pt (111) as the top/bottom surfaces forming 
the slit pore. Other types of Pt pores are built by bringing together two Pt (111) surfaces 
with step-like defects. It is found that specific surface–surface configurations in the pore 
(different stacking planes) influence the electronic structure of the surface where the 
molecule is adsorbed, modifying adsorption strengths inside the pore. In addition, the top 
layer of the metallic pore may interact electrostatically with the adsorbate with more or 
less strength depending on their proximity; the stronger the electrostatic interaction, the 
larger the enhancement of the adsorption strength. However, this interaction may also 
makes it more diﬃcult for the molecule to move away and therefore dissociate, resulting 
in higher energy barriers for dissociation. Stronger electrostatic interactions between O2 
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and the top Pt-surface were shown to be present in the case of Pt (111) defect free 
surfaces in which the pore is made of the same stacking plane (top and bottom surfaces). 
These results show the importance of the geometry of the slit-pore on its reactivity. If a 
strong molecular adsorption is desired, then a top layer strongly interacting with the 
adsorbate is convenient. This is made possible, for example, by building the pore using 
two defect- free Pt (111) surfaces, whereas, if a small barrier for dissociation is 
preferred, then a weaker interaction between the molecular precursor and the top layer of 
the gap is more convenient. This can be achieved by using surfaces with step-like 
defects. 
 
Question (ii) is investigated in chapter five, “Characterization of Electronic States inside 
Metallic Nanopores”. In this chapter, the electronic density of states of several transition 
metal nanopores are calculated for diﬀerent pore sizes (i.e., surface−surface separations). 
Results show the existence of a critical surface−surface separation below which 
electronic states inside the pore become populated at energies below the Fermi level of 
the metal, leading to the presence of electrons in the gap between the metallic surfaces. 
Further reduction in the nanopore size increases the number of states corresponding to 
the gap, which agrees with the increasingly higher electronic densities found in the gap 
for smaller surface−surface separations. Additionally, the energy of the electrons in the 
gap region will generally be within 5 eV of the Fermi energy of the metallic system. The 
results of this section are very important for the design of electron-rich regions as active 
sites for speciﬁc reactions. First, they allow tuning electronic densities inside the 
nanopore by changing the surface−surface separation (pore length). Additionally, it is 
possible to choose the energy of the electrons in the gap region by choosing the metal 
forming the nanopore. Energy coupling between the electron-rich region and LUMO 
molecular orbitals is required for charge transfer to be eﬀective. Therefore, knowing in 
advance the energy of electrons in the gap region may allow more eﬀective design of the 
catalysts for their interaction with speciﬁc molecules. 
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Lastly, after elucidating geometric and electronic effects arising inside metallic 
nanopores and their influence on the reactivity of electron-rich regions, the work focused 
on the incorporation of electron-rich regions as building blocks in a three-dimensional 
nanostructured material. In chapter six, “Small-molecule activation driven by 
confinement effects”, a nanostructured material featuring electron-rich region is 
presented, and its reactivity is evaluated. The material consists of NPG decorated with 
Pt-nanoparticles. Electron-rich regions are formed in this system through close 
interaction between the Pt-cluster and carbon nanotubes in the NPG (separation ~ 5.5Å). 
In the first part, O2, CO, and N2 molecules are adsorbed on a Pt26 cluster with and 
without the presence of electron-rich regions. Charges transferred to molecules in 
electron-rich regions during adsorption are up to 35% larger compared to those of 
molecules adsorbed on the cluster with no presence of electron-rich regions. Also, bond-
lengths of adsorbed molecules are up to 0.84% longer. Therefore, molecules in electron-
rich regions exhibit weaker molecular bonds, and smaller barriers are expected to be 
required for their dissociation.  
Subsequently, AIMD simulations of O2 molecules interacting with the proposed Pt/NPG 
catalysts are performed. These simulations are compared to those of O2 molecules 
interacting with a Pt26/Graphite system at the same (T, P) conditions. Pt26/Graphite 
represents an ordered carbon-based material with larger pore sizes than those in NPG (~ 
1nm vs. ~0.56 nm in NPG), and consequently, it does not possess electron-rich regions. 
A clear effect of electron-rich regions on the reactivity of platinum-decorated 
mesoporous carbon is observed. Firstly, it may help by allowing a wider range of 
electrons being transferred to adsorbed molecules, which generates longer bond-length 
oscillations that facilitate the molecular dissociation. Additionally, at higher 
temperatures, larger migration of electrons to the confined region between the Pt-cluster 
and the CNT may be possible, which results in adsorbed molecules with more negative 
charges. The additional charge goes to the antibonding LUMO of the O2 molecule, 
facilitating the breaking of its O-O bond.  
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Finally, the dehydrogenation of methane is also studied on the proposed Pt/NPG system 
using AIMD simulations. In this case, the calculated (LUMOMolecule – EFermi-Catalyst) 
barrier is significantly high, corresponding to 4.4 eV. As a result, electron-rich regions 
do not significantly affect the charge density of methane molecules. However, smaller 
times are required to observe molecular adsorption on Pt22/NPG than on Pt26/Graphite, 
which may be related to the confined nature of the electron-rich regions in NPG. Ordered 
Pt/NPG structures, such as the one proposed on this work, may display enhanced 
reactivity, even when electron-rich regions do not interact with the molecules of interest 
due to the good dispersion of Pt-clusters on the material and to small pore sizes that may 
increase the frequency of interaction between catalysts and molecules.  
In summary, the main hypothesis of this work –reactions taking place in electron-rich 
environments require lower energy barriers- is proved in chapter three, electronic and 
geometric effects arising in electron-rich regions are investigated in chapters four and 
five, and lastly, a novel nanostructured material exhibiting electron-rich regions is 
proposed and tested towards the reaction of gas-phase molecules in chapter six. The 
Pt/NPG catalyst proposed in this work is a good candidate for the efficient dissociation 
of molecules in gas phase. Its reactivity may be tailored by effectively coupling the 
energy of electrons in electron-rich regions with that of antibonding orbitals of 
molecules of interest. Additionally, the ordered nature of the catalyst and its small pore 
size may also have a geometric effect on reactivity even in cases when electron-rich 
regions do not effectively interact with the LUMO of molecules.  
Future work can focus on evaluating the effect of nanoparticle size and/or 
crystallographic phases on the reactivity of metal-decorated NPG. As found in chapter 
four, the local geometry of electron-rich regions has an effect on adsorption energies of 
adsorbates and activation barriers for their dissociation. Furthermore, the incorporation 
of electron-rich regions into different ordered porous structures can be investigated. In 
that way, the effect of the morphology of the support material can be also taken into 
account. Also, reaction rates and frequency factors of specific reactions can be 
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calculated in materials featuring electron-rich regions. In this way, their effect can be 
quantified by comparing with values in other ordered mesoporous materials. Finally, 
diffusion of gas-phase reactants and products may be evaluated in the proposed 
nanocatalysts; this would allow proposing structural modifications on the material to 
minimize mass transport limitations. 
This work was developed in its entirety using computational quantum-based simulations. 
Current computational packages allow studying molecular processes in detail, and are 
able to use a small number of suitable descriptors to describe relevant processes (e.g., 
total energies, activations barriers for reactions, reaction rates, etc.). However, quantum-
based methods use a number of approximations and do not solve exactly the Schrödinger 
equation. Consequently, errors related to this uncertainty are expected. Fortunately, 
knowing the limitations of each specific method (Hartree-based methods, DFT, AIMD) 
and choosing suitable simulation parameters for the system under consideration (specific 
functionals, basis sets, etc.), generally results in good accuracies for the prediction of 
physical properties of materials.
37
 Combined experimental and theoretical approaches 
hold the key to accelerated advancements in different scientific areas, including that of 
catalysis. 
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