We investigate the asymptotic behavior of the OLS residual{based CUSUM test for parameter constancy in a dynamic regression with heavy{tailed disturbances. We extend previous results by relaxing the nite{variance assumption and consider disturbances in the domain of attraction of a stable Paretian law. The main result is a functional limit theorem for the self{normalizing CUSUMs of OLS residuals. We report on a simulation study of the resulting prelimiting and limiting processes. Finally, we provide response{surface approximations of critical values for the CUSUM test statistic.
Introduction
CUSUM{type tests of the stability over time of coe cient vector in the dynamic linear regression Y i = X 0 i + U i are commonly used in the econometric work. Brown, Durbin and Evans (1975) proposed CUSUM tests based on recursive residuals; MacNeill (1978) considered a CUSUM test using ordinary least squares (OLS) residuals; while McCabe and Harrison (1980) studied CUSUM{of{squares tests based on the assumption of independent, identically distributed (i.i.d.) disturbances. Ploberger and Kr amer (1992) (hereafter, PK) provided a functional limit theorem for the sums of OLS residuals, U (n) i = Y i ? X 0 i^ (n) ; 1 i n; where^ (n) denotes the OLS estimator for . Their main result describes a set of regularity conditions, which imply that the cumulative process P nt] i=1 U (n) i ; 0 t 1,| after applying the for nite{variance processes usual normalization|converges weakly to a Brownian bridge. 1 Since the in uential work of Mandelbrot (1963) and Fama (1965) there has been substantial empirical evidence that data arising in speculative markets tend to have distributions that are fat{tailed and excessively peaked around the center. This makes|as suggested by Mandelbrot and Fama|the stable Paretian (in short, {stable) distribution a much more realistic model than the Gaussian one. 2 The {stable family includes the Gaussian distribution as the special case, which is obtained when the stable index or tail-thickness parameter equals two; but it also accommodates the in nite{variance assumption when 0 < < 2. Accepting the {stable hypothesis, it is reasonable to allow the disturbances in a regression, which involves asset returns as dependent variables, to have in nite variance.
The CUSUM squares test under the in nite{variance assumption was rst studied in Loretan and Phillips (1994) . Kim, Mittnik and Rachev (1996) (hereafter, KMR) 1 Ploberger and Kr amer (1992) modi ed the CUSUM test to allow for correlated and heteroskedastic OLS residuals. 2 For discussions of {stable distributions in modeling asset returns we refer to Mittnik and Rachev (1993) , McCulloch (1996) , Mittnik, Rachev and Paolella (1997) and .
replaced the Gaussian assumption in PK's functional limit theorem by the assumption of non{Gaussian stable disturbances. More speci cally, KMR modi ed the standard test statistic by replacing the sample standard deviation by the sample pth norm, 0 < p < , and showed that, after a proper normalization, the CUSUMs of OLS{ residuals converge to a L evy bridge (see also Rachev, Kim and Mittnik (1997) ). The limiting procedure enables us to test for the constancy of the regression coe cient by constructing con dence regions based on the L evy bridge.
The drawback of the approach in KMR is that the resulting test statistic depends on the unknown stable index . Moreover, in order to use consistently a sample estimate of the theoretical pth moment one has to assume that the disturbances themselves are {stable. In this paper we avoid these drawbacks. We provide a functional limit theorem for a self{normalizing version of the CUSUM test put forth in PK. In doing so, we only assume that disturbances are in the domain of attraction of an {stable law. The resulting test statistic does not depend on the unknown stable index (of course, its limiting distribution does depend on that index.) It turns out that the limiting results deviate substantially from those in PK, once we allow disturbances to be heavy{tailed.
The paper is organized as follows. Section 2 establishes some notation and summarizes relevant facts about {stable distributions and their domains of attraction. In Section 3 we derive our main result, the functional limit theorem for the self-normalizing OLS{residual process arising in the CUSUM test when disturbances are in the domain of normal attraction of an {stable law. Simulation results on the prelimiting and limiting processes are presented in Section 4. There, we also present a set of critical values, which can easily be implemented in applied work. Section 5 concludes. An appendix contains the proofs of various technical statements used in Section 3.
Stable Laws and Their Domains of Attraction.
There are several ways of de ning an {stable distribution (see Zolotarev, 1986 ; Samorodnitsky and Taqqu, 1994, and the references therein). The classical de nition, given in L evy (1937) , states that a random variable (r.v.) X is stable, if for any positive numbers A and B there is a positive number, C, and a real number, D, such that AX 1 with index of stability satis es P(jXj > t) ct ? for some c > 0 as t ! 1, and the left and right tails of X are balanced as in (4) below. Hence, if < 2, the tails of the distribution of a stable r.v. are fatter than those of the normal distribution; and the tail{thickness increases as decreases. This is why is also referred to as the tail{thickness parameter. If < 2, moments of order or higher do not exist. A stable r.v. with index is said to be {stable. A Gaussian random variable is a 2{stable random variable (i.e., = 2). Indeed, if X 1 and X 2 are independent normal with a common mean and variance of an {stable law with index 2 (0; 2] if there exist constants a n 0 and b n 2 R such that a ?1 n S n ? b n w ) X; (2) where S n = U 1 + + U n ; X is a non{degenerate {stable r.v., and \ P(U i < ?t) P(jU i j < t) = q; (4) for some p 0 and q 0 with p + q = 1.
We shall further assume that U i are in the domain of normal attraction of an { stable law, that is, for some c > 0, P(jU i j > t) ct ? as t ! 1; (5) and furthermore the limiting relationships (4) hold. 4 3 L(t) is a slowly varying function as t ! 1, if for every constant c > 0, lim t!1 L(ct)=L(t) exists and is equal to 1. We will use L or l to denote a slowly varying function. 4 The U i 's are in the domain of normal attraction of an {stable law, if (2) holds with a n = c 0 n 1= for some positive constant c 0 . Note that when the U i 's are in the general domain of attraction, then, in (2), a n = n 1= L(n) for some slowly varying function L(n) as n ! 1.
Let g(x) = 1=P(jU i j > x) and consider the generalized inverse of g(x): g (y) := supfx : g(x) yg: Set a n := g (n); n 1;
then, as n ! 1, a n cn
1=
. 5 Next, we need some basic de nitions and results on Poisson random measures (see Resnick (1987) (i) for every F 2 E, and every k 2 N := f1;2;:::g;
and if
(ii) F 1 ; : : :; F k (for every k 2 N) are mutually disjoint sets in E, then N(F 1 ); : : :; N(F k ) are independent r.v.
Consider next an array of r.v.'s (U n;j ; j 1; n 1) with values in (E; E) and assume that for each n (U n;j ) j 1 are i.i.d. r.v.'s. Suppose that the sequence of nite measures de ned by n (A) := nP(U n;1 2 A); A 2 E; (9) converges vaguely to a Radon measure on (E; E). in Proposition 1, U k;n = U k an , where a n was de ned as g (n), see (6) . Then, as n ! 1,
" (t i ;j i ) =: X (12) in M p ( 0; 1) E), where the limit in (12) is a PRM with mean measure dt d , and 
CUSUM Test and Its Limiting Distribution
Consider the regression model Y i = X 0 i + U i ; 1 i n; (15) where = ( 0 ; 1 ) 0 , X i = 1 Z i ; 1 i n; (16) 
and U 1 ; U 2 ; : : : are i.i.d. r.v.'s in the domain of normal attraction of an {stable law. De ne the normalizing constants a n by (6) , and so, a n cn 1= as n ! 1. In addition,
we assume:
(A1) If 1 < < 2; then E(U 1 ) = 0:
where F U 1 (x) is the distribution function of U 1 .
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No additional assumptions are imposed for the case 0 < < 1.
The OLS estimator for and the OLS residuals are given bŷ
; 1 i n; (22) respectively. Our main result is Theorem 1 below; it provides a functional limit theorem for the CUSUM process based on self{normalized OLS residuals. We shall examine the weak limit in the Skorohod space D 0; 1] of the following sequence of processes: for 2 0; 1] and n 1 let 
Proof. Observe that the OLS estimator^
Therefore,^ (n)
From (27) and (28), we conclude
?Z i n P n k=1 U k Z k ? P n k=1 U k P n j=1 Z j n P n j=1 Z 2 j ? ( P n j=1 Z j ) 2 ; i = 1; : : : ; n:
We rewrite the process de ned in (23) as
where (a n ; n 1) are given by (6) . By (30), the numerator of (31) has the representation
where (X n ) is given by the right{hand side of (12), and
for all measures X on 0; 1) E for which the integral is well de ned. Observe that for every xed 2 0; 1], ? n ] n ! n!1 0. Furthermore, the sequence (
is tight, 10 which follows from Lemma 1 below. Therefore, 1 a n
where p ! stands for convergence in probability.
Considering the denominator in (31), we have
To continue the analysis of P n i=1 (U (iii) If 1 < < 2 and E(V j ) = 0, then (38) holds.
Then, by the decomposition (32),
Lemma 2. As n ! 1,
for all i = 1; 2; 3 and for all 0 1.
The proof is given in the Appendix. 
It is well known (Resnick, 1987 ) that I (1) a;b; is a map M p ( 0; 1] ( ?1;1]nf0g)) ! R that is almost surely continuous with respect to the law of X (see (12) ). 
and X n is de ned in (12).
It turns out that a; b and can be set to a = 0; b = 1 and = 0 (and, thus, we can replace H a;b; n ( ) by H n ( ) de ned in (40)). This is shown in the following lemma. 
Simulation Results
It is common practice to approximate the nite{sample distribution of a test statistic by its limiting distribution. The functional limit theorem proved in the previous section allows us to construct tests for the constancy of regression coe cient by comparing the distribution of the estimated residuals, U (n) i , with that implied by the constant{ coe cient assumption. The only condition our test statistic has to satisfy is that it is a functional of (X n ( ), 0 1) which is continuous in the Skorohod topology on D 0; 1], at least with probability 1 with respect to the law of the limiting process (X 1 ( ), 0 1). One then derives the distribution of the same test{statistic functional evaluated on the limiting process. In the presence of heavy{tailed disturbances the limiting process (X 1 ( ), 0 1) is not a standard one. Because of its complicated probabilistic structure, one has to resort to simulations to tabulate distribution or density values. In this section we present simulation results for the marginal distributions of the limiting process of interest. It turns out that already for a sample size of n = 100 the nite{sample distributions are reasonably well approximated by the limiting distributions.
Limiting and Finite{sample Marginal Distributions
We simulated 10,000 replications of X 1 ( ) for = :01; :02; : : : ; :99; truncating the in nite sums in (24) at 1000. The inclusion of additional summands had no noticeable impact on the approximations. For the corresponding nite{sample distributions of X n ( ) we also simulated 10,000 replications with n = 100. Table 1 . Figure 4 compares simulated (left panel) and tted (right panel) critical values and suggests a close t. The good t is also re ected by the adjusted R 2 -values, which are .99972, .99990 and .99993 for = :01; :05; :10, respectively. As is to be expected, the goodness of t decreases somewhat as we move into the tail of the distribution, i.e., as decreases.
Conclusions
We have investigated the OLS{based CUSUM test for regressions with heavy{tailed disturbances. The resulting limiting distribution deviates substantially from that for the nite{variance case. Because the limiting process has a rather complicated structure, we resort to simulations to examine the limiting and prelimiting behavior as well as to obtain critical values for the test statistic. Using response{surface methods we derive simple polynomial approximations of critical values which involve only a dozen or less coe cients and, thus, can be easily implemented in applied work.
Since the scale parameter in the right hand side of (A.4) is bounded, we conclude that both terms on the right hand side of (A.2) are tight, and so the sequence (n ?1= P n j=1 V j j ; n 1) is itself tight.
The case 1 < < 2: Write X (1) n := n ?1=
); X (2) n := n ?1=
We have Therefore, by (37),
for some absolute constant D 2 . It follows now from (A.6), (A.7) and (A.9) that (E(X (1) n )
2 ) n 1 is a uniformly bounded sequence, and so (X (1) n ) n 1 is tight. This implies that (X (2) n ; n 1) is tight; (A.12) and our statement follows in the case 1 < < 2 from (A.5), (A.10) and (A.12). The case = 1: We still use the decomposition (A.5). The same argument as in the case 1 < < 2 shows that the sequence (X (1) n ; n 1) is tight. Further, take any 0 < < 1, and choose a constant b > 0, so large that P(jV i j > bn for some i = 1; : : : ; n) 2 ; for all n 1: (A.13) Then, for every M > 0 P(jX (2) n j M) 2 ; we have P(jX (2) n j > M) ; for all n 1:
Hence, the tightness property of (X (2) n ; n 1) is established. 2 Proof of Lemma 2. In our notation, a ?2 n P n i=1 U 2 i = I (2) (X n ). It converges weakly to a positive r.v.. Therefore, (I (2) (X n ) ?1=2 ; n 1) is a tight sequence and, by (34), The remaining part of the lemma will follow once we prove that 1 a n I (n) i ( ) p ! n!1 0 for i = 1; 2 and all 0 1: (A.14)
We have by (17) and Lemma 
Moreover, by (17) and (18) by (17) and because the sequence (n ?1= P n k=1 U k ) n 1 is tight. Similarly Proof of Lemma 3. Observe that I (X ) is well de ned, and I (1) a;a ?1 ; (X ) ? I (1) a;a ?1 ;1 (X ) ! a!0 I (X ) almost surely. U i 1(a n a < jU i j < a n a ?1 ) ? 1 a n n X i=1 U i 1(a n a < jU i j < a n a ?1 ) (a ?2 n P n i=1 U 2 i 1(a n a < jU i j < a n a ?1 ) i=1 U i 1(jU i j < a n a) + 1(jU i j > a n a ?1 ) ! (a ?2 n P n i=1 U 2 i 1(a n a < jU i j < a n a ?1 )) 1=2 + ? 1 an P n i=1 U i 1(jU i j < a n a) + 1(jU i j a n a ?1 ) ! (a ?2 n P n i=1 U 2 i 1(a n a < jU i j < a n a ?1 ))
1(a n a < jU i j < a n a ?1 ))
n (a; ") + q (2) n (a; "):
n (a; ") P 0 @ 1 a n n ]
U i 1(jU i j > a ?1 a n ) > " n (a; ) P (at least one U i ; i = 1; : : :; n, satis es jU i j > a ?1 a n ) (A.28) = 1 ? 1 ? P(jU i j > a ?1 n 1= ) n 1 ? (1 ? ca n ?1 ) n ! n!1 1 ? e ?ca :
We turn now to the proof of (A.26) with i = 3. For the case 0 < < 1 and so (A.33) follows from the same arguments we used in proving (A.26) for i = 3; 4. Therefore, (A.21) follows. We now turn to the proof of (48). Using once again Theorem 4.2 of Billingsley (1968) and (A.21), we conclude that it is enough to show that for every 0 < < 1, and for every 0 < " < 1, we have 
