Abstract-We study the existence or absence of non-Shannon inequalities for variables that are related by functional dependencies. Although the powerset on four variables is the smallest Boolean lattice with non-Shannon inequalities there exist lattices with many more variables without non-Shannon inequalities. We search for conditions that ensures that no non-Shannon inequalities exist. It is demonstrated that 3-dimensional distributive lattices cannot have nonShannon inequalities and planar modular lattices cannot have non-Shannon inequalities. The existence of non-Shannon inequalities is related to the question of whether a lattice is isomorphic to a lattice of subgroups of a group.
I. Introduction
The existence of non-Shannon inequalities has received a lot of attention since the first inequality was discovered by Z. Zhang and R. W. Yeung [1] . The basic observation is that any four random variables A, B, C, and D satisfy the following inequality
2I (C; D) ≤ I (A; B) + I (A; C D) + 3I (C; D | A) + I (C; D | B) .
(
Here C D here denotes the random variable that takes values of the form (c, d) where c = C and d = D. As usual I (·; ·) and I (·; · | ·) denote mutual information and conditional mutual information given by
I (X; Y ) = H (X) + H (Y ) − H (X Y ) , I (X; Y | Z) = H (X Z) + H (Y Z) −H (X Y Z) − H (Z) .
The inequality is non-Shannon in the sense that it cannot be deduced from non-negativity, monotonicity and submodularity of the entropy function on the variables A, B, C, and D their joins, i.e. satisfaction of the following inequalities
H (X Z) + H (Y Z) ≤ H (X Y Z) + H (Z) .
Later it was shown by F. Matus [2] that for four variables there exists infinitely many non-Shannon inequalities. It is easy to show that any inequality involving only three variables rather than four can be deduced from Shannon's inequalities [3] . Now, the power set of four variables is a Boolean algebra with 16 elements and any smaller Boolean algebra corresponds to smaller number of variables, so in a trivial sense the Boolean algebra with 16 elements is the smallest Boolean algebra for which there exists nonShannon inequalities.
In the literature on non-Shannon inequalities all inequalities are expressed in terms of sets of variables and their joins. Another way to formulate this is that the inequalities are stated for the free -semi-lattice generated by a finite number of variables. In this paper we will also consider intersection of sets of variables. We note that for sets of variables we have the inequality
This inequality has even inspired some authors to use the notation I (· ∧ ·) to denote mutual information.
Although non-Shannon inequalities have been known for more than a decade they have found remarkable few applications compared with Shannon's inequalities. One of the reasons for this is that there exists much larger lattices than a Boolean algebra with 16 elements for which the Shannon inequalities are sufficient. The simplest examples are the Markov chains
where any variable X j is determined by its predecessor, i.e. the conditional entropies H (X j+1 | X j ) are zero for j = 1, 2, . . . , n − 1. For such a chain one has
These inequalities are all instances of monotonicity of the entropy function, and it is quite clear that these inequalities are sufficient in the sense that for any sequence of values that satisfies these inequalities there exists random variables related by a deterministic Markov chain with these values as entropies.
In this paper we look at entropy inequalities for random variables that are related by functional dependencies. Functional dependencies give an ordering of sets of variables into a lattice. Such functional dependence lattices have many applications in information theory, but in this short note we will focus on determining whether a lattice of functionally related variables can have nonShannon inequalities. In particular we are interested in determination of the "smallest" lattice with non-Shannon inequalities. Here, we should note that there are several ways of measuring the size of a lattice, and that in order to achieve interesting results we have to restrict our attention to special classes of lattices.
Non-Shannon inequalities have been studied using matroid theory, but matroids are equivalent to atomistic semimodular lattices (see [4] for definitions). For the study of non-Shannon inequalities it is more natural to look at general lattices rather than matroids because many important applications involve lattices that are not atomistic or not semimodular. For instance, a deterministic Markov chain gives a lattice that is not atomistic. It is known that a function is entropic if and only if it can (approximately) equal to the logarithm of the index of a subgroup in a group. Therefore it is natural to study entropic functions on lattices and their relations to subgroup lattices.
Proofs of theorems and more theoretical details can be found in an appendix that only appear in the arXiv version of this paper (arXiv:1502.04336).
II. An example Many problems in information theory and cryptography can be formulated in terms functional dependencies. For instance one might be interested in giving each member of a group a part of a password in such a way that no single person can recover the whole password, but any two members are able to recover the password. Here the password should be a function of the variables (parts of the password) known by any two members, but must not be a function of a variable known by any single member. This dependence structure is given by a lattice called M n where n equals the number of members of the group plus two. The lattice has the empty set as the smallest element. Then it has elements covering the empty set. Each of these elements can be identified with a set containing a variable known by a single member of the group. The largest element corresponds the set of all variables. The set of all variables cover any single variable because knowledge of any two variables means knowledge of all variables. Let h 1 , h 2 , . . . , h n−2 denote the entropies of the variables known to each of the memebers of the group. We will normalize the entropies so that the entropy of the set of all the variables is H. Then the values should satisfy the inequalities
Now we will look for extreme points (h 1 , h 2 , . . . , h n−2 ) satisfying these inequalities. Assume n ≥ 5. If (h 1 , h 2 , . . . , h n−2 ) is an extreme point then each variables should satisfy one of the inequalities with equality. Assume h i = 0. Then sub-modularity implies that h j = H for j = i. The extreme point (0, 0, . . . , 0, H, 0, . . . , 0) can easily be realized by random variables. If h i = H this gives no further constraint on the other values, so it corresponds to an extreme point on a lattice with one less variable. Finally assume that h i +h j = H for all i, j. Then h i = H /2 for all i and we note that these equations imply that the variables are independent.
We will find random variables X 1 , X 2 . . . , X n−2 that are independent but such that any two determine the rest. Let p denote a prime larger than n − 2. Let Y and Z denote independent random variables with values in Z p each with a uniform distribution. Then X j can be defined to be equal to Y +jZ. Instead of constructing the variables one can use general results about entropy inequalities and groups [5] . The group Z p × Z p has a lattice of subgroups is equivalent to M p+1 and each subgroup can be identified with a variable.
III. Lattices of functional dependence
In this section we shall briefly describe functional dependencies and their relation to lattice theory. The relation between functional dependence and lattices has previously been studied [6] , [7] , [8] , [9] . The relation between functional dependencies and Bayesian networks is described in [10] .
Inspired by Armstrong's theory of relational databases [11] we say that a relation → in a lattice L satisfies Armstrong's axioms if it satisfies the following properties.
In a database X → Y should mean that there exists a function such that Y = f (X). Armstrong proved that these axioms form a complete set of inference rules. That means that if a set A of functional dependencies is given and a certain functional dependence x → y holds in any database where all the functional dependencies in A hold then x → y holds in that database. Therefore, for any functional dependence x → y that cannot be deduced using Armstrong's axioms, there exists a database where the functional dependence is violated [12] , [13] . As a consequence, there exists a database where a functional dependence holds if and only if it can be deduced from Armstrong's axioms. A lattice element X is said to be closed if X → Y implies that X ≥ Y. The smallest lattice element greater than X will be denoted cl (X) . 
A polymatroid function on a lattice can then be defined as a function that is non-negative, increasing, and sub-modular. The relation
We say that a relation that satisfies these properties is semi-graphoid. Note that we allow the elements to have non-empty intersection. Note also that the existence property is normally not included in the list of semigraphoid properties. If (B⊥B | A) we write A ⊇ ⊥ B. If h denotes the Shannon entropy H then A ⊇ ⊥ B simply means that H (B | A) = 0 or equivalently that B is a function of A almost surely. Both Γ (L) andΓ * (L) are polyhedral sets and often we may normalize the polymatroid functions by requiring that the value at the maximal element is 1. One may then check whether a lattice is a Shannon lattice by checking that the extreme polymatroid functions are entropic.
Theorem 2. If (L, ∩, ) is a lattice with a semi-graphoid relation (·⊥· | ·) then the relation ⊇ ⊥ satisfies Armstrong's axioms. The relation (·⊥· | ·) restricted to the lattice of closed lattice elements is semi-graphoid. If the semigraphoid relation (·⊥· | ·) is given by a polymatroid function h then h is also polymatroid if it is restricted the lattice of closed elements.

IV. Entropy in functional dependence lattices
From the definition we immediately get the following result.
Proposition 5. If L is a Shannon lattice and M is a subset that is a ∩-semi-lattice then M is a Shannon lattice. In particular all sub-lattices of a Shannon lattice are Shannon lattices.
With these results at hand we can start hunting nonShannon lattices. We take a lattice that may or may not be a Shannon lattice. We find the extreme polymatroid functions and for each extreme point we determine the lattice of closed elements using Theorem 2. Each of these lattices of closed sets have a much simpler structure than the original lattice and the goal is now to check if these lattices are Shannon lattices or not. It turns out that there are quite few of these reduced lattices and they could be considered as the building blocks for larger lattices.
The simplest lattice has two elements. The only normalized polymatroid function takes the values zero and one. It is obviously entropic.
We recall that an element i is -irreducible if i = x y implies that i = x or i = y. An ∩-irreducible element is defined similarly. An element is double irreducible if it is both -irreducible and ∩-irreducible. Using our observations from our main example Proof: Assume that the polymatroid function h only takes the values 0, 1 /2, and 1. Then h defines a semigraphoid relation and the closed elements form a lattice isomorphic to M n for some integer n. The function h is entropic on M n so h is also entropic on the original lattice. The Boolean lattice with four atoms is the smallest nonShannon Boolean algebra. Nevertheless there are smaller non-Shannon lattices. Figure 2 illustrates a lattice with just 11 elements that violates Inequality (1). This corresponds to the fact that the lattice in Figure 2 is not equivalent to a lattice of subgroups of a finite group. The lattices that are equivalent to lattices of subgroups of finite groups have been characterized [14] , but the characterization is too complicated to describe in this short note. Using the ideas from [2] one can prove that the lattice in Figure 2 has infinitely many non-Shannon inequalities. Note that this lattice is atomistic and lower locally distributive but not semimodular. Any semimodular lattice that contains the lattice in Fig. 2 as a ∩-semi-lattice also contains a power set on four points as a ∩-semi-lattice. Figure 2 is the lower locally distributive non-Shannon lattice with fewest elements.
Lemma 8. If h is submodular and increasing on ∩-irreducible elements then h is increasing.
Theorem 9. The lattice in
Proof: There exists a nice presentation of lower locally distributive lattices [15] (in that paper the author works with the dual lattices). With this representation one it is relatively simple to create a list of all lower locally distributive lattices with 11 elements or fewer. For any lattice with 11 or fewer elements the condition that a function is polymatroid is given by finitely many inequalities and according to Lemma 8 most inequalities stating that a polymatroid function is increasing are redundant. This leaves us with a relatively small number of submodular inequalities and a few inequalities stating that a that the function should be increasing. With the limited number of inequalities one can find all extreme polymatroid functions using the R program with package rcdd. Each of these extreme polymatroid functions in each of these lattices has been checked to be entropic.
One may ask if there exists a lattice with fewer points than 11 that is non-Shannon.
Theorem 10. Any lattice with 7 or fewer elements is a Shannon lattice.
Proof: Up to isomorphism there only exist finitely many lattices with 7 or fewer elements. Each lattice has finitely many extreme polymatroid functions. These can be found using the R program with package rcdd. Each of these extreme polymatroid functions in each of these lattices has been checked to be entropic.
V. Ingleton inequalities
The polymatroid function on Figure 2 does not only violate some non-Shannon inequalities, but it also violates an Ingleton inequality [16] . The Ingleton inequalities are inequities of the form
The Ingleton inequalities are satisfied for rank functions of representable matroid. In particular all entropic functions that can be described by Abelian groups satisfy the Ingleton inequalities. An instructive way of formulating the Ingleton inequalities is in terms of conditional mutual information.
If a polymatroid function on a lattice satisfies the Ingleton inequality the associated semi-graphoid relation satisfies the following property.
Strong contraction If (X⊥Y | Z V ) and (X⊥Y | Z V ) and (V ⊥W | Z) then (X⊥Y | Z) .
Like the Ingleton inequality strong contraction does not hold for all entropic polymatroid functions, but it does hold for most graphical models of independence like Bayesian networks. Recently it was demonstrated that strong contraction is essential for giving a lattice characterization of an certain system of inference rules for conditional independence [17] . In [17] strong contraction was used in conjunction with the following property.
Strong union If (X⊥Y | Z) then (X⊥Y | Z W ).
Strong union is a quite restrictive condition, but it does hold for Markov chains and other Markov networks. The entropy inequality corresponding to strong union is
If a polymatroid function satisfies the strong union inequality we get a significant reduction in the complexity of the problem.
Computer experiments support the following conjecture.
Conjecture 11. If a polymatroid function on a lattice satisfies the Ingleton inequalities and the strong union inequalities then the function is entropic.
It is worth noting that in [17] the authors use a lattice technique that is slightly different from the one developed in the present paper.
VI. Distributive and modular lattices
The power-set of four variables is a distributive lattice so one may ask if there exists any distributive lattice with non-Shannon inequalities without this Boolean lattice as sub-lattice. We recall that a lattice is said to be modular if a ⊆ b implies that
for any lattice element x. For modular lattices the following lemma gives a considerable reduction in the number of inequalities that one has to consider in the search for extreme points. For a distributive lattice the order dimension equals the maximal number of -irreducible elements (or maximal number of ∩-irreducible elements) needed in a decomposition of an element in the lattice. Distributive lattices may also be represented as ideals in partially ordered sets and the order dimension is also equal to the maximal anti-chain in the partially ordered set used in such a representation.
Theorem 13 ([18]). Let L be a distributive lattice. Then L can be embedded as a sub-lattice into the n'th power of a chain if and only if it has order dimension at most n.
A distributive lattice is Shannon if and only if the order dimension at most 3.
The free distributive lattice with three generators is a lattice on with the property that any distributive lattice generated by three elements is isomorphic to a sub-lattice. The free distributive lattice with three generators has 18 elements [19, [45] [46] Theorem 10] and is three dimensional. Therefore we get the following result.
Corollary 14. Any distributive lattice with 3 generators is a Shannon lattice.
With three generators one can also define the free modular lattice. This lattice has 28 elements [19, [46] [47] Theorem 11] and by explicit calculations one can check that it is a Shannon lattice.
Proposition 15. The free modular lattice with 3 generators is a Shannon lattice.
If we do not require that the lattice is modular (or belong to some other nice lattice variety) the result does not hold. The free lattice with three elements contain a sub-lattice isomorphic with the four dimensional Boolean algebra that is not a Shannon lattice. Therefore it would be interesting to know if there exists larger lattice varieties that the variety of modular lattices for which a free lattice with three generators in the variety is a Shannon lattice.
Theorem 16. Any modular planar lattice is a Shannon lattice.
The proof uses that it was recently proven that a planar modular lattices can be represented as a distributive lattice with a number of double irreducible elements added [20] . Each of the extreme polymatroid functions on a planar modular lattice corresponds to a complicated cryptographic protocol or secrecy sharing scheme.
