Abstract-Constrained sequences find applications in communication, magnetic recording, and biology. In this paper, we restrict our attention to the so-called (d, k) constrained binary sequences in which any run of zeros must be of length at least d and at most k, where 0 < d < k. In some applications one needs to know the number of occurrences of a given pattern w in such sequences, for which we coin the term constrained pattern matching. For a given word w or a set of words W, we estimate the (conditional) probability of the number of occurrences of w in a (d, k) sequence generated by a memoryless source. As a by-product, we enumerate asymptotically the number of (d, k) sequences with exactly r occurrences of a given word w, and compute Shannon entropy of (d, k) sequences with a given number of occurrences of w. Throughout this paper we use techniques of analytic information theory such as combinatorial calculus, generating functions, and complex asymptotics.
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I. INTRODUCTION
The main idea of constrained coding is to restrict the set of messages to a constrained set. In digital communication systems such as magnetic and optical recording, the main purpose of constrained encoding is to improve the performance by matching system characteristics to those of the channel. In biology, constrained sequences and constrained channels may be used to model Darwin selection and biodiversity. Indeed, biomolecular structures, species, and in general biodiversity, as they exist today, have gone through significant metamorphosis over eons through mutation and natural selection. One can argue that biodiversity is a consequence of information transfer, which occurs over time (e.g. inheritance) and across biological entities (e.g. symbiosis, predator-prey). To capture sources of variation and natural selection, one is tempted to introduce the so-called Darwin channel which is a combination of deletion/insertion channels and noisy constrained channels (cf.
[4], [5] ).
In this paper, we restrict our goal to study and understand some aspects of pattern matching in constrained sequences. Although our methods work for a large class of constrained systems, we further restrict our analysis to the so-called (d, k) sequences in which runs of zeros cannot be smaller than d and bigger than k, where 0 < d < k. Such sequences have proved to be very useful for digital recording. Also, spike trains recorded from different neurons in the brain of an animal seem to satisfy structural constraints that exactly match the framework of (d, k) binary sequences. For example, refractoriness requires that a neuron cannot fire two spikes in too short a time; this precisely translates into the constraint that the induced binary spike train will need to contain at least a certain number of zeros (corresponding to no activity) between each two consecutive ones (corresponding to firing times).
In these applications, one often requires that some given words do not occur or occur only a few times in a (d, k) sequence. Therefore, we study here the following problem: given a word w or a set of words W how many times it occurs in a (d, k) sequence. For such a problem we coin the term constrained pattern matching as an extension of standard pattern matching [11] , [16] , [18] . We study this problem in a probabilistic framework, that is, we assume that a sequence is generated by a (biased) memoryless source and derive the (conditional) distribution of the number of occurrences of w in a (d, k) sequence. We need the conditional distribution since naturally only a small fraction of binary sequences satisfies the (d, k) constraints.
In the (standard) pattern matching problem, one asks for pattern occurrences in a binary string also known as text without any additional restrictions on the text. In a probabilistic framework, one determines the distribution of the number of pattern occurrences. The first analysis of such pattern matching goes back at least to Feller, and enormous progress in this area has been reported since then [2] , [7] , [11] , [14] , [18] , [19] . For instance, Guibas and Odlyzko [7] (cf. also [8] [14] showed generally that the number of places in a random text at which a 'motif' (i.e., a general regular expression pattern) terminates is asymptotically normally distributed. Bender and Kochman [2] studied a generalized pattern occurrences using (in a nutshell) the de Bruijn graph representation that allowed the authors to establish the central limit theorem, but without explicit mean and variance. Recent surveys on pattern matching can be found in Lothaire [11] (Chaps. 6 and 7). To the best of our knowledge, none of these works deal with pattern matching in constrained sequences such as (d, k) sequences.
In the information theory community, (d, k) sequences were analyzed since Shannon with some recent contributions [3] , [10] , [12] , [20] . Pattern matching in constrained sequences can in principle be analyzed by various versions of the de Bruijn graph [2] , [6] or automaton approach [2] , [14] . This is an elegant and general approach but it sometimes leads to complicated analyses and is computationally extensive. In our constrained pattern matching, for example, one must build a de Bruijn graph over all strings of length equal to the longest string in the set W. The (d, k) constraints are built into the graph as forbidden strings (i.e., runs of zeros of length smaller than d and larger than k) which result in forbidden edges of the graph. Based on this method, one represents the number of pattern occurrences as a product of a matrix representation of the underlying de Bruijn graph and hence its largest eigenvalue (cf. [2] , [6] ). In general, this matrix is of a large dimension and such a solution is not easily interpretable in terms of the original patterns.
In this paper, we take the view of combinatorics on words.
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In order to find relationships between the languages XR, M, and U, we extend the approach from [16] Similarly, M* = Z,°Mi, where M°0 {e}.
B. Probability Generating Functions
At this point we need to set up the probabilistic framework. Throughout, we assume that a binary sequence is generated by a memoryless source with p being the probability of emitting a '0' and q = 1-p. Among others, we compute the probability that a randomly generated sequence is a (d, k) sequence. We actually derive the conditional probability distribution of the number of occurrences of w in a (d, k) sequence.
We start by defining for a language L its probability generating function L(z) as L(z) = P P(u)zlul, uCEL where P(u) is the probability of u. In particular, the autocorrelation polynomial S(z) is the probability generating is the second factorial moment.
D. Asymptotics
We first obtain asymptotic formulas for the mean and the (9) variance of On(Dn).
Theorem 1: Let p := p(p) be the smallest real root of B(z) = 1 where B(z) is defined in (9), and let A = I/p. Then, for large n, the probability of generating a (d, k) sequence is n1 asymptotically From (1), we find T(z, u) = R(z) M(z)U(Z) + To(Z) (13) Observe that T(z, u) is not a bivariate probability generating function since [zn]T(z, 1) :t 1. But we can easily make it a conditional probability generating function. First, define
as the probability that a randomly generated sequence of length n is a (d, k) sequence. We also introduce a short-hand notation After some algebra, we establish the theorem. A Remark 1. In Figure 1 we plot A = 'lp versus p for various (d, k) sequences. Observe that the probability P(D,)
A' is asymptotically maximized for some p :t 0.5 (biased source) which may be used to design a better run-length coding (cf. [1] ).
Our expressions for the bivariate generating functions allow us to estimate asymptotically the probability of r occurrences of w for various ranges of r. In this conference version, we only present asymptotics for the first two moments. 
