We present in this paper a new method to determine the k largest singular values and their corresponding singular vectors for real rectangular matrices A ∈ R n×m . Our approach is based on using a block version of the Power Method to compute an k-block SV D decomposition:
Introduction
The singular value decomposition SVD is a generalization of the eigendecomposition used to analyse rectangular matrices(see [7] ). It is an important useful tool in many applications, including mathematical models in economics, physical and biological processes (see [3] ). For example, one way of estimating the eigenvalues of covariance matrix is singular value decomposition (SVD). Covariance matrix is used by many researchers in image processing applications. Singular value analysis has also been applied in data mining applications and by search engines to rank documents in very large databases, including the Web (see [6] ). Several numerical methods for calculating eigenvalues of a real matrix is based on the asymptotic behaviour of successive power of this matrix. This is the case, for instance, of the so called power method. Using a block version of the power method, we obtain a new algorithm for computing the singular values and corresponding singular vectors for a matrix. The paper is organized as follows. In section 2 we recall the power method to find the largest eigenvalue in magnitude of a square matrix and the corresponding eigenvector (see [4] and [8] ). The power method is adapted to compute the largest singular value in section 3. In section 4, a block power method for computing the SVD decomposition for a real matrix is given. In section 5, the very useful QR method (see [2] ) is applied to compute the SVD decomposition. The proofs of the presented methods are given and numerical examples are provided to illustrate the effectiveness of the proposed algorithms.
Power Method

Classical Power Method
Computing eigenvalues and eigenvectors of matrices play an important roles in many applications in the physical sciences. For example, they play a prominent role in image processing applications. Measurement of image sharpness can be done using the concept of eigenvalues. The power method is one of the oldest techniques for finding the largest eigenvalue in magnitude and its corresponding eigenvector. We describe below the theory of the method. Briefly, given a square matrix A, one picks a vector v and forms the sequence : v, Av, A 2 v, . . . In order to produce this sequence, it is not necessary to get the powers of A explicitly, since each vector in the sequence can be obtained from the previous one by multiplying it by A. The sequence converges in direction of the dominant eigenvector. The proof of the convergence is usually given if the eigenvalues of A are ordered so that
However, the method has some disadvantages such as when the largest eigenvalue is multiple or when we may to compute other eigenvalues. To obtain the smallest eigenvalue in magnitude, one consider powers of A −1 , a method which is called the inverse power method or inverse iteration.
Algorithm
Algorithm 2.2: Power Method 1. Input : A square matrix A ∈ R n×n and a vector u (0) ∈ R n , 2. Output : The largest eigenvalue λ 1 and the associated eigenvector 3. for k = 1, 2, · · · (repeat until convergence)
Convergence
Let us examine the convergence of the power iteration in the case when A ∈ R n×n is diagonalizable with p distinct eigenvalues
where E λi is the eigenspace of A corresponding to the eigenvalue λ i . We set u (0) = u 1 + u 2 . . . + u p where u i ∈ E λi . By induction, we obtain
that leads us to prove that
and then lim
Block Power Method
In this section we give a block version of the power method to compute the first s eigenvalues of a square matrix. The proposed algorithm, used the QR factorization at the normalization step. [4] and [5] . In this example, we tested the numerical block method given in Algorithm 2.4 compared with Matlab function eig. The rectangular matrix A ∈ R n×m is defined as A = QΣQ T where Q is a random orthogonal matrix. We compute relative error occurred when computing eigenvalues. 
SV D Power Method
In this section we give an algorithm to compute the SV D decomposition for a real matrix A ∈ R n×m . We know that there exists an orthogonal real matrix U ∈ R n×n , an orthogonal matrix V ∈ R m×m and a positive diagonal matrix
Algorithm
We present here an algorithm that compute the dominant singular value σ 1 = σ max of a rectangular real matrix and its associate right and left singular vector. The convergence proof of the presented algorithm is given below. Algorithm 3.1: SVD Power Method
The first singular value σ 1 and the corresponding right and left singular vector: Av = σ 1 u for k = 1, 2, · · · (repeat until convergence)
While error > do :
It is known that there exists orthonormal bases
We repeat the process until convergence is obtained.
By induction we obtain
Where δ 2k and δ 2k+1 are the corresponding normalization factors (δ 2k and δ 2k+1 are positive). We can easily see that v (k) and u (k) converge to the first, right and left singular vector, respectively.
Where µ 1 is the multiplicity of the singular value σ 1 and C = µ1 j=1 y 2 j . Thus
Block SV D Power Method
The main goal in this section is to give a block iterative algorithm that computes the singular value decomposition. The idea is based on the technique used in the block power method. From a block-vector V (0) ∈ R m×s , we construct two block-vector sequences V (k) ∈ R m×s and U (k) ∈ R n×s that converges respectively to the s first right and left singular vectors corresponding to singular values σ 1 ≥ . . . ≥ σ s . 
Algorithm
Convergence
Let s be an integer such that r = qs where r is the rank of A and
the singular values of A. We can write
where Σ i is a diagonal matrix with nonzero, monotonically decreasing diagonal σ (i−1)s+1 ≥ σ (i−1)s+2 ≥ . . . ≥ σ is > 0. U i and V i are the orthogonal matrices whose columns are respectively the corresponding left and right singular vectors.
We have
Suppose that the component X 1 = I s , then
is non singular and then
and
and so on, if we note
t , at step k we have
by left and right-factoring, we obtain
Since Σ
Moreover, the matrix Σ p 1 N p is triangular with positive diagonal entries, then
The QR Method for SV D
Our main goal in this section is to give an iterative algorithm that compute the singular value decomposition. The idea is based on the QR method.
Algorithm
The algorithm given above is nothing but the QR method applying to the 
Numerical examples
We compared and tested the numerical results obtained by Algorithm 4.1 with Matlab svd function. Let A ∈ R n×m be a rectangular matrix defined as : A = QΣU T where Q and U are random orthogonal matrices. We give below relative errors occurred when computing the singular values. We also compare the CPU time. The started block-vector in Algorithm 4.1 is given by V = V (0) = eye(m, s) (Matlab notation). The results are given from Algorithm 4.1 after only at most k = 2 iterations. We stopped the algorithm 4.1 whenever the error of the reduction err = AV − U Σ is smaller than that achieved by Matlab svd function. And in this example, the error AV − U Σ obtained using Matlab svd function is equal to 1.5080e − 010. After k = 2 iterations of algorithm 4.1 we obtain AV − U Σ = 8.1825e − 011. 
