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息，导致 EBMT 翻译系统整体效率不高，速度较慢。 




























  Example-Base machine translation can't run without a large-scale exemplar 
lib. And it has a shortcoming that its matching rate is low when accurate 
matching method is used and its translation quality is poor when fuzzy matching 
method is used. Further more, with the development of the storage technology 
and the increase of the storage capacity, many large-scale corpuses have been 
built up one after another. Although these corpuses can in some degree improve 
the match rate. But the increase of the corpus scale is more quickly than the 
increase of the information that the corpuses include. So the corpuses include 
much redundant information. And it leads to the low translation efficiency, and 
the translation speed is slowly too.  
In order to solve this problem, many researchers have brought forward a 
method that abstracts the corpus into a template lib. It will reduce the redundant 
information of the corpus and improve the translation efficiency. 
 In this thesis, a viable method is given out. This method is based on many 
researchers’ productions. And it aims at the character of Chinese. The method’s 
contents can be described as follows: 
1) Give out a definition of the calculate similarity model which cover two 
levels. 
2) Build up co-template sentence sets from the corpus by using system 
cluster. Then extract template from the co-template sentences set. This method is 
better than the one that extract a template just from a pair of sentences. Because 
this method can get the highest abstract degree and maintain the good translation 
quality as well. 
 3) In order to extract template from the co-template lib, some algorithms has 
been designed. 
 4) In order to make certain the parallelism relation of the slots that the source 
templates and the target templates include, a statistic alignment model is used. 
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第一章  绪 论 







































的容词量为 3, 686, 771 个词，频率最高的前 50 个词总频数为 1,436,788，




了基于模板的机器翻译方法（TBMT），可以说 TBMT 是由 EBMT 的泛化发展而
来的。TBMT 的本质也是 EBMT，只是 TBMT 系统在工作时，需要的不是简单的
实例库，而是模板库。模板库是从实例库中抽取出来的。通过把语料库抽象
成模板库，可以大量去除实例库中的冗余信息，降低语料库的规模，从而提




































的每个短语 X，在目标语中能找到对应的短语 Y，Y中包含有 X中的每个词的





















1.3.2 土耳其 Bilkent University的方法 






1SGPASTk1r  ACCpencere   window. thePASTbreak I:a +++↔+  
2SGPASTk1r  ACC kap1 door.  thePASTbreakYou :b +++↔+  
将两个句子经过对应匹配处理得到： 
(I :you)  break the  (window:door) .↔  
 ( pencere, kap1 )+ACC  k1r+PAST(+1SG ,+2SG) 
如果系统原先的片段对应中已经存在了 I －1SG 和 you－2SG 对应的
话，我们就可以学习到如下模板： 
1




1X ACC  k1r+PAST   
2
2X



























1.3.3  Carnegie Mellon University的方法 




John Hancock was in Philadelphia on July 4th. 
John Hancock war am 4. Juli in Philadephia. 
如果能知道 ”John Hancock”是一个人的人名，”Philadelphia”是
一个地名，而 July 4th 是一个日期，则可将上述双语句子对泛化为： 
<PERSON> was in <PLACE> on <DATE>. 

































对齐结果的正确率达到 89％，召回率达到 83%。 
Step3,对句子中的基本名词短语做捆绑，从而进一步把一个句子抽象为



















































































第二章 TBMT 与模板库自动构建简介 
基于模板的机器翻译（TBMT），并不算是一个全新的方法，它只是通过
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