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Abstract
We investigate necessary and sufficient conditions for viability of a closed convex set K under weak so-
lutions of a stochastic differential equation. These conditions are expressed in terms of the distance function
to K . When in addition the boundary of K is smooth, then our necessary and sufficient conditions reduce
to two relations that have to be verified just on the boundary of K .
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1. Introduction
We are given an elliptic operator
Lϕ(x) = 1
2
Tr
[
σ(x)σ ∗(x)D2ϕ(x)
]+ 〈b(x),Dϕ(x)〉, (1.1)
where b ∈ C(Rn;Rn), σ ∈ C(Rn;L(Rm;Rn)) and ϕ :Rn → R is twice differentiable almost
everywhere. We assume that b and σ have at most linear growth, that is there exists M > 0 such
that ∣∣b(x)∣∣+ ∥∥σ(x)∥∥M(1 + |x|), ∀x ∈ Rn. (1.2)
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dX(t) = b(X(t))dt + σ (X(t))dW(t),
X(0) = x, (1.3)
where W(t) is a standard Wiener process in Rm, defined in a filtered probability space
(Ω,F , {Ft }t0,P). More precisely, when problem (1.3) has a unique strong solution X(t, x)
and ϕ :Rn → R is regular, then the function u(t, x) := E[ϕ(X(t, x))] is the unique solution of
the parabolic equation
ut (t, x) = Lu(t, x), u(0, x) = ϕ(x). (1.4)
However, if the coefficients b and σ are merely continuous we can only assert that for any x ∈ Rn
there exists a weak solution (or solution in the sense of martingales) X(t, x) of (1.3). Moreover,
in view of (1.2), for any weak solution X(t, x), T > 0 and any k ∈ N, there exists NT,k > 0 such
that
E
(∣∣X(t, x)∣∣k)NT,k(1 + |x|k), t ∈ [0, T ], (1.5)
see [8].
The main problem we address in this paper is the following. Given a closed convex set K ,
under what conditions on coefficients b and σ for any x ∈ K there exists a solution to (1.3)
which remains in K for all times. In this case K is said to be viable.
A necessary and sufficient condition for the viability is given in Theorem 2.2 using the dis-
tance function to K . When this condition holds, the operator L is necessarily degenerate, see
Section 2. When the convex set K is compact, a characterization of the viability of K in terms
of the square of the distance function was proposed in [4] (see also references therein to several
other approaches and [6]).
Notice that the class of elliptic operators for which K is viable, though quite restrictive, is
important for the applications to the Fleming–Viot type models, see [3,7], and to some martingale
problems arising from measure-valued branching diffusions, see [1].
We end this section with some notations and preliminaries. We denote by B the closed unit
ball in Rn, by {ei}ni=1 the canonical orthonormal basis of Rn and by L(Rm,Rn) the space of
linear operators from Rm into Rn. Consider an open subset S ⊂ Rn and a finite-dimensional
space H and denote by C1,1loc (S,H) the set of continuously differentiable functions from S into H
whose derivative is locally Lipschitz on S, and by Ckb(S,H) the set of all bounded functions
from S into H that are continuously differentiable up to order k with all derivatives up to order k
uniformly bounded on S.
Recall that a C∞ function ρ :Rn → [0,1] such that ∫
Rn
ρ(y) dy = 1 and the support of ρ is
contained in B is called a mollifier. We denote by B(Rn) the set of all Borel subsets of Rn.
Let K be a closed convex subset of Rn, ∂K its boundary, and Kc its complement. Define
d(x) := mink∈K |x − k| the distance from x ∈ Rn to K and consider the square of the distance
ϕK(x) := d(x)2. It is well known (see e.g. [2]) that ϕK is C1 and
ϕ′K(x) = 2
(
x −ΠK(x)
)
, ∀x ∈ Rn,
where ΠK(x) denotes the projection of x on K . Furthermore x → x −ΠK(x) is 1-Lipschitz and
for each x ∈ Rn, where Π ′K(x) exists, we have
ϕ′′K(x) = 2
(
Id −Π ′K(x)
)
. (1.6)
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Consequently, d = ϕ1/2K ∈ C1,1loc (Kc,R) and for all x /∈ ∂K we have
d ′(x) = x −ΠK(x)|x −ΠK(x)| . (1.8)
2. Stochastic viability
Consider a closed convex set K ⊂ Rn and the stochastic differential equation (1.3) in Rn.
Definition 2.1. We say that K is viable under the system (1.3) if for every x ∈ K there exists
a weak solution X(·, x) to (1.3) starting at X(0, x) = x defined on R+ such that for all t > 0,
X(t, x) ∈ K almost surely. Such a solution X(·, x) is called a viable process.
In [5] we proved that if K is viable under (1.3), then σ(x)∗n = 0 for all x ∈ ∂K and every
normal n to K at x. The objective of this section is to prove necessary and sufficient conditions
for viability in terms of derivatives of the distance function.
We shall denote by L the differential Kolmogorov operator associated to b,σ and defined on
the set of functions f :Rn → R by
Lf (x) = 1
2
Tr
[
σσ ∗(x)f ′′(x)
]+ 〈f ′(x), b(x)〉,
whenever f is twice differentiable at x.
To express conditions for viability, we also introduce the differential operator LK on
C
1,1
loc (K
c,R) by: for every f ∈ C1,1loc (Kc,R) and all x ∈ Kc , where the second derivative f ′′(x)
does exist,
LKf (x) = 12 Tr
[
σσ ∗
(
ΠK(x)
)
f ′′(x)
]+ 〈f ′(x), b(ΠK(x))〉.
So, setting f (x) = ϕK(x) = d2(x) and taking into account that
f ′(x) = 2d(x)d ′(x), f ′′(x) = 2d(x)d ′′(x)+ 2d ′(x)⊗ d ′(x),
it results that if ϕK is twice differentiable at x, then
LKϕK(x) = d(x)Tr
[
σσ ∗
(
ΠK(x)
)
d ′′(x)
]+ ∣∣σ (ΠK(x))∗d ′(x)∣∣2
+ 2d(x)〈d ′(x), b(ΠK(x))〉
= 2d(x)Lkd(x)+
∣∣σ (ΠK(x))∗d ′(x)∣∣2. (2.1)
Theorem 2.2. The closed convex set K is viable under (1.3) if and only if the following viability
condition holds true
σ
(
ΠK(x)
)∗
d ′(x) = 0, LKd(x) 0 for a.e. x ∈ Kc. (2.2)
Proof. Let us first prove the necessity. Fix x /∈ K such that ϕK is twice differentiable at x. Then
for all y ∈ Rn,
ϕK(x + y) = ϕK(x)+
〈
ϕ′K(x), y
〉+ 1 〈ϕ′′K(x)y, y〉+ ε(y)|y|2,2
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This will follow from the facts that ϕ′K(x) = 2(x −ΠK(x)) is 2-Lipschitz and ‖ϕ′′K(x)‖ 2. We
have in fact for all y ∈ Rn,
ϕK(x + y) = ϕK(x)+
1∫
0
〈
ϕ′K(x + ty), y
〉
dt
= ϕK(x)+
〈
ϕ′K(x), y
〉+
1∫
0
〈[
ϕ′K(x + ty)− ϕ′K(x)
]
, y
〉
dt.
Therefore
∣∣ε(y)∣∣|y|2 
∣∣∣∣∣
1∫
0
〈[
ϕ′K(x + ty)− ϕ′K(x)
]
, y
〉
dt
∣∣∣∣∣+ 12
∣∣ϕ′′K(x)∣∣|y|2
 2|y|2
1∫
0
t dt + |y|2  2|y|2,
which yields (2.3).
Let us consider now a viable process starting at ΠK(x) and let X(·,ΠK(x)) be its continuous
version. Then for all t > 0, X(t,ΠK(x)) ∈ K a.s. and
ϕK
(
x +X(t,ΠK(x))−ΠK(x)) ∣∣x −ΠK(x)∣∣2 = ϕK(x) a.s.
Observe next that
ϕK
(
x +X(t,ΠK(x))−ΠK(x))
= ϕK(x)+
〈
ϕ′K(x),X
(
t,ΠK(x)
)−ΠK(x)〉
+ 1
2
〈
ϕ′′K(x)
(
X
(
t,ΠK(x)
)−ΠK(x)),X(t,ΠK(x))−ΠK(x)〉
+ ε(X(t,ΠK(x))−ΠK(x))∣∣X(t,ΠK(x))−ΠK(x)∣∣2
= ϕK(x)+ I t1 + I t2 + I t3  ϕK(x)
and we proved that
I t1 + I t2 + I t3  0 a.s.
So for all t > 0,
1
t
E
(
I t1 + I t2 + I t3
)
 0.
On the other hand,
E
(
I t1
)= E
〈
ϕ′K(x),
t∫
b
(
X
(
τ,ΠK(x)
))
dτ
〉
.0
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lim
t→0+
1
t
E
(
I t1
)= 〈ϕ′K(x), b(ΠK(x))〉.
Indeed, since X(·,ΠK(x)) is continuous,
lim
t→0+
1
t
t∫
0
b
(
X
(
s,ΠK(x)
))
ds = b(ΠK(x)) a.s. (2.4)
On the other hand, by (1.2), (1.5), for some N > 1 and all t ∈ (0,1],
E
∣∣∣∣∣ 1t
t∫
0
b
(
X
(
s,ΠK(x)
))
ds
∣∣∣∣∣
2
 M
2
t2
E
( t∫
0
(
1 + ∣∣X(s,ΠK(x))∣∣)ds
)2
 2M2 + 2M
2
t
t∫
0
E
∣∣X(s,ΠK(x))∣∣2 ds
 2M2 + 2M
2N
t
t∫
0
(
1 + ∣∣ΠK(x)∣∣2)ds
 2M2N
(
2 + ∣∣ΠK(x)∣∣2).
Define Yt = 1t
∫ t
0 b(X(s,ΠK(x))) ds. Then {Yt }t∈(0,1] is bounded in L2(Ω). Therefore, from
(2.4) we deduce that limt→0+ EYt = b(ΠK(x)) and our claim is proved.
Furthermore
I t2 =
1
2
〈
ϕ′′K(x)
t∫
0
b
(
X
(
s,ΠK(x)
))
ds,
t∫
0
b
(
X
(
s,ΠK(x)
))
ds
〉
+
〈
ϕ′′K(x)
t∫
0
b
(
X
(
s,ΠK(x)
))
ds,
t∫
0
σ
(
X
(
s,ΠK(x)
))
dW(s)
〉
+ 1
2
〈
ϕ′′K(x)
t∫
0
σ
(
X
(
s,ΠK(x)
))
dW(s),
t∫
0
σ
(
X
(
s,ΠK(x)
))
dW(s)
〉
= 1
2
I t4 + I t5 +
1
2
I t6.
Notice next that
E
〈
ϕ′′K(x)
t∫
0
b
(
X
(
s,ΠK(x)
))
ds,
t∫
0
b
(
X
(
s,ΠK(x)
))
ds
〉
 2t2E|Yt |2
and therefore
lim+
1
E
(
I t4
)= 0.t→0 t
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(
I t5
)
 2
(
E
∣∣∣∣∣
t∫
0
b
(
X
(
s,ΠK(x)
))
ds
∣∣∣∣∣
2)1/2(
E
∣∣∣∣∣
t∫
0
σ
(
X
(
s,ΠK(x)
))
dW(s)
∣∣∣∣∣
2)1/2
 2t
(
E|Yt |2
)1/2(
E
∣∣∣∣∣
t∫
0
σ
(
X
(
s,ΠK(x)
))
dW(s)
∣∣∣∣∣
2)1/2
.
So limt→0+ 1t E(I
t
5) = 0.
Moreover, by a well-known property of the Itô integral,
E
(
I t6
)= E
〈
ϕ′′K(x)
t∫
0
σ
(
X
(
s,ΠK(x)
))
dW(s),
t∫
0
σ
(
X
(
s,ΠK(x)
))
dW(s)
〉
= E
t∫
0
Tr
[
ϕ′′K(x)σ
(
X
(
s,ΠK(x)
))
σ
(
X
(
s,ΠK(x)
))∗]
ds.
Using again (1.2) and (1.5), by continuity of σ and X(·,ΠK(x)) we obtain
lim
t→0+
1
t
E
(
I t6
)= Tr[ϕ′′K(x)σ (ΠK(x))σ (ΠK(x))∗]= Tr[σσ ∗(ΠK(x))ϕ′′K(x)].
It remains to consider the term 1
t
I t3. We have
E
(
1
t
∣∣I t3∣∣
)

(
E
∣∣ε(X(t,ΠK(x))−ΠK(x))∣∣2)1/2 1
t
(
E
∣∣X(t,ΠK(x))−ΠK(x)∣∣4)1/2.
By (2.3), the continuity of X(t,ΠK(x)) and the dominated convergence theorem we have
lim
t→0+E
∣∣ε(X(t,ΠK(x))−ΠK(x))∣∣2 = 0.
So, it remains to prove that
sup
t∈(0,1]
1
t
(
E
∣∣X(t,ΠK(x))−ΠK(x)∣∣4)1/2 < ∞. (2.5)
In fact, taking into account (1.2), (1.5) we deduce that
E
∣∣X(t,ΠK(x))−ΠK(x)∣∣4
 8E
∣∣∣∣∣
t∫
0
b
(
X
(
s,ΠK(x)
))
ds
∣∣∣∣∣
4
+ 8E
∣∣∣∣∣
t∫
0
σ
(
X
(
s,ΠK(x)
))
dW(s)
∣∣∣∣∣
4
 C
(
t4 + t2)
for a suitable constant C > 0 and all t ∈ (0,1]. So, (2.5) follows and we have proved
the inequality LKϕK(x)  0. Since d ′(x) is normal to K at ΠK(x), by [5] we know that
σ(ΠK(x))
∗ d ′(x) = 0. Therefore, by (2.1)
LKϕK(x) = 2d(x)LKd(x)+
∣∣σ (ΠK(x))∗d ′(x)∣∣2 = 2d(x)LKd(x) 0.
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Let us now prove the sufficiency. Set K1 = K + B where B is the unitary ball in Rn. Define
new continuous functions b˜, σ˜ by
b˜(x) = (1 − dK(x))b(ΠK(x)), σ˜ (x) =√1 − dK(x)σ (ΠK(x)), ∀x ∈ K1,
and b˜(x) = 0, σ˜ (x) = 0 for all x /∈ K1. Then b˜, σ˜ are continuous and fulfill (1.2).
Consider the stochastic differential equation
dX = b˜(X)dt + σ˜ (X)dW(t), X(0) = x. (2.6)
Notice that any weak solution X to (2.6) satisfying X(t) ∈ K almost surely is also a weak solution
to (1.3). For this reason to show that K is viable under (1.3) it is enough to show that it is invariant
under (2.6).
Define
γ (x) =
{1 − dist(x,K1 + 2B), if x ∈ K1 + 3B,
0, otherwise.
Then γ  0 is continuous and bounded by 1. Let ρ be a mollifier. Set
γ (x) =
∫
Rn
γ (x − z)ρ(z) dz =
∫
Rn
γ (y)ρ(x − y)dy.
It is well known that γ ∈ C∞. Notice that γ ∈ C2b , γ takes values in [0,1] and for all x ∈ K1,
γ (x) = 1 and γ (x) = 0 if x /∈ K + 4B .
Consider next the C∞ functions
ϕ˜ε(x) =
∫
Rn
ϕK(x − εy)ρ(y) dy =
∫
Rn
ϕK(y)ρ(x − εy)dy,
where ε > 0. Define ψε(x) := ϕ˜ε(x)γ (x). Then ψε ∈ C∞, 0ψε  5 and for any 0 ε < 1 we
have ψε(x) = 0 for all x /∈ K + 4B . Furthermore, since ϕ′K(z) = 2(z−Πk(z)) and ‖ϕ′′K‖ 2 we
deduce from the equality
ϕ˜′ε(x) =
∫
Rn
ϕ′K(x − εy)ρ(y) dy
the fact that ψ ′ε is bounded. Similarly, since
ψ ′′ε (x) = γ (x)ϕ˜′′ε (x)+ 2ϕ˜′ε(x)⊗ γ ′(x)+ ϕ˜ε(x)γ ′′(x)
and for almost all x ∈ Rn,
ϕ˜′′ε (x) =
∫
Rn
ϕ′′K(x − εy)ρ(y) dy,
we deduce that ψ ′′ε (x) is bounded. So the Itô formula can be applied to ψε .
Fix any x ∈ K and consider any weak solution X(t) to (2.6) starting from x. Then setting
Lϕ(x) = 〈ϕ′(x), b˜(x)〉+ 1 Tr[σ˜ (x)σ˜ (x)∗ϕ′′(x)],
2
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ψε
(
X(t)
)= ψε(x)+
t∫
0
Lψε
(
X(s)
)
ds +
t∫
0
〈
ψ ′ε
(
X(s)
)
, σ
(
X(s)
)
dW(s)
〉
.
This implies that
E
[
ψε
(
X(t)
)]= ψε(x)+ E
t∫
0
Lψε
(
X(s)
)
ds.
Notice next that
〈
ψ ′ε(x), b˜(x)
〉= 〈ϕ′ε(x)γ (x), b˜(x)〉+ 〈ϕε(x)γ ′(x), b˜(x)〉
= γ (x)
〈
b˜(x),
∫
Rn
ϕ′K(x − εy)ρ(y) dy
〉
+ ϕε(x)
〈
γ ′(x), b˜(x)
〉
.
So 〈ψ ′ε(x), b˜(x)〉 = 0 for all x /∈ K1 and for all x ∈ K1,
〈
ψ ′ε(x), b˜(x)
〉= 〈b˜(x),∫
Rn
ϕ′K(x − εy)ρ(y) dy
〉

∫
Rn
〈
ϕ′K(x − εy), b˜(x − εy)
〉
ρ(y)dy + 2 sup
|y|1
∣∣b˜(x − εy)− b˜(x)∣∣.
Furthermore for all x /∈ K1, σ˜ (x)σ˜ (x)∗ψ ′′ε (x) = 0 and for all x ∈ K1, ψ ′′ε (x) = ϕ˜′′ε (x).
Consequently for some linear operator u with ‖u‖ 1,
σ˜ (x)σ˜ (x)∗ψ ′′ε (x) =
∫
Rn
σ˜ (x)σ˜ (x)∗ϕ′′K(x − εy)ρ(y) dy
=
∫
Rn
σ˜ (x − εy)σ˜ (x − εy)∗ϕ′′K(x − εy)ρ(y) dy
+ 4 sup
y∈B(x,ε)
∥∥σ˜ (y)∥∥ sup
|y|1
∥∥σ˜ (x − εy)− σ˜ (x)∥∥u.
Hence for all x /∈ K1,Lψε(x) = 0 and for all x ∈ K1 such that ϕ′′K(x − εy) does exist
Lψε(x)
∫
Rn
LϕK(x − εy)ρ(y) dy + 2 sup
|y|1
∣∣b˜(x − εy)− b˜(x)∣∣
+ 4n sup
|y−x|ε
∥∥σ˜ (y)∥∥ sup
|y|1
∥∥σ˜ (x − εy)− σ˜ (x)∥∥.
Recalling that for all z /∈ K such that ϕ′′K(z) does exist, ϕ′K(z) = 2d(z)d ′(z) and ϕ′′K(z) =
2d(z)d ′′(z) + 2d ′(z) ⊗ d ′(z) and using the definitions of b˜, σ˜ we deduce from (2.2) that for
all x − εy ∈ K1 such that ϕ′′ (x − εy) does existK
G. Da Prato, H. Frankowska / J. Math. Anal. Appl. 333 (2007) 151–163 159LϕK(x − εy) =
〈
ϕ′K(x − εy), b
(
ΠK(x − εy)
)〉(
1 − dK(x − εy)
)
+ 1
2
Tr
[
ϕ′′K(x − εy)σ
(
ΠK(x − εy)
)
σ
(
ΠK(x − εy)
)∗](1 − dK(x − εy))
 0
and LϕK(x − εy) = 0 if x − εy /∈ K1. Consequently,
Eψε
(
X(t)
)
ψε(x)+
t∫
0
∫
Rn
E
[
LϕK
(
X(s)− εy)]ρ(y)dy ds
+ 2
t∫
0
E
[
sup
|y|1
∣∣b˜(X(s)− εy)− b˜(X(s))∣∣]ds
+ 4n
t∫
0
E sup
|y|1
∥∥σ˜ (X(s)+ εy)∥∥ sup
|y|1
∥∥σ˜ (X(s)− εy)− σ˜ (X(s))∥∥ds.
Since ϕε → ϕK pointwise, we deduce that
lim
ε→0+ψε(x) = γ (x)ϕK(x) = 0,
lim
ε→0+ψε
(
X(t,ω)
)= γ (X(t,ω))ϕK(X(t,ω)).
Using that ψε are bounded by a constant independent from ε, passing to the limit when
ε → 0+ we obtain
E
(
γ
(
X(t)
)
ϕK
(
X(t)
))
 0.
On the other hand, since b˜(x) = 0 and σ˜ (x) = 0 for all x /∈ K1 we know that X(t) ∈ K1 a.s.
Hence γ (X(t)) = 1 a.s. Thus ϕK(X(t)) = 0 a.s. This yields dK(X(t)) = 0 a.s. and therefore
X(t) ∈ K a.s. 
Remark 2.3. From the proof of Theorem 2.2 it follows that a necessary and sufficient condition
for viability is: for a.e. x ∈ Kc ,
LKϕK(x) = 2d(x)LKd(x)+
∣∣σ (ΠK(x))∗d ′(x)∣∣2  0. (2.7)
This was proved without using results from [5]. Consequently, if there exists a neighborhood U
of ΠK(x) in Rn such that d ∈ C2b(U \ K), then (2.7) holds true almost everywhere in U ∩ Kc
if and only if it is satisfied everywhere in U ∩ Kc . Let x ∈ Kc and set yt = (1 − t)x + tΠK(x),
t ∈ [0,1]. Replacing in (2.7) x by yt , using that d ′(yt ) = d ′(x) and taking the limit as t → 1 we
get σ(ΠK(x))∗d ′(x) = 0. This and (2.7) imply then (2.2). Hence, when the distance function is
smooth enough, the proof Theorem 2.2 becomes self-contained.
Actually the viability conditions of Theorem 2.2 may be localized.
Corollary 2.4. The closed convex set K is viable under (1.3) if and only if for some ε > 0 and
almost all x ∈ (K + εB) \K the viability conditions (2.2) hold true.
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define continuous functions
b˜(x) =
(
1 − 2
ε
d(x)
)
b
(
ΠK(x)
)
, σ˜ (x) =
√(
1 − 2
ε
d(x)
)
σ
(
ΠK(x)
)
for all x ∈ Kε and b˜(x) = 0, σ˜ (x) = 0 otherwise. Then (2.2) holds true with b,σ replaced by b˜, σ˜ .
Hence, by Theorem 2.2, for every x ∈ K there exists a weak viable solution to
dX = b˜(X)dt + σ˜ (X)dW(t), X(0) = x. (2.8)
Noticing that every weak viable solution to (2.8) is also a weak viable solution to (2.2), we end
the proof. 
Example 2.5. Let K = rB be the closed ball of radius r and center zero. Then for x /∈ K we
have
ΠK(x) = r x|x| , Π
′
K(x) =
r
|x| Id −
r
|x|3 (x ⊗ x).
Hence
σ
(
ΠK(x)
)
σ
(
ΠK(x)
)∗
Π ′K(x) =
r
|x|σ
(
ΠK(x)
)
σ
(
ΠK(x)
)∗(Id − d ′(x)⊗ d ′(x))
and if σ(ΠK(x))∗d ′(x) = 0, then
Tr
[
σ
(
ΠK(x)
)
σ
(
ΠK(x)
)∗(Id −Π ′K(x))]=
(
1 − r|x|
)
Tr
[
σ
(
ΠK(x)
)
σ
(
ΠK(x)
)∗]
.
So the viability conditions become: for all x /∈ K ,
σ ∗
(
ΠK(x)
)
x = 0,
〈
b
(
ΠK(x)
)
,
x
|x|
〉
+ 1 − r/|x|
2d(x)
Tr
[
σ
(
ΠK(x)
)
σ
(
ΠK(x)
)∗] 0.
But
1 − r|x| =
|x| − r
|x| =
d(x)
|x| ,
implying that
∀x /∈ K,
〈
b
(
ΠK(x)
)
,
x
|x|
〉
+ 1
2|x| Tr
[
σ
(
ΠK(x)
)
σ
(
ΠK(x)
)∗] 0. (2.9)
Letting x to converge to y = r x|x| we proved that
1
r
〈
b(y), y
〉+ 1
2r
Tr
[
σ(y)σ (y)∗
]
 0 for all y ∈ ∂K. (2.10)
Conversely if (2.10) holds true, then for any x /∈ K , x = |x|
r
r x|x| = |x|r y, where we have set
y = r x|x| and therefore〈
b
(
ΠK(x)
)
,
x
|x|
〉
+ 1
2r
Tr
[
σ
(
ΠK(x)
)
σ
(
ΠK(x)
)∗] 0.
Since Tr[σ(ΠK(x))σ (ΠK(x))∗] 0, for all x /∈ K ,
1
Tr
[
σ
(
ΠK(x)
)
σ
(
ΠK(x)
)∗] 1 Tr[σ (ΠK(x))σ (ΠK(x))∗]
r |x|
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viability condition is equivalent to
σ ∗(y)y = 0, 〈b(y), y〉+ 1
2
Tr
[
σ(y)σ (y)∗
]
 0, ∀y ∈ ∂B.
Notice that this condition concerns only the boundary of the ball.
Example 2.6. Let K ⊂ R2 be the simplex{
(x1, x2) ∈ R2: x1  0, x2  0, x1 + x2  1
}
.
Let ei denote the canonical basis of R2. We use the notation rint for the relative interior. The first
viability condition is σ(x)∗n = 0 for any n normal to K at x ∈ ∂K. Assume that (2.2) holds true.
If x /∈ K is so that ΠK(x) = y = (y1, y2) is not a vertex and for some i, yi = 0, then
y ∈ rint{z ∈ K: zi = 0} and d ′′(x) = 0. Therefore the viability conditions become σ(y)∗ei = 0,
bi(y)  0. If x /∈ K is so that ΠK(x) = y = (y1, y2) with y1 + y2 = 1 and y1y2 = 0, then
y ∈ rint{z ∈ K: z1 + z2 = 1}, d ′′(x) = 0 and the viability conditions (2.2) become
σ
(
ΠK(x)
)∗
(1,1) = 0, 〈b(ΠK(x)), (1,1)〉 0.
If ΠK(x) is a vertex, then (2.2) implies that σ(ΠK(x))nx = 0 for all nx ∈ R2 that is normal to K
at ΠK(x), implying that σ(ΠK(x)) = 0 and 〈b(x), nx〉 0.
In conclusion conditions (2.2) are as follows:
(a) σ(1,0) = 0, b2(1,0) 0, b1(1,0)+ b2(1,0) 0;
(b) σ(0) = 0, b1(0) 0, b2(0) 0;
(c) σ(0,1) = 0, b1(1,0) 0, b1(1,0)+ b2(1,0) 0;
and for all x = (x1, x2) ∈ ∂K such that x is not a vertex:
(d) if xi = 0, then σ ∗(x)ei = 0, bi(x) 0;
(e) if x1 + x2 = 1, then σ ∗(x)(1,1) = 0, b1(x)+ b2(x) 0.
Example 2.7. K = Rn+. The viability conditions are: if x ∈ ∂K \ {0} is so that xi = 0, then
σ(x)∗ei = 0, bi(x) 0
and
σ(0) = 0, bi(0) 0, i = 1, . . . , n.
In all the above examples the viability conditions are equivalent to some relations imposed
just on the boundary of K . The question arises if in general we may do so. The answer is positive
when the boundary is sufficiently smooth. Recall that the oriented distance d¯ to the boundary ∂K
of K is defined by
d¯(x) =
{dist(x, ∂K) if x /∈ K,
−dist(x, ∂K) if x ∈ K.
Theorem 2.8. Assume that for some ε > 0, d¯ ∈ C2 on ∂K + εB . Then K is viable under (1.3) if
and only if for all x ∈ ∂K ,
σ(x)∗d¯ ′(x) = 0, Ld¯(x) 0. (2.11)
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the limit we obtain (2.11). To prove that (2.11) implies (2.2) on (K + εB) \K we first show that
for all y ∈ (K + εB) \ K and x = ΠK(y), we have d¯ ′(x) = d ′(y). Indeed, consider a sequence
yi ∈ x + ]0,1]d¯ ′(x) converging to x. Then d¯ ′(yi) = d ′(yi) = d ′(y). Taking the limit we get
d¯ ′(x) = d ′(y). We next claim that d ′′(y) d¯ ′′(x). Indeed, for all h > 0, d ′(y + hd¯ ′(x)) = d ′(y)
and therefore d ′′(y)d¯ ′(x) = 0. Similarly d¯ ′′(x)d¯ ′(x) = 0. Fix any w ∈ Rn and let α ∈ R and
v ∈ Rn be such that w = v +αd¯ ′(x) and 〈d¯ ′(x), v〉 = 0. Then, using that d ′′(y) is symmetric, we
obtain
d ′′(y)(w,w) = d ′′(y)(v, v)+ α2〈d ′′(y)d¯ ′(x), d¯ ′(x)〉+ 2α〈d ′′(y)d¯ ′(x), v〉
= d ′′(y)(v, v).
Similarly d¯ ′′(x)(w,w) = d¯ ′′(x)(v, v). So it remains to show that for all v ∈ {d¯ ′(x)}⊥,
d ′′(y)(v, v) d¯ ′′(x)(v, v).
Since for all small h > 0,⎧⎪⎪⎨
⎪⎪⎩
d(y + hv) = d(y)+ h〈d ′(y), v〉+ h2
2
d ′′(y)vv + o(h2),
d¯(x + hv) = h〈d¯ ′(x), v〉+ h2
2
d¯ ′′(x)vv + o(h2)
and
d(y + hv) d(y)+ d(x + hv) = d(y)+ h〈d¯ ′(x), v〉+ h2
2
d¯ ′′(x)vv + o(h2),
we obtain
h2
2
d ′′(y)(v, v) h
2
2
d¯ ′′(x)(v, v)+ o(h2).
Dividing by h2 and taking the limit yields d ′′(y)(v, v) d¯ ′′(x)(v, v) and our claim is proved.
Since σσ ∗(x)  0 and d¯ ′′(x)  0 we deduce that (2.11) implies (2.2) on (K + εB) \ K .
Corollary 2.4 ends the proof. 
Remark 2.9. When ∂K ∈ C2 in the sense that the oriented distance d¯ is C2 near the boundary of
K and σ ∈ C1,1loc , then the term Tr[σ(x)σ (x)∗d¯ ′′(x)] may be replaced by the Stratonovitch drift
−〈∑nj=1 σ ′j (x)σj (x), d¯ ′(x)〉 for all x ∈ ∂K , where σj denotes the j th column of σ . Then the
viability conditions become: for all x ∈ ∂K and nx ∈ NK(x) to K at x,
σ ∗(x)nx = 0,
〈
nx, b(x)− 12
n∑
j=1
σ ′j (x)σj (x)
〉
 0.
Indeed we know that σ(x)∗d¯ ′(x) = 0 for all x ∈ ∂K . Consider a solution y(·) to the ordinary
differential equation
y′ = σ(y)u, y(0) = x ∈ ∂K, u ∈ L1loc
(
R+,Rm
)
.
By [5] we know that y(s) ∈ ∂K for all s  0. So
σ
(
y(s)
)∗
d¯ ′
(
y(s)
)= 0 for all s  0.
Differentiating we get
σ ′
(
y(s)
)∗[
σ
(
y(s)
)
u(s)
]
d¯ ′
(
y(s)
)+ σ (y(s))∗d¯ ′′(y(s))σ (y(s))u(s) = 0.
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−〈σ ′j (x)σj (x), d¯ ′(x)〉= 〈σ(x)∗d¯ ′′(x)σj (x), ej 〉.
But 〈
σ(x)∗d¯ ′′(x)σj (x), ej
〉= 〈d¯ ′′(x)σj (x), σj (x)〉= ajj ,
where aij denotes the component of the matrix σ(x)∗d¯ ′′(x)σ (x). Thus
−
n∑
j=1
〈
σ ′j (x)σj (x), d ′(x)
〉= n∑
j=1
ajj = Tr
[
σ(x)∗d¯ ′′(x)σ (x)
]= Tr[σ(x)σ (x)∗d ′′(x)].
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