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One of the rapidly developing branches of modern mathematics is the the ory of difference schemes for the solution of the differential equations o f mathe matical physics. Difference schemes are also widely used in the general theory of differential equations as an apparatus for proving existence theorems and investi gating the differential properties of solutions. But here one is primarily interested only in the asymptotic (for ft-* 0) properties of the difference approximations.
The theory of difference schemes has a number of special problems.
In the final analysis, of greatest importance from the point o f view of numerical analysis is the determination o f algorithms permitting one to obtain a solution o f a differential equation on an electronic computer with a prescribed accuracy in a finite number of operations. One encounters in this connection the question of the quality of an algorithm, i.e. the manner in which the accur acy o f the algorithm depends on 1) the amount o f information on the original problem, and 2) the amount of computation (viz. the machine time spent in solving the problem with a prescribed accuracy). Experience with computers has stimulated the formulation of a number of special (for the theory of difference methods) problems: 1) the determination of the achievable order of accuracy of difference schemes for various classes of problems, 2) the construction of schemes for the solution of a wide class of problems with a certain guaranteed accuracy, 3) the construction of schemes giving increased accuracy in narrower classes of problems, 4) the development o f methods for investigating the stability and con vergence of difference schemes, 5) the formulation of general principles for con structing stable difference schemes and economizing the amount of computations (economical schemes), and others.
In the present article we dwell only on a circle of questions connected with such fundamental notions of the theory of difference schemes as stability and approximation.
The main purpose o f the article is to show how the results of the general theory of difference schemes can be used to formulate principles for constructing In § 1 we give an account of the general theory of stability of two-and three-level operator difference schemes in Hilbert space. The study of stability is carried out independently of that of approximation for families of admissible difference schemes. Here we obtain necessary and sufficient stability conditions and corresponding a priori estimates. The sufficient conditions distinguishing classes of stable schemes are in the form of easily verifiable linear operator ine qualities. Simple rules are formulated for verifying the stability of schemes of a particular form. To investigate the stability of two-level schemes we employ a method that is more sensitive than the energy method.
The stability theory is used to formulate a general principle for regularizing difference schemes in order to obtain stable schemes o f a prescribed quality.
In §2 the theory of iterative methods for solving the equation Au = f, where A G (tf -> t f ) is a linear operator in a Hilbert space tf, is treated as a branch o f the general theory of stability of operator difference schemes. Our main concern is with obtaining effective estimates for the rate of convergence of the iterations and with choosing optimal iterative parameters. We consider a class of implicit schemes with a factored operator В on the upper level of the form В = (E 4-gjR j ) (E + coi?2), where E is the identity operator, со > 0 is a parameter and R t and R 2 = R j are adjoint or "triangular" (with a triangu lar matrix) linear operators. A formula for the parameter со is obtained from the condition that the number of iterations be minimized.
An estimate of the rate of convergence for the method of minimal correc tions is obtained in the case when A is a nonselfadjoint operator, and others.
In §3 we consider the total approximation method as a constructive method for obtaining economical difference schemes for the multidimensional equations of mathematical physics. The notion of an additive scheme is introduced as a system of operator difference equations that approximates the original differen tial equation in the total sense. Two quite general heuristic methods (proposed earlier by the author) for obtaining additive economical schemes are discussed.
The additive schemes required a new technique for investigating convergence and a new type of a priori estimates that take into account the definition of the property of approximation.
The absence of a comparative analysis of the works of different authors (such an analysis would have required a substantial increase in the size of our article) is compensated to a certain extent by a rather extensive bibliography.
We have not had the chance to discuss the works on difference methods of an applied character, although such works best illustrate the possibilities o f differ ence methods and are a constant source of stimulation for the formulation of new theoretical problems. § 1. General theory of stability of difference schemes
1.
The basic a priori characteristics of a difference scheme are the error of approximation and the stability. By the error of approximation of a scheme one usually means the residual that arises upon substituting the solution o f the differential equation into the difference equation. The stability of a difference scheme is defined as the property of continuous dependence of the solution of the difference problem on the input data (on the initial and boundary data and on the right side of the equation). In contrast to the case of a differential equa tion this continuity must be uniform relative to the admissible mesh widths. For a linear scheme the existence of stability implies the satisfaction of an a priori estimate of the solution of the difference problem in terms of the input data. In this case stability and approximation imply convergence of the difference scheme, the order o f accuracy (rate of convergence) of the scheme being determined by the degree of approximation. The estimation of the degree of approximation is generally (see §3) a comparatively simple problem, while the investigation of stability involves significant difficulties and is the central problem of the general theory of difference schemes. The first rigorous definition of the notion of stability of difference schemes was given by V. S. Rjaben'kil and A. F. Filippov [1] - [3] . The general questions of stability theory have been subsequently considered in [4 ] - [22] .
One of the basic methods of investigating the stability of difference schemes consists in the application of the Fourier transform to difference equations. The stability conditions in this connection are given in the form of various restrictions on the spectra of the scheme operators (or on the spectra of the Fourier trans forms of these operators). Of relevance here, for example, are [ 4 ] - [ 1 5 ] . This approach to the study of stability has a number of distinguishing features: the Cauchy problem is normally considered, an assumption is made concerning the connection between the mesh widths of the schemes with respect to space and time, the requirements on the smoothness of the coefficients of the corresponding differential equation are often excessive. Many stability criteria (such as, for example, in [6] , [ 10] , [12] , [13] ) cannot be readily used directly in the investi gations o f concrete difference schemes.
In the majority of papers in this direction the investigation of stability and convergence is carried out in the space of solutions of the differential equation, which does not correspond to the actual state of affairs since the solution of the difference problem is in fact a mesh function. The connection between stability, approximation and convergence in spaces other than the original space (in factor spaces) is discussed in [23] , [24] .
In Let us proceed to a presentation of some of the results of this theory. We first note that the stability of a difference scheme is an intrinsic property that does not depend on the approximation of some differential equation. It is there fore natural to study stability independently of approximation.
Difference schemes (which are analogs of the nonstationary problems of mathematical physics) are defined by us as difference (with respect to the vari able t) equations with operator coefficients defined on abstract Hilbert spaces Hh (which are analogs of spaces o f mesh functions depending on the mesh width h). No assumptions are made concerning the structure of the scheme operators. The original family of schemes is defined only by the requirements of positiveness and, possibly, selfadjointness of the scheme operators.
The following problem is posed: distinguish the class of stable schemes belonging to the original family. It turns out that sufficient conditions for the stability of (two-and three-level) schemes have the form of linear inequalities between the scheme operators and are readily verifiable.
Difference schemes are usually expected to 1) appoximate to within a certain degree the original equation, 2) be stable, and 3) minimize (in some agreed-upon sense) the number of arithmetic operations required to determine the solution of the difference problem with a prescribed accuracy (in the case of one-dimensional equations of, for example, parabolic type a scheme is said to be economical if the number of operations required to determine the difference solu tion is proportional to the number of mesh points used in this connection). As was noted above, the convergence of a scheme is a consequence of stability and approximation. The indicated requirements compete with each other, and their* simultaneous satisfaction is a difficult problem.
Once we have classes of stable schemes, it is natural to seek in these classes schemes of a desired quality. This can be done, since writing the schemes in canonical form permits one to distinguish the operators (regularizes) responsible for stability. By taking advantage of the arbitrariness in the choice of R and varying R so as to remain in the class of stable schemes, we can construct schemes o f a desired quality. A general method for regularizing schemes is pre sented in [34] .
Thus the proposed theory of stability of difference schemes bears a con structive character.
The question of what information is needed on the scheme operators in order to render a correct judgement concerning the existence of stability is investi gated.
A method employed in the study of stability is that of reducing an implicit scheme to an explicit one and estimating the norm of the translation operator of the explicit scheme. This method is more sensitive than the energy method and permits one to obtain coincident necessary and sufficient stability conditions in the case when one of the scheme operators is nonselfadjoint.
We proceed to a presentation of stability theory for two-level schemes [33] -[36].
3.
Let {Hh} be a set of real Hilbert spaces depending on a parameter A, which is a vector with norm Ift I > 0 of a certain normed space. We introduce on a segment 0 < / < r0 a uniform (for the sake of simplicity) net u>r = -Ат, A = 0, 1, -* * , A0 , A0t = r0) with mesh width r = t j A0 . 
ft-о with operator coefficients and m -1 initial conditions obtained by prescribing the vectors y (0), y(j), * * * , y((m -2)r).
We will consider here only two-level (m = 2) and three-level (m -3)
schemes. An important role will be played in the sequel by the canonical forms of these schemes. A two-level scheme is
Schemes (1) and (2) are difference analogs of the following abstract Cauchy problems for first and second order equations:
H°) = мь
In order to take into account the case o f positive and nonselfadjoint oper ators В in (1) and (2) 
4.
Varying h and r, we obtain a set { y hT{t)} o f the solutions of problems (1) and (2). Stability for schemes (I) and (2) is defined as the property of uniform in (h, r) continuity o f {y ftT(f)} relative to the input data { V > AT(0)} and { j ftT(0)} (and { y hT(r)} in the case o f (2)). We will assume that schemes (1) and (2) are solvable for any input data, i.e. that there exist inverse oper ators#^1 for (1) and (Bk + 2 TRk)~l for scheme (2). Let us give a definition of stability for the two-level scheme (1) . The solution of problem (1) is the sum of the solutions of the problems
Suppose Hh is any normed linear space. We wilt say (see [36] ) that scheme ( 1) It is usually required that a scheme be stable for sufficiently small r < r 0 and lftl< h 0, where r 0 and h0 are constants not depending on either к or the input data. Scheme (1) is said to be conditionally stable if it is stable when some relation between r and h holds. If on the other hand scheme ( 1) is stable for any т > 0 and IAI > 0 (hQ -r 0 = *») it is said to be absolutely stable.
The definitions o f stability given above do not assume that tf ft is a Hilbert space. Thus the stability o f scheme (la ) implies the boundedness of its solving operator. 
It is assumed everywhere in the sequel that scheme (la * ) belongs to the original family, i.e. В > 0, A -A*. 
Let us write scheme ( 1) in the form
where E is the identity operator. Then the condition 2Bk > тАк will be satisfied if
The index к in the stability conditions will be dropped in the sequel. It follows from (7) that the condition 2R > A is also sufficient for the stability of scheme (1). Example 1. Consider the weighted scheme
where о is a parameter (the weight factor) and A = A(tk) > 0. Reducing scheme (8) to the canonical form ( 1) or (6), we find that В * Ё + от A or R = a A . If A " A* and estimate (5) holds, it follows by virtue of (7) and Theorem 4 that scheme (8) , when yk = 0, is stable for a > If A(tk) > 0 is a nonselfadjoint operator, we first apply the operator A ~x > 0 to (8) and
then reduce the result to the canonical form (la ) with В -A~ + отЕ, A = E and make use of Theorem 1, from which it follows that scheme (8), when $k = 0 and >1(0 > 0 is even any nonselfadjoint operator, is stable in Hh with p = 1 for о >
8.
Conditions (4), (5) and (5*) are sufficient for the stability of scheme (1) with respect to the right side in the corresponding norms. Thus estimate (3b) holds with
for (7) or with
for ( 
9.
Let us now consider the three-level scheme (2). We will assume that B{t) is a nonselfadjoint operator, R(t) = R*(t) > 0 and A{t) = Л*(г) > 0.
These conditions define the original family of schemes.
The stability of scheme (2) with respect to the initial data is expressed by inequality (3a). But by the norm + one should understand a func tional depending on y k and y fc+1 and defined when p = 1 by the equality (An expression for the norm when p Ф 1 can be found in [38J.)
We cite a theorem on the stability of scheme (2). We note that estimate (3b) holds with
where does not depend on \h i or t. 
where A -A* > 0, reduces to the canonical form (2*) with operators Я = S -±^.4 ,
The conditions R + if /r ? > % A, В > 0 are satisfied for аг > o2,
From the preceding we obtain ample rules for verifying the stability of concrete schemes: 1) reduce the difference scheme to the canonical form ( 1) or (2) and thereby determine the operators B, A or B, R, A ; 2) introduce the space Hh of mesh functions (depending on the structure of the scheme operators) and investigate the basic properties (positiveness, selfadjointness, etc.) of the scheme operators as operators on Hh ; and 3) verify the satisfaction of the suf ficient stability conditions indicated above. If the sufficient stability conditions are satisfied, the given scheme belongs to the class of stable schemes and the a priori estimates obtained for two-and three-level schemes of general form can be used.
The stability of multilevel schemes has been considered by A. V. Gulin in [38] . Here it is shown in particular that the sufficient conditions obtained in [35] for the stability of three-level schemes are also necessary in the case of con stant operators. The following necessary and sufficient stability conditions are found:
where II * 11^ j is an analog depending on p o f the norm (10). These condi tions have the form of linear operator inequalities connecting not only A and R but also В when p Ф 1.
11.
The stability theory presented above bears a constructive character and can be used not only for investigating the stability of concrete schemes but also for constructing new schemes of a prescribed quality. This possibility is connect ed with the fact that 1) the writing o f schemes in the canonical form ( 1) with (6) ) or (2), (2*) permits one to distinguish the operators R (regularizes) responsible for stability, and 2) the sufficient stability conditions, R > QqA or 2R > A for two-level schemes and 4 R > A for three-level schemes, impose weak restrictions on the arbitrariness in the choice of the regu larizes R.
If the given scheme (1) is unstable it can always be replaced, by varying only the operator R, by a stable scheme with the same operator A.
Once we have classes o f stable schemes, it is natural to seek in these classes schemes of a desired quality satisfying the additional requirements that they 1) approximate the original equation to within a certain degree, and 2) are economical. The requirement that they be economical usually means in the case of the nonstationary problems o f mathematical physics that the number of arithmetric operations used to solve the difference problem must be proportional to the number of mesh points used.
Basically, the method o f regularization consists in passing from an original (for example, an explicit) scheme to another scheme of a desired quality by varying the operator R (and possibly also the operators A and B).
Since the stability conditions have the form of energy inequalities, viz.
(Rx, x) > o0(Ax, x) for (6) and (Rx, jc) > (Ax, x)/4 for (2), it is natural to choose as R operators of as simple a structure as possible that are energetically equivalent (semisimilar (see [39] ) and equivalent with respect to the spectrum (see [50] )) to the operator A . Suppose A and A 0 are energetically equivalent,.
i.e.
Yi^o < -4 < у2A 0, Ya > Yi > 0-
Choosing R ~ o 4 0, we obtain a stable scheme (6) We indicate some examples of the choice of a regularizer R. 1) R -oE, where E is the identity operator, о ^ oQ\\A II for (6) and a > MB/4 for (2).
2) R = oAt or R = o 4 2, where A t and A 2 = A* are adjoint ("triangular") operators, A 0 = А г + A 2, -f f j ] ) Ъ fo r'(6) and з > у 7 2 for C2)-3) R is chosen so that В = E + tR for (1) and В 4-2тR for (2) are factorized operators that are representable in the form o f a product of a finite number of operators of simpler structure:
These schemes will be called factorized schemes. The following two special .cases will be considered.
a) The R a , a = 1, * • * , p, are positive, selfadjoint and pairwise commuta tive operators. Here a factorized scheme (1) The methods employed in practice to obtain stable schemes for concrete problems can be regarded as elementary examples of regularization. Thus the explicit scheme of Du Fort and Frankel [40] for the heat equation belongs to the class of stable schemes (2) with В -E, R = oE and о > II ,4 11/4, while the symmetric schemes of V. K. SauTev [41] belong to the class of stable schemes (6) with R = aAx or R = aA2> A f = A 2 and A j + A 2 -A.
These schemes are obtained from explicit schemes by means of transformations corresponding to the introduction of elementary regularizes (the identity operator or triangular operators). The economical methods of alternating directions (schemes with a splitting operator in the terminology of [42] ; for the literature see [42] [48]) are based on the use of factorized schemes with the R a being pairwise commutative or "almost commutative" (in the case of equations with variable coefficients) difference operators that correspond to elliptic operators containing derivatives only with respect to the variable x a ("one-dimensional" operators).
The general principle of regularization permits one to obtain new absolutely stable economical factorized schemes for the basic equations of mathematical physics with variable coefficients [34] . Elliptic difference operators with con stant coefficients are chosen as the regularizers R for this purpose. For example, an elliptic difference operator with a diagonal block matrix, the blocks of which are also diagonal matrices, is chosen as R in the case of a system of parabolic equations with mixed derivatives in a ^-dimensional parallelepiped. A two-or three-level factorized scheme is then constructed. The process of solving the difference equations is reduced to the successive application of a standard threepoint (in the case of second order equations) sweep algorithm.
Especially good opportunities for regularization are afforded by the use of three-level schemes, since in this case it is possible to preserve second order accuracy in т {R is multiplied by t 2 ). In the case of two dimensions absolutely stable factorized schemes of accuracy 0{t2 + h2) are obtained for parabolic equations with discontinuous coefficients when the lines of discontinuity are parallel to the coordinate axes. We note that the regularization of three-level schemes is generally carried out by varying not only the operator R but also the operator В (this is the case, for example, under certain methods of factori zing the operator В + 2тR).
To each operator A there can be put in correspondence a large number of operators o f simpler structure that can be used as regularizers for two-and three-level schemes. The compilation o f a catalog of regularizers and the choice of the best regularizers is an important problem of the theory of difference schemes. For various elliptic operators it is possible to use one and the same regularizer R. This makes it possible to create standard programs for solving classes of problems. In this connection the algorithm for determining the solu tion at a new level is not changed, but the concrete form of the operator A of the problem is taken into account in calculating the right side. 12.
Until now we have considered the stability of schemes (1) and (2) relative to the right sides and the initial data. In the case of an actual computa tional algorithm for solving problem ( 1) (or (2)) the presence of rounding errors means that one is actually finding the exact solution not of equation ( 1) 
where k is the iteration number, y k is the iteration of number к, r fr+1 > 0 is a parameter and Bk is an arbitrary operator having an inverse Bk 1. If Bk = scheme (2) is explicit; if Bk Ф E , it is implicit. Since the solution и of equation ( 1) satisfies (2), the error z k = y k -и satisfies the homogeneous
The estimation o f the rate of convergence o f the iterations in scheme (2) reduces to the derivation o f a priori estimates expressing the stability o f scheme (3) with respect to the initial data.
The original family of schemes (2) is defined by the conditions
The implicit scheme (3) is equivalent to the explicit scheme 
the translation operator S -E -iC is a constant, In -S n and the problem of determining inf tl Tn II reduces to the problem of minimizing the norm of S. The solution of this problem is well known [60] ; in fact, if y x and y2 are bounds of the operator C such that
then inf 115II is achieved when r = t 0 = 2j{yx + y2) and is given by the relations inf|U9|| = \ E -T0C|| = po, Po = , I = } ' .
t<,= -4 -. The method of reducing the implicit scheme (7) to an explicit scheme per mits one to prove the computational stability o f scheme (2) with r = t0 . The choice of the operator В affects not only the number of operations needed to calculate a single iteration but also the number n0(e) of iterations, where e > 0 is the prescribed accuracy of the iterations. It is therefore natural to choose В from some admissible family of operators so that 1) the ratio £ = 7 |/ y 2 is maximized (p0 is minimized) and 2). В is an economical operator (the num ber of operations needed to solve the equation By = ф for any ip E H is mini mal in some sense, for example, with respect to an order relative to £ for £ -► 0).
In constructing В one usually starts from an operator R = R* (see [39] , [4 9 ]-[5 3 ]) that is energy equivalent to A and B:
Г а#. T2 > T i>°-(13> Then inequalities (11) with 7 j = c xy x and y2 = c2y 2 are valid. We represent lb R in the form of a sum R = R i + jR2, where R t and R 2 = R \ are disjoint ("triangular") operators and consider the factored operator
where со > 0 is a parameter. The numbers y^ and 72° depend in this case on the parameter со, which should be chosen so that the ratio £ = y1 ly2 " 
where R % and R 2 are commutative selfadjoint operators. An optimal choice of the parameters озг and co2 from the condition that y x/72 be maximized can be made without difficulty in this case.
3.
We now consider the iterative schemes (2) for equation (1) in the case when A > 0 is a nonselfadjoint operator and
The equation for the error z k = y k -и is equivalent to the explicit
where С = В~'ЛА В~^ and x k = B^zk , so that II -\zk Н д . Bearing in mind this connection between the explicit scheme (19) and the implicit scheme (7) for the z k , we can confine ourselves to a study of the explicit scheme (19). In order to improve the estimate it is necessary, following [51] , to dis tinguish the symmetric and skewsymmetric parts of the operator C;
С=С0+С,, C0 --" •{C-l C'), С, = -1-(С-С*).
T 
4.
The application of the iterative methods described above assumes a knowledge of the constants 7 S, 72, 7з and cx, c 2. In those cases when these constants are known inexactly or in general are unknown a priori it is expedient to make use of a variational iterative method such as the method of steepest descent or the method of minimal residuals.
We first note that any iterative method
B y J a^J L + A y k = f ,
TJf-l к -can be interpreted as a method of corrections:
where rk is a residual and wk is a correction. If A -A * > 0 and В = B* > 0 , we can calculate r fc+ j by making use o f the following formula from the method o f steepest descent:
This method converges in HA at the same rate as scheme (29) ( 1) (l)T h e case of a selfadjoint С = C* has been studied in [60] .
The proof o f this theorem makes use of the following Lemma. Suppose C is a nonselfadjoint operator with bounds and 72 > 7i > 0, so that 7 XE < С < 42E, and for some > 0
Then, if ( E -i C | < p "
where p# < 1.
-pa (37)
T i < * < T a. We proceed to the proof of Theorem 9. From (34) we find that r k+i = r k -rkrlCrh;
By virtue o f the lemma the expression in brackets does not exceed 1 -
(1 -P t) = P i. i-e-
lFi»-ilKp.i|r»ii, IWI < p; w .
But p m -p when Tt = f~> which implies (36). The theorem is proved. In the case of a nonselfadjoint operator A the factorized operator (14) can be chosen as B. The computational use of formulas (31) and (32) does not re quire a knowledge of the constants c lt c2 and c3.
5.
The operator В is sometimes given in explicit form and is sometimes constructed as a result of applying some (intrinsic) direct or iterative method. An example is provided by the so-called two-stage method (see [50] , [50a], [51] , [58] ), which we formulate as the method of correctness. The correction wk is calculated by solving the equation 
R w^r k, rk = A y k -}
(51)
if y t is an arbitrary vector, z 0 -y Q-u and z x = y 1 -u.
7.
The factorized operator (14) can be taken as the operator B. When c t -
The number n 0(e) of iterations satisfies the following asymptotic relation as 17 0:
. £
In the case o f a two-level scheme with the same operator В n0 (e) i 1 1
In -
If A is the Laplace difference operator, then 17 = 0(k2) and «"(e) = 0 ( Tlf | " i )
for a three-level scheme with the factorized operator (14). The indicated scheme is applicable for the Dirichlet difference problem in an arbitrary domain of any dimension.
Any three-level scheme can be formulated as a method of corrections: was noted that the number of iterations was less than in the case of a two-stage two-level scheme. As can be seen from (52), an application o f three-level schemes permits one to weaken the dependence of the rate of convergence on the ratio cxfc2, which is very important in the case of an elliptic equation with strongly vary ing coefficients. A two-stage three-level variational iterative scheme was considered in [58] .
1. In § § 1 and 2 our main attention was directed to a study o f the stability of difference schemes. A second important characteristic of a difference scheme, which establishes a connection between it and the original differential equation, is the error o f the approximation. The sense in which the given scheme approximates the original problem governs 1) the choice of the method of investigating the accur acy o f the scheme and 2) the type o f a priori estimates expressing the stability with respect to the right side.
In the course o f developing the theory of difference schemes a review was made of the approximation criterion. Thus, by studying the rate o f convergence of homogeneous difference schemes in the class of discontinuous coefficients, it was determined 
where L is an elliptic operator and x = (x1( * * • , xp) is a point of a^-d i mensional domain G -G + Г with boundary Г, as well as for the correspon ding systems of equations (when и and/are vectors).
Let озн = {лс,.} be a net in the domain G and let toT = {tj = /т} be a net on the segment 0 < t < f0.
By an economical scheme one usually understands an unconditionally stable scheme such that the number o f operations required to determine the solution is proportional to the number coftT = X созт of mesh points used. This means that 0(N ) operations, where IV is the number of mesh points, are re quired to pass from the /th level to the ( / + l)th level; in other words, there must be 0(1 ) operations at a single mesh point. The basic algorithmic idea of all of the economical methods consists in the writing of difference operations such that the process o f solving them reduces to the successive application of standard algorithms (for example, the one-dimensional sweep algorithm) with the expenditure of 0 (N ) operations.
All of the two level (using for the determination of y?+1 only the value of y 1 at the preceding level) economical methods can be written in the form a -1 The economical methods are referred to by various names, for example, the alternating-direction implicit method [67] -[69], the decomposition method [71], the partial step method [73], the splitting operator method [42] , the locally one-dimensional method [75], additive schemes [76] and the total approximation method. TTiis terminology, while possibly transient and reflecting the individual approaches of the various authors to the construction and inter pretation of the structure of the economical methods, affords a view of the various characteristic features of these methods (many of which comcide with respect to the algebraic structure).
From the point of the general theory it is expedient to differentiate the economical methods on the basis of the method of investigating them and, in particular, the notion o f approximation. It should be emphasized in this con nection that in most cases the method of investigation also determines principles for the construction of economical schemes. The following two approaches are used for the investigation of economical algorithms. (2) are verified for the factorized scheme (3) . From this point of view the system (2) is interpreted as a method of realizing a factorized scheme.
2) The total approximation method, on which we dwell at length in this section.
The first approach, viz. the replacement of system (2) problem by using an algorithm of form (2) with economical operators Ba (see [42] , [72] , [74] , [45] and others). A general method for constructing stable factorized schemes was indicated in § 1 (see [34] ). Economical factorized schemes can be obtained by choosing various economical difference operators, depending on the actual problem, as the
Ra .
The requirement that problems (2) and (3) be equivalent can be satisfied with the use of a special method of assigning 1) boundary conditions for the inter mediate values у?+а*р , a = 1,*** , p -l,as well as 2) the right sides F t+afp, This was first pointed out by D'jakonov [88] (see also [76] The case when La is an arbitrary differential operator containing derivatives only with respect to x a (the fractional step method) has been subsequently con sidered in [73] . System (6) can be reduced by the elimination method to the factorized scheme which does not coincide with the original scheme (5) and approximates equation (4) .
The requirement that the factorized scheme (8) and system (6) be equivalent leads to the same difficulties as those discussed above. In particular, the passage from (6) to (8) [71] . and 2) the requirement of equiva lence of (2) and (3) can be removed by introducing a new notion of scheme (the additive scheme) involving an approximation of the differential equation in a weaker sense (in the total sense) [75] . The renunciation of the classical notion of approximation and its replacement by the weaker condition of total approxima tion have substantially broadened the opportunities for constructing economical schemes and have permitted one to obtain economical additive schemes for a significantly wider class of linear and nonlinear problems of mathematical physics.
We proceed to a formulation of the notion of total approximation. 3.
Let Hh be a normed linear space, let wf = {tj = /т , j = 0, 1, * • • , / 0 } be a net with mesh width т on the interval 0 < t < t0, and let Ca p } Dap, Aap? B, etc. be linear operators from Hh into Hh that depend on h, т and possibly t € озт .
An и-level difference scheme was defined in § 1 as a difference (with re spect to the variable t) equation of (n -l)th order: l P-0 with operator coefficients and the n -1 initial conditions
We introduce a wider class of schemes. (12) is solvable and that the inverse operator B~1 exists. The stability of a composite scheme is defined by analogy with §1. We require, in particular, the following definition o f stability. We will say that scheme (12) 
6.
A basic question is the following; How can one construct additive difference schemes o f a given order of accuracy?
The following method for constructing additive schemes, that guarantees total approximation, was proposed in [75] . Consider the equation~
Suppose the operator L acting on и as a function of x can be repre sented in the form of a sum of operators La of simpler structure (for example, 
We show that the composite scheme IIj -► П2 Пр approximates equation (30) The error of approximation at the solution и = u (x, t) for the scheme Па is obviously equal to
Taking into account that (Pa, u.y+a/p -(Ра , « ) '+w + O(r), we get фа = This follows from the fact that the system of differential equations (31) approximates the multidimensional equation (27) in the total (integral) sense. In fact, the error of approximation for the equation Pau(a) = 0 at the solu tion u~u{x,t) of equation (27) i.e. the additive system o f differential equations (31) approximates equation (27) with first order in r.
Clearly the total error of approximation for system (31) can be determined by analogy with (34) as P.
«-* It is not difficult to note that the analogs of the above arguments remain valid, so that
From the stability of system (31) and the total approximation we obtain the con vergence of the solution of problem (31) to u(x, t)..
It should be emphasized that the total approximation for (32) and (31) at sufficiently smooth solutions of problem (27) is guaranteed by the satisfaction of conditions (28) and (29) : the operator L is the sum L 1 + * * * + Lp = L and the right side / is the sum f x + ■ • * + fp = f.
The question of the nearness of the solutions of problems (27) and (31) In this regard it became apparent in connection with a study of equations (27) with operators La depending on t that one must alter the composite system of differential equations approximating a multidimensional equation. In [79] the following abstract Cauchy problem was considered in a Banach space В: Hie question of the proximity of the solutions o f problems (36) and (38) was investigated. We indicate the main results. = 0(x) (40) for all / = I, • * * , / 0.
The following question arises: Is it possible to construct a system o f partial Cauchy problems such that I®*-»*| = О ( t 2). (41) is valid (see [72] ). The idea of symmetrization was developed by I. V. Frjazinov, who con structed and investigated a number of symmetrized additive schemes for equations of parabolic type in graduated domains composed of p-dimensional parallelepipeds (see [83] ). Another symmetrization method has been applied to obtain econom ical schemes in the case of the equations of acoustics [93] .
Let us show that the chain of Cauchy problems (38) approximates problem and a suitable choice of the operators A a followed by a difference approxima tion of each of the equations (38) is also very practical and is commonly used as a heuristic technique for obtaining economical additive schemes (see, for example, [72] , [83] , [55] ). Let us cite an example.
Consider the case when A = A a(J and the matrix ( A a(J) is sym metric. We represent ( A a<J) in the form of a sum of two triangular matrices:
(Л<**) = (-Abfi) ( 
