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Dedicated to the memory of Uffe V. Haagerup
UNBOUNDED EXPECTATIONS TO SOME VON
NEUMANN ALGEBRAS
ERIK CHRISTENSEN
Abstract. For any injective von Neumann algebraR on a Hilbert
space H and any discrete, countable group G, which acts by *-
automorphisms αg, on R we construct an idempotent mapping of
an ultra-weakly dense subspace of B(H ⊗ ℓ2(G)) onto the crossed
product von Neumann algebra L(R, α,G), such that it is R−bi-
modular and satisfies some nice relations with respect to positivity.
In the case of an amenable group, our unbounded expectation turns
into a usual conditional expectation of norm 1.
1. Introduction
We work in the setting of a von Neumann algebra S on a Hilbert
spaceK, such that S is isomorphic to a von Neumann algebraic reduced
crossed product R ⋊α G of an injective von Neumann algebra R by
a countable discrete group G. We give examples of unital completely
positive mappings σ : B(K)→ S which have lots of eigen vectors and in
several ways have properties which conditional expectations possesses.
This has given us the courage to suggest the introduction of a new
concept, we name unbounded expectations.
The idea comes from the description of elements in a crossed product
von Neumann algebra as generalized Fourier series. In our setting
from above the crossed product algebra S on K is generated by an
injective von Neumann algebra R on K and a unitary representation
g → ug of a countable discrete group G on K such that the mappings
R ∋ r → αg(r) := ugru∗g are *-automorphisms of R. It is well known
that any element s in S has a generalized Fourier series s ∼ ∑g ugrg
with coefficients rg in R. The sum converges in some topology which
we describe below, but just as in the ordinary case with the group Z
and Fourier series for essentially bounded measurable functions on the
interval [−π, π], the meaning of convergence demands some background
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knowledge to be described. In the classical case with an essentially
bounded measurable 2π periodic function f, its Fourier coefficients fn
are determined by
fn =
1
2π
∫ π
−π
e−inθf(θ)dθ and f ∼
∑
n∈Z
fne
inθ.
For the S, we study, there exists a faithful, unital, normal and com-
pletely positive conditional expectation named Diag of S onto R such
that, with respect to a certain topology, the sum below converges, and
we will use the symbol ”∼” to express this convergence.
∀s ∈ S : s ∼
∑
g∈G
ugDiag(u
∗
gs).
This is a generalization without restrictions of the classical result to
our setting. In [4] we studied this generalization in the C*-algebraic
setting, which in the case of periodic functions means the continuous
functions, and we saw that the extension from the classical formula
is more than just a notational coincidence. The same is true in the
von Neumann case. In this article we will focus on the case where
the von Neumann algebra R is injective. There are several reasons for
this, and we will mention that the the simplest case with R = CIK
leaves us with the study of the von Neumann algebra L(G) generated
by the left regular representation of the group, and this is interesting
enough for most of us. On the other hand, many of the examples of
von Neumann algebra factors with certain properties are constructed
as crossed products of an abelian von Neumann algebra by a discrete
group, so they do fit into our setting too.
This article is based on an observation which tells, that in the setup
described above, there exists a pair (χ, σ) consisting of a positive def-
inite and strictly positive function χ on the group and a unital, com-
pletely positive and R−bimodular mapping σ : B(K) → S, such that
for any g in G and any r in R we have σ(ugr) = χ(g)ugr. Then all the
operators ugr are eigenvectors for σ, with corresponding eigen values
χ(g), so the observation may also be formulated as follows. There ex-
ists a pair (χ, σ) such that χ is a positive definite and strictly positive
function on G and σ : B(K) → S is a completely positive extension
of the Hadamard multiplier Mχ acting on S. Let us then define an
ultra-weakly dense subspace D of B(K) as the set of operators x in
B(K) for which the sum∑
g∈G
χ(g)−1ugDiag
(
u∗gσ(x)
)
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represents a bounded operator. We can then define an unbounded
idempotent Π of D onto S by
∀d ∈ D : Π(d) ∼
∑
g∈G
ugχ(g)
−1Diag
(
u∗gσ(x)
)
.
We will then call the pair (χ, σ) for an unbounded expectation of
D onto S. We show that unbounded expectations exist whenever the
group G is discrete and countable. For a discrete, countable and
amenable group our construction of an unbounded expectation (χ, σ),
gives a pair which satisfies χ(g) = 1 for all g and then σ is an ordinary
completely positive conditional expectation from B(K) onto S.
In the classical case where the group is Z and R the scalars, our
method recovers results on the convergence of Cesro summation. We
make explicit computations for the free non abelian groups using meth-
ods from Haagerup’s article [6], and in this way we get some stronger
results for these groups than our general results for discrete countable
and finitely generated groups.
The results leave the strong impression that amongst the unbounded
expectations (χ, σ), the one, with an associated positive definite and
strictly positive function χ which is point-wise the largest possible is the
best. Recall that in the amenable case, χ(g) = 1 for all g is obtainable.
The investigations behind this article are inspired by Haagerups fun-
damental work [6], and we have dedicated the work to his memory.
We had the thought that the unbounded expectations might have
connections to Lance’s and Kirchberg’s works on the weak expectation
property, or relations to Pisier’s work on tensor products, or to Connes’
embedding problem. We have tried to relate our findings to works by
Chatterji [2], Kirchberg [11], Lance [12], Ozawa [15, 16] and Pisier [20],
but we have not found any new insights into the fundamental problems
dealt with by these authors.
We recover a classical result by Cesro on uniform convergence of the
Cesro sums for Fourier series of continuous 2π periodic functions, and
this is related to summation results by Toeplitz [22] and Fejr [5].
The concept rapid decay, which Chatterji describes the properties of
in [2] and which plays an important role in Haagerups work [6], seemed
to have some impact on our investigation for some time, but in the
end, we did not have to use any results depending on this concept.
Lance gives a characterization of nuclearity for a C*-algebra A based
on the existence of a net of finite rank, completely positive and con-
tractive mappings converging norm point-wise to the identity mapping
on A. Our construction yields such a net for any group C*-algebra
of an amenable group, but no new results for amenable groups are
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obtained. Lance’s construction leads to the concept named weak ex-
pectation, and this concept has been studied by especially Kirchberg
[11], Ozawa [15, 16] and Pisier [20, 20] because it relates to fundamental
questions on tensor products of C*-algebras and also to Conne’s em-
bedding problem. It may be that our unbounded expectations could
play a role in a future study, as weak unbounded expectations, but so
far we have had no luck in pursuing such a track.
As a final remark, we would like to mention that we have been wor-
ried by a statement, which we have heard M. Gromov has made: ”a
theorem which is valid for all discrete groups is either trivial or false”.
We think that the results presented here are true, and not for obvious
reasons, but they may not be extendible to discrete groups, which are
not countable, so Gromov may still be right.
2. The algebra L(R, α, G) and the Hadamard product
We have for some time studied Schur block products on block matri-
ces of bounded operators and Hadamard products in group C*-algebras
[3, 4]. Our interest was inspired by an interest in the concept spectral
triple, which is a fundamental concept in Connes’ noncommutative ge-
ometry. We have lately, [4], realized that the Schur block product
may be seen as a special case of the convolution or Hadamard prod-
uct in a crossed product of a C*-algebra by a discrete group. When
the elements in a crossed product of an algebra by a discrete group
are described, via a unitary representation g → ug, as formal sums
x ∼∑g ugxg, y ∼∑g ugyg, the Hadamard product is given by the sum
x ⋆h y :∼
∑
g ugxgyg. The description in [4] of Mn(B(H)) as a crossed
product shows that the diagonals of the block matrices of Mn(B(H))
play a fundamental role in the study of properties of Schur block prod-
ucts. In [4] the algebra Mn(B(H)) is described as a crossed product of
the diagonal algebra ℓ∞({0, . . . , n− 1}, B(H)) with the natural action
by cyclic permutations of the cyclic cyclic group Cn of order n. Here
the unitary named the forward shift S in Mn(C) is given by the matrix
si,j := δi,j+1 and a unitary representation of Cn on H ⊗ Cn is given by
i → (IH ⊗ Si). The unitaries (IH ⊗ Si) implement an action αi of Cn
on the diagonal algebra such that
αi(
∑
j
d(j,j) ⊗ e(j,j)) =
∑
j
d(j−i,j−i) ⊗ e(j,j).
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Then any operator A in Mn(B(H)) may be written as a member of the
crossed product C∗r (ℓ∞({0, 1, . . . , n− 1}, B(H)), Cn) by the formula
(2.1) A =
n−1∑
i=0
(IH ⊗ Si)Diag
(
(IH ⊗ S−i)A
)
.
In the case when the cyclic group Cn is replaced by the group Z and the
algebraMn(B(H)) is replaced by the group C*-algebra C
∗
r(Z), which is
isomorphic to the algebra C(T) - the continuous functions on the unit
circle - the formula (2.1) becomes the usual expression for the Fourier
series of a continuous 2π−periodic function f(θ) as
(2.2) an :=
1
2π
∫ π
−π
e−inθf(θ)dθ, f(θ) ∼
∑
n∈Z
ane
inθ.
We would like to make a short historical remark, which is based on
Horn’s survey [8]. Hadamard studied in [7] the product of two Laurent
series which is obtained as the series with coefficients equal to the
product of the coefficients of the given series. Schur studied in [21]
element-wise products of scalar matrices, and realized, amongst other
results, that the Schur product of 2 positive semi definite matrices is
positive semi definite, a result which plays an important role in both
pure and applied mathematics. When reading Schur’s article we noted
that he mentions the ordinary matrix product too, and he uses the
German word faltung, which means convolution for this product. In a
situation with a duality present, it may be a matter of taste to decide
which aspect is the primal and which is the dual. We have chosen to
use the term Schur block product when no group is present, and to say
Hadamard product when we are dealing with the Schur block product
inside a reduced crossed product of a C*-algebra by a discrete group.
A word of warning. In the classical formula (2.2) the coefficients an
are written to the left of the unitary einθ whereas in the operator form
of the Fourier series presented in (2.1), the coefficients are written to
the right of the unitary. This is so, and will remain the same in the
rest of this article, because we find that this fits most easily with the
traditional way of writing the polar decomposition, and it also seems to
fit best with the use of the forward shift in the description ofMn(B(H))
as a crossed product C*-algebra. In [4] we discussed several aspects of
the Hadamard product in a reduced crossed product C*-algebra. This
section is in many ways a continuation of this, but here we will work
in the setting of an injective von Neumann algebra R on a Hilbert
space H with an action by *-automorphisms αg of a discrete group
G. The reduced crossed product von Neumann algebra L(R, α, G) is
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constructed as in [10] Definition 13.1.1 with some notational differences,
so (δg)(g∈G) denotes the canonical orthonormal basis for ℓ2(G). The
unitary left-translations λg satisfy λgδh = δgh and the canonical matrix
units in B(ℓ2(G)) are denoted (e(g,h))(g,h∈G). Then we define a unitary
representation G ∋ g → Lg of G on H ⊗ ℓ2(G) by Lg := IH ⊗ λg, and
we define a normal faithful representation Ψ of R on the same Hilbert
space by Ψ(r) :=
∑
g∈G αg−1(r) ⊗ e(g,g). The von Neumann crossed
product L(R, α, G) is the von Neumann algebra which is obtained as
the ultra-weak closure of the linear span of all the operators in the set
{LgΨ(r) : g ∈ G, r ∈ R}. As in the definitions above we will freely
use a block matrix representation of bounded operators on H ⊗ ℓ2(G)
by writing them as infinite sums of elementary tensors such as x =∑
g,h x(g,h) ⊗ e(g,h). This structure is really that of the vector space
of all functions X(g, h) on G × G with values in B(H) and we will
occasionally use the expression X =
∑
g,hX(g, h) ⊗ e(g,h) to describe
such a function. notation We can then define the operation of taking
the main diagonal of a function with values in B(H), or the diagonal
of a bounded operator x on H ⊗ ℓ2(G) by
(2.3) Diag(x) :=
∑
g∈G
x(g,g) ⊗ e(g,g).
Based on this we may generalize some of the results from [4] to the
von Neumann algebra setting and define Fourier coefficients xg for an
operator x in the von Neumann crossed product algebra by
(2.4) ∀x ∈ L(R, α, G) ∀g ∈ G : xg := Diag(L∗gx)
We will write x ∼ ∑g Lgxg and it is a matter of computation to see
that if x is a finite sum of operators of the form x =
∑
g∈S LgΨ(rg)
then xg = Ψ(rg). In [4] it was demonstrated that the Fourier Series
for operators in a C*-algebraic reduced crossed product are convergent
with respect to the topology given by the norm
√
‖Diag(y∗y)‖. In the
von Neumann case it may not be like this, but the series does converge
with respect to the semi-norms pξ on B(H ⊗ ℓ2(G)) defined by
(2.5)
∀ξ ∈ H ⊗ ℓ2(G) ∀x ∈ B(H ⊗ ℓ2(G)) : pξ(x) := ‖
(
Diag(x∗x)
) 1
2 ξ‖.
It may not be obvious that pξ is a semi-norm, but we may repeat
the argument from the proof of Proposition 2.2 of [4] in a slightly
different form and then remark, that since the mapping Diag is unital,
completely positive and normal, there exists a normal representation ρ
of B(H ⊗ ℓ2(G)) on a Hilbert space K and an isometry V : H → K
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such that Diag(x) = V ∗ρ(x)V, and then
∀x ∈ B(H ⊗ ℓ2G)) ∀ξ ∈ H ⊗ ℓ2(G)
pξ(x) = ‖
(
Diag(x∗x)
) 1
2 ξ‖
= ‖(V ∗ρ(x∗x)V ) 12 ξ‖
=
(〈V ∗ρ(x∗x)V ξ, ξ〉)12
= ‖ρ(x)V ξ‖,
so it follows that pξ is a semi-norm, which is continuous with respect
to the ultra-strong topology on B(H ⊗ ℓ2(G)). It is easy to check that
this family of semi-norms is separating, so the convergence of the series∑
g Lgxg with respect to these semi-norms may be seen from the proof
of Proposition 2.3 in [4].
It is now possible to write down the generalization of the equations
(2.1) and (2.2) such that the symbol ” ∼ ” means that the sum con-
verges in this topology.
(2.6) ∀x ∈ L(R, α, G) : x ∼
∑
g∈G
Lgxg.
When we look at elements in B(H⊗ℓ2(G)) as block matrices indexed
by elements in G and with entries in B(H) we may look at the Schur
block product defined by
AB = (
∑
g,h
a(g,h)⊗e(g,h))(
∑
g,h
b(g,h)⊗e(g,h)) :=
∑
g,h
(a(g,h)b(g,h))⊗e(g,h)
When we restrict this product to the von Neumann algebra L(R, α, G)
we prefer to call it the Hadamard product and denote it x ⋆h y so we
have
(2.7)
∀x, y ∈ L(R, α, G) : x ⋆h y ∈ L(R, α, G)), and x ⋆h y ∼
∑
g∈G
Lgxgyg.
From here it is clear that the Hadamard product really wants us to
focus on the operator Banach algebra - not *, ℓ∞(G,R) equipped with
the point-wise product.
Proposition 2.1. The mapping ϕ : L(R, α, G) → ℓ∞(G,R) defined
by
ϕ(x)g := Ψ
−1
(
Diag(Lg−1x)
)
is a contraction and a homomorphism of the algebra (L(R, α, G), ⋆h)
to the algebra (ℓ∞(G,R), ·).
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The proof is obvious from the remarks above, but the proposition
summarizes a setting we will use in Section 5.
We mentioned above Schur’s fundamental result that the Schur prod-
uct of 2 scalar and positive semi definite matrices is positive semi def-
inite. The same is true for the Hadamard product inside a crossed
product of an abelian C*-algebra by a discrete group. This follows
from more general results by Jean Renault [18], [19] on groupoids. The
works show that the product of 2 functions of positive type on on a
groupoid is also a function of positive type. We want to be able to deal
with the case where we study the crossed product of an abelian von
Neumann algebra by a discrete group and also with the case where a
Schur multiplier with scalar entries acts on block matrices over a C*-
algebra. Both results are known, but we have a simple lemma, which
is a bit more general, and covers both situations.
Lemma 2.2. Let C be a C*-algebra with a pair of commuting sub C*-
algebras A,B and n a natural number. Let A = (a(i,j)) be a positive
operator in Mn(A) and B = (b(i,j)) a positive operator in Mn(B). The
Schur block product C := AB := (a(i,j)b(i,j)) is positive in Mn(C).
Proof. The algebras are C*-algebras, so positive operators have positive
square roots, and let X :=
√
A = (x(i,j)), Y :=
√
B = (y(i,j)). We will
write X =
∑
i,j x(i,j) ⊗ e(i,j) and Y =
∑
i,j y(i,j) ⊗ e(i,j), and ahead of
the computations to come we define for each pair s, t of integers in
{1, . . . , n} the operator z(s,t) :=
∑n
j=1 y(t,j)x(s,j) ⊗ e(1,j). We can then
start computing
C =
n∑
i,j=1
a(i,j)b(i,j) ⊗ e(i,j)
=
n∑
i,j=1
( n∑
s=1
n∑
t=1
x∗(s,i)x(s,j)y
∗
(t,i)y(t,j)
)
⊗ e(i,j)
since the algebras A and B commute
=
n∑
i,j=1
( n∑
s=1
n∑
t=1
x∗(s,i)y
∗
(t,i)y(t,j)x(s,j)
)
⊗ e(i,j)
=
n∑
s=1
n∑
t=1
( n∑
i=1
x∗(s,i)y
∗
(t,i) ⊗ e(i,1)
)( n∑
j=1
y(t,j)x(s,j) ⊗ e(1,j)
)
=
n∑
s=1
n∑
t=1
z∗(s,t)z(s,t)
≥ 0.
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
3. Completely positive, unital and Ψ(R) bimodular
mappings from B(H ⊗ ℓ2(G)) to L(R, α, G)
We start with a construction, which for any finite subset S of the
group associates a positive definite function χS on the group and a
completely positive mapping σS of B(H ⊗ ℓ2(G)) into the linear span
of the set {LgΨ(r) : g ∈ SS−1, r ∈ R}. such that σS(LgΨ(r)) =
χS(g)LgΨ(r).
Definition 3.1. Let G be a discrete group and S a finite non empty
subset of G. The function χS on G is defined by
(3.1) χS(g) :=
|S ∩ gS|
|S| .
The following proposition follows from Hulanicki’s work [9] on in-
variant means.
Proposition 3.2. Let G be a discrete group and S a finite non empty
subset of G, The function χS is positive definite on G with χS(e) = 1
and support equal to {gh−1 : g, h ∈ S }.
Proof. The proof is part of the proof of Proposition 6.1 of [9]. A simple
direct computation shows that with ξS being the normalized vector in
ℓ2(G) of the characteristic function for S we have χS(g) = 〈λgξS, ξS〉,
and the proposition follows. 
We will now recall the setup of Section 2, so R is an injective von
Neumann algebra acting on a Hilbert space H and the discrete group
G acts by *-automorphisms αg on R. A positive definite function χ(g)
on G with χ(e) = 1 defines a Hadamard multiplier Mχ on L(R, α, G)
by
Mχ ⋆h
∑
g
LgΨ(rg)) :=
∑
g
χ(g)LgΨ(rg),
and we know, Lemma 2.2, that the multiplication mappingMχ is unital
and completely positive. The operators of the form LgΨ(r) are eigen
vectors with the eigen value χ(g). We will fix a completely positive
conditional expectation π of B(H) onto R. Then, to any finite subset
S of G, we can establish our construction of a completely positive unital
and Ψ(R) bimodular mapping σS of B(H ⊗ ℓ2(G)) into L(R, α, G).
Proposition 3.3. With the notation from above and given a finite
subset S of G, the mapping σS of B(H ⊗ ℓ2(G)) to span({Lgh−1Ψ(r) :
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g, h ∈ S, r ∈ R}) defined by
(3.2) σS(x) :=
1
|S|
∑
g,h∈S
Lgh−1Ψ
(
αh(π(x(g,h)))
)
is unital, completely positive, Ψ(R) bimodular and any operator of the
form LgΨ(r) is an eigen vector with the eigen value χS(g).
Proof. Let x =
∑
g,h∈G x(g,h)⊗e(g,h) be a bounded operator onH⊗ℓ2(G)
then, when we insert the formulas Ψ(r) =
∑
v αv−1(r)⊗ e(v,v) and Lg =∑
u I ⊗ e(gu,u) in the definition of σS we get
σS(x) =
1
|S|
∑
g,h∈S
∑
u,v∈G
(
I ⊗ e(gh−1u,u)
)(
αv−1h(π(x(g,h)))⊗ e(v,v)
)
(3.3)
=
1
|S|
∑
g,h∈S
∑
v∈G
αv−1h(π(x(g,h)))⊗ e(gh−1v,v)
change variables g = g, h = h, u = v−1h
=
1
|S|
∑
u∈G
∑
g,h∈S
αu(π(x(g,h)))⊗ e(gu−1,hu−1)
We will now fix a group element u and let ρu denote the unitary right
translation on ℓ2(G) given by ρuδg := δgu−1 . In matrix form we get
ρu =
∑
t e(tu−1,t). We will define PS as the orthogonal projection from
ℓ2(G) onto span{δg : g ∈ S} and then we can define a completely
positive unital map τu of B(H ⊗ ℓ2(G)) into B((H ⊗ ℓ2(G)) by
τu(x) := (IH⊗ρu)(IH⊗PS)
((
(αu◦π)⊗idB(ℓ2(G))
)
(x)
)
(IH⊗PS)(IH⊗ρ∗u)
and in matrix form we get
τu(x) =
∑
s,t∈G
∑
g,h∈S
∑
i,j∈G
(IH ⊗ e(su−1,s))(IH ⊗ e(g,g))
(
au(π(x(i,j)))⊗ e(i,j)
)
(IH ⊗ e(h,h))(IH ⊗ e(tu,t))
since s = g = i and j = h = tu
=
∑
g,h∈S
αu(π(x(g,h)))⊗ e(gu−1,hu−1)
and we may conclude that σS is completely positive as a sum of com-
pletely positive mappings. One may be worried about the infinite sum
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over u in G but a simple computation shows that for the unit we get
σS(IH⊗ℓ2(G)) =
1
|S|
∑
g∈S
∑
u∈G
IH ⊗ e(gu−1,gu−1) = IH⊗ℓ2(G)
so for a positive operator x the finite sums over u form a bounded
increasing net, and such a net is known to be ultra-strongly convergent.
It is also possible to check that for the entry indexed by (g, h) the
number of summands is exactly |S|χ(gh−1) ≤ |S|. Hence ρS is unital
and completely positive with range inside the linear space
span({LtΨ(r) : t ∈ SS−1, r ∈ R}).
We show by a direct computation that any operator of the form
LtΨ(r) is an eigen vector for σS with the eigen value χ(t). and remark
first that LtΨ(r) in matrix form is given as
(3.4) LtΨ(r) =
∑
u,v∈G
(I⊗e(tu,u))(αv−1(r)⊗e(v,v)) =
∑
v∈G
αv−1(r)⊗e(tv,v).
The matrix formulation of σS from equation (3.3) may then be applied
and we get
σS(LtΨ(r)) =
1
|S|
∑
u∈G
∑
{v∈S:tv∈S}
α(vu−1)−1(r)⊗ e(tvu−1,vu−1), by (3.4)
=
1
|S|
∑
{v∈S:tv∈S}
LtΨ(r)
=χS(t)Lt(Ψ(r),(3.5)
To see that ρS is right Ψ(R) modular we remark first that for an x
in B(H ⊗ ℓ2(G)) and an r in R we have
xΨ(r) =
∑
g,h,v∈G
(x(g,h) ⊗ e(g,h))(αv−1(r)⊗ e(v,v)
=
∑
g,h∈G
x(g,h)αh−1(r)⊗ e(g,h).
It is known that π is R bimodular, so
π
(
x(g,h)αv−1(r)
)
= π
(
x(g,h)
)
αv−1(r),
and then the eigenvalue properties of σS plus a repetition of the com-
putations from above yield the last steps in establishing the right Ψ(R)
modularity.
The left Ψ(R) modularity follows in a similar, but slightly more
complicated way,
and the proposition follows. 
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The proposition may be extended to the infinite rank case in the
following way.
Theorem 3.4. Let G be a discrete group which acts on an injective von
Neumann algebra R on a Hilbert space H and let π denote a completely
positive projection of B(H) onto R. To any sequence (Bn)(n∈N) of finite
subsets of G there exists a subnet J ∋ ι → n(ι) ∈ N such that the net
of positive definite functions (χBn(ι)) converges point-wise to a positive
definite, and positive function χ on G. The net of unital completely
positive mappings σBn(ι) converges point-wise ultra-weakly to a unital
completely positive and Ψ(R) bimodular mapping σ of B(H ⊗ ℓ2(G))
to L(R, A,G), such that
(i) ∀g ∈ G∀r ∈ R : σ(LgΨ(r)) = χ(g)LgΨ(r)
(ii) ∀x ∈ L(R, α, G) : σ(x) =Mχ ∗h x.
(iii) For each x in the norm closure of span({LgΨ(r) : g ∈ G, r ∈
R}), the net (σn(ι)(x))(ι∈J) converges in norm to σ(x).
Proof. Since the unit ball of L(R, α, G) is ultra-weakly compact and all
the mappings σBn are unital completely positive and Ψ(R) bimodular,
we may find a point-wise ultra-weakly convergent subnet (σBn(ι))ι∈J of
the sequence which converges to a unital completely positive and Ψ(R)
bimodular mapping σ of B(H ⊗ ℓ2(G)) into L(R, α, G). Each Lg is an
eigen vector for each σBn , so we find that σBn(ι)(Lg) converges in norm
for ι ∈ J to a multiple, say χ(g) of Lg, and σ(Lg) = χ(g)Lg. The net
of positive definite and positive functions (χBn(ι)) converges point-wise
to χ, so χ is positive definite, positive and satisfies χ(e) = 1. We then
also have σ(LgΨ(r)) = χ(g)LgΨ(r) for g in G and r in R so claim (i)
and (ii) follows.
To see that the subnet σBn(ι)(x) converges in norm to σ(x) when x is
in the norm closure of the linear span of operators of the form LgΨ(r)
we remark that to such an operator x and a positive ε there exists an
operator x0 =
∑k
l=1 LglΨ(rl) such that ‖x− x0‖ < ε/3. We know that
for each l with 1 ≤ l ≤ k will χn(ι)(gl) converge to χ(gl), so we may, by
(i), find a ι0 in J such that
∀ι > ι0 : ‖σBn(ι)(x0)− σ(x0)‖ < ε/3
and
∀ι ≥ ι0 : ‖σ(x)− σBn(ι)(x)‖ ≤ ‖σ(x− x0)‖
+ ‖σ(x0)− σBn(ι)(x0)‖+ ‖σBn(ι)(x0 − x)‖ ≤ ε,
and the proposition follows. 
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We find that it is worth to mention, that the property (iii) is inspired
by Haaagerup’s arguments in the beginning of the proof of his Theorem
1.8 of [7]. We will see that in the case of the group Z and R = C the
content of item (iii) tells that the Cesro means of a continuous 2π
periodic function converges in norm to the function.
It might happen that the positive definite function χ(g) of Proposi-
tion 3.4 turns out to be be trivial in the sense that χ(g) = δ(g, e), or it
might be that χ(g) vanishes on many group elements as for instance χB
does, when B is a finite set. For theoretical reasons we are interested
in finding unital completely positive Ψ(R) bimodular mappings σ with
associated positive definite and strictly positive eigen value functions
χ(g), which are as big as possible. The reason is, that for amenable,
countable discrete groups it is possible to find χ with χ(g) = 1 for all
g. We will show this later, but just end this section with the vague
statement that the bigger a χ(g) you can obtain for a group, the more
amenable the group will be. In the next section we show that it is
possible to get a χ with χ(g) > 0 for all g in a lot of fairly general
cases.
4. Examples of completely positive mappings of
B(H ⊗ ℓ2(G)) into L(R, α, G)
In order to see that Proposition 3.4 may offer non-trivial pairs χ, σ) of
a unital completely positive mapping σ and a positive definite function
χ , with χ(g) > 0 such that σ(LgΨ(r)) = χ(g)LgΨ(r) for all pairs g
and r, we have computed some examples. It is worth to remember
that the injective von Neumann algebra R and the action αg by G on
R only plays the very indirect role in the construction of χ, namely
that these ingredients may have a strong influence on which point-wise
convergent subnet χBn(ι) the situation will choose, while χBn(ι) only
depends on Bn(ι).
4.1. The integers G = Z. In this case we will consider the sequence
(Bn)n∈N0 of subsets of Z given by Bn = {0, 1, . . . , n}, and we find that
for any k in Z
|{0, . . . , n} ∩ {k, . . . , k + n}| =
{
0 if |k| > n
n+ 1− |k| if |k| ≤ n.
Then from Definition 3.1 we get
(4.1) ∀k ∈ Z : χBn(k) =
{
0 if |k| > n
n+1−|k|
n+1
if |k| ≤ n.
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When x is in C∗r (Z), which is isomorphic to C(T), we write
x ∼∑k∈Z ckzk and we get
(4.2) sBn(x) =
n∑
k=−n
n+ 1− |k|
n + 1
ckz
k,
and this is the n′th Cesro mean of the continuous function x(z). In this
case the classical theory on Fourier series tells us that for a continuous
function f on T the Cesro means converge uniformly to f. It is clear
that χBn(k) → 1 for all k ∈ Z and n → ∞, so the limit mapping σ is
a completely positive idempotent of B(ℓ2(Z)) onto L(Z).
4.2. A discrete, countable and amenable group G. A discrete,
countable and amenable group contains a Følner sequence, which means
a sequence (Bn)(n∈N) such that for each t in G, the number of elements
in the symmetric difference tBn∆Bn becomes small when compared to
the number of elements in Bn, i.e. for any group element t,
lim
n→∞
|tBn∆Bn|
|Bn| = 0.
In the construction of σBn any λt is an eigen vector and the eigen-
value, χn(t) is computed as follows
|Bn| = |Bn ∩ tBn|+ 1
2
|tBn∆Bn|
χn(t) =
|Bn ∩ tBn|
|Bn|
= 1− 1
2
|Bn∆tBn|
|Bn|
→ 1 for n→∞.
Hence (σBn) is a sequence of finite rank, unital completely positive
mappings of B(ℓ2(G)) into Lr(G) which converge point ultra-weakly
to a conditional expectation onto the group von Neumann algebra.
L(G).
4.3. The noncommutative free groups F(k). In this case we will
use the canonical length function on the group given as the word length
of a group element written in the alphabet consisting of the 2k letters
{a−1k , . . . , a−11 , a1, . . . , ak}. The sequence of finite sets Bn begins with
B0 = {e}, the ball of radius 0, but we will also denote it S0, which
means the sphere of B0. It continues such that Bn consists of all group
elements of length at most n, and Sn denotes all the elements of length
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n. First we compute the sizes of Bn and Sn and remrak that |B0| = 1,
|S1| = 2k and inductively
(4.3) ∀n ≥ 1 : |Sn| = 2k(2k − 1)(n−1).
Hence for n ≥ 1 we have
(4.4)
|Bn| = 1 + 2k
n−1∑
j=0
(2k − 1)j = 1 + 2k (2k − 1)
n − 1
2k − 2 =
k(2k − 1)n − 1
k − 1 .
Given a group element t, then in order to compute the eigen value for
λt with respect to σBn we have to count the number of elements in the
set Tn(t) which is defined by
Tn(t) := {h ∈ Bn : th ∈ Bn}.
For us it seems to be the easiest to compute this value based on the
knowledge of the length ℓ of t. Since n has to increase in order to get to
the limit σ we may as well assume that n is at least twice as big as ℓ.
We may then split Tn(t) in ℓ+1 disjoint subsets, and we will compute
the size of each of these and then add the sizes in the end. We write
Tn(t) =
(
Tn(t) ∩ B(n−ℓ)
) ℓ−1⋃
i=0
(
Tn(t) ∩ S(n−i)
)
.
The first set is easy to count since B(n−ℓ) ⊆ Tn(t), so
(4.5) |Tn(t) ∩B(n−ℓ)| = k(2k − 1)
(n−ℓ) − 1
k − 1 .
Let us choose an index i, 0 ≤ i ≤ ℓ − 1, and a group element h in
S(n−i), then if no cancellations occur the length of th will exceed n so
h is not in Tn(t) we must then investigate the possible cancellations
which will imply that h is in Tn(t). To this end we write th in the
alphabet as t = tℓ . . . t2t1h1h2 . . . h(n−i) and we see that the reduced
word will be in Bn if and only if there are at least p cancellations,
where p is determined as the least integer such that ℓ+n− i− 2p ≤ n,
which means that p is the least integer such that p ≥ ℓ−i
2
. According to
Knuth’s notation p = ⌈ ℓ−i
2
⌉. The group elements h in Tn(t)∩S(n−i) are
then characterized by the property that the first p letters are fixed and
the following n−i−p letters are chosen such that no cancellations occur
and the length of the word then is (n− i). This means that the number
of group elements in Tn(t)∩S(n−i) is (2k− 1)(n−i−p). The exponent can
be reformulated as follows
n− i− p = (n− ℓ) + (ℓ− i− ⌈ℓ− i
2
⌉ = n− ℓ + ⌊ℓ− i
2
⌋,
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where ⌊x⌋ is the largest integer smaller than or equal to x, and then
(4.6) |Tn(t) ∩ S(n−i)| = (2k − 1)(n−ℓ+⌊ ℓ−i2 )⌋).
The use of the floor function ⌊x⌋ in (4.6) implies that computation
of the value χ(t) will be different depending on whether the length
ℓ = ℓ(t) is even or odd. Let us first assume that ℓ is even, so ℓ = 2m
for an m in N0. Then for typographical reasons define q := (2k − 1)
and we find
2m−1∑
i=0
(2k − 1)(n−2m+⌊ 2m−i2 ⌋) =
2m−1∑
i=0
q(n−2m+⌊
2m−i
2
⌋)(4.7)
= q(n−m) + 2q(n−m+1) + · · ·+ 2q(n−2m+1) + q(n−2m)
=
1
q − 1
(
q(n−m+1) + q(n−m) − q(n−2m+1) − q(n−2m)
)
.
When expressed in q the equation (4.5) tells that
|Bn−2m| = (q(n−2m+1) + q(n−2m) − 2)/(q − 1)(4.8)
|Bn| = (q(n+1) + q(n) − 2)/(q − 1)(4.9)
so by (4.4)
for ℓ(t) = 2m : |Tn(t)| = q
(n−m+1) + q(n−m) − 1
q − 1
lim
n→∞
|Tn(t)|
|Bn| = limn→∞
q(n−m+1) + q(n−m) − 2
q(n+1) + qn − 2(4.10)
= q−m
for ℓ(t) = 2m : χ(t) =
1
(2k − 1)m .(4.11)
For ℓ(t) = 2m+ 1 with m ∈ N0 a similar computation gives
for ℓ(t) = 2m+ 1 : |Tn(t)| = 2q
(n−m) − 2
q − 1
lim
n→∞
|Tn(t)|
|Bn| = limn→∞
2q(n−m) − 2
q(n+1) + qn − 2(4.12)
=
2
q + 1
q−m
for ℓ(t) = 2m+ 1 : χ(t) =
1
k(2k − 1)m .(4.13)
One may wonder if there is an easy explanation of the relatively nice
formulas (4.10) and (4.12) ? It is worth to try to compare the function
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χ to Haagerup’s multiplier [7] ϕε(t) := e
−εℓ(t) and for ε = 1
2
log(2k− 1)
it fits if the length is even, and the ratio between the two functions
is about
√
k/2 when the length is odd, so the 2 multipliers have very
similar decay properties.
4.4. A discrete, countable and finitely generated group. We
consider a general countable discrete group G which is generated by
a finite set S such that e /∈ S and S−1 = S. The generators induce
a natural length function ℓ(g) on G defined by word length in the
number of generators. As for the free non abelian groups above, we
will let the sequence of subsets Bn be defined by B0 = {e}, and for
n ∈ N, Bn := {g ∈ G : ℓ(g) ≤ n}. Then in order to study a point
ultraweak limit σ of the mappings σBn we can give a lower bound for
the positive definite function χ(g) which gives the eigen vaules of the
eigenvectors λg for σ. For an amenable group the example above shows
that it is possible to obtain χ(g) = 1. The worst case would be if for
some group G the only positive definite function χ our construction
can provide is the function given by χ(g) = 0 for g 6= e and χ(e) = 1. If
the group G has a finite symmetric set with k generators, then we can
find a completely positive mapping σ such that the associated positive
definite function satisfies
(4.14) ∀g ∈ G : χ(g) ≥ k − 2
(k − 1)ℓ(g)+1 − 1 .
When compared to the results above for the free non abelian groups we
see that the decay of χ(g), there, for approximately half the numbers
of generators, is of the order (k − 1)ℓ(g)/2, but it is somehow surprising
that no information on the group except being countable, discrete and
having a finite, symmetric generating set of size k gives existence of a
pair (χ, σ) with a decay rate for χ(g) which is only the square of the
one from a non abelian free group with approximately half the number
of generators. The computation of the lower bound is quite simple.
Let g in G have length ℓ, then for n ≥ ℓ we want to compute a lower
bound for χn(g) = |Bn ∩ gBn|/|Bn|. First we remark that
(4.15) Bn ∩ gBn ⊃ B(n−ℓ).
Secondly we define the spheres Sm = {g ∈ G : ℓ(g) = m} and remark,
as above for the free groups, that Bn = B(n−ℓ) ∪ S(n−ℓ+1) ∪ · · · ∪ Sn. It
is easy to see that |S(j+1)| ≤ (k − 1)|Sj| ≤ (k − 1)|Bj|.
(4.16)
|Bn| ≤ |B(n−ℓ)|
(
1 + (k− 1) + · · ·+ (k− 1)ℓ) = |B(n−ℓ)|(k − 1)(ℓ+1) − 1
k − 2 .
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Hence for any g in G with ℓ(g) ≤ n
(4.17)
|Bn ∩ gBn|
|Bn| ≥
|B(n−ℓ(g))|(k − 2)
|B(n−ℓ(g))|((k − 1)(ℓ+1) − 1) =
(k − 2)
(k − 1)(ℓ+1) − 1 ,
and it follows that the limiting positive definite functionχ(g) satisfies
χ(g) ≥ (k−2)
(k−1)(ℓ(g)+1)−1
.
4.5. A discrete countable group. Now, we just assume that G is
countable, and then we may in many ways choose a subset of G which
represents G in some way or other. We will define a concept, we call a
half-sequence of G in the following way.
Definition 4.1. Let G be a discrete countable group. A sequence of
elements from G, without repetitions, (gn)(n∈N0) with g0 = e, such that
the sets S and S−1 defined by
S := {gn : n ∈ N0 } and S−1 := {g−1n : n ∈ N0 }
satisfy
S ∪ S−1 = G and S ∩ S−1 = {g ∈ G : g2 = e }
is called a half-sequence of G.
Proposition 4.2. Let G be a discrete countable group and
S := (gn)(n∈N0) a half-sequence in G. For any sequence β = (βn)(n∈N)
of non-negative reals with sum 1, the function χSβ on G defined by
χSβ (g) :=


1 if g = e
βn if g 6= e, g = gn and g2n = e
βn
2
if { g = gn or g = g−1n } and gn 6= g−1n
is positive definite.
Proof. Let n > 0 and define Bn = {e, gn}, then the positive definite
function χBn of Definition 3.1 is given by the equations
(4.18) χBn(g) =


1 if g = e
1 if g = gn and g
2
n = e
1
2
if {g = gn or g = g−1n } and g2n 6= e
0 else.
The function χSβ is given as the uniformly convergent sum of positive
definite functions χSβ =
∑
n βnχBn , and the proposition follows. 
Here we want to emphasize that the construction in Proposition 3.3
may be seen as an extension result in the way that the Hadamard
multplier MχB on L(R, α, G) extends to a unital, completely positive
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and Ψ(R) bimodular mapping of B(H⊗ ℓ2(G)) into L(R, α, G). Hence
the following theorem is formulated differently from Theorem 3.4.
Theorem 4.3. Let G be a discrete countable group, S = (gn)(n∈N0)
a half sequence and β = (βn)(n∈N) a sequence of non-negative reals
with sum 1. The sum
∑
n∈N βnσBn converges in norm to a unital, com-
pletely positive and Ψ(R) bimodular mapping σSβ of B(H ⊗ ℓ2(G))
into L(R, α, G) which extends the action of the multiplier MχSβ on
L(R, α, G).
Proof. Proposition 3.3 provides for each n the mapping σBn which is
a unital, completely positive and Ψ(R) bimodular extension of the
multiplier MχBn . Since the norm of each of these unital and completely
positive mappings is 1, βn ≥ 0 and
∑
n βn = 1, the theorem follows. 
4.6. Remark. Uffe Haagerup shows in [6] that for the free non abelian
group of n generators with length function ℓ and any ε > 0, the func-
tion χ(g) := e−εℓ(g) is a positive definite function on the group, and for
ε → 0 it is an approximate unit in C∗r (G) with respect to Hadamard
multiplication. It would be interesting to see, if for some other count-
able groups there exists a positive definite function χ which has the
property that for any ε in ]0, 1] the function χε(g) := (χ(g))ε is pos-
itive definite. By Schoenberg’s Theorem [1], [6] this is equivalent to
showing that the function L(g) := − log(χ(g)) is negative definite, but
it seems to be difficult to find non trivial conditions on G which will
establish this property.
5. Unbounded expectations to L(R, α, G).
The example of Subsection 4.4 shows that for any countable finitely
generated discrete group G there exists a linear unital completely pos-
itive and R−bimodular mapping σ of B(H ⊗ ℓ2(G)) to L(R, α, G)
and a positive definite and strictly positive function χ on G such that
σ(LgΨ(r)) = χ(g)LgΨ(r) for any g in G and r in R. With this setup
and the results of the previous section we can make the following defi-
nition.
Definition 5.1. LetR be a von Neumann algebra on a Hilbert spaceH
and G a countable discrete group acting by *-automorphisms αg on R.
An unbounded expectation of B(H⊗ℓ2(G)) to L(R, α, G) is a pair χ, σ)
such that σ is a linear unital completely positive and R−bimodular
mapping of B(H ⊗ ℓ2(G)) to L(R, α, G) and χ is a positive definite
and strictly positive function such that
(i) ∀g ∈ G ∀r ∈ R : σ(LgΨ(r)) = χ(g)LgΨ(r).
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(ii) ∀x ∈ B(H ⊗ ℓ2(G) ∀g ∈ G : ‖Diag
(
Lg−1σ(x)
)‖ ≤ χ(g)‖x‖.
Remark, that χ(g) > 0 for all g so χ−1(g) := 1/χ(g) is a positive
function on G and we may define a possibly unbounded Hadamard
multiplier Mχ
−1
on L(R, α, G). Then for D := {x ∈ B(H ⊗ ℓ2(G)) :
Mχ
−1
⋆h σ(x) is bounded} the mapping Π defined on D and given by
Π(x) :=Mχ
−1
⋆h σ(x) is an idempotent of the ultra-weakly dense sub-
space D of B(H ⊗ ℓ2(G)) onto L(R, α, G).
The examples from Section 4 give the following theorem.
Theorem 5.2. Let R be an injective von Neumann algebra on a Hilbert
space H and αg an action of a discrete countable group G on R by *-
automorphisms. There exists an unbounded expectation (χ, σ) of B(H⊗
ℓ2(G)) onto L(R, α, G).
Proof. Most of the statements follow directly from the definitions, state-
ments and computations of the sections 2, 3.4 and 4.5. The only thing
which is not obvious is that the condition (ii) in the definition of an
unbounded expectation is fulfilled. To see that, we will go back to the
example in Section 3.4 and recall the construction of σBn from equation
(3.2)
σBn(x) :=
1
|Bn|
∑
g,h∈Bn
Lgh−1Ψ
(
αh(π(x(g,h)))
)
Here we will change variables such that t ∈ {gh−1 : g, h ∈ Bn} = SS−1,
h ∈ Bn ∩ t−1Bn and g = th. We recall that χBn(t−1) = χBn(t) so
σBn(x) =
1
|Bn|
∑
t∈SS−1
∑
h∈Bn∩t−1Bn
LtΨ
(
αh(π(x(th,h)))
)
=
∑
t∈SS−1
χBn(t)
1
|Bn ∩ t−1Bn|
∑
h∈Bn∩t−1Bn
LtΨ
(
αh(π(x(th,h)))
)
We may then for each t in G define a contraction Φ(n,t) of B(H⊗ℓ2(G))
to Ψ(R) by
(5.1) Φ(n,t)(x) :=
1
|Bn ∩ t−1Bn|
∑
h∈Bn∩t−1Bn
Ψ
(
αh(π(x(th,h)))
)
.
From Example 4.4 we have obtained a point-wise ultra-weakly conver-
gent subnet σBn(ι) such that the subnet χBn(ι)(t) converges towards χ(t)
for each t. It then follows that for each t inG and each x inB(H⊗ℓ2(G))
the bounded subnet (Φ(n(ι),t)(x))(ι∈J) converges ultra-weakly towards an
operator Φt(x) in Ψ(R) which satisfies ‖Φt(x)‖ ≤ ‖x‖ and
(5.2) σ(x) ∼
∑
t∈G
χ(t)LtΦt(x),
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and the theorem follows. 
5.1. The algebra ℓ∞(G×G,B(H)). We mentioned in front of Propo-
sition 2.1 that the Hadamard product in L(R, α, G) directs us to look
at the algebra ℓ∞(G,R) with the point-wise product and the equation
(5.2) supports this. If we return to equation (5.1) it is easy to check
that the domain of definition for Φ(t,n) really is all of ℓ∞(G×G,B(H))
and that the ultra-weak limit process also may be extended to all these
operators, since this process only depends on the boundedness of the
net involved. Hence we may extend the domain of definition for Φt
to be a contraction of ℓ∞(G× G,B(H)) to Ψ(R), and in turn we can
define a contraction mapping Φ of ℓ∞(G×G,B(H)) to ℓ∞(G,R) by
(5.3) Φ(x) :=
(
Ψ−1(Φg(x))
)
(g∈G)
.
If we look at the matrix epresntations of the operators Lt :=
∑
g I ⊗
e(tg,g) and Ψ(r) =
∑
g αg−1(r) ⊗ e(g,g) it is easy to see that inside
the structure of ℓ∞(G × G,B(H)) we can define an isometry Θ of
ℓ∞(G,Ψ(R)) into ℓ∞(G×G,R)
(5.4) ∀r = (rg)(g∈G) ∈ ℓ∞(G,R) : Θ(r) :=
∑
g∈G
LgΨ(rg).
We will define T as the closed subspace of ℓ∞(G×G,Ψ(R), which is the
range of Θ, and then T is a subalgebra of ℓ∞(G×G,B(H)) for which
there exists an isometric isomorphism of the algebra ℓ∞(G,R) onto this
algebra. We will now show that T is the image of an idempotent Πˆ
from ℓ∞(G×G,B(H)) of norm 1. From the constructions above it will
follow that we may use Πˆ = Θ ◦ Φ. In some sense it seems natural to
look at the operator algebra ℓ∞(G,R) as the complemented subalgebra
T of ℓ∞(G×G,R).
We can also define Mχ as a bounded linear mapping on ℓ∞(G ×
G,B(H)) given by Hadamard multiplication - the function x(g, h) is
mapped to the function χ(gh−1)x(g, h) - and we get that the map-
ping Σ defined as Σ := Mχ ⋆h Πˆ is a completely positive mapping
on ℓ∞(G × G,B(H)) in the following sense. We look at a function
x(g, h) in ℓ∞(G × G,B(H)) as an infinite block matrix with elements
in B(H), and we will say that x is positive if all its principal and finite
sub-matrices are positive.
The comment above is somehow suggesting itself to be part of this
article, but we have no use for it, at least at this point. It should
be noticed that the positivity property of the idempotent is the non
obvious part. It is quite easy to obtain an idempotent of norm 1,
because R is injective.
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5.2. Comments. Suppose (χ, σ) is an unbounded expectation to
L(R, α, G) then there are some immediate questions:
(i) What can you say about the domain of definition D for the
unbounded idempotent Π, except that it contains L(R, α, G) ?
(ii) For which groups G, except amenable ones, is it possible to
find an unbounded expectation (χ, σ) such that χ is constant
on conjugacy classes?
(iii) The construction of an unbounded expectation may be seen as
an extension problem, as demonstrated in Theorem 4.3. Sup-
pose χ is a positive definite and strictly positive function on the
group G with χ(g) = 1 for all g. Then an unbounded expecta-
tion may be obtained if it is possible to extend the Hadamard
multiplier Mχ on L(R, α, G) to a completely positive Ψ(R) bi-
modular mapping of B(H ⊗ ℓ2(G)) into L(R, α, G).
(iv) In Haagerup’s article [7], he shows that for a free non abelian
group with k generators and any ε > 0 the function χε(g) :=
e−εℓ(g) is positive definite, strictly positive with χε(e) = 1. We
mentioned at the end of Section 4.3 that for ε = 1
2
log(2k − 1)
Haagerup’s χε(g) function is very closely related to the positive
definite function constructed in that subsection. This raises the
natural question. For which ε > 0 isMχε part of an unbounded
expectation onto L(Fk)? Could it be that the lower bound for
these ε′s is related to the number k of generators ?
(v) It follows from the constructions in this article that for an
operator x in L(R, α, G), x ∼ ∑g LgΨ(rg) the diagonals -
Diag(L∗gx) = Ψ(rg) - play a fundamental role. We have won-
dered if this might leave room for an application of the positive
answer [14] to the Kadison-Singer question ?
With respect to item (i), it is quite easy to see that any operator x
in B(H ⊗ ℓ2(G)) which is supported on a diagonal - meaning - x is of
the form x =
∑
g x(tg,g) ⊗ e(tg,g) must be in D, so it follows that D is
ultra-weakly dense in B(H ⊗ ℓ2(G)).
We find that the rest of the questions are most relevant in the sit-
uation where R = CIH because the questions really deal with the
structure of the positive definite functions on the group G.
Since the amenable groups give the largest possible positive definite
function χ, namely χ(g) = 1 for all g, we have got the impression
that the structure of the point-wise ordered set of positive and positive
definite functions associated to unbounded expectations may contain
some valuable information on a given discrete countable group G.
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With respect to item (ii) we have noticed that for a positive definite
function χ, which is obtained from a sequence (Bn) of finite subsets
and a group element t the conjugate function χt(g) := χ(tgt
−1) may
be obtained from the sequence (t−1Bn) of finite subsets.
For item (iii), we would like to remark, that Paulsen [17] has obtained
a number of results based on extensions of certain completely positive
mappings, and we hope that some of the methods used in the study of
operator spaces might be applicable here.
It is nearly obvious, that the set of positive definite functions on G
with extendible multipliers is a convex cone, which is stable for the
Hadamard, or point-wise multiplication, product by any positive defi-
nite function. It is also stable under conjugation, so it has a structure
similar to that of ideals in a C*-algebra.
We have nothing to report on item (v), but the paving version of
the Kadison-Singer question suggests to look at cut downs to diagonal
block forms. Elements in the main diagonal of L(R, α, G) have the
form
∑
g αg−1(r) ⊗ e(g,g), so some properties of a cut down to a block
diagonal form may be computable.
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