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O aumento da dependência da sociedade pela energia elétrica combi-
nada com o avanço tecnológico dos últimos anos levaram ao aumento da
complexidade dos sistemas elétricos e o surgimento do conceito de redes
inteligentes. Em especial, com o crescente aumento de equipamentos
sensíveis a interrupções momentâneas e pequenas variações de tensão,
exige-se das concessionárias um alto grau de controle a automação da
rede visando a satisfação e segurança dos consumidores. Desta forma,
neste trabalho, apresenta-se uma proposta de recomposição automá-
tica de redes de média tensão utilizando sistemas multiagentes, uma
técnica que vem sendo bastante aplicada para a recomposição de redes
inteligentes. Para a simulação da metodologia proposta foi utilizada a
plataforma Python Agent Development (PADE), um framework para
desenvolvimento, execução e gerenciamento de sistemas multiagentes.
Resultados de simulação ilustram a aplicabilidade da proposta para
casos de estudo em rede teste.
Palavras-chave: Recomposição Automática. Sistemas Multiagentes.
PADE.
ABSTRACT
The increase in society’s dependence on electricity combined with the
technological advances of recent years has led to an increase in the
complexity of electrical systems and the advent of the concept of smart
grids. In particular, with the increasing of equipments that are sensitive
to momentary interruptions and small variations in voltage, it is requi-
red of the concessionaires a high degree of control of the automation
of the network aiming at the satisfaction and safety of the customers.
Thus, in this work, a proposal is presented for the automatic recomposi-
tion of medium voltage networks using multiagent systems, a technique
that has been widely applied for the realization of smart grids. For the
simulation of the proposed methodology the Python Agent Develop-
ment (PADE) platform was used, a framework for the development,
execution and management of multiagent systems. Simulation results
illustrate the applicability of the proposal to test network case studies.
Keywords: Automatic Recomposition. Multiagent Systems. PADE
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Os principais objetivos de sistemas de energia podem ser des-
critos como “produzir energia elétrica e transportá-la até terminais de
equipamentos em pontos de consumo” e “manter os equipamentos den-
tro de limites operacionais aceitáveis”. A crescente dependência da so-
ciedade pela energia elétrica combinada com o desenvolvimento tecno-
lógico originaram sistemas elétricos maiores e de maior complexidade.
Consequentemente, problemas técnicos, ambientais e de sustentabili-
dade têm emergido, requerendo estratégias para a expansão do sistema
de maneira a atender os objetivos de confiabilidade e qualidade. Do
ponto de vista da sociedade, a fonte de energia sempre deve estar dis-
ponível, entretanto, isto não é sempre possível devido a falhas intrín-
secas de equipamentos e do sistema, as quais podem levar a falta de
fornecimento em regiões onde ocorrem as falhas.
Especificamente para a análise de sistemas de distribuição, fa-
lhas de fornecimento são assumidas como causada pela operação de
equipamentos de proteção e interrupção de serviço. Dentre as princi-
pais causas que levam a falta de fornecimento encontram-se falhas em
equipamentos, descargas elétrica, curtos-circuitos, entre outras. Além
de interromper o fornecimento de energia, esses eventos, se não isolados
rapidamente, podem causar danos estruturais nas linhas e equipamen-
tos instalados.
Por muitas décadas, grande parte dos investimentos e esforços
tecnológicos concentraram-se nos segmentos de geração e transmissão
de energia elétrica. Entretanto, com o avançar dos anos, uma maior
atenção vem sendo aplicada ao setor de distribuição. Este fato decorre
em vista de que aproximadamente 90% da faltas de fornecimento de
energia ao consumidor são provenientes de falhas no sistema de distri-
buição [1]. Deste modo, um crescente esforço vem sendo empregado
neste segmento, principalmente quanto à confiabilidade da entrega do
serviço ao consumidor final.
A modernização do setor de energia elétrica é um assunto que
vem sendo amplamente discutido pelo mundo e que impulsionou os
estudos das redes elétricas inteligentes. Junto com o grande avanço
da tecnologia nos últimos anos, principalmente nas áreas de automa-
ção e comunicação, diversas pesquisas para automatizar o processo de
restauração da rede estão sendo realizadas.
A restauração da rede é uma ação de emergência, que exige um
planejamento cuidadoso, e pode ser entendida como uma configuração
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de rede temporária até que a causa do problema seja removida ou repa-
rada, para que o sistema possa ser retornado ao estado normal. O artigo
[2] sintetiza os dois objetivos principais da restauração: (i) recuperar
o máximo de serviço possível aos clientes afetados e (ii) ser implemen-
tado o mais rápido possível. Esses objetivos podem ser alcançados com
a automatização e decentralização dos processo de restauração.
A grande maioria das redes de distribuição de média tensão pos-
suem uma topologia radial, que tem por finalidade permitir a coorde-
nação dos dispositivos de proteção de maneira econômica. Essa topo-
logia pode ser alterada por meio da abertura ou fechamento de chaves
seccionadoras presentes nas linhas, permitindo assim isolar faltas em
situações de contingências e restaurar o fornecimento através de outro
ramo da rede. Além disso, essa mudança também pode ser realizada
para otimizar o balanço de cargas entre os alimentadores, diminuindo
a carga de um alimentador sobrecarregado ao transferir sua carga para
os outros.
1.1 OBJETIVOS
Neste contexto, este trabalho tem por objetivo apresentar uma
proposta de recomposição automática de redes de média tensão uti-
lizando sistemas multiagentes (SMAs). Como objetivos específicos,
destacam-se:
• Estudar e investigar a aplicabilidade do midware PADE (Python
Agent DEvelpment framework) para o problema de reconfigura-
ção automática;
• Desenvolver e implementar uma metodologia baseada em SMAs
para a reconfiguração automática de redes;
• Aplicar a metodologia para casos de estudos baseados em uma
rede teste.
1.2 ESTRUTURA DO DOCUMENTO
Este documento está organizado como segue:
• No primeiro capítulo foi apresentada uma breve introdução do
problema, assim como delineados os principais objetivos do tra-
balho.
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• No segundo capítulo uma revisão do estado da arte relacionada a
recomposição de sistemas de distribuição é apresentada, destacando-
se os trabalhos com a utilização de SMAs e os sinais elétricos
necessários para a realização da etapa de recomposição.
• No terceiro capítulo são apresentadas definições e conceitos de
SMAs, como também, a estrutura e arquitetura da plataforma de
desenvolvimento utilizada neste trabalho, o PADE.
• No quarto capítulo são discutidos os aspectos necessários para a
realização da simulação, definindo os dados iniciais que um agente
deve ter em sua base de dados e as lógicas necessárias para a
restauração da rede.
• No quinto capítulo são apresentadas as possibilidades de recon-
figuração e os resultados das simulações realizadas em uma rede
teste.
• No sexto e último capítulo são descritas as conclusões do presente
trabalho e as considerações finais desse estudo.
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2 LEVANTAMENTO DO ESTADO DA ARTE
Neste capítulo apresenta-se a pesquisa do estado da arte relaci-
onada a recomposição de sistemas de distribuição, com foco nos sinais
elétricos sensorizados para o desenvolvimento desses sistemas. Visto
que grande parte das faltas observadas pelos consumidores encontram-
se no segmento da distribuição, espera-se que a revisão indique que
o aumento da inteligência e autonomia embarcadas nos equipamentos
da rede possibilite melhorias quanto ao tempo de fornecimento, melho-
rando os índices de confiabilidade e qualidade de energia e diminuindo
custos relacionados a equipes de manutenção.
2.1 MÉTODOS DE RESTAURAÇÃO EM SISTEMAS ELÉTRICOS
DE DISTRIBUIÇÃO
Vários sistemas para restauração de redes de energia já foram de-
senvolvidos. A maioria dos sistemas desenvolvidos nas décadas passa-
das para resolver esses problemas eram sistemas de computação centra-
lizados, com tempo de resposta alto se comparado às novas tecnologias
disponíveis. Sistemas baseados em agentes, tópico deste trabalho, com-
preende um novo campo de pesquisa na área de inteligência artificial,
motivo de grande interesse dos pesquisadores devido a sua capacidade
de agir autonomamente.
No trabalho proposto em [3], os autores têm por objetivo realizar
simulações de metodologia de multi agentes proposta para a restaura-
ção da maior parte possível do sistema após a ocorrência de curto-
circuito. Para o método mostrado, fontes distribuídas nos alimentado-
res são consideradas. Os autores ressaltam que a comunicação entre os
agentes deverá ser a mesma para que erros de interpretação não sejam
cometidos e que os agentes deverão ter o conhecimento da mesma pers-
pectiva do ambiente no qual se encontram. A metodologia é simulada
em um sistema que possui chaves para restauração do sistema e uma
geração distribuída (GDs) próxima ao término do circuito. A partir
dos resultados obtidos, os autores citam que o controle descentralizado
apresenta melhores resultados em comparação ao controle centralizado,
o qual podem melhorar os índices de confiabilidade do sistema.
Em [4], os autores apresentam uma metodologia multi agente
para diminuir o tempo de restauração de serviço aos consumidores após
desligamentos. Os autores citam que os controles de sistemas de dis-
24
tribuição sempre foram realizados de maneira centralizada, entretanto
devido ao incremento de novos equipamentos e GDs, necessita-se apri-
morar os tempos de restabelecimento de forma otimizada. Para a me-
todologia proposta, apenas sinais de corrente ao longo das linhas são
necessários para verificar se as cargas desligadas poderão ser restaura-
das por outro ramo ou alimentador. Cada agente armazena somente
informações topológicas locais e quando chamados se comunicam com
seus vizinhos para adquirir as informações necessárias para a tomada de
decisão sobre o serviço de restauração. Após uma falta, o agente líder
realiza um plano de restauração conforme informações que recebeu dos
demais agentes dos sistemas para verificar quais equipamentos deverão
comutar com intuito de atender a maior parcela de carga possível com
as restrições de operação devido à falta. O método foi implementado
na plataforma JADE (Java Agent DEvelopment Framework) . Ao tér-
mino, os autores concluem que o método proposto é capaz de identificar
planos otimizados para sistemas de distribuição.
No trabalho descrito em [5], tem-se por objetivo apresentar um
método multiagente para a automação de sistemas de distribuição.
Neste artigo são descritas as características principais que um agente
pode ter. Cita-se também que para um sistema multiagente, necessita-
se que haja sociabilidade entre os agentes, ou seja, que haja troca de
informações entre equipamentos com intuito de obter informações rele-
vantes do ambiente onde estes se encontram. Na metodologia proposta,
cada agente pergunta ao seu vizinho se ele presenciou a falta. A partir
das respostas obtidas o ramo em falta pode ser isolado e o planeja-
mento da restauração pode ser realizado. Para a validação da solução
proposta, um sistema teste com um alimentador foi utilizado. A par-
tir dos resultados, os autores concluem que a utilização de um sistema
multi agente diminui o tempo para restabelecimento de energia, o qual
aumenta a confiabilidade e qualidade de energia do sistema
Em [6] os autores projetam e simulam um sistema com agentes
cooperativos, com apenas representação local do ambiente do sistema.
A estrutura e as operações dos comportamentos dos agentes permite
que os agentes exibam uma funcionalidade totalmente assíncrona e des-
coordenada. Assim, uma distribuição completa de decisões e ações
foram alcançadas, o que favorece o desempenho em detrimento de pro-
cedimentos de gerenciamento e restauração de energia. Neste trabalho,
os autores ressaltam que a restauração mostra-se um problema para
a distribuição e uma grande área de pesquisa a ser explorada. O ge-
renciamento de SD centralizados e com vários equipamentos distintos
pode apresentar esforço computacional elevado. Como decorrência dos
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resultados da simulação, os agentes conseguiram explorar ao máximo
as fontes alternativas de energia para restaurar a energia de tantas
subestações secundárias quanto possível.
Como os demais trabalho de multi agentes aqui descritos, em [7],
os autores tem por objetivo apresentar uma estratégia para restauração
de sistemas após a ocorrência de um curto circuito. No método pro-
posto as cargas podem ser restauradas por ordem de prioridade. Para
as simulações utilizou-se o ambiente de simulação JADE e considerou-
se tensão constante em todos os nós. Além das chaves dos sistemas, as
cargas possuem também chaves para viabilizar ordens de prioridade.
Ao término, conclui-se que o método permite restauração do serviço
total ou parcialmente dependendo da importância dada a cada ponto
de consumo do sistema.
O trabalho apresentado em [8] mostra uma arquitetura de agen-
tes para a restauração de sistemas de potências em ambientes de micro-
redes. Cada agente foi modelado com objetivos específicos com um pe-
queno conjunto de restrições. Todos eles tentam otimizar seu próprio
objetivo no menor tempo possível, implementando um algoritmo que
escolhe primeiro quem tem a prioridade de carga mais alta e só depois
distribuindo para o restante da rede.
Em [9], um protocolo de comunicação para aprimorar a organi-
zação dos agentes após a falta é apresentado. Como em [4] e [7], os
autores de [9] utilizam o JADE como plataforma para a simulação do
sistema de agentes. Para a proposta descrita, agentes podem comuni-
car se possuem ou a não a possibilidade de auxiliar na restauração de
ramos desconectados após a falta. Como conclusão, os autores citam
que a utilização de sistemas multiagentes em sistemas de distribuição
possibilita a solução não centralizada do problema, diminuindo tempo
no qual os consumidores ficam sem energia.
Em [10], apresenta-se um método multi agente híbrido que uti-
liza as vantagens do controle centralizado e descentralizado. Como
descrito em [6], os autores citam que o controle centralizado de gran-
des sistemas possuem custos elevados (computacionais, operacionais,
etc). Para a proposta, a isolação da falta é responsabilidade dos agen-
tes conectados ao longo do sistema e o planejamento da restauração
é de responsabilidade do agente conectado ao alimentador. Nesta me-
todologia, inicia-se o processo através da realimentação de parte do
alimentador onde a falta ocorre até o ramal isolado e posteriormente
analisa-se com os demais agentes do sistema a possibilidade de restau-
ração de cargas desconectadas. São utilizados algoritmos de otimização
para o planejamento da restauração do serviço. As simulações são re-
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alizadas no software MATLAB. Na implementação da metodologia, os
agentes possuem conhecimento de sinais de fasores de tensão e cor-
rente ao longo do sistema. Os resultados da simulação mostram que
a abordagem de restauração proposta pode restaurar a energia para a
zona saudável o mais rápido possível, mantendo a amplitude da tensão
dentro das limitações.
Para o estudo apresentado em [11], um método de sistema de
multi agentes para sistemas de distribuição com restauração é apresen-
tado. Nesta metodologia necessita-se de sinais de sincrofasores de cor-
rente, ou seja, fasores de corrente sincronizados no tempo (geralmente
por meio de sinal GPS). A partir do momento no qual um dos agentes
percebe a presença de uma corrente muito elevada (acima de gatilho es-
tabelecido), este passará a mensagem a seus vizinhos até que um agente
sinaliza que seu gatilho não foi atingido. Deste modo, isola-se a falta
e inicia-se o processo de restauração do sistema. Para a simulação da
proposta, um sistema de distribuição com múltiplos cenários de falta
foi simulado. A partir dos resultados apresentados, observa-se que o
método proposto é capaz de isolar a zona que se encontra em falha ra-
pidamente e restaurar o sistema para as zonas não afetas. Outro estudo
com a mesma metodologia pode ser encontrado em [12].
Analogamente a [11], o estudo apresentado em [13] tem por ob-
jetivo apresentar um algoritmo multi agente para localização e isolação
de falta e restauração de sistemas de distribuição com a utilização de
sincrofasores de corrente. Entretanto, diferentemente de [11], os gati-
lhos utilizados para estabelecer ramos em falta são a diferença angular
entre dois pontos de medição. A partir desta metodologia torna-se
possível diferenciar os tipos de falta presentes no sistema.
Em [14], é apresentado um sistema de multi agentes para restau-
ração de sistemas de distribuição. Para a proposta descrita os agentes
possuem comunicação com o sistema SCADA (Supervisory, Control
and Data Acquisition) da subestação e a recomposição é realizada de
maneira centralizada. Para as simulações foi utilizada a plataforma
de simulação JADE. Apenas o sinal de corrente do sistema é utilizado
nos agentes ao longo do alimentador. Além de simulações com pro-
teções coordenadas e seletivas, foram também apresentados resultados
sem coordenação de equipamentos de proteção. Ao término os autores
citam que sistemas multi agentes mostram-se como uma solução efici-
ente de restauração de sistema onde prioridades e restrições podem ser
consideradas.
A Tabela 1 apresenta as referências de utilização de multi agentes
em sistemas de distribuição. Nesta tabela são apresentados os sinais
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necessários para a utilização e as e as funcionalidades das metodologias
descritas.
Referências Requisitos (sinais) Funcionalidade
[3] Tensão e corrente Restauração de serviço du-rante faltas
[4] Corrente Planejamento de restauração
[5] Tensão e corrente Eficiência da restauração dosistema
[6] Tensão e corrente
Aprimoramento de sistema de
distribuição quanto a prote-
ção e restauração.
[7] Tensão e corrente Restauração de sistemas dedistribuição
[8] Tensão e corrente Restauração rápida do sis-tema
[9] Tensão e corrente
Restauração de sistemas de
distribuição com utilização
de protocolo de comunicação
proposto
[10] Fasor de tensão e cor-rente
Localização e isolação da falta
e restauração rápida de ser-
viço
[11] Sincrofasor de corrente Proteção e restauração de sis-temas
[12] Tensão e corrente
Localização e isolamento de
faltas e recomposição do ser-
viço
[14] Corrente Restauração automática desistemas de distribuição
[15] Tensão e corrente Localização e isolamento dolocal da falta
[16] Tensão e corrente Controle de microredes comGDs
[17] Corrente Detecção de falta
[18] Tensão e corrente
Descrever um método de ge-
renciamento autônomo de mi-
cro redes
[19] Tensão e corrente Controle descentralizado detensão
[20] Tensão e corrente Controle de microredes
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[21] Tensão e corrente
Controle de fluxo de potência
em tempo real em MT com
grande incidência de GDs
[22] Tensão e corrente Restauração de serviço
[23] Tensão e corrente Operação e controle de micro-redes
[24] Tensão e corrente Estimação de estados de siste-mas de distribuição
[25] Tensão e corrente Conceito de controle de redesde distribuição
[26] Tensão, corrente efrequência.
Isolamento da falta e restau-
ração de serviço
[27] Tensão e corrente
Otimização de controle de sis-
tema de distribuição com GDs
provendo suporte de tensão
[28] Corrente
Isolamento de falta em siste-
mas de distribuição com inser-
ção de GDs
[29] Tensão e corrente Controle de tensão
[30] Tensão e corrente Detecção de falta e restaura-ção do sistema
Redução de perdas
[31] Tensão e corrente Permitir mercado de energiaentre sistemas
[32] Tensão e corrente
Permite mudanças na prote-
ção, controle, regras e infraes-
trutura da rede
[33] Tensão, corrente efrequência.
Operações em ilhamentos com
grande incidência de GDs
[34] Tensão, corrente efrequência.
Avaliação de adequação e se-
gurança de sistema de dis-
tribuição possibilitando ilha-
mento. Análise de regime per-
manente e dinâmico de gera-
dores
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[35] Tensão, corrente efrequência.
Avaliação de adequação e se-
gurança de sistema de dis-
tribuição possibilitando ilha-
mento. Análise de regime per-
manente e dinâmico de gera-
dores.
[36] Tensão e corrente Isolamento de falta e restau-ração do serviço
[37] Tensão e corrente Restauração rápida do sis-tema
[38] Tensão e corrente Aplicações de self-healing emsistemas de distribuição
[39] Tensão e corrente Estratégia para reparo efici-ente de faltas
[40] Tensão e corrente Restauração de sistema dedistribuição com GDs
[41] Tensão e corrente
Detecção e isolamento da falta
e Restauração do sistema com
GDs
[42] Tensão e corrente
Detecção e isolamento da falta
e realização de estratégia para
restauração do sistema com
GDs
[43] Tensão e corrente




Reconfiguração do sistema de
distribuição com multi agen-
tes (SMA) baseado em teoria
dos jogos
[45] Tensão Restauração de serviço
[46] ——–
Estado da arte de SMA utili-
zados para restauração de sis-
temas de distribuição
[47] Tensão e Corrente
Isolação de falta e restaura-
ção do sistema de distribuição
com geradores locais
[48] Tensão Monitoramento de tensão e fa-lhas
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[13] Sincrofasor de corrente Localização e isolamento defalta e restauração de sistemas
[49] Tensão e corrente Restauração de sistemas su-portados por micro redes
[50] ——— Overview de operações decen-tralizadas
[51] Tensão e corrente
Restauração de sistemas de
distribuição com geradores
distribuídos
[52] Tensão e corrente
Reconfiguração de sistemas de
distribuição por meio da mini-
mização das perdas no sistema
de distribuição
[53] Tensão e corrente
Comparação entre SMA cen-
tralizados e descentralizados
para restauração de serviço.
[54] Tensão e corrente
Diminuir perdas em smart
grids. Por meio de reconfigu-
ração de sistemas.
[55] Overview de Self-healing emsmart-grids
[56] Tensão Controle de sistemas
[57] ——— Overview de SMA em smartgrids
[58] Tensão e corrente Supervisão e controle desmart grids
[59] Tensão e corrente Restauração de sistema compossíveis ilhamentos com GDs
[60] Tensão e corrente Controle de tensão por meiode GDs
[61] Tensão e Corrente
Controle de demanda em
transformadores de distribui-
ção
[62] Tensão e corrente Localizando e isolamento defalta e restauração de serviço
[63] Tensão e correntes Self-healing em smart grids
[64] Corrente
Metodologia para identifica-




Estado da arte de localização
e isolamento da falta e restau-
ração do serviço em sistemas
de distribuição
Tabela 1 – Referências de estudos realizados com SMAs em sistemas
de distribuição e os sinais utilizados para a realização das metodologias
propostas.
2.2 SÍNTESE DO CAPÍTULO
Apesar de sistemas multi agentes ser um campo de pesquisa re-
lativamente novo na área de inteligência artificial, a partir da análise do
estado da arte realizado neste capítulo, nota-se que muitas pesquisas
de restauração de redes que utilizam o conceito de SMA estão sendo
desenvolvidas na área acadêmica. Observa-se que grande parte dos mé-
todos de sistemas de multi agentes utilizam sinais de tensão e corrente,
os quais possibilitam cálculos de fluxo de potência no principais pontos
dos sistemas, sendo utilizada em muitas propostas. Indica-se também
que a aplicação de inteligência e autonomia embarcadas em equipamen-
tos da rede pode melhor quanto ao tempo de fornecimento, melhorando
os índices de confiabilidade e qualidade de energia e diminuindo custo




São apresentados neste capítulo definições e padrões da arqui-
tetura de agentes inteligentes e de SMA, dando ênfase a plataforma
de desenvolvimento PADE, ferramenta estudada neste trabalho, e sua
estrutura baseada nos comportamentos definidos pela Foundation for
Intelligent Phisical Agents (FIPA) .
3.1 CONCEITO DE AGENTES
Pesquisadores ainda não encontraram uma definição inteiramente
aceita da palavra “Agente”, embora exista um consenso geral onde se
define um agente como uma entidade autônoma flexível capaz de per-
ceber o meio ambiente através dos sensores conectados a ele.
De acordo com Wooldridge, 2009 [66]:
Sistemas multiagentes são sistemas compostos
por múltiplos elementos computacionais chama-
dos de agentes, que interagem entre si. Agen-
tes são sistemas computacionais com duas im-
portantes capacidades. Primeiro, são capazes de
realizar ações autonomamente, decidindo por si
só, o que precisam fazer para atingir os objetivos
para que foram especificados. Segundo, agen-
tes são capazes de interagir com outros agen-
tes, não apenas trocando informações, mas inte-
ragindo entre si, apresentando comportamentos
semelhantes às interações sociais cotidianas dos
seres-humanos: cooperação, coordenação, nego-
ciação, entre outras.
Algumas características importantes que diferenciam um agente
inteligente de controladores simples são as seguintes:
• Autonomia: refere-se a capacidade de um agente escolher suas
ações independentemente, sem intervenção externa de outros agen-
tes na rede (caso de sistemas multiagente) ou interferência hu-
mana, adaptando-se a quaisquer mudanças no ambiente dinâ-
mico.
• Capacidade de Resposta: a capacidade de perceber mudanças no
meio ambiente e responder a elas em tempo hábil para realizar
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as ações necessárias para que seus objetivos especificados possam
ser alcançados
• Comportamento Social: mesmo que a decisão do agente deva ser
autônoma, ele ainda deve ser capaz de interagir com as fontes ex-
ternas quando for necessário obter um objetivo específico. Tam-
bém deve ser capaz de compartilhar esse conhecimento e ajudar
outros agentes a resolver um problema específico.
3.2 COMUNICAÇÃO ENTRE AGENTES
A comunicação entre agentes é um dos componentes cruciais do
SMA. É necessário que todos os agentes participantes se entendam,
sendo que para isto uma terminologia comum deve ser definida.
Com o intuito de padronizar o desenvolvimento de SMA inte-
roperáveis, o Institute of Electrical and Electronics Engineers (IEEE)
criou, em 2002 a Foundation for Intelligent Phisical Agents. A FIPA
define padrões relacionados a três questões centrais em SMA: comunica-
ção entre agentes, gerenciamento de agentes, e arquitetura dos agentes.
A linguagem FIPA possui características próximas a KQML (Kn-
owledge Query and Manipulation Language), primeira linguagem for-
malizada de comunicação entre agentes, se diferenciando nas performa-
tivas e na lista de semânticas. O objetivo principal da criação da FIPA
foi simplificar e racionalizar a lista de ações performativas o máximo
possível e endereçar as questões de semântica, que se caracteriza como
um dos principais problemas da comunicação entre agentes.
Em geral, a ação de comunicação é definida por uma performa-
tiva (por exemplo, requisitar, perguntar, informar) e um conteúdo de
proposição (e.g. “a chave está fechada”). Deste modo, pares diferentes
de performativas e conteúdo compõem diferentes atos de comunicação.
Um exemplo de possíveis pares de ação/conteúdo aplicados a chaves de
sistemas de distribuição podem ser visto na Tabela 2.
Conteúdo Performativa Discurso
“A chave está fechada” Requisitar “Feche a chave”
“A chave está fechada” Perguntar “A chave está fechada?”
“A chave está fechada” Informar “A chave está fechada”
Tabela 2 – Exemplo de comunicação entre agentes.
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3.3 PLATAFORMA PARA DESENVOLVIMENTO DE SMA
A FIPA [67] define um modelo padronizado de plataforma de
agentes que é composto de quatro elementos principais:
• Agentes: São os agentes propriamente ditos, que executam suas
atividades na plataforma e que constituem o corpo do SMA.
• Agent Managemet System (AMS): É o agente que supervisiona
o acesso e a utilização da plataforma de agentes. Só um AMS é
permitido em uma plataforma multiagente. Cada agente precisa
da permissão do AMS para poder entrar na plataforma e ficar
visível para os demais agentes;
• Directory Facilitator (DF): Este agente provê o serviço de páginas
amarelas à plataforma, ou seja, é por meio do DF que os agentes
que possuem serviços para disponibilizar aos demais cadastram
seus serviços e é também por meio do DF que os agentes que
precisam de serviços procuram por eles.
• Message Transport System (MTS): É a camada de software que
controla todas as trocas de mensagens no SMA, incluindo men-
sagens entre agentes numa mesma plataforma e também entre
agentes em diferentes plataformas.
Ao longo dos anos, inúmeros plataformas para construção de
SMA foram desenvolvidas, como o JADE, JASON e o PADE, entre ou-
tras. Neste trabalho, explorou-se a plataforma PADE, visando estudar
suas funcionalidades e descobrir suas limitações.
O PADE caracteriza-se como uma plataforma desenvolvida em
Python com base no padrão FIPA por (MELO, 2015) [68], mas seu
criador não se detém aos seus detalhes mais específicos, buscando uma
abordagem de comunicação mais direta. Um dos pontos que se diferen-
cia dos padrões é a arquitetura de gerenciamento de sistemas multia-
gentes do PADE, diferentemente do padrão FIPA, ele não contempla o
agente facilitador (DF), módulo que provê o serviço de páginas amare-
las para outros agentes, e não centraliza as ações do AMS no contêiner
principal. No PADE, o AMS exerce funções de controle e supervisão
e mantém uma tabela que contém os identificadores dos agentes. A
Figura 1 apresenta a estrutura de classes do PADE no padrão UML
(Unified Modeling Language).
Em PADE, o AMS é considerado também um agente, e necessita-
se iniciá-lo primeiramente, visto a necessidade de cadastro dos demais
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Figura 1 – Estrutura de classes do framework PADE no padrão UML. Fonte:
(MELO, 2015)
.
agentes. Todo agente lançado na plataforma PADE primeiro precisa se
“apresentar” ao agente AMS. Esse processo de identificação junto ao
AMS pode ser representado por meio do diagrama de atividades apre-
sentado na figura 2. Todo novo agente que deseje entrar na plataforma
primeiramente deve enviar uma mensagem ao agente AMS informando
seu identificador, o AMS então verifica em sua base de dados se não
há nenhum outro agente com o mesmo identificador. Se já existir é
recusado o cadastro do novo agente que terá que enviar a solicitação
novamente com um novo identificador. Se não existir nenhum outro
agente com o mesmo identificador na tabela do AMS, a solicitação de
cadastro é aceita e a informação sobre o novo agente é enviada aos de-
mais agentes na plataforma, assim como a tabela com os identificadores
dos outros agente é enviada ao novo agente.
O Framework PADE possui também a função de um agente Snif-
fer cujo principal objetivo é enviar mensagens periódicas a agentes para
realizar testes de conexão. Caso um agente não responda a mensagem,
a informação é repassada ao AMS, que utilizará as informações para
atualizar a tabela de agentes. Outra função realizada pelo agente Snif-
fer é a de guardar os registros das conversas entre os agentes. Um
exemplo da interface gráfica do Sniﬀer pode ser visto na Figura 3,
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Figura 2 – Processo de identificação de um agente no PADE. Fonte: (MELO,
2015)
.
onde é apresentada a caixa de diálogo de agentes do framework PADE.
Por meio da identificação e listagem de cada agente da rede,
permite-se visualizar o estado de cada participante do SMA durante as
simulações e com o agente Sniﬀer, acompanhar as etapas que culminam
na recomposição do sistema após a ocorrência de eventos e abertura de
equipamentos de proteção
3.4 SÍNTESE DO CAPÍTULO
Neste capítulo foi exposto brevemente os conceitos que definem
agentes inteligentes e os padrões definidos para estes sistemas pela
FIPA. Além disso, foi apresentada a arquitetura da plataforma de de-
senvolvimento escolhida para este trabalho, o PADE, um framework
desenvolvido em Python, uma linguagem de programação moderna e
emergente.
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4 SISTEMA DE RECOMPOSIÇÃO AUTOMÁTICO
IMPLEMENTADO
Umas das soluções para gerir a crescente complexidade da ope-
ração de sistemas de distribuição é por meio da imersão de inteligência
distribuída na rede. Além da possibilidade de descentralizar o controle,
diminuindo o tempo para a tomada de decisões, a utilização de agentes
autônomos auxilia na localização e isolamento da falta bem como na
recomposição do serviço, considerando-se limites de carregamento do
alimentador com interferência mínima de operadores. Neste contexto,
este capítulo tem por objetivo apresentar a proposta de recomposição
automática de serviço após faltas na rede.
4.1 CONSIDERAÇÕES INICIAIS
Para a representação da rede elétrica de sistemas de distribuição,
assumiu-se que todos os pontos notáveis do sistema foram equipados
com interruptores trifásicos, sendo todos estes embarcados com agen-
tes inteligentes. Após a ocorrência de uma falta na rede, as chaves
interruptoras permitem a abertura tripolar, de modo que todas as fa-
ses sejam desconectadas ao mesmo tempo. Além dos equipamentos de
proteção ao longo da rede, todos os alimentadores possuem também
agentes que trocam informações com outros agentes.
A partir de uma abordagem de comunicação ponto a ponto, pro-
posta para a recomposição automática de sistemas de distribuição de
média tensão, estabeleceu-se a modelagem de agentes distribuídos ao
longo da rede, denominados Agent Switch (AS), sendo o código do
agente apresentado no apêndice A. Neste modelo de comunicação, cada
equipamento interruptor instalado na rede de média tensão possui um
Agente Switch responsável por monitorar as mudanças nas correntes
elétricas que percorrem as linhas, verificar a presença de tensão nos
terminais onde se encontra instalado e iniciar o processo de restaura-
ção de serviço em caso de necessidade.
4.2 PROCESSO DE RESTAURAÇÃO PROPOSTO
Durante a operação normal do sistema, os agentes recebem in-
formações de correntes da rede a partir de sensores locais, responsáveis
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pelas percepções dos agentes, com o fim de atualizar os valores de car-
regamento no setor à jusante do equipamento. Abaixo são listados
os dados iniciais de cada agente e alteração das crenças do mesmo a
medida que informações são recebidas dos sensores de corrente e de
presença de tensão.
• ID (Identificador): Cada agente inteligente presente na rede
possui um ID único que será utilizado para identificação no envio
de mensagens aos demais agentes do sistema. Este identificador
é um objeto estruturado com conjunto de informações corres-
pondentes tanto ao agente quanto ao equipamento ao qual está
locado.
• Lista de vizinhos: Cada agente possui uma lista com os vizi-
nhos à montante e à jusante, sendo esta lista alterável via AMS.
Ressalta-se que cada agente pode ter mais de dois agentes vizi-
nhos, nos casos onde tem-se mais de uma ramificação no mesmo
nó.
• Status da chave: Como os agentes são instalados nos equipa-
mentos de proteção, que por sua vez funcionam também como
chaves de manobra e ditam as conexões do sistema, cada equi-
pamento possuirá uma variável inicial que indica se a chave está
aberta (s = 0) ou fechada (s = 1). Este parâmetro de entrada
pode ser alterado via AMS. A título de exemplo, na Figura 4,
os equipamentos A, B, C, E e F possuirão status de chave fe-
chada (s = 1) e o equipamento D possuirá status de chave aberta
(s = 0). Outros parâmetros cujos valores dependem da opera-
ção em tempo real também podem estar inclusos na estrutura de
objeto chave.
• Carregamento: Cada agente possuirá um limite de carrega-
mento que será utilizado para a etapa de restauração de serviço.
• Aguarda Ocorrências na rede: No estado normal de opera-
ção, o sistema não apresenta nenhuma ação para que objetivos de
recomposição sejam atingidos. Entretanto, na ocorrência de falta
e abertura de proteções, a base de crenças dos agentes possibilita
a estes tomar ações para reconfiguração e atender o maior número
possível de cargas.
Caso a corrente de falta ultrapasse o valor dado pela curva tempo
x corrente do equipamento religador, está abrirá os contatos interrom-
pendo o fluxo de corrente para o ponto da falta e cargas à jusante
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Figura 4 – Implementação de agentes num sistema de distribuição com pos-
sibilidade de recomposição
deste. Inicia-se neste ponto o processo de restauração por meio dos
agentes embarcados nos equipamentos. Para os estudos aqui apresenta-
dos, assumiu-se a hipótese de proteções coordenadas, sendo o primeiro
equipamento à montante da falta sempre o primeiro a atuar após a
ocorrência do evento. Utilizando o mesmo sistema apresentado na Fi-
gura 4, caso uma falta ocorra no ramo 3 do sistema, a proteção B irá
atuar, como mostrado na Figura 5.
Figura 5 – Falta ocorre no ramo 3 e é isolado pela atuação da proteção B
O processo de restauração a partir da comunicação ponto a ponto
entre os agentes segue os seguintes passos:
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1. Proteção atua isolando a falta (com mostrado na Figura 5)
2. Agente Switch do equipamento que isolou a falta confirma a mu-
dança de estado de posicionamento da chave de fechado (s = 1)
para aberto (s = 0).
3. Agente Switch que não identifica presença de tensão em ambos
os lados do circuito, também muda o status da chave de fechado
(s = 1) para aberto (s = 0).
4. Agente Switch que abriu conexão devido à falta envia mensagem
à montante e à jusante informando que isolou a falta.
(a) Se agente possui tensão; nenhuma ação é realizada.
(b) Se agente não possui presença de tensão, informa aos seus
vizinhos à jusante que a falta está isolada solicitando restau-
ração (Figura 6).
5. Se o Agente Switch possui presença de tensão a jusante e recebe
solicitação de restauração, a chave encontrada realizará o fecha-
mento do dispositivo caso este atenda requisitos de carregamento.
Para o exemplo da Figura 6, a restauração ocorre pelo fechamento
da chave D, como mostrado na Figura 7.
Figura 6 – Abertura das proteções a jusante da falha.
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Figura 7 – Recomposição do sistema de distribuição após ação do agente D.
Após o reparo da falha, os agentes podem retornar aos estados
originais do estado anteriormente a falta a partir da permissão de uma
entidade superior.
4.3 SÍNTESE DO CAPÍTULO
Neste capítulo apresentou-se a proposta de recomposição auto-
mática de serviço após faltas na rede, assumindo-se proteções coorde-




5 SIMULAÇÕES DE RESTAURAÇÃO DE REDE
Neste capítulo são apresentadas as possibilidades de reconfigu-
ração de sistemas por meio da utilização de inteligência distribuída em
redes de distribuição. Os estudos foram realizados utilizando o sistema
RBTS (Roy Billinton Test System). Em todas as simulações, utilizou-
se o modelo monofásico equivalente de redes elétricas, de modo que
todas as aberturas e fechamentos de chaves de manobra e equipamen-
tos de proteção foram considerados tripolares. Limites de carregamento
foram desconsiderados para maximizar o número de chaveamentos nos
testes.
5.1 ESTUDO DAS SIMULAÇÕES REALIZADAS COM O SISTEMA
RBTS
O sistema RBTS foi originalmente proposto para sistemas de ge-
ração e transmissão e extensamente utilizado em para fins científicos e
validação de modelagens [69]. Entretanto, grande parte das faltas de
fornecimento de energia ao consumidor final, advém de falhas nos sis-
temas de distribuição. Deste modo, [70] propõe a extensão do sistema
RBTS de transmissão para contemplar também aspectos da distribui-
ção de energia com seus elementos de rede correspondentes.
Originalmente composto por seis barras (cinco delas com a pre-
sença de carga), o sistema RBTS é expandido para sistemas de distri-
buição em duas destas, conhecidas como RBTS-BUS2 e RBTS-BUS4.
A barra 2 apresenta quatro alimentadores: três com consumidores re-
sidenciais e um com consumidores industriais. Já a barra 4 apresenta
sete alimentadores: cinco residenciais/comerciais e três industriais. A
Figura 8 apresenta o RBTS-BUS2, utilizado neste trabalho para veri-
ficação das possibilidades de recomposição de redes de distribuição de
média tensão.
O alimentador da barra 2 possui tensões de 33 kV e 11 kV. As
cargas residenciais e comerciais foram alocadas na baixa tensão, ou
seja, sempre após os transformadores rebaixadores de 11 kV e 415 V.
Consumidores com demanda de 1 MVW ou maior foram alocados na
média tensão. O número total de consumidores é de 1908 e a carga mé-
dia é de 12,291 MW. Nestes alimentadores nenhum banco de capacitor
é previsto e as cargas são apenas descritas por suas potências ativas.
Como pode ser observado na Figura 8, o RBTS-BUS2 possui
46
Figura 8 – Sistema RBTS-BUS2
duas chaves de manobra entre alimentadores: uma possibilitando a
conexão dos alimentadores 1 e 2 e outra entre os alimentadores 3 e 4.
Essas chaves possibilitam a recomposição de cargas no sistema após
faltas e aberturas de proteções, de modo que possam ser utilizadas na
avaliação das propostas de recomposição de sistema de maneira eficiente
e simples com a utilização de agentes ao longo da rede.
Para a simulação de recomposição do sistema, foram considera-
dos ao menos um dispositivo embarcado de agente para a proteção de
cada ponto da rede com chave seccionalizadora, como apresentado na
Figura 9. Note que originalmente essas chaves não são apresentadas
no diagrama unifilar do sistema RBTS. Ao todo, considerou-se dezoito
agentes, sendo cinco para o alimentador 1 (F1), três para o alimenta-
dor 2 (F2), cinco para o alimentador 3 (F3) e cinco para o alimentador
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4 (F4). Como pode ser visto na Figura 9, cada alimentador possui
agentes que além da função de manobra, também tem como função
proteger as cargas e ramos do sistema. Optou-se pela implementação
de um agente de chaveamento em cada alimentador a título de avaliar
a proposta em seu limite.
Figura 9 – Sistema RBTS-BUS2 com a implementação de agentes proposta
Em virtude da grande variedade de possibilidades de recompo-
sição da rede, serão apenas aqui apresentados os casos para os alimen-
tadores F1 e F2 do sistema RBTS-BUS2. Entretanto, metodologias
análogas podem ser aplicadas também aos alimentadores F3 e F4. Um
diagrama simplificado dos alimentadores F1 e F2 do RBTS-BUS2 com
a inserção dos agentes pode ser observado na Figura 10.
Abaixo são apresentadas as possibilidades de recomposição após
a ocorrência de faltas no sistema em todos os ramos do sistema apresen-
tado na Figura 10. Em cada possibilidade, serão descritos as tomadas
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Figura 10 – Sistema RBTS-BUS2 F1 e F2 com a implementação de agentes
inteligentes
de decisão dos agentes na possibilidade de comunicação ponto a ponto.
Nas figuras apresentadas a seguir, círculos brancos representam prote-
ções com chaves fechadas e círculos cinzas representam proteções com
chaves abertas. Linhas contínuas são ramos onde há presença de ten-
são, linhas descontínuas vermelhas indicam o ramo onde ocorreu a falha
e linhas descontínuas pretas representam ausência de tensão devido a
chaves abertas.
5.1.1 Falta após agente A:
O passo a passo para a restauração do sistema utilizando a co-
municação ponto a ponto após falta no ramo entre os equipamentos A
e B segue abaixo:
1. Proteção A atua isolando a falta (Figura 11)
2. Agente Switch A do equipamento que isolou a falta confirma es-
tado de posicionamento da chave de fechado (s = 1) para aberto
(s = 0).
3. Agente Switch B, C, D e E mudam estado de posicionamento da
chave de fechado (s = 1) para aberto (s = 0), ao detectar a falta
de presença de tensão por um tempo determinado (Figura 12).
4. Agente Switch A envia mensagem avisando que isolou a falta ao
agente B.
5. Agente Switch B mantém sua chave aberta até ordem de entidade
superior. Ademais informa ao agente C que falta foi isolada. Essa
informação é passada a jusante até agente H.
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6. Agentes C, D e E solicitam a jusante restauração de serviço in-
formando carregamento pré falta do setor.
7. Agente H detecta presença de tensão em apenas um dos lados
e realiza fechamento de chave perante atendimento de limite de
carregamento adicional ao alimentador. Este processo se repete
pelas ações dos agentes E, D e C, nesta ordem. O processo de
restauração é apresentado na Figura 13.
8. Fim de processo
Figura 11 – Abertura da proteção A após ocorrência de falha entre A e B.
Figura 12 – Abertura das proteções que não possuem presença de tensão em
ambos os lados.
Uma simulação computacional deste tipo de evento foi realizada
utilizando o framework PADE com comunicação ponto a ponto entre
os agentes. As ações realizadas pelos agentes podem ser observada pela
janela de diálogos apresentada na Figura 14. Nesta figura, observa-se a
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Figura 13 – Etapa de fechamento das chaves para recomposição do sistema
após falta entre A e B.
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interação dos agentes com o AMS do PADE, informando sua presença
no sistema, identificadas pelas mensagens denominadas Mensagem en-
viada ao agente.
Figura 14 – Diálogo entre agentes obtidos para simulação computacional de
falta no ramo entre os equipamentos A e B.
5.1.2 Falta após agente B:
O passo a passo para a restauração do sistema utilizando a co-
municação ponto a ponto após falta no ramo entre os equipamentos B
e C segue abaixo:
1. Proteção B atua isolando a falta (Figura 15).
2. Agente Switch B do equipamento que isolou a falta confirma es-
tado de posicionamento da chave de fechado (s = 1) para aberto
(s = 0).
3. Agente Switch C, D e E mudam estado de posicionamento da
chave de fechado (s = 1) para aberto (s = 0), ao detectar a falta
de presença de tensão por um tempo determinado (Figura 16).
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4. Agente Switch B envia mensagem avisando que isolou a falta ao
agente C.
5. Agente Switch C mantém sua chave aberta até ordem de entidade
superior. Ademais informa ao agente D que falta foi isolada. Essa
informação é passada a jusante até agente H.
6. Agentes D e E solicitam a jusante restauração de serviço infor-
mando carregamento pré falta do setor.
7. Agente H detecta presença de tensão em apenas um dos lados
e realiza fechamento de chave perante atendimento de limite de
carregamento adicional ao alimentador. Este processo se repete
pelas ações dos agentes E e D nesta ordem. O processo de res-
tauração é apresentado na Figura 17.
8. Fim do processo.
Figura 15 – Abertura da proteção B após ocorrência de falha entre B e C.
Figura 16 – Abertura das proteções que não possuem presença de tensão em
ambos os lados.
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Figura 17 – Etapa de fechamento das chaves para recomposição do sistema
após falta entre B e C.
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5.1.3 Falta após agente C:
O passo a passo para a restauração do sistema utilizando a co-
municação ponto a ponto após falta no ramo entre os equipamentos C
e D segue abaixo:
1. Proteção C atua isolando a falta (Figura 18).
2. Agente Switch C do equipamento que isolou a falta confirma es-
tado de posicionamento da chave de fechado (s = 1) para aberto
(s = 0).
3. Agente Switch D e E mudam estado de posicionamento da chave
de fechado (s = 1) para aberto (s = 0), ao detectar a falta de
presença de tensão por um tempo determinado (Figura 19).
4. Agente Switch C envia mensagem avisando que isolou a falta ao
agente D.
5. Agente Switch D mantém sua chave aberta até ordem de entidade
superior. Ademais informa ao agente E que falta foi isolada. Essa
informação é passada a jusante até agente H.
6. Agente E solicita a jusante restauração de serviço informando
carregamento pré falta do setor.
7. Agente H detecta presença de tensão em apenas um dos lados
e realiza fechamento de chave perante atendimento de limite de
carregamento adicional ao alimentador. Este processo se repete
pela ação do agente E. O processo de restauração é apresentado
na Figura 20.
8. Fim do processo.
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Figura 18 – Abertura da proteção C após ocorrência de falha entre C e D.
Figura 19 – Abertura das proteções que não possuem presença de tensão em
ambos os lados.
Figura 20 – Etapa de fechamento das chaves para recomposição do sistema
após falta entre C e D.
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5.1.4 Falta após agente D:
O passo a passo para a restauração do sistema utilizando a co-
municação ponto a ponto após falta no ramo entre os equipamentos D
e E segue abaixo:
1. Proteção D atua isolando a falta (Figura 21).
2. Agente Switch D do equipamento que isolou a falta confirma es-
tado de posicionamento da chave de fechado (s = 1) para aberto
(s = 0).
3. Agente Switch E muda estado de posicionamento da chave de fe-
chado (s = 1) para aberto (s = 0), ao detectar a falta de presença
de tensão por um tempo determinado (Figura 22).
4. Agente Switch D envia mensagem avisando que isolou a falta ao
agente E.
5. Agente Switch E mantem sua chave aberta até ordem de entidade
superior.
6. Fim de processo.
Figura 21 – Abertura da proteção D após ocorrência de falha entre D e E
Para a hipótese de falta no ramo a jusante da barra D foi reali-
zado também uma simulação computacional, onde a caixa de diálogo
dos agentes pode ser observada na Figura 23. Observa-se que com os
passos realizados pelos agentes, a restauração não pode ser concluída
com sucesso. Nota-se que após a abertura da chave D, envia-se uma
mensagem a chave E, onde se verifica a não possibilidade de recompo-
sição de cargas afetadas pela falta.
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Figura 22 – Abertura das proteções que não possuem presença de tensão em
ambos os lados
Figura 23 – Diálogo entre agentes obtidos para simulação computacional de
falta no ramo entre os equipamentos D e E
5.1.5 Falta após agente F:
O passo a passo para a restauração do sistema utilizando a co-
municação ponto a ponto após falta no ramo entre os equipamentos F
e G segue abaixo:
1. Proteção F atua isolando a falta (Figura 24).
2. Agente Switch F do equipamento que isolou a falta confirma es-
tado de posicionamento da chave de fechado (s = 1) para aberto
(s = 0).
3. Agente Switch G muda estado de posicionamento da chave de fe-
chado (s = 1) para aberto (s = 0), ao detectar a falta de presença
de tensão por um tempo determinado (Figura 25).
4. Agente Switch F envia mensagem avisando que isolou a falta ao
agente G.
5. Agente Switch G mantém sua chave aberta até ordem de entidade
superior.
6. Agente H detecta presença de tensão em apenas um dos lados e
realiza fechamento de chave perante atendimento de limite de car-
regamento adicional ao alimentador. O processo de restauração
é apresentado na Figura 26.
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7. Fim do processo.
Figura 24 – Abertura da proteção F após ocorrência de falha entre F e G.
Figura 25 – Abertura das proteções que não possuem presença de tensão em
ambos os lados.
Figura 26 – Etapa de fechamento das chaves para recomposição do sistema
após falta entre F e G.
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5.1.6 Falta após agente G:
O passo a passo para a restauração do sistema utilizando a co-
municação ponto a ponto após falta no ramo entre os equipamentos G
e H segue abaixo:
1. Proteção G atua isolando a falta (Figura 29).
2. Agente Switch G do equipamento que isolou a falta confirma es-
tado de posicionamento da chave de fechado (s = 1) para aberto
(s = 0).
3. Agente Switch H continua em estado de posicionamento da chave
em aberto (s = 0).
4. Agente Switch G envia mensagem avisando que isolou a falta ao
agente H.
5. Agente Switch H mantém sua chave aberta até ordem de entidade
superior.
6. Fim de processo.
Figura 27 – Abertura da proteção G após ocorrência de falha entre G e H.
5.2 SÍNTESE DO CAPÍTULO
Neste capítulo foi apresentado simulações a partir da apresen-
tação das possibilidades de recomposição do sistemas por meio do sis-
tema RBTS. Observa-se que a utilização de agentes para recomposição
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após falta segue passos pré estabelecidos em todas as hipóteses estuda-
das. As simulações realizadas se mostraram satisfatórias, em casos onde
chaveamentos com outros alimentadores seja possível, grande parte do





O presente trabalho teve como objetivo desenvolver uma meto-
dologia baseada em sistemas multiagentes para a recomposição auto-
mática de redes de média tensão, assim como verificar a aplicação do
framework PADE para este problema.
Para a simulação de recomposição do sistema foi considerado que
cada ponto de carga da rede RBTS possui um dispositivo embarcado
com um Agente Switch. Cada agente possui como objetivos: monitorar
as mudanças locais dos sinais de corrente e tensão, detectar a presença
de falha no ponto, informar aos agentes vizinhos sobre a ocorrência de
falta e realizar o processo de restauração após confirmação e análise de
falta.
Os resultados obtidos nas simulações mostram que a reconfigu-
ração automática de redes adotando a tecnologia de SMA é possível.
Os agentes desenvolvidos foram capazes de encontrar uma solução e
restaurar a rede após falta em casos onde havia a possibilidade de cha-
veamento com outro alimentador.
Finalmente, destaque-se que o framework PADE se mostrou ade-
quado para a realização das simulações propostas no escopo desse traba-
lho. Entretanto, diversas limitações foram encontradas visando futuras
aplicações, a saber: pouca documentação e exemplos disponíveis, não
há uma representação explicita de ambientes para os agentes, também
não existe a representação de arquiteturas para agentes (por exemplo,
BDI - Beliefs, Desires, Intentions) e pouca comunidade desenvolvedora.
6.2 TRABALHOS FUTUROS
Como trabalhos futuros pretende-se:
• Implementar e melhorar a metodologia proposta em linguagem
Jason [71];
• Desenvolver ambiente para os agentes utilizando o framework
CArtAgO [72];
• Estudar modelos de organização de agentes para o problema;
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APÊNDICE A -- Algoritmo do Agente Switch
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from pade . misc . common import s tar t_loop
from pade . misc . u t i l i t y import display_message
from pade . core . agent import Agent
from pade . a c l . messages import ACLMessage
from pade . a c l . a id import AID
from pade . behaviours . p r o t o c o l s import FipaRequestProtocol
from p i c k l e import loads , dumps
class CompRequest2 ( FipaRequestProtocol ) :
def __init__( s e l f , agent ) :
super (CompRequest2 , s e l f ) . __init__( agent=agent ,
message=0, i s _ i n i t i a t o r=False )
def handle_request ( s e l f , message ) :
s e l f . content = loads ( message . content )
i f s e l f . content [ ' r e f ' ] == 'R ' :
i f s e l f . agent . data [ 'v_up ' ] == 0 and s e l f . agent .
data [ 'v_down ' ] == 0 :
display_message ( s e l f . agent . a id . name ,
'Nao ha presenca de
tensao em ambos os
lados do d i s p o s i t i v o
, abr indo chave %s '
% s e l f . agent . a id .
localname )
s e l f . agent . data [ ' s t a tu s ' ] = 0
i f s e l f . content [ ' r e f ' ] == 'R_0 ' :
display_message ( s e l f . agent . a id . name , 'Mensagem
TRIP R_0 receb ida ' )
r e spo s t a = message . c reate_rep ly ( )
r e spo s t a . se t_per format ive (ACLMessage .INFORM)
re spo s ta . set_content (dumps({ ' r e f ' : 'R_0 ' }) )
s e l f . agent . send ( r e spo s ta )
i f s e l f . content [ ' dados ' ] [ ' load ' ] == 0 :
display_message ( s e l f . agent . a id . name , 'Falha
detectada , chave %s aberta ' % s e l f . agent
. a id . localname )
s e l f . agent . data [ ' s t a tu s ' ] = 'LOCKED '
# se de tec tou f a l t a , manda mensagem a
jusan te avisando sobre o iso lamento da
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f a l t a :
message = ACLMessage (ACLMessage .REQUEST)
message . s e t_protoco l (ACLMessage .
FIPA_REQUEST_PROTOCOL)
message . set_content (dumps({ ' r e f ' : 'R_01 ' }) )
for i in s e l f . agent . data [ 'down ' ] :
i f i != ' 0 ' :
message . add_rece iver ( i )
s e l f . agent . send (message )
agentes = [ ]
age = [ ]
class CompRequest3 ( FipaRequestProtocol ) :
def __init__( s e l f , agent ) :
super (CompRequest3 , s e l f ) . __init__( agent=agent ,
message=0, i s _ i n i t i a t o r=False )
def handle_request ( s e l f , message ) :
s e l f . content = loads ( message . content )
i f s e l f . content [ ' r e f ' ] == 'R_01 ' :
display_message ( s e l f . agent . a id . name , ' Setor em
f a l t a i s o l a do ! ' )
s e l f . agent . data [ ' s t a tu s ' ] = 'LOCKED '
data = { ' id ' : s e l f . agent . a id . localname , 'down ' :
s e l f . agent . data [ 'down ' ] , ' load ' : s e l f . agent .
data [ ' l oad_l imi t ' ] , ' s t a tu s ' : s e l f . agent .
data [ ' s t a tu s ' ] }
#manda mensagem a jusan te ate encontrar uma
chave com po s s i b i l d a d e de restauracao ,
repassando os dados das chaves an t e r i o r e s
message = ACLMessage (ACLMessage .REQUEST)
message . s e t_protoco l (ACLMessage .
FIPA_REQUEST_PROTOCOL)
message . set_content (dumps({ ' r e f ' : 'R_02 ' , ' data '
: data }) )
for i in s e l f . agent . data [ 'down ' ] :
i f i != ' 0 ' :
message . add_rece iver ( i )
s e l f . agent . send (message )
i f s e l f . content [ ' r e f ' ] == 'R_02 ' :
i f s e l f . agent . data [ ' s t a tu s ' ] == 0 :
i f s e l f . agent . data [ 'v_up ' ] == 0 and s e l f .
agent . data [ 'v_down ' ] == 0 :
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display_message ( s e l f . agent . a id . name , '
Chave %s aberta , sem presenca de
tensao em ambos os lados , repassando
mensagem a jusante ' %s e l f . agent . a id
. localname )
message = ACLMessage (ACLMessage .REQUEST)
message . s e t_protoco l (ACLMessage .
FIPA_REQUEST_PROTOCOL)
message . set_content (dumps({ ' r e f ' : 'R_02 '
}) )
for i in s e l f . agent . data [ 'down ' ] :
i f i != ' 0 ' and i not in agentes :
message . add_rece iver ( i )
agentes . append ( i )
s e l f . agent . send (message )
else :
i f s e l f . agent . data [ ' s t a tu s ' ] == 'LOCKED '
:
display_message ( s e l f . agent . a id . name ,
'Chave %s aberta , mas ramo
encontra−se LOCKED_OPEN, nao ha
p o s s i b i l i d a d e de r e s tauracao ! ' %
s e l f . agent . a id . localname )
else :
display_message ( s e l f . agent . a id . name ,
'Chave %s aberta , mas pos su i
presenca de tensao em um dos
lados , r e qu i s i t ando in formacoes
do al imentador . . . ' % s e l f . agent .
a id . localname )
message = ACLMessage (ACLMessage .
REQUEST)
message . s e t_protoco l (ACLMessage .
FIPA_REQUEST_PROTOCOL)
message . set_content (dumps({ ' r e f ' : '
R_03 ' }) )
for i in s e l f . agent . data [ 'up ' ] :
i f i != ' 0 ' :
message . add_rece iver ( i )
s e l f . agent . send (message )
else :
i f s e l f . agent . data [ 'v_up ' ] == 0 and s e l f .
agent . data [ 'v_down ' ] == 0 :
display_message ( s e l f . agent . a id . name , '
Chave %s fechada , sem presenca de
tensao em ambos os lados , abr indo
chave e repassando mensagem a
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j u sante ' %s e l f . agent . a id . localname )
s e l f . agent . data [ ' s t a tu s ' ] = 'OPEN '
message = ACLMessage (ACLMessage .REQUEST)
message . s e t_protoco l (ACLMessage .
FIPA_REQUEST_PROTOCOL)
message . set_content (dumps({ ' r e f ' : 'R_02 '
}) )
for i in s e l f . agent . data [ 'down ' ] :
i f i != ' 0 ' and i not in agentes :
message . add_rece iver ( i )
agentes . append ( i )
s e l f . agent . send (message )
i f s e l f . content [ ' r e f ' ] == 'R_03 ' :
i f s e l f . agent . data [ 'up ' ] != 'FEEDER ' :
i f s e l f . agent . data [ ' s t a tu s ' ] == 1 :
message = ACLMessage (ACLMessage .REQUEST)
message . s e t_protoco l (ACLMessage .
FIPA_REQUEST_PROTOCOL)
message . set_content (dumps({ ' r e f ' : 'R_03 '
}) )
for i in s e l f . agent . data [ 'up ' ] :
i f i != ' 0 ' :
message . add_rece iver ( i )
else :
pass




load_disp = s e l f . agent . data [ ' l oad_l imi t ' ] −
s e l f . agent . data [ ' load ' ]
message = ACLMessage (ACLMessage .REQUEST)
message . s e t_protoco l (ACLMessage .
FIPA_REQUEST_PROTOCOL)
message . set_content (dumps({ ' r e f ' : 'R_04 ' , '
load_disp ' : load_disp }) )
for i in s e l f . agent . data [ 'down ' ] :
i f i != ' 0 ' :
message . add_rece iver ( i )
s e l f . agent . send (message )
i f s e l f . content [ ' r e f ' ] == 'R_04 ' :
i f s e l f . agent . data [ ' s t a tu s ' ] == 1 :
mess = loads ( message . content )
message = ACLMessage (ACLMessage .REQUEST)
message . s e t_protoco l (ACLMessage .
FIPA_REQUEST_PROTOCOL)
message . set_content (dumps(mess ) )
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for i in s e l f . agent . data [ 'down ' ] :
i f i != ' 0 ' :
message . add_rece iver ( i )
s e l f . agent . send (message )
else :
i f s e l f . agent . data [ ' s t a tu s ' ] != 'LOCKED ' :
display_message ( s e l f . agent . a id . name , '
Alimentador pos su i %s A d i spon iv e l ,
ana l i sando p o s s i v e l r e c on f i gu ra cao
da rede . . . . ' %s e l f . content [ '
load_disp ' ] )
display_message ( s e l f . agent . a id . name , '
Fechando chave %s ' %s e l f . agent . a id .
localname )
s e l f . agent . data [ ' s t a tu s ' ] = 1
s e l f . agent . data [ 'v_down ' ] = 1
message = ACLMessage (ACLMessage .REQUEST)
message . s e t_protoco l (ACLMessage .
FIPA_REQUEST_PROTOCOL)
message . set_content (dumps({ ' r e f ' : 'R_05 '
, ' load_disp ' : s e l f . content [ '
load_disp ' ] } ) )
for i in s e l f . agent . data [ 'down ' ] :
i f i != ' 0 ' :
message . add_rece iver ( i )
age . append ( i )
s e l f . agent . send (message )
i f s e l f . content [ ' r e f ' ] == 'R_05 ' :
i f s e l f . agent . data [ ' s t a tu s ' ] != 'LOCKED ' and
s e l f . agent . data [ ' s t a tu s ' ] == 'OPEN ' :
i f s e l f . agent . data [ ' l oad_l imi t ' ] <= s e l f .
content [ ' load_disp ' ] :
display_message ( s e l f . agent . a id . name , '
Restaurando se tor , fechando chave %s
' %s e l f . agent . a id . localname )
s e l f . agent . data [ ' s t a tu s ' ] = 1
load_disp = s e l f . content [ ' load_disp ' ] −
s e l f . agent . data [ ' l oad_l imi t ' ]
message = ACLMessage (ACLMessage .REQUEST)
message . s e t_protoco l (ACLMessage .
FIPA_REQUEST_PROTOCOL)
message . set_content (dumps({ ' r e f ' : 'R_05 '
, ' load_disp ' : load_disp }) )
for i in s e l f . agent . data [ 'up ' ] :
i f i != ' 0 ' and i not in age :
message . add_rece iver ( i )
age . append ( i )
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for i in s e l f . agent . data [ 'down ' ] :
i f i != ' 0 ' and i not in age :
message . add_rece iver ( i )
age . append ( i )
s e l f . agent . send (message )
i f s e l f . agent . data [ ' s t a tu s ' ] != 'LOCKED ' and
s e l f . agent . data [ ' s t a tu s ' ] == 0 :
i f s e l f . agent . data [ ' l oad_l imi t ' ] <= s e l f .
content [ ' load_disp ' ] :
i f s e l f . agent . data [ 'v_up ' ] == 0 and s e l f
. agent . data [ 'v_down ' ] == 0 :
display_message ( s e l f . agent . a id . name ,
'Fechando chave de
r e s tauracao %s '
% s e l f . agent . a id
. localname )
s e l f . agent . data [ ' s t a tu s ' ] = 1
load_disp = s e l f . content [ ' load_disp '
] − s e l f . agent . data [ ' l oad_l imi t '
]
message = ACLMessage (ACLMessage .
REQUEST)
message . s e t_protoco l (ACLMessage .
FIPA_REQUEST_PROTOCOL)
message . set_content (dumps({ ' r e f ' : '
R_05 ' , ' load_disp ' : load_disp }) )
for i in s e l f . agent . data [ 'up ' ] :
i f i != ' 0 ' and i not in age :
message . add_rece iver ( i )
age . append ( i )
for i in s e l f . agent . data [ 'down ' ] :
i f i != ' 0 ' and i not in age :
message . add_rece iver ( i )
age . append ( i )
s e l f . agent . send (message )
# e l s e :
# display_message ( s e l f . agent . a id . name , '
Alimentador nao possu i carga s u f i c i e n t e
para re s taurar todos os se tore s , s e t o r %
s continua desernegizado , rede f o i
RESTAURADA PARCIALMENTE! ' %s e l f . agent .
a id . localname )
# e l s e :
#display_message ( s e l f . agent . a id . name , 'Rede
res taurada ! ' )
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class AgenteSwitch (Agent ) :
def __init__( s e l f , aid , data ) :
super ( AgenteSwitch , s e l f ) . __init__( aid=aid , debug=
False )
s e l f . data = data
s e l f . fau l t_data = dict ( )
# Comportamento que aguarda por ocorrenc ias na rede
comp_request_2 = CompRequest2 ( s e l f )
s e l f . behaviours . append ( comp_request_2 )
# Comportamento de comando de IEDs
comp_request_3 = CompRequest3 ( s e l f )
s e l f . behaviours . append ( comp_request_3 )
#
# comp = CompRequest4 ( s e l f )
# s e l f . behav iours . append (comp)
