The additive hazards model is one of the most commonly used regression models in failure time data analysis and many authors have discussed its inference under various situations (Lin and Ying, 1994; Lin et al., 1998; Zeng et al., 2006; Wang et al., 2010) . In this paper, we consider it when one faces left-truncated and interval-censored data, which often occur in, for example, epidemiological and medical follow-up studies. For inference, an efficient sieve maximum likelihood estimation procedure is developed and assessed by simulation studies, which indicate that the proposed method works well in practical situations. An illustrative example is also provided.
INTRODUCTION
The additive hazards model is one of the most commonly used regression models in failure time data analysis, especially when one is interested in excess risk or risk difference (Kalbfleisch and Prentice, 2002; Klein and Moeschberger, 2003) . For the inference about the model, many estimation procedures have been proposed under various situations (Lin and Ying, 1994; Lin et al., 1998; Zhou and Sun, 2003; Zeng et al., 2006; Wang et al., 2010) . For example, some of the early works were given by Lin and Ying (1994) and Lin et al. (1998) , who considered the situations of right-censored data and current status data described below, respectively. More recently, both Zeng et al. (2006) and Wang et al. (2010) discussed the fitting of the model to interval-censored data.
By interval-censored failure time data, we mean that the failure time of interest is observed only to belong to an interval or a window instead of observed exactly or right-censored (Finkelstein, 1986; Sun, 2006; Chen et al., 2012) . It is easy to see that such data naturally occur in many fields including medical follow-up studies such as clinical trials. In these situations, it is usually the case that study subjects are given a set of prespecified clinical or observation times for checking * Corresponding author.
the status or occurrence of a certain disease or medical condition. However, it is well-known that it is common that the real observation times will be different from subject to subject and the occurrence time of the disease or medical condition is known only to be between some observation times. For the case where each subject is observed only once, the observed data are usually referred to as current status data (Jewell and van der Laan, 2004ab) . Other fields that often produce interval-censored data include demographical studies, economic and financial studies, epidemiological studies, social sciences and tumorigenicity experiments.
Many authors have investigated regression analysis of interval-censored failure time data and some early references include Finkelstein (1986) , Huang (1996) and Huang and Wellner (1996) . For relatively complete and recent references, the readers are referred to Sun (2006) and Chen et al. (2012) . In addition to censoring, a failure time study may also involve the left-truncation, which occurs if a subject has to satisfy certain conditions or experience some initial events to be included in a study. It is apparent that the truncation can make the analysis much more complicated and the analysis would yield biased results if one ignores the truncation as discussed below (Pan and Chappell, 1999) .
Several methods have been proposed for regression analysis of left-truncated and interval-censored data. For example, Kim (2003) considered left-truncated and current status data and Pan and Chappell (2002) and Shen (2014) investigated the general situation, all under the proportional hazards model. However, it does not seem to exist an established procedure for fitting the additive hazards model to such data. It is well-known that sometimes the proportional hazards model may not fit the data well or be appropriate and the additive hazards model describes a different aspect (Lin and Ying, 1994; Kulich and Lin, 2000) . In particular, one may want to employ the additive hazards model when the interest is on additive or excess risk as often in, for example, social sciences, for which the proportional hazards model is clearly not appropriate. In the following, an efficient estimation procedure is presented for the additive hazards model with left-truncated and interval-censored data.
The remainder of the paper is organized as follows. We will begin in Section 2 with introducing some notation, the model and the assumptions used throughout the paper. A sieve maximum likelihood estimation procedure is then developed in Section 3 for estimation of unknown parameters. In the method, piecewise linear functions are used to approximate the baseline cumulative hazard function (Huang and Rossini, 1997) . The resulting estimators of regression parameters are shown to be consistent and have asymptotic normal distribution and furthermore, we show that they are efficient. Section 4 presents some results obtained from a simulation study conducted to evaluate the proposed estimation procedure and they suggest that the approach works well for practical situations. An illustrative example is provided in Section 5 and Section 6 contains some discussion and concluding remarks.
NOTATION, MODEL AND ASSUMPTIONS
Consider a failure time study that involves n independent subjects as well as both left-truncation and intervalcensoring. For subject i, let T i denote the failure time of interest and suppose that there is a vector of covariates denoted by Z i , i = 1, ..., n. Also let X i denote the lefttruncation time and U i and V i the interval-censored observation times associated with subject i such that X i < U i < V i and one only knows
Then the observed data have the form
In the following, we suppose that the main objective is to make inference about the effects of the Z i 's on the T i 's.
To describe the covariate effects, we will assume that given Z i , the hazard function of T i has the form
where λ 0 (t) denotes an unknown baseline hazard function and β is a vector of regression parameters. That is, the T i 's follow the additive hazards model (Lin and Ying, 1994) . Define Λ 0 (t) = t 0 λ 0 (s)ds, the baseline cumulative hazard function, and S 0 (t) = exp{ −Λ 0 (t) }, the baseline survival function. Then the survival function of T i has the form
In the following, we will assume that given Z i , (X i , U i , V i ) are independent of T i . Then the conditional likelihood function of β and Λ 0 given T i ≥ X i can be written as
The resulting log-likelihood function has the form
In the next section, we will discuss the maximization of the log-likelihood function above with the focus on the inference about regression parameters β.
EFFICIENT SIEVE MAXIMUM LIKELIHOOD ESTIMATION
Now we consider the estimation of β and Λ 0 . For this, it is apparent that a nature approach is to maximize the loglikelihood function l n directly. On the other hand, it is wellknown that the maximization is not easy or straightforward due to the dimension of Λ 0 (t). To deal with this, following Huang and Rossini (1997) and others, we propose to employ the sieve approach that approximates Λ 0 (t) by using linear functions.
Let 0 = t 0 < t 1 < . . . < t qn = τ denote a partition of the observation interval [0, τ] , where τ denotes the largest follow-up time. Here q n is usually called the sieve number and set to be an increasing integer along with n at the rate O(n κ ) with 0 < κ < 1/2. Define H n to be the set of all linear functions T are some unknown parameters. With respect to γ, we can rewrite Λ n (t) as
It is easy to see that Λ n (t) is a piecewise linear function and by focusing on the space Θ n , we have a finite parameter estimation problem compared to the original estimation problem. Also it can be easily shown that as n → ∞, Θ n converges to the original parameter space Θ and thus Θ n can be used as a sieve space.
For estimation of β and Λ 0 , we propose to use the esti-
For the determination of θ n , it is apparent that a natural method is to solve the following score equations
where
In the following, we will establish the consistency of θ n and the asymptotic normality and efficiency ofβ n . For this, let G (x, u, v) denote the joint distribution function of (X i , U i , V i ) and define the distance
All limits below are taken as n → ∞. First we will give a result about the information matrix for β.
Theorem 3.1. Suppose that the regularity conditions (A1)-(A7) described in the Appendix hold. Then it can be shown that the information matrix I(β) given in the Appendix for
β is a positive definite matrix with finite entries.
Theorem 3.2. Suppose that the regularity conditions (A1)-(A7) described in the Appendix hold. Then we have
in probability with 0 < κ < 1/2, r defined in the condition (A5) and β 0 being the true value of β.
Theorem 3.3. Suppose that β 0 is an interior point of B and 1/4r < κ < 1/2. Also assume that the regularity conditions (A1)-(A7) described in the Appendix hold. Then we have
in distribution, where P n denotes the empirical measure of
The proofs of the results above are sketched in the Appendix. Note that Theorem 3.2. suggests that the proposed estimator θ n is not only consistent, but also can be optimal with setting κ = 1/(1 + 2r), which gives the convergence rate of n r/(1+2r) , equal to n 1/3 or n 2/5 for r = 1 or 2, respectively. Theorem 3.3. tells us that one can approximate the distribution of β n by the normal distribution and its asymptotic covariance reaches the lower bound. That is, β n is efficient.
To make inference about β based on the result above, one needs to estimate the information matrix I(β). For this, one common method is to use the observed information matrix, which would involve the calculation of the second derivatives of the log likelihood. Instead we suggest to employ the profile likelihood method (Murphy and van der Vaart, 1999) . Specifically, let pl n (β) = l n (β, Λ β ) denote the profile log likelihood for β, where Λ β denotes Λ that maximizes l n (β, Λ) for given β. Also let h 1 , . . . , h d denote random variables and e i a d-dimensional vector of zeros except the ith element being equal to one, where d denotes the dimension of β.
and
. Then one can show that if h i P → 0 and both h i /h j and ( √ nh i ) −1 are bounded in probability, I ij converges in probability to the (i, j)th component of the information matrix I(β). In other words, I(β) can be con- 
A SIMULATION STUDY
To evaluate the finite sample performance of the estimation procedure proposed in the previous sections, we conducted a simulation study. In the study, for the covariate, we considered three cases. The first two are to assume that there exists one covariate and the Z i 's follow either the Bernoulli distribution with the success probability being 0.5 or the uniform distribution over (0, 1), respectively. The third case is to assume that there exist two covariates with the first one generated from the Bernoulli distribution with the success probability being 0.5 and the second covariate from the uniform distribution over (0, 1). For the generation of the left-truncated and interval-censored times, we first generated W 1i , W 2i and W 3i from the exponential distributions with the parameters a, b and c, respectively, and then took
The failure times of interest T i 's were generated under model (1) with λ 0 (t) = 1 and the empirical approach was employed to obtain the required truncation and censoring percentages. The results given below are based on 1,000 replications. Tables 1 and 2 present the results on estimation of β based on the simulated data with the Z i 's being either discrete or continuous, respectively, the true value β 0 = 0, 0.5 or 1, and n = 100 or 200. The results include the estimated bias (Bias) given by the average of the estimators minus the true value of β, the sample standard error (SSE), the average of the estimated standard errors (ESE) and the 95% empirical coverage probability (CP). Here we took q n to be the integer part of n 1/3 . In each of the tables, the top part is for the case of 20% left-truncation, while the bottom part corresponds to 40% left-truncation. These results suggest that the proposed estimator seems to be unbiased and the variance estimation method also seems to work well. As expected, the results became better when the sample size increased. The results on estimation of β with two covariates are given in Table 3 with β 0 = (0.5, 1) or (0.5, 0.5) , 40% lefttruncation percentage and the other set-ups being the same as in Tables 1 and 2 . Again these results indicate that the proposed estimation procedure seems to work well. In addition, the CP in all three tables plus the quantile plots of the standardized estimator against the standard normal variable, which are not shown here, suggest that the normal approximation to the distribution of the proposed estimator seems to be appropriate too for the situations considered here. It is interesting to note that the results obtained under two different truncation percentages are close to each other. In other words, for the situations considered here, the truncation percentage does not seem to have significant effects.
To further investigate the truncation effect on the estimation of regression parameters, we repeated the studies above but assuming no truncation in fitting the proposed estimation procedure to the simulated data. In other words, we compared the proposed method to the same method but ignoring the truncation. Table 4 displays the estimated biases for the two approaches under various situations with β 0 = 1 and the other set-ups being the same as with either Table 1 or 2. It is easy to see that the ignoring of the left-truncation yielded biased estimates. In all results given above, we chose the sieve number q n to be the integer part of n 1/3 , which is 4 or 5 for n = 100 or 200, respectively. As suggested by a referee, it would be useful to evaluate the robustness of the proposed estimation procedure to the sieve number. Table 5 presents the results on estimation of β by using different sieve numbers with the other set-ups being the same as in Table 1 . One can see from the table that they are similar to each other and suggest that the proposed estimation procedure seems to be robust to the sieve number.
Note that in the above, the focus has been on the intervalcensored data that can be described by the two variables U i and V i . In practice, the observed data may have a different format like those arising from periodic follow-up studies such as clinical trials. To assess the validity of the proposed estimation procedure for these situations, we also performed the study in which each subject was supposed to be observed at a sequence of fixed, equally spaced time points t 1 < · · · < t k . Furthermore, it was assumed that at each time point, a subject was actually observed with the probability p, and we defined U i and V i to be the largest and smallest t j at which subject i was observed and that are smaller and larger than the generated failure time T i , respectively. The other set-ups are the same as before and Table 6 gives the obtained estimation results with 40% left-truncation, the Z i 's following the Bernoulli distribution, k = 10, t j = 1 + 0.1j, j = 1, . . . , 10 and p = 0.6 or 0.8. They indicate that the proposed approach seems still to be valid and perform well. We also considered other set-ups and obtained similar results.
AN ILLUSTRATIVE EXAMPLE
In this section, we illustrate the inference procedure proposed in the previous sections by applying it to the AIDS cohort study of hemophiliacs discussed in DeGruttola and Lagakos (1989) and Kim et al. (1993) among others. The original study consists of 257 patients with Type A or B hemophilia and these patients were at risk for HIV-1 infection due to the contaminated blood factor that they received for their treatment. Also the patients are classified into two groups, lightly and heavily treated groups, according to the amount of blood they received and one of the original study goals is to assess the effect of the amount of blood or the group effect. For both HIV-1 infection and AIDS diagnosis times, only interval-censored data are available. For the analysis below, following others, we will focus on the 188 patients who were found to be infected by HIV-1 at the time of the analysis and among them, 41 were diagnosed to have AIDS. Our interest is on the group effect on the AIDS diagnosis time.
For the analysis, define T i to be the AIDS diagnosis time for patient i and Z i = 0 if the ith patient belongs to the lightly treated group and Z i = 1 otherwise. By following Kim (2003) , we will use the midpoint of the observed interval for HIV-1 infection as the left-truncation time for the AIDS diagnosis time. Some comments on this are given below. To apply the proposed estimation procedure, we tried several sieve numbers. With q n = 5, we obtained β n = 0.0172 with the estimated standard error of 0.0080, which gives the p-value of 0.0324 for testing no group effect. If using q n = 9, the method yielded β n = 0.0197 with the estimated standard error being 0.0086, corresponding to the p-value of 0.0224 for the same test. The results with other q n are similar and they all suggest that the patients in the heavily treated group had significantly shorter AIDS diagnosis time or higher risk of developing AIDS than in the lightly treated group. For comparison, we also analyzed the data by using the proposed method but ignoring the truncation as discussed in the previous section. The resulting estimates with q n = 5 and q n = 9 for the group effect are −0.0088 or −0.0521, respectively. The negative sign of the estimated treatment effect clearly suggests that the ignoring of left-truncation can lead to some misleading or completely different results or conclusions as suggested by the simulation study.
CONCLUDING REMARKS
This paper discussed regression analysis of left-truncated and interval-censored failure time data arising from the additive hazards model. For estimation, an efficient sieve maximum likelihood estimation procedure was developed with the use of piecewise linear functions to approximate the unknown baseline cumulative hazard function. In addition, we established the asymptotic properties of the proposed estimators including the efficiency of the estimated regression parameters. The simulation study indicates that the proposed method seems to work well for practical situations.
Note that in the proposed estimation approach, we have employed piecewise linear functions to approximate the baseline cumulative hazard function and one advantage of such approximation is its simplicity. Alternatively, one may use any other smooth functions and develop similar estimation procedures. Among others, for example, one may apply I-spline functions or the seminonparametric approximation discussed in Zhang and Davidian (2008) . However, the implementation may be more complicated. Also it is worth noting that for the implementation of the proposed estimation procedure, as usual, one faces a constrained estimation problem as only values of β that makes λ(t|Z) in model (1) nonnegative are valid.
As pointed out above, the focus of this paper has been on the left-truncated and interval-censored data that can be characterized by variables X i , U i and V i . In particular, it has been assumed that the truncation time is exactly known. Sometimes this may not be the case (Turnbull, 1976) and instead the truncation time may be known only to belong to an interval. In this latter situation, it is easy to see that a simple and natural approach is to employ an imputation procedure to impute the truncation time and then apply the proposed method as in Section 5. However, this clearly may not yield a valid analysis and an appropriate approach should be to apply some new methods that can deal with both interval-truncated and interval-censored data, whose development is beyond the scope of this paper. With respect to the format of censoring intervals, in reality, one could face the interval-censored data given or described by other formats such as those arising from clinical trials or periodic follow-up studies in general. The simulation study given in Section 4 indicates that the proposed estimation procedure seems to be valid for these types of interval-censored data too. On the other hand, of course, it would be useful to provide some theoretical justification to it.
There exist several other directions for more research too. For example, it would be helpful to develop a data-driven method for the selection of the sieve number in the proposed approach. In addition to left-truncation, sometimes one may also face right-truncation or a truncation interval (Turnbull, 1976) as mentioned above and thus it would be useful to generalize the presented method to these situations. Another direction for future research is the investigation of the model adequacy and the development of some test procedures for it. In the case of right-censored failure time data, some procedures have been developed based on various types of residuals. For interval-censored data, however, there seems to exist little research except Ghosh (2003) , who considered the current status data situation only. Of course, a related question is the robustness of the proposed estimation procedure to model (1). For this, we conducted a small simulation study and the results indicate that as expected, the bias of the estimated regression parameter increased when the underlying model moved away from model (1).
APPENDIX A. PROOFS OF THE THEOREMS
Before presenting the proof, we will first define some notation and describe the regularity conditions needed. Let the parameter space be Θ = B × Φ, where B is a bounded subset of R d and Φ is defined by
Condition (A2). The joint distribution of ( X, U, V, Z ) does not depend on ( β, Λ 0 ) .
Condition (A3). There exist 0 < τ 0 < τ 1 and 0
Condition (A4). There exists a positive number η such that P (U − X ≥ η) = 1 and P (V − U ≥ η) = 1. Condition (A7). The conditional density g (x, u, v|z) of (X, U, V ) given Z has uniformly bounded partial derivatives with respect to x, u and v. The bounds of these partial derivatives do not depend on z.
Condition (A5)
Note that the regularity conditions described above are commonly used in the interval-censored data literature (Huang, 1996; Huang and Wellner, 1996) . In particular, conditions (A1) and (A2) are to ensure the independent censorship and conditions (A3) and (A6)(a) usually hold in typical medical studies. The condition (A4) is commonly required to ensure the existence of interval censoring and (A6)(b) is simply for the identification of the model.
A.1 Proof of Theorem 3.1
To calculate the information for β. Let l(β, Λ) be the loglikelihood function for a sample size n = 1. Define functions A i , i = 1, 2, 3, 4, by
By conditions (A3) and (A4), A 1 , A 2 , A 3 and A 4 are positive functions of (x, u, v, z) . x, u, v, z) . Then the score function for β iṡ
The score operator for Λ iṡ
Let F is the distribution corresponding to Λ and P is the joint probability measure of (δ 1 , δ 2 , X, U, V, Z), then the score operatorl Λ maps L 
where ·, · P and ·, · F are the inner products in L 0 2 (P ) and L 0 2 (F ), respectively. We need to find φ
. This amounts to solving the following normal equation:
First note that we havė
by Groeneboom and Wellner (1992) , pages 8-9, or Bickel et al. (1993) , pages 271-272. Also by conditions (A1) and (A4),
where g (x, u, v|z) is the conditional density of (X, U, V ) given Z. Let x, u, v, Z)g(x, u, v|Z) ], x, u, v, Z)g(x, u, v|Z) ], , u, v|Z) ]. By the definition of A's, B's are all positive functions, and
We calculate x, u, v, Z)g(x, u, v|Z) x, u, v, Z)g(x, u, v|Z) ], Zg(x, u, v|Z) ]. Then further calculation yields Furthermore, note the facts that K(t, w) is a bounded kernel (K being a L 2 kernel suffices) and if φ(t) − K(t, w)φ(w)dw = 0, then we have φ(t) ≡ 0 on [τ 0 , τ 1 ]. By these facts and the classical results on Fredholm integral equations (Kanwal (1971) , Sections 4.2 and 4.3; or Kress (1989) , Chapter 4), there exists a resolvent Γ(t, w) (completely determined by K) such that
R(t) ≡l
From equations (A5) and (A6), we can derive properties of φ * . By (A6), φ * is bounded on [τ 0 , τ 1 ]. By (A5), this implies φ * is continuous. This in turn implies φ * is differentiable. Since b is bounded away from zero, the partial derivative of each component of K with respect to t is bounded on its integral interval and the derivative of r is bounded. It follows that the derivative of φ * is bounded. This completes the proof.
