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Abstract. An lteratlve method for zero-one minimization of integer polynomials, hnear m 
each variable, is outhned. It Js based on Camlon's method of binary developments with com- 
putations using multlphcatlon and sum mod 2. The method is straightforward, oes not requtre 
any branching or solving of mequahtles, but, as with any Boolean method, may revolve storage 
and retneval problems. A general formula Is derived which may serve as a basis for a more di- 
rect approach. 
1. Introduction and preliminaries 
In this paper a method for zero-one minimization of an integer poly- 
nomial, linear in each variable, is presented. It is an extension of Ca- 
mion's ideas [ 1 ] based on binary developments and on computations 
in GF(2) (basic operations in (0, 1 } are sum mod 2, multiplication, 
and the constant 1). The method is iterative, does not require any 
branching or solution of inequalities, but, as with any Boolean method, 
may involve storage and retrieval problems. To avoid this as much as pos- 
sible, a more direct approach is briefly outlined. It is based on a general 
formula which is of a certain interest in itself. In the direct approach, 
we would need an effective algorithm for special "covering" problems 
which so far have not been studied. At this initial stage no computa- 
tional results are available. Since at present here are only few minimi- 
zation methods [3], it seems that this somewhat unconventional path 
should be explored. 
Let B = (0, 1 }. A function f (x  I , . . . ,x  n) with variables and values in 
B is called a Boolean funct ion .  A function f (x  1 ..... x n ) with variables 
in B and real values is called a pseudo-Boo lean funct ion  (p.-B.f.). Some- 
times we will denote f (x  I ..... x n ) simply by f o r fx .  A surprisingly large 
class of problems in operational research, graph theory and combina- 
torics can be reduced to the following problem: 
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Find the set ~2f of all points in B n where a given p.-B.f, fx  takes 
its minimum value (here B n is the set of all (al . . . . .  a n ) with a i = O, 1). 
This problem is called the minimization of a p.-B.f. An extensive survey 
of the results concerning this problem can be found in [3]. It is proved 
in [3, p. 22] that for every p.-B. function there are two real polynomials 
(1) g= ~ Cr ~D xt ' h= ~ c r ~_ErXt rEM t r r~P t 
(where cr are real positive numbers and both D r (r ~ M)  and E r (r ~ P) are 
distinct subsets of ( 1, ..., 17)) such that g-h  agrees with f on B n . One 
of the sets D r or E r in (1) can be 0: by usual convention the correspond- 
ing product is 1. Example. the disjunction x 1 vx  2 and negation Y are 
interpolated by x 1 + x 2 -X lX  2 and 1 -x,  respectively. 
In applications, the p.-B.f.'s usually take on only rational values. Thus 
for minimization purposes, we can assume that all c r are integers. I f f  
takes on negative values, we consider the function f -k ,  where k is a lower 
bound for the values of f (e .g ,  we can choose k = F-,r~ e Cr). Obviously, 
the points of minimum value of f -k  are precisly the points of minimum 
value off .  Noting that f -k  takes only non-negative values, we will as- 
sume throughout that f is a non-negative p.-B.f, whose interpolation (1) 
has integer coefficients. 
2. Binary development and approximations 
Let 2 p be a strict upper bound forf .  It is easy to see that there exist 
Boolean functions f / (x  1 . . . . .  x n ) such that 
(2) f=v~l  21ft • 
/=0 
The functions f /are  uniquely determined and (2) will be called the 
binary deve lopment  o f f .  The determination of f /wi l l  be discussed in 
Sections 3 -6 .  Assume that we have already determined all f/. The set 
~f  can be obtained as follows. 
For any Boolean function g, set S(g)  = g -  1 (1 )  = (x  ~ B n : gx  = 1 ) .  
Further let O n and 1 n be the constant Boolean functions of n variables 
equal to 0 and 1, respectively. Let ~0 be the characteristic function of 
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~2/- (I.e., ¢0 is the Boolean function satisfying S(¢ °) = ~f )  and let m be 
the minimum value o f f  on B n . Starting with ~bp = In, we will construct 
"approximations" CP, ¢P- 1 ..... q~l of ~0 such that 
(3) x ~ S((~') c, f x -m < 2' ( i=0  ..... p ) .  
For this we set q~P = 1 n" If ~b' (p >_ l > O) has been already constructed, 
we set 
~i J~-I if t~ i ~i-1 ~ On ' 
q~i-I ={ 
~b i if q~' ~_ 1 = On " 
We have the following: 
Proposition 2.1. The Boo lean  funct ions  49' sat i s fy  (3) and B n = S(qb p ) 
= ... = S((p, 1 +1) D S(q~ q ) = ... = S((p it+l ) D S(~) it) = ... = S(dp O) = ~2f. 
Moreover ,  
t 
(4) m=2 p- I -~  29. 
/=1 
Proof. By definition, S(¢ '+1 ) R S(~b'). Now S(q~ '+1 ) = S(~b') if and only 
i f¢  ~+1 ~ = O n , i.e. S(q~ '+1 ) ~ S~) .  But this means that on the whole 
S(4),+ 1 ) the function f, takes on the value 1 only. In this case, we have no 
change. Also S(q~ i+l ) 3 S(¢') <, ¢,+1 j~ 4: O n ¢, there are x ~ S(dpi+l ), 
where f~x = 0; and S(¢ z) consists precisely of all such x. Hence the ap- 
proximations q~' are designed so that the values o f f  on S(¢') are the 
best possible if we manipulate only fp_  1 . . . . .  fz. The  other assertions 
follow easily from this observation. 
3. Binary development by Boolean polynomials 
We need a method for the binary development (2). For this we 
will now determine the binary development of g. Let N = {0,1,.... }. 
Introducing the binary developments of all c r in the expression for g in 
(1), we get 
(5) g= ~ 2 k ~ Xkr ,  
kEN rEM k 
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where Xkr = r Is~DkrXs  , Dg r ~ (1 ..... n}, and only a finite number of 
the index sets M k are nonempty.  Note that Xkr takes on values in 
B = (0,1 } only and therefore can be considered as a Boolean variable. 
Example 3.1. Let g = 14 + 2x 1 + 3x2 + 3x2x4 + 9x4x5 • Then g can be 
expressed as follows: 
g = (x 2 +X2X 4 +X4X 5 ) + 2(1 +X X +X2 +X2X4)+4(1 )+ 8(1 +X4X 5 ). 
We will base the binary development of (5) on Boolean polynomials. 
The Boolean funct ion "sum mod 2" is )?,ix ~ = x I ~-... Sx  t which is equal 
to 1 if and only if x 1 + "'" + XI is odd. It is well known that ~- is an as- 
sociative and commutat ive operation satisfying x ~- 0 = x, x -i-x = 0 and 
x(y $ z) = xy $ yz  for any x, y, z ~ B. An expression of  the form 
E'Ae r I I~A Xi (where T is a system of  subsets of  ( 1, ..., n )) will be 
called a Boolean polynomtal. 
It is well known that any Boolean function can be represented as a 
Boolean polynomial.  This representation is unique up to order provided 
that the corresponding set T consists of  distinct subsets (e.g., 2 = 1 -i- x 
andx  1 v x 2 =x  1 -i'X 2 +XIX2). We will adopt the following notation. 
For any set M and integer t, let M t be the family of  all subsets of M with 
precisely t elements, and let 
(6) ( i ] '=  Z; 1-I x,.. 
A EM t rEA 
Example 3.2. Le tM = (1,2,3} and let X 1 =x2, X 2 =X2X 4 and X 3 = 
x4x 5 . Then 
[M] 1 =XI -i-X 2 JrX 3 =x 2 +x2x 4 J rX4X 5 , 
[M]2 =XlX2._i_X 1x 3 J c .X2X 3 = x2x2x  4 -~ X2XaX 5 -b X2XaXaX5 
= x2x  4 + x2x4x  5 + x2x4x  5 = x2x  4 , 
[M]3 =X1X2X3 =x2x2XaX4X5 = x2x4x5 , 
[M]t = 05 for all l > 3, 
since we have a sum over the empty set. 
It was proved in [ 1, p. 259] that 
3. Binary development by Boolean polynomials 
(7) G xi = 2 l [Mlzl.  
tEM I~N 
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Using (7) we can construct step by step the binary development ofg. 
This will be illustrated by the following example. 
Example 3.3. Consider g from Example 3.1. Using M = { 1,2,3 } and 
with [M] 1 and [M] 2 from Example 3.2, we getx  2 +X2Xa+XaX 5 = 
[M] 1 + 2[M] 2 = (x 2 -i- x2x  4 + XaX 5) + 2(x2x 4). Thus 
and 
Similarly, 
go = x2 5r x2x4  ~" x4x5  
g = go +2(1 +x 1 +X2 +2X2X4)+4(1)  +8(1 +X4X 5 ) 
= go +2(1 +x 1 +X2 )+4(1 +X2X 4 )+8(1 +X4X 5 ) . 
l+x  1 +x 2 = (1 -i-x 1 -i-x2)+ 2(x 1 Sx  2 -i-XlX2), 
gl = 1 -i-x 1 ~-x 2, 
g =go +2gl +4(I  +x2x 4 +(x 1 -i-x 2 -i- x lx2) )+8( l+xaXs) .  
Repeated application of (7) finally gives 
g = (x2- i -X2X4- i -X4Xs)+2(1- i -X lSrX2)+4(1- i -X lSrX2- i -X lX2+X2X4)  
+ 8(1- i -x l - ] -x25rx lx2" i -x4x5)+ 16(Xl- i -x25rXlX25rX4X5"i-XlX4X5 
4- X2X4X 5 Sk X 1X2X4X s ). 
Remark 3.4. The Boolean functionsg I are expressed as Boolean polynom- 
ials. In a general case, such an expression isas good as the usual disjunctive 
or conjunctive normal form. It is well known that for large n disjunctive 
normal forms of most Boolean functions cannot be simplified too much. 
However, some simple Boolean functions have very long Boolean poly- 
nomials, e.g. the longest Boolean polynomial is xl ... Xn = (1 -i'X 1 ) ... 
(1 + x n) = 1 S x 1 + ... +x n ~C X lX  2 +. . .+X lX  2 ... X n . Therefore we can 
use the mixed representation f  f as a sum mod 2 of elementary conjunc- 
tions xT,' ... x~k (where ai ~ B and x ° = X and x I = x). Such a represen- 
tation is no longer unique thus involving some minimization problems. 
Example: The function g of Example 3.1 can be expressed as 
g = (x25rx2x44"x4x  5 ) + 2(X 1 +X 2 ) + 4(X 1 ~2-i-X2X4 ) + 8(~'1 ~'2 + X4X5 ) 
~" 16( l$X lX2~-X lX2XaX 5). 
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Remark 3.5. This method is of course intended for computers. For this 
we can represent every Boolean polynomial ~'C~T Hi~c xi as a set of 
numbers {bc: C~ T}, where b c = ~n=l 2 i-1 bci and bci = 1 i f i  ~ C 
and bci = 0 if i  q~ C Then (IIi~ c xi) (II/~ o x/) is represented by bcu o 
and the representation f 
x,t i~ C 1E D 
is obtained from the system (bcu D : CE T, De  U} by deleting step by 
step pairs of equal numbers. 
Example 3.6. The functions gi from Example 3.3 are represented as
follows: go by (2,10,24},g 1 by (0 ,1 ,2 ) ,g  2 by (0 ,1 ,2 ,3 ,10) ,g  3 by 
(0,1,2,3,24),  andg 4 by (1,2,3,24,25,26,27).  
Having the binary development ofg, we can use the same method 
for h and get 
f=g-h= ~ 2 k gk -  ~ 2k hk , 
kEN k~N 
where all gk and h k are Boolean functions. It is not very hard to prove 
that ft can be computed using 
(8) ft = gt -i- h i ~- t!, 
where tt is the "carrying" given by t o = 0 and 
(9) tl+ 1 =h/(1 ~-gl) Srtl(1 3:gl~-hl). 
Example 3.7. Let h = 7X 3 + 5XlX2X 3 -I- 2XlX  5 . Proceeding as in Examples 
3.1 and 3.3, we have 
h = (3-i- 123)+2(35 15-i- 123) + 4(3-i- 135-i- 1235)+8(1235 135-i- 1235), 
where for simplicity the products XiX I ... X l are replaced by ij... l. The 
constant 1 will be denoted by 1. Let f = g-h ,  where g is the function 
from Examples 3.1 and 3.3. Using the above binary development of h, 
the development o fg  found in Example 3.3, (8) and (9) and after sim- 
plification (of type a -i- a = 0) we find 
4. Formula .for Srnl - . Sm u 
0 ~ 
f l  = 
f2 = 
fs  = 
f4  = 
2-i- 24-i- 45-i- 3-i- 123; 
1 -i- 1 -i- 2-i- 15-i- 23-i- 123 -i- 234 -i- 345 -i- 1234-i- 12345; 
1 -i- I $2-i- 12~- 15-i- 24-i- 123~- 125-i- 345-i- 2345; 
1-i- 1 -i- 2-i- 3-i- 12-i- 15-i- 45-i- 123-i- 125-i- 345-i- 123452345; 
1 -i- 2-i- 12-i- 13-i- 15-i- 23-i-45-i- 123-i- 125-i- 135-i- 245-i- 1235-i-2345; 
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with transfers t o = 0, and 
t I = 3-~ 23-i-234-i-345-i- 1234-i- 12345; 
t 2 = 3-i-155 123-i-125-i-135-i-34551235-i-2345; 
t 3 = 35 15-i- 125-i- 135-i-345-i- 1234-i- 1235-i-2345; 
t 4 = 13515-i-23-i-123-i-1255 135-i-145-i-1235-i- 124552345. 
Then ¢5 = 15 , ¢4 =f4 ,  ¢3 = ¢4f3 = 34- 13-i-23-i- 135-i-345-i- 1234-i- 1235 
-i-2345. Next ¢3~ = 05 and ¢2 = ¢3;¢1 = ¢2~ = 12355.12345;¢1f 0 = 
05 and finally ¢0 = ¢I = 1235-i- 12345. Since x Ix2x3x 5 +XlX2X3X4X 5 = 
X lX2X 3 (1-i-Xa)X 5 =X1X2X3.~aX5,  we have S(¢ 0) = ~2f= {(1,1,1,0,1)}. 
The function f is the function from [3, VI, § 1 Ex. 1] to which 14 was 
added in order to make it non-negative. Note that the minimum of f  
is 25 - I -24 -23-21  = 5. 
4. Formula for S m 1 "'" Sm u 
The method indicated in the previous paragraphs has clearly an itera- 
tive character. We first compute the Boolean polynomials o f f  0, f l , . . . ,  
and then compute~_  1, J~-I J~-2, etc. At each step we then need only 
to check whether certain products fm ~.-- fmt are identically 0 and only 
in the final stage to compute a single product of this type. Clearly in 
this straightforward method the difficulties are mainly related to storage 
and retrieval problems. For this reason, we will now derive an explicit 
formula for fro ... f rnt  based on certain Boolean polynomials. Although 
the formula is given in a relatively compact form it becomes very in- 
volved when written explicitely. 
Let s = Ej~ N 2i IP'[cz], where all ci] are Boolean variables or zeros and 
let s = F_,i~ n 2 is i  be the binary development ofs. We will first need a 
formula giving s m 1 "'" Sm u as a Boolean polynomial with the variables 
ci/ .  First we will simplify the notation. The letters i, ] and k will always 
denote an index running over N. Further u i will denote the ith term in 
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the binary deve lopment  of  u ~ N. Let M be the set of  all sequences 
= (/a0, ~1 .... ) o f  e lements f rom N containing only a finite number  of  
non-zero terms. To any/~ ~ M, we assign/a # = Z, 2 t/~t. 
Fur ther  let C be the set of  all infinite matr ices with a finite number  
of  entries that are Boolean variables and all other  entries zero. To any 
c ~ C we assign the weighted sum s(c) = Z#2/c,: .  Let the binary deve- 
lopment  o fs (c )  be Z z 2 t st(c). We will now derive a formula for 
sml (c). . .  Smu(C) which will be based on the fol lowing po lynomia ls  jt 
defined for every c = (cu) ~ C by 
(lO) / (c )= ]5 
A ~NI  u~A Cul , 
where N t is the set of  a l l / -e lement subsets of  N. Note that i ° (c)  = 1 for 
every ] and c. 
Finally for every l. we set 
[l] = {/1 (E M: U # = l}. 
Example  4.1. Let Cro = x r (r = 0,1,2) and % = 0 for all other  entries. 
Then 
0°(c)  = I, 
01(c) =x  0 -i-x 1 -i-x 2 , 
02(c) =XoX I SXoX 2 Sx lx2  , 
03(c) = XoXlX 2 , 
Ot(c) = 0 (t = 4,5 .... ) .  
Now we can formulate the basic result: 
Proposition 4.2. Let  0 <_ m 1 < ... < m u and let l = 2 m 1 + ... + 2mu. Then 
for every c ~ C, 
= l-I :1(c). (11) Sml(C) '"Smu(C) UE[I] I 
Example  4.3. For  m 1 = 0, we have l = 1 and So(C) = 01 (C)  = ]~i Cio. For  
m 1 = 1, we have l = 2, [2] = {(2, 0), (0, 1)) (writ ing only first two terms 
because all the others are 0), and s l (c)  = 02 (c) 1 ° (c) + 0 ° (c) 11 (c) = 
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02(C) 4- 11 (c). Similarly, omitting the c's, we have 
s o s t = 03 4- 01 11 , 
s 2 =0 4 4-0211 4- 12 4-21 , 
s 3 = 08 4- 06 11 4- 04 12 4- 02 13 4- 14 4- 04 21 4- 0211 21 
4- 1221 4-22 4-31 . 
Proof. We will start with the right side of(11).  Let c = (cz/) e C and let 
e = (e 0) be the matrix obtained from c by fixing the values of all Boolean 
variables in c. Further let/a ~ M. Among the entries e0j, eli .... there are 
precisely dj = ~,tetl entries equal to one while all the others are zero. Thus, 
by definition, 
(12) jUl(e) = (djj) (mod 2) 
(where, as usual, the binomial coefficient equals 0 if d / < gl )" Now we 
can apply a well-known result due to Lucas (see e.g. [2] or [4] ) 
(~al)) = 1 (rood 2) ,~ la,j <__ d 0 Vi ,  
where/ai! and dq denote the ith coefficient in the binary developments 
of/aj and dj, respectively. Thus 
(13) 1--[jUJ(e) = 1 (mod2)~* /aq<d 0 Vi ,  j .  
/ 
This leads naturally to the following definition. Let 13 be the set of all 
infinite 0-1 matrices. For every b = (b O) ~ /3, we set 
r(b)  = ~3 2 '+] bi! . 
q 
Setting d = (do) and m = (#0), we can easily verify that 
r(d)  = s(e), la # = r (m).  
Finally, for every b ~ /3 and every k, we set 
(14) /3bk = {a ~ B: a <_ b, r(a) = k} , 
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where <__ is the usual partial order (a <_ b ",~ a 0 <_ bi/ V i, j). Using (13) 
and this notation, we get 
(15) ~ l-- I /~:(e)-- I /3el l  (mod 2). 
~[11 1 
On the other hand, from r(d) = s(e) we get r m 1 (d) ... rmu(d)  = s m ~ (e) ... 
Smu (e) and therefore for the proof  of  (1 1) it suffices to prove the fol- 
lowing lemma. 
Lemma 4.4. Let  0<_ 1l 1 < .. .< ll u altd q = 2 nl + ... + 2 nu. Then for  any 
b~B,  
(16) I/3bql = r,, 1 (b) . . . rn , , (b)  (mod 2). 
Proof. We will use induction on r(b). I f r (b)  = 0, then all b~: = 0, all 
rn~(b) = O, /3bq = 0 (because a <_ b =, a = b while r(b) = 0 < q) and (16) 
holds. Assume that for a given k, the congruence (16) holds for all 
a ~ t3 with r(a) <_ k and for all q = I, 2 , . . . .  Let b ~ /3 such that r(b) = 
k + 1. Further let m be the least integer for which the set 
A m = ( ( i , j )~N 2. l+ l=m,b , := 1} 
is nonempty.  I fm > 111, then /3bq = 0 because very r(a) with a <__ b is 
divisible by 2 m while q IS not. Then (16) holds because we have also 
rnl (b) = 0. 
Thus assume that m <_ ii 1 and fix (u, o) ~ A m . The set t3bc t can be di- 
vided ln to two disjoint subsets (aE/3bq: auo = 0} and {a~/3bq:auo = 1}. 
Let a* ~ /3 be defined by a,, o = 0 and at1 = bt: otherwise. Then the first 
set is nothing else than /3a*q and the second set has the same cardinality 
as /3a.,q_2 m . Thus 
IBbql  = lEa .q l  + lSa .  q_ 2 m l. 
Now we can use the induction hypothesis because r(a* ) = r (b ) -2  m <_ k. 
Noting that 
q- -2  m =2 m +2m+l+. . .+2n1-1  + 2n2+. . .+2nu , 
we get 
5. Formula for fml ... fmt 
u nl -1 u 
(17) IBbql =-x]-J1 rnx(a*) + l-[ ry(a*) l-] rnz(a*) (mod 2). 
= y =m z =2 
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To prove the lemma it suffices to show that ylu=l rnx(b) is equal to the 
right side of (17). Starting from r(b) = r(a* ) + 2 m , for i >_ m we get 
i -1 
(18) ri(b)= [-'l rw(a*)il-r,(a*), 
w=m 
because in the binary development we have a "carrying" from the mth 
place to the ith place if and only i f r  m (a*) = ... = r,_ 1 (a*) = 1. Let 
I = {n l, ..., nu ). Using (18) in each term and expanding we get 
(19) 1--I rnx(b)= I--[ rw(a* ) [--I rz(a* ) . 
x=l  ACI  yEA w=m zE I \A  
For any 1 <_p<_ u, let Qp = (Du (np}" Dc_ (n I .... ,np_l ) }. 
In view ofr  w (a*) ~ (0, 1 } any term of the sum corresponding to 
A ~ Qp is equal to 
np-1 
I-[ r s(a* ) I-[ rnt(a* ). 
s=m t=p+l  
Now observe that IQpl is even if 2 < p <_ u and Q] = {n 1 }. Thus in the 
sum on the right side of (19) all terms cancel except for the term cor- 
responding to A = 0 and A = {n 1 } and we get (17). This completes the 
induction step and proves the lemma. 
5. Formula for.ffml "'" fm t 
Now we can give the formula for fro l"'" fm t" Let  f = g -h  with 
(20) g= ~ 2 jX  O, h= ~ 2 j Yq ,  
where X = (Xq) ~ C and Y = (Yq) ~ C andf takes  only non-negative 
values. For any k, l ~ N, we set k<_ / if k~ < l~ for every i (e.g. 1 <__ 3 
while 1 "< 2 is not true). Finally, let 
(21) l* = {(#,v )~M:  v#<__ l ,~#<l -v  #) .  
Now we can state: 
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which is the required equality (22) arranged according to q = p# and 
r = ~#. This completes the proof. 
6. Concluding remarks 
In the following example we will discuss a possible application of 
Proposition 5.1. 
Example 6.1. Consider 
f=  14 +2x 1 + 3x 2 + 3x2x 4 + 9x4x 5 --7x 3 --5XlX2X3 --2XlX 5 
from Example 3.7. The matrices X and Y (writing only the first four 
columns and rows) are 
(31) 
D 
X 2 1 1 1 
X2X 4 X 1 0 X4X 5 
X4X 5 X 2 0 0 
0 X2X 4 0 0 
B 
x 3 
x1x2x  3 
' 0 
0 
x 3 x 3 0 
XlX 5 XlX2X 3 0 
0 0 0 
0 0 0 
respectively. Using Example 5.2 and the notation from Example 3.7, we 
get 
1~ = 1 4- (244- 245-i- 245)-i-(1 4- 1 4- 2-i- 24)-i- (3-i- 123) 
-i- (2-i- 24-i- 45) (3-i- 123)-i- 123 4- (3-i- 15) 
which agrees with the result obtained in Example 3.7. 
In the minimization method described in Section 1 we have to decide 
first whether j~ = 0 5 . For this it suffices to show that the Boolean poly- 
nomial of j~ has the constant erm 1. Looking at (31) we see that the 
constant 1 can appear only in the products of  the form 
l'IiiU~(X) FI/j"/(IO with u# = 0 and p# ~ 16, P0 = 0, and Pl,/~2,/a3 
• (0, 1 }. This means that 1 can appear only in the products 1 ul (X) 
2u2(X) 3u3 (X) with p~ • {0, l} satisfying 2p 1 + 4p 2 + 8p 3 • {0, 16}. 
Clearly only Pl = P2 =P3 = 0 is suitable, therefore the constant 1 appears 
in f  4 andj~ ¢ 05 . As a byproduct  we know that the min imum of f is 
25 -1 -24  = 15. 
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In the minimization technique we next have to consider f4f3. Proceed- 
ing as in the previous case we have to consider the number of solutions 
of 2/21 + 4/22 + 8/23 ~ ~0, 8, 16, 24) in (0, 1 )3. This time it has two so- 
lutions and therefore f4 f3. does not contain the constant 1. Next we 
may scan the linear terms o f f  4 f3. If these are not present, we may try 
the quadratic ones etc. and in principle f4 f3 :/: 05 can be verified by 
such an exhaustive search. Some of the 25 monomials cannot appear a 
priori (e.g. x 4, x 5, XlX 4, x2x 5, X3X4) .  Nevertheless for terms consisting 
of variables frequently appearing in X and Y (e.g. the term XlX2X3) it 
is not easy to decide whether they appear in f4 f  3 or not. This is a prob- 
lem for which we need an efficient algorithm because it will be applied 
many times. At the present stage we posses no computationally appli- 
cable algorithm of this type and it might well turn out that none ex- 
ists. Nevertheless in the absence of other very efficient methods we feel 
that this somewhat unconventional pproach should be explored. 
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