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Abstract
In order to assess the coverage and the quality of the census data of the 
1991 census, the Census Validation Survey (CVS) was carried out by the 
Social Survey Division of OPCS. The survey produced estimates of house­
hold spaces, households and persons together with 95% confidence intervals. 
The CVS estimated the census undercount from six different samples five 
of which were drawn from the census records and hence dependent. From 
the comparison between 1991 census results and demographic estimates it 
was felt that CVS failed to estimate the true undercount figure of the 1991 
census. Moreover, the CVS methodology was unable to estimate the under­
count by age, sex, race and geographic categories. This dissertation presents 
methods for estimating population by age, sex and race as well as geographic 
categories. Three different estimators, Chandra- Sekar, Greenfield and El- 
Sayed Nour using information from two different sources (census and survey) 
are discussed. Adjustment factors are generally computed as the ratios of 
these estimates to the census counts. Average estimates from these three 
estimators may produce better adjustment factors. Models to produce more 
accurate estimates of the size of the closed population by using a second 
sample by matching with census and survey are also discussed. The models 
we present provide a mechanism for separating out the dependence between 
census and survey data induced by individual heterogeneity. The resulting 
data take the form of 2 x 2 X 2 table in which only one of the eight cells is 
unknown. Using log-linear quasi-symmetry models we describe how to esti­
mate the expected values of the observable cells of this table. To estimate 
the populations for Local Authorities (LA) a regression method is presented. 
The resulting estimates are found to be more accurate than the CVS esti­
mates and were also close to the 1991 demographic estimates. We describe 
a methodology for estimating the accuracy of the dual systems estimates of 
population with the help of hypothetical data. The methodology is based on 
decompositions of the total error into components, such as sampling error, 
matching error, and other non-sampling errors. An imputation method and 
some recommandations are also discussed.
K E Y  W O RD S: Census; Post-Enumeration Survey; Undercount; Dual- 
System Estimate; Demographic Estimates; Imputation.
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Chapter 1 
Introduction
In recent years, interest in improvements in the taking of censuses of 
population and housing have been realized in many countries. This is due, 
among other things, to their growing use in formulating policies and pro­
grammes, in the dispensation of Government funds, and in planning. In 
1961, England and Wales first marked the formal statistical checks on the 
completeness and quality of census enumeration. Some limited demographic 
checks, using birth and death registration records for instance, took place 
immediately after the 1951 census; but these were not as extensive, nor as 
pre-planned, as those devised for subsequent censuses (OPCS, 1983). The 
best results of the 1991 Census Validation Survey suggested that the census 
missed about 288,000 people or 0.5 per cent of the population present in pri­
vate households in England and Wales on census night. Among these people 
162,000 were residents, 98,000 were visitors, while the residential status of 
the remaining 28,000 was not known. The CVS estimates (best) of overall 
undercoverage of household spaces was estimated as 198,000 -  a little under 
one percent of the total while the estimated overall undercoverage of house­
holds was 125,000 -  a little over 0.5 percent of the total. However, there
6
was no statistically significant difference between the net underenumeration 
of different areas -  of household spaces, households, and resident households 
(Heady et al, 1994).
The degree of under-enumeration from the 1981 PES (Post Enumeration 
Survey) is of the same magnitude as the extent of under-enumeration es­
tablished in the coverage checks of the 1991 CVS. From the 1981 PES it 
was observed that there was a big difference between London -  especially 
Inner London -  and the rest of the country. The same result held in 1991. 
Under enumeration of persons in the Inner London area is estimated to be 
about 2.5 per cent compared with 0.3 per cent outside London -  the level in 
Outer London is about 1.0 per cent. Some 2.8 per cent of households were 
missed in Inner London compared with about 0.4 per cent elsewhere. From 
the U.S. census reports it is also known that i) men tend to be missed at 
a higher rate than women and ii) blacks tend to be missed at a higher rate 
than non-blacks. If the rate of net under count were nearly constant across 
races, sexes, age-groups and regions, few people would be concerned. Some 
national and Local Government agencies rely on census figures to determine 
how to allocate funds and resources to various Government programs. If large 
demographic groups are differentially undercounted in the census, such funds 
and resources, which are allocated to administrative units partly or wholly 
on the basis of their estimated sizes, are inequitably distributed. A group 
with a large relative undercount receives somewhat less of these resources 
per capita. Moreover, all inhabitants of an area with a high proportion of 
members of such a group probably suffer as well.
In this situation it is very important to investigate the ability of different 
methods to identify the extent of under cover age. It is needless to mention 
that the ability of different methods to produce accurate estimates essentially 
depends on accurate and reliable data. If the quality of the data collected is
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not good, even the best method of estimating the undercoverage will not be 
able to give good estimates.
The purpose of this dissertation is to compare different methodologies for 
estimating census coverage and to investigate how well they work and to pro­
vide a methodology for distributing estimated missing people throughout the 
country. This dissertation also gives an imputation technique and develops 
a methodology to estimate the total error of any census and/or survey.
An Outline of the dissertation
The dissertation is divided into nine chapters. Chapter 2 contains a 
review of the different methods of estimating the undercoverage around the 
world with their merits and demerits. We mainly focus on one of the post 
enumeration survey estimates known as dual system estimate (DSE). We 
describe the method in detail and also the main methodological problems of 
the method. We also discuss some alternative estimates of the DSE as well 
as the triple system method of estimation.
In Chapter 3 we describe the 1991 U.K. Census process and methodology 
and sampling design of the Census Validation Survey (CVS). Some of the 
CVS findings were also compared with demographic estimates and we discuss 
the main reasons for the discrepancies between the two estimates. We also 
discuss the ways of handling the unresolved cases of the census by the CVS 
interviewers.
In Chapter 4 we present an example with the help of hypothetical data of 
dual-system models to estimate the missing people as well as the undercount 
of the census. We present three alternative estimation procedures of the 
people missed by both the census enumerators and the CVS interviewers. 
The three estimation procedures were chosen because we believe these three 
estimates will produce a range of missing people under most of the data 
collection situations.
In Chapter 5 we give details of the log-linear model as an extension of the 
dual system method to estimate the undercoverage by using information from 
three different sources one of which may be administrative lists. We discuss 
four alternative log-linear models and use hypothetical data to estimate the 
population total.
In Chapter 6 we present a regression model to estimate the local au­
thority population total. We discuss in detail why and how we estimate 
the dependent variable for the regression model for 403 local authorities. 
For evaluation purposes we use another independent estimate known as the 
‘Goldstandard’ estimate.
In Chapter 7 we briefly describe several types of missing unit, the effect 
of missing unit, different methods of imputation and our proposed methods 
of imputation.
In Chapter 8 we deal with the total error model. We divide the total 
error into three components and describe each of these components with the 
complete procedure of measuring the error from each of these three compo­
nents.
In Chapter 9 we present recommendations which we believe are neces­
sary for the improvement of the future U.K. census.
Chapter 2 
Census Evaluation:Review of 
the Literature
2.1 Introduction
Pre-modern censuses or counts of population were carried out with some 
specific purpose -  such as taxation or military conscription -  in mind. The 
modern censuses are much more than headcounts: “it also implies the collec­
tion and publication of a great variety of information on the characteristics 
or ‘attributes’ of the individual, such as age, sex, marital status, birthplace, 
economic activity, etc., and the composition of the households among which 
the population is distributed” (Dewdney, 1983). In 1967 the United Nations 
defined the census as “the total process of collection, compiling, evaluating, 
analysing and publishing demographic, economic and social data pertaining, 
at a specified time, to all persons in a country or in a well-defined part of a 
country” .
According to Yaukey (1985), a modern census has four key elements: (1) 
It should be universal, that is everyone in the census area should be enumer­
10
ated. (2) It should be simultaneous, that is, everyone should be counted at 
the same time to minimize the underenumeration or overenumeration. (3) It 
should be periodic, that is, everyone should be counted at regular intervals 
in order to permit measurement of changes in the population. (4) Finally a 
census should be individual, that is, the enumeration of each should include 
different descriptive variables about that person (age, sex, race, etc.) so that 
individual-level variables can be cross-classified.
Every census in every country faces a challenge to meet the above criteria. 
The two strongest criticisms of the present census are first that unit costs 
have increased significantly and second the problem of differential under­
count by sex, race and region. The volume of gross error also contributes to 
the growing momentum and advocacy for fundamental change in the census 
operations.
An important indicator of census data quality is to measure the gross cen­
sus error. Such measures consider not only omissions (that produce under­
counts) but also double or multiple enumerations (that produce overcounts). 
There are several ways to measure these errors but demographic and survey 
estimates are the main and more popular. In the following we will describe 
some of the methods with their advantages and disadvantages.
2.2 Demographic Analysis
The general methods of making demographic estimates of the population for 
evaluation purposes are based on the estimates of the components of popula­
tion change, which can occur only in two ways—through reproductive change 
(also known as natural increase) and through migration. If the number of 
births (B) during a given period exceeds the number of deaths (D), the repro­
ductive change is positive, and the population increases in size. On the other
11
hand if the number of deaths exceeds the number of births, reproductive 
change is negative and the population declines. A similar situation holds for 
migration. If the number of immigrants (I) exceeds the number of emigrants 
(E), the population increases; if the reverse migration situation exists the 
population becomes smaller.
In countries in which vital registration system and migration data are 
relatively complete or accurately measured, the population estimates Pt for 
census evaluation based on demographic analysis are derived by the basic 
demographic accounting equation
Pt = B - D  + I - E  (2.1)
Current population totals can also be estimated by using census counts 
from a previous year in conjunction with vital registration and migration 
data. This was the practice in the U.K. 1991 demographic estimates, in which 
1981 census counts were used as baseline estimates (Pb) (adjusted for coverage 
error), with recorded births and recorded deaths data used to estimate the 
natural growth of the population in the last ten years and immigration and 
emigration data used for estimating the net effect of migration at national 
level.
Pt = Pb + B - D  + I - E  (2 .2)
Population estimates from the above equation are then compared with 
the corresponding census counts to yield a measure of net census coverage.
Coverage error =  Demographic estimate — Census count (2.3)
In the U.S. the estimated total population Pt based on demographic anal­
ysis in 1990 involves first developing estimates for the population in various 
categories, such as age-sex-race groups. The particular method used to es­
timate the population total for the various demographic subgroups depends
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primarily on the nature and availability of the required demographic data. 
Different demographic techniques were used for the population under age 55, 
55-64, and 65 and over; the total population is the sum of these subgroups. 
In the following we will discuss some of them in brief.
2.2 .1  E stim a tio n  o f subgroups  
Age under 55
Estimates of the population under age 55 in 1990 are based directly on the 
estimates of the components of population change for both sexes and each 
race category. Births for 1935 to 1990 corrected for underregistration are 
carried forward to later census dates with statistics and estimates for deaths, 
immigration, and emigration. The population estimates P\ are derived by 
the basic demographic accounting relationship:
P \ = B  — D + I  — E  (2.4)
Age 55-64
For the population age 55-64 different analytic techniques are used to 
develop the demographic estimates in 1990 for this age group as there were 
no national data on registered births and underregistration factors for this 
group (i.e. birth from 1925 to 1935). Estimates for births to the white 
population for 1925-1935 developed by Whelpton (1950) are carried forward 
to 1940 with lifetable survival rates and to 1990 with components of change to 
estimate the population age 55-64. Coale and Rives (1973) developed revised 
population estimates for the black population which were carried forward 
to 1990 with components of change. Estimates for the other races of the 
population aged 55-64 were derived from assumptions about the consistency 
of age patterns of coverage in earlier censuses and the use of expected sex
13
ratios. The equation used to estimate the population of the age-group 55-64 
is,
P2 = T - D  + I - E (2.5)
where T is the estimate in a previous time period (1925-1935 births for White, 
1960 population for Blacks, 1990 population for other Races) and D, I, and 
E are same as before.
Age 65 and over
In 1990 in the U.S.A. to estimate the population age 65 and over (P3), 
administrative data on Medicare enrollments were used for both sexes and 
all race groups. It is generally presumed that the Medicare enrollment is 
quite complete, even then adjustments to the basic data was necessary for 
groups known or suspected to be omitted( i.e., persons eligible for Medicare 
coverage but not enrolled, aliens resident in the country for less than 5 years, 
certain Federal employees and annuitants). The equation used is:
underenrollment (Robinson et al, 1993).
Total Population
The estimated total population in 1990 based on the demographic analysis 
(Pt) represents the sum of the individual estimates for ages under 55, 55-64, 
and 65 and over.
P3 = M  + m (2 .6)
where M is the aggregate Medicare enrollment and m is the estimate of
Pt — P\ + P2 + P3 (2.7)
2 .2 .2  E stim a tio n  o f C om p on en ts
Estimating Births
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In the United States the data on births came from the vital registration 
system and were available at the national level only since about 1935. Cor­
rection factors were derived from the tests of birth registration completeness 
conducted for 1940, 1950, and 1964-68 for those years; factors for other years 
were developed by interpolation and extrapolation.
In the United Kingdom information on births (by sex) used in population 
estimates comes from the compulsory civil registration system administered 
by OPCS. The adjustment from birth registration to birth occurrences is 
made because a delay of up to 42 days is permitted between a birth and its 
registration.
Estimating Death
Information on deaths in the 1990 U.S. demographic estimates is based on 
administrative records believed to be relatively complete. For infant deaths 
before 1960, it was assumed that deaths were underregistered at one-half the 
rate of underregistration of births; no adjustment for infant deaths was made 
for the years after 1960. In addition to actual deaths, life table survival rates 
are used to carry forward the older cohorts, to estimate the sex ratio, and to 
estimate migration.
Like births information in the U.K. information on deaths also come from 
the civil registration system.
Estimating Immigration
Immigration is the third basic factor affecting change in the population 
of an area and country. This factor has two major parts: legal and undocu­
mented. Data on legal immigration may be derived from a variety of sources. 
In the U.S. data on legal alien immigration and adjusters are based on ad­
ministrative records from the Immigration and Naturalization Service (INS). 
The INS data are believed to be quite complete, are timely, and require little 
estimation in comparison to other immigration components.
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The number of undocumented immigrants is extrapolated from analy­
ses of data on the foreign-born population obtained from the censuses and 
from periodic supplements to the Current Population Survey (CPS). These 
analyses involve a residual estimation technique in which an estimates of the 
legally resident foreign- born population from a census is carried forward to 
the survey date and compared with the foreign-born population in the survey. 
The difference represents the number of undocumented immigrants included 
in the survey (Woodrow 1992).
Estim ating Emigration
The fourth and last component of the population change represents emi­
gration of legal residents only. The volume of emigration for the 1990s based 
on simple extrapolations of emigration during the 1960s and 1970s in the 
U.S..
In the U.K. there are three types of migration estimates. These are:
a) Migration within the U.K.
b) Migration beyond the U.K. and Republic of Ireland and
c) Migration to and from the Republic of Ireland.
To estimate the net migration of the above three types of migration in 
1991 information from four different sources were used. These were:
1 . The National Health Service Central Register (NHSCR)
2. The International Passenger Survice (IPS)
3. Miscellaneous data on migration to and from the Republic of Ireland
4. Migration data from the 1981 Census of Population
In England and Wales migration within the U.K. were estimated from 
the NHSCR. The movement of patients between one Family Health Service 
Authorities (FHSA) to another were recorded in the NHSCR. Since most
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people do eventually re-register with a new doctor after moving, the NHSCR 
figures are considered to provide a good proxy indicator of migration (OPCS, 
1991). In Scotland movement of patients between one area to another are 
recorded by Area Health Board (AHB), while in Northern Ireland record of 
patients movement are kept by the Common Service Agency (CSA).
To estimate the net migration beyond the U.K. and Republic of Ireland 
in 1991 information on tourism and the contribution of travel expenditure 
to the balance of payment from The International Passenger Survey (IPS) 
were used. The IPS is a continuous sample survey of passengers conducted 
by OPCS and covers the principal air and sea routes between the U.K. and 
overseas. The proportion of passengers sampled varies between 0.1 to 4.0 per 
cent according to route and time of year (OPCS, 1991).
To estimate the migration to and from the Republic of Ireland, data from 
different sources were used, such as, IPS, and NHSCR; results of the Labour 
Force Survey (LFS) and information provided by the Government of the 
Republic of Ireland by the Migration Analysis Unit (MAU) of OPCS.
2 .2 .3  M erits  and D em er its
The main advantage of the demographic estimates is that the data used to 
estimate various component are drawn from sources essentially independent 
of the census being evaluated. The data are corrected for various types of 
errors and, as such, are assumed to be more accurate than the census being 
evaluated. Perhaps, the major strengths of the demographic method are the 
internal consistency and interrelationships of the underlying demographic 
variables and the data used to measure them. A further advantage is that 
the particular method, data and assumptions used in demographic analysis 
are not fixed. As the new methods develop over time and new data or 
information become available, they can be incorporated into the estimates,
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with the hope of improving the estimates. Similarly, the assumptions of the 
demographic estimates may also change with the new information and hence 
may change the demographic estimates of the population and the coverage 
of a particular census over time (Robinson et al., 1993).
The main methodological weakness of demographic analysis is that the 
data may be incomplete or inaccurate, particularly, the immigration and 
emigration data (Edmonston and Schultze, 1995). The second shortcoming 
is that demographic analysis only provides an estimate of net census errors; it 
does not identify the separate effects of omissions, duplications or erroneous 
inclusions, and reporting errors (age, sex, race) in the census (Fay et al., 
1988). Finally, demographic estimates of coverage are typically produced 
only for the national level (Ericksen and Kadane, 1985).
Demographic analysis methods have been used as a coverage error method­
ology for a long time in many countries around the world. The U.S. Bureau 
of Census has been using demographic analysis as a tool for coverage evalu­
ation to assess the completeness of coverage in every census since 1960 (U.S. 
Bureau of Census, 1988). In 1990 demographic analysis was used not only 
to evaluate the completeness of the coverage of population in the 1990 cen­
sus but also to evaluate the overall quality of the national estimates of net 
coverage based on the 1990 post Enumeration Survey (Robinson et al., 1993).
In the 1991 census of the U.K., demographic estimates were used as a 
check on the aggregate accuracy of Census Validation Survey estimates of 
undercount by age and sex group (Heady et al, 1994). They accepted the 
demographic estimates as more accurate estimates at the national level on 
the basis that most of the components of demographic estimates are quite 
accurately determined. In addition, demographic estimates of sex ratios have 
been used to adjust the regional population.
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2.3 Post Enumeration Survey (PES)
The major alternative to demographic analysis is to use surveys to mea­
sure census coverage. In this method an independent sample is drawn and 
matched to the original enumeration on a case by case basis. A second sample 
of enumerated persons is drawn from the census to determine whether they 
are counted correctly. These matching results are then used to give an esti­
mate of the population size either by the dual system method of estimation 
or by others. A comparison of the census with the estimates of population 
size yields the net undercount rate.
The main advantage of the post enumeration survey estimates is that it 
provides estimates for levels of geography below the national level and for 
race/ethnic groups. One disadvantage of the Post Enumeration Program is 
that estimates may be subject to correlation bias as people missed by the 
census may also tend to be missed by the PES. Another disadvantage is 
that the matching between two independent lists, the PES and the census, 
requires a substantial amount of time and money.
2 .3 .1  D u a l-S y stem  E stim a te  (D S E )
In 1949 Chandra-Sekar and Deming developed a method known as the dual­
system estimation method (DSE) (also known as C-D technique) to estimate 
undercount /overcount of population in a census. In this method data from 
an independent sample survey were used to estimate population coverage in 
the census. The model was originally developed for use in biometric studies 
by Peterson (1896) to estimate the size of a closed population, generally 
called capture-mark-recapture (CMR) technique. Chandraborty (1963) and 
Das Gupta (1964) extend this approach to situations involving three or more 
sources of information.
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The approach is also used widely in other types of population. Notable 
among them are Geiger and Werner (1924) -physics; Lincoln (1930) -wildlife; 
Jackson (1933) -tsetse flies; Schnabel (1938) -fish in a lake; Dowdeswell, 
Fisher, and Ford (1940) -butterflies on an island; Wittes and Sidel (1968), 
Wittes, Colton and Sidel (1974) -epidemiology; Sanathanan (1972) -  particle 
scanning in physics; Blumenthal and Marcus (1975) -life testing; Green and 
Stollmack (1981), Rossmo and Routledge (1990) -crimes and criminals.
In the census evaluation application, the theory of the DSE is exactly the 
same as that of Peterson (1896), except that a human population requires 
slightly different assumptions. For a C-D estimator, the first capture is the 
census count and the second capture is the sample count. Sample data are 
matched with census data, on a case by case basis. The outcome can be 
distributed as in Table 2.1 below, displaying the fact that some people are 
counted by both systems (zn), some by one or the other but not both ((#12) 
and (#2i))> and some by neither (#22)-
Table 2.1. C-D Model for Population Estimate
Sam ple(PES)
Census In Out Total
In x n  =  M X 1 2 x 1+
Out X 2 1 x 2 2 =  z X 2 1  + x 22
x+1 =  Np x ++ = Nt
where
Xu is the number of people in the sample matched to the census 
x 1+ = (Nc -  G — E — D - I )
Nc  is the census count
G is the number of persons incorrectly located geographically in the census 
E  is the number of persons incorrectly enumerated in the census (fabricated
20
or not in sample)
D is the duplicate enumeration in the census
I  is the number of persons who are enumerated in the census but have in­
sufficient information for matching
X12 is the number of persons counted in the census alone 
X21 is the weighted number of persons counted in the sample alone 
X22 is the number of persons missed by the both procedures 
x+i = Np  is the weighted total of the sample
Z = x 2 2 = K X12X21, K  = 1 , when two methods of data collection, census and 
® 11
sample survey are independent
Np =x++= Xlxiitl estimated total population
Assumptions of the C-D Estimator
The main assumptions of the capture-recapture approach on which the 
accuracy of the estimates depends are as follows:
1. The closure assumption. Population U is closed and of fixed size 
N.
2. Autonomous independence: The two methods of data collection 
-  census and survey -  are independent of each other. That is, the 
number of distinct persons enumerated in the census is independent of 
the number of distinct persons enumerated in the survey. Each trial 
corresponds to a member of the true population U.
3. The matching assumption: It is assumed that clerical matching has 
occurred without error. That is, it is possible to make a determination, 
without error, of which individuals recorded in the sample survey are 
present in the census and which are not.
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4. Spurious event assumption: It is assumed that both the census and 
sample survey data are free from erroneous enumeration. This means 
that all errors are avoided in recording both the census and the survey 
results.
5. Nonresponse assumption. A small non-response is thought to re­
main in the census. Sufficient identifying information is gathered about 
the non-respondents in both the census and the sample survey to per­
mit exact matching from the survey to the census.
Bias may arise in the C-D estimates if the above assumptions fail, that 
is, if the population under study is not closed (that is, if births, deaths, or 
migration occurred between the first and second sample operations); if the 
probability of an event being recorded by one source is influenced or altered 
by the probability of inclusion in the other source; if the probability of inclu­
sion in one source varies from individual to individual; if the matching of the 
individuals in the second and first sources is not perfect. To avoid correla­
tion bias Chandra-Sekar and Deming suggested dividing the population into 
small homogeneous groups and then estimating the population parameters 
by combining all the sub-group estimates.
Just after the publication of the C-D technique Shapiro (1950, 1954), 
used the technique to evaluate the 1940 completeness of birth registration 
estimates in the United States. Results indicate little gain due to stratifica­
tion (i.e.,estimated total number of missing persons does not increased signif­
icantly). However, the most notable achievement of the evaluation test was 
that this was the first in which an attempt was made to formulate and write 
out explicit matching rules to recognize that both erroneous matches and 
erroneous nonmatches can occur. Davis et al (1991) points out that the bias 
in the overall C-D estimate attributed to matching error is determined solely
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by the size of the net matching error. Srinivasan and Muthiah (1968) tabu­
late separately the number of erroneous matches and erroneous non-matches 
obtained from the alternative matching criteria to estimate matching error.
Coale (1961) proposed matching independent sample survey information 
with recorded sources of the same events, especially in developing countries 
where vital registration is frequently non-existent, unreliable, or far from 
complete for obtaining accurate vital statistics. Since then, many countries 
all over the world specially in Asia, Africa and America have used the C-D 
technique to study population growth rates and/or to evaluate the coverage 
of civil systems (El-Khorazaty, 1977).
Lauriat (1967) gives a comparative study of the application of the C-D 
technique in Pakistan, Thailand and Turkey. The author concludes that the 
implementation of the technique, especially in developing countries, poses ad­
ditional burdens. Seltzer (1969) discusses applications in Asia and the gains 
obtained due to stratification as suggested by Chandra-Sekar and Deming. 
An extensive description of the technique and its limitations is given by Lin­
der (1970) while Abernathy and Lunde (1970) discuss the early history and 
gives detailed presentations of applications in different countries. Seltzer 
(1969) gives a description of a carefully executed and efficiently administered 
national C-D study to obtain basic demographic estimates for Liberia as a 
whole and separately for the urban and rural sectors of the country. The ad­
ministrative setting for Pakistan, Thailand, Turkey and Liberia is described 
in Wells (1971). The Agency for International Development stimulated the 
establishment of an International Program of Laboratories for Population 
Statistics (POPLAB) to “ establish long-range cooperative programs of work 
with institutions in various countries” (Linder, 1971).
Questions about the usefulness of the C-D technique in estimating events 
missed by both sources are raised by Brass (1971, 1975). He argues that
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because of the independence assumptions, the C-D technique detects only a 
small part of the omissions. He also states that biases and sample errors are 
too large for useful measures to be estimated at an acceptable cost. Thus, 
he suggests using easier and more economical single system designs that rely 
on repeated surveys. Greenfield (1975, 1976), and El-Sayed Nour (1982) on 
the other hand, suggest a revised procedure for the DSE to achieve more 
accurate results. Greenfield’s procedure implies the adoption of an efficient 
subsample scheme rather than complete duplication of records while Nour’s 
procedure takes into account the lack of independence of the two methods of 
data collection.
The U.S. Bureau of the Census introduced the use of a sample matched to 
the census records for coverage evaluation from the census of 1950. This ap­
proach is now known as the Post Enumeration Survey (PES) approach. After 
the 1980 census, considerable attention was given to correcting the census for 
differential undercount by sex, race and region by using extensions of the C-D 
technique. Ericksen and Kadane (1985) suggested using the C-D technique 
with a known population total and using regression models to estimate the 
undercount/overcount of subareas or/and subgroups while Freedman and Na- 
vidi (1986) criticise the models by saying that neither do they make explicit 
the assumptions of the models nor do they give any empirical foundation for 
them. Wolter (1986) gives alternative models for estimating coverage error 
in surveys and censuses of human populations with details of the assump­
tions of the models. Wolter (1991), Freedman (1991), and Fienberg (1991) 
also described their views about the problem of using the C-D technique in 
a Post Enumeration Survey to estimate the undercount/overcount rate of 
the census and suggested different corrections of the methodology. Detailed 
methodology including the sampling plan, treatment of nonresponse and er­
roneous enumeration for the application of the C-D technique in the Post
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Enumeration Survey of 1990 was given by Hogan (1992).
Mulry and Spencer (1991) present a methodology for estimating the ac­
curacy of dual system estimates of population. The error or total error in 
a statistic is the difference between the statistic and the true value which is 
unknown. However, one can use an external ‘goldstandard’ if available to 
estimate the undercount from the difference of the DSE and standard. In 
most cases no such standard exists but demographic estimates could be used 
to fill the gap even with their limitations. Mulry and Spencer’s approach 
to estimate the total error in the DSE is to try to identify all the sources 
of error, estimate their magnitude and study their propagation through the 
estimation process. They divided the total error into three components such 
as sampling error, model error and measurement error with the assumption 
that all the components of error will fall into one of these three components. 
They sub-divided each of these three components into several other compo­
nents and try to estimate the magnitude of each of these error components 
separately. Finally they add up all the components of error to obtain the 
total error.
Wolter (1986) and Childers et al (1987) classified the independence as­
sumption of the DSE into three components:
1. C ausality: the probability of an individual being included in the sam­
ple is not altered by inclusion in the census. Causal independence fails 
when an individual’s capture history in the census alters the probabil­
ities of capture in the sample. The estimator Nt is biased downward 
when the odds of capture in the sample are increased as a result of 
capture in the census, and is upward biased when the odds of capture 
in the sample are reduced as a result of capture in the census (Childers 
et at, 1987).
2. Hom ogeneity: within an estimation cell, the probability of inclu­
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sion in the census is equal for each individual, and the probability of 
inclusion in the sample is equal for each individual. When this assump­
tion fails, the resulting bias (called the heterogeneity bias) is generally 
thought to be a downward bias. This is because individuals with a 
high probability of capture in the census also tend to have a high prob­
ability of capture in the sample, and conversely, individuals with a low 
probability of capture in the census also tend to have a low probability 
of capture in sample.
3. Autonomy: each individual acts alone as to inclusion in the P sample 
and the census. This assumption fails when, for example, household 
members act together in creating the census or sample enumerations 
(Childers et al, 1987). Cowan and Malec (1986) observed that when 
the other two independence assumptions hold failure of the autonomy 
assumption has little effect.
The most useful descriptions of the DSE, its background, assumptions, 
design, problems and matching procedures are given by Marks, Seltzer and 
Krotki (1974), and U.S. Bureau of Census (1985), while Carver (1976) and 
Fienberg (1992) published bibliographies on dual-system methodology.
2 .3 .2  M eth o d o lo g ica l P rob lem s o f th e  C -D  T echnique
In the census evaluation programme the dual system estimation procedures 
depend on data obtained through two different information sources — usually 
the first source is the census enumeration which covers the whole population 
while the second covers a sample of it. It is quite impossible to count the 
population in the census and in any population survey without errors. This 
means that all sources of error should be thoroughly examined. In the dual
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record system we are mainly concerned about the following errors and discuss 
only them.
1. Coverage error
2. Matching error
3. Modelling error
4. Sampling error
5. Non-Sampling error
Coverage Error
Coverage error can be divided into three categories:
i) Omissions
ii) Duplications and
iii) Erroneous inclusions
Omissions
By omission we mean the non-coverage of events that belong both to 
the area and to the time period specified (Marks, Seltzer and Krotki, 1974). 
Omissions occur in two ways. In the first way census enumerators miss the 
entire housing unit, household, or person having no established place of res­
idence and in the second one or more persons within enumerated housing 
units or households are missed. In the case where an entire housing unit is 
missed, it follows that all households and persons residing within the housing 
unit will also be missed by the census. The possible causes of omission of 
housing units are imprecise boundaries of geographic or census administra­
tive units, faulty maps, or simply coverage errors made by field staff in the 
pre-census listing operation, or as a result of an imprecise definition of census
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assignments. The households can be missed in any of the following cases:
1) when all of the members of the households were at another place at the 
time of the census enumeration.
2) temporarily absent during the hours of census enumeration and
3) in transit either within or outside of the country during the enumeration 
period.
Duplications
Duplication occurs when housing units, households, or persons are enu­
merated more than once. The main reasons for duplication are:
1) overlapping of enumerator assignments, due to errors made during pre­
census listing
2) inability of enumerators to identify the proper boundaries and
3) some people may have more than one residence and be counted in more 
than one place.
Erroneous Enumerations
Erroneous enumerations are defined as persons, housing units, or house­
holds that were enumerated when they should not have been, or enumerated 
incorrectly in the wrong place. Examples of erroneous inclusions are per­
sons who died before (or were born following) census day or were counted 
in the wrong geographical location, and persons who never existed but were 
counted by an interviewer. Erroneous enumeration in the census can occur 
at any stage of the census, but research shows that it is more frequent in the 
later part of the census counting i.e. during the time of coding, tabulating 
etc. (Wolter, 1991).
Net coverage error occurs by the simultaneous occurrence of omission, 
duplication and erroneous inclusion. The C-D technique attempts to min­
imize the extent of omission or non-coverage. However, the C-D technique
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may underestimate the total number of events if x i+ or x+\ or both include 
too few events (Ericksen and Kadane, 1985 and Wolter, 1986). Similarly, 
the C-D technique can overestimate because of the inclusion of too many 
duplicate or erroneous events in either £1+ or x+1 or both.
Chandra-Sekar and Deming (1949), Coale (1961), Seltzer and Adlakha 
(1969), Hogan (1992) and many others suggest a field re-investigation for 
non-matched events to detect and eliminate events wrongly recorded. The 
U.S. Census Bureau in both 1980 and 1990 (Hogan, 1992) and the U.K. 
Census of Population in both 1981 and 1991 (Heady et al, 1994) used a 
sample from the returned census forms to detect erroneous enumeration in 
the census evaluation surveys.
Matching Error:
The model assumes that matching persons and units is done perfectly 
between the two sources. That is, two types of error are assumed not to 
occur: erroneous matches and erroneous nonmatches. When the difference 
between these two types of error is zero, matching errors have no effect on 
the bias of the C-D estimate (Mark et al, 1974). By ‘erroneous match’ we 
mean false matches of nonmatching cases; an erroneous nonmatch means 
false nonmatches of matching cases.
In practice, the matching algorithm uses name, address, age, sex, race, 
and ethnicity. Some of the data are inaccurate, on the sample side as well 
as the census side. There is variation in spelling, and some persons give 
fictitious names. Demographic characteristics (even sex) sometimes appear 
to change from one interviewer to another (Freedman, 1991). The U.S. census 
evaluation of 1990 does not require an exact address match. Jaro (1989) 
developed a computer matching system which was used for the first stage 
matching on the individual characteristics and address information. Details 
of the matching process are discussed by Hogan (1992).
29
Several types of error may affect the C-D estimate due to imperfect match­
ing. These are:
1. There may be duplicate or multiple enumerations in the census
2. In the census, the housing units listed may be enumerated correctly 
but allocated to the wrong geographic area
3. Members of a housing unit may be enumerated at the wrong location or 
may not be in scope for the census (i.e., should not have been counted 
at all).
4. Members of the housing units may be incompletely enumerated so that 
there is insufficient identifying information for an individual (U.S. Cen­
sus Bureau, 1985).
To minimize these errors a second sample generally known as the E sample 
, was drawn directly from the census for the same area and using the same 
stratification to measure or counter the effect of each of these factors. 
M odel Error or Error due to the Failure of Independence assump­
tions
Another important assumption of the dual system estimator is that the 
two methods of data collection are independent. That is the model assumes 
that the chance of an event being recorded by the census does not influence 
the chance of being recorded by a sample survey. In reality the assumption of 
independent collection is unacceptable. Mulry and Spencer (1991), Childers 
et al (1987), Wolter (1986), Cowan and Malec (1986), El-Sayed Nour (1982), 
Greenfield (1975), Jabine and Bershad (1968) and many others argue that, 
in particular where the source of data is a human population, there are many 
possible reasons for which data can be missed systematically by both methods
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of enquiry. This association between the results of the two methods may be 
measured by an index r,
r = A (xn x22 -  x 12x 2i) (2.8)
where A is an appropriate constant. In the Chandra-Sekar and Deming 
estimator this r is assumed to be zero. However, based on real observa­
tions, Chandra-Sekar and Deming (1949), Jabine and Bershad (1968) and 
Greenfield (1975), became convinced that the association between these two 
collection systems is positive.
To deal with the association bias, Chandra-Sekar and Deming, suggest 
that their method will give better results if it is applied to homogeneous sub­
groups of the data and that the total estimate be obtained by building up 
from these sub-groups. The underlying argument is that if the association for 
each sub-group is near zero, while the association for all sub-groups combined 
is not zero, then a less biased estimate of x22 will result. El-Sayed Nour (1982) 
did not agree with this suggestion and argued that a better way of dealing 
with the association bias in estimating x22 is to make assumptions concerning 
the value of the association index r. He illustrated his logic with the following 
example. Consider Table 2.1 and let X\2 — x 2\ = x , for simplicity. Assume 
the table is partitioned into two sub-tables,
(2.9)
i q  A i  J  |_ V2 A 2 
where
Mi +  M2 = Xu, Vj + V2 = x and X.\ +  X.2 = x 22 (2.10)
Then
X2 V? V j {M{V2 -  m 2v2)2 . .
22 x n  M i M i MiM2(M1 + M2) 1
’  M i Vi' and ’ m 2 ^2 ‘
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31
This indicates that any partitioning leads to an estimate of x 22 at least as 
large as that from the total table. Equation( 2.11) is a result of the mathe­
matical form of the C-D estimator, and occurs regardless of the form of the 
association in the contingency tables. In fact, the magnitude of the increase 
in the values of x 22 due to partitioning seems to depend on the relationship 
between the sub-tables rather than on the relationship within the sub-tables.
Greenfield (1975), Ericksen and Kadane (1985), Wolter (1986), and Childers 
(1987) argue that although the method of sub-grouping offers an improved 
estimate, it still suffers from the defect that independence within sub-groups 
is assumed. Greenfield, therefore, proposed that the C-D estimate of the 
number of missed events should be regarded as a minimum estimate. Green­
field (1976) also suggested an alternative estimate for the upper limit, that 
is, an estimator for maximum missed events.
Sampling Error
The error which arises because a sample is being used to estimate the 
population parameters is termed the sampling error. Whatever may be the 
degree of care in selecting a sample, there will always be some error in the 
estimate. In a census coverage survey, sampling error arises because informa­
tion is not collected from the entire target population, but rather only from 
some portion of the population.
Nonsampling Error
Besides sampling error, the sample estimate may be subject to other 
errors which, grouped together, are termed non-sampling errors. The non­
sampling errors can occur at any one or more of the stages of a survey, i.e., 
planning, field work, and tabulation of survey data. Here we will discuss 
in short the implications of such errors. Cochran (1977), and many others, 
for simplicity, classified these errors, in three categories: i) Non-Response ii) 
Response and iii) Tabulation Error.
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Non-Response Errors:
The term non-response is used to refer to the failure to measure some 
of the units in the selected sample. This happens mainly due to the use of 
faulty frames for the sampling units, biased methods of selection of units, 
inadequate schedules, etc. When the sampling frame is not updated or when 
the old frame is used on account of economy or time-saving, serious bias may 
occur as the targeted population is not enumerated. For example, in the PES 
if the old list of households is used for selection of the sample, some newly 
added households will be out of the sampling frame. Similarly, a number 
of households already demolished will remain in the frame. Thus the use 
of such frames may lead either to inclusion of some units not belonging to 
the population or to omission of units belonging to the population. In some 
situations, a part of the sampled units may refuse to respond to the questions 
or may be not-at-home at the time of interview. These may all lead to error. 
The main sources of these errors may be assigned as the following:
1) omission or duplication of units
2) not found at home, even after repeated calls
3) refused to give information
4) merely fails to take the trouble to return the questionnaire and
5) is unable to furnish the information.
Response Errors :
Response errors may arise from respondents who do not make an accu­
rate answer or may give biased answers or from the questionnaire, from the 
execution of the field work or from the nature of the data collection process 
(O’Muircheartaigh, 1977). The measurement device or techniques may be 
defective and may cause observational error. The main sources of these er­
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rors may be assigned as:
1) plain honest accidental mistakes in responding
2) illegible entries
3) failure of memory
4) memory-bias
5) guessing, made necessary through lack of records
6) unwillingness to give the right answers
7) refusal to give the right answer and
8) wrong answer arising from pride, called prestige-bias
2 .3 .3  A ltern a tiv e  E stim a tio n
In dual system estimation it is assumed that the probabilities of enumeration 
are the same for all members of the population. From experience it is known 
that the probability of being enumerated in the census varies by age, sex, race 
and geographic area (Hogan, 1993). Following Chandra-Sekar and Deming 
(1949), the U.S. Bureau of the Census attempts to use post- stratification 
in the PES to define subsets of the population that would have constant 
enumeration probabilities both in the census and the survey. Nevertheless, 
some amount of residual heterogeneity probably remains (Alho et al, 1993).
Alho (1990) and Huggins (1989, 1991) generalized the dual system esti­
mate to a situation in which every individual can potentially have a different 
probability of enumeration, which is assumed to depend on a set of inde­
pendent variables through a logistic regression model. Conditioning on the 
observed individuals, maximum likelihood estimators (MLEs) of the param­
eters of the regression models, and hence of the probabilities of enumeration, 
can be calculated.
Alho, Mulry, Wurdeman, and Kim (1993), used conditional logistic re­
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gression to estimate probabilities of enumeration in the census and PES. 
This method potentially permits every individual to have different probabil­
ities of enumeration, which are assumed to depend on a set of independent 
variables through a logistic regression model. The technique generalizes the 
stratification approach of Chandra-Sekar and Deming the same way as ordi­
nary regression analysis generalizes fixed-effects analysis of variance, and as 
such it promises at least some improvements in similar future surveys. To 
assess the possible presence of the residual correlation bias of a post-stratified 
estimator, the logistic regression approach can be used by including such co- 
variates into regression that have not been used in the definition of the PES 
post-strata.
The logistic approach has two limitations in the estimation of heterogene­
ity when the sample is drawn from a closed population with no data error. 
First, the logistic approach is capable of modelling observable heterogene­
ity only. This means that only such heterogeneity that can be “explained” 
by variables observed in the census can be modeled. If the true causes of 
heterogeneity are unobservable, then any estimates we get may be biased 
(Alho, 1990). Second, Alho (1990) showed that if large values of the regres­
sors are sufficiently rare, then the conditional maximum likelihood estimates 
are consistent, and N  is a consistent estimator of N (N /N  —* 1 asN —> oo). 
Otherwise, the estimator may not be consistent. Alho also showed that the 
consistency of N  may fail, even if the parameter vectors are known.
Another way of dealing with the correlation bias in the dual system esti­
mator is to replace the independence assumption by an alternative assump­
tion which may or may not require another data set. Greenfield (1975) 
proposed that the C-D estimate of the number of missed events should be 
regarded as a minimum estimate and gives a second estimate (Appendix 1) 
which he proposed can be regarded as a maximum estimate of the value of
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omissions. He failed to support his estimate theoretically but argued that 
there is some empirical evidence to support the assumption proposed as pro­
viding an upper limit together with some intuitive arguments in its favour.
He developed his estimate from the correlation index rx which can range 
from +1 to -1. He argued that in the field of demography, extreme values of 
rx are most unlikely and even, for certain regions of the upper range, virtually 
impossible. He therefore, assumed a symmetrical and unimodal distribution 
of rx and measures the expected value of rx which is located at the mid­
point of its possible range. This expected value of rx is the estimate of the 
maximum events missed.
Greenfield (1976) also suggested another ratio estimate of the missing 
events. He proposed to undertake a random sub-sample from the main 
recording system rather than complete duplication of records to match with 
the main sample. He derived the estimate from the approximate variance 
of the ratio estimate given by Yates (1960), on the assumption that the 
sub-sample and main sample are simple random samples. The advantage of 
the proposed system is that it should permit more careful checking of the 
matched events, field verification of discrepancies, and probably will save 
costs together with the other usual advantages of smaller scales surveys over 
large scale surveys.
El-Sayed Nour (1982) presented an alternative approach to the estimation 
of missing events (appendix 2). This approach preserves the basic features 
of the data collection process including the lack of independence between 
the results of the two collection procedures. He developed his estimate by 
assuming that the two data sources are positively correlated and that the 
probability that a single event selected randomly from the population will be 
recorded by a given collection procedure is larger than 0.5.
Wolter (1990) developed an estimator based on an assumption of known
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sex ratio and an assumption of independence for females only. Bell (1993) 
extended the methodology and applied it to estimating correlation bias in 
the 1990 PES using the results from 1990 demographic analysis. An alter­
native method (O’Connell, 1991, O’Connell, Bloomfield, and Pollock, 1992) 
describes the lack of independence in terms of internal and external con­
straints.
Zaslavsky (1993) has developed composite estimators which use the cen­
sus, the PES, and the PES Evaluation data to produce accurate estimates of 
population size as measured by weighted squared-or absolute-error loss func­
tions applied to estimated population shares of domain. Several procedures 
were reviewed that chose between the census and the DSE using bias eval­
uation data or that average the two with weights that were constant across 
domains. The domains may be defined by geography, or by demographic 
factors (such as race), or by a combination of the two.
2 .3 .4  P E S  in  th e  U .K .
In the U.K. PES (1991) which is known as Census Validation Survey (CVS), 
six different samples were drawn from each of the selected EDs (Enumeration 
Districts) or ED workloads. These EDs were selected from the selected CDs 
(Census Districts) with probability proportional to the estimated population 
size according to the 1981 Post Enumeration Survey. Out of these six different 
samples five samples were drawn to find missing persons and one from the 
counted persons to check whether the enumeration was done correctly or not. 
To derive the estimate of undercount they first estimated the total persons 
found from each of the six samples by multiplying by the inverse of their 
chance of inclusion in the samples and then added these six figures to build 
up the total figure. (More details are discussed in chapter 3).
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2 .3 .5  P E S  in  th e  U .S .
The 1990 U.S. Post-Enumeration Survey (PES) was designed to produce a 
census tabulation of states and local areas corrected for the undercount or 
overcount of the population. The PES measured Census omissions by inde­
pendently interviewing a stratified sample of the population. This indepen­
dent sample is known as the P sample which was a block cluster composed of 
either a block or a collection of blocks. Census erroneous enumerations were 
checked by a dependent reinterview of a sample of Census records and by 
searching the records for duplicates. This sample is known as the E sample 
and was sampled from the same block cluster as that of P sample. This 
sample was also used in the field to determine the extent of fictitious enu­
merations, inclusions by the Census of people born after the Census reference 
day, and the extent to which people were counted in the wrong location. A 
dual-system estimator was used to prepare estimates of the population by 
poststrata. The poststratification of the population was based on geography, 
race, origin, housing tenure, age and sex. There were in total 1392 post­
strata. Adjustment factors were computed as the ratio of these estimates 
to the census count. These factors were smoothed using a generalized linear 
model, and then applied to the Census counts by block and poststrata to 
produce adjusted census estimates.
2 .3 .6  P E S  in  B an g lad esh
In Bangladesh, immediately after the 1981 census, a post enumeration survey 
was conducted to estimate the coverage and content errors of the census at 
the national level and separately for urban and rural areas. The sample 
design was a stratified systematic sample. The population was first stratified 
by urban and rural areas. At the second stage, enumeration areas (EA) were
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arranged according to their geographic codes. A systematic random sample 
of EAs was then selected from this order for the coverage check.
All the sampled EAs were re-enumerated and the operation was con­
ducted in two stages: a PES-A field survey and PES-B field follow up oper­
ation that was also used to estimate erroneous enumeration. Each EA was 
independently matched twice by two different persons and the results were 
verified by a supervisor through the use of field revisits. Non-matches were 
also verified in the field.
2 .3 .7  T riple sy stem
The triple system is an expansion of the dual system estimate of census cover­
age using Post Enumeration Survey (PES). In this model an additional source 
of information such as administrative records is used to estimate the miss­
ing events. Zaslavsky and Wolfgang (1990) presented various triple-system 
estimates of the number of uncounted people, including the unrestricted no 
second-order-interaction model, based on a log-linear model or log-linear like 
models (Darroch et al, 1993) applied to a full three system table or to various 
marginal subtables of a three system table. They argued that “the validity 
of triple system estimates depends not only on how well the adopted model 
fits the unknown reality but perhaps more dramatically on how accurately 
persons are assigned in three ways: (1) in or out of scope, (2) into post-strata, 
and (3) into the cells of the cross-classification of sources” .
Darroch, Fienberg, Glonek, and Junker (1993) developed another triple 
system estimator which allows for various probabilities of capture through 
individual parameters using a variant of the Rasch model from psychological 
measurement situations.
The advantage of the triple system is that the alternative independence 
assumption reduces the potential problem of correlation bias and the disad­
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vantage is that the matching among three independent lists adds complexity 
and increases the time and resources needed.
2.4 Adm inistrative Record Match (ARM )
In the administrative record match evaluation process a megalist of addresses 
was created from the several available administrative lists without duplica­
tion (unduplication). A sample from this list is drawn and matched to the 
census population to identify persons missed by the census. An example of a 
record match (possible mainly in the U.S.A.) is the determination of whether 
an adult whose name is obtained from a Motor Vehicle driver’s license records 
was enumerated in the census. The percentage in the sample not matched is 
a measure of the census coverage error.
The main advantage of using administrative lists is that they do not rely 
on surveys or previous censuses. Therefore, there is not the problem of cor­
relation bias as well as sampling errors. Also, output from an administrative 
records census could be produced in a timely fashion and in a manner similar 
to that from a conventional census. Detailed information could be produced 
for geographic areas, including small geographic areas with geographically 
referenced data.
The limitations of administrative records include the accuracy of address 
information and the paucity of demographic and socioeconomic variables 
that are included. Also there is no guarantee that the lists would cover 
the entire population or subpopulation of interest. Furthermore, if there 
is reliance on several systems of administrative records, then the records 
must be unduplicated by matching techniques which may be difficult because 
people use different addresses for different purposes. Finally, to use the 
administrative record, it should be updated on a continuous basis.
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Some European countries, mostly in Scandinavia, such as Sweden and 
Finland, have conducted censuses that combine administrative records use 
with traditional enumeration in order to improve the quality of the census 
counts (Edmonston et al, 1995). Outside Scandinavia, only the Netherlands 
has conducted a census based primarily on administrative records.
In the U.S.A., on several occasions administrative records were matched 
with the census counts for evaluation. The 1940 census was matched with 
draft registration records for the first time by the Bureau of Census. The 
matching result shows that there were more males registered for the draft 
than enumerated in the census. The evaluation studies of the 1960 census 
were designed to measure omissions of persons in the census by matching the 
administrative records with the census counts (U.S. Bureau of Census, 1960). 
Record match results were based on sample studies of four population groups 
(1950 census count, 1950 PES, whose combined representation was believed 
to cover 98 percent of the population). From each of the four population 
groups, a sample of persons was selected, on a probability basis, and an effort 
was made to determine whether each person was enumerated in the 1960 
census. To evaluate the coverage of the 1980 census, the post enumeration 
programme included the April and August 1980 Current Population Survey 
(CPS) samples and a sample of census enumeration. These three samples 
were then matched with the census counts to estimate the coverage and net 
coverage error of the 1980 census by dual-system methods.
2.5 Reverse Record Check (RRC)
In the reverse record check evaluation programme of the census a sample 
(random) of population is drawn from records created prior to the census. 
This record contains all persons who should be enumerated in the census
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and is generally built up from the previous census records, persons missed 
in the previous census, birth and immigration registration (Gosselin et al, 
1978). These sample addresses are then traced during the census period 
and matched to the census to see whether or not the selected person was 
enumerated. The proportion of the sample which is unmatched provides an 
estimate of the proportion of the population which was missed in the census.
The main advantage of the method is that person changes with time can 
be found easily. For example, some people are very mobile during their late 
teens and early twenties but are less mobile as children and old adults (Mulry 
and Dajani, 1989). Moreover, as it is possible to draw a sample several years 
before the census, it may be easier to include hard-to-enumerate groups in 
the sample. The disadvantages of the method are that it is costly and very 
difficult to create a list without any error. The persons missed in the previous 
census would not be included in the created records and there are always some 
problems to trace all the sampled persons. Moreover, in order to measure 
the erroneous enumeration the RRC has to supplemented with a separate 
sample from the census.
Statistics Canada have been using the Reverse Record Check method 
since the 1961 Census. They started the method on an experimental basis 
and drew small samples from the 1956 census records. In 1966 they extended 
the methods and included a sample from birth and immigration registration 
along with a sample of 1961 census records. Statistics Canada still use this 
method with more accuracy and efficiency not only at the national level but 
also at the province level.
The U.S. Bureau of Censuses used the Reverse Record Check method to 
estimate the number of persons missed by the 1960 census (U.S. Bureau of 
the Census, 1964). The CPS-Census Retrospective Study traced CPS sample 
from 1976, ’77, ’78, ’79, and ’80 to the time of the 1980 decennial census and
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matched them to the census (Diffendal, 1986).
2.6 M ultiplicity
In this method a network sampling technique is applied during census enu­
meration. Respondents are asked the name and addresses of their relatives, 
such as parents, siblings, and children. These addresses are then checked to 
find out whether the persons are enumerated or not. The undercount rate is 
estimated by the number of persons added.
An advantage of the method is that it may identify people who are hard- 
to-enumerate because they had loose ties to a household. A disadvantage 
is that the respondent often does not know the addresses of their relatives, 
even if they know where they live.
2.7 CensusPlus
The U.S. Census Bureau planning to introduce a new technique of evaluating 
census enumeration from 2000 is known as CensusPlus. In this programme 
a sample will be selected (blocks or block clusters) for enumeration by a 
special method just after the census. Prior to the mailout of the census form 
interviewers called ICM- interviewers (integrated coverage measurement) will 
visit sample areas to list all the housing units to construct an independent 
listing of housing units and addresses, like that of the U.K. listing of all 
buildings. These lists will then be compared to the Master Address File 
(MAF) which is the main frame of enumeration and non-response follow up 
(NRFU). The housing units that were found by the ICM-interviewers but 
missed in the MAF and housing units that were included in the MAF will 
be followed up in the coverage estimates.
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Just after the census day ICM-interviewers will go into the field to check 
the completeness of the MAF. They will estimate the number of housing 
units that were omitted from the MAF as well as the number of people 
missed from the census count as they were not in the MAF and hence not 
delivered the census form. They will also establish the vacant housing units. 
ICM-interviewers will also visit the housing units which were in the MAF 
but not in the independent lists.
In the sample areas the housing units that were in the MAF will be 
followed up as their census form comes back. ICM-interviewers will visit 
households for a computer-assisted personal interview only if they failed to 
contact the respondent for a computer-assisted telephone interview. Infor­
mation will be collected in two parts from each of the respondent households. 
First, in order to construct a roster of persons living in the household, the 
interviewers will collect similar information but there may be more detail 
than on the census form. Some probing questions may also be included in 
the first part of the interview. The interviewers then disclose the original 
roster of the census form from the computer to check the discrepancies. In 
the second phase interviewers will attempt to resolve these discrepancies, if 
any, in order to come up with an accurate roster.
The vacant households established both by the ICM-interviewers and 
NRFU-interviewers will be revisited by the ICM-interviewers in order to ver­
ify that the units are in fact vacant, or when a unit is not vacant, to conduct 
an interview.
The information obtained from interview and reinterview will be gathered 
together to calculate the final estimate of the population total and this will 
be believed to be more accurate than the census counts or any other post 
enumeration survey.
The main advantage of CensusPlus is that the operation of the programme
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will be started just after the census day and hence the estimate will not be 
affected by memory error. Second, independent lists of housing units in the 
sample areas may help to identify many missing housing units and missing 
people from these housing units, which will definitely improve the coverage of 
the population. Third, a follow up interview of the MAF housing units in the 
sample areas who returned the census form will help to identify erroneous 
enumeration. Finally, the programme may produce the final report more 
quickly than the time required by the present post enumeration program.
A disadvantage of the method is that the ICM interview will not be com­
pletely independent of the census, because names from the previous response 
will be available for matching and reconciliation on the spot. Correlation bias 
may be present in the CensusPlus estimates because the same people who are 
missed by the census may also tend to be missed by the CensusPlus methods. 
As some of the ICM operation will start just after the census day, it may 
overlap in time with the census operation. For example ICM-interviewers 
may, by mistake, visit some housing units who did not yet returned their 
NRFU form. This may effect ICM and census counts in either direction.
The method is not so far tried except in the 1950 Post Enumeration Sur­
vey, in which the U.S. Census Bureau measured coverage error by repetition 
of census enumeration methods, in a more thorough and refined form, on a 
sample basis (U.S. Bureau of the Census, 1960). The U.S. Census Bureau 
has decided to test a version of the CensusPlus method in the 1995 census 
test in order facilitate identification of residence on census day and to im­
prove the ability to produce final census results by legal reporting time. The 
procedure has also been designed to distinguish housing unit coverage errors 
in the Master Address File (MAF) from coverage errors that occur during 
census enumeration of housing units (Steffey et al., 1994).
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2.8 SuperCensus
The methodology of the SuperCensus is almost same as that of Census­
Plus. That is, like CensusPlus, SuperCensus selects a sample of blocks or 
ED workload and conducts the enumeration with special methods similar to 
those described for used in CensusPlus. The population estimates are based 
on applying the ratio of people to housing units observed in the sample blocks 
or ED workload to the total number of housing units.
The advantage of the SuperCensus is that it can be conducted simul­
taneously with the census. A disadvantage is that people missed by the 
regular census enumeration methods may also tend to be missed by the Su­
perCensus methods (Mulry, 1994). The variance of the population estimates 
tend to high because the estimation cannot use ratios to the census results 
to reduce variance, but must rely instead on crude preliminary measures of 
size, such as prelist housing unit counts, to reduce variance (Wolter, 1986).
2.9 Conclusions
In comparing the above methods it is apparent that all the methods have 
some advantages and also some disadvantages. However, which method a 
particular country will use for her coverage evaluation of the census does 
not depend only on the advantages of the method but also depends on the 
existence of facilities and resources of the country. To my knowledge, in the 
U.K. there are no administrative records which cover the whole population 
and at present ONS do not have any plans to use administrative records 
for census coverage purposes. The only possible ones are the Family Health 
Service Authority registers or the new Addresspoint but these are subject 
to error. If ONS plan to do so, they may create an administrative list by 
combining several lists and effort should be made to expand the content and
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improve the quality of the records over the next several years.
Demographic estimates are the most reliable estimates at the national 
level. Traditional methods for demographic analysis produce estimates of 
the national population cross-classified by age and sex. These estimates are 
generally used to check the coverage of the total population of the census 
counts. Demographic analysis does not produce estimates at local level or 
estimates by ethnic groups due to the lack of accurate information. However, 
OPCS is producing subnational demographic estimates from 1981 but these 
are believed to be affected due to inappropriate internal migration informa­
tion.
The main methodological deficiency of the present post enumeration sur­
vey estimates of the U.K. is that they do not estimate people missed by 
both the census and survey. Moreover, the method is unable to estimate 
undercount rate by age, sex, and race. It is also unable to estimate local 
area populations. Considering all these facts, we believe use of dual-system 
method can give a better solution under the present circumstances and sug­
gest that the dual-system method of estimation be used in the 2001 census 
evaluation programme.
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Chapter 3
1991 Census and Census 
Validation Survey (U .K .)
3.1 Census
The 1991 decennial census of the population of the U.K. was taken on 21st 
April. In order to strengthen the field organisation the country was divided 
into 2,500 Census Districts (CD). These Census Districts were again divided 
into 130,000 small parts, known as Enumeration Districts (ED), each con­
taining on average 200 household spaces (private households). The enumer­
ation process also covered communal establishments; or other non-private 
accommodation such as hostels, boarding houses, prisons and defence estab­
lishments.
To minimize the error in the census, a three-tier system of Census Man­
agers, Census Officers and Enumerators was introduced. The Managers were 
responsible for areas of the country each with a population of about half a 
million persons. They were also responsible for the recruitment and training 
of the Census Officers. The Census Officers in turn were responsible for the
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recruitment and training of the Assistant Census Officers and Enumerators. 
The main task of the Assistant Census Officers was to control the quality 
of the enumerators’ work and to carry out checking duties on behalf of the 
Census Officers.
The main task of the census enumerator is to list in their Enumeration 
Record Book (ERB) the addresses of all buildings, during an advance round 
of their ED(s), indicating whether they were private residences, partially 
residential or non-residential premises, and to take care to record separate 
entries for each household space found in multi-occupied buildings.
The enumerators’ other main duties were to enumerate every household 
present on census night and every person who spent census night in a commu­
nal establishment or other non-private accommodation, within their ED(s). 
They were responsible for the delivery and collection of census forms.
Enumerators issued a census form at each listed address (except where 
it was known that no one would be present on census night) for completion 
by each householder and identified as far as possible, the occupants and 
the number of households. For the households where it was known that 
no one would be present on census night, no census form was required to 
be completed for that household address. Such addresses were recorded as 
“household absent” and the enumerators left the census questionnaire at 
these addresses, along with a leaflet inviting the absent residents to complete 
the questionnaire and post it back to the census offices when they returned 
home.
During the collection of forms, the enumerators were asked to check that 
the form had been properly completed, that no persons or any living accom­
modation had been missed; and that the occupancy status of vacant accom­
modation or absent households (or recorded at the delivery stage) had been 
correct. After collecting the form, enumerators were also asked to check them
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more thoroughly at home. It was expected that enumerators would contact 
the householders concerned, if any were found to be incomplete and obtain 
the missing information.
Finally, for each household, the enumerators entered in the ERB, the 
number of persons recorded on the form as present and those recorded as 
usually resident but absent, and the total of these two numbers. These figures 
were then aggregated, to form an ED summary, which in due course, was 
collated with others to produced preliminary population counts of persons 
(and households) up to the national level.
3.2 Census Validation Survey (CVS)
The main objectives of the census validation survey were to evaluate the 
quality and coverage of the 1991 census. More clearly, the objectives were:
i) to check whether all eligible persons were enumerated correctly in the cen­
sus;
ii) to check the extent of misclassification of unoccupied residential accom­
modation by census enumerators; and
iii) to assess the quality of answers given to census questions.
3.3 Sample Design and M ethodology
To check the enumeration error, that is, to measure the quality and coverage 
of the 1991 Decennial Census, the U.K. Office of the Population Censuses and 
Surveys (OPCS), carried out a survey, known as Census Validation Survey 
(CVS) around six weeks after the Census by professional interviewers from 
the government field force. The CVS enumerators carried out the survey in 
six stages which were
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1. a lisiting of all addresses in the sample Enumeration District (ED) to 
assess the coverage of buildings by comparing with the listing of the 
census enumerators
2. a check of buildings listed as non-residential
3. a check of addresses listed as absent
4. a check of addresses listed as vacant
5. a check of multioccupied addresses and
6. a reinterview of about five households in each enumeration workload
3 .3 .1  S am p le D esign:
For the CVS the sample was drawn in three stages. In the first stage, out of 
2,500 CDs a sample of 300 CDs (13 per cent of the total number of CDs) were 
selected for Great Britain with probability sampling based on the 1981 Post 
Enumeration Survey (PES) experience together with the prevailing time and 
cost consideration (Heady et al, 1994). Among the 300 CDs, 270 CDs were 
allocated to England and Wales and 30 to Scotland. It seems to me that the 
sample size for Scotland is relatively small which may affect the undercount 
estimates. The situation will be worsen if the actual response rate were lower 
than the expected rate.
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Table 3.1:Distribution of Sampled Census Districts
Strata Number of Census 
District samples
Inner London 29
Formal metropolitan and mixed metropolitan 109
Non-metropolitan 132
England and Wales 270
Glasgow 08
Rest of Scotland 22
Scotland 30
All 300
*Source:OPCS (1994)
At the second stage, EDs were arranged (mostly within wards) in blocks 
of normally four adjacent EDs, or rather ED workloads, within each of the 
selected CDs. These blocks were constructed using maps and an appro­
priate route for covering the census districts. In some cases several EDs 
were grouped together to form an ‘enumerator workload’ because they con­
tained only a small number of households. Some EDs with large communal 
establishments expected to have more than 100 people were designated as 
special EDs and were excluded from the CVS sample. In England and Wales 
all other EDs were graded according to the expected difficulty of carrying 
out the enumeration. An ED which was assumed easy to enumerate was 
graded ‘A’ through to grade ‘G’ the most difficult one. In Scotland areas 
were graded according to whether they were wholly urban, urban and rural 
mixed, or wholly rural. After completing the construction of blocks, each 
block was selected from each selected CD with probability proportional to 
the expected number of households they contained, weighted to take account
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of the expected difficulty of enumeration in the area. The expected num­
bers of households were the estimates used when planning the census. The 
measurements of expected enumeration difficulty were also derived from the 
area classifications used for census planning. The EDs which were graded 
as difficult were over-sampled in the CVS because it was felt that they were 
more likely to produce higher-than-average error rates.
The country was divided into distinct major strata for sampling purposes, 
and within each major stratum further implicit stratification was achieved 
by means of the order in which CDs were listed. Within each major stra­
tum sampling was done using a fixed selection interval-defined in terms of 
weighted population of households—and a random start.
3 .3 .2  S tra tifica tion
The CDs for England and Wales were grouped into three strata: Inner Lon­
don, former metropolitan and mixed metropolitan, and non-metropolitan 
areas. The 270 CDs for England and Wales were divided between strata in 
proportion to their total weighted population: 29 were sampled in the ‘Inner 
London’ stratum, 109 in the ‘former metropolitan and mixed metropolitan’ 
stratum, and 132 in the ‘non-metropolitan’ stratum (Table 3.1). The same 
criteria were used to allocate CDs in Scotland to two major strata: Glasgow 
in one and the rest of Scotland in the other.
In the third stage, from each selected block, interviewers selected different 
subsamples. On the average approximately 20 households were selected. 
Hence from 300 blocks, finally 6000 households were selected for quality 
check.
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3.3 .3  S e lectin g  th e  Sam ple to  C heck E n u m eration  E r­
ror:
Visual List (VL)
Like the census enumerators, the CVS interviewers’ first task was to list, from 
observation, the addresses of all building/building units within the bound­
aries of the selected EDs (workloads). These Visual Lists were independent 
of the census list, in order to avoid enumerators’ mistakes influencing the 
interviewers when they come to make their listing.
The CVS interviewers compared their list against the ERB in order to 
identify additional building units i.e. those units which census enumerators 
have missed and addresses incorrectly included by the enumerators, although 
they were not within the allocated workload. Both of these discrepancies are 
potentially serious problems for the census. The first can lead to undercount­
ing and the second can lead to overcounting.
Non-Residential Premises
The CVS interviewers renumbered the non-residential premises, which were 
distinguished by the entry ’NR’ in the ERB by the census enumerators and 
by the absence of a form. From this new list interviewers selected every 
second non-residential address. The selected addresses were revisited by the 
CVS interviewers to check if they had actually been non-residential on census 
night.
Vacant Sample
From ERBs, the CVS interviewers renumbered consecutively those addresses 
which had been enumerated as vacant households by the census enumerators 
on census night. The vacant accommodation included new, never occupied
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property, property under improvement, second residence, holiday accommo­
dation and students’ accommodation. After renumbering, interviewers se­
lected 1 in 2 samples, starting with a pre-specified random number. From 
the selected EDs, the resulting sample sizes were 6,790 vacant household 
spaces. The CVS interviewers re-visited all the selected addresses to ensure 
that they had in fact been vacant at the time of the census; an interview 
conducted with an occupier, if any; failing that with a neighbour or anyone 
else who was able to confirm the occupancy status on census night.
Absent Sample
The CVS interviewers visited all the spaces recorded as absent by the census 
enumerators in their workload areas to ensure that the classifications were 
correct and also to obtain information about the household members if any.
Multi-Household Sample
In the selected quality check households, if any address was found as a part of 
the Multi-household address (a house or purpose built flat—contained more 
than one household space), CVS interviewers were asked to record that ad­
dress. From the ERB, details of up to six Multi-household addresses in each 
sampled CD were taken for reinterview. The CVS interviewers conducted 
the interview at any households which the enumerator had missed.
Quality Check Sample
To check the quality of the census enumeration a sample of 5,991 house­
holds were selected from all private households who returned a census form 
within the sampled EDs. Like the Vacant/Absent sample CVS interview­
ers renumbered all the eligible households to construct the sampling frame
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for the quality check sample and draw the sample, starting with a number 
pre-specified by the Social Survey Sampling Branch of OPCS. The CVS inter­
viewers interviewed all the selected households in order to assess the quality 
of the answers given in the census. There were three interview schedules for 
the quality check sample, relating to housing, household composition and 
individual characteristics.
3 .3 .4  H an d lin g  u nresolved  addresses
When the CVS interviewers drew their samples, the field operations on the 
census had not quite finished. As a result, the Enumerator’s Record Books 
would not contain the final census classification of each address, that is, on 
one hand the ERB contains some of the unresolved addresses and on the 
other hand some of the classifications changed between the time the CVS 
sample was drawn and the time the data were eventually entered in the 
census computer. In the case of unresolved addresses the CVS interviewers 
selected up to eight unresolved addresses from each selected CD and treated 
them in the same way as that of census-absents and census-vacants addresses. 
The late census reclassifications were handled during computer matching.
3.4 CVS Results and Discussion
The 1991 Census recorded 49,890,273 people as resident in England and 
Wales (excluding visitors but including residents who were recorded as absent 
on Census night). Among the recorded people 47,055,200 were recorded in 
England and 2,835,073 in Wales. The resident population in Scotland was 
4,998,567 (OPCS, 1992).
The initial estimates of the 1991 Census Validation Survey identified a net 
undercount of 272,000 persons in Great Britain. Table 3.2 gives the overall
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estimates, that is estimates from all the six samples. According to the CVS’s 
preliminary estimates the total net under enumeration was divided into three 
categories Resident, Visitor and Not-known of which the net under enumer­
ation of the Residents was 143,000, Visitors were 96,000 and the Not-known 
was 32,000. The estimates take account both of the straightforward under 
and overenumeration, and also of misclassification (e.g. a self-contained space 
having wrongly been classified as non-self contained).
Table 3.2: Preliminary CVS Estimates for 
Great Britain (in thousands)
Persons Census CVS Difference Between 
Census and CVS
Resident 54,426 54,569 -143
Visitor 1,001 1,097 -96
Not-known 111 143 -32
Total 55,537 55809 -272
*Source:OPCS (1994)
The results from the CVS are not the best estimates that can be derived 
from the survey because they do not take account of any of the problems 
which were encountered in the CVS design itself. The problems were iden­
tified and described in detail in Chapter 3 of the CVS Coverage Report 
(OPCS, 1994). Allowing for some of these problems (such as, uncertainties 
about ED boundaries, occupied accommodation misclassified as vacant or 
non-residential by enumerators, overestimation of undercoverage at census- 
vacant and census-non- residential address etc.) the best CVS estimate is 
given in Table 3.3. The survey’s estimate of the net underenumeration in the 
census came to 288,000 individuals, of which 162,000 were residents, 98,000 
were visitors and 28,000 were people whose residential status was not known.
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However, this best estimate of the population is much less than the de­
mographic estimate of the population which is 56,207,000 for Great Britain, 
that is, approximately 1,300,000 more than the Census count for the resident 
population. This figure reduced to 1,200,000 after adjusting for definitional 
differences.
Table 3.3: Best CVS Estimates for
Great Britain (in thousands)
Persons Census CVS Difference Between 
Census and CVS
Resident 54,377 54,539 -162
Visitor 997 1,095 -98
Not-known 113 141 -28
Total 55,486 55774 -288
*Source:OPCS (1994). (The Census figures in the Table 3.3 differ from 
those given in Table 3.2 because the present table excludes the Wrongly 
Included samples and those households in the CV samples that said they 
had returned a census form).
One popular way to check the accuracy of the CVS estimate is to compare 
the adjusted census count with the demographic estimates. The demographic 
estimate and the adjusted census count should be in close agreement. How­
ever, as we have already mentioned, for 1991, they were not. The overall 
difference for England and Wales was 717,000.
By comparing the adjusted census count with that of the estimated pop­
ulation as shown in Figure 3.1 we can analyse the difference by age and sex. 
The important features of Figure 3.1 are:
(a) The adjusted Census figures are substantially below the estimated figures 
for people aged under 45.
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(b) Proportionately, the discrepancy is greatest for males and younger adults. 
The difference exceeded 2.5 per cent from age 19 to age 31, and exceeded five 
per cent from age 21 to 31, with a maximum of nearly six per cent at age 27.
(c) For the population between the ages of 45 and 80 the Census counts are 
similar to the demographic estimates. Here the differences are mostly one 
per cent and often less than 0.5 per cent.
(d) After age 70 the differences increased modestly. Over the age of 80 the 
estimated figures are higher. For men aged 85 and over, the adjusted census 
count was nearly nine per cent below the population estimate.
(e) The differences for the boys under 10 are not so large while the differences 
for teenage boys aged 14-17 are negligible.
(f) For the female population the differences are in the same direction as 
those of the males but smaller in size. For example the maximum difference, 
at age 27, is about 2.5 per cent, compared with six per cent for men.
Comparison by sex ratio
Figure 3.2 shows that the ratio of males:females in the demographic esti­
mates is about 1.05 at age zero. This ratio remains fairly constant until age 
20; then decreases to level off at about 1.00 from the mid-thirties to mid­
fifties; with a sharp decrease thereafter at the older ages. In contrast, the 
census count and the adjusted count also both start about 1.05 but at age 18 
or 19 the ratio drops rapidly to reach a minimum in the mid-twenties of 0.97 
for the census count and 0.98 for the adjusted count. The ratio then recov­
ers to reach much the same value as that for the demographic estimates for 
people in their late forties. The adjusted census ratio, thereafter, sometimes 
exceeds the demographic estimates.
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Table 3.4: Adjustments to the 1991 Census
count for E and W  (in thousands)
1991 Census count of usual residents for 
England and Wales 49,890
Timing difference:changes between census 
day (21 April) and mid-1991 +43
Definitional difference met student balance +58
Allowance for underenumeration in census 
Over-imputation in processing 
Net underenumeration arising from missed/ 
misclassified dwellings
Omission of individuals in responding households
Under enumeration of children under 1
Under enumeration of Armed Forces and their dependents
-85
+200
+177
+21
+79
Adjusted census count 50,383
*Source:OPCS (1992). E and W means England and Wales.
The OPCS experts believed that there may be four possible reasons why 
the sex-ratios and the census count, the adjusted census count and the esti­
mated populations were different. These four possible reasons are:
(1) errors in the baseline figures of the demographic estimates provided by 
the 1981 census.
(2) errors in rolling the estimates forward from the 1981 base.
(3) errors in adjusting the 1991 Census count and
(4) errors in the 1991 Census.
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Table 3.5: Difference Between A.C.C. and
R.F.E. for Mid-1991 (in thousands)
Males Females Persons
Adjusted census count 
Rolled-forward estimates 
Difference
24,482
24,892
410
25,902
26,063
161
50383
50,955
572
* Source: Population trends no. 71, 1993. A.C.C means adjusted census 
count and R.F.E means rolled-forward estimates.
By examining all the above four causes carefully, the OPCS experts 
reached the conclusion that most of the errors were probably attributed 
to the 1991 Census. Though the methodology of the 1981 PES was very 
similar to that of the 1991 CVS, comparison between adjusted census count 
and rolled-forward estimates showed more difference in 1991 (572,000 more 
than census count) than that of 1981 (108,000 more than rolled-forward esti­
mates). Moreover, the age structure pattern of 1981 was very different than 
that of Figure 3.1. So, it is reasonable to believe that some other factors may 
be responsible for the different pattern of bias in 1981 compared to 1991.
In roll-forward estimates, the previous year’s resident population is aged- 
on by one year. After ageing, the annual estimates are updated by adding 
on births, deducting deaths, and allowing for net migration balance. As 
the births and deaths registration system in the U.K. is believed to be al­
most complete, roll-forward estimates could be affected only by migration 
factors. After a review of the International Passenger Survey (IPS), “it was 
felt that IPS figures were more likely to understate than overstate immigra­
tion” (Heady et al, 1994). Thus we can conclude that, only a small part of 
the differences would be due to errors in the migration components.
The reasons for considering that errors in the 1991 census were the main
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cause of difference, is that the 1991 census was carried out in the traditional 
way without taking into account changes in society over the last ten years. 
For example, “there are more one-person households; more people are unwill­
ing to answer the door to strangers; there is more homelessness; and there 
had been concerns that the unpopularity of the community charge might 
affect the census, even though the two exercise were not connected in any 
way” (Population Trends No. 71, 1993).
3.5 Conclusions
The overall conclusion of accepting demographic estimates is based on the 
fact that there was no reason to think that figures produced by demographic 
methods were overestimates. Furthermore, from the above explanations it 
is likely that the CVS underestimates the 1991 census undercount. When 
compared with the demographic estimates it was observed that most of the 
people missed in the 1991 Census were of the age groups 20 to 35. Past 
experience (Britton and Birch, 1985) had shown that people in their twenties 
are more difficult to enumerate: men more so than woman. This is precisely 
the pattern found in the 1991 census. Moreover, this pattern of age and sex 
differences does not fit any of the other explanations.
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Table 3.6:Mid-1991 Population Estimate for E and W (in thousands)
1991 Census count of usual residents for 
England and Wales 49,890
Timing difference:changes between census 
day (21 April) and mid-1991 +43
Definitional difference met student balance +58
Visitors enumerated but not recorded as usual 
resident +200
Over-imputation in processing -115
Under-enumeration of special groups 
Children under 1
Armed Forces and their dependents 
Over 80 years old
+21
+42
+63
Under-enumeration (net) identified in CVS 
Arising from missed/misclassified dwellings 
Omission of individuals in responding households
+178
+177
Other unexplained under-enumeration balance +547
Final rebased mid-1991 population estimate for 
England and Wales 51,100
*Source:OPCS (1993)
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Chapter 4
Comparison Am ong Different 
D ual System  Estim ates
4.1 Introduction
Dual record systems are employed in a number of countries to estimate the 
undercount/overcount rate of the census by using the C-D technique. For the 
application of the C-D technique, the first record is the census and the second 
record is the sample count and it is assumed that the two data collection 
systems are independent in the sense that neither has access to the other’s 
results and a third independent check is made on events picked up by either 
system to verify that they are correct. Normally, events picked up jointly 
are assumed to be correct. Sample data are matched with census data, on a 
case by case basis. The outcome can be distributed in the form of a 2 x 2 
contingency table (Table 4.A, same as Table 2.1), where X22 designates an 
unknown number of events not observed by either method, and therefore not 
available from any tally of the survey results.
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Table 4.A. Outcome of the Matching Process
Sample(PES)
Census In Out Total
In x n x 12 Xi+
Out X21 x 22 X21 +  ^22
X+1 = N P x ++ = Nt
The proposed estimator of x22 by Chandra-Sekar and Deming (1949) is:
X12'Z'21 (A -xX22 = -------- (4.1)x n
Hence the total estimated number of persons, NT is
N t  = x 11 + x u  + x2i + x22[= (4.2)Xu
Chandra-Sekar and Deming assert that when the chance of an event being 
missed by the first system is independent of the chance of the same event 
being missed by the second system, equation ( 4.1) is a consistent estimate 
of x22.
In reality the assumption of independent collection is unacceptable. Jabine 
and Bershad (1968), Greenfield (1975), El-Sayed Nour (1982), and many oth­
ers argue that, in particular where the source of data is a human population, 
there are many possible reasons for which data can be missed systematically 
by both methods of data collection.
The correlation between the two methods is,
^ 11^22 — ^ 12^21 (Arx = ---------------------------------------------------------y (4.3)
[(xn  +  x 12){xn  +  x 21)(x12 -f £22)(£21 +  £22)]2
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Based on real observations, Chandra-Sekar and Deming (1949), Jabine 
and Bershad (1968) and Greenfield (1975), were convinced that the associ­
ation between these two collection systems is positive. When positive cor­
relation between the two recording systems exists, this means that Xn in 
equation ( 4.1) will be relatively higher than would be the case if the systems 
were independent and hence X22 will be an underestimate. In other words, 
when the second system is more likely to pick up events recorded by the first 
system than events missed by the first system, positive correlation will arise. 
The reverse applies for negative correlation (Greenfield, 1976). Chandra- 
Sekar and Deming, therefore, suggested that their method will give better 
results if applied to homogeneous sub-groups of the data and that the total 
estimate be obtained by building up from these sub-groups. The underlying 
argument is that if the association for each sub-group is near zero, while 
the association for all sub-groups combined is not zero, then a less biased 
estimate of X22 will result.
4 .1 .1  G reenfield  M eth o d
Greenfield (1975) argues that while the method of sub-grouping offers an 
improved estimate, it still suffers from the defect that independence within 
sub-groups is assumed. He therefore proposed that the C-D estimate of the 
number of missed events should be regarded as a minimum estimate. His 
proposed estimator for the lower limit to the value of X22 is the same as that 
of Chandra-Sekar and Deming (1949) which is
^12^ 21
X22 = --------x n
An upper limit to the value of X22 is derived by taking rx as Pearson’s 
correlation co-efficient and then writing the equation in the quadratic form
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for x 22 and solving for x 22 as
X 22 =  - - £  +  (A +  — ) 2 (4.4)
where
1 , =  {x12x 2i ) [x i2X2i ~  r x ( x n  +  x 2i ) ( x n  +  x 12) . .
r l ( x n  +  x 2i ) ( x n  +  x 12) -  x h
2 R == lr K x  12 +  ^ 21)^11 +  x2i)(x n  +  x 12) +  2x u x 12X2i] ( .
rx(x n  +  x 21) ( x n  4- x 2\) -
1
8- f'x 2 iTx(max) 4” f ’x(rnin)') (4*7)
4- Tx(max) =  ~ — ~  — 7T (4-8)
(xn +  x2i)\Xii 4- £12) 2
5. r x(min) =  ~[~f ~ W “  d 2 (4.9)(#n +  x2i){x\\ 4- xi2)
The technical details of the estimation procedure are given in Appendix 1.
4 .1 .2  E l-Sayed  N ou r M eth o d
El-Sayed Nour (1982), also did not agree with the suggestion of dividing the 
data into homogeneous sub-groups and argued that a better way of dealing 
with the association bias in estimating x 22 is to make assumptions concerning 
the value of the association index r where
r = A(xn x 22 -  x 12x 2i) (4.10)
where A is an appropriate positive constant. He presents an alternative 
approach to the estimation of x22 which preserves the main characteristics of 
the C-D technique, but takes into account the lack of independence between 
the results of the two collection procedures.
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He defined the properties of the C-D technique in the context of demo­
graphic application, and by taking those properties into account he derived 
the upper and lower limit of X22 and suggested the lower limit as an estimator 
for #22- His given estimator is 
2x 11X12X21
x 22 =  - j — ---------  (4.11)
xn  + x vlX'a
The technical details of the estimation procedure are given in Appendix 2.
On the other hand, in the CVS investigation to check the quality and 
coverage of the 1991 census, they have six different samples from the same 
ED blocks of which only the CVS listing of housing units is independent of the 
census listing. That is, among the six samples, five are related to the census 
enumeration. Under this situation if we apply the C-D technique directly 
for x22 we may have a less precise estimate of missing events. Therefore, 
it is clear that if we estimate the missing events by applying all the above 
three methods, that is, C-D, Greenfield, and Nour methods we will be able 
to observe the whole range of missing events, which in turn will help us to 
draw conclusions. Therefore, in the following we will describe the estimation 
procedures of the above mentioned three methods and than compare the 
estimates of the missing values.
4.2 National Estim ate of N et U ndercount/ 
Overcount:
To estimate the net undercount/overcount at national level, we consider the 
nine regions of England and Wales as defined in the 1991 census enumera­
tion. We assume that each of the regions is divided into some CDs and each 
CD is again divided into a number of ED blocks. Each ED block gives an 
independent estimate of the total number of people enumerated by the 1991
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census. This estimate will be obtained in two stages. First the C-D estimate 
will be computed for the total population of each ED block.
Second, this estimated total population of each ED block will be divided 
by the probability of selection of the CDs. This will give an estimate of the 
total population of the stratum which is
YPPSi =  (4.12)rriiPi
where
YPPSi is the estimated total population of the region from the ith CD 
Mi is the number of ED blocks in the ith selected CD 
rrii is the number of ED blocks selected in the sample from the ith CD 
Pi is the probability of selection of the ith CD which is the first sample unit 
(AE)ij = N^ij is the adjusted estimate of the total population in the jth  se­
lected ED blocks of the ith CD; this could be obtained from the C-D method, 
the Greenfield method, or the Nour method.
An unbiased estimate of the total population of the stratum is given by 
Ypps = — T .  Yppsi (4-13)
n i
where n is the number of selected CDs
The total population of the whole country will be estimated in the fol­
lowing way:
(4.14)
^  i=1 X
where
K is the number of regions
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x is the census enumerated region total and 
X is the census enumerated total population of the country. 
Yppsi is the estimated total population of the ith region
The estimate of net undercount/overcount rate is therefore
Rn = 100(1 -  ^ 2 )  (4.15)
Nt
where
Rn= under count/over count rate
Nc is the enumerated total population by the census
Nt is the estimated total population
4.3 Data for the Dual System  M ethod
To estimate the population of England and Wales, let us consider that the 
country is divided into nine regions and the 1991 census enumerated pop­
ulation of these nine regions is 49,193,915. We assume that each region is 
divided into a number of Census Districts (CD) and only one CD from each 
region is selected by probability proportional to size. To draw the CD by 
probability proportional to size, generally last census year’s population of 
the CD is considered. Each CD is again divided into Enumeration Districts 
(ED). These EDs are then arranged in blocks, taking four adjacent EDs in 
each block. To estimate the total population of the country, the design of 
the sample was two-stage with CDs as first stage units and ED blocks within 
the CD as second stage units. CDs were selected with replacement and with 
probability proportional to the census population as recorded in the last cen­
sus, whereas ED blocks in a CD were selected with equal probability. The
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data are given in Table 4.B and Table 4.C. The figures in column 2 of Table
4.B are the 1991 census enumerated populations of the regions. All other 
figures of Table 4.B and Table 4.C are hypothetical.
Table 4.B. Enumerated Population of regions
Region Total persons
(1991)
Selected CD CD Population
(Hypothetical)
Eng +  Wales 49193915
North 3018679 c d 1a 750
York +  Humb 4796,562 c d 2.3 854
East Midland 3919483 c d 3.5 998
East Anglia 2018617 c d a.2 823
South East 16793683 794
South West 4599685 c d 6A 862
West Midland 5088565 c d 7.2 924
North West 6146776 CDs.6 768
Wales 2811865 c d 9A 820
Here, for example, CD\A means, selected CD number 4 of region 1 (the 
North)
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Table 4.C. Hypothetical Population of ED Blocks
Region Selection 
Prob. of
the CD (Pi)
No. of 
ED in
CD (Mi)
Population in 
the selected  
ED blocks
EDs’ TP BP MP FP
North .000248 11 EDi4'Q 64 01 31 33
York+Humb .000282 14 FD 23 .3 56 04 29 27
East Midland .000254 12 FD3 5.2 87 07 44 43
East Anglia .000407 11 ED 4 2 .5 76 04 40 36
South East .000047 12 69 00 35 34
South West .000187 10 ^^64.1 80 03 42 38
West Midland .000181 11 EDj2A 86 04 44 42
North West .000124 14 59 01 30 29
Wales .000291 13 ED91.3 62 05 32 30
Here ED\±$ means selected ED number 9 of CD 4 of region 1.
Column 2 represents the selection probability of the CD from the region. For 
example, the probability of row one of Table 4.C is .000248 and is calculated by 
dividing 750/3018679 where 750 is the CD population (hypothetical) and 3018679 
is the 1991 census counted total population of the North region.
Column 3 represents the total number of ED blocks in the selected CD (hypothet­
ical) .
Tp, represents the total counted population of the selected ED (hypothetical). 
Bp, represents the total counted black population of the selected ED (hypotheti­
cal).
Mp, represents the total counted male population of the selected ED (hypotheti­
cal).
Fp, represents the total counted female population of the selected ED (hypothet­
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ical).
4.4 Procedure of the C-D Technique
Using information from all the six CVS samples and by giving appropriate 
weight for unequal probabilities of selection in each sample, we estimate the 
population total for each of the following cases by applying the C-D technique 
as defined before.
1. National estimate of under count/over count
2. National estimate by Race
3. National estimate by Sex
4. National estimate by Age
5. Estimate for Inner London
6. Estimate for Metropolitan areas
7. Estimate for Non-Metropolitan areas
In this section we calculate estimates (a), (b) and (c) using the C-D 
method.
By applying the C-D technique we can estimate the total population of 
these selected ED blocks separately as follows:
Step 1 Let us consider Enumeration District ED  1 4 .9 . Our problem is to 
estimate the total population of (ED 1 4 .9 ).
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Step 2 Our model is (Table 4.1)
Table 4.1. C-D Model for Population Estimate
CVS
IN OUT Total
Census IN T—l8II 312 xa j  = N a j  — G — E  — D — I
OUT X21 322
Npij NX,..Tij
where
M  = Xu is the population counted by the both methods, census and survey
X\ 2  is the counted population in the census only
#2i is the population estimated from the CVS sample only
X22 is the population missed by the both procedure
N a j  is the enumerated population in the jth ED block of the ith CD in the 
census
x Cij is the corrected population in the jth  ED block of the ith CD
Npij  is the estimated weighted total in the jth  ED block of the ith CD from
the CVS sample
Nj<ij is the estimated total population of the jth  ED block of the ith CD by 
the C-D method of estimation
G is the number of persons incorrectly located geographically in the census 
E is the number of persons incorrectly enumerated in the census (fabricated 
or not in sample)
D is the duplicate enumeration in the census
I is the number of persons who are enumerated in the census but have insuf­
ficient information for matching 
Step 3 Estim ate of NPij
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a) From the visual list, if any additional building is found which was missed 
by the census enumerator, a coverage check interview will be carried out. 
Say, for ED \^  we found three persons, who were not enumerated in the cen­
sus count
b) From the quality check sample, let us draw a sample of size 5 from the
20 who were enumerated in the census. Let us also assume that during the
quality check interview, we have found two persons who were not enumer­
ated in the census. As we draw a sample of size 5 from 20, so our estimated 
total persons not enumerated in the census count is (20/5)2 =  8 . In the same 
way we will estimate the persons not enumerated in the census from the 
Non-residential household, Multi-household and Vacant/ Absent household 
samples.
For estimating iVpi.3 let us consider that persons who were not enumerated 
in the census were found in the following ways:
a) 3 persons from the visual list sample
b) 8 persons from the quality check sample
c) 1 person from the absent household sample
d) 2 persons from the non-residential household sample
e) 2 persons from the multi-household sample
f) 0 persons from the vacant household sample
g) G +  E  +  D +  I  = 0 + 0 + 4 + 0  =  4, that is from the samples four persons 
were found counted twice in the census and hence must be subtract from the 
census count.
Npij =  iVpi.3 =  X\\ +  (#21 =  3 +  84-1-1-2 +  2 +  0 =  16) =  58 +  16 =  74
Xcij =  3+ 1.3 ~  -Vci.3 — G — E  — D — I  — 64 — 0 — 0 — 4 — 0 =  60
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Step 4 Estimate of ED14.9 block’s population by C-D Technique
At this stage of the estimation we counted or estimated the following: 
Ncij = 64 which is the census count 
x C i j  — 60 which is the corrected census count
Npij = 74 which is the estimated weighted total in the jth  ED block of the 
ith CD from the CVS samples
Now from the census and the CVS sample’s matching along with the
above three pieces of information we can fit our model as follows: (Table 4.2)
Table 4.2. C-D Model for ED Population Estimate
CVS
TotalIN OUT
Census IN ^11 =  58 x i2 =  2 xc\.z =  60
OUT x 21 = 16 x22 = .55 16.55
•Npi.3 =  74 3 N*13 = 76.55
where
M  = x ii =  58 means that out of 60 corrected census count 58 persons were 
matched with the CVS count/estimate.
X12 =  2 means that out of 60 corrected census count 2 persons were not 
matched with the CVS count.
x 2\ =  16 means that out of 74 CVS estimated persons 16 were not matched 
with the census count.
*22 =  ^  =  ^  =  .55
iVyj 3 =  N n -3Xcl-3 =  M M  =  7 6 .5 5  (4.16)
Xu 58
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Step 5 The total population of the stratum is 
* Mi(CDE)ij (11) (76.55)
Yppsi ~  -  .000248 " 3395363 (417)
where, M* =  11; =  01; Pi =  .000248
Following the same procedure we estimated the total population of all 
the regions from the selected ED blocks; the result is given in Table 4.8.
4 .4 .1  E stim a te  by R ace
To estimate the undercount by race, post stratification technique will be 
applied. First, from the census count, total population for a particular race 
(say black) will be separated. In the second stage, from the CVS sample, the
total black population will be estimated by the C-D method for each block.
For illustration let us consider the previous example. Total black popu­
lation in the selected ED blocks =  1 + 4  + 7 +  4 +  0 +  3 +  4 - I - 1 + 5  _  35 
(Total of column 6 of Table 4.C)
As the sample size is small let us consider all the selected ED blocks as a 
block, following the same procedure as before, we have:
a) 0 persons from the visual list sample
b) 4 persons from the quality check sample
c) 0 person from the absent household sample
d) 0 persons from the non-residential household sample
e) 0 persons from the multi-household sample
f) 0 persons from the vacant household sample
g )G  +  E- j -D + I = 0  + 0 +  0 +  0 = 0
Npb =  "E11 “I- ("E21 =  0 +  44-0 + 0 +  0 + 0 =  4) =  30 T  4 — 34 is the 
estimated black population in the combined blocks from the CVS samples.
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Our model is (Table 4.3):
Table 4.3. C-D Model for Population Estimate by Race
CVS
TotalIN OUT
Census IN oCOIIr“lrH x 12 =  6 x c b  = 36
OUT X21 =  4 X22 = .88 4.88
N p b  = 34 6.80 N*b =  40.80
where
Xcb = N cb — G — E — D — I  = 36 — 0 — 0 — 0 — 0 =  36 is the corrected black 
population in the combined ED blocks.
N cb is the enumerated black population in the combined ED blocks.
N^b ls the estimated total black population of the combined ED blocks.
Calculations for the black population:
Table 4.4. Estimating Black Population.
CD Mi Pi rrii CDE MiCDEi mi Pi MiCDEniiPi
CDito9 108 .00008 9 40.80 4406 .0007 6283133
where Mi = 108 is the total ED blocks in the selected CDs.
Pi =  total black population in the selected CD divided by total black pop­
ulation of the sample population =  460/5903270. Here both the figures are 
hypothetical.
rrii =  9 is the total number of selected ED blocks and 
CDE = 40.80 is the dual system estimate.
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Therefore, the estimate of net the undercount/overcount rate of the black 
population is:
RnB = 100(1 -  ^ |-£ )  =  100(1 -  1^28^33)) =  6 '°4  (cwercowlt)(4-18)
4 .4 .2  E stim a te  by S ex
Each of the selected ED blocks will be divided into two parts: male and fe­
male. Estimates for male and female, can then be estimated separately. For 
illustration let us consider the North region.
Total population of the North counted in the census =  3018679 
Total male population of the North counted in the census =  1457472 
Total male population of the selected CD (hypothetical) =  384 
Hypothetical males in the selected ED is N q m  = 31
Estim ate of male population from the selected ED by C-D Tech­
nique
Following the same procedure as before we have say:
a) 4 persons from the visual list sample
b) 8 persons from the quality check sample
c) 2 person from the absent household sample
d) 0 persons from the non-residential household sample
e) 0 persons from the multi-household sample
f) 0 persons from the vacant household sample
g) G+E+D+I =  0+0+4+0=4
N pm =  ^li + (^21 =  4 +  8 +  2 +  0 + 0 +  0 =  14) = 25 +  14 — 39
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xqm — NCm — G — E  — D — I  — 31 — 0 — 0 — 4 — 0 =  27
O ur m odel is (Table 4.5):
Table 4.5. C-D Model for Population Estimate by Sex
CVS
TotalIN OUT
Census IN x n  =  25 x 12 = 2 x c m  = 27
OUT x2i = 14 £22 =  1-12 15.12
N p m  — 39 3.12 V*M = 42.12
where
% c m  — Ncmi .3 — G — E — I  — D is the corrected male population .
N pm is the estimated male population from the CVS samples.
N£m is estimated total male population for the ED block by the C-D 
method.
Therefore, the estimate of the total male population of the region is: 
N t m  =  - ^ Y p p s i  =  M i ° D E  =  1748531 (4 .19)n "  rriiPi
where, Mi = 11; m* =  01; P; =  384/1457472 =  .000263
Therefore, the estimate of the net undercount/overcount rate of the male 
population is:
- 1W (1 - 1 ?  - 100(1 -  § H i j >  - 17 21 < t2 0 )
Following the same procedure we will estimate the total male population 
of the stratum from all the selected ED blocks.
81
4.5 Procedure of the Greenfield M ethod
For purposes of comparison in this section we calculate the national estimate 
using the Greenfield method. The estimation procedure of the Greenfield 
method involves several steps.
Step 1: Estimation of (primary estimated total population of 
the ED blocks).
In step one by utilizing all the six CVS samples along with census enu­
meration we will estimate the total population for each of the selected ED 
blocks. For example, let us consider the previous example of Table 4.2 where, 
N c = Census enumeration =  64
G + E  + D + I  =  0 +  0 +  4 + 0 =  4 (symbols are as before)
Vc = Weighted estimated population from the CVS samples who were not
enumerated in the census = 16
Therefore,
N; = Nc -  (G +  E  +  D +  I) = 64 -  4 + 16 = 76
Step 2: Estimation of Z (initial estimate of population missed by 
both the methods)
Here we will match the census enumeration with the Visual Listing only. 
From the matching result, we will estimate Z from the following equation 
Z  =  N ;  -  x n  -  x 12 -  X2\
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Table 4.6.Model for Estimating Z
Sample
Census In Out
In x n  = M  = 60 x12 = 4
Out x2i = 3 Z
Therefore,
Z  = 76 -  60 -  4 -  3 =  09
Step 3: Estimation of fx. (correlation co-efficient between census 
and survey data)
In this step we will estimate f x from equation ( 4.7) by utilizing equations 
( 4.8) and ( 4.9). For our present example
X\i Z  — Xi2%2\
[(^11 +  ^ 12) (^11 +  ^ 2 l )  (^12 +  Z){x 21 +  Z)\t 
(60) (09) -  (4) (3)
V/(64)(63)(13)(12)
.66
Tx(rnin)
^12^21
(xn  +  Xi2 ){xn +  X2\)
W(3) a
64) (63) 
.05
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Therefore,
1
^x ~^(j'x(max) T s^(min))
= .305
Step 4: Estimation of £22 and JVJ (final estimated total population 
of the ED blocks).
At this stage by matching the census data with the CVS samples case 
by case we will estimate X22 from equation (4.4) in the following way. Our 
model is (Table 4.7):
Table 4.7. C-D Model for Population Estimate
Sample
Census In Out
In II &; 11 Cn OO £ 1 2  = 02
Out £ 2 1  =  16 £ 2 2
Now
= {xi2 X2 i)[xi2x2i ~ r l(xn  +  X 1 2 ) ( x u  + X2 1 )] 
r2x(xn +  x 12)(xn  +  x2\) -  £?i 
32[32- .093(60)(74)]
(.093) (60) (74) — (58)2 
=  4.13
[rl(x 12 +  x 2i)(xn  +  x 12)(xn  +  x 2\) +  2£ n £ i2£2i] 
f l ( x  11 +  x 12){xn + x2i) ~  x\\
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(.093)(18)(60)(74) +  (2)(58)(2)(16) 
(.093)(60)(74) -  (58)2
=  -3.776
Therefore,
%22 -  B + (.A + — )2 
= 4.65
And the total population of this ED blocks is 
TV* =  58 +  02 +  16 + 4.65 = 80.64
(4.21)
Step 6  Therefore, estimate of net undercount/overcount rate of the stratum 
population is:
- 100(1 -  Sj£> -  -  H i ? ’ - 15 60 <4 221
Following the same procedure we will estimate the total population of the 
region from all the selected ED blocks.
Step 5 The total population of the stratum is
-  M l t A J l h  -  (11)(8° M> -  3576774rriiPi .000248
where, Mi =  11; ra; =  01; Pi = .000248
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4.6 Procedure of El-Sayed Nour Technique
Here we present the national estimate using the Nour method. We use the 
example of Table 4.2 from which the estimated value of x22 is
2xu x 12X2i (2) (58) (2) (16)
*22 “  * n + x n x n  ~  (58)’ + (2)(16) " 1 M  ^
and the total population of the ED block is
l \ T  1 1 1 T i f  a  c \  a \Nt  — x n  +  X12 + £21 +  ^22 [— ~o—;----------] (4.24)
X n  +  ^ 1 2 ^ 2 1
= 58 +  02 +  16 +  1.09 =  77.09 (4.25)
Therefore, the total population of the stratum is 
- M ^ C D E ^  (11)(77.09)
YpPSi -  rn.fi ~  .000248 =  3419315  (4'26)
where, M; =  11; =  0 1 ; Pi = .000248
Therefore, estimate of net undercount /overcount rate of the stratum pop­
ulation is:
- wo( i  - - i w i 1 m  <4-27»
Following the same procedure we will estimate the total population of the 
region from all the selected ED blocks.
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4.7 Results and Discussion
In Table 4.8, the estimated total population of the strata as estimated by 
the C-D, El-Sayed Nour, and Greenfield methods are given.
Table 4.8 .Estimate from C-D, Greenfield and Nour methods 
(using hypothetical data from Table 4.B and 4.C)
Region 1991 Census 
Count
CD
Method
El-Nour
M ethod
Greenfield
M ethod
North 3018679 3395363 3419315 3576774
York +  Humb 4796562 4827640 4857528 4979438
East Midland 3919483 4179685 4201890 4194803
East Anglia 2018617 2171429 2180541 2213243
South East 16793683 17820078 17842373 18849153
South West 4599685 4451610 4464171 4472456
West Midland 5088565 5181739 5197348 5278900
North West 6146776 7007923 7015807 7012081
Wales 2811865 2963074 2977491 2971237
From Table 4.8 one can observe that the lowest and highest estimated 
values are given by the C-D and Greenfield methods respectively while the 
Nour method gives a value in between the two methods. Only in two cases, 
that is, in the region East Midland and North West the estimated values by 
El Sayed Nour are higher than the estimated values by Greenfield methods. 
This means that C-D assumption of r = 0, that is, the assumption of zero 
correlation understates the true correlation and hence results in an underes­
timate of the number of events missed by both methods of data collection. 
On the other hand the assumption of the Greenfield technique that the true 
correlation is located at the mid-point of its range overstates the correlation
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and hence results is an overestimate of the number of events missed.
In Table 4.9 the range of the undercount rate calculated from the esti­
mated values of Table 4.8 are given. As can be seen, in case of the C-D 
method ranges from overestimate of 3.32 percent to underestimate of 12.29 
percent, whilst in case of the Nour method ranges from overestimate of 3.04 
percent to underestimate of 12.39 percent. The ranges is highest in case of 
the Greenfield method which is from overestimate of 2.84 percent to under­
estimate of 15.60 percent.
Table 4.9. Range of Estimated Undercount rate
Methods Lower Value Upper Value Range
(1) (2 ) (2) - (1)
C-D Method -3.32 12.29 15.61
Nour Method -3.04 12.39 15.43
Greenfield Method -2.84 15.60 18.44
4.8 Conclusion
The main objections to the use of a dual system are directed to the correlation 
bias and cost. Other problems of the dual system are matching bias, and 
particularly a high level of erroneous non-matches. A high rate of erroneous 
non-matches will result in a small value of r n ,  and will overestimate the 
missing events. On the other hand, erroneous inclusions will result in a high 
value of Xu, and will underestimate the missing events. Actually, recent 
developments of computer technology and intensive research in this field help 
to improve the design as well as matching techniques of the dual system. The 
improving matching techniques of the dual system give us the opportunity 
to work fast and improve the completeness of coverage with reasonable cost.
The presence of correlation bias has almost same affect as that of erro­
neous non-matches. When correlation is positive the dual system underesti­
mates missing events and when correlation is negative, overestimates missing 
events. To deal with this correlation bias Chandra-Sekar and Deming suggest 
classifying the events into homogeneous groups on the basis of age, sex, and 
other characteristics; estimating population separately for each groups; and 
summing to get the estimated total number of events. Jabine and Bershad 
(1968) give a hypothetical illustration of the appreciable reduction in bias 
achieved by making separate DSE estimates for strata and then summing. 
Unfortunately, examples of substantial gains from making separate estimates 
for population subgroups are few. The main difficulty with trying to mini­
mize correlation bias by making separate estimates for subgroups is that it is 
very difficult to define subgroups which are homogeneous with respect to the 
probabilities of coverage. As a result, the correlation between sources within 
groups is not different from the overall correlation.
We therefore try to investigate how different methods of estimation im­
prove the estimates of missing events rather than depending only on dividing 
the population into subgroups. The results of Table 4.8 give clear support for 
the assertion that the assumption of zero correlation of the C-D technique 
should be regarded as providing an underestimate of missed events and the 
Greenfield technique an overestimate. Estimation by the Nour technique 
gives values in between the C-D and Greenfield techniques, which implies 
that the estimates by the Nour technique are less affected by the correla­
tion of the two methods of data collection. Moreover, the calculation of the 
Nour technique is very simple. Therefore, we believe wherever C-D technique 
is used, the extra calculation involved in applying the Greenfield and Nour 
technique in addition to that of the C-D technique will be useful.
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Chapter 5
Triple System  Estim ation  
U sing Log-linear M odels
5.1 Introduction
In Chapter 2 we have discussed the dual system estimation methodology 
to estimate the total population including those missed by the census and 
PES surveys. We also discussed the correlation bias and some alternative 
methods of estimation to reduce this correlation bias. Another way of re­
ducing correlation bias is to obtain additional sources of information on the 
population. By using a third independent source of information, the 2 x 2  
table underlying the PES can be expanded into a 2 X 2 x 2 table in which 
only one of the 8 cells is unknown. Estimates of the unknown cell and thus 
of correlation bias and total population may be calculated under suitable 
assumptions. Zaslavsky and Wolfgang (1990); Darroch, J. N. et al (1993), 
discussed a number of methods to estimate the population of the unknown 
cell as well as the total population by using the three sources of information 
in log-linear models. In this chapter we focus on the following four models
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based on three sources of information:
1. Model of complete independence
2. Model of no second order interaction
3. Model of full quasi symmetry
4. Model of partial quasi symmetry
5.2 Data for Triple System  Method:
For the purposes of population estimation we assume that the primary source 
of data is a census enumeration, the secondary source is a post enumeration 
survey and the third source is a further survey or administrative record list. 
Ericksen and Kadane (1985) called this list a “mega-list” which they sug­
gested could be created by combining all the available sources to approximate 
a complete list of the population. Here, for our purposes, we considered three 
hypothetical lists of information. The first one is the census count, the sec­
ond one is the estimated number of persons from the CVS and the third one 
is the address list (at present no such list is available in the U.K.; the ONS is 
developing a master address list by combining all the available administrative 
lists (such as NHS records, post office address lists etc.)).
We divided the population into four strata and deliberately chose the 
number of persons in each list differently from the others in the different 
strata to see how well the models fit the data in different situations. In 
stratum 1 we assume that the census enumerated population and the counted 
population from the address lists are similar but less than the number of 
people counted by the CVS interviewers.
91
In stratum 2 we considered that the census and the CVS count of pop­
ulation are similar but less than the number of people listed in the address 
lists.
In stratum 3 we considered that the census and the address list popula­
tions are similar but less than the CVS enumeration.
In stratum 4 we try to observe how well the models fit when CVS and 
address list population counts are similar but considerably less than census 
counts. We have five estimates for each stratum. The data are given below 
(Table 5.1): Column 1-3 of Table 5.1 are the census, the CVS and the ad­
dress list estimated population respectively while column 4-11 represents the 
matching results of the above three sources of information.
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Table 5.1. Hypothetical Three-source Data
CEN CVS ADD ^ui %121 ^211 #221 ^112 ^122 ^212 ^222
Stratum 1
225 240 227 201 08 09 09 07 09 23 -
202 214 205 176 08 12 09 10 08 16 -
226 235 228 200 08 11 09 10 08 14 -
227 238 231 201 09 11 10 08 09 18 -
244 258 248 218 10 13 07 12 08 15 -
Stratum 2
247 246 274 208 13 14 39 15 11 09 -
228 224 251 189 09 10 43 14 16 11 -
218 221 235 177 11 12 35 13 17 19 -
205 211 218 159 12 10 37 18 16 24 -
207 217 229 168 13 14 34 16 10 19 -
Stratum 3
222 263 220 190 11 09 10 08 11 56 -
234 277 230 193 12 11 14 19 10 54 -
245 284 241 201 16 12 12 11 17 60 -
248 288 242 198 12 14 18 17 21 59 -
239 286 232 195 12 11 14 22 10 58 -
Stratum 4
283 235 233 202 07 12 12 17 57 04 -
280 241 246 200 16 11 19 08 59 16 -
283 242 238 201 12 15 10 07 63 19 -
296 257 259 215 13 17 14 11 57 14 -
302 261 265 213 15 21 16 11 63 16 -
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5.3 Log-Linear M odels
Estimating the counts of individuals using log-linear models is now accepted 
as one of the most useful methods. The use of three or more lists with a 
multinomial sampling model was first explored by Darroch (1958) for inde­
pendent lists and was extended with log linear models to allow dependence 
among the lists by Fienberg (1972). Such models have been studied ex­
tensively by Goodman (1968), Bishop and Fienberg (1969), Mantel (1970), 
Fienberg (1972), Haberman (1974), Bishop, Fienberg, and Holland (1975) 
and Fienberg (1977). Let us consider the observed counts x a from an s 
dimensional multinomial distribution into a number of mutually exclusive 
classes (a =  1,2,...£) as realisations of random variables X a with expecta­
tions ra0, where Ga =  logma can be written as a known linear function of a 
set of unknown parameters TlKab^b in a matrix terms denoted by G =  KX. 
The columns of the matrix K are the design vectors of co-efficients of each 
parameter in turn. These design vectors define the model being fitted.
For a closed population with s samples the observations x a = Xijk.. could 
be represented as a 2s contingency table with one unobservable category -  a 
structural zero in one cell. Fienberg (1972) proposed that a model be selected 
for the observable categories from among the standard hierarchy of log-linear 
models for contingency tables. With the exception of the unobservable cat­
egory, the structure of the data is exactly that of a factorial experiment, 
each factor at two levels (presence or absence, counted or not counted in 
that sample), which is classically described in terms of a mean (A), main 
effect (Ai), two factor interactions (Aij), describing how each main effect is 
changed according to whether or not one other factor is present, three factor 
interactions (Aijk) and so on.
Different ways of defining these effects by parameters are possible. Fien­
berg (1972) used two alternative definitions. According to the first definition,
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in the full model each parameter represents that effect averaged over both 
levels of the others, that is, main effects and interactions averaged over all 
levels of the other factors. According to the second definition the main ef­
fect of a particular sample contrasts the number of individuals not counted 
in that sample but counted in every other with those counts in all samples. 
The most general model for a complete 23 table, according to the second 
definition is:
G m =  A
G 2 1 1 =  A  +  A i
G 1 2 1 =  A  +  A 2
G 2 2 1 T—( 
+II + A 2 + ^ 1 2
G 1 1 2 —  A  +  A 3
G 2 1 2 —  A  +  A i + ^ 3 + ^13
G 1 2 2 =  A  +  A 2 + ^ 3 + ^23
G 2 2 2 =  A  +  A i + A 2 + A 3  +  A 1 2  +  A 1 3  +  A 2 3  +  A 1 2 3
This has the advantage that with X2 2 2 unobservable, the model for G2 2 2  
is not defined, so that there are 7 observations modelled naturally by 7 pa­
rameters, since A123 does not appear.
If we select a model with no interaction between second and third samples, 
we get A23 =  0 , and this single constraint is reflected in the relation 
(j?i22 G m  =  G \2\ d- G \\2  or 212121 — 121122.i z z  1 111 i z i  n z  m m  m n 2
rather than the more usual relation between the marginal totals 
m+2i^ + n  =  ^ + 22m+i2- In this the subscript “4 -” denotes summation over 
possible values of the subscript, for example, m+2i =  ^121 +  m22i> the ex­
pected number of individuals count in the third sample, but not in the second. 
The marginal relation is less easy to handle because the fact that X2 2 2 is un­
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observable implies that all of £2+2, x22+i ^+22> x ++2 > x +2+> and x 2 ++ a*e 
unobservable.
5.4 Triple-System Estim ation
The incomplete 23 table of counts for a triple-system census model is illus­
trated in Table 5.2. This census model involves eight basic counting statuses
corresponding to the eight possible combinations of counts, each of which 
has two possible outcomes. Thus we have 
x m  =events reported in all three sources 
^121 =events reported in sources, first and third 
£211 =events reported in sources, second and third 
^221 =events reported in third source only 
XU2 =events reported in sources, first and second 
#122 =events reported in first source only 
^212 =events reported in second source only 
£222 =events not reported in any sources
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Table 5.2. Triple-System Data
Third Sample
1 2
Second Sample Second Sample
1 2 1 2
First Sample 
1 £111 x121 ^211 *^ 221
2 x112 x122 #212 x222
In terms of this three source model, the statistics £n , £12, £21? and £22 
of the two sources model become 
x n  =  ^11+ =  ^111 +  £112;
£12 =  £12+ = ^121 +  ^ 122;
^21 =  x 2 i+ = ^211 4- £212; and 
x 22 = x 22+ — ^221 +  x222-
From this three-source matched system we can estimate £222 as well as 
N  in number of ways. For example by averaging the three dual system 
estimates,
f t  _  1 l o t  ( ^ 1 + 1  +  x l + 2) ( x + l l  +  x + u )  +
(£ lll +  ^ m )  
(# 1+1 +  3^ 1+2) (xl+l +  x2+l)
(£111 +  £121)
( £ + 1 1  + £ + 12)(£1+1 + £ 2+iK , 5 ^
(^111 +  ^211)
or, to produce less bias than the separate ratio estimator, the combined ratio 
estimator below could be used (Mark et al 1974):
f t  =  , / Q / (^1+1 + ^ 1+2)(^+11 + ^ + 12) x 
(^111 4- £112)
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(^1+1 +  £1+2) (^1+1 + x2+l)
X
(^ 111  +  # 1 2 l )
Q e + 1 1  +  ^ + 1 2 )  ( ^ 1 + 1  +  ^ 2 + 1 )  
(xin  +  ^211) ) (5.2)
We can also divide this triple system count table into one complete 2 x 2  
subtable and one incomplete 2 x 2  subtable. By assuming that the cross- 
product ratio k is the same in both subtables, then the cross-product ratio 
for the incomplete subtable can be estimated from the complete one, as 
=  ®i2i®2u ' A p P ^ g  ^he DSE to the incomplete subtable, we obtain
f  £122^212 ^111^122^212^221 / -  oX
£222 =  k ---------- = --------------------  (5.3)
£112 ^211^ 121^112
This is equivalent to assuming that p = 1, where
_  P111P122P212P221 (~ A\P — (5-4)
P222P211P121P112
(the p ’s are the cell probabilities); that is, it is equivalent to assuming that 
there is no second order interaction in Table 5.2. The no second order inter­
action assumption for the 23 table is in one sense analogous to the assumption 
of independence for the 2 x 2 table but one layer deeper. All pairs of sources 
can exhibit dependence, but the amount of dependence in each pair is as­
sumed to be unaffected by conditioning on the third source. Also because
the cell X22 2 is missing, the assumption p = 1 is untestable in isolation -  just
as k = 1 is untestable for the 2 x 2  table (Darroch et al 1993).
Darroch (1958) first explored the use of three or more lists with a multi­
nomial probabilistic model for the independent lists. His model is
Pr(n“) =  (5-5)
In this model it is assumed that
-  N is the total number of individuals in the population, which is also the
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unknown parameter of the model
-  n is the total number of different individuals observed in the complete ex­
periment
-  lo is the non-empty subset of the integers from 1 to s where s is the total 
number of independent lists.
-  Pu is the probability that an individual is caught in the samples corre­
sponding to u
-  (1 — is the probability of the null subset
-  (N - n) is the number of individuals not observed, where n =
Sanathanan (1972) has shown that under suitable regularity conditions 
both conditional and unconditional maximum likelihood estimators of the 
parameters of the above equation are consistent estimators and they have 
the same asymptotic multivariate normal distribution. Following that, and 
using conditional maximum likelihood estimators, Fienberg (1972) extended 
Darroch’s model into log-linear models to get various estimates of N, the total 
population size, from the multidimensional incomplete contingency tables.
Using information from three different sources, census (C- source), PES 
(P-source), and administrative lists (A-source) Zaslavsky and Wolfgang (1990) 
presented various triple-system estimates of the number of uncounted people, 
based on log-linear or log-linear like models. They estimated the uncounted 
people from the full three system table as well as from various marginal 
subtables of the three system table. These models are,
1. C-D estimate without A-source: In this model A-source informa­
tion was not used, that is, it is an ordinary C-D estimator based on C— 
and P-sources. The C-D estimate is £22+ =  ai^ cjn~l~. ^222 is obtained 
by subtracting £221 from the dual system estimate X2 2+.
2. C-D estimates with P-fA: In this model information from the P- 
source is combined with the A-source to make a single second source.
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The C-D estimate is x222 =
ZZZ (®ll +  +®12l)
3. C-D estimates with k2: In this model it is assumed that the degree 
of dependence between the C- and P-sources is similar in the overall 
population to that in the subpopulation captured by the administrative 
lists. Hence, C X P  cross product ratio k2 is estimated from the cells 
with a = 1, k2 = ———+-. The C-D estimate is recalculated by x22+ => z ®2H®121 J ZZ+
s 2i+ + a : i2 +
2 ®ll+
4. Estimate from Ratio r^: In this model it is assumed that the prob­
ability of coverage in the A-source of persons omitted from the C- and 
P-sources is the same as the average probability of coverage for those 
included in at least one of those sources. Hence, an estimate of the 
odds ratio “r i” , for coverage by the A-source, based on all cells enu­
merated in the E- or P-sources, is obtained by rj = (glll+a;i21+a;211) The’ J (®H2+a:i22+a:2i2)
estimate of the uncounted cell x 222 is obtained from this odds ratio by 
applying x 221, which is x 222 =
5. Estimate from Ratio r2: In this model it is assumed that the prob­
ability of coverage in the A-source of persons omitted from the C- and 
P-sources is the same as the average probability of coverage for those 
included in either the C-source or the P-source but not both, but that 
the persons enumerated in both the E- and P-sources are not necessar­
ily comparable in this respect. In other words, the persons captured by 
neither source are more like those captured by one than those captured 
by both. Hence, an estimate of the odds ratio “r2” , for coverage by 
the A-source, based on the cells enumerated in E - or P-source, but not 
both, is obtained by r2 = The estimate of the uncounted
cell x 222 is obtained from this odds ratio by applying £221 > which is
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6. Estimate by assuming k% = 1: In this model it is assume that the
3-way cross-product ratio k% is equal to one. This means that there is
no second order interaction in the model, so X2 22 — Xl22X2l2X22lXni
5 z z z  ^ 1 1 2 2 :1 2 1 2 :2 1 1
5.5 M odels for Varying Catchability
Darroch et al. (1993) present some models that allow for varying catchability 
of individuals as well as varying levels of penetration into the target popula­
tion of each sample or list. In the smallest possible subdivision of the study 
population, they assume that the lists are independent within individual, but 
different individuals may in general have different probabilities of capture. 
Following the Zaslavsky and Wolfgang (1990, 1993) post strata technique, 
they then combine these single-individual strata to construct more realistic 
strata. These resulting combined counts show a positive correlation due to 
heterogeneity as described by Kadane et al (1992). The resulting log-linear 
model for the combined strata contains parameters that represent both list 
effects and the different ‘catch efforts’ of the sample producing the list.
We now suppose that the J  =  (^1, ^ 2 j J3) represents the capture pattern: 
jhi = 1 if the individual h is on list i and 0 otherwise. We assume a fixed 
closed population of size N, where each individual h, for h = 1, 2,3, ...TV, 
has his or her own fixed catchability parameters. We also consider the hy­
pothetical repetition of the entire triple-system estimation experiment under 
independent identical conditions.
5 .5 .1  In d ep en d en ce M od el
We are interested in estimating census undercount and according to the con­
dition of the model assume that the three lists are independent. We assume 
independence across individuals and let us suppose that each individual h
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has probability ph(J) of capture pattern J, and actually experiences capture 
pattern J h = (jhi,jh2 ,jh3 )-
Ph( J) =
=  I I 7ra ( /l)7r“ (/l)1_,‘ (5-6)
where 7Tn(h) = 1 — 7Tio(h) is the probability that individual h is on list i.
The assumption of homogeneous catchability means that the probabil­
ity of being on each list is independent of h : 7T;i(/i) =  71*1. Letting ft =  
log'Kn/ 7Tio, the probability p(J) of observing the response pattern J = ( j i , j 2, js) 
is
logp(3) = a +  j i f t  + j 2 ^ 2  +  jzfo (5.7)
which is the model of independence for the table Xj.
Now instead of the homogeneous catchability assumption, let us suppose
that the individuals have heterogeneous catchability, so that the 7Tn(h) are 
allowed to depend on h. Continuing to allow for heterogeneity in the catcha­
bility of individuals, we assume that the pattern of heterogeneity is the same 
for all three samples. More precisely, we assume that for any two individuals 
h and h', the odds ratio
nn{h)-Kio(h') .
Ttii(ti)7rin(h)
is constant with respect to i. This assumption is equivalent to the additive- 
logit model
l0 9 i ^ j  =  tn + l3 i ( 5 ' 9 )
so that capture probabilities are characterized by the logistic function 
71*1 (*) e*+^1+et+Pi
102
5 .5 .2  N o  Second  O rder In teraction  M o d el
Sanathanan (1972a, 1972b, 1973) considers conditional estimation of the 
population size N for the DSE situation and shows that Nu < iVc (u =  
unconditional, c =  conditional) and that, under suitable regularity condi­
tions, both conditional and unconditional approaches provide consistent es­
timators and have the same asymtotical multinomial normal distribution. 
Following Sanathanan (1972a) and Fienberg (1972), Darroch et al. (1993) 
analyze the incomplete 23 table conditionally. Thus instead of estimating 
parameters directly from the likelihood ( 5.15), they work with the like­
lihood based on the conditional probability of the observable frequencies, 
given n  =  £221 4" ^212 4- ^211 4- ^122 4- £121 4- ^112 4- ", that is,
n  K W ( 1 ~ pr 2)1XjW3 (5 .1 0 )
U i j i h t e & M  x 3 l h h -
When n is given by using ( 5.10) one can estimate model parameters. 
Once the parameters have been estimated one must be able to write the cell 
probability p222 m terms of these parameters in order to generate an estimate 
X2 22 f°r the unobserved cell count.
The quasi-symmetry model ( 5.17) for j  = 3 lists is equivalent to the 
constraints
p(222)p(122) =  p(121)p(212) =  p(112)p(221) (5.11)
and does not relate the probability p(222) to the other seven probabili­
ties. Thus an additional assumption, such as no second-order interaction, 
is needed. Under the Rasch/quasi-symmetry model ( 5.17), the no second- 
order interaction model ( 5.4) becomes
y ( l)
P =  3  (5-12)e'vMe'rW
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where 7 (k) is defined as in ( 5.18). Hence the model ( 5.17) reduces to
logp( J) =  a  +  jiPi +  3 2 P2 +  h fo  +  7 -0 + )2 (5-13)
where a, /0 ’s, and 7  are all linear coefficients, with 7  > 0 ,
5 .5 .3  Q u asi-sym m etry  M od el
For the larger N 3 table Wh.j the cell probability is equal to the quantity 
Ph{J) — Tfij! {h)7r2j2(h)7r3j3(h) when J  =  ( j i ,72, js) represents the capture 
pattern of an individual ji = 1 if the individual is on list i and 0 otherwise. 
It is easy to see that the cell probabilities for the marginal 23 table Xj must 
be
1 N
P(J ) =  Phhh =  n  S  (h)*%h (h)*3h W  (5.14)
h—1
In many situations especially when there are no coverage errors with respect 
to the scope of the area and/or time period in which the events are recorded 
and when there are no misclassification errors with respect to determining 
whether a particular event has been recorded by all three information sources 
or two or only one of them, the counts x j  will approximately follow the 
multinomial distribution (El-Khorazaty et al 1977)
N\ [ J  (5.15)
juhJs Xhh3s-
We may rewrite the cell probabilities in ( 5.14) by using ( 5.6) and ( 5.9) as
^  - s S H O -* *
^  h= 1 i=l
N
N= expljtf  1 +  3 2 P2 + ^ 3]77 ^2[eth]3+ph(0); (5.16)h= 1
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taking logarithms we obtain a log-linear model for the 23 table Xj of the form
logp( J) =  a  +  j j f t  +  j 2f t  +  ja ft +  7 0+) (5-17)
where ^  +  ft +  ft- It follows from Golland (1990a) that
7 (/c) =  logE[ekT | J  =  0 ] (5.18)
where T  follows the posterior distribution of the catchability effects t condi­
tional on not being caught in any sample J  =  0
5 .5 .4  P artia l Q u asi-sym m etry  M od el
In equation ( 5.13) we have five parameters, a , f t ,  f t ,  f t ,  and 7  and in 
the quasi- symmetry and no second-order interaction models we have seven 
observed cell probabilities, p m , P2125 leaving 2 degrees of freedom for as­
sessing model fit. The deviances of quasi-symmetry can be seen from the 
three frequency products corresponding to the probability products in ( 5.11). 
Darroch et al. (1993) observed consistently large differences between x n2X2 2 i 
and the other two products, X2 1 1^122 and ^ 121^212- They comment, for sev­
eral of the tables, the products £211^122 and £121^212 are fairly close together. 
Thus it seems reasonable to assume that
p(211)p(122) = p(121)p(212) (5.19)
Property ( 5.19) may be interpreted in terms of the individual capture 
logits ( 5.9): Equation ( 5.19) arises by assuming that
= * =  1,2 (5.20)7T i2{h)
= sh + f t ,  2 =  3 (5.21)
That is, ( 5.19) arises from the assumption ( 5.21) that the pattern of het­
erogeneity is the same for the first two samples; census and CVS samples
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only (and different in the third sample). Hence, following the arguments 
of quasi-symmetry model, we get a “partial quasi-symmetry” model for the 
table Xj, replacing ( 5.17):
logp(3) = a  +  j ^ i  +  j 2/32 + jzfh + 7-0'i +  h ,  J3 ) (5-22)
where — logE[UklV k2|J = 0] for positive random variables U = eT
and V = es \ compare ( 5.18).
5.6 Result
We consider four models:
1 . the model of complete independence among the three lists
2 . no-second-order-interaction model
3. submodel assuming full quasi-symmetry
4. the submodel assuming partial quasi-symmetry
Our main interest is to observe which of the above models fit the data 
well. In all the four strata the complete independence model fits poorly. In 
stratum 1 except row 1 (Table 5.3) the estimated values by the three models 
were similar. In row 1 the estimated values are higher than the other four 
rows of the stratum and also the full quasi symmetry model gives higher 
values than no-second-order interaction and partial quasi symmetry models. 
In stratum 2 partial quasi symmetry model provides higher values than no- 
second-order interaction model while the full quasi symmetry model fits best. 
In this stratum the estimated values of rows 1 and 5 are much smaller than 
the other three rows. In stratum 3 the no-second-order interaction model 
provides comparable improvements in fit over the partial quasi symmetry
106
model, except in row 3 while again the full quasi symmetry model fits best. 
In stratum 4 the results are a little bit different than the other three strata. 
Here, values from quasi and partial quasi symmetry models are more similar 
than the no-second-order interaction model. In this stratum the partial quasi 
symmetry model provides a much better fit than does the no-second-order 
interaction model; and the quasi symmetry model provides comparable im­
provements in fit over the partial quasi symmetry model. In rows 1, 4 and 
5, however, the no- second-order interaction model does not fit well while in 
row 1 the partial quasi symmetry model fit poorly.
5.7 Conclusions
In this Chapter we have discussed some of the models presented by Zaslavsky 
and Wolfgang (1990) and Darroch et al. (1993). We considered four strata 
and three different sources of information, census, CVS and administrative 
lists, to see how the estimate of X222 is affected by the additional information 
from each of the above sources of information. In stratum 1, we considered 
that the information from the three sources was more or less the same. Re­
sults (Table 5.3) shows that the estimated values of row 1 are much more 
higher than the other four rows. One of the reasons for the higher estimated 
values in row 1 compared to the other estimated values of the stratum may be 
that, though we have more or less same information from the three sources, in 
this particular case, CVS gives a little bit more information than the other 
two sources. The estimates from the no-second-order-interaction and the 
partial quasi symmetry models are similar while estimates from the quasi 
symmetry model are higher than all the other three models. This means 
that, if we do not have any additional information from any of the sources of 
information the no-second-order-interaction and the partial quasi symmetry
107
have no advantage over one another. However, the quasi symmetry model 
may still have some advantages.
In stratum 2 we considered that the census counts and CVS estimates give 
similar information while the administrative list gives different and higher 
number of individuals than both the census and the CVS. From the results we 
observed that all the three models give much higher values than the complete 
independence model. This clearly reflects the assumption that the individuals 
have varying catchability. Comparison among no-second-order-interaction, 
partial quasi symmetry and quasi symmetry models shows advantages of the 
partial quasi symmetry model over the no-second-order-interaction model 
and the quasi symmetry model over the partial quasi symmetry model. One 
can also observe from the results of the quasi and the partial quasi symmetry 
models that in row 4 and row 5 values are almost equal, which is exceptional 
compare to the whole results of the Table 5.3. One reason may be that when 
all the three sources of information provide additional information (Table
5.1) the partial quasi symmetry model fits the data best.
Finally, when we distributed the matching results from the three sources 
of information into the 7 cells of a 2 x 2 x 2 table arbitrarily, we were concerned 
only with the additinal information from the third source. During fitting 
the model we realised that each of the cell frequencies of the table may 
have some affect on the estimates. For example, one can observe from the 
estimated values by quasi and partial quasi symmetry models of row 1 and 
row 5 of stratum 2, that the value of row 5 is greater than row 1 by 100 
(approximately). The data from which these values were estimated (Table
5.1) shows that the frequencies in all the cells for these two estimates were 
almost equal except in two. Hence, any straightforward conclusion from these 
hypothetical data is difficult.
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Table 5.3. Log-linear Model Estimates for £222
Stratum 1 Complete No Second Full Quasi Partial Quasi
Indep. Order Inter. Symmetry Symmetry
1 0.617 742.982 984.139 731.373
2 0.579 211.200 232.481 210.182
3 0.418 229.091 243.300 229.365
4 0.566 411.136 462.501 402.000
5 0.396 117.385 136.250 117.720
Stratum 2
1 1.555 294.171 554.024 428.060
2 2.334 1135.200 1760.123 1395.997
3 2.860 1166.080 1350.750 1322.700
4 4.110 1045.870 1134.010 1139.340
5 2.580 372.690 527.690 528.180
Stratum 3
1 2.320 1477.770 3497.540 1476.010
2 2.720 581.770 1119.790 555.840
3 3.510 1164.890 2253.680 1198.310
4 4.570 1546.150 2232.460 1540.780
5 2.950 545.250 1051.370 498.510
Stratum 4
1 1.900 387.025 1414.357 653.452
2 3.820 2547.727 3687.261 3370.637
3 3.560 1909.500 3718.982 3504.032
4 3.000 988.060 1821.520 1488.760
5 4.090 991.420 1694.370 1384.720
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5.T.1 G L IM  In stru ctio n
Measures of fit are obtained under glim’s poisson sampling assumptions for 
the observed counts in the incomplete table. The GLIM instruction for three 
sources of information are given below:
Sunit 8 $data comlOl $read 2 1 1 8 5 3 4 2  20 0 
Sdata a Sread 1 1 2 2 1 1 2 2  
Sdata b Sread 1 2 1 2 1 2 1 2  
Sdata c Sread 1 1  1 1 2 2 2 2
Seal w =l Sedit 8 w 0 Syvar comlOl Serr p Sfac a 2 b 2 c 2 Swei w $ Sfit 
a-fb+c Sdis e r v $
This is the complete independent model 
Sfit -fa.b+a.c+b.c Sdis e r v $
This is the no-second-order-interaction model 
Seal d=a+b-|-c :d2=d*d $
Sfit a+b-j-c+d2 Sdis e r v $
This is the full quasi-symmetry model 
Seal e=%eq(c,l)*%eq(a,l) $
Seal f=(a= = l)* (b= = l)* (c= = l) $' ’
Seal ac=a+c :fl=%if((b==l)*(ac==3),l,2) $
Seal f2=%if((f==l),0,fl) Sfit a-fb+c+e-ff2 Sdis erv $
This is the partial quasi-symmetry model
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Chapter 6 
Regression M odels to  Estim ate  
the Local Population
6.1 Introduction
Population censuses try but typically fail to count everyone. Any census will 
underestimate individuals and households, and may also overestimate. Even 
when household units are identified, occupants may be missed when they are 
not reported to the census. Still other people are missed because they have 
no usual place of residence.
The demand of adjusting census counts and the theory and methods that 
might be used for the purpose have been matters of hot dispute for at least 
last forty years. Starting with the basic demographic analysis techniques 
proposed by Coale(1955), the approaches used have progressively synthesised 
more statistical approaches which bring in a stochastic element. The need 
for more accurate census counts arose because of the increased uses of census 
data in allocating Central Government funds, in public and private planning, 
and in determining the eligibility of a locality for funding or government
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programs (Edmonston et al, 1995). The undercount became a particular 
target of concern, because estimates provided by the Census Office show 
that it is more concentrated among men than women, and among the young 
rather than the old.
In this chapter we are concerned with the underenumeration in the U.K. 
1991 Population Census. Comparison with demographic estimates shows 
that 1. 2 million people were missed from the 1991 census counts (Census 
Newsletter No. 24, OPCS, 1992). Certain groups of people, characterised 
either by their demographic, spatial, socio-economic or household features are 
likely to have greater or smaller probabilities of being underenumerated than 
the average. The main aim of adjusting for underenumeration is to decide 
whether to allocate the underenumeration disproportionately among certain 
subgroups of the population and, if so, how should this be done (Diamond, 
1993).
In the following we present a method of adjusting census population 
counts for small areas. We begin with a description of the regression models. 
A discussion of estimating undercount rates which are used as dependent 
variables in the regression equations is then described. Succeeding sections 
describe the adjustment results and summarize our findings.
6,2 Regression Models
Regression can be applied using estimates from post enumeration surveys 
and census counts for local areas. For each area i where sample data are 
available, we would have i/i, the sample estimate, of the local population as 
the dependent variable in the regression. For independent variables, symp­
tomatic indicators of each area can be used. Independent variables might 
be the percentage of male/female persons present in the household on the
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census night, characteristics of migration, characteristics of age groups or 
various economic indicators. It would not be necessary to use variables from 
the census itself except for the local counts stratified by age, race and sex. To 
reduce both the variability and skewness of the distribution all the variables 
were written in percentages (Ericksen, 1974).
The main contribution of the regression method to the current measure­
ment of the undercount rate or population total for the local areas is that 
regression estimates could be calculated both for those areas where sample 
data were available and for those remaining areas were sample data were not 
available. Ericksen (1974), applied this technique to compute a regression 
equation estimating population growth from sample data in several hundred 
primary sampling units (PSU’s) included in the Current Population Survey 
(CPS) in the U.S. and then used the equation to estimate population growth 
in 2586 counties in 42 states. He claimed that in the absence of correlation 
between the sampling variation and the true values, the estimates of the re­
gression coefficients are unbiased, although the correlations have decreased 
and the mean square error of the regression estimates increased. To increase 
the quality of the regression estimates he suggests stratifying the population 
and computing separate equations for different categories of areas such as 
central cities, suburbs, and metropolitan areas.
To compute local estimates of undercount we will fit regression models 
as suggested by Ericksen and Kadane (1985). To specify the models, if we 
assume that Ui denotes the undercount estimates for Local Authority z, a 
regression can be run on a variety of variables, such as the percentage of 
the population over 60, X u , the percentage of males, X 2i, and percentage of 
census data imputed, A^, with the equation
Ui = a +  b\X\i +  b2 X 2i +  b^Xzi + (6 *1)
where
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a =  the intercept of the regression
61, 62 j and 63 =  regression coefficients for the age, sex and imputation vari­
able respectively.
ei = random error of Local Authority i.
To go to lower levels of Local Authority, such as Ward, j ,  within Local 
Authority Areas, the allocation would be implemented as
Uij =  a +  biXuj 4- b2 X 2ij 4- b2 X$ij (6-2)
6 .2 .1  A ssu m p tio n s o f th e  M od els
1. the estimated undercount for Local Authority Area i is equal to the 
true under count for that area.
2 . the undercount estimates are unbiased.
3. estimates are unrelated from area to area.
4. true census errors are linearly related to a set of explanatory variables.
5. the error terms are normally distributed
6 . the expected values of the error terms in the regression equations are 
zero.
7. error terms have equal variances.
This regression sample data technique has been tested in a variety of 
empirical situations. Gonzalez and Hoza (1978), estimate unemployment of 
the U.S. by using Current Population Survey estimates as a dependent vari­
able and independent variables obtained from administrative sources, census 
data and synthetic estimates. Stell and Poulton (1988), have conducted a
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regression analysis using the 157 local government authorities (LGAs) in 
the major cities of Sydney, Melbourne, Adelaide and Perth. The dependent 
variable was the LG A underenumeration rate estimated directly from the 
post-enumeration survey. Independent variables were collected from the cen­
sus enumeration. Both unweighted and weighted linear regression models 
were fitted, among which weighted regression has the intuitively appealing 
property of reducing the influence of LGAs with small sample sizes. The 
estimated LGA underenumeration rates vary from -0.013 to 0.104. Ericksen 
and Kadane (1985), discussed the effect of the three main assumptions of the 
dual-system methods when they fail in estimating underenumeration of the 
U.S. population and suggested different ways of overcoming the problems 
and estimation procedures of the more accurate underenumeration rate of 
the U.S. census counts which can be used as a dependent variable in the re­
gression models. Isaki et al (1988), give synthetic estimates in combination 
with a regression model to estimate census undercount in small areas. In 
the U.K. the CVS has a completely different methodology for estimating the 
undercount rate. Based on this different situation and using demographic 
estimates OPCS estimate the local area undercount rate in a different way. 
This is discussed in the following section.
6.3 Estim ating the Undercount Rate
The 1991 demographic estimates were based on the 1981 Census counts (ad­
justed for coverage error), birth and death records, and immigration and emi­
gration data. For 1991 the demographic estimates are calculated very simply 
using the classic balancing equation in which 1981 census counts were used 
as baseline estimates (adjusted for coverage error), with recorded births and 
recorded deaths data used to estimate the natural growth of the population
115
in the last ten years and immigration and emigration data used for estimating 
the net effect of migration at the national level (Equ., 2.2, Chapter 2). When 
all the sources of information are reliable or accurate, demographic estimates 
are not only the simplest but are also very reliable. However complications 
can occur if any of the data sets fails to provide accurate or up-dated infor­
mation. It is, therefore, important to check the possible sources of error in 
the demographic estimates. In the case of the 1991 demographic estimates, 
the registration of births and deaths is believed to be virtually complete 
(Heady et al. 1994). It is unlikely that the registration of total births at 
the national level is too high or the registered number of total deaths is too 
few. From the International Passenger Survey (IPS) and other ancillary data 
it was felt that the immigration figure was more likely to understate than 
overstate immigration (Heady et al, 1994). The 1981 methodology of the 
Post Enumeration Survey (PES) and the methodology of the 1991 Census 
Validation Survey (CVS) were more or less the same. If the PES overesti­
mated the undercount rate, then it is also possible and believable that the 
1991 CVS also overestimated the undercount rate. But that is not the case, 
so the base estimate which is used in the demographic estimates does not 
overestimate the demographic estimates significantly.
Comparison between the demographic estimates and the 1991 census 
counts shows that the Census total was similar to the demographic esti­
mates for the age groups 45-79. The greatest differences observed even after 
correction by CVS were for the age groups 20-34. It was also observed that 
underenumeration was much more among young men than among young 
women. Beside this, it is expected that the extent of underenumeration is 
higher in Inner London, the Main Metropolitan cities and Non-metropolitan 
cities than in other parts of the country (Diamond, 1993). This suggested 
that the ratio of enumerated males to females in the age group 20-34 would
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be lower than one would expect in areas with particularly high levels of un­
der enumeration. As the underenumeration in different areas is not the same 
and the enumerated sex ratios of males to females in the age group 20-34 
are lower than expected we believed it was appropriate to use the difference 
between the Census sex ratio for each type of areas and the corresponding 
expected sex ratio as an indicator of differential underenumeration. Based 
on the OPCS methodology (Heady et al, 1994) it was therefore decided to 
estimate three sets of underenumeration rates on the basis of the sex ratios of 
the three age groups, 20-24, 25-29, and 30-34, for the 403 Local Authorities 
(LA) of the U.K..
To estimate the undercount rate local authorities were divided into six 
area type categories -  namely Inner London, Outer London, main metropoli­
tan cities, other metropolitan areas, non-metropolitan cities and other metropoli­
tan areas. By using sex ratios we calculate the expected sex ratio of each LA 
by assuming that the relation between area type sex ratio to the national sex 
ratio was the same in 1991 as it has been in the past. More specifically we
assumed that the relationship in 1991 was the average of those in 1971 and
1981, and calculate the expected sex ratio which is
(6-3)‘-’Tin >~>81n *
where
Sa =  expected sex ratio for local area 
Sgin, =  1991 national sex ratio 
*$7171 — 1971 national sex ratio 
S81n =  1981 national sex ratio 
Sjia — 1971 sex ratio for local area 
Sg\a = 1981 sex ratio for local area
These expected sex ratios are then compared with the sex ratios of each 
area. To balance the equation of the two sex ratios, that is, the local area
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sex ratio and expected sex ratio we used the factors as follows
50  F{l + fk )
M(1 +  mk)
(6.4)
7   Q
”  SaF f  -  M m
M  -  SaF
(6.5)
where
Sa = expected sex ratio for local area 
M = Male total so far for local area 
F =  Female total so far for local area 
m =  male national under-enumeration 
f =  female national under-enumeration 
k =  under cover age indicator
The k of the equation (6.4) is the key factor, which balances the equation 
and hence is described as an indicator of the undercoverage rate of the local 
area with that of national average. This indicator of undercoverage is applied 
to both the male and female undercoverage rate with the assumption that in 
any given local area the male and female underenumeration rates differ from 
the national average in the same direction and by the same proportionate 
amount. We estimated Ks from equation (6.5) for the age groups 20-24, 25- 
29, and 30-34 and used these as the dependent variables in the regression
6.4 Procedure for fitting the Regression M od­
els
equation.
For estimating the Local Authority Population Total our procedure for fit­
ting the regression models is as follows:
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A. The underenumeration rate estimated directly from the CVS sample for 
the 403 Local Authority Areas by equation (6.5) is used as the dependent 
variable in the regression models.
B. We collected symptomatic information from the SASPAC (Small Areas 
Statistics Package), for each local authority. These Local Authority Areas 
are the minimum level for which we fitted the regression models.
C. We collected symptomatic information as independent variables for the 
regression model in the form of percentages as it is convenient to use for our 
case.
D. We fitted the regression models using SPSSPC+ to estimate the parame­
ters for the Local Authority Areas, as the underenumeration rates (dependent 
variable) are available only for Local Authority. Values of the symptomatic 
indicators are then substituted into this equation to obtain estimates for each 
Electoral Ward’s population.
E. To select the variables with largest positive or negative correlation with 
the dependent variable we used a forward and stepwise selection approach. 
Both approaches selected the same variables for the model.
F. The potential independent variables which were included in the regres­
sion analysis were collected from the Australian experience and are given in 
Appendix 3.
6.5 Selecting Explanatory Variables
The level of census undercount varies from place to place (Ericksen, 1980). 
Many statisticians believe that these variations highly depend on the charac­
teristics of the local population and hence increase the pressure to consider 
local population characteristics while estimating the local population. Er­
icksen (1973) found that changes in symptomatic variables such as births,
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deaths and school enrollment are useful indicators of changes in the size of 
local population. In 1985, he used the local population characteristics in the 
regression equation as explanatory variables to estimate the undercount rate 
of local areas such as city or state in the U.S.. Freedman and Navidi (1986) 
also followed the same philosophy and used eight explanatory variables to 
built their regression model. We also believe that undercount rate of a par­
ticular age group depends on the characteristics of that age group as well 
as on the percentage of population of that group. Keeping this in mind in 
our models we began the analysis with thirty five explanatory variables from 
SASPAC and built three regression models using the subset of seven, eight 
and ten variables respectively that best fit the estimated undercount rate by 
the ordinary least squares. Some of these explanatory variables are:
1. X q\: Percentage of male,
2. X03: Percentage of black and other residents,
3. X04: Percentage of persons born in New Commonwealth and Africa
4. X Q1: Percentage of male persons in the age group 20-24,
5. Ao8* Percentage of residents with limiting long-term illness in the age 
group 16-44,
6 . -A09: Percentage of economically active residents with limiting long­
term illness in the age group 16-44,
7. A 10: Percentage of male migrants between district but within county 
in the age group 25-29,
8 . X 1 2 : Percentage of International migrants, etc..
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6.6 Estim ating the Regression Equation
Using all the LA areas of England and Wales a model was selected by using 
a forward selection approach. The model selected only six independent vari­
ables from the 35 variables.
1. X s^Percentage of black and other residents,
2. A i2“ Percentage of migrants from outside UK,
3. X2i=Percentage of persons in the age group 20-24,
4. X3o=Percentage of New Commonwealth households with residents,
5. X32=Percentage of households used as a second residence and
6 . A33=Percent age of persons in the age group 16-19.
Among the six selected variables listed above, the variables X 3 and X30 
were highly correlated (r = 0.973) with each other. In general, any large 
intercorrelations between the independent variables indicate the presence of 
multicollinearity (Ericksen, 1973). One of the simple way of handling mul- 
ticollinearity if found, is to delete the offending variable/variables from the 
analysis. The information may not be lost by deleting the offending variable 
since it is combination of other variables (Berk, 1977). Frane (1977) suggest 
use of stepwise, or hierarchical entry of variables into the analysis so that 
only one or a few of the variables that are multicollinear are used. We there­
fore, removed the variable X30 from the analysis and reselected the variables 
for the regression model. The model selected the following seven variables.
1 . X4=Percentage of persons born in NewCommonwealth and Africa.
2. X i2=Percentage of migrants from outside UK,
3. A 2i=Percentage of persons in the age group 20-24,
4. X27=Percentage of households with male lone pensioners in the age group 
65-74,
5. X32=Percentage of households used as a second residence and
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6 . * 33=Percentage of persons in the age group 16-19.
7. X34=Percentage of persons in the age group 30-44.
The regression estimates of the local population in which the undercount 
rate estimated from the sex ratio for the age group 20-24 (using equation 
6.5) was used as the dependent variable and the above seven variables as 
independent variables can be represented by the following equation:
Yi =  2.10 -.067X 4 + .154X12 +  .033X2i + .28X27
.097X32 +  .785*33 -  .1 3 7 * 3 4  (6 .6 )
where Y\ is the estimated undercount rate for the age group 20-24.
The R Square and the adjusted R Square of the model are 0.32903 and
0.31886 which indicate that about 33 per cent variation is explained, and 
the fit of the model was reasonably satisfactory. The standard errors of the 
estimates are shown in Table 6.1.
Table 6.1:Estimates and Their Standard Errors (Model 1)
Variables Estimates Stand Error SigT
(Xt ) -0.0670 0.0205 0.0012
(Xn) 0.1540 0.0193 0.0000
(* 21) 0.0327 0.1230 0.7902
( * 2 7 ) 0.2860 0.0824 0.0006
( * 3 2 ) 0.0968 0.0568 0.0863
( * 3 3 ) 0.7847 0.2568 0.0024
( * 3 4 -0.1371 0.0495 0.0059
CONSTANT 2.0992 1.5484 0.1760
The correlation matrix in Table 6.2 show that the correlations between 
any two variables is neither too high or too low. Highest correlation was
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observed between the percentage of persons born in New Commonwealth and 
Africa and the percentage of International migrants (r =  0.53).
Table 6.2:Correlation Matrix of Model 1
* 4 * 1 2 * 2 1 * 2 7 * 3 2 * 3 3 * 3 4 Y
* 4 --- .531 .455 .345 -.108 .395 .030 .220
* 1 2 — .236 .144 .075 .242 .039 .396
* 2 1 — .577 -.161 .646 -.022 .399
* 2 7 — -.055 .475 -.113 .348
* 3 2 — -.021 -.485 .123
* 3 3 — -167 .396
* 3 4 — -.145
We fitted a second regression model where dependent variables were the 
estimated undercount rate for the age groups 25-29. These undercount rate 
were estimated from the sex ratio by using the equation (6.5). The model 
selected eight variables which we used to estimate the local population. Our 
regression equation is:
Y2 = 7.257 -  .331*! +  .317*? -  .193*8 + .176*9 +
.047X 12 +  .152*17 +  .432*27 + .079*34 (6.7)
where Y2 is the estimated undercount rate for the age group 25-29.
* i  is the percentage of the male persons present in the households on the 
census night.
* 7  is the percentage of the male persons present in the households in the age 
group 20-24 on the census night.
* 8 is the percentage of residents in the households with limiting long-term 
illness in the age groups 16-44.
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Xg is the percentage of economically active residents in the households with 
limiting long-term illness in the age groups 16- 44.
X 17 is the percentage of dependent persons in the households with residents. 
X 2 7 is the percentage of households with male lone pensioners in the age 
group 65-74.
X 3 4  is the percentage of persons in the age group 16-19.
The R Square and the adjusted R Square of the model are 0.401 and 0.389 
which indicate that about 40 per cent variation is explained, and the fit of 
the model was reasonably satisfactory. The standard errors of the estimates 
are shown in Table 6.3.
Table 6 .3:Estimates and Their Standard Errors (Model 2)
Variables Estimates Stand Error SigT
Xx -0.331 0.052 0.0000
x7 0.317 0.086 0.0003
X B -0.192 0.043 0.0000
Xg 0.176 0.056 0.0019
x12 0.047 0.013 0.0002
x17 0.152 0.027 0.0000
X27 0.432 0.048 0.0000
A34 0.079 0.027 0.0031
CONSTANT 7.257 2.102 0.0006
The correlation matrix for regression model 2 in Table 6.4 shows that none 
of the variables are highly correlated. However, the highest correlation was 
observed between the variables X \  and A34, that is, between the variables 
‘percentage of male persons’ and ‘persons in the age group 30-44’(r =  0.65).
A third model was fitted by using the undercount rate for the age group
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Table 6.4:Correlation Matrix of Model 2
X x X 7 Xg * 9 *1 2 X u X 27 * CO Y
X 1 — .181 ..291 .262 -.283 .194 -.077 .649 -.256
X j — .603 .390 .148 .189 .392 .111 .266
X 8 — .543 .173 .452 .506 .472 .281
X Q — .459 -.354 .094 .561 .102
X 12 — -.425 .144 .039 .260
X u — .314 .072 .194
x27 — -.113 .501
Y34 — -.075
30-34 as the dependent variable. This model selected ten independent vari­
ables and we used all the variable to estimate the local population total. The 
regression equation is as follows:
% = 30.233 -  .647Xi -  M 6 X 10 + .139Yi2 -  
.179Xi3 -  .449^15 -  .071Xie + .903Y27 -  
.561X28 T .132^31 -4- .3 3UC34
where Y3 is the estimated undercount rate for the age group 30-34.
Xio is the percentage of male migrants (age group 25-29) between districts 
but within county.
X 13 is the percentage of males imputed in the wholly absent households.
X \ 5 is the percentage of households having three or more cars.
X [6 is the percentage of households having five rooms.
X 28 is the percentage of households with female lone pensioners in the age
group 60-74.
X 31 is the percentage of birth (inside UK) of households head of the New-
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Commonwealth residents.
The R Square and the adjusted R Square of the model are 0.297 and 0.279 
which indicate that about 30 per cent variation is explained, and the fit of 
the model was reasonably satisfactory. The standard errors of the estimates 
are shown in Table 6.3.
Table 6.5:Estimates and Their Standard Errors (Model 3)
Variables Estimates Stand Error SigT
-0.647 0.144 0.0000
* 1 0 -0.346 0.137 0.0121
X 12 0.139 0.034 0.0001
* 1 3 -0.179 0.054 0.0010
* 1 5 -0.449 0.077 0.0000
* 1 6 -0.071 0.029 0.0148
* 2 7 0.903 0.142 0.0000
00 -0.561 0.106 0.0000
* 3 1 0.132 0.030 0.0000
* 3 4 0.331 0.058 0.0000
CONSTANT 30.233 6.703 0.0000
Some pairs of independent variables used in the regression model 3 have a 
high correlation (Table 6 .6 ). The highest correlation (r = 0.697) was observed 
between the variables X 15 and A28, that is, between ‘percentage of households 
having three or more cars’ and ‘female lone parents in the age group 60-74’ 
followed by the variables X \  and X34, that is, between ‘percentage of male 
persons present in the households’ and ‘percentage of persons in the age 
group 30-44’. The observed correlation between this pair of variables were (r 
=  0.649).
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All three models reflect the strong influence of the three variables, A 12, 
X 2 7  and X34, that is percentage of International migrants, percentage of 
households with male lone pensioners in the age group 65-74 and the per­
centage of persons in the age group 30-44. Model 1 mainly included two type 
of variables, first migrant and second percentage of persons of the young 
age groups and probably reflects the higher underenumeration rate of people 
away from their place of usual residence at census night.
Model 2 includes mainly percentage of young male persons present in 
the census night along with percentage of economically active young persons 
with limiting long-term illness. It seems that the inclusion of two variables, 
percentage of economically active/not active residents with limiting long term 
illness and the percentage of dependent persons in the households improve 
this model.
Among the three models, Model 3 selected maximum number of inde­
pendent variables for the regression equation. The inclusion of the variables 
percentage of males imputed in the wholly absent households, percentage of 
households having three or more car and percentage of households having five 
rooms improve the model. However, like the other two Models, this model 
also probably reflects the higher underenumeration rate of people away from 
their place of usual residence at census night.
6.7 Assessment
To assess the estimated total population of the wards of three Counties we 
compared the estimated values with the Gold Standard values. The Gold 
Standard estimate was based on the total non-response in a LA. For example, 
say, in a LA the number of non-responses were 60 and there were only 2 wards. 
So the number of non-responses was allocated to each ward in a LA on the
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T a b le  6 .6 :C o rr e la tio n  M a tr ix  o f  M o d e l 3
* 1 * 1 0 * 1 2 * 1 3 * 1 5 * 1 6 * 2 7 * 2 8 * 3 1 * 3 4 Y
* i — -.006 -.283 .250 -.287 -.270 -.077 - .242 .294 .649 -.122
* 1 0 — .239 .114 .054 .025 .097 -.021 -.303 .103 -.095
* 1 2 — .168 .097 -.004 .144 .002 -.570 .039 .166
* 1 3 — -.030 -.107 .259 .082 -.183 .293 -.043
* 1 6 — -.502 -.609 -.697 .274 .292 - .228
* 1 6 — .321 .386 -.129 -.297 .023
* 2 7 — .635 -.329 -.113 .267
* 2 8 — -.293 -.054 .098
* 3 1 — .162 .034
* 3 4 — .463
basis of
1 /2  {%unemployed +  %imputed)
For Ward 1 %unemployed +  %imputed) = 60% say 
For Ward 2 |  (%unemployed +  %imputed) = 40% say
This means out of 60 non-responses 36 persons were allocated to Ward 1 and 
24 persons to Ward 2. Therefore, the total persons estimated for 
Wardl  =  Enumerated + 36 =  P I and
Ward2 = Enumerated 4- 24 = P 2 and is known as Gold Standard estimate.
6.8 Results
We give the estimates for three counties, Inner London, Hampshire, and Wilt­
shire at Ward level with the 1991 census enumeration and the Gold Standard 
estimate in the summary Table 6.7, Table 6 .8 , and Table 6.9 respectively 
which are based on Model 1, Model 2, and Model 3 respectively. In case of 
Model 1 (Table 6.7) the Gold Standard estimates are always greater than the 
1991 census count and the estimated values in Inner London. Like the Gold 
Standard estimate, in this area estimated values are always greater than the 
census count but lower than the Gold Standard estimate except in one case
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of Cripplegate Ward of the City of London local authority. In Hampshire 
the Gold Standard estimate is lower than the estimated value in two cases 
and equal to census counts in three cases and greater in all other cases. In 
this county estimated values are lower than the census count in three wards 
and equal in the same number of wards. In Wiltshire, the Gold Standard 
estimate, estimated value and the census counts are exactly the same except 
in one ward. The reasons for this may be that in this county the populations 
of the selected wards are small and the undercount or overcount rate is also 
small.
In case of Model 2 (Table 6 .8 ) in Inner London area all the values of Gold 
Standard estimate are higher than the enumerated and the estimated values 
except in one where the estimated and the Gold Standard estimates are same 
(ward Abbey). In the Hampshire only in Bargate Ward of Southampton local 
authority Gold Standard estimate is lower than the estimated value and in 
Church Crookham Ward of Hort local authority Gold Standard estimate 
and the enumerated value are equal. In all other wards the Gold Standard 
estimates are higher than the estimated and enumerated values. Similar 
results were also observed in Wiltshire. Comparison between estimated and 
census counts in the Inner London area show that only in the Crippligate 
Ward of the City of London local authority is the estimated value lower than 
the counted value and in all other cases it is higher than the counted values. 
In Hampshire results are different. Here, in half of the cases the estimated 
values are less than the enumerated values.
In the case of Model 3 (Table 6.9) one can observe almost the same result 
for Gold Standard estimates as that of Model 1 , that is, Gold Standard es­
timated values are always higher than the enumerated and estimates values 
except in a few cases. In two wards of the Inner London area Gold Stan­
dard estimates are lower than the estimated values while in Wiltshire they
129
are lower than the enumerated population in the same number of wards. In 
Hampshire only in one case is the Gold Standard estimate lower than the 
estimated value and in one other case it is same as that of enumerated popu­
lation. Comparison between enumerated and estimated values shows almost 
identical results as those of Model 2. In Inner London only two estimated 
values are less than the enumerated values while the rest of the values are 
higher than the enumerated values. In the other two counties the results are 
the reverse. Only in two wards of Hampshire are the estimated values higher 
than the enumerated values while in Wiltshire all the enumerated values are 
higher than the estimated values.
Figure 6.1, 6.2 and 6.3 are the scatter plots for Model 1, Model 2 and 
Model 3 respectively. In all cases there are clear linear relationship between 
enumerated and estimated values. Figure 6.1c which is the scatter plot be­
tween estimated and Gold Standard estimate (Model 1) shows that only three 
values deviate from the linear relationship which implies that in these three 
cases deviation between the estimated undercount rate by the two methods 
are substantial. In all other cases the estimated undercount rates by the two 
methods are similar. One can observe similar results from Figure 6 .2c and 
6.3c for Model 2 and Model 3 respectively.
6.9 Conclusion
Among the three fitted regression models, Model 1 , where undercount rates 
were estimated from the sex ratio for age group 20-24, selected only seven 
independent variables from the set of 35 independent variables, while Model 
2 and Model 3 selected eight and ten independent variables respectively. The 
residual mean square of the Model 2 is only 0.583 which is much less than 
other two models. Model 2 also explains the maximum variation among the
130
three models. From the correlation matrices we observed that no variables 
of Model 2 were highly or very poorly correlated with any other variables in 
the model. However, this is not the case for other two models. In the case 
of Model 1 two variables and X30 are highly correlated with each other 
which may affect the regression estimate and therefore we exclude one of 
them from our model. In the case of Model 3 low correlations were observed 
among the independent variables, which may be good for fitting the model 
and one can expect better estimate from this model. However, considering 
all the above criteria it seems to me that Model 2 fitted the data well.
Table 6.10:Statistics of the Models
Models Standard Error Residual Mean Square R 2
Model 1 1.30 1.69 .329
Model 2 0.76 0.58 0.401
Model 3 1.92 3.70 0.297
6.10 Discussion
The method of combining regression and sample estimates and using the 
resulting estimates not only for estimates at the geographical, city, or Local 
Authority level, but as the basis for adjustment for all other small areas, such 
as Wards, is in need of careful investigation. Before the application of the 
method some critical questions must be resolved, at least in part.
1 . There are several assumptions of the model. Are they met? The CVS 
has different samples for estimating the undercount rate of the 1991 
census enumeration. In some cases it was very difficult to collect in­
formation from the selected samples. On the other hand, matching
131
huge data files is a complex and erroneous process, and imputations 
for missing data leave plenty of room for error as well. It is therefore, 
likely that at least some bias is present in the estimates. It is extremely 
unlikely that the errors in the CVS estimates are not correlated over 
areas.
2. The values of K l, K2, and K3 depend on the sex ratio of the area con­
cerned, the expected sex ratio of the same area, and the undercount 
rate of the male and female population. As we used the national un­
dercount rate of the male and female population it remained constant 
for different local authorities. Therefore, practically the value of the 
Ks depends only on the sex ratio and the estimated expected sex ra­
tio of the particular age group for the particular local authority. We 
carefully investigated all the estimated Ks of the 403 local areas and 
tried to explain why some the Ks have higher values. We excluded the 
unresolved cases from our estimates.
3. The model fitted at the Local Authority levels is then assumed to ap­
ply to Ward levels. This is questionable. Outliers effect regression 
estimates in very damaging ways (Freedman and Navidi, 1986). More­
over, the accuracy of the estimates for Wards may be far less than for 
those of Local Authorities.
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T a b le  6 .7 :E st im a te  From  M o d e l 1
LA W ard ENU. Pop K1 G old Es
I n n e r  L o n d o n
C ity  o f London C ripplegale 035 032 037
Cam den A delaid 214 224 225
Hackney Brownswood 282 292 298
H am m  +  Fulham Addison 303 313 318
H aringey A lexandra 169 170 172
Islington B arnsbu iy 234 239 243
Kens +  Chelsea A bingdon 363 380 385
L am beth Angell 428 436 457
Lew isham Bellingham 174 175 180
N ew ham Beckton 165 167 170
Southw ark A bbey 190 196 197
Tbwer ham let Blackwall 098 100 102
W andsw orth B alham 357 358 374
W estm inister B aker St. 222 241 251
H a m p s h i r e
B asingstoke Basing 294 289 294
E ast H am pshire A lton H olybourne 031 032 034
E astleigh B ishopstoke 115 114 116
Fareham Fareham  E ast 071 071 072
G osport A lverstoke 597 601 621
H ort C hurch Crook ham 061 061 061
H avant B arncroft 089 089 090
New Forest B arton 024 025 024
P o rtsm ou th C harles Dickens 308 315 356
R ushm oor A lxandra 174 176 180
S outham pton B ar gate 584 604 680
T est Vally A bbey 043 044 043
W inchester B adger Farm 048 047 049
W il t s h i r e
K ennet A ldbourne 019 019 019
N orth  W iltsh ire A llington 021 021 021
Salisbury A lderbury 035 035 035
Tham esdow n Blunsdon 048 048 048
W est W iltsh ire A dcroft 077 078 078
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T ab le  6 .8 :E stim a te  From  M o d e l 2
LA W ard ENU. Pop K2 G old Es
I n n e r  L o n d o n
C ity  o f London C ripplegale 076 070 081
Cam den A delaid 372 382 392
Hackney Brownswood 584 603 616
H am m  +  Fulham Addison 662 680 697
H aringey A lexandra 422 426 430
Islington B arnsbu iy 507 519 527
Kens +  Chelsea A bingdon 416 422 441
L am beth A ngell 819 839 874
Lew isham Bellingham 360 361 373
N ew ham Beckton 251 255 259
Southw ark A bbey 396 412 412
Tower ham let Blackwall 200 207 209
W andsw orth B alham 863 865 904
W estm in ister B aker St. 289 300 327
H a m p s h ire
B asingstoke Basing 738 736 739
E ast H am pshire A lton  H olyboum e 063 063 063
E astleigh B ishopstoke 325 320 329
Fareham Fareham  E ast 139 138 140
G osport A lverstoke 809 806 842
H ort C hurch Crook ham 199 198 199
H avant B arncroft 200 197 202
New Forest B arton 054 054 055
P o rtsm o u th Charles Dickens 502 519 581
R ushm oor A lxandra 315 315 326
S ou tham pton B ar gate 664 677 774
T est Vally A bbey 091 091 092
W inchester B adger Farm 184 182 188
W il t s h i r e
K ennet A ldbourne 046 046 046
N orth  W iltsh ire AUington 060 060 061
Salisbury A lderbury 074 073 073
Tham esdow n Blunsdon 066 065 066
W est W iltsh ire A dcroft 151 151 154
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T a b le  6 .9 :E st im a te  From  M o d e l 3
LA W ard ENU. Pop K3 Gold Es
I n n e r  L o n d o n
C ity  o f London C ripplegale 112 104 119
C am den Adelaid 748 757 788
Hackney Browns w ood 761 803 803
H am m  +  Fulham A ddison 729 752 767
H aringey A lexandra 878 912 895
Islington B arnsbury 917 933 953
K ens +  Chelsea A bingdon 694 697 736
L am beth Angell 1073 1101 1145
Lewisham Bellingham 586 581 607
New ham Beck ton 317 322 327
Southw ark A bbey 560 585 582
Towerham let Blackwall 370 370 386
W andsw orth B alham 1272 1265 1332
W estm inister Baker St. 329 345 373
H a m p s h i r e
Basingstoke Basing 1371 1380 1373
E ast H am pshire A lton  H olybourne 137 125 151
E astleigh Bishopstoke 858 837 869
Fareham Fareham  E ast 430 428 433
G osport A lverstoke 963 939 1002
H ort C hurch C rookham 454 434 454
H avant B arncroft 427 410 431
New Forest B arton 106 099 107
P o rtsm ou th C harles Dickens 724 726 838
R ushm oor A lxandra 444 438 459
S outham pton B ar gate 872 857 1017
T est Vally A bbey 189 181 191
W inchester Badger Farm 343 330 351
W il t s h i r e
K ennet A ldbourne 120 117 119
N orth  W iltsh ire A llington 144 137 146
Salisbury A lderbury 203 198 201
T ham esdow n B lunsdon 167 158 167
W est W iltsh ire A dcroft 240 225 244
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Here:
Column 1 is the name of the local authority.
Column 2 is the name of the ward of the Column 1 local authority. Column 
3 is the census enumerated population total of the ward.
Column 4 is the estimated ward population from the regression Models, In 
the regression model 1 , K1 was used as the dependent variable for the age 
group 20-24.
K2 is the estimated ward population from the regression model 2. In the 
regression model 2, K2 was used as the dependent variable for the age group 
25-29.
K3 is the estimated ward population from the regression model 3. In this 
regression model K3 was used as the dependent variable for the age group 
30-34.
Column 5 is the Gold Standard estimate of the ward population.
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Chapter 7 
Dealing W ith  M issing D ata
7.1 Introduction
In many censuses and sample surveys, especially those that involve human 
populations, there will be some units selected into the sample for which all or 
part of the survey data items are not obtained. The problems created from 
incomplete data are not only that they reduce the sample size which means 
less efficient estimates but also that standard complete-data methods cannot 
be immediately used to analyze the data. Moreover, there will necessarily 
be some bias in the survey estimates. There is no method of correcting non­
response bias since the missing survey characteristics of the nonrespondents 
are, by definition, not available. However, it is believed that there are usually 
systematic differences between respondents and nonrespondents and no sta­
tistical technique can be relied upon to adjust all the differences. In order to 
hold this bias to a minimum level, the ideal way is to obtain complete data. 
However, in practice, it is impossible to complete the survey. Therefore, in 
the language of Dempster and Rubin (1987), “it is both desirable to minimize 
nonresponse by design and necessary to adjust for the residual incomplete
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data by analysis, recognizing that no adjustment can fully compensate for 
the missing data”.
7 .1 .1  T y p es  o f N on ob servation
Nonobservation in censuses or in sample surveys occurs in three ways: 
non coverage, total or unit nonresponse and item nonresponse.
Noncoverage represents a failure to include some of the target popula­
tion in the sample frame; in consequence, they have no chance of appearing 
in the sample.
Noncoverage refers to the negative errors due to the exclusion of the 
elements that would properly belong in the sample. Positive errors of non­
coverage also occur when some elements are included in the sample that do 
not belong there. The term gross coverage error refers to the sum of the 
absolute values of noncoverage and overcoverage error rates. The net non­
coverage refers to the excess of noncoverage over overcoverage, and is their 
algebraic sum. In most social surveys it is much more difficult to measure 
the noncoverage, though it is a more common problem than overcoverage. 
In that sense net noncoverage is an acceptable measure of coverage problems 
(Kish, 1965).
Unit or total nonresponse occurs when none of the variables is mea­
sured for a unit or subunit. This may be caused due to
1. Not at home
2. Refusal
3. Incapacity or inability
4. Not found or
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5. Lost schedules (Kish, 1965).
Item  nonresponse occurs when most of the questions for units are an­
swered, but for certain questions either no answer is given or the answer is 
judged to contain a gross error and is deleted during editing. Item nonre­
sponse may arise due to any of the following cases:
1. Lack of records
2. Failure of memory
3. Accidental mistakes in responding
4. Unwillingness to give the right answer
5. Illegible entries
6 . Refusal to give the right answer
7. Wrong answer arising from pride, called prestige-bias, etc..
7 .1 .2  E ffect o f  N on ob servation
In the study of nonresponse it is helpful to think of the survey population as 
composed of two groups, respondents and nonrespondents. Cochran (1977) 
defined this division into two distinct strata as an oversimplification. How­
ever, for illustration purposes this simple model suffices.
Suppose that the aim of the survey is to estimate Y,  the population mean. 
For simplicity we will consider a simple random sample. Let N denote the 
population size and N\ and N 2 the number of respondents and nonrespon­
dents respectively such that Ni + N 2 = N. Let W\ = jj- and W 2 = 
denote the proportion of respondents and nonrespondents (W\ +  W 2 = 1),
140
and Yi and Y2 the means of the survey variable for the groups. Under the 
conditions of the survey the mean is Y  = W\Y\ +  W 2 Y2
Since the survey fails to collect data for the nonrespondents, it produces 
the estimate Y\. The use of a mean response Y\ to estimate the mean Y  
causes a bias, which is
Y \ —Y  = Yi — (WiYi + W2 Y2) = Yi(l -  Wi) -  W2 Y2 = W2{Yi -  Y2) (7.1)
This bias is seen to depend on two factors, W2} the proportion of non­
response and (Yi — Y2), the difference between the means for respondents 
and nonrespondents. If the proportion of nonresponse W 2 and the difference 
of (Yj — Y2) are both small, the bias should be negligible. It is therefore 
important to keep the nonresponse sufficiently small to guarantee that when 
(Yi — Y2) is multiplied by W 2 the result will not be large.
The population total Y can be estimated in two different ways. The 
first is to use the simple inflation estimator Fy, whose expected value is 
N\Y\ =  NW{Y\. The inflation factor F is the inverse of the sampling fraction 
f, an unbiased estimator of Y. Bias due to using N \Y\ as an estimator of Y 
is thus
B(Y)  = Y1 - Y  = - Y 2 = - N 2 Y2 (7.2)
which depends on the size of the nonresponse group and its mean. This bias 
will be small if the total for the nonrespondents is small. The alternative is 
to use NYi, which has a bias of N 2 (Yi — Y2). We already mentioned the two 
factors on which this bias depends. Here it is equivalent to assuming that 
the means of the two groups of respondents and nonrespondents are equal.
When comparing the means of two subclasses, the difference (Y0 — Y&) 
has the bias
(Yi -  Y)a -  (Yi -  Y ) 6 =  [Wh(Yi -  ? 2)]„ -  [W2{Yx -  ?2)]b (7.3)
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In most cases, though not always, the biases in the individual groups 
may tend to cancel. This cancelling of biases may not occur if the effect of 
nonresponse differs from one class to another and if the separate effects of 
nonresponse are different in different classes.
7 .1 .3  C o m p en sa tio n  P roced u re for M issin g  D ata:
Two strategies for handling missing data in surveys are common in prac­
tice, namely weighting adjustments and imputation techniques. The U.S. 
Bureau of Census used both of these two types of procedures in combination 
to handle missing data, when it evaluated the population census of 1980. Im­
putation techniques assign values for missing responses in various sub-groups 
of the sample in order to compensate for the sub-groups’ differing response 
rates, while weighting adjustments increase the weight of the respondents. 
The choice between these two types of procedure for handling a particular 
type of missing data depends mainly on two things. First, the amount of 
information available on the unit and second, how the missing data arose, 
that is, whether from noncoverage, unit nonresponse or item nonresponse. 
Generally, compensation for noncoverage and unit nonresponse are made by 
weighting adjustments while item nonresponse is treated by imputation. “In 
practice there is no reason why unit nonresponse could not be handled by im­
puting all the survey items for missing units. Conversely, item nonresponse 
could be handled by assigning a set of weights to the respondents of each 
partly recorded variable, although the resulting proliferation of weight may 
create difficulties for analysis,” (David et al 1983).
Besides the above two reasons of selecting weighting adjustments and im­
putation methods, there are another three considerations involved in making 
an appropriate choice of compensation procedure. These considerations are
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1. the precision of the resulting estimates;
2. the estimation of standard errors of the estimates; and
3. the suitability of the compensated data set for producing estimates for 
a variety of different parameters.
7 .1 .4  Im pu tation :
Imputation is one way to deal with missing data. Here we will briefly discuss 
some of the general imputation methods used in practice:
Mean Imputation:
There are different types of mean imputation methods. Among them some 
of the methods used are:
a) Mean imputation overall (MO)
b) Random imputation overall (RO)
c) Mean imputation within classes (MC), and
d) Random imputation within classes (RC)
a) Mean imputation overall (MO): In this method the mean value from 
the respondents is assigned for the missing value.
b) Random imputation overall: In this method each of the missing val­
ues is assigned a value randomly selected from the respondents.
c) Mean imputation within classes: In this method total samples are 
divided into imputation classes according to some criteria. With each class, 
the respondents mean of that class is assigned as an imputed value for all 
the nonrespondents in that class.
d) Random imputation within classes: In this method a randomly se­
lected value from the same class is assigned for the missing value for that
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particular class.
Mean imputation methods are simple to use. However, the methods have, 
in general, some undesirable properties. First, as the sample size is reduced 
due to nonresponse, the standard variance formula will systematically under­
estimate the true variance. Second, estimates of quantities that are not linear 
in the data, such as the correlation between a pair of variables, cannot be 
estimated consistently using complete-data methods on the completed data. 
Third, the empirical distribution of the sample values is distorted by the im­
puted means, which is important when studying the shape of the distribution 
(Little and Rubin, 1987).
Hot Deck Imputation:
In the hot-deck method of imputation a value from the respondents is dupli­
cated to assign for the missing value. In this procedure, all the sample units 
are classified into disjoint groups so that the units are as homogeneous as pos­
sible within each group. A reported value is imputed for each missing value 
which is in the same classification group. Thus, the assumption is made that 
the nonrespondents follow the same distribution as the respondents within 
each classification group. In the sequential hot-deck procedure the sample 
is put in some type of order within each classification group. Each missing 
value is replaced by the recorded value in the same classification group. A 
major attraction of this procedure is its computing economy. In general, hot- 
deck procedures have three advantages. They reduce the nonresponse bias, 
produce complete data sets, and preserve the distribution of the population 
as represented by a sample (Ford, 1983, Vol.-II).
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Cold Deck Imputation
In cold-deck imputation, the missing value is replaced by a constant value 
using information from data other than the current sample. For example, 
values of relations from previous surveys may be used to impute value for 
missing values.
Regression and Stochastic Regression Imputation:
In the regression imputation procedure, a missing item is replaced by pre­
dicted values from a regression of the missing item on an item observed for the 
unit, usually calculated from units with both observed and missing variables 
present.
In the stochastic regression imputation procedure, the missing value is 
replaced by a value predicted by regression imputation plus some type of 
randomly chosen residual.
With the help of careful development of the regression model, regression 
imputation has the potential to produced imputed values closer to the true 
values. However, the construction and assessment of a good regression model 
is a time consuming operation, and it seems unrealistic to consider its appli­
cation for all the items with missing values in a survey. Attention also needs 
to be given, in using regression imputation, to problems of estimating several 
missing items on the same record (Kalton, 1983).
Deductive Imputation:
In the deductive imputation procedure, the missing value is imputed in sit­
uations in which a missing response can be deduced with certainty, or with 
high probability, from other information on the record. For example, if a 
respondent’s sex is missing, but the person has a male name and is known
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to be married to a female, the sex of the respondent may be deduced to be 
male. In a panel survey with a variable that remains almost constant over 
time, a missing value may be assigned from the record value.
The deduction method of imputation essentially depends on some redun­
dancy in the information collected so that edit constraints can determine the 
missing values on some items (Kalton, 1983).
Flexible Matching Imputation:
Flexible matching imputation is a modified hot-deck procedure that has been 
used by the Bureau of the Census Income Supplement of the CPS since 1976. 
The procedure of the method starts by sorting respondents and nonrespon­
dents into a large number of classes, constructed from a detailed categoriza­
tion of a sizeable set of auxiliary variables. The matching of the nonrespon­
dents with the respondents is done on a hierarchical basis in the sense that 
if a nonrespondent cannot be matched with a respondent in the imputation 
class, classes are collapsed and the match is made at a lower level. Three 
hierarchical levels are defined for this purpose, with the lowest level being 
such that a match can always be made. This flexible matching procedure 
enables closer matches to be secured for many nonrespondents than does the 
traditional hot-deck procedure. The procedure also avoids the multiple use of 
respondents in classes where the number of nonrespondents does not exceed 
the number of respondents.
Substitution:
In the substitution method, unit nonresponses are dealt with within the field­
work stage of the survey by replacing nonrespondents by alternative units 
not selected into the sample rather than imputing data from respondents or 
adjusting the weights of the respondents. In designing a substitution proce­
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dure, arrangements are made in such a way that the substitutes have similar 
survey characteristics to those of the nonrespondents. In general, two basic 
types of substitution procedure are used:
a) selection of a random substitute, and
b) selection of a special designated substitute.
In a random substitute procedure, to replace each nonrespondent, an ad­
ditional population unit is selected on a probability basis. Usually, to have 
a more similar type of substitution for the nonrespondent, the substitute is 
chosen from a restricted population subgroup (e.g., the same block, area, 
strata, or group of strata from which the nonrespondent was selected). To 
avoid any delay and trouble that would be involved in selecting a substitute 
for a nonresponding sample unit after the data collection activities have be­
gun, many random substitution procedures select potential substitutes prior 
to the data collection phase of the survey.
In a specially designated substitute procedure, one or more backup units 
are identified for substitution. These identified units have similar charac­
teristics to those of the nonrespondents (e.g., a geographic neighbour of a 
nonrespondent or a unit that has specified characteristics identical with or 
similar to those of the sample unit.
The main advantage of the use of the substitution is that it increases the 
survey sample size, and therefore reduces the variances of survey estimates. 
The other advantage is that the sample will be balanced with respect to sam­
ple size per substitution class. This balance has certain practical advantages.
Among the disadvantages, the first disadvantage to the use of substitution 
is that, sometimes, an interviewer and perhaps a research analyst, may view a 
backup unit as one that is just as good (or nearly as good) as the unit initially 
selected. As a result, effort to obtain response from originally selected units
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may not be as intense as it would if no substitution were available. The second 
disadvantage of the use of substitution is that, when the survey response rate 
is estimated, there is a tendency to ignore the level of substitution used. This 
will, of course, overestimate the survey response rate and underestimate the 
nonresponse bias.
7 .1 .5  M u ltip le  Im putation :
In multiple imputation methods each missing value is replaced by a vector of 
M  > 2 imputed values; this idea was originally proposed by Rubin (1978), 
although the idea appears in Rubin (1977). The M values are ordered in 
the sense that the first components of the vectors when substituted for the 
missing value result in one data set, the second components result in a sec­
ond data set, and so on. To analyze each data set, standard complete-data 
methods are used. When the M sets of imputations are repeated random 
draws under one model of nonresponse, the M complete-data inferences can 
be combined to form one inference that properly reflects uncertainty due to 
nonresponse under that model.
Multiple imputation shares all the basic advantages, namely, the ability 
to use complete-data methods of analysis and the ability to incorporate the 
data collector’s knowledge, with single imputation methods. Besides these, 
there exist three more extremely important advantages to multiple imputa­
tion over simple imputation. First, when imputations are randomly drawn 
in an attempt to represent the distribution of the data, multiple imputa­
tion increases the efficiency of estimation. Second, when the multiple im­
putation represents repeated random draws under a model for nonresponse, 
valid inferences —that is, ones that reflect the additional variability due to 
the missing values under that model —are obtained simply by combining 
complete-data inferences in a straightforward manner. Third, by generating
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repeated randomly drawn imputation under more than one model, it allows 
the straightforward study of the sensitivity of inferences to various models 
for nonresponse simple using complete-data methods repeatedly.
There are also three obvious disadvantages of multiple imputations rela­
tive to simple imputation. First, more work is needed to produce multiple 
imputations than single imputations. Second, more space is needed to store 
a multiply-imputed data set. Third, more work is also needed to analyze a 
multiply-imputed data set than a singly-imputed data set. These disadvan­
tages are not serious when M is modest.
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7 .1 .6  P ro p o sed  M eth o d  o f Im p u ta tio n
7 .1 .7  In tro d u ctio n
In section 7, from 7.1 to 7.9 we have described different methods that are 
used to deal with missing data. In this part we will discuss only our proposed 
method of imputation. It is important to mention that our main purpose is 
to estimate the undercount rate in the census, for the whole nation as well as 
for different sex, race, and age-groups, by applying the dual system method 
of estimation with the help of the six different samples, which we mentioned 
in the previous chapter. Therefore, our problems arising from missing units, 
and here we will deal only with missing units rather than missing items which 
can be observed in two different ways, viz:
A. During the investigation of the six samples by the CVS interviewers and
B. During the estimation of the total population by the dual system methods 
of estimation.
7 .1 .8  M issin g  u n its  from  th e  six  C V S sam p les
During the investigation of the six samples by the CVS interviewers case by 
case, it is expected that they will find some missing households or persons. 
When CVS interviewers find say, a person from any of the above six samples, 
that person will be weighted by the inverse of the probability of selection to 
compensate for unequal probability of selection. That is, our ultimate figure 
of missing persons or units is the outcome of mathematical procedure, which 
means, we will have no idea about some of the missing persons or units, 
except the geographic position. We therefore have four different types of 
missing units which are:
a) missing houses with some information
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b) missing houses with no information
c) missing persons with some information
d) missing persons with no information.
For the imputation of the above four types of missing units we will con­
struct eight different Tables taking data from all the selected ED blocks as 
well as from the last census count. The first Table will be constructed ac­
cording to the types of houses, that is, how many people live in a house. 
Within an ED block there may be different types of houses. In the following 
example we assume that we have only six types of houses and in the sample 
there are 100 houses only. The Table 7.1 is as follows:
Table 7.1: Types of Houses and Distribution of Persons
Type of 
houses
No. of person 
live in a house
Frequencies Probabilities
01 01 12 001-012
02 02 19 013-031
03 03 24 032-055
04 04 32 056-087
05 05 08 088-095
06 06 05 096-100
The second Table ( Table 7.2) will be constructed by taking sample units 
from the selected ED blocks and from the last census count. These sample 
units will be classified into disjoint groups according to age-groups so that 
the units are as homogeneous as possible within each group. In each group 
there will be a large number of rows where each row will define each person. 
The rest of the six Tables ( Table 7.1.1; Table 7.1.2 etc. ) will be constructed
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according to the types of houses. For each type of house one Table will be 
constructed, taking data from all the selected ED blocks and from the last 
census count. In each Table there will be a large number of rows and each 
row will be divided into 2 to 6 sub-rows where each row will define each 
housing unit and each sub-rows will define each person with alternative set 
of variables. Appropriate weight must be given for the different age groups, 
sex and race in fixing the number of alternative set of variables.
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Table 7.2; Distribution of Persons According to Age-Groups
S.No. M ale/Fem ale Age-group R ace
G roup 1 A ge-group, 0-16
001 M ale 14 W hite
002 M ale 12 W hite
003 Fem ale 15 W hite
00n i Male 11 Black
G roup 2 A ge-group, 17-44
001 M ale 42 W hite
002 M ale 22 W hite
003 Female 39 W hite
004 M ale 32 Black
00n.2 Male 26 W h ite
G roup 3 A ge-group, 45-64
001 M ale 54 W h ite
002 Male 62 W h ite
003 Female 49 W h ite
004 M ale 63 Black
OO713 M ale 62 W hite
G roup 4 A ge-group, 65+
001 M ale 74 W h ite
002 Male 82 W hite
003 Female 94 W h ite
004 M ale 73 Black
OOn.4 M ale 67 W h ite
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After constructing the Tables we will assign values for missing units for 
each of the above categories independently in the following ways.
a) Missing houses with information:
When we have information about the missing house or houses we will 
utilize that information for assigning values for the missing unit. Say, for 
example we know that missing housing unit is of type two of Table 7.1. That 
is, two persons were in the missing unit. If we have no other information 
then we will select randomly one row from the Table 7.1.2 which consists 
of two subrows, ”a and b” and will assign values from these two subrows 
for the missing persons. On the other hand if we have further information 
about some of the variables of the missing units, then we will match that 
information with the values of each row of Table 7.2 and will assign the 
values of that row which match more closely with the information of the 
missing unit.
b) Missing houses with no information:
When we have no information about the missing unit we will assign values 
in two steps. In the first step we will decide type of house, and in the next 
step the row of the corresponding Table. For example, say one house is found 
missed from the census count and we have no information about that unit. 
From Table 7.1 we will decide the type of housing unit missed by the census 
and say, the selected type is 3. It means that in the missing house there were 
three persons and we have to impute variables for these three persons. For 
this we will select a row from Table 7.1.3 which consists of three subrows and 
impute values from these three subrows taking values of one subrow for one 
missing person.
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Table 7.1.1 Single person live in each house
S.No. No. of person live Male/Female Age-group Race
001 01 Male 45 White
002 01 Male 52 White
003 01 Female 49 White
004 01 Male 32 Black
150 01 Male 26 White
c) M issing person with information:
When we have information about some of the variables of the missing 
unit, we will match that information with the variables of each row of Table 
7.2 and will assign the values of that row which match more closely for the 
missing unit.
d) Missing person with no information:
When we have a missing person with no information we will impute vari­
ables for this missing unit in several steps. In the first step we will select 
type of house and say our selected type of house is 4, that is, the missing 
person is from a house were 4 persons were lived. In the second step we will 
select a row from the corresponding Table 7.1.4. In the third step we will 
select a subrow from this selected row and will impute the variables for the 
missing unit.
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Table 7.1.2 Two persons live in each house
S.No. No. of person live Male/Female Age-group Race
001 02 a Male 42 White
b Female 36 White
002 02 a Male 62 Black
b Female 59 Black
003 02 a Male 32 White
b Male 30 White
•
150 02 a Female 48 White
b Female 08 White
We will construct Table 7.1.3, 7.1.4, 7.1.5 and 7.1.6 (Appendix 4) for the 
house of types 3, 4, 5 and 6 respectively following the same procedure of 
Table 7.1.1 and 7.1.2 above.
7 .1 .9  M issin g  u n its  from  th e  dual sy stem  estim a tio n
After estimating the total population by the dual system method of esti­
mation we will estimate the missing persons who were missed by the both 
methods i.e. by the census enumerators as well as by the CVS investigators. 
By the same method we will also estimate the total number of missing per­
sons by sex, race and age-groups. Therefore, by applying the dual system 
method of estimation we will estimate
a) Total number of missing persons.
b) Total number of missing persons according to the race.
c) Total number of missing persons according to the sex.
d) Total number of missing persons according to the age-groups.
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Now our problem is to distribute these estimated persons according to 
their race, sex and age-groups. We will solve this problem for each of the 
selected ED block in the following ways.
1. Say, for example, in a selected ED block, it is estimated that 19 persons 
are missing. The distribution of these missing persons could be as table 7.5 
(arbitrarily).
Table 7.5: Distribution of Missing Persons
a. black 11
non-black 08
b. male 11
female 08
c. age-groups
00-16 05
17-44 06
45-65 04
65+ 04
2. In the following table (Table 7.6) we distribute the missing persons 
according to the information of the Table 7.5 by an iterative method with 
initial conditions determined by the marginal distribution and the observed 
association in the census data. Here, we will also utilize the information, if 
any, available from the CVS investigation.
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Table 7.6: Distribution of Missing 
Persons by Iterative M ethod
Age-groups Male Female Total
Black N. Black Black N. Black
00-16 02 01 01 01 05
17-44 02 01 02 01 06
45-64 01 02 01 00 04
65+ 01 01 01 01 04
Total 11 08 19
3. Now the question is how we will decide out of 19 (say) persons how 
many of them are black or non-black, male or female etc.. This will be 
done proportionally from the total number of missing persons for the whole 
country. One example is given below (Table 7.7)
Table 7.7: Proportional Distribution of Missing Persons
Country ED block
Total missing persons 100 10
Total male missing persons 58 06
Total female missing persons 42 04
Total black missing persons 30 03
Total non-black missing persons 70 07
4. After the distribution of the missing persons according to race, sex and 
age-groups we will match the information of the missing persons with each 
of the disjoint groups of Table 7.2. We will draw one row randomly from the 
groups which match more closely for the missing unit and assign the values 
of that row for the missing unit.
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7.2 Conclusion
The main advantage of our method is that it generates a complete data set 
that may be readily used for many different forms of analysis. As the method 
is based on the current census counts of the ED blocks, it is expected that 
the method will produce sufficiently accurate results. The main drawback 
of imputation is that incorrect imputation may introduce an element of bias 
into the results.
One aspect of this is that, in the case of a missing house with no infor­
mation, our method assigns values in two steps. In the first step we select 
the type of missing house randomly, that is, how many persons live in that 
missing house. For example, say our randomly selected type of house is three, 
that is three persons live in that missing house and hence in the second stage 
we impute variables for these three persons. This is may be wrong, because 
infact in that missing house two persons may live and we therefore overes­
timate the population. Moreover in our method we need to construct too 
many tables which is time consuming, costly and may be also difficult.
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Chapter 8 
A ssessing Error
8.1 Introduction
So far we have discussed different kinds of sampling and non-sampling errors 
and the errors that affect the population estimate when the dual system es­
timator is used to estimate the population total, by using all the six CVS 
samples (Visual list, Vacant, Absent, Non-Residential, Multi-Households and 
Quality Check sample) drawn from the ED workload with the census count. 
Among these six samples as listed in Chapter 3.3 we will in this Chapter call 
the first five samples a P-sample and the last one, that is, the Quality Check 
(also known as Census Co-operative) sample an E-sample. The P-sample 
is designed for the estimation of people missed by the census enumeration, 
and the E-sample is designed for the estimation of the number of erroneous 
enumerations. Here we will discuss the total error of our statistic and the 
method of estimating this error. In this chapter this statistic, the difference 
between the true value and the estimated value is defined as the total er­
ror. The main problem of estimating the total error is that we do not know 
the true population value. To overcome the problem Ericksen and Kadane
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(1985) suggested using a demographic estimate. We have already discussed 
the limitation of the demographic estimates. Mulry and Spencer (1991) sug­
gested identifying all the sources of error, and estimating their magnitudes 
to make the estimate. To evaluate the error of our estimate we will follow 
the procedure suggested by Mulry and Spencer (1991). For that we divide 
the total error into three components with the assumption that all sources 
of errors will fall in any of the three components. We will try to estimate 
the magnitude of error of these three components independently and then 
the aggregate of these three components of error will give the total error. 
The different sources of errors we describe here are not a complete list of 
the sources of errors that may affect the population estimate. There may 
be many more. However, the advantage of the methodology described here 
is that it will give a guide to identify different sources of errors, and the 
methods of estimating their magnitude.
8.2 Background
To estimate the population total the application of the dual system estima­
tor involves two incomplete lists of the population (Wolter, 1986). The first 
list is the census enumeration of the population not living in institutions or 
homeless. By definition this list excludes erroneous enumeration and imputa­
tions. The second is an implicit list of those persons covered by the sampling 
frame for the P sample, whom we call the P sample population. This list 
would be obtained if the P sample were conducted for the entire U.K. with 
no measurement error or missing data. The sampling frame itself is not a list 
of people, but of ED blocks. A person may be excluded from the P sample 
population for a number of reasons: the residence may be on a block that 
could be sampled but the residence would not be identified as an occupied
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dwelling unit, or the residence could be identified but the person would not 
be reported in the CVS.
It is assumed that whether the i’th individual in the population of size N 
is in the census or not and in the P sample or not are to be random events 
with positive probabilities as shown in Table 8.1 which also shows the true 
population size. Thus person i has probability Pn+ = Pm  +  Pi 12 > 0 of 
being enumerated in the census. ( The subscript +  denotes summation over 
possible values of the subscript.)
Table 8.1: Prob. of Inclusion and Popn Size in a Cell
P-sample
Census In Out Total
In Pm\xn Pin\xi2 Pil+\xl+
Out Pi21 1^ 21 Pi221(^ 22) P tl+ | (^ 2-H )
Total Pi+l\x+\ Pi+21(^+2) Pi++\(X++)
The total population size of the non-institutionalized, non-homeless pop­
ulation on Census Day is shown in Table 8.1 as x++ = Nt-  The census count 
Nc is not the same as X\+, the number of persons ‘in’ the original enumera­
tion because erroneous enumerations are not included in or X2 + although 
they are included in Nc. Even if we could observe the Xjk s in the first row 
and first column, the Xjk s in parentheses would not be observed directly but 
would have to be estimated. A strategy for estimating N t  would be to divide 
the number of persons enumerated in the census, X\+ by an estimate from 
the CVS of the proportion of the population that were enumerated in the 
census, The resulting estimator,
pj* _  l^+s+iXll
is called the basic dual system estimate (DSE).
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8.3 Empirical DSE
In applications of dual system estimation, in the CVS we cannot directly 
observe rri+, x +i, and X u ,  because the P sample is only a sample of the 
x +i members of the P-sample population. Moreover, the problems that were 
present in the census such as missing data, uncertainties about ED bound­
aries, Census Day address inaccuracies, geocoding errors, and undetected 
fabrication were also present in the P-sample, thereby leading to as underes­
timation of X \ \ .  To account partially for the underestimation of X u ,  we will 
adjust the number of census enumerations, Nc,  for erroneous and imputed 
enumerations and for people with insufficient information to allow a match 
in the following way:
N ce — Nc — Ic ~ Ie ~ Ee
As Ee is not known, we will substitute an estimate, Ee , and obtain
N ce =  Nc — Ic ~ Ie ~ Ee 
where
Nce is the adjusted census count for erroneous and imputed enumerations.
N c e  is the estimate of the adjusted census count N c e -
Ic is the number of persons imputed into original enumeration.
IE is the number of people counted in the census for whom names are not 
available
IE is the weighted number of census enumerations (from E sample) with in­
sufficient information for matching, and
Ee denotes the weighted number of erroneous enumerations that were in­
cluded in the E sample.
Ee is the estimate of Ee
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Due to the Census Day address inaccuracies, missing data in the P sam­
ple, and many other known and unknown reasons we cannot directly observe 
Np (also denoted by £+1), but instead use an estimator, N p . Similarly we 
will also estimate the size of Xn by using the estimator NCp as we cannot 
observe the value of directly. Therefore the estimate of Np by using em­
pirical DSE is
_/y _  NpNCE
Ncp
Hence, the estimate of the percent net under count, or net under count 
rate in the enumeration is
U  = (g x)
n t  v '
Notation
The subscript P refers to a quantity based on the P-sample;
The subscript c refers to a quantity based on the Census;
The subscript p refers to a quantity based on E-sample;
The subscript ce refers to a quantity based on Census +  El-sample;
The subscript Cp refers to a quantity based on Census +  P-sample;
The symbol ~ over any letter denotes an estimator subject to sampling and 
nonsampling error.
The symbol ~over any letter refers to a quantity subject to sampling error.
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8.4 Total Error and Partitioning the Total 
Error:
Let us start with the simple model
N t  — Nxrue =  (N t  — R)  +  (N — Nxrue) (8-2)
where
Nt  is the Empirical DSE of total population.
Nrrue is the true population, which is unknown
N  is the target population total, subject to sampling error, which is also 
unknown.
N* is the Basic DSE of total population.
The first term refers to sampling error and the second term contains all 
non-sampling errors. The second term of the above equation can be split 
into two parts. Hence the above equation becomes:
Nt ~ NTrue = {Nt -  N) +  {N -  N*) +  {N* -  NTrue) (8.3)
The middle and the last terms of the right hand side of the equation are 
known as the measurement and model error respectively. Total error, there­
fore can be partitioned into three components, viz, sampling error, mea­
surement error and model error. We believe that all kinds of errors in the 
estimation of census undercount rate will fall in one of the above categories. 
Of course, we can partition the total error into more components, such as 
mixed error, but there effect may be very little and can be negligible (Mulry 
and Spencer, 1991). In case of unavailability, we can also replace N  of the 
equation (8.3) by N  which is known as target population.
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8.5 Sampling Error:
8.5 .1  S ources o f Error
In the 1991 census validation survey (CVS) six type of samples were used 
to estimate the census undercount rate in the U.K. In our proposed model 
we will use all these six samples , all of which were collected from the same 
sample block. As the cell frequencies X n , x i2, and x2\ of our model are based 
on the above six samples , they will be subject to sampling error.
8.5 .2  D efin itio n
If a different sample had been drawn, a different empirical DSE would have 
been observed. We will estimate this sampling error by applying the Jack- 
knife method for variance estimation described in the following.
Let N denote a finite population of identifiable units. Attached to each 
unit in the population is the value of an estimation variable, say Y. Thus, Yi 
is the value of the i-th unit with i = 1,..., N . We are interested to estimate 
the population total which is denoted by
y  = E Y i (8.4)
i
Now suppose that a probability proportional to size with replacement (pps 
wr) sample of size n is selected from N using probabilities (p;)£Ll5 with 
Yd Pi =  1 and pi > 0 for i = 1 The usual estimator of the popula­
tion total Y and its variance are given by
and
V ar(y) =  i £ > ( J - y ) 2, (8.6)
11 i = 1 P t
respectively. Let N  =  Y  and let us partition the complete sample into k 
groups of m observations each, and for convenience assuming that n, m, 
and k are all integers and n = mk. Let be the estimator of the same 
functional form as iV, but computed from the reduced sample of size m(k - 
1) obtained by omitting the ith group, and define
Ni = k N - ( k - 1)% ) (8.7)
Quenouille’s estimator of the total N is the mean of the iV*,
 ^ k N-
^  =  E f  (8-8)
i = 1 K
and the /V* are called ‘pseudovalues’. The Jackknife estimator of variance is
^ ) = ^ i ) g ^ - ^ )2 ( 8 - 9 )
Estimation Procedure of Jackknife M ethod
In our proposed method of estimation, we assume that the population 
total N is unobservable and to be estimated. We also assume that the census 
and CVS samples both fail to include at least some portion of the population 
total N and the union of the two lists also fails to include some portion of the 
population total N. After matching the census data with the CVS sample, 
we produce the following data :
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Table 8.2: Matching Outcome
CVS-sample(PEP)
Census In Out Total
In Xu Xl2 x 1+
Out X2\
x+i
and
Table 8.3: Matching Outcome of ithED
CVS-sample(PEP)
Census In Out Total
In X \ \ i X l 2 i X i l +
Out X21 i
X i + 1
for i = 1,2,3 n. The subscript ‘i’ is used to denote an estimator pre­
pared from the i-th ED block.
In our example (Table 8.4) we have four selected ED blocks. Therefore, 
we have:
 ^ 1 A 
=  4 £ ;  X U i
X \ 2 = \  T , t  X U i
 ^ 1 v^ 4 a
X21 = 4 Ei X 2U  
Xl+ =  J E i xn+
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®+l =  \  Hi %i+1
The dual system estimator for N* for this example is
jy* =  &i+£+i in
and the estimator obtained by deleting the ith block is
y^* _  (^t)i+a(t)+i
(*) *n(i)
where
  l ^ 3  ^
*^ (i)l+ 3 2-a'/i 3'i' 1+
*^ (i)+l 3 1
The pseudovalues are defined by
Ni = 4iV* -  3 Nfo 
Quenouille’s estimator by
=  } E*=i Nt
and the Jackknife estimator of variance by
vi(N)  =  ^  -  f ig )2
169
The conservative estimator of variance is
V2(m =  ^ Z h  ( Ni - N* ) *
8 .5 .3  E xam p le
The values of different columns of the Table 8.4 were taken arbitrarily just 
to illustrate the Jackknife method of estimation.
Table 8.4. Hypothetical Data
*^ lli %12i 2^1i Xil+ *^ i+l
£ D i.3 73 03 20 76 93
£ £ 5.2 76 05 20 81 96
£ £ 6.3 70 06 16 76 86
£ £ 9.4 74 06 15 80 89
From Table 8.4 we have : 
£n = iE f* m  = 74 
£12 =  I E i Xi2i = 5 
X21 = = 18
Xi+ = 1 E t  Xn+ = 78 
x+i = \  E f x i+1 = 91
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Therefore, the dual system estimator for N* for this example is
M *  =  a l + a + l _  (78) ( 91 ) _  Q g  
x \ \  74
And the estimates obtained by deleting the ith block are given in Table 8.5
Table 8.5. Estimates Obtained by Deleting ith Block
i •Ell i x 1+ x+i N(i)* Ni (Ni ~  i^i)2 (Ni -  N(i)*)2
1 73 79 90 97 93 01 16
2 72 77 89 95 99 49 16
3 74 79 93 99 87 25 144
4 73 78 92 98 90 04 64
Therefore, Quenouille’s estimate is
A> = !£ ? = !&  = 92
and the Jackknife estimate of variance is
v1(N) = ^ ) EU(Ni - N i f  =^11.25 
S.E. =  3.35
The conservative estimator of variance is
^ )  = -^TLi(Ni-N*)2 = 20.00
S.E. =  4.47
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8 .5 .4  Jackknife M eth o d  in  th e  C ase o f  a S tra tified  Sam ­
p le
For the application of the Jackknife method in case of stratified sampling 
let us assume that the population is divided into L=4 strata (Table 8.6), 
where Nh describes the size of the h-th stratum. Suppose sampling is carried 
out using pps with replacement within the strata in the same way as before. 
However, the population sizes in this example are not the same as those of 
the previous one. The estimator
Nt =  g(Ni,-/V2, ........Nl ) (8.10)
is now defined in terms of
Nrh = ^ E ^ l N rhi
where, Nrhi = an<^  Phi denotes the probability associated with the
(h,i)-th unit. N(hi) denotes the estimator of the same form as equation (8.10) 
obtained after deleting the (h,i)-th observation from the sample,
nh N, v
JV )  =  £  ^  (8-11)
i=l nh
L n h jy
4 )  =  E E ^  (8.3.2)
h=l i=l
#(-> = £  ^ r 1 (s-is)
*=i L
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To estimate the variance of NT, we may use any of the following four
formula.
”1 (JVt ) = £  E (4«) -  N^r (8.14)
h=l TLh i=l
v2(Nt ) =  £  £ ( N m  -  N (..,)2 (8.15)
h=1 Uh i=1
M & t ) =  £  £ ( % » )  -  1V(..))2 (8.16)
*=1 Uh i= 1
Vi (Nr)  =  £  £ (J V (*> -  IV)2 (8.17)
/l=l i=l
In the following hypothetical example we will use the first formula, that 
is, equation (8.14) only. Here we assumed that the population is divided into 
L = 4 strata, where Nh describe the size of the h-th stratum.
Now, from the data in Table 8.6 (below), the means of the strata are
n h  A T
%>.) =  £ —  (8-18)i—1 nh
or,N(h.) = 3207.08; 3413.61; 3164.53 and 3265.20 respectively 
Also we have,
4.) = EE = 3262.60 (8.19)
h=l i=l
and
L N
1V(..) =  V  — = 3262.6 (8.20)
h=1 ^
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Hence, the variance of Nt by using the following formula is
M N t ) = -"(>.))*
h = 1 U h i = 1
= 30818.55 +  58018.81 +  13456.80 +  42919.79 
=  145213.95
Therefore, the standard error of the estimate is 
Vi {Nt ) = 381.07 (8 .21)
174
Table 8.6. H ypothetical D ata to Estim ate Variance
Selected
CDs
Mi
Selection 
prob. of 
the CD 
Pi
Selected 
ED from 
the CD
Popn
of
ED
DSE
N*
MiN* M i D S ErriiPi N(hi)
Stratum  1 =  2750
CDu  =  272 4 .0989 ED\z 64 77 308 3114.25 3238.03
CD 12 =  204 3 .0741 ED2\ 80 92 276 3724.69 3034.55
CD13 =  136 2 .0494 ED%2 6 8 73 146 2955.46 3290.95
00CO1—1IITf
Qo
2 .0501 ED42 70 76 152 3033.93 3264.80
Stratum  2 =  2759
CD21 =  283 4 .1025 ED\2 75 96 384 3746.34 3302.70
CD22 =  2 1 2 3 .0768 ED23 72 91 273 3554.68 3366.59
CD23 =  213 3 .0772 ED32 78 94 282 3652.84 3333.87
CD24 =  141 2 .0511 ED±i 62 69 138 2700.58 3651.28
Stratum 3 =  2679
CD31 =  192 3 .0716 EDu 67 77 231 3226.25 3143.95
CD32 =  197 3 .0735 ED24 78 82 246 3346.93 3103.73
CD33 =  262 4 .0977 ED2 4 64 69 276 2824.97 3277.71
CDm =  195 3 .0727 ED42 74 79 237 3259.97 3132.71
Stratum  4 =  2775
CD41 =  344 5 .1239 EDu 76 91 455 3672.31 3129.50
CD42 =  279 4 .1005 ED23 72 88 352 3502.48 3186.11
CD43 =  138 2 .0497 ED 3 3 62 68 136 2736.41 3441.74
CDm =  141 2 .0508 EDu 72 80 160 3149.60 3303.74
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8.5 .5  R an d om  G roups M eth o d
When we have stratified samples and we wish to estimate the total variance 
across all strata, then we have the following procedure. Let the sample nh
be divided into K random groups of size m h for h =  1 ,2 ,3 , ,L  and let
7V(i) denote the estimator of N obtained after removing the i — th  group of 
observations from each stratum. Define the pseudovalues
for h = 1, 2,...., L. The second RG is obtained in the same way by selecting 
from the remaining nh — m h units in the h-th stratum. The remaining RG’s 
are formed in like manner. If excess observations remain in any of the strata, 
i. e., rih = Knih + qh, they may be left out of the K random groups or added, 
one each, to the first qh RGs.
For this example RGs are formed from Table 8.6.
Ni = K N  -  {K -  1 )N* (8 .22)
Then the estimator of N and the estimator of its variance are
(8.23)
and
K
(8.24)
For the application of the above variance formula, we will construct the Ran­
dom Group (RG) by drawing a simple random sample without replacement 
(srs wor) of size ^  from the parent sample rih in the h-th stratum,
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Table 8.7. Constructing Random Groups
Selected CDs Estimated population 
from Stratum
RG Estimate
Random Group 1
CDU 3033.94
CD23 3652.84
c d 32 3346.93 13183.3
CDU 3149.60
Random Group 2
c d 13 2955.46
c d 2A 2700.58
c d 31 3226.25 12384.77
c d 42 3502.48
Random Group 3
c d 12 3724.69
c d 22 3554.68
c d 33 2824.97 13776.65
c d a1 3672.31
Random Group 4
c d 1a 3114.25
c d 21 3746.34
c d 3A 3259.97 12856.97
c d A3 2736.41
177
Now for the estimation of the variance by the Jackknife method we con­
struct the following table (Table 8.8).
Table 8.8. Estimating Variance by Jackknife M ethod
RG Estimate from RG N(a) Na (Na -  N )2
01 13183.03 13139.01 12784.65 70892.79
02 12384.77 12606.65 14381.73 1771089.80
03 13776.65 13533.92 11599.92 2105363.20
04 12856.97 12921.45 13437.33 149322.73
Therefore
v(N) = *_ " t  (Na -  iV)2 (8.25)
or,v(tf) =  4096668.4/12 =  341389.03 
or, S.E. of v(N)  =  584.285
The Jackknife was first introduced by Quenouille (1949) as a method of 
reducing the bias of an estimator of a serial correlation coefficient. Subse­
quently it has become a powerful general methodology frequently applied to 
variance estimation.
In our example we were concerned with estimating the size of the popula­
tion by the dual system estimation. We therefore, constructed a hypothetical 
data table accordance with the CVS sample design, and applied two version 
of the Jackknife to the data.
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8.6 M odel Error
8 .6 .1  S ources o f  Error
In Chapter 2 Section 2.4 we defined different types of assumptions of the 
dual system estimator. Among the assumptions, failure in any of the three 
independence assumptions leads to error in the model error N* — Nxrue- To 
reduce the effect of failure of the causal independence and heterogeneous 
independence assumptions, we will post-stratify the data based on demo­
graphic and geographic variables, a technique originally recommended by 
Chandra-Sekar and Deming (1949). An estimate of the population in each 
post-stratum is calculated and then all the estimates are summed to give an 
estimate of the total population. Unless the homogeneity assumption fails, 
the estimate lies between the census and the truth (Mulry, 1991). Although 
failure of autonomy (each individual acts alone as to inclusion in the sam­
ple and the census) contributes to bias in N* — TVrrue, research by Wolter 
(1986c) and Cowan and Malec (1986) has demonstrated that if the other two 
independence assumptions hold then the bias due to the failure of autonomy 
is negligible.
8 .6 .2  D efin itio n
Let K  = XnX22 be the overall cross product ratio and let r  =  K  — 1. We will112*21 r
refer to r  as the model bias factor that reflects failure of the independence 
assumptions. If the independence assumption holds then 1 =  K  = Ki for 
i = 1,2, ...N. The model error may be expressed as
N * - N True =  - T ^  +  e 
with the e the random component of model error that is negligible in this
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assumption.
8 .6 .3  M easu rem en t
One way to measure model bias is to compare the PES estimate of population 
size with an independent estimate and use the differences between the two 
sets of estimates to make inferences about the magnitude of r . For this we 
will use Demographic Estimates (DE) to compare with our estimate if such 
are available from the other source; otherwise, this will play little part in our 
programme of research.
8 .6 .4  E xam p le
In this example, N* is the estimated value by using DSE and DE is the 
estimated population from the same ED block as used in the case of DSE.
Table 8.9. Estimating Model Error
Selected EDs N* DE d = N* - D E
E D \s 3307 3264 43
ED$'2 3474 3436 38
DDqz 3159 3118 41
ED qa 3292 3255 37
E(d) = 39.75
V(dn) = 5.69 and S.D. = 2.38 
V{dn-!) = 7.58 and S.D. = 2.75
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8.7 Measurement Error
We will consider all sources of error other than model and sampling errors 
as measurement error. We also assume that the relative measurement error,
 ^ js approximately equal to a linear combination of three error of com­
ponents,
( N p —x + 1) (Nc e —x 1+)   ( N c p —x 11)
N p  N c e  Nc p
Now we will examine only the nonsampling error component of each of 
the above three components.
8 . 7.1  Np  — x+i
The error committed during the estimate of Np is equal to (Np — £+i) which 
is the sum of sampling error np and non-sampling error np.
hp = Np — x +i (8.26)
Tip — Np Np — Tip — T lp f  -)- Tlpd Tipi (8.27)
where
Tip/ is the error that occurs when interviewers make up fictitious household 
members.
npa is the error that occurs due to the misreporting of Census Day address 
by outmovers and inmovers and
Tipi is the matching error that occurs from incorrect imputation of missing 
data in the P sample.
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8 . 7 . 2  N c e  — x  1+
The error committed during the estimate of N c e ,  that is to estimate X\+  is 
equal to N c e ~  #1+ which is the sum of sampling error t i c e  and non-sampling 
error n C E -
ncE — N ce ~  N ce (8.28)
ncE — &e — Eg = c0 +  ce +  Ci (8.29)
where
cQ arises during the processing of the E sample when respondents are mis- 
classified as to whether they are correctly or erroneously enumerated in the 
original enumeration. 
ce is the error due to interviewer and 
^  is the error due to imputation.
8 .7 .3  N CP — ^11
The error committed during the estimate of Ncp, that is to estimate X\\ is 
equal to N c p ~ X \ \  which is the sum of sampling error hep and non-sampling 
error m.
ncp = N cp — Xu (8.30)
m  = NCp ~ N Cp = m Tn + m a + m f + rrii (8.31)
where
m m is the error introduced in the matching process.
m a is the error introduced by respondents reporting the wrong Census Day
address.
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rrii is the error in assignment of match status that were caused by error in 
imputation and
rrif is the error introduced due to fabrication.
8.8 Conclusion
In the census as well as in any survey estimates of population are affected by 
a number of different sources of error. Some of the errors cancel, others do 
not. When we said that the survey’s estimate of the net underenumeration 
in the census came to 288,000 individuals, clearly this depends on the net 
error of the estimate. In this chapter we tried to describe a methodology 
for organizing and summarizing these sources of error which we called ‘Total 
Error Model’. The philosophy of the model is to try to identify all the sources 
of error, estimate their magnitudes, and assess their effects on the statistics of 
interest. Mulry and Spencer (1993) describe the model as dynamic as it can 
incorporate new or alternative information about the kinds or magnitudes of 
errors as that information becomes available. We illustrated the methodology 
with the help of hypothetical data. We described how to use the Jackknife 
method to estimate sampling variance from the CVS sample.
In our model all the sources of error come together. This type of model is 
very useful for any researcher to identify the sources of error and to develop 
methods to measure those errors. Using our models, ONS can easily estimates 
the errors in the CVS and the census and by comparing the results can reach 
a conclusion about the level of underenumeration.
183
Chapter 9 
Recom m endat ions
9.1 Cost-benefit Analysis
The census is the key source of information for many activities inside and 
outside Government. Census statistics help to improve public understand­
ing of nations and their communities. The transfer of funds from central to 
local government is based in part upon the number of people in each ad­
ministrative area; the location of services such as schools provided by local 
Education Authorities are based on census statistics. Of course, many other 
organizations and individuals in addition to Government agencies, business 
organizations, universities and other research institutions, nonprofit organi­
zations, the media, students, and individual citizens—make use of census 
data, often in conjunction with data of their own. It was estimated that 
approximately 10,000 people in Britain made direct use of the 1981 census 
statistics and the decisions arising from some of these uses will ultimately 
touch the lives of millions (Denham and Rhind, 1983). An improved and 
more efficient census is therefore always important.
Accurate and timely statistics produced from the census with detailed
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local information is vital for many uses. However, it is well known that a 
hundred per cent accurate count is impossible, even if we invest unlimited 
resources, especially in non-response follow- up, and coverage programmes 
at the later stage of any census or survey add significantly to the total cost 
with little coverage improvement. The rise in costs does not produce a better 
census. It is not always cost-effective to increase efforts for highly accurate 
counts of detailed area and population groups by means of highly intensive 
operations seeking to make a physical count of every last person (Edmonstone 
et al, 1995).
The cost of census activities has increased every year. In the U.K. the 
census is financed by Government and cost about $135 million in 1991. This 
cost may be increased much more in coming censuses without any gain in 
census coverage if we fail to handle the expenditure in a cost-effective way. 
Attempts must therefore be made to investigate methods of analysis which 
improve census coverage and reduce differential undercoverage as well as 
gross errors with minimum cost. The main problems are those of allocat­
ing resources, that is, how and where we will invest more resources. A few 
examples may explain the difficulty of the choices that have to be made. 
How are we to decide the importance of investment in improving the present 
method against the demands of starting a new method of estimation? How 
much should be spent on changing the sampling design or improvements in 
questionnaire and interviewing technique? Should we spend more resources 
on non-response follow-up, vacant and absent follow-up sampling? Should 
we attempt to develop a third source of information such as administrative 
record lists to facilitate the check of the coverage of census counts? What are 
the criteria to judge that investment on one issue gives more benefit than an­
other? Cost-benefit analysis, therefore, is always useful in assessing the new 
method, sampling design, non-response follow-up, vacant and absent follow-
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up sampling or the use of any third source of information like administrative 
record lists. Here, by benefit I mean
a) improvement in the coverage of the census counts
b) reduction of differential undercount, by age-sex-race-region and
c) reduction of gross-error of the census counts.
Recommendation 1.1: The ONS should give greater importance 
to cost-benefit analysis of the overall census and CVS methodology  
to implement decisions for the future censuses and CVS. If ONS 
wants to use a Dual-System method in the 2001 census coverage 
evaluation programme they should develop a plan as to how they  
will implement the methods and how much it will increase the cost 
with the increase of coverage.
9.2 Design Issues
The CVS methodology of estimating census coverage does not have the op­
portunities to estimate people who were missed by both the methods viz, 
census enumeration and CVS estimates. Moreover, CVS methodology in 
many cases depends on the census enumeration and one does not have much 
idea how this correlation between census and CVS effects the CVS estimates.
To avoid the effect of this correlation error and to estimate the people 
missed by both the methods, census and survey, the U.S. Bureau of Census 
adopted dual system estimates method, in which an entirely independent 
sample is drawn and matched with census enumeration and from the match­
ing result estimate the total figure which we described in Chapter 4. Such 
a design can produce not only people missed by the both methods, but also 
improved accuracy for the single most important variable: the count of pop­
ulation, particularly by age, sex, race and regions.
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Recommendation 2.1: The ONS should start its research pro­
gramme on dual system  estimates so that they can introduce the 
m ethods in 2001 CVS. Efforts should include studies on the stratifi­
cation, sampling design, different matching criteria and imputation  
techniques. A test programme before the census may help to take 
more appropriate steps.
In the CVS six samples were selected for the estimation of undercount, five 
of which were dependent on the census count. Clearly, this sample design has 
some bad effect on the estimate. First one needs to wait until the completion 
of all census work, which may cause memory error. Second, as the samples are 
dependent, the estimate may be affected by correlation. We believe a better 
estimate can be achieved by applying a CensusPlus type method. After 
selecting the ED block, if we re-enumerate all the housing units listed by 
the CVS interviewers independently instead of drawing five different samples 
from the census count, this may give a better chance of enumerating missing 
persons as well as erroneous enumeration.
Recommendation 2.2: For a better CVS estimate of the popu­
lation an independent sample is essential. One way of doing so is 
to adopt a CensusPlus type sampling method. This type of sam­
pling method is likely to improve the coverage as well as erroneous 
enumeration.
In chapter 5 we discussed using log-linear models to estimate the missing 
people as well as the total population of the country by using information 
from three different sources, mainly, census enumeration, survey information 
and administrative record lists. Ericksen and Kadane (1985) suggested devel­
oping a megalist from all available sources of information like health service 
records, driving license record lists, post office addresses lists etc. to use as 
a third source of information. Leggieri (1994), in his paper presented in the
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U.S. Census Bureau’s conference, suggested the creation and maintenance of 
a master list of addresses over the decade. He also gives the detailed criteria 
of developing the master list.
Recommendation 2.3: To cope with the development of new  
technology to improve estimation of the undercoverage of the cen­
sus a third source of information which is completely independent 
of census and survey is necessary. Administrative record lists is 
one way to have that information. The ONS should take necessary 
steps for the development of a master address list by combining all 
the available administrative lists.
The address list developed by the census office generally served only lim­
ited purposes after the census operation was completed. The master address 
lists which contain the information for each residential unit that is necessary 
to contact households by mail, by telephone or by personal visit can be more 
useful. The future scope of using this type of address list within the bound­
ary of maintaining confidentiality is also greater and necessary for the census 
office as well as other Governmental and business organizations.
Recommendation 2.4: The ONS should developed a structure so 
that the master address lists could be shared among Government 
and Local Government agencies, research and business organiza­
tions for use under appropriate conditions.
9.3 Response and Coverage Issue
The most important finding of the 1991 demographic estimates is that 1.2 
million people were missed from the 1991 census count. The reasons for these 
missing people are not clear. It is known from the CVS that some households 
were completely missed from the ERB lists, and hence all the people of
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the households were missed and some other people missed from the listed 
households either by chance or deliberately. Mobile people especially young 
men between 20-34, students and people with a second residence increased 
these numbers. Desire to avoid community charge may be another reason of 
underenumeration.
In Britain the census is compulsory and failing to comply with the census 
regulations or the provision of false information, could result in a fine up to 
50 pounds. In addition to these, the rule of the strict confidentiality of the 
collected data convinced most of the population to participate in the census 
as a national duty. A sizeable and perhaps increasing proportion appears 
to be motivated primarily by local interests and appeals, demand control 
over portions of the census process or outcomes or require specialized help 
or media in order to participate (Steffy et al, 1994). Many people need help 
with the skills to respond to the census questionnaire. Many other are simply 
unmotivated or distrustful of Government efforts to collect information. If 
the trend of the missing people of 1991 census continue, the 2001 census will 
face an even larger number of missing people. A greatly improved census 
procedure even may not yield greatly improved outcomes. A recognition of 
the present problem of counting the population must be incorporated into the 
planning for 2001 in order to develop viable strategies and the organization 
and political awareness to implement them.
I am not sure what kind of research programme is now running or under 
consideration to improve the 2001 census, by the ONS. However, I know that 
after the 1991 investigation ONS are concerned about the imputation tech­
nique, identification of distinct households in shared dwellings, undercoverage 
of residents in large households, treatment of individuals who were away from 
home on census night and some definitional problems like household space 
etc. (Heady et al, 1994).
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For all these issues development of various research programs is essential. 
Research aiming to reduce coverage error, by improving ERB lists, have the 
potential to produce important innovations and possibly reduce the differ­
ential undercount. Research to improve the ED boundary problems will not 
only reduce the discrepancy between the judgements of census office staff and 
census field staff about which ED particular buildings should be assigned to, 
but will also help to create a more accurate list of all buildings belonging to 
each ED.
Coverage error may be improved further by listing all buildings at least 
two weeks before the census and then comparing the list with the master 
address lists as we mentioned in chapter 5 and will be discussed further.
From the CVS quality check sample (census co-operation sample) 155,000 
people were found who were not enumerated in the 1991 census, and were in 
households that returned their questionnaire. This figure is the net outcome 
of partially canceling gross enumeration errors (Heady et al, 1994). The 
coverage error which occurred within households, that is, the error which oc­
curred due to mistakes in the households while completing the questionnaire 
is known as response error (Steffey et al, 1994). To improve the coverage 
error as a whole, the reduction of response errors within the households is 
necessary, because it is household respondents who implement the residence 
rules as they fill out the census questionnaire or talk with a census enumera­
tor. One way of improving response errors is to improve the questionnaire. If 
the respondent understands the questions properly maybe s/he will be able 
to give more accurate answers to the question. Good news is that ONS will 
carry out a census test on 15 June 1997 in which some of the new questions 
as well as revised wording of the previous census questions will be tested 
(Census News No 37, 1996).
Reducing omissions and erroneous enumeration has the general benefit of
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reducing the variance of coverage. If a method can be developed to improve 
the quality of the initial count, by improving ERB lists of all buildings, 
sending advance letters or by reminder cards it will help to control errors as 
well as increase the credibility of subsequent estimates.
Most confusion arose in the 1991 census from the housing space definition. 
In some cases census interviewers did not realise that there was more than 
one household space and failed to give household a questionnaire and in other 
cases the respondent did not make sure exactly who would be included in 
the form (Heady et al, 1994).
Several research projects which address, for example, the questions that 
must be answered in order to increase the accuracy of coverage within house­
holds, techniques of checking the census questionnaire during collection time 
etc. are essential to improve the next census.
Recommendation 3.1: To reduce coverage errors by reducing 
missing residential housing units ONS should undertake a research 
programme to improve the ERB listing of all building units within  
ED blocks.
Recommendation 3.2: ONS should undertake a programme to 
check and match the ERB listing of residential buildings with a 
third source especially master address lists created from all avail­
able lists of addresses.
Recommendation 3.3: ONS should undertake a programme of 
research to reduce the coverage errors within the households by re­
ducing response errors. This can be done by improving the census 
questionnaire.
Recommendation 3.4: ONS should undertake a programme to 
understand the real causes of underenumeration especially in those 
places where the rate of underenumeration is high.
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Recommendation 3.5: ONS should undertake a programme to  
develop good working relations with the local authority so that 
their resources can be used if necessary especially in hard to enu­
merate areas.
Recommendation 3.6: ONS should undertake a programme to  
develop a plan to enumerate people living in the street or rough. 
Perhaps a better way of doing this is to estimate on a sample basis, 
which requires an appropriate sampling plan.
Recommendation 3.7: To create census awareness, the ONS 
should conduct a census media campaign. Besides advertising in 
the radio and television, working directly with local and regional 
agencies, undertaking paid media research, and campaigning door- 
to-door in hard-to-enumerate and underdeveloped areas may im­
prove the coverage and quality of the census.
9.4 Sampling and Statistical Estim ation
Sampling and subsequent estimation always offer some advantages over enu­
merating an entire population. For example, trying to obtain information 
from everyone in a large population is usually expensive. The quality of data 
also reduces with the size of the population. A well conducted sample survey 
usually provides more accurate information than a survey that attempts to 
collect data from an entire population (Kish, 1965).
In the 1991 U.K. census, in the case of absent households, census in­
terviewers left census questionnaires at these addresses, along with a leaflet 
inviting the absent residents to complete the questionnaire and post it back to 
the census offices when they returned home. Many of the absent households 
did complete and return the questionnaire to the census office and many did
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not.
For the absent households which did not complete a census questionnaire, 
the census office used information relating to similar addresses in the same 
area to impute the characteristics of the absent household, on the basis of 
the information collected by the enumerators from the neighbours or from 
the occupants themselves before they left.
This problem can be dealt with using sampling. Instead of trying to 
matching absent households with a similar household of the same area, ONS 
could follow-up only a sample of such housing units (most likely 10 to 30 
percent) within a week or two weeks from the census day. Data from hous­
ing units sampled for absent household follow-up would allow estimation of 
counts and characteristics of absent households who were not sampled.
Recommendation 4.1: Sampling for absent households could 
produce more accurate and tim ely estimates. The process may 
also reduce the cost of the census. A test project before the next 
census will help to tackle the practical problems of adopting the  
techniques.
Demographic estimates show that in Great Britain approximately 1,300,000 
people were missed from the 1991 census enumeration. When adjusted for 
definitional differences, this figure reduces to 1,200,000. Among these missing 
people approximately 1,150,000 were under 45 years old. Comparison with 
demographic estimates also shows that underenumeration was much more 
marked among young men than among young women (Heady et al, 1994).
From the beginning of the post enumeration survey, all the survey re­
sults have demonstrated the existence of an overall undercount. The post 
enumeration survey also found that there is a differential undercount, i.e., 
certain groups, such as young men between ages 20-34 and certain areas, 
such as inner cities, are systematically undercounted relative to other groups
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and areas in conventional census enumeration. Despite careful investigation 
of the CVS methods and details of its design ONS failed to explain all the 
shortfall of the census underenumeration.
From the past two CVS surveys and from other research ONS was able 
to identify some of the problems that affect the census counts. Using this ex­
perience ONS expects to improve enumeration in the next census. However 
it is unlikely that these experiences will reduce the underenumeration com­
pletely, especially when ONS officials themselves are unable to explain many 
problems of underenumeration. Therefore the need for the CVS estimates in 
2001 will be at least as great as in previous censuses.
To reduce the underenumeration as well as differential undercoverage by 
estimating the magnitude of such differentials, the U.S. Bureau of Census is 
planning to use a method which they called Integrated Coverage Measure­
ment. This integrated coverage measurement includes the use of samples, 
statistical estimates based on these samples, and statistical modelling, as an 
essential part of the census, with the other census-taking operations. For 
2001, ONS can think about this type of operation, especially to deal with 
the absent and vacant households units as a test case.
Recommendation 4.2: To deal with the differential undercount, 
use of some statistical technique is essential. We propose that 
ONS undertake a research project like that of Integrated Coverage 
measurement for the next census.
Demographic analysis as a tool for coverage evaluation is well developed 
and has been using by many countries around the world to assess the com­
pleteness of coverage in censuses. For census evaluation, demographic analy­
sis first develops methods of estimation using the basic demographic identities 
relating population to births, deaths, immigration and emigration (Robinson 
et al, 1993). Traditional methods for demographic analysis yield estimates
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of the national population cross- classified by age-sex-race. The estimated 
values are then compared with the corresponding census counts, to yield a 
measure of net undercount.
In the 1991 census ONS decided to use demographic estimates as best 
estimates of census undercoverage (Population Trends, No. 71, 1993). This 
is because from the assessment of the possible sources of errors in the de­
mographic estimates it was concluded that there was no reason to think the 
figures produced by demographic methods were overestimated. On the other 
hand, it was possible that persons missed by the census were also missed by 
the CVS and hence CVS underestimated the number missed by the census 
(Heady et al, 1994). Another reason for accepting the demographic estimates 
as a best estimate is that, census figures even after correction by CVS, showed 
an implausibly high ratio of women to men among young adults. This may 
be due to differential response to the census and CVS ( Population Trends, 
No. 71, 1993).
Further research and necessary steps to use demographic estimates for 
the 2001 census coverage evaluation purposes will be a cost effective invest­
ment that could pay long-term dividends beyond the contributions to census 
coverage and evaluation. It is essential to use other sources of information 
with the traditional demographic data to produce reliable estimates of the 
population cross-classified by age, sex, and race. Methods to estimate sub­
national geographic areas by demographic analysis also need an appropriate 
research programme.
Recommendation 4.3: We believe use of demographic estimates 
is essential to estimate coverage and evaluation of the census. It 
will be very useful if necessary steps are taken to have demographic 
estimates within a short time of the census enumeration result. 
An appropriate research programme is essential to use information
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from other sources like administrative record lists with traditional 
demographic data to improve the quality of data like migration 
data which will in turn improve accuracy and reliability of the esti­
mates. A research programme is also necessary to develop m ethods 
of estim ation for subnational geographic areas.
Data ranging from simple information of population characteristics to 
complex tabulations and sample microdata files are produced from census 
information. For the analytical uses of these data, users of census statis­
tics require guidance on the range of possible errors in the basic counts of 
population and in the counts of subpopulations within the total (Rhind et 
al, 1983). Errors arise because some people are missed entirely and some 
are double counted, and because characteristics such as age and occupation 
are wrongly recorded, wrongly coded or wrongly key punched. It therefore 
becomes the responsibility of the data producers to facilitate the estimation 
of uncertainty.
OPCS used standard errors to estimate the uncertainty of their estimates. 
But sampling error is not the only error of census counts. Mulry and Spencer 
(1991, 1993) developed a total error model for estimating the uncertainty in 
adjusted census based on 1990 census and PES. Their models take account of 
all possible sources of errors which they divided broadly into three categories, 
sampling errors, model errors, and measurement errors. Similar models may 
be useful for evaluating uncertainty for the 2001 U.K. census. After measur­
ing the uncertainty they should be published with the census statistics in a 
manner that allows users to understand the risk of using the statistics.
Recommendation 4.4: To estimate all sources of errors in cen­
suses and surveys ONS should develop models like that of Total 
Error M odel by Mulry and Spencer (1991, 1993). They should 
publish summary measures of uncertainty in a standard statisti­
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cal way such as average coefficient of variation along with census 
statistics.
9.5 Creating Administrative Record Lists
Present experience from the CVS and demographic estimates and from the 
extensive research work by Statistics Canada into the potential use of a va­
riety of administrative records for small area estimation make many people 
believe that there are significant benefits to be obtained from greater use 
of administrative records both in the decennial census programme and in 
the programmes that provide current demographic data. However, the effec­
tive use of administrative data by the ONS requires a legal right to access. 
Establishing good working relationship between ONS and the custodians of 
administrative records, and reasonable assurance of continued access to data 
that are suitable for the intended statistical uses are also necessary. More­
over some modification of the present record system by addition to or changes 
in content may be necessary to increase the effective use of the records for 
statistical analysis.
The Home Office is planning to introduce Identity Cards for all citizen 
more than 18 years old. Administration of the Identity Card (ID) system 
will require the creation and continuous updating of enrollment records for 
all persons who are given an ID with information about their identities, cur­
rent addresses, characteristics etc.. Potentially, these ID records for people 
18 and over could provide a more complete coverage of the U.K. population 
with current information about each person’s location and demographic char­
acteristics. If the Home Office and ONS agree to work together these records 
could be used more effectively for the coverage of population by including 
some additional information like race and ethnicity. Besides this, ONS can
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also take necessary action to utilize NHS records, child benefit records, social 
security records etc. for the improvement of coverage of population.
As we mentioned before, legal access to the data is necessary for their 
effective use. ONS should put recommendations on how they will maintain 
the privacy and confidentiality of all these records when used for statistical 
analysis. Moreover, acceptance of statistical uses of administrative records by 
those who provide information about themselves to the programme agencies 
is also vital. Questions naturally arise, do people accept the use of informa­
tion about themselves for statistical purposes that are not directly related to 
the purposes for which they supplied their information? Will the confiden­
tiality of their data be adequately protected? All these questions and many 
more should be answered before planning to use administrative records for 
census evaluation and coverage improvement.
We believe it is necessary to proceed with a public debate about the uses 
of administrative records for census evaluation and coverage improvement. 
Discussions are likely to be more productive if they focus on specific uses of 
administrative records, such as improvement of coverage in future censuses 
rather then on broad philosophical questions (Steffy et al, 1994).
We believe it will be very useful if ONS takes the initiative to organize 
a conference on ‘Statistical uses of Administrative Records’ and invite all 
the agencies and custodians of administrative records to participate in the 
discussion of the conference. The U.S. Bureau of the Census in 1993 or­
ganized such a conference, the outcome of which was very useful. Many of 
the custodians of administrative records system recognized that sharing their 
records for statistical uses would have benefits. Many custodians said legal 
authorization is essential from an appropriate authority before sharing the 
records. They were all conscious of the need to inform data subjects about 
how their data would be used and to inform the public about the benefit and
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risks associated with data sharing (Bureau of the Census, 1994).
Recommendation 5.1: To achieve the benefit of administrative 
records at a minimum cost, mutual working relations between ONS 
and other custodians of records is essential. To take full advantages 
of the new ID system ONS should participate with the Home Office 
actively in the development of content and access provisions for 
these record systems.
Recommendation 5.2: The ONS in co-operation with other 
agencies and organizations should undertake research programme 
on public views about statistical uses of administrative records, 
which are recorded for other reasons. The research should focus 
on public reaction to very specific administration record use sce­
narios, rather then on general questions of privacy.
Recommendation 5.3: The ONS should put recommendations to  
the appropriate authority which on the one hand will give them  the 
legal right for the use of administrative records and on the other 
hand gives strong protection of the confidentiality of individual 
information.
9.6 Small Area Estim ates of Population
Accurate small-area estimates of various characteristics of the population 
depend not only on the methods of estimation but also on the availability 
of accurate demographic and related data for small areas-cities, counties, 
districts, neighbourhood, and other small geographic areas. As both the 
public and private agencies have expanded and refined their uses of the data, 
the demand for accurate, timely and consistent data has steadily increased 
from counties to neighbourhood. Though the census is the richest source of
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small area data, it does not cover all kinds of data and also is not available at 
all times. If any area experiences any economic or rapid population change, 
in the few years after the census, the decennial census information for that 
area may no longer provide accurate information about the people, their 
education, income, and other characteristics. No matter how accurately the 
census data were collected, they lose accuracy as time passes. Besides this, 
errors also occur during the time of census enumeration. Data collected in 
the census especially at ED level have non-response errors, response errors, 
geocoding errors, item non-response errors and imputation errors.
In Chapter 6 we discussed a model based estimation method for small- 
area populations. Another popular way of estimating small area population 
characteristics is survey based data in which estimates are derived directly 
through the collection of data. Compared to model based estimates, survey 
based estimates are costly, require more man power, resources, highly trained 
interviewers and time. Model based estimates, in contrast, generally rely on 
existing data and hence are less costly. The reliability of the model based 
estimates largely depends on the accuracy of the existing data. Apart from 
censuses and surveys these data can also be collected from administrative 
lists. These administrative lists can supplement census counts to improve 
and update census data in the small areas. Statistical demographers have 
developed several competing methods from these administrative lists for pop­
ulation counts of small areas. However, these methods have been essentially 
accounting procedures specialized for population counts, with the notable ad­
dition of the ratio-correlation method, which has wider application (Purcell 
et al, 1979).
Recommendation 6.1: We believe information gathered from 
three sources, census, survey and administrative lists will pro­
duce improved intercensal estimates for small areas. We therefore
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suggest that ONS should undertake a research project to develop 
m ethods of estimation by using data from the above three sources. 
They should also work to improve the quality and develop appro­
priate recording systems for administrative data so that they can 
be used for the census.
9.7 Hard-to-Enumerate Population
The main objective of the census is to count all the people in the country 
present on census night. The census office can do this in two ways. First 
they can use the same method for all geographical areas and demographic 
groups. Second, they can use different techniques for different geographical 
areas and demographic groups to achieve the same population coverage in 
every area and group. Now, the question is which method is better. As the 
main goal of census is to measure the population of all geographical areas 
and demographic groups accurately, obtaining equal coverage clearly takes 
priority over using the same methods in every area.
In the 1991 CVS to tackle the ‘Hard-to Enumerate Population’ all the EDs 
of England and Wales were graded according to the expected difficulty of car­
rying out the enumeration based on the estimated numbers of non-residential 
properties, multioccupied addresses, person in communal establishment, ex­
pected language difficulties and the area size,. An ED which was assumed 
easy to enumerate was graded ‘A’ through to grade ‘G’ the most difficult 
one. For sample selection an ED of grade ‘A’ received a weight of 1, an ED 
of grade ‘B’ received a weight of 2; ‘C and D’ a weight of 3; and ‘E,F, and 
G’ a weight of 4. So a grade B ED in Inner London estimated to contain 190 
households was weighted to 380 households (Heady et al, 1994).
In the 1990 census, the U.S. Census Bureau conducted an alternative
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enumeration in 29 sample ares of the U.S. and Puerto Rico called the Ethno­
graphic Evaluation Project. These areas had high concentration of particular 
minority groups and a large number of illegal immigrants who are known to 
fear participating in the census. The project report (de la Puente, 1993), 
described five sources of undercount or overcount: 1) irregular and complex 
living arrangements, 2) irregular housing, 3) residential mobility, 4) distrust 
of Government, and 5) limited English proficiency.
All of these causes of undercoverage/overcoverage suggest that different 
methods are needed for improving census coverage. For example, the un­
dercoverage due to English proficiency can be reduced by native speakers 
or multilingual enumerators who can communicate effectively and have the 
capacity to induce the respondent to trust the enumerator.
Recommendation 7.1: The ONS should undertake research, first 
to identify all the causes of Hard-to-Enumerate populations and 
second to develop strategies to count or estimate the population of 
each of these problem area.
9.8 Conclusion:
The main challenge facing the U.K census in 2001 is to find out the extent 
of the undercount and the possible causes of the undercount. The Office for 
National Statistics has responded to the challenge by undertaking a Census 
Test which will be held on 15 June 1997, as part of the planning for the 
census in 2001. The major objective of the test is to develop field procedures 
to improve the level of coverage and quality of census data. Other objectives 
are to assess the public response to new questions, question wording and 
different styles of forms design(Census News No. 36, 1996).
In this Chapter we discussed some of the issues which we believe need
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to be decided before the 2001 census for the improved coverage of the 2001 
census within the allocated funds. It is fruitless to allocate more funds to 
continue trying to count every last person with traditional census methods 
of physical enumeration. Research on how funds will be allocated by assess­
ing the new methods, sampling design, questionnaire development or using 
sampling estimates is, therefore, always important.
The Office for National Statistics acknowledged that the present meth­
ods of validation need to be improved for 2001. The main weaknesses of 
the present methods are that they are unable to estimate people missed by 
both census and survey and cannot estimate undercount by race, age, sex 
and regions. This situation can be improved by assuming that the CVS is 
independent of the census which in turn will give the facility to use the Dual 
System Estimation technique to estimate the undercoverage of the census.
Finally, we believe an improved ERB supplemented by a second source, 
such as administrative record lists, can achieve significant increase in the 
coverage of the census while a friendly questionnaire will help to reduce the 
response error and improve data quality. We also believe that the present 
plan of reviewing data collection methods and procedure by ONS is a timely 
and appropriate step to increase the quality of census data.
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A ppendix 1
One of the important assumptions of the C-D estimator is that the two 
methods of data collection are independent. That is they assume that the 
chance of an event being recorded by the census does not influence the chance 
of being recorded by the sample survey. This implies zero correlation and so
the persons missed by both methods are estimated as
# 1 2 * 2 1  / n  ^*22 = — ---- (9.1)
X n
Hence the total estimated number of persons, Nt is
N t  =  *11 +  x \2  "+■ *21 +  # 22[=  ----------] (9 *2 )
# 1 1
In reality the assumption of independent collection is unacceptable. Green­
field (1975), El-Sayed Nour (1982), and many others argue that, in particular 
where the source of data is a human population, there are many possible rea­
sons for which data can be missed systematically by both methods of data 
collection.
The correlation between the two methods is,
rx = ------------------- *11*22 ~ #i2#2i----------------------------   (Q 3)
[(*11 + * 12) (*11 + * 2l )(*12 +  *22)(#21 +  #22)] 2
Based on real observations, Chandra-Sekar and Deming (1949), Jabine 
and Bershad (1968) and Greenfield (1975), were convinced that the associ­
ation between these two collection systems is positive. Chandra-Sekar and
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Deming, therefore, suggested that their method will give better result if ap­
plied to homogeneous sub-groups of the data and that the total estimate be 
obtained by building up from these sub-groups. The underlying argument is 
that if the association for each sub-group is near zero, while the association 
for all sub-groups combined is not zero, then a less biased estimate of x 2 2 
will result.
G reen fie ld ’s M eth o d
Greenfield (1975) argues that while the method of sub-grouping offers an 
improved estimate, it still suffers from the defect that independence within 
sub-groups is assumed. He therefore, proposed that the C-D estimate of the 
number of missed events should be regarded as a minimum estimate. The 
assumption of zero correlation upon which the C-D estimate is based can 
no more be justified in theory as the minimum value of the correlation than 
could assumptions of values of, say, —0.05 or +0.05. Nevertheless, there is 
some empirical evidence that it tends to understate the value of the true 
correlation and hence to understate the number of missed events, which does 
accord with intuitive expectations. He therefore proposed a procedure for 
estimating upper and lower limits to the value of the missing cell. His pro­
posed estimator for the lower limit to the value of X22 is the same as that of 
Chandra-Sekar and Deming (1949) which is
£12^21
X 2 2  = --------------x n
An upper limit to the value of x22 is derived by taking rx as Pearson’s
correlation co-efficient and then writing the equation in the quadratic form
for x 2 2 and solving for X22 as
£22 =  —j B  +  (A +  — )2 (9.4)
205
The value of rx, of the above equation is replaced by rx which is the mean 
of algebraic maximum and minimum value of rx. The technical details are 
given in Appendix 1.1.
Appendix 1.1
An upper limit to the value of x22 is estimated by writing the equation (9.3) 
in the quadratic form for X22 (Appendix 1.2) and solving for X22 as
^22 — + (A +  — )a (9.5)
using the positive root where
1 A = (x12X2 i)[x12X2 i -  rl(xn  +  x 12)(xn  +  X21) ,q
rx(x n  +  x 12)(xn  +  x 2i) -  x \x
2 D =  irl(x  12 +  x 2i)(xn  +  X12)(xu  +  a?2i) +  2x11X12X21] . .
r l (xn  +  x 12)(xn  +  x21) -  x2u
3. X12 > 0 , x2i > 0 , x22 > 0 , x n  > 0
Again from equation (9.3) Greenfield estimates the algebraic maximum value 
of rx, Vxfjnax^  (Appendix 1.3), is given by the non-negative value of
_  _ _ _ _ _ _ _ _ _ _ _ _ _ _ X \ \ Z  — Xi2%2\_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  / Q
x(e)(max) + X12)(xn  +  X2l ) { x 12 + Z)(x 21 +  Z)]a
which is the empirical maximum value of rx, applicable where the variable 
can only assume the values one or zero for a given member of the set at a 
given time. Where Nt is the total population or sample size,
Z  — N t  — X\\ — X\2 — X21 (9-9)
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and therefore Z constitutes the maximum possible value of X22 (here, Z is 
the number of members for which no event was recorded by both the meth­
ods ). The subscript (e) denotes “empirical” and will be used throughout 
the following whenever equation (9.8) has been employed in arriving at the 
particular estimate concerned.
In the case that the variable is not constrained to the values one or zero, 
then the theoretical maximum value of rx must be employed in equation 
(9.12). This is the non-negative value of
rx(t)(max) — — ■ — ; TTT (9.10)
l(xn + x 12)(xn  + Z 2l)J2
where the subscript (t) denotes “theoretical” and will be used whenever equa­
tion (9.10) has been employed in arriving the particular estimate concerned. 
By definition,
^ i (e ) (m a ir )  ^  ^ x(t)(max)
and since X22 is a monotonically increasing function of r^ the estimated value 
of X22 using the empirical maximum of rx will be less than or equal to that 
using the theoretical maximum, the magnitude of the difference depending 
on the difference rx(e)(max) and rx(t)(max), which in turn on the ratios of x i2 
and X21 to Z and to Xu.
The minimum possible value of rx, rx(miri), is given by the non-positive 
value of
r ^12^21 -.i / n i - n
— [(S11 +*„)(*„ +*,,)] (9'U)
From the above two values of rx(max) and rx(min), rx is estimated as follows: 
1
f’sc =  2 iTx{rnax) T  ^i(min)) (^'^^)
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This estimated value rx is then substituted in equation (14) and (15) and 
we get the final equation of x 22 which is:
X2 2 = +  (A +  — )* (9.13)
using the positive root where
1 {x12X2 i)[x12X2 i ~ rl(xn  +  x12)(xn  +  x 2i) , .
?2x( x n + x 12)(xn + x 21) - x l 1 ^  }
2 B =  [rl(x 12 +  x21)(xn  +  x 12)(xn  +  x 2i) +  2xn x 12x2i\ , .
r%(xn  +  x 12){xn  + x2i) -  x2n
Appendix 1.2
The derivation of equation (9.4)
2 {xn x 22 ~  X12X21)2rz =
(xn  +  x 12)(xn  +  x21){xu  + x22)(^2i +  x22)
2 / , \ / , V 1^1 2^2 -  2 x UX22Xl2X21 +  A A .
r* + "22)(X21 + "22) = +xM)
+  *»)(*»  +  *») -  * ^ 2 "  2^ * 22^  ^(xn  +  x 12)(xn  +  x2i) (xn +  x 12)(xn  +  x2i)
x 2 J i 12X2\ =  irxXl2X21 + rxX12X22
+ ^ ^ 21^22 +  r\x  2 2 ) (xn  
+x12)(xn  +  X 2l )  ~ X ^ X n  +  
2X11^ 12^ 21
2^2lP ] + ^22[Q]  =  X 12X 21 ~  r l x 12X 2l [ R ]
where
P  = ir l ( x  11 +  x n ) ( x n  +  x 2i) ~  x^]
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Q =  [(rl x  12 + rlx21)(xn  +  r c i2 ) ( ^ n  + X 21 ) +  2xn x 12X2i] 
R =  [(^ 11  + x12)(xu +  x2i)\
Therefore
2 x22[rl(x12 +  x2i)(xn + x12){xn +  x2i) 4- 2a;n x12a;2i]
X22 ^(^11 +  ®12)(®11 +  ®2i) -  ®ii
^12^21 -  rlx 12^ 21(^11 +  a? i2)(a?n  +  a?2i) =  Q
r2(jjn  + Zi2)0eii +  a?2i) -  ^11 
Let the coefficient of x22 be B, and the third factor be A. It then follows 
that
xn = - \ D ± ( C + \ D ' 1) i
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A ppendix 1.3
i) The calculation of an algebraic maximum value of rx
Tv —
[pEll +  ^ 12) (*^ 11 +  ^21)]: 
X U
[(xn  + x 12)(xn  + x21)}: 
x n
<
< 1
______________ (^ 11^22 ~  ^ 12^ 21)_______________
[ ( ^ n  - f  X i 2 ) ( x n  +  a;2l ) ( ^ 1 2  +  £ 22)  ( # 2 1  +  ^ 22) ] 1
( x n x 22 -  ^12^21)
[{x12 + £22)^21 +  ^ 22)]^11
_________ (S11S22 ~  ^ 12^ 2l)__________
(X12X21 +  ^21^22 +  ^21^22 +  £ 2 2 ) ^ 1 1
1
Therefore
. x n
'r'x < --------------------------------------------r
[(xn  + x 12){xu  +®2l)]a
ii) The calculation of algebraic minimum value of rx 
As rx is a monotonically increasing function of ^22? it follows that its 
minimum value is when X22 =  0, which is
^ 12^21
(•xn  +  ^ 12) (^11 +  ^ 21)
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A ppendix 2
E l-S ayed  N o u r  M eth o d
El-Sayed Nour (1982), also did not agreed with the suggestion of dividing the 
data into homogeneous sub-groups and argued that, a better way to dealing 
with the association bias in estimating X22 is to make assumptions concerning 
the value of the association index r where
r = A(xn x 22 -  x 12x 2i) (9.16)
where A is an appropriate positive constant. He presents an alternative 
approach to the estimation of X22 which preserves the main characteristics of 
the C-D technique, but takes into account the lack of independence between 
the results of the two collection procedures.
He defined the properties of the C-D technique in the context of demo­
graphic application and by taking those properties into account, he derived 
the upper and lower limit of x 2 2 and suggested the lower limit as a estimator 
for x 22 - His given estimator is 
2xn x 12x 21
£22 =  - 3—---------  (9-17)Xn 4- ^ 12^21
The technical details of the estimation procedure are given in Appendix 2.1.
A ppendix 2.1
El-Sayed Nour defined the following properties of the dual collection system 
in the context of demographic application.
a) The two data sources are positively correlated. This means that
2:11X22 -  x 12x 2i > 0 (9.18)
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In addition the question of positive correlation could only arise when
x 22 > 0; (xn +  x 12) > 0 and (xn + x 2\) > 0 (9.19)
b) The probability that a single event selected randomly from the pop­
ulation will be recorded by a given collection procedure is larger than 0.5. 
This means that
3:11 + 112 > 0.5 a n d  S l ± i ^  > 0.5 (9.20)
x n  +  x i2 +  X21 +  X22 X n  +  £12 +  x 2i +  x 22
from which it follows that
( x n  ~ X 2 2 ) >  0 (9.21)
c) For the above properties to be consistent, the relationships
i) ^12^21 < x\i 
and
ii) X n  =  x 22 =  ( x \ 2 x 2 i ) 1/2, whenever x 12x 2i = x 2n  
must hold.
To use the above properties for estimating x 22 he consider the following 
inequality,
(xn — x 22)(xnX22 ~ ^ 12^21) > 22)
X 22 ( x n  +  x 12) ( x n  + X 2 1 )
where K is an appropriate quantity. Whenever the properties cited above for 
demographic surveys are jointly satisfied, K  > 0.
By writing the equation (9.22) in the quadratic form for X22 he found the 
solution for x 22 which is equivalent to 
(x22 — X 0)(x22 ~ Xi)  < 0
or. X q < x22 < Xi,  (9.23)
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where both X0 and Xi are functions of the unknown K such that
X0Xi — ^12^21 (9.24)
and
Y I Y _  (M 2 +  x 12x2l) ~  K{M  +  X12)(M + X2i) /n oc\Ao + A i - ------------------------—-----------------------  (9.25)
From the equation (9.24) and (9.25) on the logic that the geometric mean of 
any two numbers is always smaller than or equal to their arithmetic mean 
he calculate the value of K which is
K  <  [xn -  ( x ^ ) * ] 2 (9 26)
[XU +  Xi2){Xii +  X2l)
Finding the algebraic maximum for K corresponding to Xo =  X \  — 
(#12^ 21) 2 and minimum values of Xo and X\  are ~1^ 21 and M respectively he 
gives the following inequalities as the root of Xo and Xi is the monotonically 
increasing and decreasing function of K respectively.
^ 12^21 
M
and
< X0 < (x12x 2i)* (9.27)
(^12^ 21) 2 < X2 < M (9.28)
For the given pair (X0,Xi), he write the statement (9.23) i.e. X0 < x 22 < Xi 
in the following way
x22 =  W X x +  (1 -  W ) X 0 (9.29)
where
w = ~  ^ ° | , 0 < W < 1. (9.30)
( X i  —  X o )
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He then find the upper and lower limit for X22 from the derivative of W with 
respect to Xo which is
^ 2 1  X12X21 _  ( 4 5x i1 _  4 ( j*  (g 31)
x n  x 22 xfa
from which
2X11^ 12^ 21 < x22 < (X1 2X2 1 ) 2 (9.32)
x h  +  ^12^ 21
This equation does not hold in all the situation. To guard against the sit­
uation where this equation might not hold, he proposed the lower bound of
equation (9.32) as an estimator for X22 which is,
2X11X12X21 ( QQ\X22 =  —5—;- (9-33)xfi +  X1 2 X21
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Appendix 3
Independent variables used in LA regression analysis
1. pmapho—Proportion of male persons present in households on the cen­
sus night =(L010003/L010001)
2. ps2034=Proportion of persons single in the age group 20-34 =  ((L020080 
+L020091+L020102+L020085+L020096+ L020107) /L020001)
3. presbo=Proportion of Black (Black C’bean+Black African+Black other) 
and other (Indian+P’stani+B’deshi+Chinese) residents =  (L060003 
+L060004+L060005+L060006+L060007+L060008 +  L060009)/ (L060001)
4. prpbnca=Proportion of persons born in Newcommonwealth and Africa 
=((L070055+L070058)/L070001)
5. pea2034=Proportion of persons economically active in the age group 
20-34 =((L080025+L080026+L080027+L080028) /L080001)
6. peabo=Proportion of black and other persons economically active =  
((L090003 +L090004+L090005+L090006+L090007 +L090008 +  L090009) 
/L090001)
7. pmh2024=Proportion of male persons present in the households in the 
age group 20-24 on the census night =  (LI 10080/Ll 10001)
8. pirl644=Proportion of residents in households with limiting long-term 
illness in the age group 16-44 =((L120010 +L120013 +  L120016) /L120001)
9. piel644=Proportion of economically active residents in households with 
limiting long-term illness in the age group 16-44 =  (( L140010 +  L140011 
+L140012+L140013)/L140001)
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10. pmd2529=Proportion of male migrants (age group 25-29) between dis­
tricts but within county =((L150179+L150198)/L150001)
11. pmb2529=Proportion of female migrants (age group 25-29) between 
districts but within county =((L150180+L150199)/L150001)
12. pmogb=Proportion of migrants from outside GB = ((L150014 +L150015) 
/L150001)
13. pmiwah=Proportion of male imputed in the wholly absent households 
=(L180002/L180001)
14. poiwah=Proportion of other ethnic (all but white) groups imputed in 
the wholly absent households =((L180047+L180048)/L180001)
15. phtcar=Proportion of households having three or more cars =  (L210006 
/L210002)
16. phhfr=Proportion of households having five rooms =(L220005) / (L220001)
17. prodep=Proportion of dependent persons in the households with resi­
dents =(L280361/L280331)
18. pmm2034=Proportion of married male in the age group 20-34 =((L350081 
+L350092+L350103)/L350002)
19. pem2034=Proportion of married female in the age group 20-34 
-((L350086 +L350097+L350108)/L350007)
20. pfd3039=Proportion of devorced female in the age group 30-39 =((L350110 
+L350121)/L350007)
21. prp2024=Proportion of persons in the age group 20-24 =  (L390019) /  
(L390001)
22. prp2529=Proportion of persons in the age group 20-24 =  (L290029) /  
(L390001)
23. prm2024=Proportion of male in the age group 20-24 =  (L390020) /  
(L390002)
24. prf2024=Proportion of female in the age group 20-24 =  (L390024) /  
(L390006)
25. prolp04=Proportion of lone parents with child(ren) aged 0-4 only =  
(L400016 /L400001)
26. proprla=Proportion of persons with dependent child(ren) rented houses 
from local authority or new town =(L460010/L460012)
27. plm6574=Proportion of households with male lone pensioners in the 
age group 65-74 =(L470015/L470001)
28. plf6074=Proportion of households with female lone parents in the age 
group 60-74 =(L470057/1470001)
29. pronwot=Proportion of non-white (black all+Indian+P’stani +  B’deshi+ 
Chinese) in own (outright) households =((L490042 +  L490043+L490044 
+L490045+L490046+ L490047+L490048) /L490001)
30. proncot=Proportion of New Commonwealth households with residents 
= (L490012/L490001)
31. probiuk=Proportion of birth (inside UK) of households head of the 
New Commonwealth residents in households =(L500146/L500145)
32. prohser=Proportion of households used as a second residence =  (L540023 
/L540001)
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33. prpl619=Proportion of persons in the age group 16 to 19 
/L390001)
34. prp3044=Proportion of persons in the age group 30-34 =  
(L390001)
35. prp4559=Proportion of persons in the age group 45-59 = 
(L390001)
=  (L390010 
(L390037) /  
(L390046) /
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Appendix 4
Table 7.1.3 Three persons live in each house
S.No. No. of person live Male/Female Age-group Race
001 03 a Male 42 White
b Female 36 White
c Female 05 White
002 03 a Male 62 Black
b Female 59 Black
c Male 04 Black
003 03 a Male 32 White
b Male 30 White
c Male 31 White
150 03 a Female 48 White
b Female 08 White
c Female 04 White
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Table 7.1.4 Four persons live in each house
S.No. No. of person live Male/Female Age-group Race
001 04 a Male 42 White
b Female 36 White
c Female 05 White
d Male 02 White
002 04 a Male 62 Black
b Female 59 Black
c Male 24 Black
d Female 12 Black
003 04 a Male 32 White
b Male 30 White
c Male 31 White
d Female 29 Black
150 04 a Male 48 White
b Female 46 White
c Female 08 White
d Female 04 White
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Table 7.1.5 Five persons live in each house
S.No. No. of person live Male/Female Age-group Race
001 05 a Male 42 White
b Female 36 White
c Female 07 White
d Male 04 White
e Male 02 White
002 05 a Male 62 Black
b Female 59 Black
c Male 24 Black
d Female 12 Black
e Female 09 Black
003 05 a Male 32 White
b Male 30 White
c Male 31 White
d Female 29 Black
e Female 29 White
150 05 a Male 48 White
b Female 46 White
c Female 08 White
d Female 04 White
e Female 04 White
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Table 7.1.6 Six persons live in each house
S.No. No. of person live Male/Female Age-group Race
001 06 a Male 48 White
b Female 46 White
c Female 10 White
d Male 07 White
e Male 05 White
f Female 02 White
002 06 a Male 62 Black
b Female 59 Black
c Male 24 Black
d Female 12 Black
e Female 09 Black
f Female 08 Black
003 06 a Male 32 White
b Male 30 White
c Male 31 White
d Female 29 Black
e Female 29 White
f Male 02 White
150 06 a Male 48 White
b Female 46 White
c Female 08 White
d Female 04 White
e Female 04 White
f Male 01 White
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