An artificial neural network (ANN) can improve forecasts through pattern recognition of historical data. This paper evaluates the reliability of ANN methods, as opposed to simple extrapolation techniques, to forecast Internet bandwidth index data that is bursty in nature. A simple feedforward ANN model is selected as a nonlinear alternative as it is flexible enough to model complex linear or nonlinear relationships without any prior assumptions about the data generating process. These data are virtually white noise and provides a challenge to forecasters. Using standard forecast error statistics, the ANN and the simple exponential smoothing model provide modestly better forecasts than other extrapolation methods.
I. Introduction
For electronic markets to successfully deliver IP-based telephony, video and TV requires a quality of service that matches their analogue counterparts. Clearly, traffic management is a key component of any business critical network. That is, as traffic patterns continue to rapidly evolve, service providers need to monitor, analyse and optimize traffic to forecast and accommodate future trends. Interestingly, the International Telecommunication Union (ITU) makes recommendations on best practices for network operation (Villén-Altamirano 2001). 1 ITU traffic engineering recommendations are identified by traffic demand characterization, grade of service objectives, traffic controls and dimensioning, and performance monitoring. In particular, forecasting is an important input into network traffic control and performance monitoring.
2 Recommendation E.507 deals with methods deemed appropriate for forecasting traditional services based on historical data. The
Recommendation provides an overview of existing mathematical techniques for forecasting that includes curve-fitting models, autoregressive models, autoregressive integrated moving average (ARIMA) models, state space models with Kalman filtering, regression models and econometric models. 3 However, Recommendation E.507 does not explicitly consider appropriate mathematical and statistical techniques for forecasting packet-switched data traffic, which is bursty in nature. 4 While forecasting how broadband traffic flows arise is difficult because the composition of services provided over these networks is not well understood, more fundamentally, the focus of forecasting interest for packet-switched networks is different to that for circuit-switched networks. That is, the forecasting concern should be congestion spikes which slow the system, rather than predicting average network load.
Accordingly, this paper applies an artificial neural network (ANN) model to forecast Internet bandwidth traffic via pattern recognition of historical data. ANNs are potentially useful for this application as they require few a priori assumptions about the models for problems under study. In particular, ANNs are argued to learn from examples and capture subtle functional relationships among data even when the underlying relationships are unknown or hard to describe (Zhang et al 1998) . In doing so the paper evaluates the relative reliability of ANN methods when compared with several linear extrapolation techniques. The paper is structured as follows. The nature and characteristics of plain old telephone service (POTS) and packet data traffic are considered in Section II. Section III reviews forecast methods employed in this study, and discusses error statistics used to evaluate forecast performance.
Section IV provides a description of Internet router index data modelled in the study. These data allow the examination of traffic characteristics-most significantly, the burstiness of data traffic. Section V presents nonlinear test results. Section VI presents forecast results and, Section VII concludes.
II. POTS and Packet Data Traffic Behavior
The POTS network is a connection-oriented network where calls are assigned constant bandwidth. Commonly accepted fundamental assumptions about such traffic are: (a) within hour traffic fluctuations are reasonably well predicted with traffic models based on a Poisson arrival process; (b) beyond hourly variations are significant but follow patterns that tend to repeat, e.g., there is an hour of the day 'busy hour' that tends to bear the highest load; (c) there are predictable seasonal variations, e.g., there is a 'busy season' that is repeated annually; (d) annual traffic variation is generally gradual, and the use of linear forecasting techniques is well established; and (e) when excessive traffic is offered to the POTS network, new calls are denied access (Noll 1991) . In this network, the 'low-frequency' traffic variations are either repetitive daily variations or of low magnitude annual variations.
Higher-frequency variability caused by individual call attempts is well understood.
Therefore, in a POTS network a major way to manage congestion is to engineer the network so congestion rarely occurs. However, when discussing data traffic, another paradigm is required as the dominant traffic variability is in the range of milliseconds, and packets and 'packet trains' enter the network at random times. 5 The variability at this time scale is enormous, with relatively low mean utilization and high burstiness.
III. Forecast Model Specification
Traditional approaches to times series prediction, such as Box-Jenkins, assume that series are generated by linear processes (Pankratz 1983) . As many real world systems are nonlinear, the application of these methods to forecasting is problematic (Granger and Terasvirta 1993 ).
An obvious alternative is the formulation and application of a pre-specified nonlinear model.
However, nonlinear models face the difficulty of being general enough to capture all important features of these data. ANNs, which are nonlinear data driven approaches, are more flexible in that they can perform nonlinear modelling without any detailed a priori knowledge of relationships among input and output variables (Zhang et al 1998) .
Accordingly, this study examines the performance of an ANN against several linear extrapolation models in forecasting Internet bandwidth index data. This focus is interesting, as the received M-competition literature indicates that ANN methods are not superior to the relatively simpler extrapolation methods commonly employed by professional forecasters.
However, Madden and Coble-Neal (2005) (1 exp( ( )))
is employed. While cosine, hyperbolic tangent, linear and sine functions are sometimes used, it is not clear whether different transfer functions have any substantial effect on the performance of networks (Zhang 2004 
is the variance of the residuals for an estimated ANN model in (1) Fildes (1992) , Makridakis et al (1993) , Fildes et al (1998) and Makridakis and Hibon (2000) by consistently performing well in the M-competition.
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Estimation by method begins at observation 8 to allow a subset of data of observation 1 to observation 7 to estimate each model. 12 This allows a possible maximum 7 period lag length for the estimation of parameters of the ARARMA and ARMA models. Regions not included are Africa, Antarctica and most of the Middle East. The Denver denver-br2.bbnplanet.net router is recorded as providing the fastest response, while AOL1 pop1-dtc.atdn.net has the lowest response time. On average, the Perth1 opera.iinet.net.au router consistently provides the fastest response. Yahoo fe3-0.cr3.SNV.globalcenter.net typically records the slowest response. 19 The sample average coefficient of variation is 6.3 and the corresponding standard deviation is 1.8.
Following Fildes (1992) 
x denotes the lower quartile and U x the upper quartile. The strength of trend is measured by the correlation between series (with outliers removed) and a time trend, with the absolute value of the trend indicating its strength. Randomness is measured by estimating the regression:
where denotes the series X t X′ t with outliers removed. Regressions are also conducted to test for regularity of both weekly and monthly traffic patterns. Weekly variation is not apparent with only 6 routers reporting regular spikes across weeks. Surprisingly, given the short time-series, substantial monthly variation was found for 95% of sampled routers. 20 Although the sustained increase in traffic is too haphazard across routers to reveal a cyclical pattern. Most routers experience significant increase for an average of 2 months, with some routers showing surges of up to 3 months. This pattern may reflect the average lagged response time required before routers are expanded to cope with the increased traffic. Once expanded, the Internet traffic index for the router is likely to increase, reflecting a permanent increase in capacity. To sum, these data exhibit a high degree of randomness with not infrequent spikes in index scores apparent. Compared to telecommunications data analyzed in Fildes (1992) and Fildes et al (1998) , these data appear considerably more heterogeneous and so less predictable.
V. Tests for Nonlinearity
To further uncover the structure of the data, several parametric nonlinearity tests are <Insert Table II here> To ascertain if the characteristics of the sample series are homogeneous, a randomly chosen sub-sample of geographical regions is examined. 27 The results are reported in Table II . The
Internet traffic index across regions are stationary but are not normally distributed. Table II shows routers in Asia typically face congestion on the Internet networks with highest variance. This is followed by the North American and South American regions. Although the Australian router has the lowest variance, the results also suggest nonlinear behaviour is present.
VI. Forecasts
To identify the most accurate forecast model, aggregate results (either mean or median of 59 forecasts) by method are compared through an output sample forecast horizon. A maximum 30 steps (days) ahead forecasts using MAPE, MdAPE and PB error statistics are considered. 28 Table IV and Table V The results on the PB statistic reported in Table VI , confirming those of Table IV and Table   V , and show the ANN and SES models are consistently the best methods for forecasting bursty broadband data. Figure <Insert Table IV here>   <Insert Table V here>   <Insert Table VI 
VII. Conclusion
The paper compares linear extrapolation and an ANN model forecasts for bursty packetswitched broadband data that exhibits little structure. Bursty broadband packet data is generated by not well understood underlying patterns and so can appear random, resulting in standard extrapolation techniques being unable to provide to reliable forecasts-especially of congestion spikes. Therefore, a feedforward ANN model is considered as an alternative forecasting method. ANNs are a non-linear data driven techniques that learn from underlying data patterns. Importantly, these techniques do not require any a priori assumptions as to the underlying data generating process. The sample forecast MAPE and MdAPE error statistics, and PB measure show that the SES and ANN models provides more reliable forecasts than the linear extrapolation methods suggested by the ITU. This outcome suggests ITU Recommendation E.507 for forecasting network data should be amended. First, ANN models should be included. Second, the ITU should also provide separate traffic forecasting recommendations for traditional POTS and packet-switched data as they are different in nature. The encouraging findings from this study suggest that further gains in forecast accuracy may be obtained from experimenting with an ANN model that includes a feedback loop that is a feature of congested packet data network networks. 
The symmetric MAPE is not used here as it generates a higher penalty for high forecasts then low forecasts (Goodwin and Lawton, 1999 and Koehler, 2001 ). The advantage of using MAPE is the MAPE is scale-invariant. As none of the observations in the data are negative, the MAPE is most appropriate. The root mean squared error (RMSE) is not considered as included because of it is affected by the scale of the data. The 
