INTRODUCTION
Let V be a connected complex variety of pure dimension k in a domain D ⊂ C n (n ≥ 2, 1 ≤ k ≤ n − 1). We denote by V reg the set of regular points of V. Thus V reg is the largest (possibly disconnected) complex manifold of dimension k included in V. The singular locus of V is then denoted by V sig := V \V reg . We also concern about the set of points near which V is irreducible. More precisely V is said to be locally irreducible at a ∈ V if there exists a fundamental system of open neighborhoods U j of a such that each U j ∩V is irreducible in U j (see [Ch] p.55). We denote by V red the set of reducible points of in V , i.e., V red is the collection of points a ∈ V such that U ∩ V is reducible in U for some open neighborhood U of a. It is then clear that V red is a local (but not necessarily closed) complex subvariety of V . For example, consider the Whitney umbrella variety V 1 := {(z 1 , z 2 , z 3 ) ∈ B : z 2 1 − z 2 2 z 3 = 0}, where B is the unit ball in C 3 , then V 1 red = {(0, 0, z 3 ) : 0 < |z 3 | < 1}, but V 1 is irreducible at the origin. The case where V is locally irreducible at any of its points (locally irreducible for short) or equivalently V red = / 0, is of particular interest to us since in this case we may create plurisubharmonic functions by taking upper semicontinuous regularization of families of plurisubharmonic functions which are locally bounded from above on V. See Proposition 2.11 in the next section.
Recall that u : V → [−∞, ∞), u ≡ −∞ on any irreducible component of V, is said to be plurisubharmonic if u is locally the restriction (on V ) of plurisubharmonic functions on an open subset of D. A fundamental result of Fornaess and Narasimhan (cf. Theorem 5.3.1 in [FN] ) asserts that an upper semicontinuous function u : V → R ∪ [−∞, ∞) which is not identically −∞ on any irreducible component of V , is plurisubharmonic if and only if for every holomorphic map θ : ∆ → V , where ∆ is the unit disk in C, we have u • θ is subharmonic on ∆. This powerful result implies immediately the nontrivial facts that plurisubharmonicity is preserved under local uniform convergence. We write PSH(V ) for the set of plurisubharmonic functions on V and PSH − (V ) denotes the subset of negative plurisubharmonic functions on V . The complex variety V is said to be hyperconvex if there exists ρ ∈ PSH − (V ) ∩ L ∞ (V ) such that {z ∈ V : ρ(z) < c} is relatively compact in V for each c < 0. Note that ρ is not assumed to be continuous on V. Since −1/ρ ∈ PSH(V ) for every ρ ∈ PSH − (V ), we see that every hyperconvex variety is Stein, i.e., there exists a plurisubharmonic exhaustion function for V.
Next, we turn to the complex Monge-Ampère operator for locally bounded plurisubharmonic functions on V. First, we note that by Proposition 1.8 in [Dem] , each ψ ∈ PSH(V ) (not necessarily locally bounded) is locally integrable on V with respect to the Lebesgue measure. Thus dd c ψ is a closed positive (1, 1) current on V. According to Bedford in [Be] (see also [Dem] ), the complex Monge-Ampère operator
The main advantage of the ACC property lies in the following convergence result.
Lemma 2.2. Let {µ j }, µ be positive Borel measures on V such that {µ j } converges weak * to µ. Assume that {µ j } has the ACC property. Then for each Borel quasi-open set X ⊂ V we have lim j→∞ µ j (X ) = µ(X ).
Proof. Fix ε > 0. Then there exists δ > 0 such that if C(E) < δ then lim j→∞ µ j (E) < ε. Choose a compact K ε ⊂ X and an open set X ε such that C(X \ K ε ) < δ ,C(X ε \ X ) < ε,C(X \ X ε ) < ε. It follows that lim j→∞ µ j (X ) ≤ lim j→∞ µ j (K ε ) + ε ≤ µ(K ε ) + ε ≤ µ(X ) + ε, and lim
We finish the proof by letting ε ↓ 0.
3
A sequence {T j } of (m, m)−currents of order zero on V is said to be convergent to a (m, m)−current T if T j , ϕ → T, ϕ for every (k − m, k − m)−form ϕ with coefficients in C 0 (V ). In the case where all T j are positive currents such that T j ∧ω k−m , where ω is the restriction on V of the standard Kähler form dd c |z| 2 , put no mass on V sig , it suffices to consider only (k − m, k − m)−forms ϕ with coefficients are restriction on V reg of functions in C ∞ 0 (D). For each subset E ⊂ V , the relative extremal function for E in V is defined as u E,V (z) := sup{u(z) : u ∈ PSH − (V ), u| E ≤ −1}.
This kind of functions will serve as contenders for evaluating the relative capacities. We will write u E instead of u E,V if it is clear from the context. A subset E ⊂ V is called regular if the upper-regularization of u E which is defined as
is ≡ −1 on E. In Lemma 3.11 we will show that a compact subset K ⊂ V is regular if and only if u * K is continuous on V .
To handle Monge-Ampère operator on PSH(V ) ∩ L ∞ loc (V ), it is useful to recall the following quasi-smoothing process devised by Bedford in [Be] . Given u ∈ PSH(V ), we choose an open covering {U j } of V such that for each j there exists an open setŨ j ⊂ D,U j is a complex subvariety ofŨ j , and there exists u j ∈ PSH(Ũ j ) such that u j = u on U j . Let {χ j } be a partition of unity subordinate to {Ũ j } and {ρ ε } be standard radial smoothing kernels with compact support in the balls B(0, ε) ⊂ C k . Now for ε > 0 small enough, our smoothing is obtained as the sum u
where
In particular, u ε = 0 on a neighborhood of ∂V for each ε > 0 small enough. Moreover, u ε ↓ u on V as ε ↓ 0. It should also be warned that u ε may not be plurisubharmonic on open subsets of V . We will see below, however, that this smoothing process gives nice continuity property of the Monge-Ampère operator. Namely, we have the following approximation result which is already contained in [Be] (see also Proposition 2.3 in [DS] ) Proposition 2.3. Let { f j }, f be locally uniformly bounded, quasi-continuous functions on V . Assume that { f j } converges locally quasi-uniformly to f . Then for every sequence {δ j } ↓ 0, the currents f j dd c u
Our next major tool is the following comparison principle that was essentially proved in [Be] by using the above quasi-smoothing process together with a clever application of Stoke theorem.
Proof. Fix ε > 0. Set u ε := u + ε. Then {u ε ≤ v} ⊂⊂ V . In view of Theorem 4.3 in [Be] we get
By letting ε ↓ 0 and noting that {u + ε < v} ↑ {u < v} we complete the proof.
From the above theorem, in the same fashion as Corollary 4.3 in [BT2] , we obtain the following estimates about total Monge-Ampère masses of bounded elements in PSH(V ) having zero boundary values.
Proof. Fix λ > 1. Then λ u < v on V. Applying Theorem 2.4 to λ u and v we get
By letting λ ↓ 1, we obtain the desired inequality.
We also need the following version of the integration by part formula.
In particular we have
Proof. For δ > 0 small enough, we let u δ , v δ , w δ 1 , · · · , w δ k be smoothing of u, v, w 1 , · · · , w k , respectively. Notice that the covering {U j } and the partition of unity {χ j } can be chosen to be common for all these plurisubharmonic functions. By the assumption we have u δ = v δ outside a fixed compact subset K of V for every δ > 0 small enough. To simplify the notation, we set
Then an application of Stoke's theorem for smooth forms on the complex variety V (see p.33 in [Ch] ) yields
It follows that
We now consider the limits of both sides of (2.3) as δ ↓ 0. For the left hand side, set
Moreover, µ δ and µ are real measures on V that vanish outside K. Let f be a continuous function with compact support in V such that 0 ≤ f ≤ 1 and f | K = 1. Then we have
By a similar reasoning, we also have
Putting all this together, we get the first assertion of the lemma. Finally, by taking w 1 ≡ 1 we obtain the first equality in (2.2). This equality implies the other one by writing
The proof is thereby completed.
The above result yields our first technical tool which essentially reduces to Theorem 3.2 in [Ce2] in the case of domains in C n .
By letting ε ↓ 0 and using Lebesgue's monotone convergence theorem we obtain the desired conclusion.
The following variant of the above integration by part formula is surprisingly harder to show. In the case of domains in C n , this result is implicitly included in [CP] . It seems to us that the method in [CP] does not directly extend to the case at hand.
Proof. For each ε > 0, we set u ε := {u, −ε}. Then u ε = u on a small neighborhood of ∂V. Using the equation (2.2) in Proposition 2.6 we obtain
We now prove the following assertions:
(ii) lim
For (i), we fix ε > 0. Then for each ε ′ > 0 we have u ε ′ = u ε = u on a small neighborhood of ∂V. More precisely
where the last inequality follows from (2.4). It then follows from the weak * − convergence of
Hence we obtain (i) and (ii). In particular (i) implies that
Thus, in view of Cauchy-Schwarz's inequality we also get
Now we turn to the proof of the lemma. For ε > 0 we have
Using (ii) and the Cauchy-Schwarz inequality again we obtain
This implies that
Here the first equality follows from Lebesgue's monotone convergence theorem. The proof is thereby completed.
Next, following Cegrell in [Ce1] , we define the following important subclass of PSH − (V )
It is not clear to us that E 0 (V ) is always non-empty. Nevertheless, we are able to show, in the next section, that if V is locally irreducible then E 0 (V ) ∩ C (V ) = / 0. We will use the preceding integration by part formulas to get an energy estimate and also Hölder type estimates for Monge-Ampère measures in E 0 (V ). In the case of domains in C n , the result below are included in Lemma 5.2, Theorem 3.4 of [Pe] and Theorem 5.5 in [Ce2] .
Lemma 2.9. Let u 0 , u 1 , ..., u k ∈ E 0 (V ). Then the following assertions hold true:
We proceed as in Lemma 5.2 in [Pe] . Using the integration by part formula (cf. Corollary 2.8) and Cauchy-Schwarz's inequality we obtain
This is the desired estimate.
(b) follows directly by applying (a) and Theorem 4.1 in [Pe] to the auxiliary function
(c) Set T ′ := dd c u 3 ∧ · · · ∧ dd c u k . Then using the integration by part formula (cf. Corollary 2.7) and (a) we obtain
Thus, so far we have followed the first step in the proof of Lemma 5.4 in [Ce2] . Nevertheless, to avoid Cegrell's somewhat complicated induction arguments (in the rest of Lemma 5.4 and in Theorem 5.5 of [Ce2] ) we invoke again Theorem 4.1 in [Pe] , where the function F is the same as in (b), but this time, the variable u 0 is regarded as a fixed parameter.
The following lemma about gluing plurisubharmonic functions on V is an easy consequence of the above mention Fornaess-Narasimhan's criterion for membership in PSH(V ). To the best of our knowledge, no proof directly from the definition is known.
Then the function w := max{u, v} on U u on V \U.
belongs to PSH(V ).
This lemma will facilitate some "spherical" modifications (analogous to the Poisson modifications with respect to the classical Dirichlet problem) in the next sections. We should say that this fact has been used implicitly in Theorem 1.8 of [Wik] and also in Lemma 5.1 and Theorem 5.3 of [Be] .
Another technical tool comes from the following fact about upper-regularizations of subsets of PSH − (V ).
Assume that V is locally irreducible at x ∈ V. Then u * is plurisubharmonic on some neighborhood U of x.
The above result is basically Theorem 1.5 in [Wik2] which is an easy consequence of an extension result (Theorem 1.7 in [Dem]) for plurisubharmonic functions defined outside a nowhere dense closed complex subvariety V ′ of V which are locally upper bounded near points of V ′ . It should be noticed that the assumption of local irreducibility of V given in Theorem 1.5 of [Wik2] should be understood as locally irreducible at every point of V. Using Proposition 2.11, we may generalize the above result of Demailly as follows Proposition 2.12. Let X be a closed pluripolar subset of V and u ∈ PSH(V \ X ). Assume that V is locally irreducible and u is locally bounded from above near every point of X . Then there existsũ ∈ PSH(V ) such thatũ| V \X = u.
Proof. It suffices to prove that u extends to a plurisubharmonic function through each point of X . Fix z 0 ∈ X . Then there exist an open neighborhood U z 0 ⊂ V of z 0 and ϕ ∈ PSH(U ) such that ϕ| X∩U ≡ −∞. By subtracting large constant, we may assume ϕ < 0 on U. For ε > 0, we set u ε := u + εϕ on U \ X and u ε := −∞ on U ∩ X . Using Fornaess-Narasimhan's criterion we see that u ε ∈ PSH − (U ). Thus, by Proposition 2.11, we infer that
It is also clear that u z 0 = u on U \ X . The proof is thereby completed.
We end up this section by sorting out the following extension result for plurisubharmonic functions on V.
Proposition 2.13. Assume that V is a Stein variety. Then for every u ∈ PSH(V ), there exists an open Stein neighborhood U of V (that may depend on u) andũ ∈ PSH(U ) such thatũ| V = u.
Proof. As was noted in the proof of Theorem 2.3 in [Wik] , the above statement is buried in the seminal work [FN] . We offer, however, for the convenience of the reader, a full proof of this important fact. According to a classical result of Siu in [Siu] 
Since u ∈ PSH(V ), the varietyṼ is also Stein. Applying Siu's theorem again, we obtain an open Stein neighborhood D ′ ⊂ D × C ofṼ . The point is to modify D ′ to be a Hartogs domain. For this, we proceed as in [FN] , p. 64. Let D ′′ be the interior of the set t∈C,|t|≥1
Then D ′′ , being the interior of the intersection of a family of Stein open sets in C n+1 is also Stein. Further, we also have
Moreover,D enjoys the following key property
HenceD is indeed a Hartogs domain in C n+1 and therefore may be represented bỹ
, by the definition ofṼ we get that u| V = u. This completes our proof.
Remark 2.14. In the case where V is a Stein smooth complex variety of D then it is possible to choose a common open Stein neighborhood U of V such that every u ∈ PSH(V ) extends to a plurisubharmonic function on U. To see this, as before, we first choose a Stein neighborhood U ⊂ D of V . Then by the classical Bishop-Remmert-Narasimhan embedding theorem we may regard V ⊂ U as closed submanifolds of C 2n+1 . Then by an extension result of Sadullaev (see Theorem 3.2 in [BL] ) we may extend every u ∈ PSH(V ) to an elementũ ∈ PSH(C 2n+1 ). It follows thatũ| U is the desired extension of u. It would be of interest to know if the extended functionũ can be chosen to be negative if the initial function u is so.
THE CLASS E 0 (V )
The aim of this section is to investigate in details the class E 0 (V ) ⊂ PSH − (V ) whose elements serve as test functions in convergence problems of the complex Monge-Ampère operator.
We start with the following sufficient condition for hyperconvexity of a Stein complex variety.
Proposition 3.1. Assume that the variety V is Stein and that for every ξ ∈ ∂V there exists u ξ ∈ PSH − (D) satisfying lim z→ξ u ξ (z) = 0. Then there is a bounded hyperconvex domainD in D such that V ⊂D. In particular, V is hyperconvex variety having a negative C ∞ −smooth strictly plurisubharmonic exhaustion function.
We do not know if the above result is true under the weaker assumption that u ξ ∈ PSH − (V ) for each ξ ∈ ∂V. If this was the case then we would find a continuous negative plurisubharmonic function on every hyperconvex variety.
Proof. Since V is Stein, by the main theorem in [Siu] we may find a Stein variety
For each j we let 
Finally, we let K ⊂D be a closed ball. Define
It follows thatũ :
, by the maximum principle. It is also clear that sup
Thus, by the assumption we obtain
Hence lim z→ξũ (z) = 0 for every ξ ∈ ∂V. On the other hand, (3.1) implies that
Henceũ is a negative plurisubharmonic exhaustion function forD. SoD is the desired hyperconvex neighborhood of V . For the last statement, it suffices to take a negative C ∞ −smooth strictly plurisubharmonic exhaustion function θ ofD (see Theorem 1.6 in [Bł] ) and consider the restriction of θ on V.
Remark 3.2. If V admits a negative continuous exhaustion function ρ then it also has a C ∞ −smooth negative strictly plurisubharmonic exhaustion function. This has been done in the case of open domains in [Bł] . The proof for complex varieties V is similar. For the convenience of the reader, we will briefly outline. Choose M > 0 so large such that ϕ(z) := |z| 2 − M < 0 on V. Setρ := −2 √ −ϕρ. By a direct computation as in [Bł] , p. 728, we can check that ρ is a negative continuous strictly plurisubharmonic exhaustion function for V. Now we let f (z) := min{−ρ(z), dist (z, ∂V )}. Then f is a positive continuous function on V that tends to 0 at ∂V. By a classical approximation theorem of Richberg, we can find a C ∞ −smooth strictly plurisubharmonic functionρ on V such thatρ <ρ <ρ + f on V . In particular,ρ ∈ PSH − (V ) is an exhaustion function for V.
From now on, unless otherwise stated, we always assume that V is hyperconvex, i.e., V admits a negative plurisubharmonic exhaustion function ρ, that is
It is not clear to us if the exhaustion function ρ can be chosen to be continuous on V. See Proposition 3.1 above for a partial result. We now present an approximation result which is of interest in its own right.
Proposition 3.3. Assume that the function ρ in (3.2 is continuous on V. Then for every u ∈ PSH − (V ) there exists a sequence u j ∈ PSH − (V ) ∩ C (V ) such that u j | ∂V = 0 and u j ↓ u on V .
A weaker version of the above result was established, using the same scheme as in the case of domains in C n (cf. Theorem 2.1 in [Ce1] ), was established in Theorem 2.3 of [Wik1] where the ambient domain D is assumed to be hyperconvex. Notice also that if the continuity requirement on u j is dropped then we may simply take u j := max{u, jρ}.
The proof of Proposition 3.3 requires some elementary facts about behavior of sequences of upper semicontinuous and lower semicontinuous functions on subsets of C n .
Lemma 3.4. Let { f j } j≥1 is a decreasing sequence of upper semicontinuous functions defined on a compact K ⊂ C n and g be a lower semicontinuous continuous function on K such that
Then for every ε > 0 there exists j 0 such that if j ≥ j 0 then
By the assumptions, we infer that {K j } j≥1 is a decreasing sequence of compact sets such that j≥1 K j = / 0. Thus we can find an index j 0 ≥ 1 such that K j = / 0 for j ≥ j 0 . This proves our lemma. Lemma 3.5. Let X be a subset of C n and {ϕ j } j≥1 be a sequence of lower semicontinuous functions on X that increases to a lower semicontinuous function ϕ on X . Then for every sequence {a j } j≥1 ⊂ X with a j → a ∈ X we have
Proof. For j ≥ k we have ϕ k (a j ) ≤ ϕ j (a j ). By letting j → ∞ and using lower semicontinuity of ϕ k at a we obtain
The desired conclusion follows by letting k → ∞ in the right hand side.
Lemma 3.6. Assume that { f j } j≥1 is a sequence of upper-semicontinuous functions defined on a compact K which decrease to an upper-semicontinuous function f . Then
Proof. We have max K f j ↓ a ≥ max K f . So it is enough to prove the reverse inequality. Assume that max K < b < a for some b. Then the sets A j := {x ∈ K : f j (x) ≥ b} is nonempty for all j.
Moreover, form the upper-semicontinuity of the f j it follows that the sequence A j is compact and decreasing, hence
Proof. (Proposition 3.3) By the assumption, there exists ρ ∈ PSH − (V ) ∩ C (V ), ρ| ∂V = 0. For each j ≥ 1, we put V j := {z ∈ V : ρ(z) < − 1 2 j 2 }. Then V j ⊂⊂ V and V j ↑ V . Since V is Stein, Fornaess-Narasimhan's approximation theorem yields a sequence of strictly plurisubharmonic functions ϕ j ∈ PSH(V ) ∩ C (V ) such that ϕ j ↓ u on V . Then because u < 0 on V j , by Lemma 3.4 we can choose l( j) > j such that ϕ l( j) < 1 2 j on V j . We definẽ It is then clear that h p, j ∈ PSH(V ) ∩ C (V ) and h p, j ↑ u j on V . Moreover, u j ≥ lim m→∞ũ m = u on V. Now we claim that h p, j is uniformly convergent to u j on every compact subset of V as p → ∞. Take a compact K ⊂ V . If the uniform convergence fails on K, then there exist ε > 0 and a sequence
By the definition of u j and since (3.3), there exists m(p) > p such that
After switching to a subsequence if necessary, we can assume that z p → z * ∈ K. By the definition ofũ m(p) and taking into account the fact that ρ < 0 on V we obtaiñ
for all p ≥ p 0 large enough. Combining (3.4), (3.5) with the fact that {ϕ p } p≥1 is decreasing we get
Thus, by letting p → ∞ and taking limsup in both sides we get
where the last inequality follows from Lemma 3.5. This is a contradiction to the fact that
The proof is complete.
In order to obtain a full generalization of Theorem 2.1 in [Ce2] , we impose the following additional conditions on V.
Definition 3.7. The variety V is said to be mildly singular if it is contained in a connected complex variety V ′ of pure dimension k in some domain D ′ , D ⊂ D ′ such that V red ∩ ∂V ⊂ V ′ , and ρ in (3.2) extends to a bounded plurisubharmonic function on V ′ . Moreover, V is called very mildly singular if V red is a finite set. (c) The Whitney umbrella V 1 defined in the introduction is obviously mildly singular and hyperconvex. On the other hand, the variety V 2 is not so, since there are infinitely many branches of V 2 clustered at some boundary point of ∂V 1 . Notice that V 2 admits a continuous negative plurisubharmonic exhaustion function which is the restriction on V 2 of such an exhaustion function of the hyperconvex domain B.
The above notions will provides us with a class of varieties V on which E 0 (V ) = / 0.
Proposition 3.9. Let V be a mildly singular hyperconvex variety and E be an open subset of V (not necessarily connected) such that V red ∩V ⊂ E and E ∩ ∂V = V red ∩ ∂V.
SetẼ := E ∪ (V ′ \V ), and define
Then u has the following properties:
Consequently, for each open relatively compact subset U of V with V ∩ E = / 0 we can find ρ ′ ∈ E 0 (V ) such that dd c ρ ′ = ω on U.
We require the following lemma which will also be needed in the last section.
Lemma 3.10. Let B be a ball in C k and f ≥ 0 be a upper-semicontinuous functions on B.
Proof. Let {ϕ j } ∈ C (∂ B) and { f j } ∈ C (B), f j ≥ 0 be sequences that decreases to u * | ∂ B and f respectively. For each j, by Theorem 4.1 in [Bł] (which is rooted in Theorem 8.1 in [BT]) we can find u j ∈ PSH(B) ∩ C (B) such that
By the comparison principle and the assumption we see that u j is decreasing on B and u j ≥ u for every j. Setũ := lim j→∞ u j . It is then clear thatũ ∈ PSH(B) ∩ L ∞ (B) and satisfies
This implies that lim z→ξũ (z) = u * (ξ ), ∀ξ ∈ ∂ B. Finally, by the weak * −convergent of Monge-
14 Proof. (a) From (3.6) we infer that u ≥ ρ on V ′ and u ≤ ρ onẼ. Hence u = u * = ρ onẼ. Since lim z→∂V ρ(z) = 0 we also have lim z→∂V,z∈V u * (z) = 0.
Observe that V ′ red is disjoint fromẼ, so by Proposition 2.11 we get u * ∈ PSH(V ′ ) ∩ L ∞ (V ′ ) and u * V ∈ PSH − (V ). It follows that u = u * on V. This implies the desired conclusion.
(b) Fix z 0 ∈ V ′ reg \Ẽ. Then we can choose a small neighborhood W of z 0 in V such that W is biholomorphic to some ball in C k . By applying Lemma 3.10 we can findũ ∈ PSH(W ) such that (dd cũ ) k = 0,ũ ≥ u on W and lim z→ξũ (z) = u(ξ ) for every ξ ∈ ∂W. Setû := u on V ′ \W and u :=ũ on W. By Lemma 2.10 we see thatû ∈ PSH(V ′ ). Further,û ≤ u on V ′ . This implies that u =ũ on W. In particular, (dd c u) k = 0 on W . Since z 0 is arbitrary in the complement of V sig and since this measure does not charge V sig we conclude that it vanishes offẼ.
(c) We note that the restriction of (dd c u) k on V is supported in V ∩Ẽ which is relatively compact in V ′ . Hence, by the Chern-Levine-Nirenberg inequality and boundedness of u we complete the proof of (c).
Finally, let M > 0 be so large such that ψ(z) := z 2 − M < 0 on V . Then for λ > 0 large enough we have λ u * < ψ on U. Thus the function ρ ′ := max{λ u, ψ} ∈ PSH − (V ) ∩ L ∞ (V ) and satisfies lim z→∂V ρ ′ (z) = 0, ρ ′ = ψ on U . Moreover, by the comparison principle (Corollary 2.5) we obtain
Thus ρ ′ is the desired function.
The next result summarizes properties of the relative extremal function u K where K is a compact subset of V. In particular, this gives us a sufficient condition on V so that there exists a continuous element in E 0 (V ) whose Monge-Ampère measure has compact support in V . Lemma 3.11. Let K be a compact subset of V . Then the following statements hold true:
(e) If V is very mildly singular, K is non-pluripolar and if V red ⊂ K 0 , the interior of K relative in V then u * K ∈ PSH − (V ). In particular u * K ∈ PSH − (V ) if V is locally irreducible.
Lemma 3.11 (c) was proved in Theorem 1.7 of [Wik1] under the additional assumption that D is hyperconvex. Note that our method is intrinsic (working directly on V ) and so different from those in [Wik1] .
Proof. (a) follows from the definition of u K and the Poisson modification method given in Proposition 3.9(b).
(b) First, we letũ
Thenũ is lower semicontinuous on V . Hence it is enough to show that Thenṽ j ∈ PSH − (V ) ∩ C (V ),ṽ j < 0 and
Hence v−(M j +1) ≤ṽ j ≤ũ. By letting j → ∞ we conclude that v ≤ũ on V . Since v is arbitrary we obtain u K ≤ũ on V . Finally, we choose M > 0 so large that Mρ ≤ −1 on K. Then by the construction of u K we have Mρ ≤ u K . This implies that lim
In particular u K is upper semicontinuous on V. This fact, combined with (a), implies continuity of u K on V.
(d) Choose ρ ∈ E 0 (V ) such that ρ| K ≤ −1. By Choquet's lemma, we can find a sequence
Combining the two last estimates and letting ε ↓ 0 we arrive at
For the reverse direction, we will modify slightly the original argument in [BT1] (for the case of open domains in C n ). More precisely, fix ε > 0 and u ∈ PSH − (V ) with u ≥ −1. For each j, we define v j := max{u
It is clear that v j = u ′ j outside a fixed compact subset K ⊂ K ε ⊂ V whereas v j = (1 − 2ε)u − ε on some neighborhood of K. It follows, using Proposition 2.6, that
By Lemma 2.1, we may choose an open neighborhood
By letting ε ↓ 0 we obtain the desired conclusion.
(e) Fix z 0 ∈ V \ K 0 . By the assumption z 0 ∈ V red . Therefore u * K is plurisubharmonic on a small neighborhood of z 0 . Observe also that u * K = u K = −1 on K 0 . Thus u * K ∈ PSH(V ). Moreover, if u * K = 0 somewhere on V then by the maximum principle we would have u * K = 0 entirely on V. Hence u K must vanishes somewhere on V reg . Then from the definition of u K we may construct
Remark 3.12. Assume that V is very mildly singular. Let ϕ be a C ∞ −smooth strictly plurisubharmonic exhaustion function for V . Then we can find a > 0 such that K := {z ∈ V : ϕ(z) ≤ a} is a compact regular subset of V that contains V red . So by the above result u K ∈ E 0 (V ) is a negative continuous plurisubharmonic exhaustion function for V .
We now combine the above lemma with estimates in Lemma 2.9 to provide upper bounds for Monge-Ampère measures in terms of capacity. Lemma 3.13. Let V be a mildly singular hyperconvex variety and K be a compact subset of V. Then for u 1 , ..., u k ∈ E 0 (V ) we have
where T := dd c u 1 ∧ · · · ∧ dd c u k and M :=
Further, for every relatively compact Borel subset E of V we have
Proof. Fix ρ ∈ E 0 (V ). As in the proof of Lemma 3.11, we can find a sequence
Using Lemma 2.9(c) we get
For each ε > 0, we let K ε be the closure of the open set {ρ < −ε}. Then K ε is a compact subset of V. We have
Since (dd c v j ) k converges weakly to (dd c u * K ) k on V reg , from Lemma 2.1 we infer
where the last estimate follows from Lemma 3.11 (d). Thus, using Lebesgue's monotone convergence theorem we get
Letting ε ↓ 0, we get
By the solution to the second problem of Lelong on the smooth locus V reg (cf.
[BT1]), we have u = u K on V outside a pluripolar subset S of V . Since T does not charge S we obtain the first assertion of the lemma. Finally, given a Borel relatively compact subset E of V , we let {K j } be an increasing sequence of compact subsets in E such that
Observe that for each j, there exists a pluripolar subset S j of V such that
Since T does not charge S j we obtain
By letting j ↑ ∞ and using inner regularity of T we complete the proof of the lemma.
Now we come to the main result of this section.
Theorem 3.14. Suppose that V is a mildly singular hyperconvex variety. Then the following assertions hold true:
(c) If V admits a continuous negative plurisubharmonic exhaustion function then u j in (b) can be chosen to be continuous on V .
Proof. (a) is a direct consequence of Proposition 3.9.
(b) Let K be a regular compact subset of V, then ρ ′ := u K ∈ E 0 (V ) is a continuous negative plurisubharmonic exhaustion function for V (see Remark 3.12). By replacing the exhaustion function ρ in the proof of Proposition 3.3 by ρ ′ , we obtain a sequence u j ∈ PSH − (V ) with u j | ∂V = 0 and u j ↓ u on V and u j ≥ jρ ′ on V . Further, by the comparison principle (Corollary 2.5) we obtain
Thus u j ∈ E 0 (V ).
(c) follows directly from the proof of Proposition 3.3.
THE CLASS E (V )
The goal of this section is to construct the largest possible class of negative plurisubharmonic functions on a mildly singular complex variety V for which the Monge-Ampère operator is well defined. We start with the following small modification of Lemma in [Ce2] from which we may regard elements in E 0 (V ) as test functions.
Lemma 4.1. Let ϕ ∈ C ∞ 0 (D) and U be a relatively compact open subset of V that contains the support K of ϕ| V . Then for every λ > 0 there exist u 1 , u 2 ∈ E 0 (V ) ∩ C (V ) such that:
Proof. According to Proposition 3.9, we may find ρ ∈ E 0 (V ). Choose real constants m > λ , a < 0 < b and M > 0 satisfying the following conditions:
Then we have u 1 , u 2 ∈ E 0 (V ) ∩ C (V ). From (i) and (iii), it is not hard to check that ϕ = u 1 − u 2 on V . This is our assertion (a). Finally, (b) follows directly from (ii) and the fact that
The next result states among other things that E 0 (V ) is a convex cone.
where A k > 0 depends only on k.
Even though this lemma is an easy consequence of the energy estimates given in Lemma 2.9, we offer below a more elementary proof which is based only on the comparison principle.
Proof. (a)
We proceed similarly as in Section 2 of [Ce1] . More precisely, since the measure (dd c (u + v)) k is locally finite on V , for each α ∈ (0, 1) there exists α ′ ∈ (α, 1) such that
This proves the desired estimate.
(b) Applying (a) repeatedly we obtain a constant C k > 0 depends only on k such that
The desired conclusion follows.
We also need the following useful result about a sort of monotonicity for Monge-Ampère measures in E 0 (V ). In the case of domains in C n , this lemma is implicitly contained in [Ce2] .
Of course we may arrange so that l( j) is increasing. Set g
By the comparison principle we haveg
Now, by Lemma 4.1 we may write ϕ = h 1 − h 2 with h 1 , h 2 ∈ E 0 (V ). By Lemma 4.3 we deduce that the sequence V h 1 dd cg1 j ∧ · · · ∧ dd cgm j ∧ (dd c ρ) k−m is decreasing and bounded from below by
Thus it converges to some (finite) limit. By the same argument Ω h 2 dd cg1 j ∧ · · · ∧ dd cgm j ∧ (dd c ρ) k−m is convergent too. Therefore there exists a limit
This proves (a). For the assertion (b), we let {v
Hence it is enough to prove the following two assertions
(4.2) Obviously, it suffices to show (4.1) since the proof of (4.2) is completely similar. To this end, we setĝ 
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Here the first inequality follows from the monotonicity lemma. By letting j → ∞ we obtain
Since ε > 0 is arbitrary we get
By exchanging the roles ofṽ p j andg p j we obtain the reverse inequality. This proves (4.1) and also the theorem.
The above result enables us to make the following crucial definition.
Definition 4.6. Let V be a mildly singular hyperconvex variety and u 1 , ...u m ∈ E (V )(1 ≤ m ≤ k). Then we define dd c u 1 ∧ · · · ∧ dd c u m to be the limit current given by Theorem 4.5.
Definition 4.7. Consider a subset K of PSH − (V ) that satisfies following two conditions:
The following result which is again modeled on Theorem 4.5 in [Ce2] shows that E is the largest class which (i) and (ii) in Definition 4.7 holds. (b) Let K be a sub-class of PSH − (V ) having the properties (i) and (ii) in Definition 4.7 and u ∈ K . Then for every open neighborhood U ⊂ V of V red ∩V satisfying U ∩ ∂V = V red ∩ ∂V, there exists sequence ϕ j ∈ E 0 (V ) such that ϕ j ↓ u on U, and for each compact subset K of U ∩V we have
Remark 4.9. If V is very mildly singular then V red ∩ ∂V = / 0. So by taking K = U in that case we conclude that K = E (V ).
Proof. (a) Let u ∈ E (V ), v ∈ PSH − (V ) and a point z 0 ∈ V . Since u ∈ E (V ), we may choose an open neighborhood U ⊂⊂ V of z 0 and a decreasing sequence u j ∈ E 0 (V ) such that u j ↓ u on U and sup j V (dd c u j ) k < ∞. Put ϕ j := max{u j , v}. Then ϕ j ∈ E 0 (V ) by the comparison principle and ϕ j ↓ max{u, v} on V . Moreover, applying again the comparison principle we obtain
Hence max{u, v} ∈ E (V ) and then E (V ) satisfies (i). For (ii), let ϕ j ∈ PSH − (V ) ∩ L ∞ loc (V ) be such that ϕ j ↓ u on V . By Proposition 4.1, there exists an element ρ ∈ E 0 (V ). Choose a sequence
on V andφ j = ϕ j on U . By Theorem 4.5 we obtain that (dd cφ j ) k is weak * −convergent on 23 V . In particular (dd c ϕ j ) k is weak * −convergent on U . Since z 0 is an arbitrary point in V we conclude that E (V ) satisfies (ii).
Since u j belongs to the defining family for ϕ j , ϕ j ≥ u j on V, and ϕ j ≤ u j on U . Therefore ϕ j = u j on U. On the other hand, because V is locally irreducible at every point of V \ U we infer that ϕ * j ∈ PSH − (V ). Hence ϕ * j also belongs to the constituting family for ϕ j . This implies that ϕ j = ϕ * j ∈ PSH − (V ). It follows that ϕ j ∈ E 0 (V ). Furthermore, by the same reasoning as in the proof of Proposition 3.9(b) we see that
Notice that ϕ j is decreasing, ϕ j ≥ u on V and ϕ j ↓ u on U . Thus, using (i) we obtain that ϕ j ↓ũ ∈ K . By condition (ii) we have (dd c ϕ j ) k is weak * −convergent to some measure µ on V . It is then clear that µ vanishes off U ∩V . In particular sup
Combining these facts we see that ϕ j satisfies the condition (4.3). The proof is thereby completed.
Remark 4.10. We have shown, in part (a) of the theorem, that if
Our next main result is an analogue of the monotone convergence theorem of Bedford and Taylor for the class E (V ). Theorem 4.11. Assume that V is a mildly singular hyperconvex variety. Let {u j } ∈ E (V ) be a sequence that decreases to u ∈ E (V ). Then (dd c u j ) k converges in the weak * −topology of currents to (dd c u) k on V.
Proof. Fix ρ ∈ E 0 (V ). After replacing ρ by max{ρ, u 1 } we may assume ρ ≥ u 1 on V. Let θ be a smooth function with compact support in V. Now we construct, by induction, a sequence {v j } ∈ E 0 (V ) such that:
For this, it suffices to let v j+1 := max{u j+1 , p j+1 v j }, where {p j } is an increasing sequence which is chosen so that (ii) is satisfied. This is possible in view of Theorem 4.5 and the fact that E 0 (V ) ∋ max{u j+1 , lv j } ↓ u j+1 as l → ∞. By (i) we infer that v j ↓ u. So applying Theorem 4.8 we see that (dd c v j ) k is weak * −convergent to (dd c u) k on V. Combining this with (ii) we have lim
Remark 4.12. For a hyperconvex domain D in C n , Cegrell proved that the complex MongeAmpère operator is continuous on F (D) with respect to the convergence in capacity. This result implies our Theorem 4.11 since monotone convergence in PSH(D) is stronger than convergence in capacity (see Theorem 3.4 in [BT2] ) and the fact that each function in E (D) is locally the restriction of an element in F (D). Nevertheless, even in this special case, our proof is much simpler than the one given by Cegrell.
Following Cegrell (cf. [Ce1] , [Ce2] ), we now introduce some subclasses of E (V ) and F (V ) that will be useful in solving the Dirichlet problem. Definition 4.13. Let V be a mildly singular hyperconvex variety and u ∈ E (V ). Then we say u ∈ E 1 (V ) if there exists a sequence {u j } ⊂ E 0 (V ) such that u j ↓ u on V and
Finally, u ∈ F 1 (V ) if the above sequence {u j } satisfies the additional property that sup
We now collect below some basic properties of E 1 (V ) and F 1 (V ).
Proposition 4.14. Let V be a mildly singular hyperconvex variety. Then the following assertions hold true:
(a) E 1 (V ) and F 1 (V ) are convex cones.
(e) If V is very mildly singular and {u j } ∈ E 0 (V ) satisfies sup
Then the sequence of measures {(dd c u j ) k } has the ACC property. In particular, (dd c u) k does not charge pluripolar sets in V for every u ∈ E 1 (V ).
Proof. (a) The convexity of E 1 (V ) and F 1 (V ) follows from that of E 0 (V ) (cf. Lemma 4.2 (a)) and the energy estimate Lemma 2.9. The details are very similar to the case of domains in C n (cf. Lemma 3.3 in [Ce1] ).
(b) follows from Lemma 4.3 and Lemma 2.9 in the same fashion as Lemma 3.4 of [Ce1] .
(c) We use an idea given in Theorem 3.8 of [Ce1] . Let u j ∈ E 0 (V ) be a sequence such that u j ↓ u on V and M := sup j→∞ V (−u j )(dd c u j ) k < ∞. By Theorem 4.5, (dd c u l ) k is weak * −convergent to (dd c u) k on V. Combining this with lower semi-continuity of −u j we obtain for each j ≥ 1
Since −u j ↑ −u on V , Lebesgue monotone convergence's theorem yields the desired conclusion.
(d) We apply Lemma 2.9 and Lebesgue monotone convergence's theorem in the same fashion as we did in (c). The details are omitted.
(e) is an immediate consequence of Lemma 3.13.
We now present a version of the domination principle for E 1 (V ).
Now the main step is to show that (dd c u * ) k = f ω k on V. Fix a point z 0 ∈ V reg . We can choose a neighborhood W of z 0 such that U is biholomorphic to some ball in C k . By Lemma 3.10, we can findũ
Then by the gluing lemma (cf. Lemma 2.10), the function
by the choice of u * , since the measure on the right hand side puts no mass on the "sphere" ∂W. Thus by the definition of u we have u ≥û on V. This forces u =û = u * on U . Consequently (dd c u * ) k = f ω k on U. Moreover, since f ω k does not charge V sig a set of outer capacity zero (cf. Lemma 2.1) we obtain that (dd c u * ) k = f ω k on V . By the choice of u, we must have u =û on V and (dd c u) k = f ω k . The proof is thereby completed.
Remark 5.2. If V is not assumed to be locally irreducible then the Dirichlet problem is in general not solvable. Recall the following simple example in [Wik2] . Consider the one dimensional complex variety V := {(z, w) ∈ D : zw = 0}, where D is the unit ball in C 2 . Let ϕ : ∂V → R be defined by ϕ(z, 0) = 0 for |z| = 1 and ϕ(0, w) = 1 for |w| = 1 and µ = 0. Suppose that there exists u ∈ PSH(V ) (which may not be locally bounded) such that dd c u = 0 and lim z→ξ u(z) = ϕ(ξ ) for all ξ ∈ ∂V. Then u 1 (z) := u(z, 0) and u 2 (w) := u(0, w) are harmonic functions on the unit disk ∆ of C with boundary values equal to 0 and 1, respectively. It follows that u 1 ≡ 0 and u 2 ≡ 1 on ∆, which is absurd.
Corollary 5.3. Assume that V is hyperconvex and locally irreducible. Let f ≥ 0 be an uppersemicontinuous function with compact support on V . Then there exists a unique u ∈ E 0 (V ) such that (dd c u) k = f ω k .
Proof. By Remarks 3.2 and 3.12, V admits a C ∞ −smooth negative strictly plurisubharmonic exhaustion function ρ. Then for λ > 0 large enough we have (dd c (λ ρ)) k ≥ f ω k on support of f . Thus we may apply Theorem 5.1 with ψ 1 = λ ρ, ψ 2 = 0 and ϕ = 0 to reach the desired conclusion.
The following result might be considered as an analogue of the classical Kolodziej's subsolution theorem for functions in E 1 (V ). Our approach, however, is strongly inspired by Cegrell in [Ce3] .
Theorem 5.4. Let V be a locally irreducible hyperconvex variety and µ be non-negative Radon measure on V such that µ(V ) > 0. Suppose that there exists v ∈ E 1 (V ) satisfying (dd c v) k ≥ µ. Then there exists a unique u ∈ E 1 (V ) such that (dd c u) k = µ.
Remark 5.5. Let E be a pluripolar subset of V then µ(E) = 0. Indeed, according to Proposition 4.17, there exists ϕ ∈ F 1 (V ) such that ϕ| E = −∞. By the energy estimate given in Proposition 4.14 (d) we obtain
Thus µ(E) = 0 as desired.
Proof. The uniqueness of u follows immediately from Corollary 4.15. For the existence, we first note that if h ∈ E 0 (V ), then using again the energy estimate and the assumption we obtain Now we basically follow the scheme outlined in the proof of Theorem 3.2 in [Ce3] . There are two cases to be considered: Case 1. µ is compactly supported on V reg . We will show that there exists u ∈ F 1 (V ) such that (dd c u) k = µ. Towards this end, we first cover K := supp(µ) by a finite number of open subsets U 1 , · · · ,U s of V reg such that for each m = 1, · · · , s, there exists a biholomorphic map f m : B → U m , where B is the unit ball in C k . Let {χ 1 , · · · , χ s } be a partition of unity that subordinates to the covering U 1 , · · · ,U s such that χ m is non-vanishing on K for every m. For each ε > 0, we also let ρ ε be standard smoothing kernels with compact support in B(0, ε) ⊂ C k . Consider the following approximants to µ where ϕ m := (ϕχ m ) • f m . It follows that µ ε converges weak * to µ as ε ↓ 0. Now we let {ε j } be an arbitrary sequence that decreases to 0. According to Corollary 5.3, we can find u j ∈ E 0 (V ) such that (dd c u j ) k = µ ε j for every j.
We now prove the following statements: This follows from the following two facts which can be checked easily: 
