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1. INTRODUCTION 
In this note we study the discreteness of operator valued Schrodinger 
equations. Consider the differential operator 
T := -a;+q (1.1) 
with a locally integrable potential q acting on C,“(R*), R* := (0, 00). Then 
z is symmetric in the Hilbert space L2(R +), R, := [0, co); if we also know 
that r is bounded from below then the Friedrichs extension T of z exists 
and is self-adjoint in L2(R +) with the same lower bound. An extensive 
literature is devoted to the study of conditions on q which ensure the boun- 
dedness below of T and the discreteness of T (recall that a self-adjoint 
operator is called discrete if its spectrum consists only of isolated eigen- 
values with finite multiplicity). Apparently the subject started with the 
work of Weyl [W] and Titchmarsh [TI]: a sufficient condition for (boun- 
dedness below of z and) discreteness of T is 
lim q(x) = co. 
x-m (1.2) 
This has been improved considerably by Molchanov [MO]: assuming 
4(x) 2 40, XER+, (1.3) 
(which clearly implies the boundedness below of z) a necessary and suf- 
ficient condition for the discreteness of T is 
s 
X+E 
lim cl(Y) & = a for O<s<l. (1.4) x-m x 
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Brinck [BRI] showed that the condition 
J 
X+E 4(Y) &8 -c* forall x3OandO<sGl (1.5) x 
for some constant C, independent of x and E, implies the boundedness 
below of r, and that also in this case (1.4) is necessary and sufficient for the 
discreteness of T. This was further generalized by Ismagilov [I] in the 
following way. Assume that for some 0 < h < 1 and 0 <x d t d x + h 
(1.6a) 
where c1 and fl satisfy 
C’ CaY)2+acY)21 hGC2. (1.6b) 
Then z is bounded below and (1.4) is sufficient but no longer necessary for 
discreteness (cf. [I, p. 11401). This is, however, the case with the following 
condition: 
denote by K; the square {(y,t)(O<t-y<s, x<t+y< 
x + E} then with p the Lebesgue measure in R2 we have 
I 1 nKi =0 (1.7) 
for all O<s<l and M>O. 
The most general criterion (as far as we know) has been given by Zelenko 
[Z]. Assume that q = q, + q2 where 
q1 is locally integrable and satisfies the conditions (1.6) 
and q*(x) 2 y’(x) + 27’(x) for some absolutely continuous 
function y : R + + [w. (1.8) 
Then r is bounded below and (1.7) for q, is sufficient for the discreteness of 
T. On the other hand, if T is assumed to be semibounded then (1.7) is 
necessary for the discreteness of T. 
We now turn to the case of an operator potential; i.e., we consider a 
family Q(x), x E R + , of self-adjoint operators in a fixed Hilbert space H 
with common domain H, independent of x. Under suitable assumptions on 
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Q (to be stated in the next section) we obtain an operator r on C,“(R*, H,) 
by setting 
m(x) := -u”(x) + Q(x) u(x), x > 0. (1.9) 
z is symmetric in the Hilbert space L2([w + , H) and again the Friedrichs 
extension T is defined once we know that r is bounded below. One reason 
to be interested in the spectral properties of these operator valued 
equations is that they cover as a major application the Laplacean on 
certain noncompact manifolds; we will turn to this question in Section 4 
below. Considerable work has been done by Russian mathematicians in 
generalizing the results from the scalar case (cf. the article of Maslov 
[MA] and the references given there). If Q(x) in (1.9) is assumed to be 
bounded below with lower bound q(x) then all the conditions (1.2) 
through (1.8) make sense, but so far it seems that with the exception of 
[KL] only operator potentials Q satisfying (1.3) have been considered. 
Under this assumption (which implies the boundedness below of r) it has 
been shown by Levitan and Suvarchenkova [L + S] that the Molchanov 
condition (1.4) on the lower bound q is sufficient for the discreteness of T. 
Guided by various examples of either necessary or sufficient conditions 
Maslov [MA] gave a condition which is both necessary and sufficient: if 
the lower bound q of Q satisfies (1.3) we introduce the function 
qw(x, E) := inf Jx+’ (Q(~>u(y),u(y))~yIu~C”(C~,x+&l,H~), x 
IlU(Y = 1, YE cx, X+&I, j*+& Ilu.(Y)(‘dy-+. (1.10) x 
Then Maslov’s result is that 
lim qw(x, E) = co for all 0 < E < 1 (1.11) 
x-m 
is necessary and sufficient for the discreteness of T if (1.3) is satisfied. As 
pointed out by Maslov the main difficulty in the operator case consists in 
the fact that simple necessary and sufficient criteria in terms of Q(x), 
generalizing the various conditions from the scalar case, are not available 
and one has to introduce functions like (1.10). Maslov’s work has been 
extended in [KL] where it has been shown that (1.3) can be generalized to 
f 
X+E 
q-(y) dy> -c2 forall x>OandO<E<l; (1.12) 
x 
here q is again the lower bound of Q and q-(x) :=min(q(x), O}. 
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The purpose of this note is to present results that unify and extend the 
previous work just described. In the operator case, the main observation is 
the following. Instead of imposing conditions on the lower bound q of Q 
we look for a priori estimates for the bilinear form generated by Q in 
L2( R + , H). If 7 is bounded from below we have for u E CF( R*, Hi) 
s 
m (Q(x)u(x), u(x)> dx2 - Ilu'lltz- c b4t2~ 
0 
It turns out that the above-mentioned conditions on q, in particular the 
most general Zelenko condition (1.8), imply the estimate 
s O” (Q(x) u(x), u(x)> dx2(6- 1) b'lltz-c lb& 0 
or equivalently 
(74 u) a 6 llu’lltz - c lMlt2 (1.13) 
for u E C; (R*, Hi) with supp u contained in an interval of length h, 
0 < h ,< ho < 1, and some 6 > 0. Under this “coerciveness” assumption on r 
we give a necessary and sufficient criterion for the discreteness of T of 
Maslov type (Theorem 3.1 below) from which the results described above 
can be derived rather easily. In the scalar case, we give a necessary and 
sufficient condition for the discreteness of T assuming only that q is locally 
integrable and that 7 is bounded below (Theorem 3.4). The structure of the 
condition is natural if one studies the Laplacean on noncompact complete 
manifolds with nice ends. In the latter case we also obtain new necessary or 
sufficient conditions (Theorems 4.14.3). 
2. GENERAL DISCRETENESS 
The general discreteness criterion applies to the following situation. For 
each x 2 0 we are given a self-adjoin1 operator Q(x) in some Hilbert space 
H, with domain H, independent of x. We assume that the map 
R+ ~x-Q(x)E=WHI, HI (2.1) 
is Bochner integrable. Then we introduce the symmetric operator 
z := -8; + Q(x) (2.2) 
with domain C;(R*, H,) in the Hilbert space L’(R! + , H). To guarantee 
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the existence of self-adjoint extensions of r we further assume that t is 
bounded from below; for simplicity we assume lower bound 0, i.e., 
(TU, u) 2 0 for 24 ECF(lR*, Hi). (2.3) 
Then the Friedrichs extension T of z exists and is self-adjoint in L*(lR+ , H). 
For the proof of our first criterion we prepare a simple lemma. 
LEMMA 2.1. Let O<a < b< 03 and UE C”([a, b], H,) with u(a)= 
u(b) = 0. Then there is a sequence (u~)~> 1c Cr((a, b), H,) such that 
Uk(X) --f u(x) in HI, uniformly in x E [a, b], 
2.4; + u’ in L*( [a, b], H). 
In particular, if e: L*( [a, b], H) --, L*( If8 + , H) denotes extension by 0, then 
e(u) E 9( T112) and 
e(uk) + e(u) in 9( T1’*). 
Proof Choose a sequence (xk)k z k0 c CF(a, b) with 0 < xk < 1, xL(x) = 1 
in (a+ 2/k, b-2/k), xp(x) =0 in (a, a + l/k) u (b - l/k, b), and 
Ixy)(x)l < Ck’ for j= 1,2. We see immediately that u,Jx) :=x~u(x) 
converges to u(x) in H,, uniformly in x E [a, b]. One computes for 
uk - :=u-&=(I-&)U 
j-b Ilri;(x)llf,d~=~b [(I -Xk(X))2 b’(X)& (1 -Xk) Xi(X) u(X)i$I dx, 
fl (I 
and by the estimate 
b(x)llH~min{x-a, b-x) yolk;, \Iu’(Y)II~ 
the second integral is 0(1/k). 
By dominated convergence it iS Clear that (e(Uk))k, 1 iS a Cauchy 
sequence in 5S( T”*), and since e(uk) ye(u) in L*(lR+, H) we have 
e(uk) + e(u) in g(T”*), too. 1 
The following result is the operator analogue of Ismagilov’s “localization 
principle” (cf. [I] or [GL, p. 393). 
THEOREM 2.1. Assume (2.1) and (2.3). The following conditions are 
necessary and sufficient for T to be discrete. 
(a) For x > 0 denote by TX the Friedrichs extension of 
T I C,“((O, x), H,) in L*( [0, x], H); then TX is discrete. 
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(b) For x 2 0 and 0 <E < 1 introduce 
t(x,d :=inf((w W-$$X,X+~, HI), ll&2~R+,H,= l}; (2.4) 
then 
lim t(x, E) = co. 
X’OD 
ProojI (1). We show first that our conditions are necessary. As for 
condition (a) we recall that a self-adjoint operator is discrete iff its domain 
embeds compactly into the whole space. The discreteness of T is equivalent 
to the discreteness of T’/’ hence it is enough to show that extension by 
zero maps g(TJ/*) into 9( Tl’*). Now it follows from the definition of 
the Friedrichs extensions and [KA, Chap. V, Theorem 3.351 that to 
UE~(T.J/*) we can find a sequence (u,),.~ c C,“((O, x), H,) such that 
U, -+ u in L*( [0, x], H) and lim,, _ a(r(~, - u,,,), U, - u,) = 0. Denoting 
by e the extension map this implies that e(u,) + e(u) in L*(R+, H) and 
lim n,m~ m(z(e(u,) - e(u,)), e(u,) - e(u,)) = 0 hence e(u) E 9(T”*). 
Assume next that (b) does not hold. Then we can find s0 > 0 and sequen- 
ces WnEN, (QnEN with x,+~>x,,+~~, ~,~cOm((x,,x,+&~),H,), 
IJu,(I L2 = 1, and such that (ru,, u,) < C for some constant C and all n. But 
then the U, span an infinite-dimensional subspace ~9 of 9(T) such that 
(Tu, u)dC for all 24 EX. 
This implies that T cannot be discrete so (b) must hold. 
(2). We turn to the sufficiency of (a) and (b). Fix E>O and define for 
UE Cr(R*, H,) and NE N 
@,24(x) := 
sin(x/s) u(x), O<x,<Nm, 
o 
, x > Nm, 
@*u(x) := Or 
O<x<Nm, 
SlnW) u(x), x > Nm, 
(2.5) 
and define Y, U, Y2u analogously using cos(x/s) and (2N+ 1)/2 instead of 
sin(x/s) and N. Then we have 
ig, (Il@i”(x)llK+ IIul,“Cx)ll~)= ll”(x)llR* 
We claim that for u E Cr R*, H,) 
Qiu, Yiu,u E9( T”‘) for i= 1, 2, 
(2.6) 
(2.7) 
))T”*u(/~~> i (IIT”*@iUI(i2+ llT”*~iUIIf,2)-$ llullt2~ (2.8) 
i=l 
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and 
(lT”%D*z&+ T”*‘Y,ull2,*> M(ll@241;2+ II’y2412,2), (2.9) 
where A4 can be chosen arbitrary large if N is sufficiently large. Granting 
(2.7), (2.8), and (2.9) for the moment we now assume that T is not discrete. 
Then we can find C > 0 and a subspace Q c g(T), closed in L*( R + , H), of 
infinite dimension such that 
We may assume that %! is an infinite-dimensional subspace of C;(W*, H,); 
in fact, if (eJi,i is an orthonormal basis of % in L*(R + , H) we can find 
U,E C,“(R*, H,) such that 
since C,“(R*, Hi) is a core of T ‘I*. Then the space spanned by (uJi, I has 
infinite dimension and its elements satisfy (2.10), possibly with a different 
constant. 
Combining (2.8), (2.9), and (2.10) we find for M>M(C, E) 
hence by (2.6) 
ll@,412+ IIK412~#412. (2.11) 
This together with (2.8) and (2.10) gives 
IlT”*@,41*+ IlT1’*Y/~uI12~c’(II~~uI12+ II!&u(~*). (2.12) 
Now (2.12) means that for u~Qi,+YO Yy,%=: Y 
Since by (2.11) -Y- has infinite dimension this contradicts (a). 
It remains to prove (2.7), (2.8), and (2.9). Equation (2.7) follows 
from Lemma 2.1. Equation (2.8) follows from (2.7) and a straightforward 
calculation. 
To prove (2.9) we fix A4 and choose N so large that 
t(x, E) 2 M if x>,N (2.13) 
580/85jl-9 
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which is possible by assumption (b). We put 
xg .- Nm, X n+l :=x,+m if n 20, 
y, := (2N + 1) n&/2, Yn+l :=yn+nc if n 2 0. 
Using Lemma 2.1 as above it follows from (2.13) that for n 2 0 
(2.14a) 
I yn+t CllG%Wl12+ <Q(x) )y24xh ~zu(x))l dx y, 
I 
Y.il 
>:M II uI,Wl12 dx. (2.14b) 
Yn 
Summing (2.14) over all n proves (2.9) and completes the proof of the 
theorem. [ 
As an easy corollary we obtain an abstract version of the “decomposition 
principle” in the discrete case, introduced in [GL] for scalar equations and 
in [D + L] for the case of the Laplacean. 
THEOREM 2.2. Suppose that T satisfies (2.3). Then T is discrete ijjf 
(a) TX is discrete for all x > 0; 
(6) writing for x 2 0 
0) := inf{ (=4 u) 124 E C;((x, 00 1, H, ), Ilull L2 = I> 
we have 
lim t(x) = 00. 
x-00 
Proof: (1) Assume that (a) and (6) hold. Then (b) is also true and T is 
discrete by Theorem 2.1. 
(2) Let T be discrete and fix M> 0. Determine N = N(M) such that (2.9) 
holds with M replaced by M + 1 and E = 1. Choose x 2 (2N + 1)x/2 and 
UE C;((x, co), H,). Then Q1 u = Y,u =0 and from (2.8), (2.9), and (2.6) 
we obtain 
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The proof of Theorem 2.1 can be used to obtain the folIowing global 
versions of (1.13). 
THEOREM 2.3. The following conditions are equivalent to (1.13). 
(a) There are constants C,, C2 >O such that for all UE C,“(R*, H,) 
(% u)> c, Ilu’llt2- c2 IbIlL (2.15) 
(/3) S(T”‘)c H’/‘(iR*, H) 2: H1*2(R*)@ H where H’g2 denotes the 
usual Sobolev space. 
Proof. We prove the implications (1.13) * (a) =S (p) * (1.13). Assuming 
(1.13) for uEC;((x,x+h), H,) for ~20 and some h,O<h<l, we con- 
clude from Lemma 2.1 that (1.13) also holds for UE C”([x, x+ h], H,) if 
u(x)=u(x+h)=O. With ~=h/n in (2.5) we have for UE C,“(R*, H,) by 
(2.8) 
(TU, u)> i (/(T”2@i~llL2+ IIT’I”PiuII’)-$ IIuIItz’ 
i=l 
We write x0 :=0, x,+ 1 := x, + XE, y, := - 42, y,, 1 := y, + XE and find 
from (1.13) 
$, (II T”2@iull i2 + II T”2yiulI $1 
= utw2 
+ (Q(x) sin(x/e) u(x), sin(x/e) u(x)>) dx 
t Il~,(cow~) 4x))ll 2 
+ <Q(x) COWS) u(x), costx/~) u(x)>) dx 1 
(6 Il8Jsin(x/e) u(x))\12 - Csin2(x/&) llu(x)I12) dx 
+I 
y,+h 
(6 Il~,(coW~) ub))ll’- C cos2W4 IIubN12) dx 
Y” 1 
2 6 llu’llZ2 - c Ilull$. 
This proves the first implication. The second implication follows from the 
fact that Cp(iR*, H,) is a core for T ‘12, by definition of the Friedrichs 
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extension and [KA, Chap. V, Theorem 3.351. Next, assuming (8) it 
follows from the closed graph theorem that the inclusion map 
9(T”2) c H’~2(lR*, H) is continuous from which we obtain (2.15) by 
definition of H1,2. Equation (2.15) clearly implies (1.13). 1 
3. SPECIFIC DISCRETENESS 
More specific discreteness criteria will now be derived from Theorem 2.1. 
We start by observing that condition (a) in Theorem 2.1 is implied by very 
natural assumptions on Q. 
LEMMA 3.1. Zf the function (2.1) is continuous and if Q(Z) is bounded 
below and discrete for all x then TX is discrete for all x. 
ProoJ: Fix X> 0. It is enough to show that any sequence 
(%Jn, 1 c Cr( (0, X), H, ) satisfying 
II T;“u, II 2 + II u, II 2 d C (3.1) 
has a subsequence convergent in L2( [0, X], H). To see this let q(x) denote 
the lower bound of Q(x). It follows from our assumptions on Q and 
standard interpolation techniques that the function 
(Q(xo) - dxo) + 1) -“‘(Q(x) - dxo) + 1 )(Q(xo) - dxo) + 1) - 1’2 =: &x, 
is continuous on R + with values in the space of hermitian operators on H. 
Since &(x0) = I this implies the estimate 
(Q(x)u, u> 2 (1 -~KQbo)u, u> (3.2) 
foruEH1,O<6<1,andIx-x,l<&=&(xO,~).Wecover[O,x]withinter- 
vals Jk := (xk -E, xk + E), 1 <k < K, such that (3.2) with x,, replaced by xk 
and 6 = f holds in Jk. Let ($k)k3, be a partition of unity subordinate to 
this covering. By (3.2) there is a constant C > 0 such that 
<Q(x,u, u> 2 -C lbl12 for xE[O,XJanduEHr. (3.3) 
From (3.2) applied to all xk and (3.3) we now obtain the estimate 
i 
’ Cll(ll/,~J’(x)llX+ (Q(.G) +A(x), ti~(x))~I dx 
0 
(3.4) 
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for 1 <k <K and all n, with C independent of k and n. Now the Friedrichs 
extension of the constant coefftcient operator 
rlr := - 8: + QW 
in L2( [0, X), H) N_ L2[0, X] @H has domain H2(0, 27) n Ht(O, X) 0 H, 
which embeds compactly by Rellich’s theorem and the discreteness of 
Q(xk). Hence it follows from (3.4) and (3.1) that the sequences ($k~,),,, 
as well as all their subsequences have convergent subsequences in 
L2( [0, X], H), hence the same is true for (u,), a,. The lemma is proved. 1 
We observe next that assuming the continuity of (2.1), the discreteness 
and boundedness below of all Q(x) is necessary for the discreteness of T. 
LEMMA 3.2. Zf the function (2.1) is continuous and if T is discrete then 
Q(x) is discrete and bounded below for all x 2 0. 
Proof. We start with the proof of discreteness. Let (u,),, I be a 
bounded sequence in H, and pick $ E Cr(rW*) with I1tjllL~= 1. Then 
u,, := @I,, E 9(T) and 
+2 lorn I$(x)l’ llQ(x,unllL dx + lorn ltW12 Il~Al’Hdx 
by the continuity of x M Q(x). Hence (u,),, , is bounded in 9(T) so by 
discreteness we may assume that (u,), B 1 is convergent in L2( [w + , H). Since 
lb, - U,ll~= /I@,- %AI2L2 (U”)“, I is convergent in H which proves that N, 
embeds compactly into H. 
Assume next that Q(x,,) is not bounded below for some x,20. Then we 
can find a sequence 1, + - cc and corresponding u, E H, such that 
ll~nll2, = 1, (Q(xo) u,, 0,) G L IIQbJ~,Il H < l&J + 1. (3.5) 
Since Q(x,,) is closed in H with domain H, we have for u E H, 
Ibll& G CW’(IlQh,,+,+ Ibll?,); 
and since (2.1) is continuous we have also 
ll(Qb> - Q(xo))4~ G Wh))-’ ll4IH, 
(3.6) 
(3.7) 
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if Ix-x,,] < 6 for suitable 6 = 6(x,). Choosing + E Cr(xO - 6, x0 + 6) with 
j $* = 1 and setting u, := $u, we obtain 
(Tu,, u,)< J om [I~‘(x)l’+ I~(x)12((Q(x,-Q(x,))u,, u,)] dx+l, 
<C(6)+gI1,I+2)+1, 
G (c+fhJ llhzl12 
by (3.5), (3.6), and (3.7). This contradicts (2.3). i 
Our next goal is to replace (b) in Theorem 2.1 by a more practical 
condition similar to the Maslov condition, adding now the coerciveness 
assumption (1.13). To formulate our result we put a0 := max(lr2, 6- ’ } with 
6 the constant in (1.13), and introduce 
qor(x, E) := inf 
i 
IX+’ (Q(Y)u(Y), U(Y)> 4lu~C,“(b, x+&J, H,), 
x 
ll4l2L2 = 1, Ilm2 <- ,“2 I 3 
(3.8) 
where a is any constant > a,,. Note that this choice of a makes sure that the 
set on the right hand side of (3.8) is nonempty. 
LEMMA 3.3. Suppose that (2.1), (2.3), and (1.13) hold. Then (b) in 
Theorem 2.1 is equivalent to 
lim qJx, E) = 00 for all 0 < E < ho and all a > aO. (3.9) x-m 
ProoJ: (1) Assume (b). Then from 
t(x, .s)<inf{(ru, u)IuEC~((X, ~+a), H,), llujlIIt2= 1, I(u'II~~<~/E~} 
da/E* + q&6 E) 
for all a > a0 we deduce that lim, _ n3 qar(x, E) = 00. 
(2) Assume (3.9) for some a > a, and fix .sO > 0 and M> 0. Then we have 
to find x,, =x,,(M, Q,) such that t(x, aO)a M if x2x0. With N, E to be 
determined later we consider u E Cz((x, x + E,,), H,) where we require 
x > (2N+ l)ne/2. Using the definition (2.5) we have @r u = !Py,u = 0, and 
(2.7) and (2.8) give 
Q5,u, Y,uE~(T”‘), (3.10a) 
(TU, u)a IIT1’2@2~I(2+ llT1~2Y’$‘~~l12-~ llull;~ (3.10b) 
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We put x1 := NIE, x,+ I :=x, + rrs. Then 
129 
(IT”*cD~u~~*= C jx”” clw24’(x)ll;+ (Q(x) @24x), @24x)>l dx. 
n>l & 
Given n E N assume first that 
5 
X”fl 
x, II(~2u)‘(x)lll,dx>,~~xn+’ ll@&NIi,dx. (3.11) 
X” 
If E < ho we deduce from (1.13) and Lemma 2.1 the estimate 
s 
X”+l 
[11(@224)‘(~)11:+ <Q(x) @24x), @24x)>l dx xn 
II@2WlC, dx. (3.12) 
If (3.11) is not satisfied we apply again Lemma 2.1 and deduce from (3.8) 
that 
I 1;” Cll(@z~)‘(x)ll’H+ <Q(x) @24x), @24x))] dx 
2 q&n, E) j-“+’ Il@24xNl2, dx. (3.13) 
x. 
Combining (3.12) and (3.13) and summing over all n E N we obtain 
Setting y, := (2N+ 1)x&/2, ynfl := y, + 71.5 a completely analogous 
argument gives 
Hence it follows from (3.10b) and (2.6) that 
(mu, 24) > min 
{ 
ah-1 
2- c, &; qJx,, E) - l/E*, t,“f& q,(y,, E) - l/E2 (Iul12. & I 
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Since a,6 - 1 > 0 by assumption we can now choose 0 < E <ho such that 
LXC?--1 ad-1 
--CCM or .s’<-. 
E2 kf+C 
By (3.9) we can determine N = N(M, E) such that 
qJx, E) 2 M + l/E2 if x b NKE. 
The proof is completed with x0 = (N + 1) KE. # 
Combining the preceding lemmas we obtain 
THEOREM 3.1. T is discrete if and only if 
(a) TX is discrete for all x > 0; 
(b’) for O<&<h,, andall a>aO 
lim q,(x, E) = co. 
x-m 
We proceed to show how the results mentioned in Section 1 follow from 
Theorem 3.1. We observe first that a condition stronger than the Zelenko 
condition (1.8) implies (1.13). 
LEMMA 3.4. Assume (2.1), (2.3), and that Q is bounded below a.e. Denote 
by q(x) the lower bound of Q(x). If q = q, + q2 where q, is locally integrable 
and satisfies (1.6) and 
q2(x) 2 Y’(X) + cY(x)2 (3.14) 
for some c > 1 and some absolutely continuous function y : II&‘+ -+ R, then z 
satisfies (1.13). 
Proof: Since for u E Cp(R*, H,) we have by assumption 
(7% u) 2s ,I(q,(x) + qb)) IMx)ll?, dx+ IMtz, 
it is enough to prove the following inequalities: 
(1) there is q > 0 such that 
s 
mqz(x) IIt4x)II~dx2(tl-1) ll~‘IIt2; 
0 
(3.15) 
SCHRdDINGER OPERATORS 131 
(2) if suppu is contained in an interval of length at most h then 
5 om 41(x) Il4m/dx2 -C,(h) II4h (3.16) 
where lim,,, C,(h) = 0. 
For the proof of (3.15) we estimate 
joa q*(x) Ilu(x)ll2, dx 2 J-am (Y’(X) + rY(x)*) Il4x)ll’ dx 
= I om KY(X)* II~WIIk&4x) ReWx), u’(x)>) dx 
a 5 “m KY(X)* II~~K,-~YW IW)IIH Ilu’(xN~) dx 
2 -i-l llu’l(2,*. 
The proof of (3.16) is implicit in the work of Ismagilov [I]. We repeat 
the argument for convenience of the reader. We write for 0 <x < t <x + h 
with a, p as in (1.6) 
U(t) := 1’ ql(u) du, P(t) := sup (O(s) - P(s)), 
x XrISG, 
R(t) := U(t) - P(t). 
Then we have 
a(t) < R(t) <B(t). (3.17) 
In fact, the right inequality is obvious from the definition of P whereas the 
left one follows from 
U(t) - (o(s) - B(s)) = B(s) + 1’ ql(u) du 2 a(t) 
s 
by (1.6a). From (1.6b) and (3.17) we find 
I 
xi-h 
R(t)* dt < C*. (3.18) 
x 
Since P is increasing and qI is locally integrable we can now estimate for 
u~c~((x,x+~),~l) 
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s x+h 4,(t) Ilu(t)l dt * 
ZZ (P’(t) + R’(t)) IMt)llK dt 
a-- 2R(t) Re(u(t), u’(t)) dt 
2 -2h”*C llu’lltz (3.19) 
using (3.18). The proof is complete. 1 
To deal with the case c = 1 in (3.14) which is of interest in applications 
we need the following recent result of Gurka [GU] on weighted Sobolev 
estimates. It will also lead us to general coerciveness and discreteness 
criteria in the scalar case. 
LEMMA 3.5. Let 0 < a < b < co and let g, h E C[a, b] be positive in 
(a, 6). Then the weighted Sobolev inequality 
I 
b 
g(x) b(x)l 2 L1 
holds for all u E Cr(a, 6) ifs 
’ B := sup min g(x) dx 
a<r<s<b ij I I ‘ 
Moreover, we have 
dx < A s b h(x) /u’(x)J* dx CI 
‘h(x)-’ dx, 1’ g(x) dx 1” h(x)-’ dx 
I 1 s 
B<2A,<8B. 
This leads to the following coerciveness result. 
(3.20) 
< co. 
(3.21) 
(3.22) 
LEMMA 3.6. Let Q satisfy the hypotheses of Lemma 3.4 with i = 1 and 
Put 
a(x) := e2S6Y(r)df. (3.23) 
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Then (1.13) holds iffor some h,O<h<l, 
sup sup min 
x>o o<t<s<tJ 
X 
(3.24) 
If Q = q and q2 = y’ + y2, then (3.24) is also necessary for coerciveness. 
Proof. By (the proof of) Theorem 2.3 and Lemma 3.4, it is enough to 
prove the estimate 
for UE Cr((x,x+ h), H,), some h with 0 <h < 1, and certain constants 
q, C > 0. Using an orthonormal basis in H it is easily seen that it is enough 
to prove coerciveness for the scalar potential 
1 a”(X) 1 u’(x) 2 
y’(x)+y(x)2=---- - . 
( ) 2 a(x) 4 a(x) 
Then the unitary map 
transforms T = -8: + y’(x) + y2(x) to 
1 
t, = @VP = -- a,a a X’ a 
The inequality 
(w u) 2 rl lb’ll 2, 
is then equivalent to 
u E CF(x, x + h), 
la’ ’ 
(?lV, v)@rj v’+--v (I !I 2a L;’ v E C;(x, x + h), 
and this in turn is equivalent to the weighted Sobolev inequality 
s x+h a’(t)2 x ao lv(t)12dGj-r+‘a(~) Iv’(t)l’dt, x 
(3.25) 
where C is independent of x. Now the assertion follows from Lemma 3.5. 
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Assume next that in the scalar case Q(x)=q(x), (1.13) holds for 
0 < h < h, < 1. Replacing q by q + C gives the decomposition q + C = 
q, + C + q2 where q, + C still satisfies (1.6). Using (3.16) we obtain (3.25) if 
h is chosen small enough. Since this implies the weighted Sobolev 
inequality with C independent of x the assertion follows again from 
Lemma 3.5. m 
The preceding lemmas show that Theorem 3.1 is applicable in all cases 
listed in the Introduction. We now derive various discreteness criteria from 
condition (b’) in Theorem 3.1. We show first that the Ismagilov condition 
(1.7) on the lower bound of Q is sufficient for discreteness in a large class of 
potentials, extending the Zelenko class even for scalar potentials. 
THEOREM 3.2. Zf the lower bound q of Q is locally integrable and satisfies 
the assumptions of Lemma 3.4 or Lemma 3.6 then (1.7) is a sufficient 
condition for discreteness. 
Proof: By Theorem 2.1, it is clearly sufficient o show that we have dis- 
creteness for the scalar operator z” := -8: + q(x) on L2(R +). By Lemma 3.4 
or Lemma 3.6, Theorem 3.1 applies to F. Thus a necessary and sufficient 
condition for discreteness of ? is 
I 
I + E 
lim inf q(t) WI2 dt = co, 
x-m uex;,, x 
where we have put && := {uEC~(X,X+E)( l(ulji2= 1, lI~‘ll~~~a/s~} for a 
suitable constant ~1. Now 
5 
X+6 
(y’(t) + iv’(t)) 14t)12 dt x 
XfE = 
s (ir2(t) 14t)12 - WI Re u(t) u’(t)) dt x 
By (3.14) it is therefore enough to show that 
I 
XCE 
lim inf q,(t) lu(t)12 dt = ~0, (3.26) 
x--cc uex;,, x 
where q1 satisfies (1.6). The proof of (3.26) is due to Ismagilov [I]; we 
reproduce it here for completeness. Recall that with the notation 
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introduced in the proof of Lemma 3.4 ql(x) = P’(x) + R’(x) with P’(x) 2 0, 
and that by the estimate leading to (3.19) for UE SX,B 
I 
.X+.2 
41(t) WI* dt 2 
x I 
X+E 
P’(t) lu(t)l* dt- C,. (3.27) 
x 
For ~20, OGs<t<&, we Write 
B,(s, t) := P(x + t) - P(x + s), R,(s, t) := R(x + t) - R(x + s), 
SO 
&(s, t) = B,(s, t) -t R,(s, t). 
Now (1.7) means that & + cc in measure as x + co and by (3.18) this 
implies that PX --f cc in measure, too. But from P’ 3 0 it follows that 
p,(s, t) < H,(s’, t’) whenever s’ <S and t’> t, hence we conclude that 
P,(s, t) + cc for all 0~s~ t < E. To prove (3.26) we now observe that for 
UE%~,, we can find ~,E(x,x+E) with 1~(y,)j*as-l and Iu(Y)(*>(~E)-’ 
if I y - y,( <s/4a. Any such interval contains x +j.s/1201 and 
x+ (j+ l)(s/12a) for some j with O<j< [12a] + 1, so (3.26) follows from 
P’ > 0 and P,(O, s/12~l) + cc as x + co. 1 
Next we derive an extension of Maslov’s criterion [MA] which also 
contains the result of Kleine [KL]. 
THEOREM 3.3. Assume (2.1), (2.3), and that Q is bounded below a.e. If 
Brinck’s condition (1.5) holds for the lower bound q of Q then a necessary 
and sufficient condition for the discreteness of T is 
lim qw(x; E, [) = co, 
x-00 
(3.28) 
where for E, [ > 0 we put 
qM(x; E,0 := inf Ix+’ <Q(Y) 4 y), u(y)> 4 
x 
UEC~(IX, +~l,H~h Il~(~~ll=~f~~y~Cx,x+~l, 
s X+6 IW(Y)II’ dy G 5 . x > 
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Proof By Lemma 3.4, Theorem 3.1 applies and 6 in (1.13) can be any 
number < 1. So we have lim,, oo qor(x, E) = co for all E > 0 and all a > rc2 as 
necessary and sufficient conditions for discreteness. Now assume that T is 
discrete. Choose u E P( [x, x + E], H,) with Ilu( y)jl = 1, y E [x, x + E], and 
s 
X+E 
Il~‘(YNl’4Jdi. x 
Write ui( y) := (2/.~z)“~u( y) sin(rr/s)( y - x), u2( y) := (2/s)“2U( y) cos (7c/E) 
(y-x); then 
2 
-.I 
XfE 
<Q(Y) U(Y), U(Y)> dy 
E x 
s 
,x + E = [(Q(Y) U,(Y), UI(Y)> + (Q(Y) Us, ~2(~))1& 
x 
To estimate the second term we use Q(y) > q(y), the assumptions on q and 
U, and Lemma 3 in [BRI]. This gives 
I 
X+E 
(Q(Y) Us, Us) dy 
x 
I 
.X+.5 
2 -cl (II(v)l Ib4Y)l12) dY 3 -c,, 
x 
where C2 depends only on E and i. We observe next that 
U~ECm([X,X+E],H*), U,(X)=U,(X+E)=O, 
I 
,Y+e 
ll%(Y)I12 dY= 1, x 
I 
.X+.5 
IIU;(y)1)2dyd&-2(K*+2Er)=:C(/E2, 
x 
hence 
2 
f 
X+8 
- (Q(Y) U(Y), U(Y)> 3 qoL(x, &I- C2, 
E x 
and since qa(x, E) + co as x + co we obtain (3.28). 
Next assume (3.28). Choose UE C;((x, x+ a), H,) with ll~ll~~ = 1 and 
IIu’IJ t2 < a/t2 for some a > n 2. As in the proof of Theorem 3.2 we can 
decompose [x, x + E] = I, u I, u Z, where each Zi is a closed subinterval of 
length 2 CE with C independent of x and E and Ilu( y)ll 2 2 l/4.5 for y E Z2. 
SCHRGDINGER OPERATORS 137 
Applying Lemma 3 of [BRI] as before we find with fi( y) := u( y)/jIu( y)II 
i 
X+8 
(Q(Y) U(Y), U(Y)> dy 
x 
+I, [; <Q(r) c(y), G(y)> +4(y) ( Ilu(Y-i)] dY 
1 
I 
x* + CE 
2 -c+- 
8.5 x* (Q(Y) fj(y), C(Y)> dy. 
Here C is independent of x and x* E [x, x + E]. Now it is easily checked 
that GE P( [x*, x* + Cc], Hi), Ilii( y)II = 1 for y E [x*, x* + Cs], and 
I 
X*+C& 
cc* 
Ilii’(Y)l12 dY <!. 
This gives 
qdx, 8) 2 - C +; q,,,(x*; C’E, 8+). 
Thus (3.28) implies the discreteness of T by Theorem 3.1. 1 
The methods developed so far enable us to give a necessary and sufficient 
discreteness criterion in the scalar case assuming merely (2.1) and (2.3) but 
no further conditions on the potential. This criterion is based on the 
Riccati equation 
Y’(X) + rw2 =4(x) 
which enters naturally if we apply our technique to the Laplacean on 
complete manifolds (cf. Section 4). In the remainder of this section we will 
assume Q = q. 
THEOREM 3.4. Assume (2.1) and in addition 
inf (TU, u) = 0. 
UE C,“(W) 
Then T is discrete if and only if the Riccati equation 
Y’(X) + rb12 =4(x) 
(3.29) 
(3.30) 
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has a solution y in R* with the property that for all 0 -c E -c I 
lim sup min{j:o(y)dyj:a(~)~ldy~j:oody~~+’~(~~~ldyi=O, 
x-m X<,<S<*+E 
where a is defined by 
a(x) = e2JtY(Y)dY. (3.31) 
Prooj We start with the proof of necessity. If T is discrete and satisfies 
(3.29) then 0 is an eigenvalue. If w is a corresponding eigenfunction 
normalized by w( 1) = 1 then it is well known that w(x) > 0 if x > 0. Thus 
w’(x) y(x) := - 
w(x) 
solves (3.30) for x > 0. Thus with a defined by (3.31) we have 
1 =--7 a’(x) 1 1 Y(X) 
2 4x1 
q(x)=---- a”(X) 
2 u(x) 4 
( - a’(x) ) 2 
u(x) 
. 
If T denotes the Friedrichs.extension of r 1 C;( 1, co) in L2[ 1, cc ) then T is 
discrete, too, by the max-min principle. As in the proof of Lemma 3.6 we 
see that F is unitarily equivalent to the Friedrichs extension T, in 
L2( [l, co), adx) =: Lz of 
.- ~,dy = -1 axu a, T,  
U 
with domain CF( 1, co); here @, U(X) = a(x)-“2u(~). Applying Theorem 2.1 
to F we see that for M > 0 and 0 < E < 1 we can find x0 = x,(M; E) such 
that for x2x,, 
(u, 24) d M-‘(TU, u) if U E C?(x, x + E). 
Setting u := @,u we obtain 
(u, U)L2 d W’(T,U, u)+ 0 
Since @, is bijective as a map of CF(x, x + E) onto itself we thus obtain 
Sl+‘a(r) 10)12dyGM-1 [x+B4y) b’(r)l’dv (3.32) 
x x 
for all u E Cr(x, x + E). Now the assertion follows from Lemma 3.5. 
For the proof of sufliciency we start with the solution y of (3.30) and 
define a again by (3.31). As before we obtain that p is unitarily equivalent 
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to T,, and from Lemma 3.5 we obtain (3.32) for all M>, 0 and 0 < E < 1 if 
x > x,(M, E). Thus Theorem 2.1 implies that T, and hence F is discrete. But 
then it follows from Theorem 2.2 that T is discrete, too. 1 
The next lemma provides necessary or sufficient conditions for the 
discreteness of T in terms of y; this will be important in the next section. 
LEMMA 3.7. (a) Zf T is discrete thenfor any solution y of(3.30) in R* we 
hauefor O-cc< 1 
I 
X+E 
lim Ir(t)l dt = ~0 x+00 x 
lim SUP 
x-tm x<z<y<x+s 
(b) Zf (3.30) has a solution y such that y is bounded either from below 
or above and 
for 0 <E < 1 then T is discrete. 
ProoJ (a) Defining again a by (3.31) we obtain from the proof of 
Theorem 3.4 that the weighted Sobolev estimate (3.32) holds for 
x > x,(M, E). We replace E by 3s and choose v(y) = sin(n/3s)( y - x) which 
is possible in view of Lemma 2.1. It follows that 
7T2 
9E2 5 x+3’a(y)dy+4 jX+“a(y) d . x x+.5 (3.33) 
Put x0 :=x and xi := xi- 1 + E, iE N, and conclude from (3.33) that with 
cx := 27~‘/4x for all NE N 
We have to distinguish two cases. If jr a(y) dy = cc then it follows from 
(3.34) that for large N 
s XY+‘a(y)dy~(~~-3)jiAa(y)dy-jl’a(y)dy XN XI --% 
gA4 
x.N 
2 s 4~) dv. XN--l 
580/85/l-IO 
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This means that 
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(3.35a) 
if x > x(M, E). 
If j;” a(y) dy < co we let N -+ co in (3.34) and deduce that for M 2 M,, 
(3.35b) 
Now we observe that with 
we have for zE [x-c, x], yE [x,x+&] 
U(y) <u(z) eA(X-E). (3.36) 
Assume now that (3.35a) holds; we integrate (3.36) over y E [x, x + E] and 
obtain from (3.35a) 
4x 
a(y) dy < txz(z) eAcx,‘). 
X--E 
Integrating over z E [x - E, x] gives 
which is the assertion in this case. If (3.35b) holds instead we just 
interchange the role of y and z in (3.36). 
(b) As in the proof of Theorem 3.4 it is enough to establish (3.32) for all 
v E C$‘(x, x + E) if x 2 x(M, E); here a is again defined by (3.31). In view of 
Lemma 3.5 this will follow if we prove for t E [x, x + E] the estimate 
or 
sup jf a(y) dy j:‘“-&=: sup Fb(f)<$. (3.37b) 
XCt<X+E .r x<,<x+c 
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By assumption, we have for given M’ > 0, 0 c E’ < 1, and x > x(M’, E’) 
either 
s 
x+e’a’ - x yWdy3M’ (3.38a) 
or 
s 
x+r’ a’ 
;(y)dyW. 
x 
(3.38b) 
Assume (3.38a); since F,(x) = F,(x + E) = 0 and F, is positive in (x, x + E), 
F, takes on its maximum in t, E (x, x + E). Then 
(3.39) 
and it is enough to estimate the first integral on the right hand side of 
(3.39). To do so we write 
With E’, M’ in (3.38a) to be chosen later we put y0 := t,, yi := yiel + E’ 
and determine LEZ, by y,<x+E<yL+I..If yE [y,, yi+,], 1 <i<L, we 
estimate 
if we have the one-sided bound (a//a)(x) < C for x 2 I. Thus we obtain 
I x+E ej;WldWs dy <E’e~‘C +s .X+.S e”‘C- (M’W)(y- to) dy 10 fg+C’ 
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So we may choose M’= 2 and E’ so small that 
to reach the desired conclusion. If (3.38b) holds the proof is completely 
analogous. m 
Finally, we single out the following obvious corollary to Lemma 3.7. 
THEOREM 3.5. Suppose that the Riccati equation (3.30) admits a solution 
y in Iw* which is either bounded from below or bounded from above. Then T is 
discrete if and only if for 0 < E 6 1 
4. AN APPLICATION 
Our results can be applied to self-adjoint elliptic operators on noncom- 
pact Riemannian manifolds. As an example, we treat the Laplacean on 
functions on a noncompact complete Riemannian manifold M. We make 
the following assumption on the structure of M at infinity: there is an open 
subset U of M such that M\U is a compact manifold with boundary and U 
is diffeomorphic to R* x N for some compact manifold N. Moreover, we 
assume that the diffeomorphism induces on R* x N the metric 
ds2 = dx2 + d+(x)*, (4.1) 
where ds,(x)2 is a smooth family of metrics on N. If not indicated 
otherwise, however, N will always be provided with the metric dsN(0)2. 
Denote by d the nonnegative Laplacean on functions; by the decom- 
position principle [O + L], A is discrete on M iff the Friedrichs extension 
T of A on Iw* x N is. We show first that the methods of Section 2 apply 
to T. 
LEMMA 4.1. The Friedrichs extension T of A on [w* x N is unitarily 
equivalent to the Friedrichs extension of 
T := -a; + Q(x) (4.2) 
with domain C,“(Iw*, H,) in L’([w+ , H) where 
H := L2(N), 
H, := H*(N), with II4 L, := Iblli+ Il4lL 
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and 
(4.3) 
Here A, denotes the Laplacean on N with respect to the metric ds,(x)2 and 0 
is defined as follows: if o, and w are the volume forms on N for the metric 
dsN(x)2 and ds,(0)2, respectively, then 
w, = ew. (4.4) 
Proof. For UE C,“(R* x N) we define 
h(x) := c?“~(x, .) u(x, .) E H’,‘(N) c L2(N). (4.5) 
Fubini’s theorem gives 
Thus ‘@ extends to an isometry L2(R* x N) + L2(R + , H) mapping 
Cr(W* x N) into C,“(lR*, H,). Using local coordinates it is easily computed 
that for UE C,“(R*, HI) we have 
(4.6) 
where ’ denotes application of 8,. The lemma follows from (4.6). 1 
We start with a necessary condition for the discreteness of A based on 
Theorem 2.1 and Lemma 3.7. Various known conditions are then easy 
corollaries. The main geometric ingredient is the mean curvature function 
of the family of hypersurfaces 
N,:= {x) xN. 
We define 
H(x, z) := the mean curvature of N, at (x, z) E N, (4.7) 
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and 
R(x) := sup IH(x, z)l, 
ZEN 
H(x) := k; IH(x, z)l. (4.8) 
H is connected with the operator potential Q in (4.3) by the well-known 
relation (cf., e.g., [GA, Lemma 3.21) 
(4.9) 
THEOREM 4.1. Let ~5~ := ox/sN o, be the family of normalized volume 
forms induced by dN(x)*. If A is discrete then for 0 < E < 1 
J~~il’i’~i,HUjildy=m. (4.10) 
In particular, 
s X+E lim B(y) dy = co. x-+00 x (4.11) 
Proof: Combining Lemma 4.1 and Theorem 2.1 we find that 
(Au, u) 2 ~4 bll* 
if u~Cr((x,x+s)xN) and x>x(M,s). For u~Cg(x,x+s) this gives 
X+.5 
I 5 
X+E 
lu( y)l*o, dy < M-l 5 f b’Wl* my 4 (4.12) x N x N 
which is the weighted Sobolev estimate (3.32) with 
4.v) := jN my. 
But then by (4.4) 
so the theorem follows from (the proof of) Lemma 3.7. 1 
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LEMMA 4.2. Assume that A is discrete. 
(1) Let 
vol{(Y,4~~ly~x} if volU=co, 
[vol{(y,z)EUJy~x}]-’ lj- volU<co; 
then 
lim .! log B(x) = co. 
x-00X 
(2) IH( cannot be bounded on U. 
(3) The Ricci curvature cannot be bounded below on U. 
Remark. (1) is essentially proved in [BROl, 23 by a quite different 
argument; (2) and (3) are contained in [KL]. 
Proof: (1) Assume first that with a(y) = fN coy we have 
CO= 5 m a(r) 4 I 
or equivalently vol M = co. Then we conclude from (4.12) as in the proof of 
Lemma 3.7 that for x > x(M) 
x+1 s I x w,dyBM m,dy, x N s I x-l N 
where M can be choosen arbitrarily large. Iterating (4.13) we obtain for 
NE N, x2x(M), 
logB(x+N)~NlogM+C (4.14) 
which implies the assertion in this case. If vol MC co we obtain in place of 
(4.13) 
x 
I s ay 4 x-l N 
which by iteration again gives (4.14). 
(2) This is obvious from Theorem 4.1. 
(3) The volume growth comparison theorems (cf. [GA, Lemma4.21) 
imply that a lower bound on the Ricci curvature gives a bound on (HI 
which is impossible by (2). 1 
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We turn to sufficient conditions for discreteness which we deduce either 
from Lemma 3.7 or from Theorem 3.2. In the first case we have to assume a 
one-sided bound for H, and the coerciveness condition ( 1.13) in the second. 
THEOREM 4.2, (a) Assume that the mean curvature function H is bounded 
from below or above on U. Then 
I 
X+6 
lim Hy)dy= a (4.15) x-rm ,y 
implies the discreteness of T. 
(b) Zf z in (4.2) is coercive then 
I 
XfE 
lim Ij(y)*dy=a x-m ,x 
(4.16) 
is a sufficient condition for discreteness of T. 
Proof: (a) By Lemma 4.2 and Theorem 2.1 the discreteness of A 
follows if for given M, E, and x 2 x(M, E) we have for u E Cg( (x, x + E) x N) 
which is implied by 
I:+’ lv’W12 WY, z) dyaMj-~+E IO)I’~(y, z) 4 (4.17) 
uniformly in VE Cr(x, x+ E) and ZEN. It follows from the proof of 
Lemma 3.7(b) that (4.17) is a consequence of the semiboundedness of H 
and (4.15). 
(b) Assuming the coerciveness of (4.2) a (necessary and) sufficient 
condition for discreteness of T is 
I 
X+E 
lim inf (Q(Y)u(Y),u(Y)),~Y=~~, x-m uE.c(X;E,a) x 
where 
Let us denote by H(x) E Y(H) the multiplication operator defined by the 
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mean curvature function on H= L2(N). Then we obtain from (4.3) for 
u E X(x; E, a) 
i‘ 
X+E 
<Q(Y) U(Y), U(Y)>H dv i 
X+E 
2 1 (( * 
x+e = 
j [ -Re(A(y) u(y), u’(v))x+~ M(Y) u(Y)II’H 1 dy x 
2’ s X+E 8 x IIA(YMYNfdY-2 WlE2 
>,’ s 
X+E 
8 x Li(Yj2 II~(YN2HdY-w2. 
Arguing as in the proof of Theorem 3.2 we find x* E [x, x + E] such that 
l14Y)l12 l/4& if x*< y<x*+e/4ci, 
hence 
s X+E x (Q(Y) U(Y), ~(Y))H~Y b&jI**+“4a Ny12 dr -2G2. 
The proof is complete. 1 
COROLLARY (“Basic technical criterion” of [D + L]). Zf lim H(x) X’cc - 
= CC then A is discrete. 
The assumptions of Theorem 4.2 are generally easy to check in concrete 
cases. They do not seem to be implied, however, by more familiar 
assumptions on the geometry of U unless we have good control over the 
second fundamental form of the hypersurfaces N, as x -+ co. Thus we 
obtain the most complete answer if each connected component of U is a 
warped product. 
THEOREM 4.3. Assume that each connected component of U is a warped 
product with warping function fi, 1 < i < N. 
(a) A is discrete iff the scalar operators 
z, .= -a2+~fJ4+ n2 n .hW2 
I - 
x 2 fib) ( > 4 2fio’ 
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have discrete Friedrichs extension in L2( Iw + ) for all i; here n = dim N. Thus a 
necessary and sufficient condition for discreteness follows from Theorem 3.4. 
(b) rf n > 2 and the operator 
z := -a; - Ricc(a,, a,) 
satisfies the coerciveness assumption (1.13) then A is discrete iff 
jiima fX+’ IHv)l 4 = ~0. x 
Proof: (a) By the decomposition principle it is enough to treat each 
end separately, so assume that U= R* x,N. Then ds,(x)’ = f(x)‘dsN(0)‘, 
so by Lemma 4.1 we obtain that T is unitarily equivalent to the Friedrichs 
extension T of 
n f”(x) n2 n f’(x)’ 
t:= -a;+f(x)-2”A,+-- 
2 f(x) + 4-2: f(x)’ ( 1 
=: -a;+f(x)-2aAN+q(X) 
with domain C,“(lR*, H’(N)) in L’(lR+, L’(N)). Denote by 
0 = 1, < A,< . . . < Ak + co the eigenvalues of A, and decompose 
H= L’(N) into the eigenspaces. Then it is easily seen that T is unitarily 
equivalent to @ +, Fi with Ti the Friedrichs extension of 
in L2(R+ ). Clearly, the discreteness of T implies the discreteness of T,. 
Conversely, if TI is discrete so is Ti for each i by the max-min principle. 
Thus the discreteness of p will follow if we show that lim,, a, AI = cc 
where AI is the smallest eigenvalue. To see this we use the terminology 
introduced in Theorem 2.1: with E = 1 and N sufficiently large in (2.5) we 
obtain from (2.8) for u E CF(rW*) 
Fixing M> 0 we can make N = N(M) so large that 
(~~@224~@2U)+(~~YlljrzU~ Y2U)2(F~@2”y @2U)+(pI y2”y vl,U) 
a(M+ Mll@24lt~+ IIyI,~lI;~)~ (4.19) 
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by Theorem 2.2. Since S is positive there is constant C(M) > 0 such that 
(Ti@,Uy @,U)+(T~y~Uy ,U) 
Now choose i so large that C(M)-*& >/ M+ 1; then it follows from (4.18), 
(4.19), (4.20), and (2.6) that 
hence AI > M. 
Remark. The result just proved follows also from the more general 
Theorem 3.3 in CBA]. 
(b) The necessity follows from Theorem 4.1. To prove sufficiency we 
only have to observe that 
n* n n n ---=- 
( ) 
--I 80 
4 2 22 
if n>2 
and 
f"(x) -Ricc(a,, 13,) = n S(X) 
(cf. [ON, p. 2111). The assertion now follows from Theorem 4.2(b). 1 
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