Our system consists of a simple, EM-based induction algorithm (Bisk and Hockenmaier, 2012) , which induces a language-specific Combinatory Categorial grammar (CCG) and lexicon based on a small number of linguistic principles, e.g. that verbs may be the roots of sentences and can take nouns as arguments.
Introduction
Much of the recent work on grammar induction has focused on the development of sophisticated statistical models that incorporate expressive priors (Cohen and Smith, 2010) or linguistic universals (Naseem et al., 2010; Boonkwan and Steedman, 2011) that have all been shown to be very helpful. But, with some notable exceptions, such as (Cohn et al., 2011) , the question of what underlying linguistic representation to use has received considerably less attention. Our induction algorithm is based on Combinatory Categorial Grammar (Steedman, 2000) , a linguistically expressive, lexicalized grammar formalism which associates words with rich syntactic categories that capture language-specific facts about basic word order and subcategorization. While Boonkwan and Steedman (2011) have shown that linguists can easily devise a language-specific inventory of such categories that allows a parser to achieve high performance in the absence of annotated training data, our algorithm automatically discovers the set of categories it requires to parse the sentences in the training data.
Combinatory Categorial Grammar (CCG)
The set of CCG categories is built recursively from two atomic types, S (sentence) and N (noun). Complex types are of the form X/Y or X\Y, and represent functions which combine with an argument of type Y to yield a constituent of type X as result. The slash indicates whether the Y precedes (\) or follows (/) the functor. An English lexicon should contain categories such as S\N and (S\N)/N for verbs: both transitive and intransitive verbs subcategorize for a preceding subject, and the transitive verb additionally takes an object to its right. In this manner, the argument slots of lexical categories also define word-word dependencies between heads and their arguments (Clark and Hockenmaier, 2002; Hockenmaier and Steedman, 2007) . Modifiers are generally of the form X|X: in English, pre-nominal adjectives are N/N, whereas adverbs may be (N/N)/(N/N), S/S, or S\S, and prepositions can have categories such as (N\N)/N or (S\S)/N. That is, CCG assumes that the direction of the corresponding dependency goes from the modifier to the head. This discrepancy between CCG and most other analyses can easily be removed under the assumption that all categories of the form X|X are modifiers whose dependencies should be reversed when comparing against other frameworks. Adjacent constituents can be combined according to a small, universal set of combinatory rules. For the purposes of this work we restrict ourselves to function application and B 1 composition: CCG also has unary type-raising rules of the form
We only allow nouns to be type-raised, and impose the restriction that the argument T\N (or T/N) of the type-raised category has to already be present in the lexicon of the language. This restricted set of combinatory rules provides sufficient power for reasonable parse accuracy but does not allow us to capture non-projective (crossing) dependencies.
Coordination is handled by a ternary rule
which we binarize as:
Punctuation, when present, can be absorbed by rules of the form
The iterative combination of these categories resulting in S or N is considered a successful parse. In order to avoid spurious ambiguities, we restrict our derivations to be normal-form (Hockenmaier and Bisk, 2010) .
An algorithm for unsupervised CCG induction
We now describe our induction algorithm, which consists of two stages: category induction (creation of the grammar), followed by parameter estimation for the probability model.
Category induction
We assume there are two atomic categories, N (nouns or noun phrases) and S (sentences), a special conjunction category conj, and a special start symbol TOP. We assume that all strings we encounter are either nouns or sentences:
We also assume that we can group POS-tags into four groups: nominal tags, verbal tags, conjunctions, and others. This allows us to create an initial lexicon L (0) , which only contains entries for atomic categories, e.g. for the English Penn Treebank tag set (Marcus et al., 1993) :
We force any string that contains one or more verbs (besides VBG in English), to be parsed with the S ⇒ TOP rule. Since the initial lexicon would only allow us to parse single word utterances (or coordinations thereof), we need to induce complex functor categories. The lexicon entries for atomic categories remain, but all POS-tags, including nouns and conjunctions, will be able to acquire complex categories during induction. We impose the following constraints on the lexical categories we induce:
1. Nouns (N) do not take any arguments.
2. The heads of sentences (S|...) and modifiers (X|X, (X|X)|(X|X)) may take N or S as arguments.
3. Sentences (S) may only take nouns (N) as arguments.
(We assume S\S and S/S are modifiers).
4. Modifiers (X/X or X\X) can be modified by categories of the form (X/X)|(X/X) or (X\X)|(X\X).
5. The maximal arity of any lexical category is 3.
6. Since (S\N)/N is completely equivalent to (S/N)\N, we only allow the former category.
Induction is an iterative process. At each stage, we aim to parse all sentences S i in our training corpus D = {S 1 , ...., S D } with the current lexiconL (t) . In order to parse a sentence S = w 0 ...w n , all words w i ∈ S need to have lexical categories that allow a complete parse (resulting in a constituent TOP that spans the entire sentence). Initially, only some words will have lexical categories:
The man ate quickly DT NNS VBD RB -N S -
We assume that any word may modify adjacent constituents:
The man ate quickly DT NNS VBD RB N/N N, S/S S, N\N S\S
We also assume that any word that previously had a category other than N (which we postulate does not take any arguments) can take any adjacent nonmodifier category as argument, leading us here to introduce S\N for the verb:
With these categories, we obtain the correct parse:
We then update the lexicon with all new tag-category pairs that have been found, excluding those that did not lead to a successful parse:
The first stage of induction can only introduce functors of arity 1, but many words, such as prepositions or transitive verbs, require more complex categories, leading us to complete, but incorrect parses such as During the second iteration, we can discover additional simple, as well as more complex, categories. We now discover transitive verb categories:
The second stage also introduces a large number of complex modifiers of the form (X/X)|(X/X) or (X\X)|(X\X), e.g.:
The man ate very quickly DT NNS VBD RB RB N/N, N, S/S S, N\N,
S\S, S\S, (S/S)/(S/S) (N\N)/(N\N) S\N (S\S)/(S\S) (S\S)\(S\S) (N/N)\(N/N) (S/S)\(S/S) (N\N)\(N\N) (S\S)/(S\S)
The final induction step takes adjacent constituents that can be derived from the existing lexicon into account. This allows us to induce (S\S)/N for IN, since we can combine a and friend to N.
Parameter estimation
After constructing the lexicon, we parse the training corpus, and use the Inside-Outside algorithm (Lari and Young, 1991) , a variant of the ExpectationMaximization algorithm for probabilistic contextfree grammars, to estimate model parameters. We use the baseline model of Hockenmaier and Steedman (2002) , which is a simple generative model that is equivalent to an unlexicalized PCFG. In a CFG, the set of terminals and non-terminals is disjoint, but in CCG, not every category can be lexical. Since this model is also the basis of a lexicalized model that captures dependencies, it distinguishes between lexical expansions (which produce words), unary expansions (which are the result of type-raising or the TOP rules), binary expansions where the head is the left child, and binary expansions whose head is the right child. Each tree is generated top-down from the start category TOP. For each (parent) node, first its expansion type exp ∈ {Lex, Unary, Left, Right} is generated. Based on the expansion type, the model then produces either the word w, or the category of the head child (H), and, possibly the category of the non-head sister category (S): 92
Lexical p e (exp = Lex | P) × p w (w | P, exp = Lex)
Dependency generation
We use the following regime for generating dependencies from the resulting CCG derivations:
1. Arguments Y are dependents of their heads X|Y 2. Modifiers X|X are dependents of their heads X or X|Y.
3. The head of the entire string is a dependent of the root node (0) 4. Following the CoNLL-07 shared task representation (Johansson and Nugues, 2007) , we analyze coordinations (X 1 conj X 2 ) as creating a dependency from the first conjunct, X 1 , to the conjunction conj, and from conj to the second conjunct X 2 .
In the case of parse failures we return a rightbranching dependency tree.
Training details
The data provided includes fine, coarse and universal part-of-speech tags. Additionally, the data was split into train, test and development sets though the organizers encouraged merging the data for training. Finally, while punctuation was present, it was not evaluated but potentially provided an additional source of signal during training and test. We chose from among these options and maximum sentence length based on performance on the development set. We primarily focused on training with shorter sentences but grew the dataset if necessary or if, as is the case in Arabic, there was very little short sentence data. Our final training settings were: In the case of Czech, we only trained on the testset because the data set was so large and the results from randomly downsampling the merged dataset were equivalent to simply using the previously defined test-set.
Future directions
Since our current system is so simple, there is ample space for future work. We plan to investigate the effect of more complex statistical models and priors that have been shown to be helpful in dependency grammar-based systems. We also wish to relax the assumption that we know in advance which part-ofspeech tags are nouns, verbs, or conjunctions.
Final observations regarding evaluation
Although the analysis of constructions involving basic head-argument and head-modifier dependencies is generally uncontroversial, many common constructions allow a number of plausible analyses. This makes it very difficult to evaluate and compare different unsupervised approaches for grammar induction. The corpora used in this workshop also assume different conventions for a number of constructions. Figure 1 shows the three different types of analysis for coordination adopted by the corpora used in this shared task (as well as the standard CCG analysis). The numbers to the side indicate for each corpus what percentage of our system's error rate is due to missed dependencies within coordinated structures (i.e between a conjunction and a conjunct, or between two conjuncts). It is important to note that the way in which we extract dependencies from coordinations is somewhat arbitrary (and completely independent of the underlying probability model, which currently captures no explicit de-93 pendencies). These systematic differences of analysis are also reflected in our final results. The only exception is the Childes corpus, where coordination is significantly rarer. However, this is a general problem. There are many other constructions for which no agreed-upon standard exists. For example, the Wall Street Journal data used in this shared task assumes a dependency between the verb of the main clause and the verb of a subordinate clause, whereas the CoNLL-07 analysis stipulates a dependency between the main verb and the subordinating conjunction: We therefore believe that much further work is required to address the problems surrounding evaluation and comparison of unsupervised induction systems adequately. Even if the community cannot agree on a single gold standard, systems should not be penalized for producing one kind of linguistically plausible analysis over another. The systematic divergences that arise with coordination for our approach are relatively easy to fix, since we only need to change the way in which we read off dependencies. But this points to a deeper underlying problem that affects the entire field.
