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PSEUDOCONVEXITY FOR THE SPECIAL
LAGRANGIAN POTENTIAL EQUATION
F. REESE HARVEY AND H. BLAINE LAWSON, JR.
Abstract. The Special Lagrangian Potential Equation for a function
u on a domain Ω ⊂ Rn is given by tr{arctan(D2 u)} = θ for a contant
θ ∈ (−npi
2
, npi
2
). For C2 solutions the graph of Du in Ω×Rn is a special
Lagrangian submanfold. Much has been understood about the Dirichlet
problem for this equation, but the existence result relies on explicitly
computing the associated boundary conditions (or, otherwise said, com-
puting the pseudo-convexity for the associated potential theory). This
is done in this paper, and the answer is interesting. The result carries
over to many related equations – for example, those obtained by taking∑
k arctan λ
g
k = θ where g : Sym
2(Rn)→ R is a G˚arding-Dirichlet poly-
nomial which is hyperbolic with respect to the identity. A particular
example of this is the deformed Hermitian-Yang-Mills equation which
appears in mirror symmetry. Another example is
∑
j arctanκj = θ
where κ1, ..., κn are the principal curvatures of the graph of u in Ω×R.
We also discuss the inhomogeneous Dirichlet Problem
tr{arctan(D2x u)} = ψ(x)
where ψ : Ω→ (−npi
2
, npi
2
). This equation has the feature that the pull-
back of ψ to the Lagrangian submanifold L ≡ graph(Du) is the phase
function θ of the tangent spaces of L. On L it satisfies the equation
∇ψ = −JH where H is the mean curvature vector field of L.
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1. Introduction.
The special Lagrangian potential equation was introduced in [CG] back
in 1982. Its solutions u were shown to have the property that the graph
p = ∇u in Rn × Rn = Cn is a Lagrangian submanifold which is absolutely
volume-minimizing, and the linearization at any solution is elliptic. Many
examples of these Special Lagrangian submanifolds were given in [CG], but
the Dirichlet problem for this equation was a difficult challenge. It was first
solved in the C∞-case, for “large phases”, in the beautiful paper of Caffarelli,
Nirenberg and Spruck [CNS]. Then for all phases, existence and uniqueness
of viscosity solutions in the C0 case were established in [DD].
More specifically, this equation, with phase θ ∈ (−npi2 , npi2 ), is written:
f(D2u)
def
= tr
{
arctan(D2u)
}
= θ. (1.1)
The associated special Lagrangian submanifolds have the property that the
n-form Φθ ≡ Im{e−iθdz1∧· · ·∧dzn} vanishes identically on them, and (with
appropriate orientation) they are calibrated by Re{e−iθdz1∧· · ·∧dzn}. Now
it is an important fact that the set of algebraic solutions, i.e., the constraint
set on second derivatives,
Hθ ≡
{
A ∈ Sym2(Rn) : Φθ
∣∣
graph(A)
= 0
}
(1.2)
is not connected. Specifically, the equation (1.1) gives rise to the subequation
Fθ ≡ {A ∈ Sym2(Rn) : tr {arctan(A)} ≥ θ}, (1.3)
and we have that
Hθ =
⋃
θ′ ≡ θ mod 2pi
∂Fθ′ (1.4)
where each of the equations ∂Fθ′ is a connected component.
Now the solutions to (1.1) in [CNS] were for phases θ with (n − 1)pi2 <|θ| < npi2 . These are the phases where the operator is concave for θ > 0
and convex for θ < 0. In [DD] the solutions are obtained for all phases, i.e.,
θ ∈ (−npi2 , npi2 ).
The best answer for the existence question for this Dirichlet problem re-
quires computing the asymptotic cone for the subequation Fθ. For |θ| >
(n − 1)pi2 this was done in [CNS]. The unfinished business, which is com-
pleted in this article, is to compute this asymptotic cone for all θ, thereby
providing the widest class of domains Ω where existence holds, or, said
differently, providing the appropriate notion of boundary pseudo-convexity
for the potential theory associated to the SL-operator (1.1). As explained
below, the appropriate notion of pseudo-convexity for Fθ only depends on
|θ|.
Interestingly, as the phases get closer to zero, the restriction on pseudo-
convexity gets weaker and weaker. Therefore, for the various phases θ′
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appearing in (1.4) above, existence of solutions to the Dirichlet Problem
holds on larger and larger categories of domains as |θ′| → 0.
Specifically, our result is the following Theorem. There is associated to
Fθ its asymptotic subequation
−→
F θ, which is a cone with vertex at the origin
(see Section 3 for the definition). Consider a domain Ω ⊂ Rn with smooth
boundary ∂Ω. Let IIx,∂Ω denote the second fundamental form of ∂Ω at x
with respect to the interior unit normal n = nx, and let Pn be orthogonal
projection onto the line Rn. Then we say that ∂Ω is strictly Fθ-convex
at x, if
IIx,∂Ω + tPn ∈ Int−→F θ for t >> 0,
(See also (3.9b) for an equivalent definition.)
In approaching the Dirichlet problem, one needs to consider the subequa-
tion Fθ and its dual F˜θ ≡∼ {−IntFθ}. An Fθ-subharmonic function u is
a subsolution, and if −u is an F˜θ-subharmonic, then u is a supersolution.
If both conditions hold, then u is a viscosity solution to the equation (1.1).
For the SL protential equation this duality is very pretty. The dual of Fθ is
F˜θ = F−θ.
Now this duality carries over to the boundary conditions necessary for
existence. At each point the boundary ∂Ω of the domain must be both
strictly Fθ-convex and strictly F˜θ-convex. If θ
′ < θ, then Fθ′ ⊃ Fθ. Hence,
we see that the boundary condition for the Fθ-Dirichlet problem is that ∂Ω
must be strictly F|θ|-convex at every point. That is, strict F|θ| convexity of
∂Ω is exactly the condition necessary to establish existence for the Dirichlet
Problem for the equation Fθ for all continuous boundary data. So we want
to compute
−→
F θ explicitly.
Consider the operator
f(A) ≡ tr{arctan(A)}
defined on F ≡ Sym2(Rn). This operator f has values precisely in the open
interval (−npi2 , npi2 ). Of these, there are n− 1
Special Phases (or Values) : θk = (n− 2k)pi
2
, k = 1, ..., n− 1.
Removing these n−1 special values, the remaining set of values is the disjoint
union of n open
Phase Intervals : Ik =
(
(n− 2k)pi
2
, (n− 2(k − 1))pi
2
)
, k = 1, ..., n.
Let λ1(A) ≤ λ2(A) ≤ · · · denote the ordered eigenvalues of A, and let
σk(A) be the k
th elementary symmetric function of the eigenvalues of A.
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THEOREM 4.1. The asymptotic subequation
−→
F θ of Fθ, for θ ∈ (−npi2 , npi2 ),
is given as follows.
(1) If θ ∈ Ik (k = 1, ..., n), then
−→
F θ = Λk ≡ {A ∈ Sym2(Rn) : λk(A) ≥ 0}.
(2) If θk (k = 1, ..., n− 1) is a special value, then
−→
F θk = Λ
σn−1
k .
The set Λ
σn−1
k depends on the G˚arding polynomial σn−1(A) whose eigenval-
ues cannot be computed in terms of the eigenvalues of A. (See the subsection
“branches” in section 3.) However, from Proposition 4.5 we have the follow-
ing.
Proposition 1.1. For k = 1, ..., n − 1, the set Λσn−1k is a disjoint union
Λ
σn−1
k = Λk ∪ Ek where
Ek ≡ (Λk+1 ∼ Λk) ∩ {σj(A)σn(A) < 0}
and where j is defined by the condition: σj(A) 6= 0 and σ`(A) = 0 for
j < ` ≤ n− 1.
An application of this result is to the existence question for the Dirichlet
problem. For this one needs to know the interior of Λ
σn−1
k . Part (2) of the
following is not obvious from Proposition 1.1. Note that the terms with
j < n− 1 do not enter. This is done is Proposition 4.5.
THEOREM 4.6. The interior of Λ
σn−1
k is given as follows.
(1) If θ ∈ Ik (k = 1, ..., n), then
Int
−→
F θ = IntΛk ≡ {A ∈ Sym2(Rn) : λk(A) > 0}.
(2) If θk (k = 1, ..., n− 1) is a special value, then
Int
−→
F θk = {IntΛk+1 ∩Λk} ∪ E?k
where
E?k ≡ (IntΛk+1 ∼ Λk) ∩ {σn−1(A)σn(A) < 0}
Using Theorem 4.6 we give a deeper version of our general results on the
Dirichlet problem [DD] for this equation. Note that as k increases from 1
to [n/2], the sets Λk get quite large. The first k − 1 eigenvalues of A can
be arbitrarily negative. So for the intervals close to the origin the geometric
constraints on the second fundamental form of the boundary of the domain
are quite loose. This general existence and uniqueness result for the SL
Dirichlet problem is given in Section 5.
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There has also been work on the inhomogeneous Dirichlet problem
tr
{
arctan(D2u)
}
= ψ(x) (1.5)
where ψ is a continuous function on the closed domain with values in a
high phase interval. Solutions in the C∞ category were obtained by Tristan
Collins, Sebastien Picard and Xuan Wu [CPW] where the interval is the
critical one: ((n − 2)pi2 , npi2 ). (See Theorem 6.3.) The analogue of this
result in the continuous case was done by S. Dinew, H.-S. Do and T. D.
Toˆ in [DDT]. Recently, Marco Cirant and Kevin Payne have established
comparison for this equation when ψ does not take on a special value, in
other words, when ψ takes its values in (any) one of the phase intervals Ik
(see [CP, §6.4] and Theorem 6.2 below).
In fact using [CP, §6.4] and Theorem 2.1 we get the following. Let Ω ⊂⊂
Rn be a domain with smooth boundary, and at each x ∈ Ω let κ1(x) ≤ · · · ≤
κn−1(x) be the ordered principal curvatures of ∂Ω, i.e., the eigenvalues of
the second fundamental form w.r.t. the inner normal. Then ∂Ω is said to
be strictly k-convex if κk(x) > 0 for all x ∈ ∂Ω. For the following we will
need the boundary ∂Ω to be both strictly k-convex and strictly (n− k+ 1)-
convex by the duality in the arguments. Of course this condition for the
lesser principal curvature is enough.
THEOREM 6.2. Part C. Suppose that ∂Ω is strictly min{k, n− k+ 1}-
convex. Let ψ ∈ C(Ω) be an inhomogeneous term with values in Ik, i.e.,
ψ(Ω) ⊂ Ik =
(
(n− 2k)pi
2
, (n− 2(k − 1))pi
2
)
.
Then existence and uniqueness hold for the Dirichlet problem for any con-
tinuous boundary values ϕ ∈ C(∂Ω).
This is the best result so far for the inhomogeneous Dirichlet problem in
the continuous setting.
It is an interesting question whether Theorem 6.2 could be extended to
general functions ψ : Ω→ (−npi2 , npi2 ).
We would like to point out that solutions to (1.5) have a very nice geo-
metric interpretation which goes back to [CG]. If u is a smooth function on
a domain Ω ⊂ Rn, then the graph of Du on Ω × Rn is a Lagrangian sub-
manifold L of Rn×Rn. This gives us a phase function θ : L→ R/2piZ for
the tangent planes of L by setting Re{dz1 ∧ · · · ∧ dzn} = eiθ. Furthermore,
as pointed out in [CG], this phase function satisfies the equation
∇θ = −JH on L (1.6)
where H is the mean curvature vector of L. This proves that a Lagrangian
submanifold is minimal if and only if it has constant phase (and is therefore
special Lagrangian). The equation (1.6) was left as an exercise in [CG].
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However, since this paper is devoted to the SL potential equation, we have
inserted a proof in Appendix A.
Now note that if u is a smooth solution to (1.5), then the phase function
θ is just the pull-back of ψ to L = graph(Du). In particular, that pull-back
satisfies (1.6).
The result in [CPW], discussed above, led us to show that the special
Lagrangian potential operator satisfies the condition, in our paper [IDP], of
being “tamable”. In Theorem 6.1 we prove that tan
{
1
nf(A)
}
is tame on
Fθ = the inverse image under f of any subinterval [(n− 2)pi2 + δ, npi2 ) of the
top phase interval I1. Here θ ≡ (n − 2)pi2 + δ and δ > 0. As a result we
get a different proof of the result of [DDT] mentioned above and stated in
Theorem 6.2.
With this same phase constraint, Ryosuke Takahashi [T, Thm. 1.1], also
applying the tangent function to f(A), proved that the composition tan f(A)
is concave on Fθ if θ > (n− 2)pi2 . This important result allows Takahashi to
apply Evans-Krylov with many consequences.
The SL subequation Fθ ≡ {f(A) ≡
∑
i arctanλi(A) ≥ θ}, which is de-
fined in terms of the eigenvalues of A, is universal in the sense that it
defines many associated subequations as we now explain.
Definition 1.2. Let g : Sym2(Rn) → R be a homogeneous polynomial of
degree m which is G˚arding hyperbolic with respect to the identity I. This
means that g(tI + A) is a polynomial having all real roots for every A ∈
Sym2(Rn). The negatives of the roots are called the G˚arding eigenvalues,
which we list in order
λg1(A) ≤ · · · ≤ λgm(A), (1.7)
so g(tI +A) = g(I)
∏m
k=1(t+λ
g
k(A)). The open set Γ where λ
g
1(A) > 0 (i.e.,
where all the G˚arding eigenvalues are > 0), is a convex cone containing I,
and is called the G˚arding cone. It has the property that for each k
λgk(A) < λ
g
k(A+B) for all B ∈ Γ. (1.8)
([HP, Thm. 2.1] or [HP2]). In particular, the G˚arding branches
Λgk = {A : λgk(A) ≥ 0} (1.9)
satisfy Λgk + Γ ⊂ Λgk for all k. If, in addition, P ≡ {A ≥ 0} ⊂ Γ ,we call g a
G˚arding-Dirichlet polynomial. In this case each of the G˚arding branches
is a subequation (see the beginning of the next section).
Definition 1.3. Given a G˚arding-Dirichlet polynomial g we define the g-
special Lagrangian potential operator (or g-SL operator for short)
fg(A) ≡
m∑
k=1
arctan(λgk(A)) (1.10)
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for A ∈ Sym2(Rn) with values in (−mpi2 ,mpi2 ). We define the subequation
Fgθ ≡ {A ∈ Sym2(Rn) : fg(A) ≥ θ} for each θ ∈
(
−mpi
2
,m
pi
2
)
, (1.11)
and the associated g-special Lagrangian potential equation
∂Fgθ ≡ {A ∈ Sym2(Rn) : fg(A) = θ}. (1.12)
That Fgθ is a subequation follows from (1.8) and the assumption P ⊂ Γ.
The special phases and the phase intervals are defined exactly as above
with n replaced by m. The existence and uniqueness go through for these
equations exactly as in the basic case. (See Section 3.) Our boundary
calculation also holds.
GENERALIZED THEOREM 4.1. Let g be a G˚arding-Dirichlet poly-
nomial as above. Then the asymptotic subequation
−→
F gθ of F
g
θ, for θ ∈
(−mpi2 ,mpi2 ), is given as follows.
(1) If θ ∈ Ik (k = 1, ...,m), then
−→
F gθ = Λ
g
k.
(2) If θk (k = 1, ...,m− 1) is a special value, then
−→
F gθk = Λ
σgm−1
k .
This result along with the analogue of Theorem 4.6 (Proposition 7.3), will
be proved in Section 7. However, the proofs are parallel to the basic case,
and the reader should first study those arguments.
Examples. On Cn we can take g to be the determinant of the complex
symmetric part 12(A − JAJ) of A, and we get the complex version of the
special Lagrangian potential equation, which is related to mirror symmetry,
as noted below. There is a similar quaternionic case with g equal to 14(A−
IAI−JAJ−KAK). In fact this process yields an infinite array of equations,
and is discussed in more detail in Section 7.
Another interesting incarnation of the SL potential equation is the fol-
lowing. Let u : Ω → R be a smooth function on a domain Ω ⊂ Rn, and let
Γ ⊂ Ω×R be its graph. For each x ∈ Ω, let κ1(x), ..., κn(x) be the eigenvalues
of the second fundamental form, i.e., the principle curvatures, of Γ above x.
Then we can consider the subequation Fθ,ρ given by
∑n
k=1 arctan(ρκk) ≥ θ
for θ ∈ (−npi2 , npi2 ) and ρ > 0. This equation was first studied by Gra-
ham Smith in [GS1]. He considered the case where θ ∈ [(n − 1)pi2 , npi2 )
where all the principal curvatures must be positive. The special case where
θ = (n− 1)pi2 has a very nice geometric interpretation. Actually, Smith con-
sidered this for hypersurfaces in a general riemannian manifold. The paper
[GS1] principally concerned rigidity and pre-compactness theorems. How-
ever, in [GS2] he considered the Dirichlet problem, for the same equations,
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on domains in Hadamard manifolds. He went on to establish “parametric”
versions of these theorems for general convex curvature functions (see, for
example, [GS3], [CS], [GS4]).
Concerning the standard Dirichlet problem for this equation, even though
it is constant coefficient (but not pure second order), comparison is an open
question (although a weak form of comparison does hold). Nevertheless,
existence was established in [DDR], for all θ, on any domain in Rn whose
boundary satisfies the appropriate Fθ convexity. Furthermore, a version of
our Theorem 3.1, explicitly computing this convexity condition, holds for
this equation. This is discussed in the last subsection of Section 6.
Using the results in [DDR] these results carry over to riemannian mani-
folds with a topological G-structure. This is discussed in Section 8.
Some Further Historical Notes. There is now a vast literature on the
SL potential equation. The papers touch on many different topics, and we
thought it might be interesting to mention some examples. However, this is
certainly not a complete history.
In Lemma 2.1 of [Y2], Yu Yuan proves that
∂Fθ is convex (for some orientation) ⇐⇒ |θ| ≥ (n− 2)pi
2
.
For this reason ((n− 2)pi2 , npi2 ) is called the critical phase interval.
Dake Wang and Yu Yuan [WY1] showed that, for m = 2, 3, ..., there exist
(viscosity) solutions um to the SL Potential Equation which are C
1, 1
2m−1
but not C1,δ for δ > 12m−1 . In fact these solutions are analytic outside the
origin. Graphing their gradients gives special Lagrangian submanifolds with
a isolated singularity at the origin.
Recently, J. Chen, R. Shankar and Y. Yuan proved that convex viscos-
ity solutions to the special Lagrangian potential equation are real analytic
[CSY].
In another version of the boundary value problem, Simon Brendle and
Micah Warren [BW] proved that if Ω1,Ω2 ⊂⊂ Rn have smooth, strictly
convex boundaries (second fundamental forms > 0), then there is a diffeo-
morphism Φ : Ω1 → Ω2 whose graph is special Lagrangian (for some phase
θ).
There is a large literature concerning the SL potential equation and mean
curvature flow. A good survey is given by Wang [W].
People have worked on showing existence of Special Lagrangian subman-
ifolds by minimizing volume among just among Lagrangians. (Recall from
[CG] that Lagrangian and minimal implies special Lagrangian; see (1.6) and
Appendix A.) This was started by the work of Schoen and Wolfson [SW1,2].
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It turns out to be quite subtle. Wolfson [Wo] found an example of a min-
imizer among Lagrangians that was not minimal. This lead to looking at
mean curvature flow. Here singularities occur quite often in finite time (cf.
A. Neves [N1,3]). See the surveys [N2] and [W].
There is a Bernstein-type theorem proved for n = 2 by Lei Fu [F] and
for general n by Y. Yuan [Y1] and also by Jost and Xin [JX]. It says that
if u : Rn → R is a global solution of the SL potential equation with phase
|θ| ∈ ((n− 2)pi2 , npi2 ) (the critical phase interval), then u is quadratic.
A degenerate form of the SL potential equation governs geodesics in the
space of positive graph Lagrangians in Cn. The program for studying this
space was initiated by Jake Solomon, and he and Yanir Rubinstein [RS]
were able to solve this geodesic equation with a continuous solution in the
sense of [DD]. Matt Dellatorre expanded these results to manifolds with
curvature ≤ 0 [De]. It is very interesting that this program is much like the
program which lead to the solution of the Donaldson-Tian-Yau conjecture
[CDS]. Recently Collins and Yau [CY] have studied geodesics on an infinite
dimensional space which is mirror to Solomon’s. This is aimed at under-
standing the deformed Hermitian-Yang-Mills equation which is “mirror” to
the SL potential equation.
There is a fundamental article by N. Hitchin [H] on the moduli space of
special Lagrangians, and many important articles by D. Joyce. Some more
recent articles are [Jo1], [Jo2] and [JLS]. Joyce’s earlier work is surveyed in
[Jo3] (together with a large overview of the field). There is also a moment
map point of view on this equation given by Donaldson [D].
The SL potential equation plays a big role in mirror symmetry. This began
with the paper of A. Strominger, S.-T. Yau and E. Zaslow [SYZ] which gave
a very geometric picture of how mirror manifolds are connected. Special
Lagrangians and the SL potential equation are critical in this tableau. See,
for example, the very good articles [LYZ], [JY], [J], [CJY], [CXY], [CSh].
The reader should consult these sources, but a small insight comes from
the following. Let (X,ω) be an n-dimensional Ka¨hler manfold and a ∈
H1,1(X,R) a fixed (1,1)-homology class. One is interested in finding an
element α ∈ a such that
Im
(
e−iθ(ω + iα)n
)
= 0.
The angle θ is determined topologically by
θ = arg
{∫
X
(ω + iα)n
}
.
This gives rise to a hermitian Yang-Mills equation
Θω(α) =
∑
k
arctan(λk) ≡ θ (mod 2pi)
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where the λk’s are eigenvalues of an endomorphism K : T
1,0X → T 1,0X
given by contracting by α and the dual of ω. Of course the elements in a all
differ from a given one α0 by dd
cu for a function u on X.
We point out that the work of R. Takahashi, referred to above, has con-
sequences for some of these mirror symmetry results (see [T] for details).
Very recently Gao Chen confirmed a mirror version of the Thomas-Yau
conjecture (see [GC1-2]).
We want to thank the referee for his/her useful remarks, and particularly
for noticing an oversight in Proposition 4.5.
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2. Geometric Conditions for Strict
−→
F θ-Boundary Convexity
The best boundary condition for existence in the Fθ-Dirichlet problem
is the strict
−→
F |θ|-convexity of ∂Ω at each point. As explained above, one
needs in general to verify convexity for both the subequation and its dual.
However, the dual of Fθ is F−θ, and Fθ ⊂ F−θ if θ ≥ 0, so that one only
need verify boundary convexity for the smaller Fθ.
The condition of strict
−→
F θ-convexity can be computed entirely in terms
of the geometry of ∂Ω. Although we only need θ ≥ 0, we give the result for
all θ.
THEOREM 2.1. Fix θ ∈ (−npi2 , npi2 ). Let x ∈ ∂Ω and let
κ1 ≤ · · · ≤ κn−1
be the principle curvatures of the second fundamental form at x w.r.t. the
interior unit normal n. Then ∂Ω is strictly
−→
F θ-convex at x if and only if:
(1) for θ ∈ Ik (the kth phase interval) where k < n− 1, one has
κk > 0,
(2) for θ = θk = (n− 2k)pi2 , a special phase with 1 ≤ k ≤ n− 2, either
(a) κk+1 > 0 and κk ≥ 0, or
(b) κk+1 > 0, κk < 0, and σn−1(κ)σn−2(κ) < 0
where σ`(κ) denotes the `
th elementary symmetric function of the κi’s.
(3) for θ = θn−1 or for θ ∈ In, there is no condition. (Every boundary is
strictly
−→
F θ-convex.)
Thus for the smallest phases −npi2 < θ ≤ (−n + 2)pi2 , where
−→
F θ is large,
there is no condition. However, as θ increases, the subequation
−→
F θ decreases,
culminating in the most stringent case
−→
F θ = P when θ ∈ I1.
Proof. Consider the diagonal matrix
A =

κ1
κ2
κ3
· · ·
κn−1
t
 .
written with respect to an orthonormal basis of principal directions in Tx(∂Ω)
and n. The condition is that A should lie in Int
−→
F θ for all t >> 0 (cf. Cor.
5.4 in [DD]). We use Theorem 4.6. If θ ∈ Ik for k ≤ n− 1, we have κk > 0.
This proves (1). If θ ∈ In, then we only need t > 0 which is always true. If
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θ = θk, then either (a) or (b) must hold, for k < n−1. When k = n−1, the
nth eigenvalue is t, which is >> 0, and the (n−1)st eigenvalue κn−1 is either
≥ 0 or < 0. In this second case all κi’s are < 0 and σn−1(A)σn(A) < 0 for
all t large (see (2.1) below.)
Definition 2.2. If the kth ordered principal curvature at x ∈ ∂Ω satisfies
κk > 0 we say that ∂Ω is strictly k-convex at x. This means that ∂Ω has
at least n−k strictly positive principle curvatures at x. Notice in particular
that strictly 1-convex means the hypersurface ∂Ω is strictly convex near x
in the usual sense.
Examples of Strictly `-Convex Boundaries. Let M ⊂ Rn be a smooth
compact submanifold of dimension `−1 (codimension k+1 with k = n− `).
For  > 0 let
S(M) ≡ {x : dist(x,M) = }.
For  sufficiently small, S(M) is regular and diffeomorphic to the normal
sphere bundle of M . It bounds the domain Ω(M) = {x : dist(x,M) ≤ }.
For  > 0 even smaller S(M) = ∂Ω(M) has the property that at each
point the second fundamental form has at least k strictly positive eigenval-
ues (coming from the normal spheres). That is, the hypersurface S(M) is
strictly (n − k) = ` convex. Thus there are many many strictly Λ`-convex
boundaries in Rn, and in fact in any n-manifold. Here is a picture of a
strictly 2-convex surface in R3.
We now consider the case of a special phase θ = θk, 1 ≤ k ≤ n− 1. At a
point where (2)(a) holds, we have that ∂Ω is k-convex and also κk+1 > 0.
If (2)(b) holds, i.e., if κk+1 > 0, κk < 0, and σn(κ)σn−1(κ) < 0, we have
σn−1(A)
σn(A)
=
1
t
+
1
κn−1
+
1
κn−2
+ · · ·+ 1
κ1
. (2.1)
Now this is < 0 for all large t iff
σn−2(II)
σn−1(II)
=
1
κn−1
+
1
κn−2
+ · · ·+ 1
κ1
< 0. (2.2)
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where
II =

κ1
κ2
κ3
· · ·
κn−1
 .
is the second fundamental form of ∂Ω.
Examples for the Special Phases.
Example 2.3. (k = 1, n = 3). When is an oriented surface Σ ⊂ R3 strictly
Λσ21 -convex? This happens exactly when either:
(1) The second fundamental form of Σ is ≥ 0, and so the Gauss curvature
K = κ1κ2 ≥ 0, and the mean curvature H = κ1 + κ2 > 0.
(2) Otherwise we have K < 0 and H > 0.
This last fact follows from (2.2) which says
σ1(II)
σ2(II)
=
H
K
< 0.
Example 2.4. (k = 1 but general n) The hypersurface ∂Ω is strictly Λ
σn−1
1 -
convex when either:
(1) The second fundamental form of ∂Ω is ≥ 0, and so the Gauss-
Kronecker curvature KGK
def
= det(II) = σn−1(II) ≥ 0, and κ2 > 0.
(2) Otherwise we have KGK < 0 and σn−2(II) > 0.
Example 2.5. (k = 2, n = 4). When is a hypersurface ∂Ω ⊂ R4 strictly
Λσ32 -convex? The boundary ∂Ω has principle curvatures κ1 ≤ κ2 ≤ κ3.
Then κ3 > 0 and either κ2 ≥ 0 or κ2 < 0. In this second case
σ2(II)
σ3(II)
=
1
κ1
+
1
κ2
+
1
κ3
< 0.
Here the Gauss-Kronecker curvature σ3(II) > 0, and σ2(II) < 0.
As mentioned above, for the Fθ Dirichlet Problem we need the boundary
to be strictly
−→
F |θ|-convex at each point. Here there is a difference between
n even and n odd.
Suppose n = 2m. Then we have
Ik = ((m− k)pi, (m− k + 1)pi)
and the non-negative special values are (m − k)pi for 1 ≤ k ≤ m. Note in
particular that 0 is a special value.
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Suppose n = 2m+ 1. Then we have
Ik = ((m− k + 12)pi, (m− k + 32)pi)
and the non-negative special values are (m− k)pi for 1 ≤ k ≤ m.
$rc
0,ss
5sUCI4-lr,tla
$rffc
Remark 2.5. (Caffarelli - Nirenberg - Spruck). In the ground-
breaking paper [CNS] the authors considered the case where
θ ≡ 0 (mod pi)
and solved the Dirichlet problem for θ in the uppermost interval. For n odd,
the boundary condition was strict convexity (κ1 > 0). However, for n even,
this θ is the largest special value. From Theorem 4.1 part (2) the strict
boundary convexity condition is either κ2 > 0 and κ1 ≥ 0 or κ2 > 0, κ1 < 0
and σn−1σn−2 < 0. In the second case σn−1 < 0 and so σn−2 > 0. In the
first case we also have σn−2 > 0 because κ2 > 0. Thus the strict convexity
condition is exactly
σn−2(κ1, ..., κn−1) > 0.
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For a connected boundary ∂Ω of a compact domain, [CNS] had an elegant
argument. There is always a point x ∈ ∂Ω where the second fundamental
form II is > 0. Therefore II maps into the highest connected component
of {σn−2 6= 0} (the one containing the identity). Since σn−2 = 0 on the
boundary of this region b cannot touch that boundary by the strictness
assumption.
Remark 2.6. Perhaps it is worth noting that the proof of Theorem 2.1
can be interpreted as computing the restriction of the subequation
−→
F θ to
the hyperplane Tx∂Ω. From this perspective, the condition in Theorem 2.1
imposed on the second fundamental form IIx,∂Ω is that IIx,∂Ω must belong
to the Int
(−→
F θ
∣∣
Tx∂Ω
)
of the restricted subequation
−→
F θ
∣∣
Tx∂Ω
⊂ Sym2(Tx∂Ω)
on Tx∂Ω (see [Rest]). So, for example, in part (1) where
−→
F θ = Λk, we have
computed that Λk
∣∣
Tx∂Ω
= Λk(Tk∂Ω), the k
th branch of det = 0 on Tx∂Ω,
and the requirement is that IIx,∂Ω ∈ IntΛk(Tx∂Ω).
3. Preliminaries
For the purposes of this paper a subequation is a closed subset F ⊂
Sym2(Rn) which is P-monotone, i.e.,
F + P ⊂ F
where P ≡ {A ≥ 0}. Associated to a subequation F there is a generalized
potential theory, which starts with the following concept. Given a domain
Ω ⊂ Rn let USC(Ω) be the set of functions u : Ω → [−∞,∞) which are
upper semi-continuous. Then a function u ∈ USC(Ω) is F-subharmonic
if for each x ∈ Ω and each C2-function φ ≥ u in a neighborhood of x with
φ(x) = u(x), we have D2xφ ∈ F.
The Special Lagrangian Potential Equation
The subequations of concern in this paper are defined as follows.
Definition 3.1. The Special Lagrangian Potential Operator, defined
by
f(A) ≡ tr {arctanA} , for A ∈ Sym2(Rn), (3.1a)
takes values in the interval (−npi2 , npi2 ). Given a phase θ ∈ (−npi2 , npi2 ), let
Fθ ≡ {A ∈ Sym2(Rn) : f(A) ≥ θ} (3.1b)
denote the SL-potential subequation of phase θ. The associated equa-
tion
∂Fθ ≡ {A ∈ Sym2(Rn) : f(A) = θ} (3.1c)
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is called the SL-potential equation of phase θ, and is usually written as
tr{arctan D2u} = θ. (3.1d)
The Asymptotic Interior
There are two canonical subequations associated to each subequation F:
the monotonicity subquation MF ≡ {A : F +A ⊂ F}, and the asymp-
totic subequation
−→
F , which determines the appropriate strict boundary
convexity condition for existence in the Dirichlet problem. One of the main
points of this paper is to compute
−→
F θ for the SL subequation Fθ.
There are two approaches to defining and computing the asymptotic sube-
quation
−→
F for a general subequation F ⊂ Sym2(Rn). Both approaches are
enhancements of ideas from [CNS]. For the first approach we refer the reader
to [DD, Sec. 5] where a rather complete description of various cones which
lead to
−→
F is given, along with examples showing the necessity of the indirect
approach using these auxiliary cones. (In [DD]
−→
F is called the asymptotic
ray set of F .)
Actually it is better to define and compute the interior of
−→
F since it is
really this which determines the strict boundary convexity.
This second approach was given in [DDR]. It has two advantages. First
it is direct and does not require the auxiliary cones. Secondly, it defines the
interior of
−→
F , which we provisionally denote by
−→
Int F. Then
−→
F is defined to
be its closure. This is the approach taken here.
Definition 3.2. Given a subequation F the asymptotic interior of F is
defined to be
−→
Int F ≡ {A ∈ Sym2(Rn) : ∃  > 0 and t0 s.t. t(A− I) ∈ F ∀ t ≥ t0}.
The closure
−→
F of
−→
Int F is called the asymptotic subequation for F.
Proposition 3.3. Let F be a subquation which is 6= ∅ and not equal to
Sym2(Rn). Then
−→
Int F is an open cone with vertex at the origin, and it is
P-monotone. Its closure is a subequation −→F also 6= ∅ or Sym2(Rn). Finally,
the interior of
−→
F is equal to the provisional set
−→
Int F (i.e., Int
−→
F =
−→
Int F).
Proof. It is easy to see from its definition that
−→
Int F is a cone with vertex
at the origin and that it is P-monotone. Let
N(A) ≡ A− I + IntP (3.2)
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denote the “-neighborhood of A”. Then the definition of
−→
Int F can be
reformulated as
−→
Int F = {A : ∃  > 0 and t0 s.t. tN(A) ⊂ F ∀ t ≥ t0}. (3.3)
Now if A ∈ −→Int F, that is, tN ⊂ F for all t ≥ t0, then ∀B ∈ N 
2
(A),
we have tN 
2
(B) ⊂ tN(A) ⊂ F for all t ≥ t0, which proves that −→Int F is
open. If −I ∈ −→Int F, then from (3.3) we see that F = Sym2(Rn) contrary to
assumption.
Since Γ ≡ −→Int F is an open P-monotone set which is non-empty and not
equal to Sym2(Rn), the remainder of the proposition is a consequence of the
following more general fact.
Lemma 3.4. Suppose Γ is any open subset of Sym2(Rn) which is P-
monotone, i.e., Γ + P ⊂ Γ. Then there exists a unique subequation F ⊂
Sym2(Rn) with Γ = IntF , or otherwise said, F = Γ is a subquation, and Γ
is its interior. Moreover, if Γ 6= ∅, Sym2(Rn), then F 6= ∅, Sym2(Rn).
Proof. If A ∈ F ≡ Γ and P ≥ 0, then A = limj→∞Aj , Aj ∈ Γ and hence
A + P = limj→∞(Aj + P ) with Aj + P ∈ Γ, that is, the closure F of Γ is
P-monotone, i.e., F is a subequation.
Now Γ is an open set ⊂ F , hence Γ ⊂ IntF . Finally, suppose A ∈ IntF .
If A /∈ Γ, then (A− IntP) ∩ Γ = ∅. Otherwise, A− P ∈ Γ, P > 0⇒ A ∈ Γ.
Since A−IntP and Γ are open disjoint sets, A−IntP and F = Γ are disjoint.
However, A ∈ IntF ⇒ A − I ∈ F for  > 0 small, which contradicts this
intersections being empty.
Branches
Let λ1(A) ≤ · · · ≤ λn(A), or simply λ1 ≤ · · · ≤ λn, denote the ordered
eigenvalues of A ∈ Sym2(Rn). Recall that the kth branch of the Monge-
Ampe`re equation det(A) = 0 is the subequation Λk defined by
Λk ≡ {A : λk(A) ≥ 0} k = 1, ..., n. (3.4)
This construction extends to general equations g(A) = 0 where g(A) is a
degree m homogeneous polynomial on Sym2(Rn) which is G˚arding hyper-
bolic in the direction of the identity I (that is, all roots of g(tI + A) are
real for A ∈ Sym2(Rn)). The negatives of these roots are called the G˚arding
g-eigenvalues. The ordered g-eigenvalues λg1(A) ≤ · · · ≤ λgm(A) determine
the kth branches Λgk of the equation g(A) = 0 by
Λgk ≡ {A : λgk(A) ≥ 0} k = 1, ...,m. (3.5)
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The first (or principle) branch is the closure of the open convex cone Γ
defined by λgk(A) > 0 for all k. This open cone, Γ = IntΛ
g
1, is called the
G˚arding cone for g, and Γ = Λg1 is the closed G˚arding cone for g.
Two cases of this construction are pertinent to understanding strict bound-
ary convexity for the Special Langrangian potential equation. The first is
the branches
Λ1 ⊂ Λ2 ⊂ · · · ⊂ Λn (3.6)
of the Monge-Ampe`re equation g(A) ≡ det(A) = σn(A) = 0. Here the
g-eigenvalues of A are just the standard eigenvalues λ1, ..., λn of A. The
second is the set of branches
Λ
σn−1
1 ⊂ Λσn−12 ⊂ · · · ⊂ Λσn−1n−1 (3.7)
of the equation g(A) ≡ σn−1(A) = 0 (where σk is the kth elementary sym-
metric function of the eigenvalues of A).
The second case is complicated by the fact that the σn−1-eigenvalues,
λ
σn−1
k (A), cannot be computed in terms of the standard σn-eigenvalues
λ1, ..., λn of A. Note that for any hyperbolic polynomial g, after renor-
malization, we have
g(tI +A) = tm + σg1(A)t
m−1 + · · ·+ σgm−1(A)t+ σgm(A)
which defines the σgk(A)’s. As a result we have
σgm−1(A) =
1
m
d
dt
g(tI +A)
∣∣
t=0
,
so the eigenvalues of σgm−1(A) are the critical points of g(tI + A) which is
det(tI +A) in our case.
Although the σn−1-eigenvalues, λ
σn−1
k (A), cannot be computed in terms of
the standard eigenvalues of A, the condition λ
σn−1
k (A) ≥ 0 can be described
by inequalities involving these eigenvalues. This key result, Proposition 4.5,
was stated in the introduction and is proved near the end of Section 4.
Some General Results on the Pure Second-Order Dirichlet Problem
Here we recall what is known regarding the Dirichlet problem for an arbi-
trary subequation F ⊂ Sym2(Rn) (defined at the beginning of this section).
The results all apply to the equation Fθ. However, in Section 4 we get finer
results for Fθ by using Theorem 4.1 to implement the general results here.
Suppose Ω is a bounded domain in Rn, and X ⊂ Rn is an arbitrary open
subset.
Definition 3.5. A function h ∈ C(X) is ∂F-harmonic if h is F-subharmonic
and −h is F˜-subharmonic where F˜ = ∼ (−IntF) is the dual subequation.
(Note that ∂F = F ∩ (−F˜).)
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Definition 3.6. We say that existence for the (DP) for ∂F holds on
Ω if for all prescribed boundary functions ϕ ∈ C(∂Ω) there exists h ∈ C(Ω)
satisfying
(a) h
∣∣
Ω
is ∂F-harmonic, and
(b) h
∣∣
∂Ω
= ϕ.
Definition 3.7. We say that uniqueness for the (DP) for ∂F holds on
Ω if for all prescribed boundary functions ϕ ∈ C(∂Ω) there exists at most
one h ∈ C(Ω) satisfying (a) and (b).
Consider also the following stronger versions of existence and uniqueness.
Definition 3.8. If for all ϕ ∈ C(Ω) the Perron function
h(x) ≡ sup{u(x) : u ∈ USC(Ω), u is F-subharmonic, and u∣∣
∂Ω
≤ ϕ}
is in C(Ω) and satisfies (a) and (b), then we say that Perron existence
holds for ∂F on Ω.
Definition 3.9. If for all u, v ∈ USC(Ω) with u∣∣
Ω
F-subharmonic and v
∣∣
Ω
F˜-subharmonic,
u+ v ≤ 0 on ∂Ω ⇒ u+ v ≤ 0 on Ω,
then we say that comparison holds for F on Ω.
Obviously Perron existence implies existence, and comparison implies
uniqueness.
In [DD] comparison was shown to always hold.
THEOREM 3.10. (Comparison). For all bounded domains Ω ⊂ Rn
and u, v ∈ USC(Ω) with u∣∣
Ω
F-subharmonic and v
∣∣
Ω
F˜-subharmonic,
u+ v ≤ 0 on ∂Ω ⇒ u+ v ≤ 0 on Ω.
(See Remark 4.9 in [DD] for the proof that the definitions of F and F˜-
subharmonicity agree with the appropriate viscosity definitions.)
Theorem 3.10 applies to the SL-potential equation Fθ for arbitrary phase
θ (see (3.1b)), extending the result of [CNS] for (n−1)pi2 < θ < npi2 , and set-
tling the comparison/uniqueness question in the affirmative for all bounded
domains.
A second proof of Theorem 3.10 was given later in [DDR].
This leaves the existence question for F, which is also covered by the
following result of [DD].
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THEOREM 3.11. (Perron Existence). Suppose that Ω is a bounded
domain with smooth boundary ∂Ω. If, at each point of ∂Ω, the boundary is
both
F-strictly convex, and F˜-strictly convex, (3.8)
then Perron existence for ∂F holds on Ω.
The definition of strict convexity in (3.8) has many equivalent formula-
tions. The key is the asymptotic interior Int
−→
F of F (see Definition 3.2).
Here are two of the equivalent definitions of strict F-convexity for ∂Ω.
Let IIx,∂Ω denote the second fundamental form of ∂Ω with respect to the
interior unit normal n = nx, and let Pn be orthogonal projection onto the
line R · n. Then for each x ∈ ∂Ω, strict F-convexity is the requirement
that
IIx,∂Ω + tPn ∈ Int−→F for t 0, (3.9a)
This definition is equivalent to the following.
∃ ρ ∈ C∞(Ω) with Ω = {ρ < 0}, and ρ = 0 and ∇ρ 6= 0 on ∂Ω,
such that D2xρ ∈ Int
−→
F ∀x ∈ Ω.
(3.9b)
See [DD] Lemma 5.3 and Corollary 5.4 for the equivalence of (3.9a) and
(3.9b).
Summarizing by combining Theorems 3.10 and 3.11, we have for a general
subequation F ⊂ Sym2(Rn) the following.
THEOREM 3.12. (Dirichlet Problem). Suppose that Ω is a bounded
domain with C∞ boundary ∂Ω with is both F and F˜ strictly convex. Then
both Perron existence and comparison hold for F on Ω. In particular, both
existence and uniqueness hold for the F Dirichlet problem on Ω
In particular all this applies to the SL potential equation of arbitrary
phase. Now we come to the main new result of this paper.
4. Computing the Asymptotic Interior of Fθ
Phases (or Values) of the Special Langrangian Potential Operator
We now consider the operator f(A) ≡ tr{arctan(A)} defined on F ≡
Sym2(Rn). This operator f has values precisely in the open interval (−npi2 , npi2 ).
There are n− 1
Special Phases(orValues) : θk = (n−2k)pi
2
, k = 1, ..., n−1. (4.1)
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Removing these n−1 special values, the remaining set of values is the disjoint
union of n open
Phase Intervals : Ik =
(
(n− 2k)pi
2
, (n− 2(k − 1))pi
2
)
, k = 1, ..., n.
(4.2)
THEOREM 4.1. The asymptotic subequation
−→
F θ of Fθ, for θ ∈ (−npi2 , npi2 ),
is given as follows.
(1) If θ ∈ Ik (k = 1, ..., n), then
−→
F θ = Λk.
(2) If θk (k = 1, ..., n− 1) is a special value, then
−→
F θk = Λ
σn−1
k .
For the proof of both parts we will need the asymptotic expansion for
f(tA) as t→∞. For the proof of part (2) we will also need Proposition 4.5
below describing Λ
σn−1
k . Define
q(A) = the number of strictly negative eigenvalues of A. (4.3)
Lemma 4.2. Suppose A is non-degenerate (σn(A) 6= 0). Then
f(tA) = tr{arctan(tA)}
= (n− 2q(A))pi
2
− 1
t
σn−1(A)
σn(A)
+O
(
1
t3
)
as t→∞. (4.4)
Corollary 4.3. Suppose σn(A) 6= 0. Then
(1)
lim
t→∞ f(tA) = (n− 2q(A))
pi
2
, (4.5)
and if also σn−1(A) 6= 0, then
(2) f(tA) either strictly decreases to (n − 2q(A))pi2 or strictly increases
to (n − 2q(A))pi2 depending on whether σn−1(A) and σn(A) have opposite
signs or the same sign respectively.
Proof of Lemma 4.2. The asymptotic expansion for the arctan t as t→∞
is
arctan(t) =
pi
2
− 1
t
+
1
3t3
+ · · · as t→∞. (4.6)
(Note that arctan(t) and − arctan(1/t) have the same derivative so that
arctan(t) = pi/2−arctan(1/t), and for s > 0 small, arctan(s) = s− 13s3+· · · .)
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The number of strictly positive eigenvalues of A is n− q(A) since A has no
zero eigenvalues. Therefore,
f(tA) = tr{arctan(tA)} =
n∑
k=1
tr{arctan(tλk)}
= (n− 2q(A))pi
2
− 1
t
(
n∑
k=1
1
λk
)
+O
(
1
t3
)
.
Since
n∑
k=1
1
λk
=
σn−1(A)
σn(A)
,
this completes the proof.
Because of Definition 3.2 and Proposition 3.3, by taking closures/interiors
we have the following equivalent version of Theorem 4.1.
Theorem 4.1′.
(1)′ If θ ∈ Ik (k = 1, ..., n), then
−→
Int Fθ = IntΛk.
(2)′ If θk (k = 1, ..., n− 1) is a special value, then
−→
Int Fθk = IntΛ
σn−1
k .
We will make use of the following equivalent ways of defining the kth
branch of the equation detA = 0.
Lemma 4.4. One has that A ∈ Λk ⇐⇒ λk(A) ≥ 0 ⇐⇒ q(A) ≤
k − 1 ⇐⇒ q(A) < k ⇐⇒ (n − 2q(A))pi2 ≥ (n − 2(k − 1))pi2 ⇐⇒ (n −
2q(A))pi2 > (n − 2k)pi2 . One also has: A ∈ Λk+1 ∼ Λk ⇐⇒ k ≤ q(A) ≤ k,
i.e., q(A) = k.
Next note that for each A ∈ Sym2(Rn), σn(A− I) and σn−1(A− I) are
polynomials in , so that
{ > 0 : σn(A− I) = 0} and { > 0 : σn−1(A− I) = 0} are finite. (4.7)
Proof of Theorem 4.1′ (1)′. Now assume θ ∈ Ik, i.e., (n − 2k)pi2 < θ <
(n− 2(k − 1))pi2 .
If A ∈ IntΛk, then A ≡ A − I ∈ Λk for  > 0 small. By Lemma
4.4, we have A ∈ Λk ⇐⇒ (n − 2(k − 1))pi2 ≤ (n − 2q(A))pi2 . Hence,
θ < (n − 2q(A))pi2 . We can assume that A is non-degenerate by (4.7), so
we can apply Corollary 4.3 to obtain
θ < lim
t→∞ f(tA).
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In particular, there exists t0 such that f(t(A − I)) ≥ θ for all t ≥ t0 or
equivalently t(A − I) ∈ Fθ for all t ≥ t0. By Definition (3.2a) this proves
A ∈ −→Int Fθ.
Conversely, suppose A ∈ −→Int Fθ. Then by Definition (3.2a), there exists
 > 0 and t0 such that f(t(A − I)) ≥ θ for all t ≥ t0, but θ ∈ Ik ⇒
(n− 2k)pi2 < θ. By (4.7) we can assume σn(A− I) 6= 0, so Corollary 4.3(1)
applies to yield
(n− 2k)pi
2
< θ ≤ lim
t→∞ f(tA) = (n− 2q(A))
pi
2
.
By Lemma 4.4 this implies A = A − I ∈ Λk. Hence A ∈ IntΛk. This
proves (1)′ and hence (1).
To prove Part (2)′ we use Proposition 4.5 below.
Describing the Branches Λk and Λ
σn−1
k in Terms of
Roots and Critical Points
The kth branch Λk of det(A) was defined in (3.4) as the set {λk(A) ≥ 0},
k = 1, ..., n. The negatives of the eigenvalues of A will be referred to as the
roots of A. More precisely, we adopt the following definitions.
Let ` ≡ n− k for k = 1, ..., n and then
let r`+1
def
= −λk, for `+ 1 = 1, ..., n.
(4.8)
Consequently,
r1 ≤ · · · ≤ r`+1 ≤ · · · ≤ rn, ` = 0, ..., n− 1.
are the ordered roots. With this notation
Λk = {A : λk(A) ≥ 0} = {A : r`+1(A) ≤ 0} where k + ` = n (4.9a)
and
Λk+1 = {A : λk+1(A) ≥ 0} = {A : r`(A) ≤ 0} where k + ` = n
(4.9b)
In addition, their interiors are given by the corresponding strict inequalities,
and their boundaries by equality.
The roots rj(A) are the roots of the monic polynomial pA(t) ( or simply
p(t)) defined by
p(t) = det(tI +A) = tn + σ1(A)t
n−1 + · · ·+ σn(A)
=
n∏
k=1
(t+ λk) =
n∏
`=1
(t− r`)
(4.10)
As noted in Section 3
σn−1(tI +A) =
1
n
d
dt
det(tI +A) =
1
n
p′(t).
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Hence the roots of A for σn−1 are the critical points of p(t) = det(tI + A),
which we denote by c1(A) ≤ · · · ≤ c`(A) ≤ · · · ≤ cn−1(A). (It will not be
necessary to label their negatives which are the σn−1-eigenvalues of A.)
The same reasoning used to prove (4.9) provides a description of the kth
branch of σn−1 = 0 (now the degree is n − 1 instead of n) in terms of the
ordered critical points.
Λ
σn−1
k = {A : c`(A) ≤ 0} k + ` = n and k = 1, ..., n− 1. (4.11)
Again,strict inequality defines the interiors and equality defines the bound-
aries.
With the translations above from eigenvalues to roots and critical points,
we will make use of the following three elementary facts.
Fact 1.
r1 ≤ c1 ≤ r2 ≤ · · · ≤ r` ≤ c` ≤ r`+1 ≤ · · · ≤ cn−1 ≤ rn.
This fact implies the nesting
Λ1 ⊂ Λσn−11 ⊂ · · ·Λk ⊂ Λσn−1k ⊂ Λk+1 ⊂ · · · ⊂ Λn, 1 ≤ k ≤ n−1. (4.12)
The second elementary fact eliminates all but two of the possibilities for
r` ≤ c` ≤ r`+1.
Fact 2. Either r` < c` < r`+1 or r` = c` = r`+1, for ` = 1, ..., n− 1.
The third elementary fact is crucial.
Fact 3. Assume r` < c` < r`+1, Then
p(t)p′(t) > 0 on (r`, c`) and p(t)p′(t) < 0 on (c`, r`+1).
Proof of Fact 3. Note that p(t) 6= 0 on (r`, r`+1) and p′(t) 6= 0 on both
(r`, c`) and (c`, r`+1). In particular, p(c`) 6= 0. If p(c`) > 0, then p(t)
increases from 0 to p(c`) on (r`, c`), and hence p(t)p
′(t) > 0 on (r`, c`). If
p(c`) < 0, then p(t) decreases from 0 to p(c`) on (r`, c`), and hence again
p(t)p′(t) > 0 on (r`, c`). The proof that p(t)p′(t) < 0 on (c`, r`+1) is similar.
7L't
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Each of the sets Λ
σn−1
k and IntΛ
σn−1
k can be divided into the disjoint union
of the part in Λk and the part in the complement of Λk. We now compute
these pieces.
Proposition 4.5a. (The Parts that Lie in Λk). For all k = 1, ..., n we
have:
(i) Λ
σn−1
k ∩Λk = Λk,
(ii) (IntΛ
σn−1
k ) ∩Λk = (IntΛk+1) ∩Λk,
Proof. By (4.12) we have Λk ⊂ Λσn−1k , and so (i) follows.
For (ii) note first that by (4.12) we have IntΛ
σn−1
k ⊂ IntΛk+1 and therefore
that (IntΛ
σn−1
k ) ∩ Λk ⊂ (IntΛk+1) ∩ Λk. For the equality in (ii), assume
A ∈ (IntΛk+1) ∩Λk = {r` < 0} ∩ {r`+1 ≤ 0}. By Fact 1 we have r` ≤ c` ≤
r`+1 ≤ 0. Now c` = 0 is impossible, because this would imply c` = r`+1, and
by Fact 2 this would imply that r` = c` = r`+1 = 0, which contradicts the
assumption that r` < 0. This proves that r` < c` < r`+1 ≤ 0, which implies
that A ∈ IntΛσn−1k = {c` < 0}.
Now we compute the (∼ Λk)-part of Λσn−1k and IntΛσn−1k .
Proposition 4.5b. (The Parts that Lie in ∼ Λk). For all k = 1, ..., n
we have:
(i) Λ
σn−1
k ∩ (∼ Λk) = (Λk+1 ∼ Λk) ∩ {σnσj < 0}
where j is the largest integer 0 ≤ j ≤ n−1 with σj(A) 6= 0 (with σ0(A) def= 1).
(ii) (IntΛ
σn−1
k ) ∩ (∼ Λk) = (IntΛk+1 ∼ Λk) ∩ {σnσn−1 < 0}.
Proof. We begin with (i). Since Λ
σn−1
k is contained in Λk+1, the ∼ Λk-part
of Λ
σn−1
k is equal to its intersection with Λk+1 ∼ Λk = {r` ≤ 0 < r`+1}.
Since r` 6= r`+1 here, we have from Fact 2 that
Λk+1 ∼ Λk = {r` ≤ 0 < r`+1} ∩ {r` < c` < r`+1}. (4.13)
Intersecting with Λ
σn−1
k we have
Ek
def
= Λ
σn−1
k ∩ (∼ Λk) = Λσn−1k ∩ (Λk+1 ∼ Λk) = {r` < c` ≤ 0 < r`+1}
(4.14)
In particular 0 is not a root of p(t) so that
p(0) = σn(A) 6= 0 for A ∈ Ek. (4.15)
Now by Fact 3 we have
Ek = (Λk+1 ∼ Λk) ∩ {A : pA(t)p′A(t) < 0 on (c`, r`+1)}. (4.16)
Set σ0(A)
def
= 1 and let jA (or j) denote
the largest integer 0 ≤ j ≤ n− 1 with σj(A) 6= 0.
(4.17)
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Then we have the Taylor expansion
pA(t) = σn(A) + t
n−jσj(A) + tn−j+1σj−1(A) + · · ·+ tn.
Consequently, pA(t)p
′
A(t) < 0 for 0 < t small ⇐⇒ σn(A)σj(A) < 0. By
(4.15) we have that σn(A) 6= 0. This proves Part (i).
Note: If c` < 0, then 0 ∈ (c`, r`+1) so that p(t)p′(t) < 0 on (c`, r`+1) is
equivalent to σn(A)σn−1(A) = p(0)p′(0) < 0. The expansion is only needed
for the proof if c` = 0.
For Part (ii) note that since IntΛ
σn−1
k ⊂ IntΛk+1, we have
IntΛ
σn−1
k ∩ (∼ Λk) = IntΛσn−1k ∩ (IntΛk+1 ∼ Λk),
which equals
{c` < 0} ∩ {r` < 0 < r`+1}.
By Fact 2, r` 6= r`+1 implies r` < c` < r`+1. Therefore,
(IntΛ
σn−1
k ) ∩ (∼ Λk) = {r` < c` < 0 < r`+1}
This is a subset of Ek defined above. Since by (4.16) we have
Ek = (Λk+1 ∼ Λk) ∩ {A : pA(t)p′A(t) < 0 on (c`, r`+1)}
and since 0 ∈ (c`, r`+1) we have pA(0)p′A(0) = σn(A)σn−1(A) < 0, proving
that
(IntΛ
σn−1
k )∩(∼ Λk) ⊂ (IntΛk+1 ∼ Λk) ⊂ (IntΛk+1 ∼ Λk)∩{σnσn−1 < 0}.
Now suppose A is an element of the R.H.S., i.e., assume r` < 0 < r`+1, so
by Fact 2, r` < c` < r`+2 and p(0)p
′(0) < 0. Then by Fact 3, 0 ∈ (c`, r`+1)
proving that c` < 0, i.e., that A ∈ IntΛσn−1k . This proves Part (ii).
Combining (i) and (ii) we have that the piece of the boundary ∂Λ
σn−1
k
contained in ∼ Λk is given by (iii).
To complete the proof of Theorem 4.1′ we must prove (2)′.
Proof of Theorem 4.1′ (2)′. First we prove that IntΛσn−1k ⊂
−→
Int Fθk . If
A ∈ IntΛσn−1k , then for  > 0 small, A ≡ A − I ∈ IntΛσn−1k . Proposition
4.5 part (ii) gives two possibilities for A. In both cases we will show that
A ∈ −→Int Fθk .
First suppose A is in the Λk piece of IntΛ
σn−1
k . Then A 2 = A +

2I ∈
IntΛk. By (1)
′, A 
2
∈ −→Int Fθ for all θ ∈ Ik. But θk is the left endpoint of Ik.
Hence, picking θ ∈ Ik, we have that θk < θ so that −→Int Fθ ⊂ Int−→F θk , proving
that A 
2
, and hence A = A 
2
+ 2I is in
−→
Int Fθk .
Secondly, suppose A is in the ∼ Λk-piece of IntΛσn−1k . Then by Proposi-
tion 4.5b(ii) A ∈ (IntΛk+1 ∼ Λk) ∩ {σnσn−1 < 0}. Since A ∈ Λk+1 ∼ Λk,
Lemma 4.4 says that q(A) = k. Since σn(A)σn−1(A) < 0, we have by
Corollary 4.3(2), that f(tA) strictly decreases to (n−2q(A))pi2 = (n−2k)pi2
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as t↗∞. Thus tA ∈ Fθk for all t > 0, which, by Definition 3.2 of
−→
Int Fθk ,
proves that A ∈ −→Int Fθk .
It remains to show that
−→
Int Fθk ⊂ IntΛσn−1k , so suppose A ∈
−→
Int Fθk . Then
by definition we have lim inft→∞ f(tA) ≥ θk for some  > 0 small. By (4.7)
we can consider  > 0 with σn−1(A) 6= 0 and σn(A) 6= 0, and apply Lemma
4.2 to conclude that
θk ≡ (n− 2k)pi
2
≤ lim inf
t→∞ f(tA) = (n− 2q(A))
pi
2
.
This is one of the equivalent ways of saying that A ∈ Λk+1. By decreasing
 we have A ∈ IntΛk+1. If A ∈ Λk ∩ (IntΛk+1), then A ∈ IntΛσn−1k by
Proposition 4.5a(ii). Otherwise, A ∈ IntΛk+1 ∼ Λk, so by Lemma 4.4,
q(A) = k. By Corollary 4.3(2), if σn−1(A) and σn(A) have the same sign,
then f(tA) strictly increases to (n−2k)pi2 = θk. This contradicts Definition
3.2 which says that A ∈ −→Int Fθk ⇐⇒ f(tA) ≥ θk ∀ t ≥ t0. Therefore,
σn−1(A) and σn(A) have opposite signs, which proves that A ∈ IntΛσn−1k
by Proposition 4.5b(ii).
This completes the proof of Theorems 4.1′ and 4.1.
From Theorem 4.1 and Proposition 4.5 we have the following.
THEOREM 4.6. The interior of Λ
σn−1
k is given as follows.
(1) If θ ∈ Ik (k = 1, ..., n), then
Int
−→
F θ = IntΛk ≡ {A ∈ Sym2(Rn) : λk(A) > 0}.
(2) If θk (k = 1, ..., n− 1) is a special value, then
Int
−→
F θk = {IntΛk+1 ∩Λk} ∪ E?k
where
E?k ≡ (IntΛk+1 ∼ Λk) ∩ {σn−1(A)σn(A) < 0}
Second proof of Proposition 4.5 part (i) We give here a alternative
proof which is based on Lemma A.1 in [HP2]. Let
p(t) =
n∏
k=1
(t+ λk(A)) = t
n + σ1(A)t
n−1 + σ2(A)tn−2 · · ·+ σn(A)
be the monic polynomial associated to A ∈ Sym2(Rn) as above. Define
σ0(A) = 1 and set σ(A) ≡ (1, σ1(A), ..., σn(A)). Let σ˜(A) denote the possi-
bly shorter tuple where all the zero entries are removed. Define
Var(σ˜(A)) ≡ the number of (strict) sign changes in σ˜(A).
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Lemma A.1. The kth branch of {p = 0} equals {A : Var(σ˜(A)) ≤ k − 1}.
In particular, with p(t) ≡ det(tI +A),
Λk+1 ∼ Λk = {A : Var(σ˜(A)) = k}. (4.18)
This Lemma also applies to the monic polynomial
1
n
p′(t) ≡ tn−1 + n− 1
n
σ1(A)t
n−2 + · · ·+ 1
n
σn−1(A)
proving that
Λ
σn−1
k ≡ {A : Var(α˜(A)) ≤ k − 1}
where α(A) ≡ (1, σ1(A), ..., σn−1(A)).
(4.19)
(The coefficients in this polynomial 1np
′(t) have been normalized in the def-
inition of α(A), without changing their signs or their being zero.) Note
that
σ˜(A) =
{
α˜(A) if σn(A) = 0
(α˜(A), σn(A)) if σn(A) 6= 0
(4.20)
In particular, Var(α˜(A)) ≤ Var(σ˜(A)) ≤ Var(α˜(A)) + 1. This proves that
Λk ⊂ Λσn−1k ⊂ Λk+1 and hence Proposition 4.5a(i). To prove Proposition
4.5b(i) that Λ
σn−1
k ∩ (Λk+1 ∼ Λk) = {A : σn(A) 6= 0 and σj(A)σn(A) < 0}
first note that if A ∈ Λσn−1k , i.e., Var(α˜(A)) ≤ k − 1, then in order for
A ∈ Λk+1 ∼ Λk, i.e., Var(σ˜(A)) = k, one must have σn(A) 6= 0.
Now α˜(A) = (1, ..., σj(A)) where j is the largest integer ≤ n − 1 such
that σj(A) 6= 0 and σ(A) = (1, ..., σj(A), σn(A)) if A ∈ Λk+1 ∼ Λk. Now
A ∈ Λσn−1k ∩ (Λk+1 ∼ Λk) ⇐⇒ σn(A) 6= 0 and Var(σ˜(A)) = Var(α˜(A))+1,
so that σn(A) 6= 0, σj(A) 6= 0 and σj(A)σn(A) < 0.
5. The Refined Dirichlet Problem for Fθ
Theorem 3.12 recalled the general result which applies to the Dirichlet
problem for the equation Fθ. In this section we will get a deeper result by
using our explicitly computed asymptotic interiors for Fθ.
We begin with the following note. In general for the Dirichlet problem we
require that the boundary be strictly F and F˜ convex at each point. (See
Theorem 3.12 for example.) However, for the subequation Fθ only one of
these is necessary. Since arctanx is odd, it is easy to compute that the dual
F˜θ = F−θ, and hence (5.1)
−→˜
Fθ =
−→
F−θ. (5.2)
(Recall the definition of strict F-convexity from (3.9).)
30 F. REESE HARVEY AND H. BLAINE LAWSON, JR.
If 0 ≤ θ < npi2 , then
F−θ ⊃ Fθ, and hence
−→˜
Fθ =
−→
F−θ ⊃ −→F θ, (5.3)
that is,
∂Ω is strictly Fθ-convex ⇒ ∂Ω is strictly F˜θ-convex (5.4)
Hence,
in applying Theorem 3.11 or Theorem 3.12 to F = Fθ,
one need only hypothesize that ∂Ω is strictly F|θ|-convex.
(5.5)
Note that since F˜θ = F−θ, we may assume in analyzing the Dirichlet
problem, that θ ≥ 0. For if θ < 0, we simply consider the equivalent problem
given by replacing Fθ with F˜θ.
Combining these remarks and Theorem 4.1 with Theorem 3.12 yields one
of the main results of this paper – part (b) below. Part (a) follows from
Theorem 3.10.
THEOREM 5.1.
(a) Comparison holds for Fθ for all θ ∈ (−npi2 , npi2 ) on all bounded domains
Ω ⊂ Rn.
(b) Suppose Ω has a smooth boundary ∂Ω, and assume w.l.o.g. that
θ ≥ 0.
Case (1): If θ ∈ Ik for some integer k,
then assume that ∂Ω is strictly
−→
F θ = Λk-convex.
Case (2): If θ = θk is a special value,
then assume that ∂Ω is strictly
−→
F θk = Λ
σn−1
k -convex.
Then Perron existence holds for Fθ on Ω.
We remind the reader of the geometric characterizations of these boundary
convexity hypotheses given in Theorem 2.1.
6. The Inhomogeneous Dirichlet Problem for the SL Poten-
tial Operator
We now consider the Dirichlet problem for tr{arctan(D2xu)} = ψ(x).
Inhomogeneous equations of this sort were studied in [IDP] where the
following was introduced. An operator f , such as f(A) = tr{arctan A}, is
said to be tamable on a subequation F if there exists χ : f(F)→ R strictly
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increasing, such that g(A) ≡ χ(f(A)) is tame on F where “tame” means
that for all t > 0 there exists c(t) > 0 such that
g(A+ tI)− g(A) ≥ c(t) ∀A ∈ F. (6.1)
For tamable operators there are nice results for the Dirichlet problem [IDP].
The following result was inspired by the paper of Collins, Picard and Wu
[CPW].
THEOREM 6.1. If (and only if) the phase θ belongs to the highest
phase interval I1 = ((n − 2)pi2 , npi2 ), then the SL potential operator f(A) =
tr{arctan A} is tamable on Fθ. More specifically, tan{ 1nf(A)} is tame on
f−1{[(n − 2)pi2 + δ, npi2 )} ≡ Fθ where θ ≡ (n − 2)pi2 + δ with δ > 0. (The 1n
factor is a matter of convenience and not necessary here.)
Note that
−→
F θ = P if θ ∈ I1 by Theorem 4.1, and hence the appropriate
boundary convexity is just ordinary strict convexity. By Theorem 2.7′ in
[IDP], Theorem 6.1 gives a different proof of Part A of the following.
THEOREM 6.2.
A. (S. Dinew, H.-S. Do and T. D. Toˆ [DDT]) Suppose Ω is a
bounded domain with smooth strictly convex boundary ∂Ω. Then for any
inhomogeneous term ψ ∈ C(Ω) with values ψ(Ω) ⊂ ((n− 2)pi2 , npi2 ) and any
boundary function ϕ ∈ C(∂Ω), there exists a unique solution u ∈ C(Ω) to
tr
{
arctan(D2xu)
}
= ψ(x) on Ω with u
∣∣
∂Ω
= ϕ. (6.2)
B. (M. Cirant and K. Payne [CP, Thm. 6.18]) Let Ω ⊂⊂ Rn be a
domain and consider an inhomogeneous term ψ ∈ C(Ω) with values in Ik,
i.e.
ψ(Ω) ⊂ Ik =
(
(n− 2k)pi
2
, (n− 2(k − 1)pi
2
)
for some k with 1 ≤ k ≤ n. Then comparison holds for the subequation
Fψ ⊂ Ω× Sym2(Rn) given by
Fψ ≡ {(x,A) : tr{arctan A} ≥ ψ(x)}
C. Let Ω ⊂⊂ Rn be a domain with smooth boundary which is strictly
min{k, n − k + 1}-convex (by Definition 2.2). Let ψ ∈ C(Ω) be as in Part
B. Then there exists a unique solution u ∈ C(Ω) to the Dirichlet problem
(6.2) for all continuous boundary values ϕ ∈ C(∂Ω).
Proof of Part C. This follows from Part B together with Theorem 13.3 in
[DDR] and Theorem 2.1 above.
Part C is the best known result on the inhomogeneous Dirichlet problem
in the continuous case.
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A smooth version of Part A was proved (prior to Theorem 6.2) in [CPW].
THEOREM 6.3. (Collins, Picard and Wu). Suppose Ω is a bounded
domain with smooth strictly convex C4 boundary ∂Ω. Consider an inhomo-
geneous term ψ ∈ C2(Ω) with values ψ(Ω) ⊂ I1 ≡ ((n − 2)pi2 , npi2 ) and any
boundary function ϕ ∈ C4(∂Ω). Suppose there exists a function u ∈ C4(Ω)
which is a subsolution on Ω and satisfies u = ϕ on ∂Ω. Then there exists
a unique C3,α(Ω) solution u to the Dirichlet problem (6.2). If all data are
C∞, so is u.
This problem has a nice geometric meaning, given in the following propo-
sition. The result was stated in [CG; (2.19)], with proof left to the reader.
Since this paper is solely concerned with the SL Potential equation, we have
given a proof in Appendix A (See Proposition A.1 and Corollary A.2).
Proposition 6.4. Let L be an Lagrangian submanifold of Rn ⊕ Rn ∼=
Rn ⊕ iRn = Cn. Assume L is a graph over a domain in Rn ⊕ {0} and is
oriented by x1, ..., xn. Set dz ≡ dz1 ∧ · · · ∧ dzn. Then
dz
∣∣
L
= eiθdvolL,
and
∇θ = −JH
where H is the mean curvature vector of L, and J is the complex structure.
Corollary 6.5. Let u be the solution of the inhomogeneous SL equation
(5.2) which is C2 on Xopen ⊂ Rn. Let L be the graph of ∇u in X ×Rn. Let
ψ˜ be the pull-back of ψ to L. Then
∇ψ˜ = −JH.
Thus, a C2 solution of (6.2) is giving a Lagrangian submanifold whose mean
curvature vector H is
H = −J∇ψ˜ on L
Proof. The function θ is just tr{arctanD2u} pulled back to L.
This result was generalized by Micah Warren to a family of operators and
associated Lagrangian graphs which he found in his thesis. For this see (6.7)
in [Wa].
Open Question: It is unclear whether or not some version of Theorem 6.2
remains true for all possible inhomogeneous terms ψ ∈ C(Ω), i.e., ψ’s taking
values in (a compact subset of) the open interval (−npi2 , npi2 ).
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Proof of Theorem 6.1 Set δ ≡ θ − (n − 2)pi2 > 0. Adopt the notation
h′(A) ≡ ddth(A+ tI)
∣∣
t=0
. Set
g(A) ≡ χ(f(A)), where χ(x) ≡ tan
(x
n
)
.
It suffices to show that for some c > 0
g′(A) ≥ c ∀A ∈ Fθ. (6.3)
Let λ1 ≤ · · · ≤ λn denote the ordered eigenvalues of A. Then f(A) =∑n
j=1 arctan(λj), and hence
f ′(A) =
n∑
j=1
1
1 + λ2j
. (6.4)
Therefore we have
g′(A) = χ′(f(A))
n∑
j=1
1
1 + λ2j
. (6.5)
Case 1: A > 0. Since 0 < λ1 ≤ λ2 ≤ · · ·λn we have f(A) =
∑
j arctan(λj) ≥
n arctan(λ1) > 0. Now
χ′(x) =
1
n
(
1 + tan2
(x
n
))
=
1
n
(
1 + χ2 (x)
)
. (6.6)
Moreover, χ′(x) is strictly increasing in x for x ≥ 0. Hence,
χ′(f(A)) ≥ χ′(n arctanλ1) = 1
n
(
1 + tan2(arctanλ1)
)
=
1
n
(1 + λ21).
Hence, we have
g′(A) = χ′(f(A))
n∑
j=1
1
1 + λ2j
≥ 1
n
(1 + λ21)
n∑
j=1
1
1 + λ2j
≥ 1
n
.
Case 2: λ1 ≤ 0. Suppose we can show that θ ∈ I1 implies that
− tan
(pi
2
− δ
)
≤ λ1(A). (6.7)
Note that
f ′(A) =
n∑
j=1
1
1 + λ2j
≥ 1
1 + λ21
.
Since λ1 ≤ 0, (6.7) implies that λ21 ≤ tan2(pi2 − δ), and hence 1/(1 + λ21) ≥
1/(1 + tan2(pi2 − δ)). Therefore,
f ′(A) ≥ 1
1 + tan2
(
pi
2 − δ
) . (6.8)
34 F. REESE HARVEY AND H. BLAINE LAWSON, JR.
Note that by (6.6) we have χ′(x) ≥ 1n . Therefore,
g′(A) = χ′(f(A))f ′(A) ≥
1
n
1 + tan2
(
pi
2 − δ
) .
In Case 1 the lower bound 1n is larger than here. Therefore (6.3) follows
with c−1 ≡ n(1 + tan2(pi2 − δ)) if we show (6.7). This is immediate from the
following.
Lemma 6.6. If A ∈ Fθ and (n− 2)pi2 < θ < npi2 , i.e., θ ∈ I1, then
(1) A must have at least n− 1 strictly positive eigenvalues, and
(2) if A has a negative eigenvalue, then with δ ≡ θ − (n− 2)pi2
− tan
(pi
2
− δ
)
< λ1(A).
Proof of (1). Let p(A) ≡ #{λj > 0}. Then
(n− 2)pi
2
< θ ≤
n∑
j=1
arctan λj ≤
∑
λj>0
arctan λj < p(A)
pi
2
.
Hence, n− 2 < p(A).
Proof of (2). Note that
(n− 2)pi
2
+ δ ≡ θ ≤
∑
λj>0
arctan λj − arctan(−λ1) < (n− 1)pi
2
− arctan(−λ1),
and hence arctan(−λ1) < pi2 − δ so that −λ1 < tan(pi2 − δ).
This complete the proof of the “if” part of Theorem 6.1.
Note: As an immediate consequence of Lemma 6.6, if θ belongs to the top
phase interval I1, then each Fθ-subharmonic function is quasi-convex, in fact
tan(pi2 − δ)-quasi-convex.
The “only if” part of Theorem 6.1 was proved in [IDP, Prop. 6.19]. We
include the proof here for the reader’s convenience.
Lemma 6.7. The operator f(A) ≡ tr{arctan(A)} is not tamable on Fθ ≡
{A : f(A) ≥ θ} for θ ≤ (n− 2)pi2 .
Proof. Consider A with λ1(A) << 0 and λk(A) >> 0 for k > 1. We can
always choose these values so that f(A) = (n− 2)pi2 . As the absolute value
of the eigenvalues becomes very large the derivative of f(A) goes to zero.
Hence, no matter which smooth function χ one chooses, the composition
χ ◦ f will have derivatives going to zero at these points, since χ′(f(A)) will
not go to ∞ unless f(A) goes to npi2 .
This completes the proof of Theorem 6.1.
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7. A Generalized Version of the Main Theorem 4.1.
The main results in this paper hold with the eigenvalues of A replaced by
the G˚arding eigenvalues of A. We refer to the introduction for definitions
and statements. Let g be a G˚arding-Dirichlet polynomial of degree m with
ordered G˚arding eigenvalues λgk and associated branches Λ
g
k ≡ {λgk ≥ 0}, for
k = 1, ...,m. One has
g(tI +A) = g(I)
m∏
k=1
(t+λgk(A)) = g(I)
(
tm + σg1(A)t
m−1 + · · ·+ σgm(A)
)
.
The derivative g′(A) ≡ 1m ddtg(tI +A)
∣∣
t=0
. is a G˚arding-Dirichlet polynomial
of degree m − 1 whose eigenvalues λg′k are the critical points of g(tI + A).
Note that
σm(A) = g(A) and σ
g
m−1(A) = g
′(A). (7.1)
We begin by looking at the asymptotic expansion of the g-SL potential
operator.
Lemma 7.1. Suppose g(A) 6= 0. Then
fg(tA) ≡
m∑
k=1
arctanλgk(tA)
= (m− 2q(A))pi
2
− 1
t
g′(A)
g(A)
+ O
(
1
t3
)
as t→∞.
where q(A) now denotes the number of strictly negative g-eigenvalues of A.
Proof. Note from the first display above that λgk(tA) = tλ
g
k(A) and so
fg(tA) =
∑m
k=1 arctan(t λ
g
k(A)). Since g(A) = λ
g
1(A) · · ·λgm(A) 6= 0, all
the eigenvalues are non-zero, and so the difference between the number of
strictly positive eigenvalues and the number of strictly negative ones is (m−
q(A)) − q(A) = m − 2q(A). The proof is now the same as that of Lemma
4.2.
Corollary 7.2. Suppose g(A) 6= 0. Then Corollary 4.3 holds with f(tA)
replaced by fg(tA).
Now Generalized Theorem 4.1 can be rephrased as Generalized Theo-
rem 4.1′ exactly as Theorem 4.1 was rephrased as Theorem 4.1′. Also the
analogue of Lemma 4.4 holds here.
The next step is to generalize Proposition 4.5. Here the statement and
arguments are essentially identical to those in Section 4. We state the part
concerning the interior, since that is what is important for the Dirichlet
problem
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Proposition 7.3. For k = 1, ...,m, the set IntΛ
σgm−1
k is a disjoint union
IntΛ
σgm−1
k = (IntΛ
g
k+1 ∩Λgk) ∪ Ek where
Ek ≡ (IntΛgk+1 ∼ Λgk) ∩ {σgm−1(A)σgm(A) < 0}.
The remainder of the proof of Generalized Theorem 4.1′ follows exactly
the argument given for the “Proof of Theorem 4.1′ (2)′” in Section 4.
The SL Curvature Operator
for the Second Fundamental Form of the Graph
Here we include some brief remarks on another way to diversify the SL
operator by looking at the second fundamental form of the graph of a scalar
function u. For this operator very little is known concerning uniqueness (for
the (DP)). However, our result establishing the appropriate strict boundary
convexity carries over and provides existence for the broad class of appro-
priately “pseudo-convex” domains.
Definition 7.4. (The SL-Curvature Operator). Given a smooth func-
tion u on an open subset X ⊂ Rn, let κ1(x), ..., κn(x) denote the principal
curvatures of it graph M ⊂ Rn+1. Replacing the eigenvalues of D2xu in (1.1),
by these principal curvatures, yields the SL-curvature operator SLcurv
defined by (7.2) below.
This operator was first studied by Graham Smith. In [GS1] he restricts
to functions u with D2u > 0 and θ ∈ [(n − 1)pi2 , npi2 ), and he looks at the
number ρ such that
∑
j arctan{ρκj} = θ. When θ = (n − 1)pi2 , he gives a
very nice geometric interpretation of this “curvature” ρ (see (i)–(iii) on page
59 of [GS1]).
As noted in [DDR, Sec. 11.5], using jet variables p = Dxu and A = D
2
xu,
if we define
Ep = Pp⊥ +
1√
1 + |p|2Pp = I −
|p|2√
1 + |p|2(1 +√1 + |p|2)Pp, (7.1)
then
II(u) ≡ 1√
1 + |p|2EpAEp
is the second fundamental form of the graph M of u, so that its eigenvalues
are the principal curvatures κ1, ..., κn of M . Thus
SLcurv(p,A) ≡ tr {arctan II(u)} =
n∑
j=1
arctanκj . (7.2)
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For phases θ in the allowable range −npi2 < θ < npi2 ,
Fθ ≡ {(p,A) : SLcurv(p,A) ≥ θ} (7.3)
is a subequation, which is constant coefficient and reduced, but not pure
second order. The positivity requirement, that SLcurv(A+ P ) ≥ SLcurv(A)
for P ≥ 0, follows from the fact that 〈EpPEpx, x〉 = 〈P (Epx), Epx〉 so that
P ≥ 0⇒ EpPEp ≥ 0.
In fact for each fixed p ∈ Rn,
g(A) ≡ det
(
1√
1 + |p|2EpAEp
)
= det(II(u)) (7.4)
is a G˚arding/Dirichlet polynomial in A whose eigenvalues (the negatives of
the roots of det (tI + EpAEp)) are the curvatures κ1(p,A), ..., κn(p,A). In
particular, Fθ fibres over Rn, with fibre at p given by the pure second-order
subequation
(Fθ)p = 1
1 + |p|2EpFθEp, i.e.
(p,A) ∈ Fθ ⇐⇒ B ≡ (1 + |p|2)E−1p AE−1p ∈ Fθ.
(7.5)
In addition, the fibres of the interior are the interiors of the fibres. Con-
sequently, the asymptotic interior
−→
IntFθ can be computed fibrewise with
the answer given by Theorem 4.1′. This gives the following optimal pseu-
doconvexity result for the SL curvature operator. The proof is left to the
reader.
Theorem 4.1′ for the SL Curvature Operator. Let Lk be the set
where the kth ordered eigenvalue κk(p,A) is ≥ 0. Let Lσn−1k also be defined
in analogy with section 3.
(1)′ If θ ∈ Ik (k = 1, ..., n), then
−→
IntFθ = IntLk.
(2)′ If θk (k = 1, ..., n− 1) is a special value, then
−→
IntFθk = IntLσn−1k .
Given θ ∈ (−npi2 , npi2 ), consider the (DP) for Fθ on a domain Ω ⊂⊂ Rn
with general boundary function ϕ ∈ C(∂Ω). None of the available compari-
son techniques seem to apply. Thus:
Comparison for Fθ remains an interesting open question. (7.6)
What we do know from [DDR] can be outlined as follows. From Definition
8.2 and Theorem 10.1 in [DDR] we have:
A weak form of comparison holds. (7.7)
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Assume that ∂Ω is smooth and strictly F|θ|-convex. Then from Theorem
13.4 in [DDR]:
Existence holds for the Fθ (DP) on Ω for all ϕ ∈ C(∂Ω), (7.8)
and from Theorem 12.7 in [DDR]:
All solutions for the Fθ (DP) on Ω for ϕ ∈ C(∂Ω).
are squeezed between a maximal solution and a minimal solution,
namely the two Perron solutions.
(7.9)
Remark 7.5. (Radial Harmonics). Suppose u(x) ≡ ψ(|x|), r ≡ |x| is
a radial solution to SLcurv(Dxu,D
2
xu) = θ. Then p = Dxu = ψ
′(r)xr and
A = D2xu =
ψ′(r)
r Px⊥ + ψ
′′(r)Px. Note that A commutes with Ep. Set
y(r) ≡ ψ′(r). One computes that
1√
1 + |p|2EpAEp =
1√
1 + y2
y
r
Px⊥ +
y′
(1 + y2)
3
2
Px. (7.10)
Hence the principal curvatures of the graph of ψ(|x|) are:
1
r
y√
1 + y2
with multiplicity n− 1 and y
′
(1 + y2)
3
2
with multiplicity 1.
It follows that:
0 = Im
e−iθ(1 + i y
r
√
1 + y2
)n−1(
1 + i
y′
(1 + y2)
3
2
)
=
1
nrn−1
d
dr
Im
(
e−iθ
(
r + i
y√
1 + y2
)n) (7.11)
since ddr
y√
1+y2
= y
′
(1+y2)
3
2
.
This proves that SLcurv(Dxu,D
2
xu) = θ implies
Im
(
e−iθ
(
r + i
y√
1 + y2
)n)
= c a constant. (7.12)
Compare this with the calculation in [CG] pp. 99-100 that if SL(D2xu) = θ,
then Im(r + iy)n = c, a constant.
We leave it to the reader to calculate some low dimensional cases.
8. Results on Riemannian Manifolds.
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Via the work in [DDR] the results above can be carried over to fairly
general spaces. Let Ω ⊂⊂ X be a domain with smooth boundary in a rie-
mannian n-manifold, and let Hessu ∈ C∞(Sym2(T ∗(X)) be the riemannian
Hessian. Then for C2-functions u the SL potential operator
f(Hessu) = tr{arctan(Hessu)}
makes sense and extends to upper semi-continuous functions. For θ ∈
(−npi2 , npi2 ) we have the subequation Fθ on X and the associated equation
∂Fθ. These equations are locally jet-equivalent to the constant coefficient
equations discussed above, and so the work in [DDR] applies.
The strict boundary convexity assumption on the second fundamental
form, analyzed in Section 4, carries over directly to ∂Ω. We assume this is
satisfied, and that there exists a smooth convex function defined on X.
THEOREM 8.1. [DDR]. For each ϕ ∈ C(∂Ω) there exists a unique so-
lution u ∈ C(Ω) to the Dirichlet problem, i.e., u is an Fθ-harmonic function
on Ω and u
∣∣
∂Ω
= ϕ.
This extends more generally as follows. Let X be a riemannian n-manifold
with a topological G-structure for a compact group G ⊂ O(n). Let g be a
G-invariant G˚arding-Dirichlet polynomial of degree m on Sym2(Rn). Then
we have a well defined SL potential operator
fg(Hessu) =
m∑
k=1
arctan{λgk(Hessu)}
where λgk(A) are the G˚arding eigenvalues of A. We have the subequation F
g
θ
for θ ∈ (−mpi2 ,mpi2 ) and its associated equation. We suppose that X carries
a smooth strictly Γ-subharmonic function where Γ is the G˚arding cone for
g.
THEOREM 8.2. Suppose that ∂Ω satisfies the strict boundary convexity
hypothesis for Fgθ. Then for each ϕ ∈ C(∂Ω) there exists a unique solution
u ∈ C(Ω) to the Dirichlet problem, i.e., u is an Fgθ-harmonic function on Ω
and u
∣∣
∂Ω
= ϕ.
Example 8.3. Suppose (X,J) is an almost complex riemannnian man-
ifold where J is orthogonal. Then we can take g(A) = detC(AC) where
AC ≡ 12(A − JAJ). Here the Γ-subharmonic functions are exactly the
plurisubharmonic functions. This gives solutions to the complex SL po-
tential equation. There is a quaternionic analogue. One also has in the
complex case the Lagrangian Monge-Ampe`re operator discussed in [Lag].
Appendix A. A Geometric Interpretation of the Inhomogeneous DP.
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The equation (A.1) below appeared as equation (2.18) in [CG]. We left the
proof as a exercise for the reader. However, this equation has an immediate
consequence for the Dirichlet problem for the inhomogeneous SL equation
(A.2), which is discussed in Section 5. This is given in Corollary A.2. It
may have gone unnoticed and seems not to be well understood. For the
convenience of the reader we give the proof of equation (2.18) in [CG] here.
Proposition A.1. Let X be a Calabi-Yau manifold of complex dimension
n. Let Φ be the parallel (n, 0)-form normalized so that ReΦ has comass 1.
Given L ⊂ X an oriented Lagrangian submanifold, define the phase θ mod
2pi by
Φ
∣∣
L
= eiθdvolL.
Then for any tangent vector field V on L, we have
V θ = 〈JV,H〉,
that is
∇θ = −JH (A.1)
where H is the mean-curvature vector field of L, and J is the complex
structure on X.
Proposition A.1 has the following immediate implication for the inhomo-
geneous SL potential equation tr
{
arctan(D2xu)
}
= ψ(x). Let z ≡ x+ iy ∈
Rn ⊕ iRn = Cn
Corollary A.2. Suppose L ≡ {(x,∇u(x)) : x ∈ Ω} is the graph of the
gradient of u ∈ C2(Ω) over a domain Ω ⊂ Rn. Then the inhomogeneous
term
θ(x) ≡ tr{arctanD2xu} , (A.2)
considered as a function on L, is the phase function for L. Thus it has
gradient related to the mean curvature vector field H of L by
∇θ = −JH on L. (A.3)
Otherwise said, if u is a solution to the equation
tr
{
arctan(D2xu)
}
= ψ(x)
on Ω, with ψ(x) smooth, then
∇ψ˜ = −JH on L (A.3)
where ψ˜ is the pull-back of ψ to L.
Note. Proposition A.1 is actually independent of the orientation of L. A
change of orientation changes the function θ to θ+ pi, and the conclusion is
the same. In Corollary A.2, L is given the orientation of Ω.
Proof of Proposition A.1. By a complex linear change of coordinates we
may assume at p we have Φ = dz1∧· · ·∧dzn. Now let p = (x0,∇u(x0)). The
map D2u is symmetric, so by a change of variables (x, y)→ (gx, gy) for some
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g ∈ SO(n), we can assume that at x0, D2u is diagonal, i.e., (D2x0u)(k) =
λkk for an orthonormal basis 1, ..., n of Rn.
Now let e1, ..., en be an oriented orthonormal frame field on L in a neigh-
borhood of p = (x0,∇u(x0)). Then
Φ(e1 ∧ · · · ∧ en) = eiθ,
and so
V eiθ = eiθiV θ = Φ
(
n∑
k=1
e1 ∧ · · · ∧ (∇V ek) ∧ · · · ∧ en
)
since Φ is parallel. We may assume ∇Lejek = (∇ejek)tang = 0 at x0, so
∇V ek = (∇V ek)normal = BV,ek the second fundamental form of L at x0.
Therefore we have
V eiθ = eiθiV θ = Φ
(
n∑
k=1
e1 ∧ · · · ∧BV,ek ∧ · · · ∧ en
)
,
and we can write
BV,ek =
n∑
j=1
〈BV,ek , Jej〉Jej .
Now pick the frame field at x0 to be
ek =
1√
1 + λ2k
(k + λkJk), for k = 1, ..., n,
so that at x0 the vectors ek and Jek lie in the k
th complex coordinate line.
Recall that at the point p, Φ = dz1 ∧ · · · ∧ dzn. Hence, at p
V eiθ = eiθiV θ = {dz}
(
n∑
k=1
e1 ∧ · · · ∧BV,ek ∧ · · · ∧ en
)
=
∑
k
dz1(e1) · · · dzk
∑
j
〈BV,ek , Jej〉Jej
 · · · dzn(en)
=
∑
k
dz1(e1) · · · dzk (〈BV,ek , Jek〉Jek) · · · dzn(en)
≡
∑
k
dz1(e1) · · · dzk (αkJek) · · · dzn(en) with αk ≡ 〈BV,ek , Jej〉
=
∑
k
dz1(e1) · · · iαkdzk (ek) · · · dzn(en)
= i
∑
k
αkdz(e1 ∧ · · · ∧ en) = i
(∑
k
αk
)
eiθ.
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Hence, with summation convention,
V θ =
∑
k
αk = 〈BV,ek , Jek〉 = 〈∇ekV, Jek〉
= −〈V,∇ekJek〉 = −〈V, J∇ekek〉 = 〈JV,Bek,ek〉
= 〈JV,H〉.
Appendix B. Remarks Concerning Convexity
Part of the point of this appendix is to show that strict
−→
F θ-convexity
of the boundary ∂Ω is the right, i.e., borderline condition for the Dirichlet
problem. This goes back to work in [CNS] for θ in the highest interval. We
also discuss how this convexity relates to convexity of the domain Ω.
Let
Ω ⊂⊂ Rn be a domain with smooth boundary ∂Ω,
F ⊂ Sym2(Rn) be a subequation,
λ > 0 be such that (−P) ∩ (λI + F) = ∅ (this always exists), and
ϕ = −λ2‖x‖2
∣∣
∂Ω
.
Definition B.1. Ω is said to be F(Ω)-convex if for every K ⊂⊂ Ω, one
has K̂F(Ω) ⊂⊂ Ω where K̂F(Ω) def= {x ∈ Ω : f(x) ≤ supK f, ∀ f ∈ F(Ω)}
Theorem B.2. Assume there exists a function h ∈ C2(Ω) such that
(i) h
∣∣
Ω
∈ F(Ω),
(ii) h
∣∣
∂Ω
= ϕ.
Then the domain Ω is F-convex.
Furthermore, let h?
def
= h+ λ2‖x‖2. Then for every x ∈ ∂Ω where (Dh?)x 6=
0, there exits A ∈ (λI + F) such that
A
∣∣
Tx(∂Ω)
= cxBx (B.1)
where cx > 0 and Bx is the second fundamental form of ∂Ω at x with respect
to the interior normal.
In particular, if F =
−→
G for a subequation G, then ∂Ω is strictly G-convex.
Proof. We begin by proving the second assertion. Fix p ∈ ∂Ω and w.l.o.g.
assume p is the origin. Choose coordinates x = (x′, xn) such that in a
neighborhood of 0
Ω = {(x′, xn) : xn ≥ g(x′)}
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where g is C∞ with
g(0) = 0, (Dg)0 = 0, and (D
2g)0 = B
whereB
def
= the second fundamental form of ∂Ω at 0 w.r.t. the interior normal.
In a neighborhood U of we have a defining function for Ω given by
ρ(x) ≡ g(x′)− xn (1)
with
(D2ρ)0 ≡ B.
Lemma B.3. If ρ˜ is any other defining function for Ω in U , then
(D2ρ˜)
∣∣
T0(∂Ω)
≡ |Dρ˜|0B
Proof. In a neighborhood of 0 we have that ρ˜(x) = a(x)ρ(x) where a > 0.
Now
Dρ˜ = (Da)ρ+ a(Dρ)
D2ρ˜ = (D2a)ρ+ (Da) ◦ (Dρ) + a(D2ρ).
At x = 0 we have ρ(0) = 0 and (Dρ)0 = (0, ..., 0,−1) ≡ n. Therefore,
(Dρ˜)0 = (0, ..., 0,−a(0))
(D2ρ˜)0 = (Da ◦ n) + a(0)(D2ρ)0 and so
(D2ρ˜)
∣∣
T0(∂Ω)
= a(0)(D2ρ)
∣∣
T0(∂Ω)
= a(0)B.
Now ϕ = −λ2‖x‖|2
∣∣
∂Ω
, and h ∈ C2(Ω) is F-subharmonic on Ω with bound-
ary values ϕ. That is,
(1) D2h ∈ F on Ω,
(2) (h− ϕ)∣∣
∂Ω
= 0.
Recall that h? ≡ h + λ2‖x‖2 Note that h? ∈ C2(Ω) is an F?-subharmonic
function for the subequation
F?
def
= λI + F
with
h?
∣∣
∂Ω
= 0.
Note also that D2h? ∈ λI+ F ⊂ IntF by the positivity condition. Hence,
h? is strictly F-subharmonic.
With the supposition that (Dh?)x 6= 0. we have that h? is a defining
function for ∂Ω in a neighborhood of x. We now apply Lemma B.3 to
establish the second assertion.
Now for the first assertion. By the definition of λ and Theorem 3.1 in
[SMP] we know that h? satisfies the Strong Maximum Principle, and so
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h? < 0 on Ω. Suppose K ⊂⊂ Ω and let δ ≡ dist(K, ∂Ω) < 0. Then we have
K̂F(Ω) ⊂ Ωδ def= {x ∈ Ω : h?(x) ≤ δ}.
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