Significant developments in the field of additive manufacturing (AM) allowed the fabrication of complex microarchitectured components with varying porosity across different scales. However, due to the high complexity of this process, the final parts can exhibit significant variations in the nominal geometry. Computer tomographic images of 3D printed components provide extensive information about these microstructural variations, such as process-induced porosity, surface roughness, and other undesired morphological discrepancies. Yet, techniques to incorporate these imperfect AM geometries into the numerical material characterization analysis are computationally demanding. In this contribution, an efficient image-to-material-characterization framework using the high-order parallel Finite Cell Method is proposed. In this way, a flexible non-geometry-conforming discretization facilitates mesh generation for very complex microstructures at hand and allows a direct analysis of the images stemming from CT-scans. Numerical examples including a comparison to the experiments illustrate the potential of the proposed framework in the field of additive manufacturing product simulation.
Introduction
The production of complex customized structures using 3D printing has drawn significant interest both in industry and research due to its high flexibility and wide range of application. A large spectrum of scientific developments has led to a better understanding of the underlying physical processes and has contributed to the improvement of additive manufacturing (AM) (e.g. [29] , [38] , [49] ). However, a complete description of the AM processes and products remains a challenge.
One particularly interesting research area is the material characterization of the final products, whose mechanical properties highly depend on the AM process parameters. Slight changes in these parameters may lead, for example, to surface roughness (e.g. [9] , [15] , [51] ), undesirable porosity or other microstructural defects (e.g. [18] , [27] , [59] ). Furthermore, it is more challenging to control these parameters for AM porous structures to achieve the predefined nominal microstructure (e.g. [34] , [45] , [53] ). All these process-induced effects might reduce the mechanical properties of the final parts compared to conventionally manufactured ones. Therefore, the reliable evaluation of the mechanical behavior of AM components is one of the crucial tasks for defining their reliability and applicability. Yet, experimental mechanical testing in AM is limited by the high cost of printing and the need for a statistically significant number of repetitions using the same specimens. Thus, the robust estimation of the mechanical characteristics of the final AM products through computational methods is an important area of research.
There is a considerable amount of literature on the determination of the linear and non-linear mechanical characteristics of fully dense AM materials, such as polymer or metals (see [22] , [32] and literature cited therein). In particular, many studies have been carried out to investigate the influence of the printing direction (e.g. [50] ), surface roughness (e.g. [56] ) and microdefects on the final mechanical behavior of these materials (e.g. [17] ).
Compared to fully dense AM materials, the macroscopic behavior of additively microarchitectured components, e.g. periodic lattices, highly depends on the achieved geometric accuracy of their microstructure (e.g. [6] , [7] , [11] , [33] , [43] ). Hence, for the numerical material characterization of such parts, a multi-scale mechanical analysis is usually carried out. This introduces another level of complexity to the numerical workflow. A straightforward approach to evaluate the macroscopic (effective) mechanical characteristics of these structures is the direct numerical simulation (DNS) of a virtual experiment. Another approach is numerical homogenization, which is advantageous due to its low computational cost. While the field of numerical material characterization has been widely studied, techniques to incorporate additive manufacturing defects of microarchitectured components has not yet been addressed in detail. One recently proposed approach is to perform a numerical analysis on a statistically representative geometrical model determined from a computer tomography (CT) of final components [33] .
The present paper aims to propose an alternative direct image-based computational framework for the linear material characterization of imperfect microarchitectured AM products. We demonstrate the possibility of an efficient CT-based analysis of defective AM geometries using the high-order Finite Cell Method (FCM) [13] . This numerical tool is used for two main ways to perform material characterization: direct numerical tensile testing and numerical homogenization. The CT-scans provide a comprehensive description of process-induced geometrical defects and can be directly integrated into the proposed approach without the need of a tedious mesh generation. Thus, it allows a flexible image-to-material-characterization workflow applicable to both periodic and random microarchitectured structures.
The structure of the paper is as follows. Section 2 gives a brief overview of the numerical tools needed to establish an image-based material characterization workflow. First, the main ideas of the Finite Cell Method with a short description of the used voxel-based pre-integration technique are summarized. Next, a parallel computational framework is presented, which is essential for a numerical testing of a complete specimen. Finally, the deep learning segmentation algorithm used to tackle the problems related to the metal CT-Scans is briefly discussed. Section 3 summarizes the concept of the mean-field numerical homogenization technique, which allows to reduce computational costs of the material characterization. Here, the advantages of the embedded approach are highlighted. In the fourth section, two simple case studies are shown to emphasize the effects of the boundary conditions on the resulting homogenized elastic properties arising from the numerical homogenization theory. Finally, in section 5, the proposed framework is validated on two additively manufactured microarchitectured samples of Inconel®718.
2 The high-order Finite Cell Method for image-based multi-scale problems
Concept of the Finite Cell Method
For the discretization of geometrically and topologically complex micro-structures stemming from computer tomographic images, it is advantageous to employ embedded techniques to avoid laborintensive meshing procedures. In the scope of this work, the Finite Cell Method (FCM) is used. FCM is an embedded domain technique of high order and was presented in [12, 13, 42] . In the following, only the main ideas of the FCM and its application to the direct numerical testing and homogenization in the scope of linear elasticity are recapitulated. The weak form of the linear elastic governing equations in the absence of body forces may be written as follows:
where
The function spaces are defined as follows:
where H 1 denotes the Sobolev space of degree one,û is the prescribed displacement on the Dirichlet boundary Γ D , and t is the prescribed surface traction on the Neumann boundary Γ N . The basic idea of FCM is to embed the physical domain Ω into a regular-shaped domain Ω e with vanishing stiffness (see Fig. 1 ). To this end, the bilinear form in Eq. (1) is modified as follows:
where Fig. 1 : Concept of the Finite Cell Method (adapted from [13] ).
The indicator function α(x) ensures that Eq. (3) is equivalent to Eq. (1) in terms of energy up to a modeling error proportional to √ α. The alpha is chosen such that a compromise between the modeling error and the additional numerical error induced by a large condition number of the resulting system of equations is found. From a mechanical point of view, the value of α(x) ∀ x ∈ Ω e \Ω corresponds to the addition of a material with vanishing stiffness in the void domain Ω e \Ω.
While the Finite Cell Method has been applied to a large variety of geometrical models (see e.g. [46, 54, 55] ), the paper at hand focuses on an efficient voxel-based pre-integration technique introduced by Yang [57, 58] . This approach is a powerful tool to analyze image-based geometries for additive manufacturing applications.
An efficient voxel-based pre-integration technique
For numerical domains stemming from CT-scans, the computational efficiency of the FCM can be optimally exploited using a pre-integration technique on a voxel level. Consider a 3D voxel-based domain. A slice of this domain is depicted in Fig. 2 as an example. The numerical domain is discretized with n x × n y × n z finite cells. Every cell contains v x × v y × v z voxels. The material properties are usually assumed to be piecewise constant in a voxel and are depent on a Hounsfield unit value. Hence, the integrand in Eq. (3) becomes discontinuous for every finite cell. In order to resolve it accurately, the domain must be decomposed into a number of subdomains with constant material coefficients. A straightforward and accurate approach is to use every voxel as a subdomain for integration. Then, the cell stiffness matrix after discretizing Eq. (3) and exploiting the composed integration rule can be rewritten as follows:
where Ω c is the finite cell domain and Ω v is the domain of one voxel. The integral in Eq. (4) is then computed in the local coordinate system of a cell as:
where t ξ ,t η and t ζ indicate the local coordinate limits of integration for every voxel within a finite cell. They depend on the number of considered voxels per dimension v
Exploiting the structure of the integral indicated in Eq. (5), the voxel stiffness matrix contributions can be pre-computed using a standard (p + 1) Gaussian quadrature rule. These contributions are then scaled during the global stiffness matrix assembly with material coefficients, depending on the location of the considered voxel. Moreover, the indicator function α(x) is a constant factor for every voxel that is introduced within the material coefficients in the tensor C(x).
This pre-integration technique allows for a fast integration of the global stiffness matrix. However, the storage of the dense v x ×v y ×v z matrices with the size of d×d increases the memory consumption, where d indicates the number of degrees of freedom per finite cell (see [58] ). In the scope of the current work, the memory cost for storing these matrices is negligible compared to that of the rest of the simulation (e.g. the storage of the global stiffness matrix).
A parallel computational framework for the Finite Cell Method
As a high resolution of the microarchitectured geometry is necessary to accurately simulate the mechanical response of additively manufactured structures, the size of the considered numerical problems rapidly increases and becomes prohibitively large so that they can no longer be computed on a single machine. To tackle this large-scale numerical simulation, a hybrid parallelization of the high-order FCM is used. This parallelization strategy is based on a modified version of the approach presented in [24, 25] . In this section, only the core aspects of the used parallelization technique -the parallel mesh creation, the numerical integration, and the solution of the distributed linear system -will be briefly explained.
Parallel mesh handling in the employed parallelization technique is performed using an adaptive Cartesian grid that is used to create a distributed FCM mesh (see Fig. 3 ). The strategy employed is similar to common parallel mesh generation routines in packages like P4est [4] . At first, a coarse initial grid is created and its cells are partitioned among the MPI processes using Zoltan [10] . Generally, a space-filling curve is used to partition the grids for performance reasons, but it is also possible to leverage Zoltan's graph-based partitioning capabilities. Each process then independently refines its local grid until a predefined depth l towards the physical domain Ω phys . A second load balancing step is then performed on the refined grid cells using Zoltan to eliminate the imbalance introduced during the refinement process. Finally, a local Cartesian finite cell mesh is generated from the grid cells of level l, and point-to-point communication is performed to provide an analysis suitable discretization in which every degree of freedom has a unique global ID (see an example of final distribution in Fig. 4 ). Note that the mentioned parallelization strategy uses ghost elements and, therefore, can compute the distributed linear system of equations without communication [25] . Highly optimized parallel linear algebra capabilities of Trilinos for parallel matrix-vector multiplications and matrix storage are extensively used in this computational framework. Furthermore, the parallel Conjugate Gradient solvers from Trilinos are extended with the custom additive Schwarz based preconditioner, which treats the conditioning problems associated with the cut elements in FCM [8, 25] . 
CT-Images segmentation using Convolutional Neural Networks
In the scope of this work, the geometrical model for numerical analysis is obtained via computer tomography. The CT-images provide an extensive description of the process-induced morphological differences, thus, making the material characterization more accurate. However, it is well known, that different artifacts can be encountered in the CT-images [3] . Ring artifacts, noise, beam hardening, etc. can obscure geometrical borders and make numerical analysis difficult. Furthermore, the presence of metal objects in the CT-scan causes severe metal artifacts. They arise due to the high attenuating material properties of the metal itself and the metal edges [2, 35] . The question of artifacts reduction for a better reflection of the real objects is a separate area of research. Many different methods, e.g. projection completion strategies, multidimensional adaptive filtering, Metal Deletion technique, were proposed ( [3, 26, 44] and the literature cited therein). As the main focus of this contribution is the analysis of AM metal parts, the removal of the above-mentioned artifacts from received CT-images is essential for a reliable material characterization workflow. In the proposed framework a deep learning segmentation is used to reduce strong imaging artifacts and obtain a suitable geometrical model for numerical analysis.
Nowadays, Artificial Neural Networks (ANNs) are the best known tools of artificial intelligence and machine learning. ANNs are widely used in a variety of ways when a task is needed to be learnt. Convolutional Neural Networks (CNNs) [30] are different from the structure of other neural networks, since CNNs include mainly image processing functions and can also handle different types of input (e.g. image, video, voice). A typical use case of CNNs is to provide image data (on a pixel level) to the network as input and, based on this information, to perform classification. This is especially suitable for the purposes of this work, as only the point membership classification is necessary to integrate the images into the proposed embedded workflow. This information is, then, used to determine the indicator function α(x) in Eq. (3).
For the segmentation of CT-image slices, in this case, a U-Net [47] based deep convolutional network (consisting of 6 blocks containing convolutional, max-pooling, dropout and merge layers) is optimized. The architecture is implemented in Keras [5] . The Rectified Linear Unit (ReLU) activations are utilized, except for the last layer which has a sigmoid function. For optimization, an adaptive moment estimation (Adam) [28] with a binary cross-entropy loss function is employed. Depending on the task, 3-4 original slices (meaning less than 1 percent of them) have been manually segmented to get golden standards. The training data is then formed by these few original CT-slices together with their corresponding golden standard binary masks. The test dataset consists of the non-segmented slices.
To increase the number of training images, the input data is cut into pixel patches of size n × n, where n is chosen from the interval [50, 100] such that the remainder of the integer division image width/n is the minimal possible. After the classification, the CT slices are reassembled from the patches. Since some false negatives and false positives may appear on the outer parts of the patches, they are padded on all sides in order to have an end result of 100 × 100 pixel size. The specimen may contain some powder in it, which has a very similar intensity to the foreground pixels, so it might cause wrong classification results on a pixel level. To overcome this problem, some patches in which powder is present are shown twice to the neural network.
The output of the network is a probability distribution, where the outputted values are expected to be very close to 0 or 1, so they can be interpreted as binary pixel values. As a post-processing step, a global thresholding is applied with different threshold values and the qualitatively best has been chosen as the final binarized result. The inside-outside areas are indicated by these binary slices for further analysis. Figure 5 summarizes the main steps of the proposed segmentation approach.
Numerical homogenization
This section serves to give an insight into a material characterization via numerical homogenization techniques. In contrast to a direct numerical tensile testing this method provides information about a complete homogenized elastic tensor with a low computational cost. Therefore, numerical homogenization is a powerful tool in material characterization of structures with strong separation of scales. In section 3.1, a transition from the microscopic to the macroscopic scale is discussed focusing on the accurate integration of the microscopic fields. Section 3.2 then reviews various boundary conditions to transfer the macroscopic quantities to the microscopic level. Special attention is paid to the hierarchy of the boundary conditions concerning the apparent elasticity tensor on the global level. 
Micro-to-macro transition
For the transition of elastic quantities from the microscopic to the macroscopic scale, a representative volume element (RVE) is defined. The size of the RVE (d) should be chosen in such a way that it contains a sufficient number of heterogeneities (l) to represent an overall macroscopic behavior. At the same time, an RVE corresponds to a material point on the macroscopic scale (L). Therefore, the following equality should hold:
Locally averaged microscopic fields over the RVE are, thus, required to be equivalent to an overall macroscopic value. Therefore, using the subdomain expansion the averaging theorems for stresses and strains can be written as [19] :
It is important to note that the volume Ω is the total microscopic volume occupied by the matrix Ω m and the heterogeneities Ω h , i.e. Ω = Ω m ∪ Ω h . Such heterogeneities may be inclusions, voids, cracks, etc. (see Fig. 6 , where m indicates matrix material and h -heterogeneities). If the volume Ω is compact, has a piecewise smooth boundary and the stress field σ is continuously differentiable within the domain Ω, Eq. (7) for the average microscopic stresses can be formulated in terms of a surface integral:
where the following definition of traction forces is used:
The same argument holds for a continuously differentiable strain field ε in the RVE Ω:
The main assumption of continuously differentiable stress and strain fields does not necessarily hold for heterogeneous materials due to a material discontinuity over the boundary Γ h (see Fig. 6 ). However, applying the sub-domain expansion as in Eq. Furthermore, a continuous equilibrium is not necessarily established along dΩ h if the displacementbased Finite Element or Finite Cell approximations are applied to obtain the primary variables. While C 0 continuity across the element boundaries of the primary variables is guaranteed, only C −1 continuity for stresses and strain fields can be expected. Taking into consideration Eq. (8) and (10), displacements and tractions at the boundary of evaluation need to be continuous. The direct computation of the resultant forces using Eq. (9) in the boundary integral of Eq. (8) involves a lower degree of the stress extrapolation than the order of the shape functions used for the discretization of the primary variables. This results in poor accuracy and a lower rate of convergence of the first derivatives of the primary variables. Moreover, the differential equilibrium is not satisfied at every point -and will thus result in non-equilibrium of the tractions at the integration points over the boundary Γ.
This problem can be tackled by many approaches, for example using NURBS as basis functions to ensure higher continuity between the elements. However, as the nodal force equilibrium always holds for any finite element or finite cell mesh for standard approximations [1] , the following equation is used:
For numerical reasons, it is convenient to evaluate Eq. (12) after the computation of the Finite Cell solution as Ku and extract the corresponding nodal tractions during a postprocessing step.
As most of the heterogeneities considered in the following chapters are voids, a material definition of a void is introduced. Following [52] voids are assumed to be an infinitely soft heterogeneity with vanishing stiffness:
With this definition at hand, consider an RVE with a cavity completely enclosed in a volume (see Fig. 6 ). The total volume of the RVE (Ω) consists of the volume of the void (Ω v = Ω h ) and the matrix (Ω m ). The boundary of the void (Γ v = Γ h ) does not intersect the boundary of the RVE (Γ), i.e. Γ v ∩ Γ = ∅. The total boundary of the volume of the matrix Γ m consists of two boundaries: an outer boundary which coincides with the boundary of the RVE Γ, and an interior boundary, which coincides with the boundary of the void. The normals are defined positive in case they point outwards of the volume they bound -and as negative otherwise.
If the cavity is truly void, the strain field in the cavity is ambiguous. However, using the definition of the void from Eq. (13) and using the sub-domain expansion Eq. (7), the strain average over the total volume can be rewritten as follows:
The strains within the void domain are called cavity strain ε c (see Section 5 in [37] ). The cavity strain is an average of additional strain fluctuations induced by the deformation of the boundary of the cavity compared to the deformation state of a purely homogeneous domain [16] . Thus, the cavity strain represents an equivalent eigenstrain as introduced by Eshelby (refer to [19] and [37] ).
The average macro-stress is equal to the weighted stress average in the matrix as the stress contribution from the infinitely soft heterogenity is vanishing:
Therefore, when cavities are completely inside an RVE and do not intersect with its boundaries, overall average strains and stresses are fully determined in terms of the fields residing at the outer boundary of the RVE Γ m .
When an intersection between a boundary of a void and a boundary of an RVE is not empty, i.e. Γ v ∩ Γ = ∅, the averaging relations given in Eq. (14) and (15) still remain valid. Yet, its definitions in terms of boundary integrals become rather cumbersome as a split into Γ v ∩ Γ and Γ/(Γ v ∩ Γ) needs to be considered.
Nevertheless, the definition of the void as an infinitely soft medium provides a unique definition of the strain and stress fields in the required segment Γ v ∩ Γ. Using the Finite Cell Method described in section 2 for this case is advantageous as it mimics the assumption of the voids being a material with vanishing stiffness (see Eq. (13)). The indicator function α ( x) in the Finite Cell Formulation can be interpreted as the inclusion of an infinitely soft material. A displacement field in the void domain is, thus, computed naturally. An extension of a displacement field to the void domain is required to be consistent with the formulation of the boundary value problem. Thus, the consistency of strain energy is preserved naturally in the Finite Cell Method [42] .
Macro-to-micro transition
Having defined a micro-to-macro coupling between the scales, a very brief review of the macro-tomicro transition in the homogenization theory is given. Let us assume linear elastic material and small strain on both the microscopic and the macroscopic scales. The general Hooke's law on a microscopic level is then expressed by:
Given the definition of the effective material properties in Eq. (7), an effective elasticity tensor C * ijkl is introduced relating the macroscopic fields:
To allow an interpretation of C * as a material characteristic on the macroscopic level, the condition of strain energy equality must be satisfied [19] . The average strain energy density in the RVE Ω must be equal to the strain energy density in the macroscopic point:
Eq. (18), also known as Hill condition, can be rewritten in a more conventional form using the definitions in Eq. (7):
σ Ω : ε Ω = σ : ε Ω
Let us assume that a split of total microscopic fields on an average and a fluctuating part exists:
The Hill condition [23] can be expressed in a different form using the field fluctuations:
Eq. (22) requires the stress fluctuations not to do any work on the strain fluctuations on average. The volume integral in Eq. (22) can be expressed in terms of boundary quantities:
where u, σ, and ε correspond to the microscopic displacement, the stress and the strain fields, respectively.
Eq. (23) shows that the fluctuations of the micro-fields along the boundary of an RVE must be energetically equivalent to their averages.
To complete the formulation of the homogenization problem, appropriate boundary conditions need to be specified. They can be deduced from the Hill criteria written in the boundary form (see Eq. (23)). The following boundary conditions are widely used [41] :
• Kinematic uniform boundary conditions (KUBC, linear displacements)
• Static uniform boundary conditions (SUBC, tractions)
• Displacement periodic boundary conditions (PBC)
• Mixed uniform boundary conditions (MUBC)
All of the mentioned boundary conditions satisfy the Hill condition a priori. The average stresses are only meaningful if self-equilibrating forces are applied through Eq. (25) (see [37] ). However, in the case of the uniform kinematic condition, a requirement of displacements to be self-compatible is not necessary.
The order relations of the apparent elasticity tensors driven by the different boundary conditions are well-established in the literature [21] . An effective elasticity tensor is always bounded by the apparent tensors estimated by KUBC and SUBC:
Operator ≤ in Eq. (27) for Voigt notation means that matrix quadratic forms:
should be positive semi-definite [21] . The semi-positive definiteness of the quadratic forms can be determined either by the eigenvalues or the semi-positivity of the principal minors of the matrix (C * − C SU BC ). For periodic microstructures, the exact effective stiffness can be estimated with the application of PBC (see e.g. [40, 48] ). The gap between C KU BC and C SU BC remains significant [52] . However, with the increase of the size of the RVE, all of the estimates must converge to one value. The order relation is then summarized as follows:
The periodic boundary conditions are widely used even if the periodicity requirement doesn't hold (see [39] and the literature therein).
The application of the PBC requires identical meshes on the polar RVE surfaces (x + and x − ). This becomes rather cumbersome and sometimes even impossible when the RVE has a non-periodic microstructure. One solution is to apply the PBC weakly, as described in [39] . Yet, the Finite Cell Mesh consists of Cartesian grids with coupled nodes on all six surfaces of an RVE independently on its microstructure. This makes the application of the PBC natural and does not require any additional effort.
Numerical investigations
In this section, the verification and investigation of the numerical homogenization technique are performed on two different examples. In section 4.1, the results are verified for a spherical inclusion published in the literature. The second example is discussed in section 4.2, where an RVE with a cubical void is considered. To this end, the three most common boundary conditions (KUBC, PBC, and SUBC) are applied to compare their effect on the macroscopic homogenized properties.
Cubic unit cell with a single spherical particle
In this section, in order to verify the current implementation, an example of a centered hard spherical inclusion inside a soft cubic unit cell is considered. The setup used for the numerical simulation is indicated in Fig. 7 .
GP a ν m = 0.35 L = 10 mm E p = 70 GP a ν p = 0.2 c p = 26.78% This periodic unit cell is computed using the high-order Finite Cell Method (section 2) in combination with the Smart-Octree integration described in [31] . Due to the presence of a material interface, two meshes with 5 × 5 × 5 cells with polynomial order p = 7 are employed to discretize the problem. The interface condition between the two materials is enforced weakly with a penalty parameter of β = 10 8 , while the fictitious indicator function is kept as α = 10 −9 . The Periodic Boundary Condition (section 3.2) is imposed conventionally, taking advantage of the symmetry of the Finite Cell meshes.
The reference solutions of this problem and the solution of the present work is summarized in Tab. 1 (refer to [20, 36] Tab. 1 shows that the Finite Cell Method in combination with the Smart-Octree integration benefits from an exact resolution of geometry on the integration level. In this setting it is possible to reach an accuracy of 0.22% in the effective elastic tensor of C 1111 and the insignificant difference in the off-diagonal entry C 2211 with only 50 736 DOFs. Additionally, the symmetry and the simplicity of the grid-like meshes used in this embedded approach allow an efficient and flexible application of the boundary condition, independently of the underlying geometry of the RVE.
Unit cell with a cubical void: boundary conditions
To study the effect of the boundary conditions on the final homogenized quantities, a unit cell with a centered cubic hole is considered. The size of the void is varied to achieve different porosity states.
The material of the matrix has a Young's modulus E = 200 GP a and a Poisson's ratio ν = 0.25. The cubical RVE has the size of 10×10×10 [mm]. The following numerical parameters are fixed after performing convergence studies: polynomial degree p = 4, refinement depth towards the singularities d = 3, and 8 × 8 × 8 finite cells (see Fig. 8 ). First, the porosity of the unit cell is varied to study the difference between the boundary conditions described in section 3.2. The numerical results are presented together with the analytical Voigt and upper Hashin-Shtrikman bounds. The lower bounds provide zero entry. The main assumption of these bounds is a linear isotropic mechanical behavior of the effective domain. However, the numerical simulation of this unit cell did not show a fully isotropic matrix. It follows an isotropic-like structure, but it cannot be expressed in terms of only two constants, e.g. E and ν or λ and G. Therefore, Fig. 9a shows the shear entry to the elastic tensor C * 1313 with respect to the porosity level. The numerical results agree with the expected tendency. They lie in between the simplest analytical Voigt and Reuss bounds and between the tighter approximation of the Hashin-Shtrikman bounds.
All boundary conditions follow the order relations in Eq. (30) for all porosities. Then, the hole size is fixed to 9.0[mm] and the number of the uni cells is increased. As expected, the gap between KUBC and SUBC decreases, while the PBC delivers the same value (see Fig. 9b ). 
Validation of additive manufacturing product simulation
Having all numerical tools at hand, a material characterization workflow is validated on two additively manufactured metal components. To this end, CT-scans of final components are segmented using the deep learning segmentation techniques described before. Then, a direct numerical tensile test on full-size specimens is performed. Further, the numerical homogenization is employed and compared against the results of the tensile testing. Finally, the numerical results are compared to the experimental data. A part of the microstructure of one of the similar specimens was subjected to a computer tomography before its processing to the sample size. First of all, the zone of interest for mechanical analysis is determined similar to the one used for the experimental testing. The overall domain size is 600 × 414 × 496 voxels with an interval of 13.08 µm in every direction. Due to the high contrast of Hounsfield units, the presence of trapped powder and metal artifacts in the resulting images (see Fig. 11 ), the CT-scan is segmented using the technique described in section 2.4. After running a flood-fill algorithm on the segmentation, a full 3D voxel model is constructed Fig. 12 . As it is depicted in Tab. 2, the microarchitectured specimens can exhibit large variations in the final mechanical properties. This is due to the difficulty in controlling the process parameters at the microscopic level, which leads to discrepancies in the achieved geometrical details. The analyzed CT-scan does not belong to any of the specimens S1-S3. It belongs to a similar specimen, produced with the same process parameters and the same nominal geometry. Therefore, the deviations from the values mentioned in Tab. 2 can be expected.
Inconel®718 Specimen 300
First, an embedded uniaxial numerical tensile experiment (embedded DNS) is performed on a complete specimen. A base discretization of 100 × 69 × 124 finite cells is used. The polynomial order of the finite cells is elevated uniformly from p = 1 to p = 5. According to the voxel-based pre-integration technique described in section 2.2, every finite cell consists of 6 × 6 × 4 integration partitions. To evaluate the discretization error achieved, the numerical results of an embedded numerical test are compared to the directional module E zz = 34 882.85 [MPa] of the fully resolved specimen with 1 064 millions DOFs for the high-order Voxel-FEM computation with p = 3.
An embedded specimen is computed on the Linux Cluster cluster at the Technical University of Munich, which is equipped with Intel Xeon E5-2697 v3 ("Haswell") 60 nodes with 28 cores per node. The computations for p = 1 up to p = 3 are performed with hybrid parallelism using 8 nodes with 4 MPI processes on each and 12 OpenMP threads. For a polynomial order p = 4 the number of nodes is increased to 32, maintaining the number of MPI processes and OpenMP threads and for p = 5 to 60 nodes. Voxel-FEM computations are performed on the SuperMUC cluster on 150 nodes for p = 1, 600 nodes for p = 2 and on 500 nodes for the p = 3. An example of a resulting displacement field and a von Mises stress state is shown in Fig. 15 . The convergence curves (see Fig. 13 ) show that the last embedded computation with the polynomial degree of p = 5 leads to 11.3% error relative to an overkill solution provided by Voxel-FEM. Therefore, this discretization is kept for further numerical tests. Next, the homogenization techniques described in section 3 are used and verified against the DNS computation. Homogenization is performed through the entire CT-scan by moving an RVE window (see Fig. 16 ). 168 RVEs are computed to evaluate the variation of the apparent properties concerning the location. Considering the microstructure of this volume, the size of the RVE is chosen as 84×84×80 voxels. For a fair comparison between numerical homogenization and numerical tensile test, the same discretization should be kept for both cases. This means that every RVE is discretized with 14 × 14 × 20 finite cells of polynomial order p = 5 with 6 × 6 × 4 integration partitions in each. The resulting stress-strain curves are shown in Fig. 14. The quantitative comparison is provided in Tab. 3. Tab. 3 shows that the coefficient of variation of the computed homogenized Young's modulus is about 15%. Therefore, the chosen volume is considered as representative for the purposes of this application ( [14] ). The KUBC, as expected, are delivering an upper bound. SUBC are not applicable due to the high concentration of the voids randomly crossing the boundary of the RVEs. The Periodic Boundary Conditions delivered the best estimate, deviating from the numerical tensile experiment by 2.4%.
As expected, the numerical results differ from the experimental values. The numerical analysis is held on a different specimen than the ones mentioned in Tab. 2. This proves the importance of the induced geometrical defects and shows that the same intended geometry under the same process parameters can lead to a different microstructure. Despite the discrepancies between numerical and experimental results, the accurate agreement between the effective Young's modulus determined by the tensile test and the homogenization procedure gives confidence in the applied methodology.
An important aspect to be mentioned is the numerical cost for both numerical approaches to describe the material behavior of such structures. For the embedded DNS simulation with p = 5 and with 6 × 6 × 4 integration partitions the wall run-time on 60 nodes is ca. 48 min. The integration of the stiffness matrix took ca. 7 s. These computational times highlight the efficiency of the used pre-integration technique and emphasize the advantage of the high-order embedded approach. Nevertheless, at least 6 numerical tests would be required for a complete material characterization, leading to an increased need in parallel resources. By contrast, the numerical homogenization is embarrassingly parallel. The RVEs at different locations can be run independently of each other without any communication needed. The full numerical homogenization procedure with PBC and p = 5 took ca. 5 min on average on the Intel Core i7-4790 CPU with 4 OpenMP threads. This computation delivers a full material tensor and does not need to be repeated. Even if the complete analysis is desired, i.e. all existing RVEs are considered, the computational cost required is much smaller than that needed to perform numerical testing of the full specimen.
Inconel®718 Specimen 600
In this subsection, a sample 600 of Inconel®718 is analyzed (see Fig. 17 ). Due to a larger space between individual laser tracks, there is no powder trapped within the specimen. Moreover, the process parameters for this setup are easier to control. Therefore, the microstructure does not present a large variety of defects and is more reproducible. Nevertheless, the metal artifacts still remain present in the CT-Scan (see Fig. 18 ). The deep learning segmentation technique was applied to treat these defects and obtain the reliable 3D voxel model depicted in In this case, the provided CT-scan corresponds to the specimen L2 and is taken before the elastic testing. The experimental results for 3 specimens are summarized in Tab. 4. As the experiments are performed with the help of optical microscopy, there are two values for the narrow and the wide side corresponding to the size of the specimen, where the cameras were installed. The same workflow as before is followed. The total number of voxels in this specimen is 800 × 368 × 400. Two different discretizations for the embedded high-order FCM simulations (embedded DNS) are studied. The first one has 100 × 46 × 100 finite cells, and the second one consists of 200 × 92 × 200 cells. Again, the embedded simulations are compared to a high-order Voxel-FEM solution with E xx = 23 584.62 [MPa] of a fully resolved specimen with 1 428 159 774 DOFs for p = 4. Fig. 20 summarizes the relative error in the Young's modulus E xx for the two discretizations. The number of nodes and processes is the same as for specimen 300. The first discretization is considered acceptable as it provides a 9.74% error with respect to the overkill solution. To evaluate the accuracy of the homogenization techniques presented in section 3 the same model is analyzed by means of the numerical homogenization techniques. The size of the RVE is chosen to be 80 × 80 × 80 voxels, discretized with 10 × 20 × 10 finite cells of p = 6. The stress-strain curves are shown in Fig. 21 Tab. 5: Quantitive comparison of the numerical results for the homogenized Young's modulus E xx and its coefficient of variation CV.
The Periodic Boundary Conditions provide a slightly stiffer response but agree with the numerical tensile test with an error of 5%. It is noteworthy that the results of this simulation are in an exceptional agreement with the experimental tests. These findings suggest that the discrepancies between the numerical and experimental tests for the previously described Specimen 300 arise from the expected geometrical difference in the printed structure.
The numerical costs of these simulations are similar to the ones for Specimen 300. The direct numerical tensile test for p = 6 is performed on 80 nodes of the SuperMUC cluster with 4 MPI processes on each. The total wall clock time is ca. 57 min, where the integration of the global stiffness matrix takes ca. 3 s. The numerical homogenization of one RVE with PBC is approximately 2 min on average on the Intel Xeon E5-2690 CPU with 16 OpenMP threads.
While these investigations focused on the verification and validation of the proposed numerical workflow, further work is required to develop a methodology to be able to characterize the observed variation of the material parameters.
Summary and Outlook
In this paper, an alternative image-based material characterization workflow for AM microarchitectured structures is proposed. This approach is based on the embedded high-order Finite Cell Method, which eliminates the need for a tedious mesh generation for imperfect microstructures and allows a direct numerical analysis on the CT-images of final products with a reduced amount of necessary Degrees of Freedom. However, as the materials under consideration are metals, diverse artifacts known for this group of materials were observed in the computer tomographic images. To this end, an advanced deep learning segmentation was integrated into the workflow. It facilitates the detection of the metal artifacts and provides a reliable computational domain resulting in a more accurate material characterization. Direct numerical testing and a numerical homogenization technique were considered as two possible ways to characterize the material behavior of AM components. For a direct numerical tensile experiment, an efficient parallel implementation of the embedded method together with the voxel-based pre-integration technique was introduced. This allowed computations on complete AM testing specimens resolving the microstructural details. However, as a cluster is usually needed for direct numerical computations, numerical homogenization was introduced as an alternative approach to characterize linear elastic behavior of AM final parts. In this context, Cartesian grid meshes used in the FCM were advantageous to apply Periodic Boundary Conditions and to analyze porous non-periodic domains. Both numerical approaches showed an excellent agreement with each other. Yet, when comparing the numerical results to the experiments, it was demonstrated that such a good agreement can be achieved only when an exact geometrical description of the analyzed specimen is available.
While this study is the first step towards a complete material characterization of AM products with the process-induced defects, future research to enhance this concept should be undertaken. Future work will, first, investigate a possible way to generate statistically similar structures to support a large variation in the experimental results among similarly produced specimens. Secondly, an extension of these concepts to the non-linear mechanical behavior will be addressed. Finally, the numerical behavior of these geometries under more complex loading will be examined.
