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Abstract. In earlier papers we have presented algebraic semantics of
CTL and CTL*. However, they were not fully satisfactory. In particular,
the treatment of the iteration operators U (“Until”) and W (“While”)
employed ad-hoc definitions with general recursion, and their interrela-
tion in CTL* and CTL was not set up in a very algebraic way. In this
paper we use a new operator with which U and W can be described by
variants of the Kleene star and omega iteration. However, the operator
is neither associative nor does it have a neutral element. Therefore we
present a general investigation of the star and omega for such operators in
what we call iteration algebras. The relation between various semantics
for CTL* and CTL can then be expressed by homomorphisms between
iteration algebras, which is more satisfactory than the original approach.
Keywords: temporal logics, semantics, Kleene algebra, iteration algebra
1 Introduction
The temporal logic CTL∗ and its sublogics CTL and LTL are prominent tools
in the analysis of concurrent and reactive systems. Although they are by now
well understood, one still rarely finds algebraic treatments of their semantics. In
the present paper we take up the approach of [18] and refine it in several ways.
First, we present a variant of Kleene algebra where the underlying multiplication
is not assumed to be associative. Such an operator arises, e.g., in the semantics
of the until operator of CTL∗ and its relatives. Therefore we present a general
investigation of the star and omega for such operators in what we call iteration
algebras. The relation between various semantics for CTL* and CTL can then be
expressed by homomorphisms between iteration algebras; in particular, several
tedious ad-hoc applications of the principle of least/greatest fixed point fusion
that occurred in [18] are now replaced by a single proof for general iteration
algebras. Another new feature is a much cleaner separation between finite and
infinite traces than in the predecessor paper. Also a number of new results con-
cerning the universal path quantifier A and the globality operator G arise. For
lack of space all proofs are omitted; they are found in the report [4].
2 Modelling CTL∗
Formulas in CTL∗ characterise sets of traces, where a trace is a finite or infinite
sequence of program states. A set Φ of atomic propositions is used to distinguish
sets of states. The syntax of the language Ψ of CTL∗ formulas (see e.g. [7]) over
Φ is given by the grammar
Ψ ::= ⊥ | Φ | Ψ → Ψ | EΨ | XΨ | Ψ UΨ ,
where ⊥ denotes falsity, → is logical implication, E is the existential quantifier
on paths, and X and U are the next-time and until operators.
Let us briefly recall the informal semantics. A trace is said to satisfy an
atomic formula iff its first state does. A path σ satisfies Eϕ iff there is a path
τ that satisfies ϕ and has the same first state as σ. The formula Xϕ is true for
a trace σ if ϕ is true for the remainder of σ after one step. A trace σ satisfies
ϕUψ iff after a finite number (including zero) of X steps within σ the remaining
trace satisfies ψ and all intermediate trace pieces for which ψ does not yet hold
satisfy ϕ.
The logical connectives ¬, ∧ , ∨ ,A are defined, as usual, by ¬ϕ =df ϕ→ ⊥,
> =df ¬⊥, ϕ ∧ ψ =df ¬(ϕ → ¬ψ), ϕ ∨ ψ =df ¬ϕ → ψ and Aϕ =df ¬E¬ϕ.
Moreover, the “finally” operator F and the “globally” operator G are defined by
Fψ =df >Uψ and Gψ =df ¬F¬ψ .
Informally, Fψ holds if after a finite number of steps the remainder of the trace
satisfies ψ, while Gψ holds if after every finite number of steps ψ still holds.
The sublanguages Ξ of state formulas3 that denote sets of states and Π of
path formulas that denote sets of computation traces are given by
Ξ ::= ⊥ | Φ | Ξ → Ξ | EΠ ,
Π ::= Ξ | Π → Π | XΠ | Π UΠ .
To motivate our algebraic semantics, we briefly recapitulate the standard CTL∗
semantics of formulas. Its basic objects are traces σ from Σω, the set of infinite
sequences of states from some set Σ. The i-th element of σ (indices starting with
0) is denoted σi, and σ
i is the trace that results from σ by removing its first i
elements. Hence σ0 = σ.
Each atomic proposition pi ∈ Φ is associated with the set Σpi ⊆ Σ of states
for which pi is true. The relation σ |= ϕ of satisfaction of a formula ϕ by a trace
σ is defined inductively (see e.g. [7]) by
σ 6|= ⊥ , σ |= Eϕ iff ∃ τ : τ0 = σ0 and τ |= ϕ ,
σ |= pi iff σ0 ∈ Σpi , σ |= Xϕ iff σ1 |= ϕ ,
σ |= ϕ→ ψ iff σ |= ϕ implies σ |= ψ , σ |= ϕUψ iff ∃ j ≥ 0 : σj |= ψ and
∀ k < j : σk |= ϕ .
3In the literature this set is usually called Σ. We avoid this, since throughout the
paper we use Σ for sets of states.
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In particular, σ |= ¬ϕ iff σ 6|= ϕ.
We quickly repeat the proof of validity of the CTL∗ axiom
¬Xϕ↔ X¬ϕ , (1)
since this will be crucial for the algebraic representation of X in Sect. 6:
σ |= ¬Xϕ ⇔ σ 6|= Xϕ ⇔ σ1 6|= ϕ ⇔ σ1 |= ¬ϕ ⇔ σ |= X¬ϕ .
3 Semirings, Quantales, Fixed Points and Iteration
We formulate our more abstract developments in terms of algebraic structures.
The elements of these structures may, for instance, stand for sets of traces.
Definition 3.1
1. An idempotent left semiring , briefly IL-semiring, is a structure (A,+, ·, 0, 1)
such that (A,+, 0) is a commutative monoid with idempotent addition, that
is, (A, ·, 1) is a monoid, multiplication distributes from the right over addition
and 0 is a left annihilator for multiplication, that is, 0 · a = 0 for all a ∈ A.
An IL-semiring is left-distributive if multiplication distributes over addition
also from the left.
2. Every IL-semiring can be partially ordered by setting a ≤ b ⇔df a+ b = b.
Then + and · are isotone w.r.t. ≤ and 0 is the least element. Moreover, a+ b
is the supremum of a, b ∈ A. An IL-Semiring is bounded if it has a greatest
element >.
3. An IL-semiring is called a left quantale [15] if ≤ induces a complete lattice
and multiplication distributes over arbitrary suprema from the right. The
infimum and the supremum of a subset B ⊆ A are denoted byuB andunionsqB,
respectively. Their binary variants are a u b and a unionsq b (the latter coinciding
with a+ b).
4. In left quantales finite and infinite iteration can be defined as least and
greatest fixed points, namely a∗ =df µx . 1 + a · x and aω =df νx . a · x. For
details and properties see the appendix in Sect. 13 and [15].
5. The IL-semiring/left quantale is Boolean if (A,≤) induces a Boolean algebra.
In this case we define a− b =df a u b.
Quantales (or standard Kleene algebras [2]) have been used in many contexts
other than that of program semantics (cf. the general reference [19]). They have
the advantage that the general fixpoint calculus is available there. A number of
our proofs need the principle of fixpoint fusion which is a second-order principle;
in the first-order setting of conventional Kleene algebras [14] only special cases
of it, like the induction and coinduction rules, can be used as axioms.
Example 3.2 We want to use an algebra of sets of traces. We set Σ∞ =df
Σ+ ∪Σω, where Σ+ is the set of non-empty finite traces over Σ. The operator .
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denotes concatenation of traces. First we define the partial operation of the fusion
product that glues traces together at a common point, if any. For σ, τ ∈ Σ∞,
σ 1 τ =
σ if σ ∈ Σ
ω ,
σ′.x.τ ′ if σ ∈ Σ+, σ = σ′.x, τ = x.τ ′ for some x ∈ Σ ,
undefined otherwise .
The purely infinite and purely finite parts of a set U of traces are inf U =df
U ∩Σω and finU =df U − inf U . With this we extend 1 to trace sets U, V as
U 1 V =df inf U ∪ {s 1 t : s ∈ finU ∧ t ∈ V } .
This operation has the set Σ, viewed as a set of one-element traces, as its neutral
element. Moreover, U 1 ∅ = inf U and hence U 1 ∅ = ∅ iff inf U = ∅. This will
be generalised in Sect. 7.
Now we define the Boolean left quantale TRC(Σ) of sets of finite and in-
finite traces by TRC(Σ) =df (P(Σ∞), ∪ ,1, ∅, Σ). This quantale is even left-
distributive. A transition relation over a state set Σ can be modelled in TRC(Σ)
as a set R of traces of length 2. The powers Ri of R consist of traces of length
i + 1 that are generated by R-transitions. In particular, we instantiate R to
NX =df Σ.Σ, the set of all two-state traces and hence the most general next-step
transition relation. Then TRC(Σ) is generated by NX as TRC(Σ) = NX∗∪NXω.
This is generalised to Boolean left quantales in Sect. 8. uunionsq
Next to an abstract representation of sets of traces we will also need one for
sets of states. This is achieved by the notion of tests [13].
Definition 3.3 A test in an IL-semiring is an element p that has a complement
¬p w.r.t. the multiplicative unit 1, namely p + ¬p = 1 and p · ¬p = 0 = ¬p · p.
The set of all tests in A is denoted by test(A).
The element ¬p is uniquely determined by these axioms if it exists. In a
Boolean IL-semiring every element p ≤ 1 is a test with ¬p = p u 1.
The multiplicative identity Σ has exactly the subsets of Σ as its sub-objects,
hence in TRC(Σ) the tests faithfully represent sets of states.
The expressions p ·a and a ·p abstractly represent restriction of the traces in
a to the ones that start and end in p-states, resp.
Using tests we can also define a domain operator and the modal operators
diamond and box (cf. [5]).
Definition 3.4 Consider a bounded IL-semiring A and a ∈ A, q ∈ test(A). The
domain operator p: S → test(S) is axiomatised by the Galois connection
pa ≤ q ⇔ a ≤ q · > . (2)
Then |a〉q =df p(a · q) and |a] =df ¬|a〉¬a.
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In TRC(Σ), for trace set U the domain pU consists of all starting states of
traces in U . Moreover |U〉P for some set P ⊆ Σ is the set of all starting states
of traces in U that end in some state in P , hence a kind of inverse image of P
under U . Dually, |U ]P consists of those states x for which all traces in U starting
in x have their final states, if any, in P .
We recall a few basic properties of tests, domain and restriction; see [15,5].
Lemma 3.5 Let S be a bounded IL-semiring, a, b ∈ S and p, q ∈ test(S).
1. By the Galois connection (2) domain preserves all existing suprema and
hence is isotone (see [8]).
2. pa = 0 ⇔ a = 0.
3. a = pa · a and p(p · a) ≤ p.
4. p(p · >) = p.
5. p(a · b) = p(a · pb). This property, called locality, means that the domain of a
composition does not depend on the inner structure of the second operand,
but only on its starting states.
6. p ≤ q ⇔ p · > ≤ q · >.
7. If a u b exists then p · (a u b) = p · a u b = a u p · b. Hence if b ≤ a then
p · a u b = p · b. In particular, p · > u b = p · b.
8. If S is Boolean then ¬p · > = p · >.
9. |a · b〉q = |a〉(|b〉q) and |a · b]q = |a](|b]q).
10. p · |b〉q = |p · b〉q (import/export).
11. p + |a〉q ≤ q ⇒ |a∗〉p ≤ q and p ≤ q · |a]p ⇒ p ≤ |a∗]q (diamond/box star
induction).
By these properties we can represent the set of all possible paths that start
with some state in set p by the test ideal p · >. By Part 6 the set of test ideals
is isomorphic to the set of tests.
4 General Algebraic Semantics of CTL∗
We now give our algebraic interpretation of CTL∗ over a Boolean left quantale
S. As a preparation we transform the semantics from Sect. 2 into a set-based
one by assigning to each formula ϕ the set [[ϕ]] =df {σ | σ |= ϕ} of paths that
satisfy it.
[[⊥]] = ∅ , [[Eϕ]] = p[[ϕ]] 1 Σω ,
[[Xϕ]] = NX 1 [[ϕ]] , [[pi]] = Σpi 1 Σ
ω ,
[[ϕ→ ψ]] = [[ϕ]] ∪ [[ψ]] , [[ϕUψ]] = ⋃
j≥0
(NXj 1 [[ψ]] ∩ ⋂
k<j
NXk 1 [[ϕ]]) .
In this set-based semantics, every atomic proposition pi ∈ Φ is algebraically
associated with a set Σpi ⊆ Σ of states, i.e., with an element of test(TRC(Σ)).
Therefore, to save some notation, in the algebraic semantics we simply set Φ =
test(S). Moreover, we fix an element n (n standing for “next” and corresponding
to NX) that represents the transition system underlying the logic. The precise
6
requirements for n will be discussed in Sect. 6. Then the concrete semantics
above generalises to a function [[ ]] : Ψ → S, where [[ϕ]] abstractly represents the
set of paths satisfying formula ϕ.
Definition 4.1 The general algebraic semantics [[ϕ]] of CTL∗ formula ϕ is de-
fined inductively over the structure of ϕ. This results from the set-based seman-
tics by a straightforward translation of the concrete operators of TRC(Σ) into
the corresponding quantale operators:
[[⊥]] = 0 , [[Eϕ]] = p[[ϕ]] · > ,
[[p]] = p · > , [[Xϕ]] = n · [[ϕ]] ,
[[ϕ→ ψ]] = [[ϕ]] + [[ψ]] , [[ϕUψ]] = unionsq
j≥0
(nj · [[ψ]]u u
k<j
nk · [[ϕ]]) .
As a word of warning, the definition [[p]] = p · > does not correspond exactly
to the TRC semantics, where [[pi]] = Σpi 1 Σ
ω and Σω 6= >. This problem will
be taken up in Sect. 7.
Using the above definitions, it is easy to check that
[[ϕ ∨ ψ]] = [[ϕ]] + [[ψ]] , [[ϕ ∧ ψ]] = [[ϕ]] u [[ψ]] , [[¬ϕ]] = [[ϕ]] , [[>]] = > . (3)
Then the above semantics coincides with that of Sect. 2, as far as infinite streams
are concerned. This is discussed in detail in Sects. 6 and 7.
To exemplify our semantics we prove a number of properties of the path
quantifiers. In particular, we work out a more explicit form of the A semantics.
Corollary 4.2 [[EEψ]] = [[Eψ]] and [[AAψ]] = [[Aψ]] and [[Aψ]] = ¬p[[ψ]] · >.
Proof.
1. For the first equation, by the definition of [[ ]] twice, Lm. 3.5.4 and the defi-
nition of [[ ]] again,
[[EEψ]] = p[[Eψ]] · > = p(p[[ψ]] · >) · > = p[[ψ]] · > = [[Eψ]] .
The second equation is immediate from that and the definition of A.
2. By the definitions of A, ¬ and E, and Lm. 3.5.8,
[[Aψ]] = [[¬E¬ψ]] = [[E¬ψ]] = p[[¬ψ]] · > = ¬p[[ψ]] · > .
uunionsq
This entails a number of further properties of E and A.
Lemma 4.3 For atomic proposition p and arbitrary formulas ϕ,ψ,
[[E⊥]] = 0 , [[A⊥]] = 0 ,
[[E>]] = > , [[A>]] = > ,
[[Ep]] = [[p]] , [[Ap]] = [[p]] ,
[[E(ϕ ∨ ψ)]] = [[Eϕ]] + [[Eψ]] , [[A(p ∨ ψ)]] = [[p]] + [[Aψ]] ,
[[E(p ∧ ψ)]] = p · [[Eψ]] , [[A(ϕ ∧ ψ)]] = [[Aϕ]] u [[Aψ]] .
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In particular,
[[E(p ∨ ϕ)]] = [[p]] + [[Eϕ]] , [[A(p ∧ ϕ)]] = p · [[Aϕ]] .
We only show the properties for E; the ones for A are immediate from those by
De Morgan duality and domain algebra.
The first two properties follow from the definition of [[ ]], (3) and p> = 1 with
neutrality of 1. Next, by definition of [[ ]] twice, Lm. 3.5.4 and definition of [[ ]]
again,
[[Ep]] = p[[p]] · > = p(p · >) · > = p · > = [[p]] .
Further, by definition of [[ ]], (3), disjunctivity of domain, distributivity and def-
inition of [[ ]] again,
[[E(ϕ ∨ ψ)]] = p([[(ϕ ∨ ψ)]]) · > = p([[ϕ]] + [[ψ]]) · > = (p[[ϕ]] + p[[ϕ]]) · >
= p[[ϕ]] · >+ p[[ϕ]] · > = [[Eϕ]] + [[Eψ]] .
Moreover, by definition of [[ ]], (3), definition of [[ ]], Lm. 3.5.7, import/export
(Lm. 3.5.10) and definition of [[ ]] again,
[[E(p ∧ ϕ)]] = p[[(p ∧ ϕ)]] · > = p([[p]] u [[ϕ]]) · > = p(p · > u [[ϕ]]) · >
= p(p · [[ϕ]]) · > = p · p[[ϕ]] · > = p · [[Eϕ]] .
The remaining property is immediate from the third and fourth ones. uunionsq
Moreover, for the CTL∗ axiom EX>[7] we obtain the following result.
Lemma 4.4 [[EX>]] = > ⇔ pn = 1 ⇔ n total.
Proof. This follows by Lm. 3.5.6, since by Def. 4.1 and Lm. 3.5.4, [[EX>]] =
p(n · >) · > = pn · >. uunionsq
5 Modified Iteration and the Semantics of Until
We now deal with the semantics of the until operator. To bring the corresponding
expression in Def. 4.1 into more palatable shape we introduce a bit of notation.
For elements a, b ∈ S and j ∈ N we set
a j b =df n
j · b u u
k<j
nk · a , (4)
which is the expression occurring in the right hand side of the semantic equation
for [[ϕUψ]] when a = [[ϕ]] and b = [[ψ]]. It states that a holds j times and then ψ
holds. The idea is now to find an inductive formulation of j driven by j. For the
induction base we calculate, using the definitions of 0 and powers, neutrality of
1 and lattice algebra, a 0 b = n0 · bu u
k<0
nk ·a = bu> = b. To proceed with the
induction step we need an assumption about n that is closely related to (1), as
is discussed in detail in Sect. 6. This condition reads
∀ a, b ∈ S : n · (a u b) = n · a u n · b . (LDM)
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It means that left multiplication by n distributes through binary and hence non-
empty finite meets. With that we calculate as follows. By definition, splitting
the u expression, definition of powers and neutrality of 1, commutativity of u,
index shift, (LDM), definition of j , and the definition below:
a j+1 b
= nj+1 · b u u
k<j+1
nk · a
= nj+1 · b u n0 · a u
ju
k=1
nk · a
= a u n · nj · b u
ju
k=1
n · nk−1 · a
= a u n · nj · b u u
l<j
n · nl · a
= a u n · (nj · b u u
l<j
nl · a)
= a u n · (a j b)
= a 2 (a j b) ,
where
c 2 d =df c 1 d = c u n · d . (5)
The inductive clause for j will be the basis for an inductive (or recursive) for-
mulation of the until semantics.
With the help of our definition we can now formulate the semantics of until
more compactly as
[[ϕUψ]] =unionsq
j≥0
[[ϕ]] j [[ψ]] . (6)
The operator 2 enjoys a number of pleasant properties, as will be seen below.
However, in general it is neither associative nor does it have a neutral element.
Nevertheless it gives rise to an analogue of the Kleene star which will even allow
us to bring the semantics of the until operator into closed form.
To do this, we abstract from the concrete definitions above.
Definition 5.1 Consider a set S and an arbitrary, possibly non-associative op-
erator 2 : S × S → S.
1. We define the iterations j of 2 as above by
a 0 b =df b, a j+1 b =df a 2 (a j b) .
2. The structure (S,2) is called an iteration algebra if S is a complete lattice
with order ≤, least element 0 and binary supremum operator +, and 2 is
isotone in both arguments.
3. In an iteration algebra we define variants of the star and omega operators:
a ∗ b =df µfa,b where fa,b(x) =df a 2 x+ b , a
ω =df νx . a 2 x . (7)
In fact, ∗ corresponds to Kleene’s original definition of ∗ as an infix operator
in [11]. Hence ∗ and ω have properties analogous to those of ∗ and ω.
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Lemma 5.2 Consider an iteration algebra (S,2).
1. The operators ∗ and ω are isotone.
2. a i+j a = a i (a j b).
3. If 2 is right-strict and distributes through arbitrary joins and binary meets
in its right argument then fa,b from (7) is continuous and a ∗ b =unionsq
j≥0
a j b.
4. b ≤ a ∗ b.
5. a 2 b ≤ a ∗ b.
6. a ∗ (a 2 b) ≤ a 2 (a ∗ b).
7. a ∗ (a ∗ b) = a ∗ b.
8. If 2 is left-strict, i.e., if 0 2 a = 0 for all a, then 0 ∗ b = b and 0 ω = 0.
9. If a 2 0 = 0 then a ∗ 0 = 0.
10. If 2 is left-distributive then a ∗ (b+ c) = a ∗ b+ a ∗ c.
11. a ∗ a ω = a ω .
12. If S is a universally distributive complete lattice then
νfa,b = µfa,b + a
ω = a ∗ b+ a ω .
Proof.
1. Immediate from Tarski’s fixed point theorem [21].
2. Straightforward induction.
3. Continuity of fa,b is immediate from the assumptions. Another straightfor-
ward induction shows f ia,b(0) =unionsq
j≤i
a j b for i ∈ N, from which the claim
follows by lattice algebra and Kleene’s fixed point theorem [10].
4. Immediate from (7).
5. Immediate from Part 4, isotony of 2 and (7).
6. By least fixed point induction (15), lattice algebra, isotony of 2, Part 4 and
(7),
a ∗ (a 2 b) ≤ a 2 (a ∗ b) ⇐ a 2 b+ a 2 (a 2 (a ∗ b)) ≤ a 2 (a ∗ b)
⇔ a 2 b ≤ a 2 (a ∗ b) ∧ a 2 (a 2 (a ∗ b)) ≤ a 2 (a ∗ b)
⇐ b ≤ a ∗ b ∧ a 2 (a ∗ b)) ≤ a ∗ b ⇔ TRUE .
7. (≥) is immediate from Part 4.
(≤) By least fixed point induction (15), lattice algebra and reflexivity of ≤,
a ∗ (a ∗ b) ≤ a ∗ b ⇐ a ∗ b+ a 2 (a ∗ b) ≤ a ∗ b
⇐ a 2 (a ∗ b) ≤ a ∗ b
⇐ a ∗ b = fa,b(a ∗ b) .
8. Immediate from (7).
9. Immediate from (7).
10. (≥) is just isotony of 2.
(≤) By least fixed point induction (15), left distributivity of 2, (7) and
isotony of +,
a ∗ (b+ e) ≤ a ∗ b+ a ∗ e ⇐ b+ e+ a 2 (a ∗ b+ a ∗ e) ≤ a ∗ b+ a ∗ e
⇐ b+ e+ a 2 (a ∗ b) + a 2 (a ∗ e) ≤ a ∗ b+ a ∗ e ⇔ TRUE .
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11. (≥) Immediate by Part 4.
(≤) By least fixed point induction (15), lattice algebra and (7),
a ∗ a ω ≤ a ω ⇐ a ω + a 2 a ω ≤ a ω ⇔TRUE .
12. The proof is a straightforward application of ν-fusion (20) (see [15] for the
case of ω).
uunionsq
A main tool used in the subsequent sections is that of projections from one
iteration algebra to another.
Definition 5.3 Let (Si,2i)i=1,2 be iteration algebras. A homomorphism be-
tween them is a function h : S1 → S2 that is continuous and strict and preserves
+ and 2 in that h(a+b) = h(a)+h(b) and h(a21b) = h(a)22h(b) for all a, b ∈ S1.
Lemma 5.4 Let (Si,2i)i=1,2 be iteration algebras with a homomorphism h :
S1 → S2. Then h preserves ∗ as well, i.e., h(a ∗ 1 b) = h(a) ∗ 2 h(b) for all
a, b ∈ S1. If h is co-continuous and co-strict , i.e., satisfies h(>) = >, then it
also preserves ω , i.e., h(a ω 1) = h(a) ω 2 for all a ∈ S1.
Proof. By the conditions on h this is just an application of µ-fusion (18) and
ν-fusion (20). uunionsq
We now return to the concrete instance of 2 defined in (5). To make use of
Lm. 5.2 we need to ensure that 2 has the required properties. Fortunately, this
is achieved by a second requirement on the semantic element n, motivated by the
semantics of X as follows. In TRC(Σ), for arbitrary formula ϕ and its semantics
U = [[ϕ]] we want
[[Xϕ]] = n 1 U = n 1
⋃
u∈U
{u} =
⋃
u∈U
n 1 {u} .
Therefore, we require that in the abstract quantale semantics left multiplication
by n distributes through arbitrary joins.
Definition 5.5 In a left quantale S we call n ∈ S a step if left multiplication by
n distributes through arbitrary joins and binary meets. In particular, n · 0 = 0.
Now Lm. 5.2 applies and yields the following theorem that provides an im-
portant check of the adequacy of our definitions.
Theorem 5.6 Assume a Boolean left quantale with a step n. Then
[[ϕUψ]] = [[ϕ]] ∗ [[ψ]] .
Proof. First, since in every Boolean algebra one has the shunting rule xuy ≤ z ⇔
x ≤ y+z, a Galois connection, u preserves all existing joins. Since by assumption
left multiplication by n distributes through arbitrary joins, the function f[[ϕ]],[[ψ]]
does the same. Therefore the claim is established by (6) and Lm. 5.2.3. uunionsq
This yields the following simpler closed representation of F like in Sect. 2:
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Corollary 5.7 [[Fψ]] = n∗ · [[ψ]]. In particular, [[F>]] = >.
Proof. First, by (7), (5) and Boolean algebra,
f>,[[ψ]](x) = (> u n · x) + [[ψ]] = n · x+ [[ψ]] .
Hence, by the definition of F, Th. 5.6, (3), (7) and Def. 3.1.4,
[[Fψ]] = [[>Uψ]] = [[>]] ∗ [[ψ]] = > ∗ [[ψ]] = µf>,[[ψ]] = n∗ · [[ψ]] .
The operator G and its relation with the ω operator are treated in Sect. 7.
6 The Next-Time Operator
We now discuss the connection between (1) and (LDM) in the algebraic setting.
To satisfy (1), we need to have for all formulas ϕ and their semantic values
a =df [[ϕ]] that n · a = [[¬Xϕ]] = [[X¬ϕ]] = n · a. This semantic property can
equivalently be characterised as follows (Parts 1 and 2 were already shown in [3]).
Lemma 6.1 Consider a Boolean IL-semiring S and n ∈ S.
1. If n is left-distributive and satisfies ∀ a ∈ S : n · a ≤ n · a then (LDM) and
n · 0 = 0 hold.
2. If (LDM) and n · 0 = 0 hold then so does ∀ a ∈ S : n · a ≤ n · a.
3. If n is left-distributive then ∀ a ∈ S : n · a ≤ n · a ⇔ n · > = > ⇔ nω = >.
4. If n satisfies (LDM) and ∀ a : n · a = n · a then n is left-distributive.
Proof.
1. For (LDM) it suffices to show (≥), since the reverse inequality follows by
isotony. By shunting, the assumption n ·a ≤ n · a for all a, left distributivity,
Boolean algebra and lattice algebra with isotony,
n · a u n · b ≤ n · (a u b) ⇔ n · a ≤ n · b+ n · (a u b)
⇐ n · a ≤ n · b+ n · (a u b) ⇔ n · a ≤ n · (b+ (a u b))
⇔ n · a ≤ n · (b+ a) ⇔ TRUE .
For the second claim we reason as follows. By Boolean algebra, isotony, the
assumption and Boolean algebra,
n · 0 = n · (1 u 1) ≤ n · 1 u n · 1 ≤ n · 1 u n · 1 = 0 .
2. We calculate
0 = n · 0 = n · (a u a) = n · a u n · a.
Now the claim is immediate by shunting.
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3. Consider an arbitrary fixed element a ∈ S. By shunting, left distributivity,
Boolean algebra, greatest element and nω = νy . n · y,
n · a ≤ n · a ⇔ > ≤ n · a+ n · a ⇔ > ≤ n · (a+ a)
⇔ > ≤ n · > ⇔ > = n · > ⇔ nω = >.
4. By De Morgan, the assumption, (LDM), the assumption twice and Boolean
algebra,
n · (a+ b) = n · (a u b) = n · (a u b) = n · a u n · b = n · a u n · b = n · a+ n · b .
uunionsq
In relation algebra, the special case n · 1 ≤ n of the property in Part 1
characterises n as a partial function and is equivalent to the full property ∀ a :
n · a ≤ n · a [20]. But in general quantales the special and the full case are not
equivalent [3]. Moreover, again from [3], we know that in quantales such as WOR
and TRC left multiplication by an element n distributes over meet iff n is prefix-
free, i.e., if no member of n is a prefix of another member. This holds in particular
if all traces in n have equal length, which is the case if n models a transition
relation and hence consists only of traces of length 2. The equivalent condition
∀ a : n · a u n · a = 0 was used in the computation calculus of R.M. Dijkstra [6].
But what about Part 3 of Lm. 6.1? Only rarely will a quantale be “generated”
by n in the sense that nω = >. We deal with this problem in Sects. 7 and 8.
7 Infinitary Semantics of CTL∗
Before we tackle a general algebraic solution to the problem mentioned at the
end of the previous section, let us look at the concrete quantale S = TRC(Σ).
There we definitely do not have nω = > for n = Σ.Σ, since nω = Σω = inf S,
where the inf operator was introduced in Ex. 3.2.
We will show that restricting the semantics given in Sect. 4 to infinite traces
remedies the problem, while at the same time faithfully reflecting the original
semantics of CTL∗, which was given in terms of infinite sequences of states any-
way.
To obtain an abstract algebraic version of this, we need some additional
notions. The key is the observation in Ex. 3.2 that U 1 ∅ = inf U and hence
U 1 ∅ = ∅ iff inf U = ∅. This motivates the following definition.
Definition 7.1 Assume a bounded IL-semiring S.
1. The purely infinite part of a ∈ S is inf a =df a · 0. We set N =df inf >. We
call a purely infinite if a = inf a. The set of all purely infinite elements is
denoted by infel(S).
2. Dually, we call a purely finite if inf a = a · 0 ≤ 0, i.e., if its purely infinite
part is trivial. The right hand side is equivalent to a · 0 = 0.
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3. If S is Boolean we can define the purely finite part of a ∈ S analogously as
in TRC(Σ) by fin a =df a− inf a.
We state some simple consequences of the definition; for more details see [15].
Lemma 7.2 Consider arbitrary a, b ∈ S.
1. If b is purely infinite then so is a · b.
2. inf (a · b) = a · inf b. In particular, inf commutes with left restriction, i.e., for
p ∈ test(S), inf (p · b) = p · inf b.
3. a ·N ≤ N.
4. The operator inf is a kernel operator, i.e., it is contractive (inf a ≤ a), isotone
and idempotent (inf (inf a) = inf a). By the latter fact the functionality of the
operator can be made precise as inf : S → infel(S).
Proof.
1. By associativity and assumption, (a · b) · 0 = a · (b · 0) = a · b.
2. By the definitions and associativity,
inf (a · b) = (a · b) · 0 = a · (b · 0) = a · inf b .
3. By the definition of N, greatestness of > with isotony of · and the definition
of N again,
a ·N = a · > · 0 ≤ > · 0 = N .
4. For contractivity, we have by definition, leastness of 0 with isotony of · and
neutrality of 1 that inf a = a · 0 ≤ a · 1 = a.
Isotony is immediate from the definition and isotony of ·.
For idempotence, by the definition, associativity, annihilation and the defi-
nition again,
inf (inf a) = (a · 0) · 0 = a · (0 · 0) = a · 0 = inf a .
uunionsq
In general IL-semirings we cannot give a closed expression for the operator
fin. However, in left Kleene algebras we can show closedness of the purely finite
elements under star.
Lemma 7.3 If a · 0 = 0 then also a∗ · 0 = 0.
By least fixed point induction for star (using Def. 3.1.4) and lattice algebra,
a∗ · 0 ≤ 0 ⇐ 0 + a · 0 ≤ 0 ⇔ a · 0 ≤ 0 .
We show a few properties of the inf operator.
Lemma 7.4 Assume a Boolean IL-semiring S.
1. inf a = N u a and inf a = N− a = N− inf a.
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2. Element a is purely infinite iff a ≤ N. Hence infel(S) is downward closed.
Let now S be a Boolean left quantale.
3. The set infel(S) forms a complete lattice with greatest element N in which
suprema of arbitrary and and infima of non-empty subsets coincide with the
ones in S. For the empty subset we have u ∅ = N.
inf : S → infel(S) is universally disjunctive and conjunctive.
Proof.
1. Repeatedly using the definition of N and inf, Boolean algebra, isotony and
neutrality of 1,
a u N = a u > · 0 = a u (a+ a) · 0 = a u (a · 0 + a · 0) ≤ u(a · 1 + a · 0)
= a u (a+ a · 0) = a · 0 = inf a = a · 0 ≤ a · 1 u > · 0 = a u N .
Moreover, by the just proved representation and Boolean algebra,
¬i inf a = N u (N u a) = N u (N + a) = N u a = ¬i a .
2. Using lattice algebra and Part 1 we have a ≤ N ⇔ a = a u N ⇔ a = inf a.
3. By definition the purely infinite elements are precisely the fixed points of
the isotone function λx . x · 0; hence by Tarski’s generalised fixed point the-
orem [21] they form a complete lattice by themselves. Greatestness of N
follows from Part 2; it also entails the claim u ∅ = N. For an arbitrary
subset T ⊆ infel(S), by Part 2 all elements of T are ≤ N; hence, by lattice al-
gebra, so is their supremum unionsqT which thus, again by Part 2, lies in infel(S)
as well. Assume now that T is non-empty. Then, by the downward closure
of infel(S) stated in Part 2, any lower bound of T and, in particular, uT
lies in infel(S) as well.
Consider an arbitrary subset T ⊆ S. By Part 1, complete distributivity of
complete Boolean algebras (see the beginning of the proof of Th. 5.6) and
Part 1 again we have
inf (unionsqT ) = N uunionsqT =unionsq {N u a | a ∈ T} =unionsq {inf a | a ∈ T} .
Assume now that T is non-empty. By Part 1, lattice algebra and Part 1 again
we have
inf (uT ) = N uuT =u {N u a | a ∈ T} =u {inf a | a ∈ T} .
All this implies universal disjunctivity and conjunctivity of inf. uunionsq
Now we can give our modified semantics for CTL∗.
Definition 7.5 The infinitary semantics [[ϕ]]i of a CTL
∗ formula ϕ over a Boolean
left quantale is defined as follows:
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– [[Eϕ]]i =df p[[ϕ]]i ·N.
– For all other formulas ϕ we set [[ϕ]]i =df inf [[ϕ]].
As an auxiliary we define complementation relative to N as
¬i a =df N− a . (8)
This satisfies the following properties.
Theorem 7.6 Assume a Boolean left quantale S with a step n.
1. The pair (infel(S),2i) where 2i is the restriction of 2 to infel(S) is an iter-
ation algebra and inf is a homomorphism from (S,2) to (infel(S),2i).
2. [[¬ϕ]]i = ¬i [[ϕ]]i and ¬i ¬i a = inf a.
3. The semantics [[ ]]i propagates inductively:
[[⊥]]i = 0 , [[Xϕ]]i = n · [[ϕ]]i ,
[[p]]i = p ·N , [[ϕUψ]]i = [[ϕ]]i ∗ i [[ψ]]i ,
[[ϕ→ ψ]]i = ¬i [[ϕ]]i + [[ψ]]i .
In addition,
[[ϕ ∨ ψ]]i = [[ϕ]]i + [[ψ]]i , [[ϕ ∧ ψ]]i = [[ϕ]]i u [[ψ]]i , [[Aϕ]]i = ¬p(¬i [[ϕ]]i) ·N .
4. If N ≤ n · N (and hence N ≤ nω) then for all a ∈ S we have inf (n · a) =
inf n · a. In particular, [[X¬ϕ]]i = [[¬Xϕ]]i. Furthermore, for all a ∈ S we
have ¬i (n · inf a) = n · inf a.
5. If N ≤ n ·N then [[Fψ]]i = n∗ · [[ψ]]i and [[Gψ]]i = [[ψ]]ω ii .
Proof.
1. By Lm. 7.4.3 infel(S) is a complete lattice. Isotony of 2i is immediate from
its definition and isotony of u and · . By Lm. 7.4.3 inf is continuous and
strict. Finally by Lm. 7.4.3 and Lm. 7.2.2,
inf (a 2 b) = inf (a u n · b) = inf a u inf (n · b) = inf a u n · inf b = inf a 2i inf b .
2. The first claim is immediate from (3) and Lm. 7.4.1. For the second one we
have by (8), Boolean algebra and Lm. 7.4.1
¬i ¬i a = N− (N− a)) = N u a = inf a .
3. Recall Def. 4.1. The first property is immediate from Def. 7.5, while the
second one is an instance of Lm. 7.2.2.
The third property follows from Lm. 7.4.3 and Lm. 7.4.1.
The fourth property is again an instance of Lm. 7.2.2.
The fifth property is straightforward from Part 1 and Lm. 5.4.
The additional equations are immediate from Lm. 7.4.1.
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4. From Lm. 6.1.2 we know n · a ≤ n · a, and isotony of inf (Lm. 7.2.4) shows
inf (n · a) ≤ inf n · a. For the converse inequation we reason as follows.
By Lm. 7.4.1, Lm. 7.2.2, shunting, additivity of inf and left distributivity
of n, Boolean algebra with the definition of N and the assumption,
inf n · a ≤ inf (n · a) ⇔ N u inf (n · a) ≤ inf (n · a)
⇔ N u n · inf a ≤ inf (n · a)
⇔ N ≤ n · inf a+ n · inf a ⇔ N ≤ n · inf (a+ a)
⇔ N ≤ n ·N ⇔ TRUE .
For the final claim we calculate, by Lm. 7.2.2, the first claim of this part,
Lm. 7.4.1, Boolean algebra, Lm. 7.4.1 and Lm. 7.2.2,
¬i (n · inf a) = ¬i inf (n · a) = ¬i inf n · a = ¬i (¬i n · a)
= N u n · a = inf (n · a) = n · inf a .
5. The proof of the equation for F
follows closely the one for Cor. 5.7. By (7) the generating function for a ∗ i b
is fa,b(x) =df a 2i x + b. We obtain by (5), Parts 1 and 2 of Lm. 7.2 and
Boolean algebra,
fN,[[ψ]]i(x) = N 2i x+ [[ψ]]i = (N u n · x) + [[ψ]]i = n · x+ [[ψ]]i .
Hence, by the definition of F, Th. 5.6, (3), (7) and Def. 3.1.4,
[[Fψ]]i = [[>Uψ]]i = [[>]] ∗ i [[ψ]] = > ∗ i [[ψ]] = µfN,[[ψ]]i = n∗ · [[ψ]] .
We now turn to the equation for G.
For that we recall from Def. 13.3 the De Morgan dual f◦(y) =df f(y) of
a function f : S → S over a Boolean algebra S and the property from
Lm. 13.4 that µf = νf◦ and νf = µf◦. By the definition of G, Lm. 13.4 and
the above representation of F therefore
[[Gψ]]i = ¬i [[F¬ψ]]i = ¬i µf¬ψ = νf◦¬ψ .
By definition of duals, definition of f¬ψ, Boolean algebra, Parts 2 and 4,
Part 2 again [[ψ]]i, y ∈ infel(S) and the definition of 2,
f◦¬ψ(y) = ¬i f¬ψ(¬i y) = ¬i ([[¬ψ]]i + n · (¬i y))
= (¬i [[¬ψ]]i) u (¬i (n · (¬i y)))
= (¬i (¬i [[ψ]]i)) u n · inf y = (N u [[ψ]]i) u n · y = [[ψ]]i 2 i y .
Now the claim follows from (7). uunionsq
uunionsq
This means that we have now obtained a semantics which faithfully mirrors
the original CTL∗ semantics.
We combine the results of this theorem with our results on the until operator.
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Corollary 7.7 Assume again N ≤ n · N and define, for formulas ϕ and ψ the
abbreviation ϕWψ ⇔df Gϕ ∨ (ϕUψ). Then [[ϕWψ]]i = νy . [[ψ]]i + ([[ϕ]]i 2 i y).
Proof. This follows from Lm. 5.2.12 together with Ths. 7.6.3 and 7.6.5. uunionsq
In the literature the operator W is known as weak until or while. It expresses
that ϕ holds forever or else ψ will eventually hold forever with ϕ holding all the
time before that.
8 Generated Quantales
In view of Th. 7.6.4 we introduce a new notion.
Definition 8.1 Assume a Boolean quantale S with a step n ∈ S. Then S is
called n-generated if > = νx . 1 + n · x = n∗ + nω and nω ≤ N. If additionally
pN = 1 then S is strongly n-generated .
The definition means that all elements of S can be obtained by finite or
infinite iteration of n. The constraint nω ≤ N serves to exclude “pseudo-infinite”
iterations of n. Strong generation means that all starting states can be extended
into infinite computations.
Example 8.2 The quantale TRC(Σ) (Ex. 3.2) is strongly Σ.Σ-generated, while
its reduct to finite traces is not. uunionsq
The definition of generatedness has important structural consequences. For
any IL-Semiring let
rtest(S) =df {p ·N | p ∈ test(S)} (9)
be the set of relative test ideals of S; each of them characterises the set of infinite
traces with starting states in a state set p.
Lemma 8.3 Consider an n-generated quantale S.
1. N = nω and N u n∗ = 0. Hence nω and n∗ are complements of each other.
2. N = n ·N.
3. nω = inf (nω) and hence nω · nω = nω = (nω)ω.
Consider now the concrete operator c 2 d =df c u n · d from (5).
4. For all a ∈ S we have a ω ≤ N.
5. n ω = 0.
6. If a ∈ S is purely infinite then a ω =u
k∈N
nk · a.
Assume now that S is strongly n-generated.
7. pn = 1.
8. The sets test(S) and rtest(S) are order-isomorphic.
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Proof.
1. By definition of N, generatedness and right distributivity, n∗ ·0 = 0 (Lm. 7.3)
with neutrality of 0 and 0 ≤ 1 with isotony,
N = > · 0 = n∗ · 0 + nω · 0 = nω · 0 ≤ nω .
Now the first claim follows by the assumption nω ≤ N and antisymmetry.
For the second claim we show that 0 is the only lower bound of N and n∗.
By isotony, Lms. 7.4.2 and 7.3, and transitivity,
a ≤ N ∧ a ≤ n∗ ⇒ a ≤ N ∧ a · 0 ≤ n∗ · 0 ⇔ a = a · 0 ∧ a · 0 ≤ 0 ⇒ a ≤ 0 .
2. By Part 1 and omega unfold N = nω = n · nω = n ·N.
3. By Part 1, the definition of N and idempotence of inf,
inf (nω) = inf N = inf (inf >) = inf > = N = nω .
Hence, as mentioned in Def. 7.1.1, nω is a left zero and therefore nω ·nω = nω.
Moreover, using omega unfold,
(nω)ω = nω · (nω)ω = nω .
4. By definition of ω , definition of 2 and lattice algebra,
a ω = a 2 a ω = a u n · a ω = n · a ω .
Now greatest fixed point co-induction for ω (Def.Def. 3.1.4 and (16)) and
Part 1 show a ω ≤ nω = N.
5. By definition of ω , definition of 2, Part 4, N = inf >, Lm. 7.2.2, isotony of
inf, Lm. 7.4.1 and assumption on n,
n ω = n 2 n ω = n u n · n ω ≤ n u n ·N ≤ n u inf (n · >) ≤ n u N = n · 0 = 0 .
6. First we show that the generating function f(y) = a 2i y for a
ω i over
infel(S) is positively conjunctive and hence co-continuous. As a preparation
we show the same for g(y) =df n · y. Throughout we assume that the index
set for the ks is non-empty. Using ak ∈ infel(S) for all k with Lm. 7.4.3
and Lm. 7.2.2, De Morgan, Part 2 and Th. 7.6.4, left distributivity of n, De
Morgan, Lm. 7.4.3, Part 2 and Th. 7.6.4, Boolean algebra and Lm. 7.2.2
with all ai ∈ infel(S),
g(u
k
ak) = n ·u
k
ak = inf (n ·u
k
ak) = inf (n · unionsq
k
ak) = inf (n·unionsq
k
ak)
= inf (unionsq
k
n · ak) = inf (u
k
n · ak) = u
k
inf (n · ak)
=u
k
inf (n · ak) = u
k
inf (n · ak) = u
k
n · ak = u
k
g(ak) .
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Now, by the definition of 2, the equation for g just shown, lattice algebra
and the definition of 2 again,
a2u
k
bk = a u n·u
k
bk = a u (u
k
n · bk) = u
k
(a u n · bk) = u
k
a 2 bk .
Hence, by Th. 13.5 we have a ω = νf = u
k
fk(N), where fk(N) = a k N.
By (4) we have a k N = (u
j<k
nj · a) u nk ·N. By Part 1 and the fixed point
property of nω,
nk ·N = nk · nω = nω = N .
Hence, by the above calculation, Lm. 7.4.1, Lm. 7.4.3, Lm. 7.2.1, and the
assumption that a ∈ infel(S),
a k N = (u
j<k
nj · a) u nk ·N = (u
j<k
nj · a) u N = inf (u
j<k
nj · a)
= u
j<k
inf (nj · a) = u
j<k
nj · inf a = u
j<k
nj · a .
Now the claim follows by straightforward lattice algebra.
7. By strong generatedness, Part 1, omega unfold, locality (Lm. 3.5.5), strong
generatedness again and neutrality of 1,
1 = pN = p(nω) = p(n · nω) = p(n · p(nω)) = p(n · 1) = pn .
8. We have to show, for p, q ∈ test(S),
p ≤ q ⇔ p ·N ≤ q ·N .
(⇒) follows by isotony of · .
(⇐) First, for arbitrary r ∈ test(S), by locality (Lemma 3.5.5), strong gen-
eratedness with neutrality of 1 and Lemma 3.5.4,
p(r ·N) = p(r · pN) = pr = r .
Now the claim is immediate from isotony of domain.
uunionsq
We can extend Th. 7.6.5 a bit further. Together with Lm. 8.3.6 we obtain
[[Gψ]]i =u
i∈N
ni · [[ψ]]i. Hence, in a ∗-continuous quantale [12], i.e., a quantale with
a · b∗ · c = unionsq {a · bn · c |n ∈ N} for all a, b, c, we therefore have the pleasantly
symmetric formulations [[Fψ]]i =unionsq
i∈N
ni · [[ψ]]i and [[Gψ]]i =u
i∈N
ni · [[ψ]]i.
9 Towards CTL: The Semantics of State Formulas
In this section we show, among other properties, that the semantics of each state
formula has the special form of a test ideal and hence directly corresponds to
a test, i.e., an abstract representation of a set of states. This will be the key to
the simplified CTL semantics in Sect. 10. Throughout this section we assume an
n-generated quantale.
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Theorem 9.1 Let ϕ be a state formula of CTL∗.
1. [[ϕ]] is a test ideal, and hence, by Lm. 3.5.4, [[ϕ]] = p[[ϕ]] · >.
2. [[ϕ]]i is a relative test ideal, i.e, [[ϕ]]i = p[[ϕ]] ·N.
3. [[Eϕ]] = [[ϕ]].
4. [[Aϕ]] = [[ϕ]].
Proof.
1. The proof is by induction on the structure of ϕ.
- For ⊥ and p ∈ test(S) this is immediate from Def. 4.1.
- Assume that the claim already holds for state formulas ϕ and ψ. We
calculate, using Def. 4.1, the induction hypothesis, Lm. 3.5.8, right dis-
tributivity and Def. 3.3,
[[ϕ→ ψ]] = [[ϕ]] + [[ψ]] = p[[ϕ]] · >+ p[[ψ]] · > = ¬p[[ϕ]] · >+ p[[ψ]] · >
= (¬p[[ϕ]] + p[[ψ]]) · > = (p[[ϕ]]→ p[[ψ]]) · >
and hence by Lm. 3.5.4,
p[[ϕ→ ψ]] · > = p((p[[ϕ]]→ p[[ψ]]) · >) · > = (p[[ϕ]]→ p[[ψ]]) · > = [[ϕ→ ψ]] .
- For Eϕ the claim is immediate from the definition.
2. Immediate from Part 1, Def. 7.5 and Lm. 7.2.2.
3. Immediate from Part 1 and the definition of [[Eϕ]].
4. Set for abbreviation p =df p[[ϕ]]. Then by Part 1 we have [[ϕ]] = p · >. Now,
by Cor. 4.2, Lm. 3.5.8, Lm. 3.5.4 and Boolean algebra,
[[Aϕ]] = ¬p[[ϕ]] · > = ¬pp · > · >
= ¬p(¬p · >) · > = ¬¬p · > = p · > = [[ϕ]] .
uunionsq
Parts 3 and 4 show that state formulas are closed under E and A. In addition
we have the following result.
Lemma 9.2 State formulas are closed under ¬, ∧ and ∨ .
Proof. Let ϕ,ψ be state formulas with [[ϕ]] = p · > and [[ψ]] = q · >. It suffices to
show that the semantics [[¬ψ]], [[ϕ ∧ ψ]] and [[ϕ ∨ ψ]] each are test ideals.
- [[¬ϕ]] = [[ϕ]] = p · > = ¬p · >.
- [[ϕ ∧ ψ]] = [[ϕ]] u [[ψ]] = p · > u q · > = p · q · > by Lm. 3.5.7.
- [[ϕ ∨ ψ]] = [[ϕ]] + [[ψ]] = p · >+ q · > = (p+ q) · >.
uunionsq
Next, we state some properties of U and its relatives for state formulas.
Lemma 9.3 Let ϕ,ψ be state formulas of CTL∗ with [[ϕ]] = p ·> and [[ψ]] = q ·>
for suitable tests p, q.
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1. [[ϕUψ]] = (p · n)∗ · q · > = ([[ϕ]] u n)∗ · [[ψ]].
2. [[Gψ]]i = (q ·n)ω. Hence we have the “shunting rule” (q ·n)ω = ¬i (n∗ ·¬q ·N).
Proof.
1. Using Theorem 5.6, (7) and Lm. 3.5.7 we calculate
[[ϕUψ]] = µy . q · >+ (p · > u n · y) = µy . q · >+ p · n · y,
and the claim follows by Def. 3.1.4.
2. First we note that [[ϕ]]i = p ·N and [[ψ]]i = q ·N by Th. 9.1.2.
By Th. 7.6.5 and (7) [[Gψ]]i = νf
◦
N,[[¬ψ]]i where f
◦
N,[[¬ψ]]i(y) =df [[¬ψ]]i 2i y for
y ∈ infel(S). Since ψ is a state formula, f simplifies by Th. 9.1.2, Lm. 3.5.7
and Lm. 7.4.1 to
f(y) = [[ψ]]i u n · y = q ·N u n · y = inf (q · n · y) .
To show the first claim we use ν-fusion (20) with g = inf and h(y) = q ·n ·y.
The function g is co-continuous by Lm. 7.4.3 and trivially satisfies g(>) =
N ≥ νh. Moreover, by the definitions of g, h, idempotence of inf, Lm. 7.2.2
and the definitions of f, g,
g(h(y)) = inf (q · n · y) = inf (inf (q · n · y)) = inf (q · n · inf y) = f(g(y)) .
Hence, by ν-fusion (20) and the definitions of g and h,
[[Gψ]]i = νf = g(νh) = inf (q · n)ω = (q · n)ω ,
where the last step follows from Lm. 7.4.2 and n-generatedness, since
(q · n)ω ≤ nω = inf nω ≤ N
by isotony and Lms. 8.3.3 and 7.4.1.
For the second claim we calculate, using the first claim, the definition of G,
Th. 7.6.3, Th. 7.6.5, Th. 7.6.3 again, Lm. 7.2.2 with Def. 7.1, and Th. 9.1.2,
(q · n)ω = [[Gψ]]i = [[¬F¬ψ]]i = ¬i [[F¬ψ]]i = ¬i (n∗ · [[¬ψ]]i)
= ¬i (n∗ · (¬i [[ψ]]i)) = ¬i (n∗ · (¬i (q ·N))) = ¬i (n∗ · ¬q ·N) . uunionsq
Now we deal with EX.
Lemma 9.4 For a state formula ϕ we have [[EXϕ]] = [[EXEϕ]] and hence [[EXϕ]]i =
[[EXEϕ]]i.
Proof. By Def. 4.1, locality (Lm. 3.5.5), Lm. 3.5.4, neutrality of 1, locality again
and Def. 4.1,
[[EXEϕ]] = p(n · p[[ϕ]] · >) · > = p(n · p[[ϕ]]) · > = p(n · [[ϕ]]) · > = [[EXϕ]] .
uunionsq
We conclude this section by noting that in the infinitary semantics EX and
AX are De Morgan duals.
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Lemma 9.5 [[AXϕ]]i = [[¬EX¬ϕ]]i.
Proof. By definition of A, Th. 7.6.3, Def. 7.5, Lemma 8.3.2 and Th. 7.6.4, Def. 7.5,
and Th. 7.6.3, we obtain
[[AXϕ]]i = [[¬E¬Xϕ]]i = ¬i [[E¬Xϕ]]i = ¬i (p[[E¬Xϕ]]i ·N)
= ¬i (p[[EX¬ϕ]]i ·N) = ¬i [[EX¬ϕ]]i = [[¬EX¬ϕ]]i.
uunionsq
From this and Lm. 9.4 we obtain the last result of this section.
Corollary 9.6 [[AXϕ]]i = [[AXAϕ]]i.
10 From CTL∗ to CTL
For a number of applications the sublogic CTL of CTL∗ suffices. We will see that
it can be modelled in plain Kleene algebra. Syntactically, CTL consists of the
CTL∗ state formulas that use path formulas of the restricted form
Π ::= XΞ | Ξ UΞ . (10)
From the previous section we already know that the semantics of every CTL
formula is a test ideal t, from which, by Theorem 9.1.1, we can extract the
corresponding test (or state set) as pt. This is reflected by the simplified semantics
[[ϕ]]d =df p([[ϕ]]i) which enables us to calculate solely with tests.
Throughout this section we assume pN = 1, so that by locality (Lm. 3.5.5)
p(a ·N) = pa for all a.
First we state another homomorphic property.
Lemma 10.1 Over a complete Boolean semiring S the structure (test(S),2d)
with p 2d q =df |p · n〉q is an iteration algebra and p : rtest(S) → test(S) is a
homomorphism from (rtest(S),2i) to (test(S),2d). Moreover, p ∗ dq = |(p·n)∗〉q.
Proof. By the remark following Def. 3.3 the set test(S) is downward closed and
hence a complete lattice itself. Moreover, 2d is isotone by isotony of · and di-
amond. By Lm. 3.5.1 p is continuous and strict. Finally, by definition of 2i
(Th. 7.6.1), Lm. 3.5.7, locality (Lm. 3.5.5) with the assumption pN = 1 and the
definition of diamond,
p((p ·N) 2i (n · q ·N)) = p(p ·N u n · q ·N) = p(p · n · q ·N)
= p(p · n · q) = |p · n〉q = p 2 d q . (11)
Finally, by (7) p ∗ d q = µfp,q where
fp,q(x) = p 2 d x+ q = |p · n〉x+ q ,
from which the claim follows by diamond star induction(Lm. 3.5.11). uunionsq
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For the Boolean connectives we obtain by disjunctivity of domain and Lm. 3.5
together with Th. 7.6.3 and standard domain properties,
[[ϕ ∨ ψ]]d = [[ϕ]]d + [[ψ]]d, [[ϕ ∧ ψ]]d = [[ϕ]]d · [[ψ]]d, [[¬ϕ]]d = ¬[[ϕ]]d. (12)
Next, we state some laws for A.
Lemma 10.2 For atomic proposition p ∈ test(S),
[[A⊥]]d = 0, [[A>]]d=1,
[[A(p ∨ ϕ)]]d = p+ [[Aϕ]]d, [[A(p ∧ ϕ)]]d=p · [[Aϕ]]d.
Now we can calculate [[ ]]d for all CTL formulas by induction on their syntactic
structure, cf. the grammar in (10).
Theorem 10.3
1. [[⊥]]d = 0.
2. [[p]]d = p.
3. [[ϕ→ ψ]]d = [[ϕ]]d → [[ψ]]d.
4. [[EXϕ]]d = |n〉[[ϕ]]d.
5. [[AXϕ]]d = |n][[ϕ]]d = [[AXAϕ]]d.
6. [[E(ϕUψ)]]d = |([[ϕ]]d · n)∗〉[[ψ]]d.
7. [[A(ϕUψ)]]d = ¬p(n∗ · [[ψ]]d ·N) · |(¬[[ψ]]d · n)∗]([[ϕ]]d + [[ψ]]d).
Parts 4 and 5 mean that the existential and universal quantifiers of CTL are
semantically reflected as the existential and universal modal operators diamond
and box. Part 6 means that the starting states of the traces in [[E(ϕUψ)]]d are
precisely those from which after finitely many X steps through ϕ states a ψ state
can be reached. Part 7 characterises [[A(ϕUψ)]]d as the set of those states from
which eventually a ψ state must be reached and for which iteration through
non-ψ states must lead to a ϕ or a ψ state.
Proof. The proof is again by induction on the structure of the state formulas.
The cases 1–3 of ⊥, p and ϕ → ψ have already been covered in the proof of
Theorem 9.1.
4. By the grammar (10), ϕ must be a state formula. Using Thm. 9.1.3, the
definition of [[ ]], locality (Lm. 3.5.5 and the definition of [[ ]] again, we calculate
[[EXϕ]]d = p[[Xϕ]]i = p(n · [[ϕ]]i) = p(n · p[[ϕ]]i) = |n〉[[ϕ]]d.
5. By the grammar (10), ϕ must be a state formula. By the definition of A,
Thm. 7.6.4, Eq. (12), Part 4, Eq. (12), and the definition of box:
[[AXϕ]]d = [[¬E¬Xϕ]]d = [[¬EX¬ϕ]]d =¬[[EX¬ϕ]]d =¬|n〉[[¬ϕ]]d =¬|n〉¬[[ϕ]]d =
|n][[ϕ]]d .
The second claimed equality holds, since [[ϕ]]d = [[Aϕ]]d follows from Thm. 9.1.4.
6. By the grammar (10), ϕ and ψ must be state formulas.
Hence the claim is immediate from Lm. 10.1 and Lm. 5.4.
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7. Again, by the grammar (10), ϕ and ψ must be state formulas.
We use that, by Cor. 4.2 and Lm. 3.5.4, r = ¬pu, where u =df [[ϕUψ]]i.
Let, for abbreviation, p ·N =df [[ϕ]]i and q ·N =df [[ψ]]i. Since u = µf with
f(y) = q ·N + p · n · y, we have by Lm. 13.4 that u = νf◦ where f◦ is the De
Morgan dual of f . We calculate the explicit form of f◦. By the definitions,
De Morgan, Lm. 3.5.8, Lm. 3.5.7 and De Morgan, Lm. 3.5.8 with Th. 7.6.4,
Th. 7.6.2 and y ∈ infel(S), distributivity, and De Morgan:
f◦(y) =¬i (q·N+p·n·¬i y) =¬i (q·N)u¬i (p·n·¬i y) =¬q·Nu¬i (p·Nun·¬i y)
=¬q ·(¬i (p ·N) +¬i (n ·¬i y)) =¬q ·(¬p ·N +¬i ¬i (n ·y)) =¬q ·(¬p ·N + n ·y)
=¬q · ¬p ·N + ¬q · n · y=¬(p+ q) ·N + ¬q · n · y.
By the above, Def. 3.1.4, distributivity and De Morgan, Lm. 9.3.2 and a
domain property, and Theorem 9.1.4 with the definition of box:
r=¬p(νf◦) =¬p((¬q · n)ω + (¬q · n)∗ · ¬(p+ q) ·N)
=¬p((¬q · n)ω) · ¬p((¬q · n)∗ · ¬(p+ q) ·N) =
¬p(n∗ · q ·N) · ¬p((¬q · n)∗ · ¬(p+ q)) =¬p(n∗ · q ·N) · |(¬q · n)∗](p+ q) .
uunionsq
Corollary 10.4
[[EFψ]]d = |n∗〉[[ψ]]d , [[EGψ]]d = p([[ψ]]d · n)ω ,
[[AGψ]]d = |n∗][[ψ]]d , [[AFψ]]d = ¬p(¬[[ψ]]d · n)ω = ¬pn∗ · [[ψ]]d · > .
Hence we can simplify the last property of Th. 10.3 to
[[A(ϕUψ)]]d = [[AFψ]]d · |(¬[[ψ]]d · n)∗]([[ϕ]]d + [[ψ]]d) .
Proof. Immediate from Th. 10.3 and the definitions of F and G. uunionsq
Together with Th. 10.3 this shows that the sublogic CTL needs fewer alge-
braic concepts than full CTL∗: general joins and complementation (and therefore
also general meet) are not needed. For the CTL semantics a modal left omega
algebra [15] is sufficient. Further details, in particular the usual least-fixed-point
characterisation of [[A(ϕUψ)]]d, can be found in [18].
11 From CTL∗ to LTL
The logic LTL is the fragment of CTL∗ in which only A may occur, once and
outermost only, as path quantifier. More precisely, LTL has no state formulas
apart from those of the form Aϕ and the path formulas are given by
Π ::= Φ | ⊥ | Π → Π | XΠ | Π UΠ .
Over an n-generated semiring, the LTL semantics is embedded into the CTL∗ one
by assigning to ϕ ∈ Π the semantic value [[Aϕ]]i.
The reason for this is the following. An arbitrary CTL∗ formula ϕ may be
called valid if its semantics is the set of all paths, abstractly, if [[ϕ]]i = N. This
is related to the A quantifier:
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Lemma 11.1 [[ϕ]]i = N ⇔ [[Aϕ]]i = N.
Proof. By Cor. 4.2 and neutrality of 1, Lm. 3.5.6, Boolean algebra, full strictness
of domain (Lm. 3.5.2) and Boolean algebra,
[[Aϕ]]i = N ⇔ ¬p[[ϕ]]i ·N = 1 ·N ⇔ ¬p[[ϕ]]i = 1
⇔ p[[ϕ]]i = 0 ⇔ [[ϕ]]i = 0 ⇔ [[ϕ]]i = N .
uunionsq
Although the infinitary semantics adequately reflects the standard LTL se-
mantics, we present another view of the concrete case S = TRC(Σ) for some set
Σ of states (cf. Ex. 3.2). Since we want to set up a similar connection to modal op-
erators as in the CTL case (Th. 10.3), we embed the carrier set P(Σ∞) of TRC(Σ)
into the relational semiring REL(Σ∞) by encoding every subset U ⊆ Σ∞ as the
relational test h(U) =df {(σ, σ) |σ ∈ U}.
Based on this we define another semantic mapping [[ ]]L as
[[ϕ]]L =df h([[ϕ]]i) . (13)
Next, we mimic the semantic element n relationally. In TRC(Σ) we had n =
Σ.Σ, which was used to “glue” transitions to the front of traces. In REL(Σ∞) we
replace this by the relation N =df {(σ, σ1) | a ∈ S}. Now for a subset U ⊆ Σ∞,
h(n 1 U) = |N〉h(U) . (14)
This allows the construction of yet another semantic homomorphism.
Lemma 11.2 The structure (test(REL(Σ∞)),2L) with P 2L Q =df P ; |N〉Q is
an iteration algebra and h from (13) is a homomorphism from (P(Sω),2 i) to
(test(REL(Σ∞)),2L).
Proof. As detailed in the proof of Lm. 10.1, test(REL(Σ∞)) is a complete lattice.
Moreover, 2 L is isotone by isotony of ∩ and diamond. Further, since in REL(Σ∞)
multiplication ; is completely disjunctive in ts right argument as well, |N〉 is
additive, continuous and strict. Finally, the homomorphic property of h w.r.t.
the 2 operators is immediate from (14). uunionsq
From this, Th.7.6 and Lm. 5.4 we obtain, with · =1 and N = Sω,
[[⊥]]L = ∅ , [[Xϕ]]L = |N〉[[ϕ]]L ,
[[p]]L = h(p ·N) , [[ϕUψ]]L = µY . [[ψ]]L ∗ L [[ϕ]]L ,
[[ϕ→ ψ]]L = [[ϕ]]L → [[ψ]]L .
From the third equation we obtain, since P → Q = ¬P +Q,
[[¬ϕ]]L = ¬[[ϕ]]L , [[>]]L = h(N) ,
[[ϕ ∨ ψ]]L = [[ϕ]]L + [[ψ]]L [[ϕ ∧ ψ]]L = [[ϕ]]L ; [[ψ]]L .
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Moreover, we can simplify the U operator. Let P =df [[ϕ]]L and Q =df [[ψ]]L.
By P,Q ∈ test(REL(S)), definition of diamond and the import/export law from
Lm. 3.5.10, and Lm. 3.5.11,
µy .Q+ P ; |N〉y = µy .Q+ |P ;N〉y = |(P ;N)∗〉Q .
From this we obtain
[[ϕUψ]]L = |([[ϕ]]L ;N)∗〉[[ψ]]L , [[Fψ]]L = |N∗〉[[ψ]]L , [[Gψ]]L = |N∗][[ψ]]L .
This shows that for LTL we can weaken the requirements on the underlying
semantic algebra even further, viz. to that of a modal Kleene algebra.
Finally we briefly resume the discussion on axiom (1) in this interpretation.
[[X¬ϕ]]L = ¬[[Xϕ]]L ⇔ |N〉¬[[ϕ]]L = ¬|N〉[[ϕ]]L ⇔ |N ][[ϕ]]L = |N〉[[ϕ]]L
for all ϕ. This means that N has to be a total and deterministic relation, which
is the case if the function λx . n · x is surjective and injective, i.e., a bijection.
These properties hold for the element Σ.Σ that generates Σω.
Note that the condition |N ] = |N〉 does not propagate to |N∗] and |N∗〉,
since these correspond to iterated conjunction and disjunction, resp.
12 Conclusion
We have provided a compact algebraic semantics for full CTL∗ in the framework
of modal quantales and shown that for the two sublogics CTL and LTL the
semantics can be mapped to closed expressions using modal operators as well
as Kleene star and ω-iteration. Compared with representations of CTL∗ in the
modal µ-calculus (e.g. [9]) the compactness is achieved, since in quantales the
modal operators are defined for ω-regular expressions (and even more generally),
not only for atomic actions. Moreover, we have shown that for CTL and LTL the
requirements on the semantic algebra can be relaxed to that of an omega or even
just a Kleene algebra, resp.
As a non-trivial application, the article [17] shows that the algebraic se-
mantics developed in this paper can be transferred to the setting of Concur-
rent Kleene Algebras and hence allow temporal reasoning about sequential sub-
threads there.
Future research will concern use of the algebraic semantics for concrete cal-
culations in case studies as well the extension from the current propositional
case to the first-order one; for this Tarskian frames as introduced in [14] seem
promising candidates.
Acknowledgement We are grateful to Roland Glu¨ck for valuable comments.
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13 Appendix: Elements of Fixed Point Theory
We recapitulate some basic facts fixed point theory.
Definition 13.1 Let f be an endofunction on a poset (M,≤).
1. An element x ∈ M is a pre-fixed point of f if f(x) ≤ x. The notion of post-
fixed point is order-dual, and x is a fixed point of f if it is both a pre- and a
post-fixed point. The set of all fixed points of f is denoted by fix f .
2. An element is called the least (pre-)fixed point of f if it is the least element
of the set of (pre-)fixed points of f . The notion of greatest (post-)fixed point
is order-dual. Note that neither of these elements need exist.
3. The least and greatest fixed points of f are denoted by µf and νf , resp.,
when they exist. If f(x) = E, where E is an expression containing the
variable x, we write µx .E and νx .E instead of µf and νf .
The following fundamental theorem, in particular Part 4, is due to Knaster
and Tarski [21].
Theorem 13.2 (Knaster/Tarski) Consider a partial order (M,≤) and an
isotone endofunction f : M → M .
1. If u ∈ M is the least pre-fixed point of f then u = µf , i.e., u is also the
least fixed point of f . Hence, if µf is known to exist we have the principle of
least fixed point induction:
f(x) ≤ x ⇒ µf ≤ x . (15)
2. Analogously, if the greatest post-fixed point of f exists then it is also the
greatest fixed point νf of f . Hence if νf is known to exist we have the
principle of greatest fixed point co-induction:
x ≤ f(x) ⇒ x ≤ νf . (16)
3. Let also g : M → M be isotone and satisfy f ≤ g, i.e., ∀x : f(x) ≤ g(x). If
the set of pre-fixed points of f has a least element µf then µf ≤ u for every
pre-fixed point u of g. In particular, if µg exists then µf ≤ µg. Analogously,
if g has a greatest post-fixed point νg, then also u ≤ νg for every post-fixed
point u of f . In particular, if νf exists then νf ≤ νg.
4. If (M,≤) is even a complete lattice then µf and νf exist and satisfy
µf = u {x | f(x) = x} = u {x | f(x) ≤ x} ,
νf = unionsq {x | f(x) = x} = unionsq {x |x ≤ f(x)} .
In the case of a Boolean lattice, least and greatest fixed points can be related
via the dual functions.
Definition 13.3 Let f : M → N be a function between Boolean algebras
M,N . The dual function of f , denoted f◦, is defined by f◦(x) =df f(x).
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Lemma 13.4 Let f be a function on a Boolean lattice. If µf exists then also νf◦
exists and νf◦ = µf . Likewise, if νf exists then also µf◦ exists and µf◦ = νf .
We now mention two very useful groups of fixed point fusion laws (see e.g.
[1] for further fixed point properties). They allow fusing the application of some
function g with the recursion described by a function h, yielding a recursion
described by a function f . Let f, g, h : L → L be isotone functions on a complete
lattice (L,≤) with least element ⊥ and greatest element >. Then we have the
µ-super-fusion law
g ◦ h ≥ f ◦ g ⇒ g(µh) ≥ µf . (17)
If g is continuous, i.e., preserves suprema of non-empty chains, and satisfies
g(⊥) ≤ µh then we have the µ-sub-fusion and µ-fusion laws
g ◦ h ≤ f ◦ g ⇒ g(µh) ≤ µf , g ◦ h = f ◦ g ⇒ g(µh) = µf . (18)
Dually we have the ν-sub-fusion law
g ◦ h ≤ f ◦ g ⇒ g(νh) ≤ νf . (19)
If g is co-continuous, i.e., preserves infima of non-empty chains, and satisfies
g(>) ≥ νh then we have the ν-super-fusion and ν-fusion laws
g ◦ h ≥ f ◦ g ⇒ g(νh) ≥ νf , g ◦ h = f ◦ g ⇒ g(νh) = νf . (20)
The notion of (co-)continuity has another important application which is due
to Kleene in [10].
Theorem 13.5 (Kleene) Assume again a complete lattice L and an endofunc-
tion f : L → L. For x ∈ L set f0(x) =df x and f i+1(x) =df f(f i(x)). If f is
continuous then
µf = unionsq {f i(⊥) | i ∈ N} ,
where f0(⊥) =df ⊥ and f i+1(⊥) =df f(f i(⊥)). Dually, if f is co-continuous
then
νf = u {f i(>) | i ∈ N}
This allows iterative computation of µf and νf .
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