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Chapitre 1
Introduction générale
CHAPITRE 1. INTRODUCTION GÉNÉRALE
1 Contexte et problématique
Les systèmes multi-agents constituent aujourd’hui une nouvelle techno-
logie pour la conception et le contrôle de systèmes complexes. Les solutions
proposées par les systèmes multi-agents sont prometteuses et permettent
d’obtenir des systèmes flexibles et évolutifs. Cependant, leur mise en oeuvre
reste difficile. Ceci est dû au manque de standardisation des techniques d’in-
génierie adaptées à ce genre de système et qui permettent un développement
fiable et cohérent.
Le cadre général de cette thèse est l’ingénierie des systèmes multi-agents.
Nous nous proposons d’étudier les différents moyens mis à la disposition des
développeurs pour construire des applications basées sur l’approche orientée
agent. Au niveau de l’état de l’art, nous avons recensé différentes techniques
d’ingénierie. Ainsi, nous distinguons :
– les méthodologies orientées agents qui fournissent un cadre concep-
tuel et méthodologique visant à guider les développeurs des systèmes
multi-agents. Ces méthodologies structurent le processus d’ingénierie
des systèmes multi-agents en proposant différentes activités qui doivent
être menées lors du développement de ces systèmes. Certaines de ces
méthodologies fournissent des notations adéquates permettant de spé-
cifier les applications orientées agent. Elles fournissent aussi des outils
supportant l’application de ces notations à différentes phases du cycle
de développement,
– les langages de modélisation orientés agents qui étudient les différentes
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notations pouvant être utilisées pour modéliser les systèmes multi-
agents. Ces langages sont soit basés sur la notation UML, soit compo-
sés d’un ensemble de notations graphiques. Certains parmi ces langages
sont incorporés dans des méthodologies,
– les plates-formes orientées agents qui sont des supports d’aide à la pro-
grammation. Elles fournissent une couche d’abstraction permettant de
faciliter l’implémentation des concepts orientés agents.
L’étude des méthodologies, notations et plates-formes orientées agent ont
fait ressortir plusieurs limites qui peuvent expliquer les difficultés des sys-
tèmes multi-agents à percer dans le monde industriel. Ces limites sont essen-
tiellement liées à la diversité et parfois à l’ambiguïté qui entoure les concepts
orientés agents. En effet, ces concepts sont abordés différemment au niveau
de chaque méthodologie, notation et plate-forme orientée agents. Cette am-
biguïté rend difficile la compréhension de la sémantique de ces concepts ainsi
que leur application concrète. De plus, nous avons noté que ces techniques
d’ingénierie ne couvrent qu’une vue partielle des systèmes multi-agents. De
la même manière, les méthodologies existantes ne considèrent que certains
aspects du cycle de vie (généralement l’analyse et la conception). La phase
d’implémentation est, quant à elle, abordée par les plates-formes de dévelop-
pement. Cependant, un large fossé sépare les phases d’analyse/conception
de la phase d’implémentation. Ce fossé est d’autant plus creusé par l’am-
biguïté relative aux concepts puisque la sémantique adoptée au niveau de
la méthodologie est généralement différente de celle appliquée au niveau de
la plate-forme d’implémentation. Nous avons également constaté que la plu-
part des méthodologies sont basées sur l’approche orientée objet. Cependant,
cette approche n’est pas bien adaptée car elle a un bas niveau d’abstraction
par rapport aux concepts orientés agents et risque d’engendrer des systèmes
fortement couplés puisque l’ingénierie des systèmes orientés objet se base
généralement sur la desciption des invocations de méthodes [ZJW03]. Enfin,
très peu d’outils sont fournis pour aider le développeur dans les différentes
phases du cycle de vie.
Pour pallier ces limites, nous avons étudié les différentes avancées faites
dans le domaine du génie logiciel pour aborder l’ingénierie des systèmes com-
plexes basés sur des concepts ayant un haut niveau d’abstraction et composés
d’éléments ayant une forte interaction. Nous avons retenu deux techniques
d’ingénierie dédiées à des niveaux d’abstraction élevés :
– l’approche centrée architecture qui se concentre sur l’organisation des
éléments qui composent le système. L’architecture offre une vue globale
du système qui est lisible et qui expose les propriétés les plus cruciales ;
ce qui permet un développement efficace.
– l’approche dirigée par les modèles (ou IDM) qui conçoit l’intégralité
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du cycle de vie comme un processus de production, de raffinement
itératif et d’intégration de modèles. L’utilisation des modèles permet
de capitaliser les connaissances et le savoir-faire à différents niveaux
d’abstraction qu’elles soient des connaissances du domaine métier ou
du domaine technique.
Nous proposons dans cette thèse une démarche de développement basée
sur la combinaison de ces deux approches afin d’adresser les différents aspects
de développement des systèmes multi-agents.
2 Une démarche de développement flexible et sûre
Bien qu’il existe plusieurs propositions intéressantes aussi bien au niveau
des méthodologies, des langages de spécification et des plates-formes d’implé-
mentation, ces différentes propositions manquent de cohésion et font ressortir
plusieurs différences aussi bien au niveau de la sémantique des concept uti-
lisés mais aussi au niveau des démarches de développement.
Notre but durant cette thèse a été de proposer un cadre de développe-
ment flexible (prenant en compte la diversité des concepts orientés agent) et
cohérent (conservant la sémantique des concepts tout au long du cycle de dé-
veloppement) se basant sur une combinaison de l’approche centrée architec-
ture et de l’approche dirigée par les modèles. L’approche centrée architecture
nous permet de raisonner sur les éléments qui structurent le système multi-
agents ainsi que leurs interactions. Notre but en appliquant cette approche
est d’identifier les patrons architecturaux nécessaires au développement des
systèmes multi-agents en prenant en compte les différentes vues du système
(vue organisationnelle, vue environnementale, etc.). L’approche orientée mo-
dèles nous permet d’exprimer de façon explicite la manière de combiner ces
patrons architecturaux afin d’avoir une représentation globale du système
multi-agents. D’autre part, IDM permet de couvrir les différentes phases du
cycle de développement en adoptant une démarche basée sur la transforma-
tion de modèles. Cette démarche permet de garantir la cohérence du système
durant les différentes phases du cycle de vie. Par ailleurs, celle-ci offre l’avan-
tage de préserver le savoir-faire des développeurs en exprimant explicitement
les opérations d’intégration (entre les patrons architecturaux) et de mapping
(entre les modèles de conception et les modèles d’implémentation).
Pour appliquer notre approche, nous utilisons un cadre de développe-
ment formel. Le choix d’un cadre formel vise à réduire l’ambiguïté liée aux
concepts multi-agents mais aussi à garantir une conception sûre afin de pro-
duire des logiciels de qualité. Ainsi, l’utilisation d’un langage formel donne
la possibilité d’exprimer explicitement différentes propriétés. Les outils ac-
compagnant ce langage permettent de vérifier et valider ces propriétés.
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Nous adoptons au cours de cette thèse, le cadre de développement Arch-
Ware qui est basé sur le pi-calcul typé, polyadique et d’ordre supérieur
[Mil99], ce qui permet de supporter les aspects communicatifs et évolutifs
des systèmes multi-agents. Celui-ci offre différents langages, que nous allons
utiliser pour spécifier les systèmes multi-agents. Ces langages sont accompa-
gnés de différents outils qui nous seront utiles pour mettre en œuvre notre
approche.
3 Organisation du document
Le suite de ce document est organisée en cinq chapitres, qui sont organi-
sés comme suit :
– Chapitre 2 : ce chapitre situe le cadre général de la thèse. Nous distin-
gons au niveau de ce chapitre la notion de paradigme de développement
et celle de techniques d’ingénierie. La première partie de ce chapitre
introduira les systèmes multi-agents et les positionne par rapport aux
paradigmes de développement classiques. Au niveau de la deuxième
partie, ce chapitre décrit l’évolution des techniques d’ingénierie. Cette
description nous a permis de repérer les techniques d’ingénierie les plus
adaptées au développement des systèmes multi-agents.
– Chapitre 3 : dans ce chapitre, nous passons en revue les différents lan-
gages de modélisation, méthodologies et plates-formes d’implémenta-
tion proposés dans le domaine des systèmes mult-agents. A la fin de
ce chapitre, nous analyserons les avantages et les inconvénients de ces
différentes techniques et nous introduirons les besoins liés à l’ingénierie
des systèmes multi-agents.
– Chapitre 4 : la première partie de ce chapitre sera consacrée à une
décription détaillée de la problématique et des objectifs de la thèse.
Par la suite, nous décrirons et justifierons notre approche basée sur
la combinaison de l’approche orientée architecture et de l’approche
dirigée par les modèles.
– Chapitre 5 : ce chapitre décrira la mise en œuvre de notre approche que
nous baptisons ArchMDE. La mise en œuvre sera d’abord décrite de
manière générique, par la suite de manière plus spécifique en adoptant
l’environnement ArchWare.
– Chapitre 6 : dans ce chapitre nous validons l’utilisation de ArchMDE
en l’appliquant dans le cadre d’un projet BQR [HHP+07]. Ce projet
étudie une nouvelle approche basée sur les systèmes multi-agents pour
la simulation et le pilotage des systèmes de production. Nous utilisons
notre approche ArchMDE pour concevoir un simulateur des systèmes
de production appliquant le paradigme orienté agent.
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CHAPITRE 2. ETUDE DU DOMAINE
1 Introduction
De nos jours, les applications informatiques sont de plus en plus com-
plexes et difficiles à réaliser. Pour cette raison leur production doit être de
plus en plus assistée et rigoureuse. Le génie logiciel est une discipline qui
traite de la production et de la maintenance des logiciels. Elle a connu une
grande évolution depuis l’apparition de l’informatique. Au niveau de cette
discipline, des réflexions sont menées sur :
– la philosophie à adopter pour représenter les objets du monde réel
sous une forme virtuelle. Cette philosophie est introduite par les pa-
radigmes de développement,
– les cadres méthodologiques et techniques permettant de guider le dé-
veloppeur durant les différentes phases de production du logiciel. Nous
appelons ces cadres techniques d’ingénierie.
Les techniques d’ingénierie sont différentes selon les paradigmes de déve-
loppement appliqués. Dans le cadre de cette thèse, notre but est d’identifier
les techniques d’ingénierie les plus adaptées aux paradigmes orientés agent
ainsi que la manière de les appliquer.
Afin d’éviter toutes confusions, nous allons éclaircir dans ce chapitre la
notion de paradigme de développement et celle de technique d’ingénierie.
Nous positionnons, par la suite, le paradigme orienté agent par rapport aux
paradigmes de développement classiques. Nous étudierons enfin, l’évolution
des techniques d’ingénierie qui a accompagné celles des paradigmes de dé-
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veloppement. Cette étude nous permettra d’identifier les techniques les plus
appropriées pour appliquer le paradigme orienté agent.
2 Paradigmes de développement vs Ingénierie des
systèmes logiciels
La notion de paradigme de développement et d’ingénierie de systèmes
sont intimement liées. Pendant que l’un définit la philosophie générale ap-
pliquée tout au long du cycle de vie afin de représenter les objets du monde
réel ; l’autre définit les techniques à utiliser afin d’appliquer ces paradigmes.
Nous clarifions ces notions dans ce qui suit.
2.1 Les paradigmes de développement
Dès l’apparition des premiers ordinateurs, la fastidieuse entreprise d’écrire
des instructions et des données sous forme binaire, a fait naître le besoin
d’avoir un langage intermédiaire, facile à utiliser par l’homme et traduisible
en langage machine. Depuis lors, plusieurs langages sont apparus, permet-
tant de s’abstraire de plus en plus de la structure matérielle et améliorant
le pouvoir expressif. Ces langages appliquent des concepts introduits par les
paradigmes de développement.
Un paradigme est un mode de pensée qui permet de structurer nos
connaissances, notre apprentissage et notre compréhension. Dans le contexte
informatique, un paradigme de développement est une manière de représen-
ter le monde dans le but de concevoir un programme informatique. Depuis
l’apparition de l’informatique, plusieurs paradigmes ont été adoptés (para-
digme procédural, paradigme orienté objet, etc.). Chaque paradigme identifie
une classe de problèmes et fournit des techniques permettant de traiter ces
problèmes. Par exemple, le problème traité par le paradigme procédural était
de séparer la représentation des données du traitement qui va être effectué.
Afin de régler ce problème, ce paradigme introduit un ensemble de concepts.
Ceux-ci permettent de structurer les programmes informatiques.
Les concepts représentent des entités dénotées par un terme dans le
langage et dont la sémantique permettra de décrire une partie de la
philosophie introduite par le paradigme de développement.
Pour éclaircir ce point, prenons l’exemple du paradigme procédural. Sépa-
rer la représentation des données des traitements qui vont être effectués, ont
mené à l’introduction des concepts de structure de données (pour représenter
des données) et de procédures, fonction (pour représenter les traitement de
données). Ces concepts ont été par la suite implantés dans divers langage de
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programmation tel que Pascal, FORTRAN, C, etc.
2.2 Les techniques d’ingénierie
Les techniques d’ingénierie englobent les différents moyens mis à la dis-
position des développeurs afin de faciliter l’application des paradigmes. Une
bonne application des paradigmes est conditionnée par le développement de
techniques d’ingénierie appropriées fournissant des cadres conceptuels, tech-
nologiques et méthodologiques qui guident le développeur lors des activités
de développement. Le développement d’une application informatique quelle
qu’elle soit nécessite l’application de différentes activités allant de la collecte
et l’analyse des besoins jusqu’au déploiement et la maintenance du système.
Pour guider les développeurs lors de ces activités, des méthodologies sont
proposées. Booch définie une méthodologie comme "un ensemble de mé-
thodes appliquées tout au long du cycle de développement d’un logiciel, ces
méthodes étant unifiées par une certaine approche philosophique générale"
[Boo92]. L’approche philosophique générale est définie par les paradigmes de
développement. Les méthodes quant à elles définissent la manière d’appli-
quer cette approche en fournissant des notations et des modèles permettant
d’exprimer les spécifications relatives à chaque activité (modèle des besoins
durant l’activité d’analyse, modèle architectural lors de l’activité de concep-
tion, code source lors de l’activité d’implémentation etc.). Les méthodes four-
nissent aussi des outils facilitant la production de ces systèmes. Les outils
sont généralement intégrés dans des environnements de développement qui
se composent d’éditeurs, d’outils de vérification, des machines virtuelles, etc.
Afin de mieux comprendre la problématique de cette thèse, nous allons
dans ce chapitre, positionner le paradigme orienté agent par rapport aux
principaux paradigmes de développement existants. Pour chaque paradigme,
nous allons exposer les problématiques abordées ainsi que les solutions d’in-
génierie qui ont été mises en place afin de faciliter son application. Cette
étude nous permettra d’une part de montrer l’utilité du paradigme orienté
agent dans le contexte informatique actuel ; d’autre part, de mieux cerner les
besoins relatifs à l’ingénierie des systèmes basés sur ce paradigme. L’étude
des différentes techniques d’ingénierie nous permettra, par ailleurs, d’identi-
fier celles qui peuvent être réutilisées dans le contexte orienté agent.
3 L’évolution des paradigmes de développement
Différents paradigmes de développement ont vu le jour, introduisant de
nouveaux concepts permettant de structurer les programmes informatiques.
Les paradigmes de développement ainsi que les concepts qu’ils introduisent
permettent d’augmenter le niveau d’abstraction afin de faciliter le dévelop-
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pement. Le passage d’un paradigme à un autre est justifié par la nécessité
d’encapsuler certains mécanismes de bas niveau rendant la tâche de dévelop-
pement moins complexe. Ainsi, les différents paradigmes de développement
sont en fait complémentaires et s’inscrivent dans une logique de continuité.
3.1 Le paradigme procédural
Le paradigme procédural peut être considéré comme le paradigme de
développement le plus ancien. Il a permis de s’affranchir du code machine
et de renforcer une séparation entre la représentation des données et les
traitements faits sur ces données. Une réutilisation des sous-routines (procé-
dures) a été obtenue. Cependant, le développement des systèmes complexes
utilisant ce paradigme a généré des structures en plats de spaghetti. En ef-
fet, l’interopérabilité entre les procédures se fait par les variables globales
qui sont accessibles par différentes procédures. Ceci a engendré des effets de
bord : si on oublie de mettre à jour certaines données partagées, si l’ordre
chronologique des assignations par les différentes parties du logiciel est in-
correct, ou si une zone de mémoire a été désallouée au mauvais moment, le
programme se retrouve dans un état imprévu. Lors de la maintenance, la
modification d’une procédure peut avoir des conséquences inattendues sur
le résultat d’autres fonctions ou procédures liées par des variables globales.
Ainsi, la maintenance des systèmes développés avec le paradigme procédural
est difficile et coûteuse et la réutilisation du code se trouve souvent compro-
mise. Un paradigme de développement plus modulaire est devenu nécessaire.
C’est ainsi que le paradigme orienté objet a vu le jour.
3.2 Le paradigme orienté objet
Le paradigme orienté objet a permis une meilleure protection des données
grâce à l’encapsulation des données et une meilleure réutilisation et exten-
sion des systèmes grâce à l’héritage. Mais devant la complexité sans cesse
croissante des systèmes informatiques actuels, le paradigme orienté objet n’a
pas réussi à limiter les difficultés de développement inhérentes aux systèmes
distribués et concurrentiels compte tenu de sa faible granularité.
3.3 Le paradigme orienté composant
Le passage au paradigme orienté composant a permis d’augmenter le
niveau d’abstraction et de changer la manière de développer les systèmes
informatiques. Ceux-ci sont désormais construits par assemblage de compo-
sants logiciels réutilisables. L’objectif étant d’industrialiser la réalisation des
systèmes informatiques comme c’est le cas dans d’autres secteurs tel que
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Fig. 2.1: La couche integiciel
l’automobile, la construction, etc. Bien que cet objectif soit en partie at-
teint, l’utilisation des intergiciels rend l’apporche difficile à appliquer. Les
intergiciels visent à assembler les composants et les rendre interopérables
(figure 2.1). Mais, leur prolifération et le manque de standardisation rend
difficile leur application. L’administration des applications hétérogènes ba-
sées sur des composants distribués et utilisant des intergiciels hétérogènes
soulève de nombreuses questions telles que le maintien de la cohérence, la
sécurité, l’équilibre entre autonomie et interdépendance pour les différents
sous-systèmes, la définition et la réalisation des politiques d’allocation de
ressources, etc. De plus, la composition des composants est encore rigide et
complexe ; basée uniquement sur les protocoles d’interaction et les flux d’en-
trée et de sortie des composants.
3.4 Le paradigme orienté service
Afin d’assouplir les lourdeurs dans la gestion des interopérabilités et ré-
duire le couplage entre les composants, le paradigme orientée service a été
proposé. Ce paradigme propose de découper les fonctionnalités d’une appli-
cation en services métier, réutilisables dans d’autres applications. Un service
métier peut être défini comme une fonction de haut niveau. Les opérations
proposées par cette fonction encapsulent plusieurs autres fonctions et opèrent
sur un périmètre de données large. Ainsi, les services ont un niveau de gra-
nularité plus élevé que les composants. La description d’un service est com-
plètement indépendant des plates-formes et outils.
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Dans le cas des services web, un service n’est autre qu’une application
exposée par le biais d’une interface XML, connue sous le nom de services
Web. Les services Web sont des couches d’invocation compréhensibles poten-
tiellement par l’ensemble des systèmes. Les services Web interagissent les uns
avec les autres par le biais d’envoi de messages. De ce fait, la modélisation de
services Web met en jeu la description d’interactions et de leurs interdépen-
dances, aussi bien d’un point de vue structurel (types de messages échangés)
que d’un point de vue comportemental (flot de contrôle entre interactions).
Trois types de modèles ont été distingués pour décrire les interactions entre
les services :
– la chorégraphie : il s’agit de décrire les interactions entre les services
Web sans avoir de coordinateur central,
– l’interface : il s’agit de décrire les actions d’envoi et de réception de
message pour chaque service. Une interface permet de spécifier quelles
sont les données nécessaires à l’exécution du service, et ce qu’il fournit
en retour),
– L’orchestration : il s’agit de décrire un processus automatique d’orga-
nisation, de coordination, et de gestion des services Web.
Les applications développées selon le paradigme orienté services pré-
sentent de nombreux avantages parmi lesquels la flexibilité et la réactivité.
Cependant, certains obstacles ne sont pas encore surmontés. Le chantier
de standardisation relatif à l’orchestration et la chorégraphie est loin d’être
achevé ce qui pose un problème d’interopérabilité. La mise en œuvre d’appli-
cations orientées service souffre d’un manque d’outils méthodologiques. En-
fin, les services ne sont pas conscients de leur environnement et ne peuvent
réagir en cas d’imprévus.
4 Positionnement du paradigme orienté agent
Bien qu’il soit né dans les années 80, le paradigme orienté agent reste
encore d’actualité puisqu’il propose des mécanismes d’abstraction qui per-
mettraient probablement de résoudre plusieurs problématiques rencontrées
actuellement. En effet, les recherches menées autour de ce paradigme éla-
borent des mécanismes pour la construction de systèmes complexes évoluant
dans un environnement dynamique et ouvert (c’est-à-dire dont la cardina-
lité et la topologie des composants le constituant peut être variable). Ces
systèmes complexes comportent un grand nombre de composantes en inter-
action. L’organisation de ces composantes peut être à priori inconnue. Le
contôle de tels systèmes ne peut pas se faire de manière centralisée.
Pour traiter ce type de système, le paradigme orienté agent propose une
nouvelle philosophie de développement qui va au-delà d’une simple décom-
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position conceptuelle ou fonctionnelle comme il se fait avec les paradigmes de
développement actuels. Suivant le paradigme orienté agent, les composantes
du système appelées agents sont des entités [Fer95], [Pic04], [JSW98] :
– autonomes : dont le comportement est guidé par des objectifs,
– réactives : capables de percevoir leur environnement et de réagir face
aux évènements survenus dans celui-ci,
– proactives : capables d’agir sur leur environnement,
– sociales : capables d’interagir et de communiquer avec d’autres agents
afin de coopérer en vue d’atteindre un but global.
D’autres caractéristiques peuvent être imputées aux systèmes multi-agents ;
selon le contexte, ces caractéristiques ne sont pas toutes nécessaires. L’in-
tégration de ces caractéristiques dans le système final dépend des besoins
fonctionnels et non fonctionnels liés à chaque domaine. Nous recensons par
exemple :
– le raisonnement : un agent peut décider quel but poursuivre ou à quel
événement réagir, comment agir pour accomplir un but, suspendre ou
abandonner un but pour se dédier à un autre,
– l’apprentissage : l’agent peut s’adapter progressivement à des chan-
gements dans des environnements dynamiques grâce à des techniques
d’apprentissage,
– la mobilité : dans certaines applications déterminées il peut être inté-
ressant de permettre aux agents de migrer d’un noeud à un autre dans
un réseau tout en préservant leur état lors de leur migration.
Dans ce qui suit, nous allons expliquer comment ces caractéristiques
peuvent être utiles pour répondre à certaines problématiques actuelles d’in-
teropérabilité et d’évolution dynamique. Nous allons ensuite présenter les
principaux freins empêchant une utilisation à grande échelle de ce paradigme.
4.1 Les problématiques traitées par le paradigme orienté
agent
Dans le contexte actuel, le paradigme orienté agent trouve son utilité en
s’attaquant à la modélisation de systèmes ouverts, flexibles et auto-adaptables.
En effet, le paradigme orienté agent cherche à interconnecter des ressources
logicielles de façon à créer un système intégré permettant de résoudre des
problèmes complexes et de s’auto-adapter à différentes situations. Ainsi, les
systèmes multi-agents visent à garantir :
– l’extensibilité : elle peut correspondre à de nouveaux objectifs pour
le système, ce qui induit l’intégration de nouvelles entités qui vont
coopérer avec celles qui existent (dans ce cas, les capacités sociales
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des agents sont très utiles). Il pourrait s’agir aussi d’ajouts progressifs
d’hypothèses sur des comportements locaux au sein des agents (ceci est
rendu possible grâce notamment aux capacités cognitives des agents
c’est-à-dire les capacités de raisonnement et d’apprentissage),
– la portabilité : c’est-à-dire l’aptitude d’un logiciel à être transféré d’un
environnement à un autre. Les systèmes multi-agents sont axés sur l’in-
teraction. Celles-ci se basent sur l’utilisation de langages de communi-
cation normalisés tels que ACL/KQML qui décrivent la sémantique des
messages. Ainsi, les interactions dépendront de la compréhension du
contenu des messages et non de la configuration des messages échangs.
Ceci réduit fortement le couplage entre les composantes des systèmes,
– la performance : celle-ci est liée aux possibilités intrinsèques aux agents,
d’exécution parallèle et d’asynchronisme. La technologie agent doit
aussi fiabiliser l’exploitation des ressources disponibles en traitant les
cas de concurrence entre agents,
– la robustesse et la tolérance aux pannes : celles-ci peuvent être garan-
ties par les capacités d’adaptation des agents aux différentes situations
qui peuvent surgir. Des études sont menées pour permettre à l’agent de
diagnostiquer les pannes et d’adapter son comportement par le choix
des meilleures manières d’atteindre les buts en fonction du contexte.
Nous pouvons donc conclure que le paradigme orienté agent vise à trou-
ver des mécanismes permettant de simplifier l’utilisation et l’intégration de
plusieurs systèmes hétérogènes. Il permet de réduire encore plus le couplage
entre les différentes entités du système puisque les agents ont des capaci-
tés cognitives leur permettant de gérer leurs interactions. Les agents se dis-
tinguent aussi par leur capacité de perception de l’environnement. Cette
capacité n’est pas prise en compte de manière explicite dans les autres para-
digmes de développement où la distinction entre entités actives du système
(qui vont correspondre aux agents) et entités passives du systèmes (qui vont
correspondre aux ressources) est peu explicitée [ZJW03].
De cette manière, le paradigme orienté agent peut permettre un dévelop-
pement plus aisé des applications du futur telles que celles traitées au niveau
de l’informatique diffuse (l’Ubiquitous Computing). Ce domaine utilise la
large diffusion des processeurs dans les appareils de la vie courante (comme
les chaînes hifi, les téléphones, les systèmes domotiques, etc.) pour proposer
des fonctionnalités avancées obtenues par la composition de leurs fonctions
en réponse aux désirs des utilisateurs : par exemple écouter du jazz avec
une lumière tamisée de manière automatique tout en coupant le téléphone,
etc. Seulement la fonctionnalité d’un tel système dépend énormément des
utilisateurs, donc de l’environnement, et reste difficilement spécifiable avec
les paradigmes classiques. Les services Web ne permettant pas de raisonner
sur l’interaction avec l’environnement, il est plus aisé de traiter ce type de
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système avec le paradigme orienté agent.
Le paradigme orienté agent s’est avéré utile dans d’autres domaines d’ap-
plication. Nous pouvons les classer selon trois familles [BGG04a] :
– les systèmes purement informatiques, utilisés dans le domaine des té-
lécommunications et de la simulation. On y trouve notamment : les
supports d’aide à la décision, le commerce électronique, la supervision
de réseaux, la simulation de systèmes sociaux et naturels, etc.
– les systèmes sociaux nécessitant une forte interaction avec l’être hu-
main, tels que les collecticiels, le commerce électronique, la recherche
d’information, l’automatisation des processus industriels ou adminis-
tratifs etc.
– les systèmes mécaniques qui intègrent des composantes mécaniques
opérant dans le monde réel, tels que la robotique, les systèmes indus-
triels, les applications embarquées et sans fil etc.
Ainsi, les systèmes multi-agents peuvent être utiles dans plusieurs contextes.
D’ailleurs, certains systèmes industriels tels que la gestion des ressources hy-
drauliques [BAP02], le contrôle du trafic aérien [LL92], les télécommunica-
tions [EQ96] ont appliqué ce paradigme. Cependant, il existe encore plusieurs
freins empêchant leur utilisation à grande échelle. Nous allons décrire, dans
ce qui suit, les principaux freins.
4.2 Les freins à l’utilisation des systèmes multi-agents
Bien que certaines applications industrielles appliquant le paradigme
orienté agent aient commencé à émerger ; il manque encore l’expérience pour
la conception et la construction de ces systèmes. La grande majorité des
systèmes multi-agents ont été construits de manière ad hoc sans utiliser des
composants agents réutilisables. Il devient donc nécessaire de développer
des techniques d’ingénierie (méthodologies, méthodes, notations spécifiques,
etc.) facilitant la réalisation de ces systèmes. Ces techniques d’ingénierie se-
ront d’autant plus importantes qu’elles auront un rôle pédagogique. En effet,
en dehors du milieu académique, très peu d’experts du paradigme orienté
agent existent de par le monde. Ce genre de formation est dispensé au ni-
veau du troisième cycle ; le manque de techniques d’ingénierie ne facilitant
pas l’acquisition des compétences nécessaires à l’application de ce paradigme.
Dans le monde académique, plusieurs travaux sont proposés, tentant
d’absorber ce problème. Ces travaux proposent généralement :
– des méthodologies de développement [IGG99, BCG+04, BKJT97, CP01,
BPSM05, WJK00] qui permettent de guider les développeurs durant
les phases de développement,
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– des plates-formes orientées agents [BPR99, CNNL98, FG00] qui per-
mettent de faciliter la phase d’implémentation,
– des langages de modélisation permettant de décrire des modèles selon
les concepts orientés agents [BMO01, CLC+01, SDS03, WT03].
La diversité et le manque de maturité des travaux menés font que la
plupart ne soient utilisés que dans le milieu académique. La difficulté pro-
vient essentiellement du manque de consensus concernant la sémantique des
concepts orientés agent ainsi que leur utilisation concrète durant le cycle de
développement. Par exemple, il arrive souvent que certains concepts soient
supportés par certaines méthodologies ou plates-formes alors qu’ils sont com-
plètement omis par d’autres. Ces omissions peuvent constituer un réel pro-
blème pour le développeur qui se voit obligé de modéliser ou d’implémenter
certaines parties du système de manière ad hoc. A cela se rajoute la quasi
inexistence de liens entre les méthodologies et les plates-formes d’implémen-
tation. Le passage des modèles vers le code devient alors une lourde tâche
réalisée pour la plupart du temps de manière manuelle par le développeur.
Il devient alors nécessaire d’adopter une approche de développement plus
cohérente permettant d’intégrer les différentes facettes du système multi-
agent et de faciliter le travail des développeurs tout au long du cycle de vie.
Ceci constitue le but de cette thèse. Pour y arriver, nous étudions dans la
prochaine section les différentes techniques d’ingénierie existantes et choisir
celles nous permettant de mieux gérer l’ingénierie des systèmes multi-agents.
5 L’évolution des techniques d’ingénierie
Dans les années 80, le développement était principalement considéré sous
l’angle de la programmation. Il était alors effectué en interne par une seule
personne ou un petit groupe de personnes. On parlait de "programming in
the small" [DK75]. Actuellement, les systèmes sont amenés à devenir des sys-
tèmes ouverts et coopératifs, en constante interaction les uns avec les autres.
Nous sommes donc passés à l’ère du "programming in the large"[DK75] où le
développement est considéré à large échelle c’est-à-dire effectué par plusieurs
équipes, parfois géographiquement éloignées et faisant coopérer plusieurs ap-
plications distribuées. Ce type de développement ne peut plus se concentrer
uniquement sur la phase d’implémentation. De nouveaux outils deviennent
alors nécessaires pour faciliter le travail de développement.
5.1 Les techniques d’ingénieries classiques
Depuis l’avènement du paradigme procédural, plusieurs environnements
de développement intégrés (EDI) ont vu le jour. Ces environnements de dé-
veloppement aidaient les programmeurs à structurer leurs applications lors
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de la phase d’implémentation. La première génération d’EDI ne supportait
qu’un seul langage à la fois. Avec les mutations technologiques des années
90 (application de plus en plus étendue du paradigme orienté objet), plu-
sieurs ajouts fonctionnels améliorant la productivité des développeurs ont
été proposés. Ainsi, les environnements de développement intégrés ne sont
plus dédiés à un seul langage mais à un ensemble de langages. C’est certaine-
ment, l’environnement Eclipse qui a le plus marqué cette mutation. Son but
étant de fournir une plate-forme modulaire pour permettre le développement
informatique de systèmes complexes et de grande taille. Cet environnement,
écrit en Java, est extensible, universel et polyvalent, permettant de créer des
projets mettant en œuvre n’importe quel langage de programmation.
Malgré l’efficacité des environnements de développement de deuxième gé-
nération ainsi que leurs différentes possibilités, leur aide reste limitée, dans
la mesure où ils n’ont pas la capacité de couvrir la totalité du cycle de
développement. En effet, ils restent pour la plupart dédiés à la phase d’im-
plémentation. Une mutation actuelle des environnements de développement
vise à intégrer les autres phases de développement telles que l’analyse, la
conception et la validation des systèmes. Le principal but recherché est la
génération automatique du code à partir de modèles conceptuels vérifiés et
validés. Pour atteindre ce but, les EDI devraient permettre de couvrir la
totalité du cycle de développement ce qui n’est pas actuellement le cas. Les
premières phases de développement telles que l’analyse et la conception sont
gérées par les Ateliers de Génie Logiciel (aussi appelés outils CASE - Com-
puter Aided Software Engineering).
Les ateliers de génie logiciel (AGL) sont apparus dans les années 80 pour
mieux structurer le travail de développement de logiciels durant les phases
préliminaires de développement (principalement l’analyse et la conception).
Ils intègrent un ensemble d’outils permettant de saisir les spécifications re-
latives au système en utilisant un formalisme graphique ou textuel. Le but
recherché par ces outils est de pérenniser le savoir-faire en gardant une trace
des spécifications réalisées durant les différentes phases de développement.
Selon les outils disponibles dans l’environnement, ces spécifications peuvent
être visualisées, validées et documentées par des rapports ou des diction-
naires de données. Certains AGL fournissent aussi des générateurs de code
qui à partir des spécifications peuvent générer une partie du code (générale-
ment c’est le squelette du code) dans un langage de programmation choisi.
L’utilisation des AGLs a connu un grand engouement avec l’apparition du
paradigme orienté objet et surtout l’introduction du formalisme UML (Uni-
fied Modelling Language) [BRJ00] qui est un langage unifié de spécifications
des applications orientées objet. UML est complètement indépendant de tout
langage de programmation mais il intègre tous les concepts communs des
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langages objets (héritage, appel de méthodes etc.). La simplicité du langage
UML a vite conquis les industriels qui l’utilisent pour spécifier leurs appli-
cations. Cependant, malgré l’existence du standard UML, les spécifications
sont produites pour documenter l’application et l’essentiel du développement
reste concentré sur l’activité de codage. De plus, l’avènement des nouveaux
paradigmes de développement a montré les limites de ces techniques d’in-
génierie dans la modélisation de certains aspects tel que l’interaction entre
composants logiciels, la gestion de la concurrence et la synchronisation.
5.2 L’ingénierie des systèmes basés sur le paradigme orienté
composant
L’application du paradigme orienté composant nécessite la spécification
du système à un niveau d’abstraction plus élevé que les concepts objet. Un
raisonnement approfondi sur les composants à intégrer dans le système, la
manière de les assembler et les contraintes qui doivent être respectées du-
rant son exécution ainsi que celles qui doivent être conservées lors de son
évolution est nécessaire. C’est l’architecture logicielle qui permet de repré-
senter ces différents aspects. Au cours du développement d’un système, sa
compréhension diminue tandis que le coût dû aux erreurs augmente. Le but
d’un développement centré architecture (c.f. figure 2.2) est de préserver la
compréhension du système au cours du temps, de détecter et de corriger les
erreurs le plus tôt possible. Ainsi, d’après la définition fournie par d’AN-
SI/IEEE [Gro00], une architecture logicielle ne se contente pas de décrire
uniquement l’organisation des composants du système en précisant leurs re-
lations ; l’architecture doit être un cadre pour la satisfaction du cahier des
charges. Elle est la base technique pour la conception comme la base ges-
tionnaire pour l’estimation des coûts et du processus de gestion. Le but visé
lors de la description de l’architecture est de permettre la pérennisation du
savoir-faire et l’augmentation de la réutilisation.
Pour représenter ces différents aspects, on assiste, au début des années
90, à l’établissement d’un domaine consacré au développement centré ar-
chitecture [PW92] [GS93]. Dans ce domaine, les recherches sont axées sur
l’étude des langages et formalismes nécessaires à la représentation et la do-
cumentation des architectures logicielles.
Actuellement, il n’existe pas de notation unique standardisée permettant
de représenter les architectures logicielles. Certains auteurs voient en UML
un formalisme pertinent permettant de décrire différentes vues du système
[Kru95]. Par exemple, Medvidovic et al. [MRRR02] proposent différentes
manières de modéliser les architectures logicielles en UML (version 1.5). Il
s’est avéré, à la suite de cette étude, que l’utilisation d’UML tel quel deve-
19
CHAPITRE 2. ETUDE DU DOMAINE
Fig. 2.2: Le processus centré architecture
nait assez complexe, du fait qu’UML ne fournissait pas de moyens simples
permettant de décrire les composants, qui avaient un niveau d’abstraction
plus élevé que les objets. Il a été alors nécessaire d’étendre UML avec le mé-
canisme des stéréotypes, les valeurs marquées et les contraintes OCL. Une
deuxième approche a aussi été testée par ces mêmes auteurs qui consiste
à étendre le langage UML avec de nouveaux concepts (méta-classes) pour
les composants, les ports, les connecteurs, etc. L’utilisation des stéréotypes
mais aussi des méta-classes a pour inconvénient de ne pas être conforme
aux spécifications standardisées d’UML. De ce fait, les outils fournis par les
environnements basés sur UML ne permettent pas de gérer la description
d’architectures logicielles.
A l’opposé des formalismes basés sur UML, d’autres types de formalismes
ont vu le jour ; ce sont des Langages de Description d’Architecture (appe-
lés en anglais Architecture Description Languages ou ADL). Nous allons ici
adopter cette appellation anglaise ADL, fréquemment utilisée dans la lit-
térature. Un ADL fournit les abstractions selon lesquelles les architectures
vont être décrites. Généralement, il décrit une architecture logicielle sous la
forme de composants, de connecteurs et de configurations [MT00]. Les com-
posants représentent les unités de calcul et de stockage de données dans un
système logiciel. L’interaction entre ces composants est encapsulée par les
connecteurs. Dans la configuration, l’architecte instancie un nombre de com-
posants et un nombre de connecteurs. Il les lie entre eux afin de construire
son système.
Il existe une multitude d’ADL dans le monde académique et industriel.
Quelques exemples sont Wright, Darwin, ACME, Unicon, Rapide, Aesop, C2
SADL, MetaH, Archware, etc. Les concepts de composants, connecteurs et
configurations sont abordés de manière différentes selon le langage. En effet,
il n’existe pas, de nos jours de standards fixant une sémantique exacte à ces
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concepts. De plus, chaque ADL se focalise sur des aspects particuliers de la
conception d’architectures logicielles. Par exemple, Darwin [MDEK95] est
plus axé sur la modélisation d’architectures distribuées et la prise en compte
de leur reconfiguration dynamique. WRIGHT [All97] s’intéresse à la forma-
lisation des connexions entre composants, tandis que Acme [GMW00] ou
ArchWare représentent des exemples d’ADL à objectif général, c’est-à-dire
offrant des abstractions génériques permettant de décrire différentes sortes
d’architectures.
Certains ADL sont semi-formels (basés sur des notations graphiques nor-
malisées) alors que d’autres sont strictement formels (disposant de règles
syntaxiques et sémantiques ne souffrant d’aucune ambiguïté). Selon le type
de langage, les outils intégrés dans les environnements basés sur les ADLs
peuvent changer. Un langage formel donnera plus de possibilité à manipuler
les spécifications exprimées. En effet, les langages formels permettent d’expri-
mer des propriétés sur la structure et le comportement du système. Dans ce
cas, les environnements de développement basés sur ces langages offrent des
outils permettant de vérifier et valider les propriétés. Etant donné que leurs
syntaxes et sémantiques sont formelles, certains environnements offrent aussi
des simulateurs (appelés aussi animateurs) permettant à l’architecte de si-
muler et valider le comportement décrit au niveau de l’architecture. D’autres
environnements proposent des machines virtuelles permettant d’interpréter
les spécifications décrites par l’ADL fourni. Enfin, certains environnements
orientés architecture offrent la possibilité de générer automatiquement l’ap-
plication correspondante (éventuellement après plusieurs étapes de raffine-
ment).
En se basant sur les avancées faites au niveau des ADL, la nouvelle version
2.0 du langage UML apporte des avancées significatives à la modélisation des
systèmes à base de composants. Dans cette nouvelle version, un composant
peut être modélisé à tous les niveaux du cycle de développement. La struc-
ture interne du composant est cachée et accessible uniquement à travers les
interfaces fournies. Un modèle de composant peut également comporter une
vue interne (ou boîte blanche) sous la forme d’un ensemble de classifiers réa-
lisant le comportement du composant (diagramme de structure composite).
Les ADLs offrent de larges possibilités de modélisation. Ils ont permis
un nouveau mode de développement axé sur la phase de conception plutôt
que sur la phase d’implémentation. L’utilisation de ces langages pour la
modélisation des systèmes actuels est de plus en plus explorée.
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5.3 L’ingénierie dirigée par les modèles
En parallèle du développement centré architecture, une autre technique
d’ingénierie a vu le jour qui est l’Ingénierie Dirigée par les Modèles (IDM) ou
Model Driven Engineering (MDE) en anglais. Ce domaine vise à proposer une
approche unificatrice basée sur l’utilisation systématique des modèles tout
au long du cycle de développement. Comme nous l’avons décrit depuis le dé-
but de cette section, chaque paradigme de développement a été accompagné
par des langages de spécification permettant de représenter et de raison-
ner sur le système de manière abstraite. La nouveauté dans l’approche IDM
consiste à passer des modèles purement contemplatifs aux modèles produc-
tifs[BBB+05]. En effet, les techniques d’ingénierie traditionnelles présentées
tout au long de cette section ont souvent été délaissées ou appliquées de ma-
nière peu rigoureuse durant le cycle de développement. Les modèles étaient
produits dans le but de documenter l’application en cours de développement
afin de faciliter la compréhension et la communication entre les différents
participants au projet de développement. Cependant, ces modèles n’avaient
pas de rôle productif, dans le sens où ils étaient délaissés dès que l’activité de
codage commençait. Cette activité constituait le cœur du développement, le
code étant considéré comme le seul représentant fiable du logiciel. Il arrivait
souvent que des décisions conceptuelles soient prises (ou soient modifiées) au
cours de l’activité de codage sans que les modèles soient remis à jour.
IDM vise à fournir un cadre conceptuel, technologique et méthodolo-
gique dans lequel les modèles sont au centre des activités de développement.
Comme le souligne Jean-Marc Jézéquel [JGB06], chaque processus de déve-
loppement, quel que soit son type, comporte un certain nombre de phases
(comme l’expression des besoins, l’analyse, la conception, l’implantation ou
encore la validation). Dans chaque phase un certain nombre de modèles (ap-
pelés aussi artefacts) sont produits qui peuvent prendre la forme de docu-
ments, de diagrammes, de codes sources, de fichiers de configuration, etc.
Ces modèles qui représentent les différentes vues du système, sont souvent
produits de manière indépendante. Il est alors important de s’assurer de la
cohérence entre ces différentes vues. Ceci constitue le cheval de bataille du
domaine de l’ingénierie dirigée par les modèles.
Pour ce faire IDM propose de faire évoluer l’usage de ces modèles en
conservant une traçabilité entre les éléments des différents modèles et ceci
quel que soit leur niveau d’abstraction. Il devient alors indispensable de faire
un travail de fond sur la sémantique des modèles mais aussi la sémantique des
langages avec lesquels ils sont exprimés. Il est aussi nécessaire de travailler
sur les techniques de composition, de tissage et de transformation de mo-
dèles. Par exemple, il est utile de pouvoir exprimer explicitement les règles
permettant le passage de l’expression des besoins vers les modèles concep-
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tuels ou architecturaux ainsi que celles permettant le passage des modèles
conceptuels ou architecturaux vers le code. Un autre volet du travail consiste
à réaliser des avancées dans l’expression de propriétés qui seront attachées
aux modèles, leur préservation ou modification lors des opérations de com-
position/tissage/transformation avec d’autres modèles.
L’évolution du développement logiciel vers une vision centrée modèles
nécessite donc des avancées en matière de formalismes et outils supports :
– aux transformations de modèles,
– à la vérification d’adéquation entre les langages de modélisation et les
applications elles-mêmes,
– de compositions des modèles
Une définition précise du processus de développement à base de modèles
est aussi nécessaire précisant les artefacts devant être produits à chaque
phase de développement, ainsi que les liens qu’ils peuvent avoir avec ceux
produits dans les autres phases. Cette approche pose explicitement les pro-
blèmes rencontrés dans l’application des méthodes d’ingénierie précédentes.
De plus, cette approche est basée sur l’intégration de modèles décrivant des
vues différentes, ce qui fait d’elle une approche unificatrice pouvant intégrer
des domaines différents.
5.4 Conclusions relatives à l’évolution des techniques d’in-
génierie
L’évolution des techniques d’ingénierie a suivi celle des paradigmes de
développement cf. figure 2.3. Avec l’augmentation des niveaux d’abstraction
traités, les techniques d’ingénierie devaient s’adapter à de nouveaux besoins.
Tout d’abord, la passage d’un développement interne à un développement
sur une petite échelle (utilisant le paradigme procédural) a nécessité l’uti-
lisation d’EDI de première génération (pour la phase d’implémentation) et
d’AGL orientés base de données (utilisés essentiellement au cours des phases
d’analyse/conception). Par la suite, l’utilisation du paradigme orienté objet
s’est accompagné par la possibilité d’intégrer des applications développées
avec différents langages de programmation. Les EDI de deuxième génération
sont apparus accompagnés d’AGL plus sophistiqués basés sur le paradigme
objet. L’avènement du paradigme orienté composant a permis une "indus-
trialisation" de la production des logiciels en orientant le développement
vers une intégration des composants. Ceci a dirigé les techniques d’ingé-
nierie vers la prise en compte des architectures logicielles dès les premières
phases de développement. Les architectures logicielles permettent de spéci-
fier des systèmes à dynamique connue, c’est-à-dire que les interactions entre
les composants sont spécifiées à priori. Cependant, cette approche a permis
un développement à grande échelle où les composants logiciels sont produits
par des équipes et organismes différents et rassemblés par la suite pour for-
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Fig. 2.3: L’évolution de développement des systèmes informatiques
mer une application. Cependant, à partir des années 2000, le développement
des systèmes prend une autre tournure. Il s’oriente vers la prise en charge
de systèmes à dynamique non programmée dont l’intégration doit être plus
flexible afin de prendre en compte l’évolution rapide des processus métier. A
ce niveau, les paradigmes orientés agent semblent être les plus adéquats pour
régler cette problématique. Au niveau des techniques d’ingénierie, les travaux
s’orientent vers une approche basée sur l’ingénierie dirigée par les modèles où
un travail de fond est mené pour fixer la sémantique des modèles produits et
la manière de les intégrer. Ainsi, cette technique d’ingénierie semble être la
plus adaptées pour répondre aux problématiques soulevées dans le domaine
des systèmes multi-agents (c.f. section 4.2).
6 Introduction à la problématiques de la thèse
Comme nous l’avons mentionné précédemment, l’un des plus grand frein
à l’utilisation du paradigme orienté agent est le manque de techniques d’in-
génierie standardisées qui facilitent son application. Les recherches dans ce
domaine est en plein foisonnement, conduisant à l’élaboration d’un thème de
recherche appelé AOSE (Agent Oriented Software Engineering). Durant les
conférences organisées autour de ce thème, plusieurs méthodologies, métodes,
notations et plates-formes d’implémentation ont été proposées. Nous allons
détailler quelques-uns de ces travaux dans le prochain chapitre. Cependant,
celles-ci souffrent de plusieurs limites qui peuvent expliquer les difficultés des
systèmes multi-agents à percer dans le monde industriel.
Afin de pallier ces limites, nous pensons qu’il est judicieux de tirer profit
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des avancées réalisées au niveau des techniques d’ingénierie récentes. Les sys-
tèmes multi-agents traitent des systèmes complexes basés sur des concepts
ayant un haut niveau d’abstraction. L’application de ces concepts peut faire
appel à d’autres paradigmes de plus bas niveau tel que les objets, les com-
posants et les services Web. De plus, le paradigme orienté agent est destiné
à développer des systèmes complexes ayant une forte interaction, aussi bien
entre les composantes du système qu’avec l’environnement. Dans ce contexte,
il est nécessaire de pouvoir exprimer et vérifier les propriétés fonctionnelles et
non fonctionnelles liées à ces systèmes. Ces propriétés devraient être concer-
vées tout au long du cycle de vie.
Dans ce contexte, les techniques d’ingénierie les plus adaptées nous semble
être :
– l’approche centrée architecture qui se concentre sur l’organisation des
éléments qui composent le système. L’architecture offre une vue globale
du système qui est lisible et qui expose les propriétés les plus cruciales ;
ce qui permet un développement efficace.
– l’approche dirigée par les modèles (ou IDM) qui conçoit l’intégralité
du cycle de vie comme un processus de production, de raffinement
itératif et d’intégration de modèles. L’utilisation des modèles permet
de capitaliser les connaissances et le savoir-faire à différents niveaux
d’abstraction qu’elles soient des connaissances du domaine métier ou
du domaine technique. Elle couvre ainsi les différentes vues du système.
Dans la suite de ce document, après une présentation de l’état de l’art des
approches d’ingénierie orientées agent, nous allons expliquer comment nous
pouvons utiliser l’approche centrée architecture et l’approche dirigée par les
modèles pour développer des systèmes basés sur le paradigme orienté agent.
Nous allons analyser l’apport de ces différentes approches et explorer leurs
principaux inconvénients. Par la suite, nous allons exposer notre approche
basée sur les techniques d’ingénierie citées ci-dessus.
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CHAPITRE 3. INGÉNIERIE DES SYSTÈMES MULTI-AGENTS
1 Introduction
Actuellement, une large panopli de travaux s’interesse au paradigme
orienté agent. Tout au long de ce chapitre, nous allons les passer en revue.
Dans la première section, nous exposerons les différentes théories liées à l’ap-
plication du paradigme orienté agent. Ces théories englobent des modèles,
des concepts et des notions ayant été minutieusement étudiés ou appliqués
par certaines équipes de recherche. Ces théories visent à être réutilisables et
à fournir un référent pour les développeurs.
Les théories orientées agent modifient les procédés de production de lo-
giciel. Afin de mieux appréhender l’application de ces théories, un nouvel
axe de recherche appelé AOSE (Agent Oriented Software Engineering) est
né. Celui-ci est complètement dédié à la recherche des bonnes pratiques de
développement qui aident à l’élaboration d’un système multi-agents. Cet axe
de recherche couvre plusieurs aspects [BCP05] particulièrement liés à la di-
mension génie logiciel (et plus précisément aux techniques d’ingénierie). Ceci
inclut la recherche de nouvelles méthodes, méthodologies, langages et outils
adéquats nécessaires à l’analyse, la conception, l’implémentation, ainsi que
la vérification et la validation des systèmes basés sur le paradigme orienté
agent. Dans ce chapitre nous allons particulièrement nous intéresser aux :
– langages spécifiques au paradigme agent qui facilitent la spécification
des systèmes multi-agents,
– méthodologies orientées agent qui guident les développeurs durant les
phases de développement,
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– plates-formes multi-agents qui facilitent l’implémentation et le déploie-
ment des systèmes multi-agents.
Pour chaque technique, nous avons établi un cadre de comparaison qui
nous permet de différencier les différents travaux. A la fin de ce chapitre,
après une analyse de ces travaux, nous identifierons les différentes problé-
matiques soulevées (et non encore résolues) liées à l’ingénierie des systèmes
multi-agents.
2 Les théories orientées agent
Les systèmes développés selon le paradigme agent peuvent être considé-
rés comme plus complexes que ceux basés sur les paradigmes orientés ob-
jets, orientés composants et orientés services. Cette complexité vient du fait
que les systèmes multi-agents couvrent plusieurs vues et plusieurs niveaux
d’abstraction. Pour gérer cette complexité, il est préférable de décomposer
les systèmes multi-agents. Pour présenter de manière structurée les théories
orientées agent, nous adoptons dans cette section, une décomposition basée
sur quatre vues principales [Dem01] :
– une vue Agent,
– une vue Environnement,
– une vue Interaction,
– une vue Organisation.
Différentes théories ont été proposées pour l’élaboration de chaque vue.
Ainsi, plusieurs modèles ou types d’agents existent. L’environnement peut
être considéré sous plusieurs angles. Les interactions peuvent être modéli-
sées par des protocoles réutilisables dans différents contextes. Enfin, pour
élaborer l’organisation, plusieurs notions doivent être prises en compte tel
que l’émergence, l’auto-adaptation, la topologie, etc. Dans ce qui suit, nous
exposerons, les différentes théories liées à chaque vue.
2.1 La vue agent
Il n’existe pas, actuellement, une définition de l’agent qui fasse l’unani-
maté. Pour avoir une bonne vision du concept agent, nous confrontons les
définitions les plus utilisées dans la littérature. La plupart des travaux fran-
cophones font référence à la définition fournie par Ferber [Fer95] qui stipule
qu’un agent est une entité physique ou virtuelle :
– qui est capable d’agir dans un environnement,
– qui peut communiquer directement avec d’autres agents,
– qui est mu par un ensemble de tendance (sous la forme d’objectifs
individuels ou d’une fonction de satisfaction, voire de survie, qu’elle
cherche à optimiser),
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– qui possède des ressources propres,
– qui est capable de percevoir (mais de manière limitée) son environne-
ment,
– qui ne dispose que d’une représentation partielle de cet environnement
(et éventuellement aucune),
– qui possède des compétences et offre des services,
– qui peut éventuellement se "reproduire",
– qui a un comportement qui tend à satisfaire ses objectifs, en tenant
compte des ressources et des compétences dont elle dispose, et en fonc-
tion de sa perception, de ses représentations et des communications
qu’elle reçoit.
Par ailleurs, une autre définition fréquemment citée est fournie par Jen-
nings et al. [JSW98] qui stipule qu’un agent est un système informatique,
situé dans un environnement, et qui agit d’une façon autonome et flexible
pour atteindre les objectifs pour lesquels il a été conçu. Les notions "situé",
"autonomie" et "flexible" sont définies comme suit :
– situé : l’agent est capable d’agir sur son environnement à partir des
entrées sensorielles qu’il reçoit de ce même environnement. Exemples :
systèmes de contrôle de processus, systèmes embarqués, etc,
– autonome : l’agent est capable d’agir sans l’intervention d’un tiers (hu-
main ou agent) et contrôle ses propres actions ainsi que son état interne,
– flexible : par flexibilité, les auteurs entendent :
– Réactivité : un système réactif maintient un lien constant avec son
environnement et répond aux changements qui y surviennent.
– Pro-activité : un système pro-actif génère et satisfait des buts. Son
comportement n’est donc pas uniquement dirigé par des événements.
– Capacités sociales : un système social est capable d’interagir ou co-
opérer avec d’autres systèmes.
Ces définitions sont cependant trop généralistes et ne donnent pas une
idée sur la manière d’appliquer concrètement le concept agent. Pour avoir une
meilleure vision de ce concept, nous explorons d’autres travaux qui parlent
de modèles d’agents, d’architectures d’agents et d’implémentation d’agents.
Ces termes explicitent les différents niveaux de description d’un agent :
– le modèle qui décrit comment l’agent est compris, ses propriétés et
comment on peut les représenter,
– l’architecture qui est un niveau intermédiaire entre le modèle et l’implé-
mentation. Elle précise la manière dont un modèle peut être appliqué
en spécifiant explicitement ses composants,
– l’implémentation qui s’occupe de la réalisation pratique de l’architec-
ture des agents à l’aide de langages de programmation.
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Les modèles d’agents peuvent être classés par famille. Chaque famille
se focalise sur une ou plusieurs caractéristiques que possède l’agent. Il défi-
nissent la manière de concevoir l’entité agent. On trouve également dans la
littérature des architectures qui raffinent les modèles en donnant une idée
plus concrète sur les composants nécessaires à l’implémentation. Ces archi-
tectures sont parfois prises en compte au niveau des plates-formes d’implé-
mentation.
Nous présentons dans ce qui suit, les principaux modèles d’agents classés
par famille. Ainsi, nous distinguons :
– les agents réactifs
– les agents cognitifs
– les agents hybrides
– les agents mobiles
Modèle d’agents réactifs
La structure des agents purement réactifs tend à la simplicité. Ce sont des
agents qui fonctionnent selon un mode stimuli/réponse. Dès qu’ils perçoivent
une modification de leur environnement, ils répondent par une action pro-
grammée. L’agent réactif ne possède pas une représentation complète de son
environnement et n’est pas capable de tenir compte de ses actions passées.
De ce fait, il ne peut avoir des capacités d’apprentissage. Ainsi, les agents
réactifs sont souvent considérés comme n’étant pas "intelligents" par eux-
mêmes. Chaque individu pris séparément possède une représentation faible
de l’environnement et n’a pas de buts. Mais ces derniers peuvent être capables
d’actions évoluées et coordonnées. C’est le cas d’une société de fourmis, étu-
diée par Alexis Drogoul [Dro93].
Quand on parle d’agents réactifs, plusieurs travaux font référence à l’ar-
chitecture de Brooks [Bro86], appelée architecture de subsomption. Une ar-
chitecture de subsomption comporte plusieurs modules, qu’on appelle mo-
dules de compétence. Chaque module étant responsable de la réalisation d’une
tâche spécifique. Les couches de bas représentent des comportements primi-
tifs, par exemple "éviter les obstacles". Les couches de haut niveau corres-
pondent à des tâches plus abstraites et sont prioritaires sur les couches de
plus bas niveau. La figure 3.1 illustre un exemple d’application de l’architec-
ture de Brooks.
Dans cet exemple, le robot perçoit son environnement à travers ses cap-
teurs. Les capteurs transmettent l’information aux différentes couches. Cette
information est filtrée par un inhibiteur qui permet d’intercepter les messages
venant de la couche supérieure. Ceci provoque l’annulation de la tâche rela-
tive à la couche de l’inhibiteur. A la sortie de chaque couche, un supresseur
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Fig. 3.1: L’architecture de Brooks
intercepte les messages de la couche supérieur, ce qui a l’effet d’annuler la
tâche de plus bas niveau. L’architecture de Brooks est parmi celles qui ont
été les plus utilisées pour développer des agents réactifs. D’autres architec-
tures existent telles que l’architecture Manta [DCF95] décrite dans la figure
ci-dessous 3.2.
Les travaux sur les agents réactifs ont fait apparaître des concepts devant
être pris en compte lors de l’élaboration de l’architecture interne de l’agent
tel que :
– les capteurs : qui servent à détecter un évènement survenu dans l’en-
vironnement,
– les tâches : qui décrivent une partie du comportement de l’agent,
– les effecteurs : qui permettent de réaliser les tâches.
Plusieurs plates-formes implémentant ces concepts ont été proposées dans
la littérature telles que MANTA [DCF95], DIET [MBWH03], SimuLE [MP05].
Modèle d’agents cognitifs
Ils se basent sur un modèle qui provient d’une métaphore du modèle
humain. Ces agents possèdent une représentation explicite de leur environ-
nement, des autres agents et d’eux-mêmes. Ils sont aussi dotés de capacités
de raisonnement et de planification ainsi que de communication. Le travail
le plus représentatif de cette famille d’agent porte sur le modèle BDI (Be-
lieve Desire Intention) [BIP88]. Les sources de ces travaux sont les sciences
humaines et sociales.
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Fig. 3.2: L’architecture MANTA [DCF95]
La logique BDI (Belief, Desire, Intention) est énoncée dans les années
80 par [BIP88] et fait l’objet jusqu’à maintenant de plusieurs travaux. Ce
modèle se fonde sur trois attitudes qui définissent la rationalité d’un agent
intelligent :
– B = Belief = Croyance : ce sont les informations que possède l’agent
sur son environnement et sur les autres agents agissant sur le même
environnement. Ceci constitue les connaissances supposées vraies de
l’agent.
– D = Desire = Désir : ce sont les états de l’environnement et parfois de
lui-même, qu’un agent aimerait voir réaliser. Ce sont les objectifs que
se fixe un agent.
– I = Intention = Intention : ce sont les actions qu’un agent a décidé de
faire pour accomplir ses désirs. Ils forment des ensembles de plans qui
sont exécutés tant que l’objectif correspondant n’est pas atteint.
Le modèle BDI a inspiré beaucoup d’architectures d’agents cognitifs.
Nous pouvons citer : PRS (Procedural Reasoning System) développée par
Georgeff et Lansky en 1987 [GL87]. dMARS (the distributed Multi-Agent
Reasoning System) est une évolution de l’architecture PRS, réalisée par
Wooldridge et al. en 1997 [dKLW97]. Enfin, nous pouvons citer IRMA (In-
telligent Resource-bounded machine Architecture) développée par Bratman
et al. en 1988 [BRA87], etc.
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Modèle d’agents hybrides
Ce sont des agents ayant à la fois des capacités cognitives et réactives. Ils
conjuguent la rapidité de réponse des agents réactifs ainsi que les capacités
de raisonnement des agents cognitifs. Ce modèle a été proposé par plusieurs
auteurs afin de palier aux problèmes liés au temps de décision et au temps
d’action relativement élevé pour les agents réactifs. Dans ce type de modèle,
les agents sont conçus comme étant composés de niveaux hiérarchiques qui
interagissent entre eux. Chaque niveau gère un aspect du comportement de
l’agent [OJ96] :
– bas niveau : couche réactive qui est en relation directe avec l’environ-
nement et qui raisonne suivant les informations brutes de ce dernier,
– niveau intermédiaire : couche mentale qui fait abstraction des données
brutes et qui se préoccupe d’un aspect de l’environnement plus évolué,
– niveau supérieur : couche sociale qui tient compte de l’interaction avec
les autres agents.
Pour illustrer cette famille, nous pouvons citer l’architecture ASIC [BD94]
utilisée pour le traitement numérique d’images, l’architecture ARCO [Rod94]
créée dans le cadre de la robotique collective et l’architecture ASTRO [OBDK01]
développée pour être utilisée dans les systèmes multi-agents soumis à des
contraintes de type temporel.
Modèle d’agents mobiles
Un agent mobile est un agent capable de se déplacer d’un site physique à
un autre. Ce type d’agent s’oppose aux agents statiques (ou stationnaires),
qui s’exécutent seulement dans le système où ils ont commencé leur exécu-
tion. Les agents stationnaires communiquent avec leur environnement selon
des moyens conventionnels tels que RPC (Remote Procedure Calling). Ces
moyens peuvent être coûteux en terme de charge de communication. Par
contre, un agent mobile n’est pas lié au système dans lequel il débute son
exécution [LO98]. Il est capable de se déplacer d’un hôte à un autre dans le
réseau. Il peut transporter son état et son code d’un environnement vers un
autre où il poursuit son exécution. Ceci a l’avantage de réduire le transfert
des flux de données volumineuses dans le réseau : quand un grand volume
de données est stocké dans un hôte éloigné, ces données seront traitées loca-
lement plutôt que transférées à travers le réseau. Il s’agit donc de déplacer
les traitements vers les données plutôt que les données vers les traitements
(figure 3.3).
Un agent mobile peut avoir la même architecture qu’un agent réactif ou
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Fig. 3.3: Réduction de la charge des réseaux
cognitif, bien qu’il y ait une nécessité d’avoir un module supérieur gérant la
mobilité de l’agent. Il existe à l’heure actuelle beaucoup d’implémentations
différentes des plates-formes à agents mobiles mais qui sont incompatibles
entre elles. Certaines écrites en Java pur, bénéficient des avantages de ce
langage (portabilité, sécurité d’exécution, chargement dynamique de classes,
programmation multithread, etc.). Les plates-formes basées sur Java les plus
connues sont Odyssey de General Magic Inc, Aglets d’IBM, Concordia de
Mitsubishi, Voyager de ObjectSpace. D’autres plates-formes ont été déve-
loppées avec d’autres langages : Agent Tcl, Tacoma et Telescript (General
Magic).
2.2 La vue environnement
L’environnement d’un agent désigne tout ce qui est extérieur à l’agent.
Il définit l’ espace commun aux agents du système et est doté d’un ensemble
d’objets. Dans la littérature, l’environnement est distingué sous plusieurs
angles :
– environnement social (par opposition à l’environnement physique) :
l’environnement social correspond aux autres agents avec lesquels un
agent est en interaction par envoi de message. L’environnement phy-
sique est quant à lui constitué des ressources matérielles que l’agent
peut percevoir ou sur lesquels il peut agir. Par exemple, dans une so-
ciété de fourmis, l’environnement physique est composé de nourriture
et d’obstacles.
– environnement accessible (par opposition à "inaccessible") : le système
peut obtenir une information complète, exacte et à jour sur l’état de
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son environnement. Dans un environnement inaccessible, seule une in-
formation partielle est disponible. Par exemple, un environnement tel
que l’Internet est inaccessible car il est impossible de tout connaître à
propos de lui. Un robot qui évolue dans un environnement possède des
capteurs pour le percevoir et, en général, ces capteurs ne lui permettent
pas de connaître tout de son environnement qui est alors considéré
comme inaccessible.
– environnement continu (par opposition à "discret") : dans certains en-
vironnements, le nombre d’actions et de perceptions possibles est infini.
Dans ce cas, l’environnement est considéré comme continu. A l’inverse,
si le nombre d’actions et de perceptions possibles est limité, l’environ-
nement est dit discret. Ceci est le cas dans un environnement simulé
tel qu’un éco-système.
– environnement déterministe (par opposition à "non déterministe") :
une action effectuée dans un environnement déterministe a un effet
unique et certain. Dans ce cas, l’état suivant de l’environnement est
complètement déterminé par l’état courant. Dans un environnement
non déterministe, une action n’a pas un effet unique garanti. Par na-
ture, le monde physique réel est un environnement non déterministe.
– environnement dynamique (par opposition à "statique") : l’état de
cet environnement dépend des actions des processus appartenant à
cet environnement mais aussi des actions d’autres processus externes.
Aussi, les changements ne peuvent pas être prédits par le système. Par
exemple, l’Internet est un environnement hautement dynamique, son
changement n’est pas simplement lié aux actions d’un seul utilisateur.
Actuellement, l’environnement est une dimension encore peu modélisée
dans les SMA à quelques exceptions dans le domaine de la simulation. En
fait, la modélisation de l’environnement est souvent intégrée dans les connais-
sances du domaine de l’agent.
2.3 La vue interaction
L’interaction a comme objectif de mettre en relation dynamique deux
ou plusieurs agents par le biais d’une ou plusieurs actions réciproques. Elle
peut se faire selon plusieurs manières suivant la situation à travers laquelle
interagissent nos agents.
On distingue différents types d’interaction que les agents peuvent adopter
comme : la communication, la coopération, la négociation et la coordination.
L’interaction se base sur des protocoles qui permettront aux agents d’échan-
ger des messages structurés.
Le fait d’interagir va permettre à l’agent de partager de l’information, d’être
au courant de ce qui se passe autour de lui, d’atteindre ses buts et d’éviter
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autant que possible les conflits [GHB00]. Dans ce qui suit, nous allons dé-
tailler les différents modes d’interaction qui sont évoqués dans la littérature
ainsi que les protocoles sur lesquels ils se basent.
La communication
La communication est un des éléments importants du système multi-
agents. Elle permet l’échange des informations, la coopération et la coor-
dination. Dans la communication agent, l’intention de communiquer est de
produire un effet sur les destinataires : ils exécuteront probablement une
action demandée par l’émetteur ou répondront à une question [Hug05]. La
communication entre agents peut être une communication directe ou indi-
recte.
La communication indirecte est adoptée par les agents réactifs. Elle se
fait à travers l’environnement ou bien par le biais d’un tableau noir. Dans
une communication par environnement, les agents laissent des traces ou des
signaux qui seront perçus par les autres agents. Dans ce genre de commu-
nication il n’y a pas de destinataire bien défini. La communication directe,
quant à elle, est spécifique aux agents cognitifs. Elle est intentionnelle et se
fait par envoi de messages à un ou plusieurs destinataires. La communication
directe se base sur trois éléments essentiels :
– le langage de communication : il permettent de structurer les messages
échangés entre les agents. Les langages de communication les plus uti-
lisés et les plus connus sont KQML [FLM95] et FIPA ACL [FIP99]. Ils
sont basés sur la théorie des actes de langages [Aus62],[Sea69].
– l’ontologie : elle sert à fournir un vocabulaire et une terminologie com-
préhensible par tous les agents. Cette sémantique sera régie par des
règles et des contraintes qui permettront de définir un consensus sur
le sens des termes. En effet, l’ontologie concernera les symboles non-
logiques du contenu du message.
– les mécanisme de communication : ils permettent de stocker, rechercher
et adresser les messages aux agents. Ces mécanismes sont présents dans
les plates-formes multi-agents comme Jade (cf. section 6.2) ou MadKit
??.
La coopération
La coopération se traduit par le fait qu’un ensemble d’agents travaillent
ensemble pour satisfaire un but commun ou individuel. L’ajout ou la sup-
pression d’un agent influe considérablement sur la performance du groupe.
Le besoin de faire coopérer des agents, vient essentiellement du fait qu’un
agent ne peut atteindre son objectif individuellement et a, par conséquence
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besoin de l’aide des autres agents du système. La coopération a comme de-
vise "diviser pour régner", c’est-à-dire que la tâche va être décomposée entre
plusieurs agents et ceci peut être réalisé par plusieurs mécanismes comme le
Contract Net [Smi88] ou encore la planification multi-agents qui consiste en
une technique adoptant un organe centralisé qui se charge de la réalisation
des plans et de la gestion des conflits.
La coordination
La coordination [Cia96] est présente lorsqu’il existe une interdépendance
dans les actions des agents, leurs buts ou même les ressources qu’ils utilisent.
A ce stade, coordonner les activités des agents devient un aspect essentiel
afin d’éviter des problèmes dans le comportement global du système. En
effet, la coordination met de l’ordre dans le processus global effectué par des
agents. Elle consiste à synchroniser leurs activités ou à régler les conflits qui
existent entre eux.
La négociation
Un système multi-agents est composé de plusieurs agents. Ces derniers
peuvent entrer en conflit pour plusieurs raisons : conflits d’intérêts ou de
buts, accès à des ressources ou proposition de plusieurs solutions différentes
à un seul problème. Afin de résoudre ces conflits et de trouver une situa-
tion qui satisfasse tout le monde, les agents négocient entre eux en faisant
des concessions ou en cherchant des alternatives. Dans la littérature, Smith
[Smi88] définit la négociation par :
"By negotiation, we mean a discussion in which the interested
parties exchange information and come to an agreement. For our
purposes negotiation has three important components (a) there
is a two-way exchange of information, (b) each party to the ne-
gotiation evaluates the information from its own perspective, (c)
final agreement is achieved by mutual selection".
A travers cette définition, nous remarquons que les deux grands piliers de
la négociation sont la communication (a) et la prise de décision (b) (c). Afin
de résoudre les conflits, les systèmes multi-agents peuvent adopter plusieurs
méthodes que nous pouvons classer dans deux grandes familles :
– Les méthodes centralisées : elles reposent sur la négociation via un
médiateur ou sur des protocoles tels que le Contract Net Protocol,
– Les méthodes décentralisées : elles sont plus utilisées par les agents BDI
telles que la recherche négociée (TEAM) [LL93], la méthode heuristique
[JPSF00] ou encore la négociation basée sur l’argumentation (ANA)
[JFL+01].
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Les protocoles d’interaction
Afin de structurer la communication entre les agents, des protocoles d’in-
teraction sont élaborés. Les protocoles d’interaction permettent de décrire
explicitement les échanges de messages entre les agents. Ils représentent un
schéma commun de conversation utilisé pour exécuter une tâche ou appliquer
une stratégie de haut niveau. Un protocole précise qui peut dire quoi à qui et
les réactions possibles à ce qui est dit. Il décrit également les enchaînements
de messages qui peuvent être possibles entre les agents. Il existe différents
types de protocoles d’interaction, on cite particulièrement :
– les protocoles de coordination,
– les protocoles de coopération,
– les protocoles de négociation.
Parmi les protocoles de coordination les plus utilisés et les plus connus
dans le système multi-agents, on trouve le Contract Net Protocol [Smi88] qui
décrit un protocole dont les agents coordonnent leurs activités en établissant
des contrats afin d’atteindre leurs buts ou encore Auction protocol [HOB04]
qui se base sur la notion d’enchères croissants (English Auction) ou enchères
décroissants (Dutch Auction).
2.4 La vue organisation
L’organisation permet de structurer les différentes composantes du sys-
tème ainsi que leur mode de fonctionnement global. L’organisation s’intéresse
aussi aux dimensions sociales des agents [Hab68]. Elle peut être considérée
comme une structure décrivant les interactions et autres relations qui existent
entre les membres de la dite organisation [Fox81] (dans le but d’assouvir un
objectif commun). L’organisation peut donc apparaître comme une structure
de coordination et de communication [Mal87].
Il existe de nos jours, deux principales visions du concept organisation
[CSB05]. Dans la première vision, l’organisation est une entité à part entière
qui est composée par un groupe d’agents. La structure organisationnelle ainsi
que le comportement global sont pré-établis. Plusieurs contraintes peuvent
être exprimées au niveau de la topologie, des protocoles d’interaction, des
normes utilisés ainsi que le déroulement des activités [FGM03], [HSB02],
[VSDD04].
Dans la deuxième vision, l’organisation émerge du comportement global
des différentes composantes du système [Dro93], [RB98], [GGG05]. Les dif-
férents éléments faisant partie de l’organisation sont préalablement connus
et leur comportement individuel est spécifié. Cependant, le comportement
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global est inconnu. Ces cas sont surtout rencontrés dans les applications
d’ingénierie sociale qui consistent à étudier la dynamique des structures so-
ciales. L’objectif de ces applications est de découvrir le modèle organisation-
nel généré suite aux activités et décisions des différents acteurs sociaux ainsi
que leur interaction. Nous pouvons citer par exemple, le cas des sociétés de
fourmis [RB98]. Dans cette vision, il est intéressant de spécifier de manière
explicite au niveau de l’organisation, les règles de gestion de conflits ou d’in-
terférences générés suite aux activités de chacun des agents.
Quand on parle d’organisation au niveau des systèmes multi-agents, dif-




Les topologies de l’organisation
Les organisations multi-agents peuvent être décrites selon une certaine
topologie. Ces topologies décrivent les structures organisationnelles et per-
mettent d’imposer certaines contraintes au niveau des interactions entre les
agents appartenant à l’organisation. Dans sa thèse, Le Strugeon [Str95] iden-
tifie différents types de topologies :
– les topologies à structure hiérarchique : ces organisations sont souvent
rigides. Le contrôle est centralisé sur un agent qui communique les
ordres aux autres agents qui se contentent de les exécuter,
Fig. 3.4: Topologie à structure hiérarchique
– les topologies de type marché : les organisations respectant ce type
de topologie sont composées d’agents coordinateurs et d’agents exécu-
tants. Cette structure est un peu plus décentralisée autour de plusieurs
objectifs opérationnels. L’architecture MAGIQUE [RM01] se base sur
ce type de topologie,
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Fig. 3.5: Topologie à structure de marché
– les topologies de type communauté : le contrôle est fortement distribué
et dont les membres possèdent les mêmes capacités,
Fig. 3.6: Topologie à structure de communauté
– les topologies de type société : dans ces organisations, le contôle est
décentralisé. Les agents poursuivent chacun un objectif opérationnel
et le comportement global est ajusté par des principes de négociation.
Fig. 3.7: Topologie à structure de société
L’émergence
Un système multi-agents est un ensemble d’agents situés dans un même
environnement et qui interagissent. De ces interactions peuvent émerger dif-
férents phénomènes. L’émergence traite donc de l’apparition soudaine non
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programmée et irréversible de phénomènes dans un système. Cette notion
se base sur la maxime grecque "le tout est plus que la somme de chaque
partie". Les phénomènes qui apparaissent peuvent être classés en trois caté-
gories [MC97] : l’émergence structurelle, l’émergence de comportements et
l’émergence de propriétés.
Une définition fournie par Müller dans [Mül02], énonce qu’un phénomène
est émergent si :
– il y a un ensemble d’agents en interaction entre eux et via un envi-
ronnement dont l’expression des états et de la dynamique n’est pas
exprimée dans les termes du phénomène émergent à produire mais
dans un vocabulaire ou une théorie D,
– la dynamique des agents en interaction produit un phénomène global
qui peut être une structure stable, une trace d’exécution ou n’importe
quel invariant statique ou dynamique,
– ce phénomène global est observé soit par un observateur extérieur (sens
faible) soit par les agents eux-mêmes (sens fort) en des termes distincts
de la dynamique sous-jacente, c’est à dire avec un autre vocabulaire
ou théorie D’.
L’observation peut se faire par un observateur extérieur ou par les agents
eux-mêmes à travers un mécanisme d’inscription et d’interprétation fondé sur
une théorie de l’émergence D. La raison d’être de cette théorie de l’émergence
étant d’exprimer la façon de relier les théories D et D’.
Les travaux sur l’émergence tentent de développer des outils, des mé-
thodes et des constructions qui rendent le processus d’émergence moins
opaque et par conséquent plus compréhensible. Pour cela, ils se basent, entre
autre, sur :
– la théorie des systèmes complexes adaptatifs : l’émergence fait référence
aux patterns du macro niveau apparaissant dans les systèmes d’agents
en interaction,
– la théorie des systèmes dynamiques non linéaires issue de la théorie du
chaos. Le travail porte en grande partie sur les attracteurs,
– l’école synergétique fondée par Haken (1981) qui étudie l’autoorgani-
sation dans les systèmes physiques,
– la thermodynamique Loin et autour de l’Équilibre introduite par Pri-
gogine. Les phénomènes émergents sont les structures dissipatives ap-
paraissant à partir de conditions "loin de l’équilibre".
L’auto-organisation
Plusieurs travaux se sont penchés sur l’adaptation dans les systèmes
multi-agents et étudient de ce fait, leur capacité d’auto-adaptation. Ces tra-
vaux considèrent que le système doit s’adapter à son environnement par
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auto-organisation des agents. L’organisation finale observée est alors la plus
adaptée à l’état courant de l’environnement.
L’auto-organisation a été initialement étudiée et appliquée dans les sec-
teurs de la biologie, de la physique et de la chimie. L’objectif de l’auto-
organisation est de permettre l’évolution dynamique de l’existant en fonc-
tion du contexte de façon à assurer la viabilité du système [Cam94]. L’auto-
organisation est un mécanisme très interessant permettant de réaliser des
systèmes tolérant aux pannes. Ce mécanisme permet aussi aux composantes
du système de s’adapter à leur environnement soit par spécialisation des
fonctions (apprentissage), soit par modification de la topologie de l’organisa-
tion. Les études sur l’auto-organisation portent sur la définition des critères
de réorganisation.
3 Ingénierie des systèmes informatiques selon le pa-
radigme orienté agent
Comme nous l’avons mentionné dans la section 1, plusieurs techniques
d’ingénierie orientées agent existent. Nous classifions ces différentes tech-
niques dans trois grandes classes :
– les langages de spécification orientés agent,
– les méthodologies orientées agent,
– les plates-formes d’implémentation orientées agent.
Avant de procéder à la présentation et la comparaison des travaux portant
sur ces différentes techniques, il convient de définir ce que nous entendons par
langages de spécification, méthodologie et plates-formes d’implémentation.
3.1 Les langages de spécification
Les langages de spécification (comme son nom l’indique) permettent d’ex-
primer les spécifications liées à un système. Différents types de notation
existent. Elles vont des "plus naturelles" aux plus formelles.
Les énoncés informels
Cette catégorie de notation se base sur des descriptions faites en langage
naturel. Bien que pouvant être standardisées, elles sont bien souvent propres
à une entreprise voire un projet ou une équipe de développeurs. L’inconvé-
nient majeur de ce type de techniques est dû à l’ambiguïté du langage. Des
risques d’incohérence, de non complétude, de difficulté d’organisation et de
redondance d’information peuvent donc apparaître. Pour pallier l’ambiguïté,
certains adoptent des présentations formatées telles que les dictionnaires de
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données ou glossaires, dans lesquels est défini le vocabulaire du domaine d’ap-
plication. Ceci reste cependant insuffisant et les risques cités précédemment
perdurent.
Les notations semi-formelles
Ces notations sont relativement simples et permettent ainsi aux diffé-
rents participants à un projet de communiquer facilement et efficacement.
Les représentations classiques de cette catégorie de notations sont :
– les diagrammes d’états-transitions dont l’objectif est, comme pour les
tables états-transitions, de représenter les différents états du système
et les évènements qui déclenchent les changements d’états,
– les diagrammes de flots de données qui intègrent les flots de données
et des processus de transformation. Ils montrent comment chaque pro-
cessus transforme les données qu’il reçoit en flots de sortie,
– l’ensemble des notations utilisées dans UML (diagramme de cas d’uti-
lisation, de séquence, de collaboration, d’états-transitions, etc.).
Les notations formelles
Cette famille de notations qui repose sur les mathématiques permet, lors
d’une étape de spécification, d’éliminer les ambiguïtés des notations infor-
melles ou semi-formelles et les mauvaises interprétations qui en découlent.
Les langages formels possèdent trois composantes :
– une syntaxe qui précise la notation utilisée pour procéder à la spécifi-
cation,
– une sémantique qui donne une définition non ambiguë de cette syntaxe,
– un ensemble de relations qui définissent les règles donnant les propriétés
des objets mathématiques satisfaisant la spécification.
Des représentants des notations formelles sont, par exemple, LOTOS
[Gar89], le langage B [Abr91], le langage Z [Spi92] et le pi-calcul [Mil99].
Certaines spécifications non formelles peuvent se voir adjoindre des langages
formels pour l’expression des contraintes. On peut citer par exemple OCL
[BKPPT00]dans le cas d’UML.
3.2 Les méthodologies de développement
Souvent, il est d’usage de confondre les termes méthodologie et méthode
et de les utiliser comme signifiant la même chose. Cependant, ces termes sont
différents. Une méthode correspond en réalité à une description étape par
étape de ce qui doit être fait pour accomplir une tâche ; alors qu’une métho-
dologie désigne un ensemble de principes généraux qui guident le choix d’une
méthode adaptée aux besoins d’un projet ou d’une tâche. Dans son ouvrage
"Fundamentals of Software Enginerring", Carlos Ghezzi et al. [GJM03] fait
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la distinction entre méthodes et méthodologies. Selon ces auteurs une mé-
thode détermine la manière d’effectuer une tâche durant le développement
du logiciel. Elle peut être comparée à une recette de cuisine qui indique les
ingrédients nécessaires ainsi que la manière de les cuisiner afin de réussir un
plat. Une méthodologie, quant à elle, a été considérée par ces mêmes auteurs
comme un système de méthodes. Nous retiendrons la définition proposée par
Booch [Boo92] , qui est plus explicite et qui stipule qu’une méthodologie est :
"un ensemble de méthodes appliquées tout au long du cycle de
développement d’un logiciel, ces méthodes étant unifiées par une
certaine approche philosophique générale".
A titre de comparaison, une méthodologie va correspondre à l’ensemble
des recettes de cuisine qui vont être utilisées pour préparer et servir un grand
repas organisé selon un thème particulier. Ce thème correspond à l’approche
philosophique générale, adoptée lors du développement. Comme nous l’avons
déjà mentionné dans le chapitre 2, ce sont les paradigmes de développement
qui définissent cette approche philosophique. Ainsi, il existe par exemple
des méthodologies liées au paradigme orienté objet ( OMT (Object Mode-
ling Technique) [RBE+95], OOSE (Object Oriented Software Engineering)
[Jac93],etc.).
De manière plus explicite, une méthode regroupe :
– une démarche qui consiste en un ensemble ordonné de phases et d’étapes
décrites en termes d’activités de production. La démarche a pour but
de guider le travail des développeurs pour arriver à un résultat autre-
ment dit à un délivrable,
– des concepts basés sur les paradigmes de développement et qui per-
mettent de créer des modèles suffisamment explicites pour que l’on
en ait une représentation unique (exemple : une classe est un concept
introduit par le paradigme orienté objet),
– des notations qui permettent d’introduire une syntaxe et une séman-
tique permettant d’exprimer les spécifications (voir section 3.1),
– des outils qui permettent la production des spécifications selon des mo-
dèles et des diagrammes définis par les notations. Ces outils permettent
d’avoir des spécifications propres, lisibles, facilement modifiables. Ils
permettent aussi la vérification de leurs syntaxes, leurs cohérences et
de leur complétude. Les outils peuvent être regroupés dans des envi-
ronnements.
Une méthodologie va regrouper différentes méthodes conformes à un
paradigme de développement. Ces méthodes vont être appliquées tout au
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long du cycle de vie. Rappelons qu’un cycle de vie est un ensemble ordonné
d’étapes de développement. Le cycle de vie de logiciel passe par différentes
étapes concernant des points aussi divers que la faisabilité, la spécification,
la production, les tests, l’utilisation du logiciel, sa vente et sa maintenance.
Le cycle de vie est souvent organisé (de manière explicite ou pas) selon un
modèle qui peut être en cascades [Boe76], en spirale [Boe88], en V, etc. Le
modèle de cycle de vie peut être explicité ou pas au niveau de la méthodo-
logie. Le modèle de cycle de vie caractérise le processus logiciel qui décrit
l’enchaînement des étapes de la conception à la maintenance d’un produit lo-
giciel. Une méthodologie peut couvrir une partie ou l’ensemble du processus
de développement.
3.3 Les plates-formes d’implémentation
L’implémentation d’un système consiste en sa réalisation pratique sur une
plate-forme particulière. La plate-forme est une infrastructure de logiciels uti-
lisée comme environnement pour le déploiement et l’exécution du système.
Elle doit fournir des manières confortables pour créer et tester des entités lo-
giciels selon un paradigme de développement particulier. Ainsi, nous trouvons
des plates-formes dédiées aux paradigmes procéduraux, objets, composants,
agents etc. Elle peut être vu comme une collection de services offerts aux
développeurs, mais également aux entités logicielles en exécution. Ainsi, une
plate-forme devrait agir en tant qu’un médiateur entre le système d’exploita-
tion et les applications développées sur cette plate-forme. Les plates-formes
peuvent être considérées comme des EDI dédiés à la phase d’implémentation
du système. Dans ce qui suit, nous allons présenter un panorama comportant
des exemples de langages, méthodologies et plates-formes orientées agents.
4 Les langages de spécification orientés agent
Plusieurs langages de modélisation ont été proposés dans le contexte
de l’ingénierie orientée agent. Différents courants ont été appliqués pour la
construction de ces langages. Ainsi, nous distinguons :
– les langages basés sur une extension d’UML, par exemple AUML [BMO01],
AML [CT04],
– les langages réalisés par création de profil UML, par exemple AORML
[WT03],
– les notations graphiques, par exemple OPM/MAS[SDS03].
4.1 Les langages basés sur une extension d’UML
L’extension du langage UML s’obtient grâce à la notion de stéréotype.
Un certain nombre de stéréotypes sont prédéfinis. C’est le cas par exemple
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Fig. 3.8: Les branchements définis dans AUML
du stéréotype "interface", mais un utilisateur peut en définir d’autres en
fonction de ses besoins.
Ceci permet d’étendre le nombre de diagrammes utilisables. Dans notre
contexte, nous allons prendre l’exemple de deux langages qui ont utilisé cette
alternative pour définir une nouvelle notation supportant certains concepts
des systèmes multi-agents ; c’est le cas notamment des langages AUML [BMO01],
[HOB04] et AML[CTCG05].
AUML porte essentiellement sur les protocoles d’interactions entre agents.
Ce langage a défini des types de branchements dans les diagrammes de sé-
quence afin de prendre en compte l’indéterminisme du comportement d’un
agent. Ces branchements peuvent être AND (ET logique), OR (OU logique)
XOR (OU exclusif)(voir figure 3.8).
AUML prend en compte d’autres considérations telle la spécification
des rôles dans les différents diagrammes, où les classes du diagramme de
séquences générique sont annotées Classe/Rôle. Le tableau 4.1 résume les
concepts pris en compte dans la notation AUML.
Du fait qu’AUML soit une extention d’UML, il peut être appliqué avec les
outils UML classiques. De la même façon, AML [CT04] [CTCG05] est aussi
un langage de modélisation des systèmes multi-agents basés sur une extension
de UML 2.0. AML fournit un certain nombre d’éléments conçus pour décrire
différents aspects. On trouve notamment la modélisation des ontologies, des
aspects sociaux et mentaux, des interactions, du comportement ainsi que la
décomposition du comportement sur plusieurs agents etc.
4.2 Les langages réalisés par création de profil UML
Une autre manière de créer des langages basés sur UML est de créer des
profils. Un profil UML permet de spécialiser UML à un domaine particulier.
Un profil est composé de stéréotypes, de tagged values et de contraintes.
Généralement, la création de profil UML est accompagnée par la définition
de règles de génération de code. Par exemple, les profils standards (EJB,
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Concepts Modélisés Notation AUML
Agent
Diagramme de classes : stéréotype
"Agent"
description d’états, actions, méthodes, ca-
pabilité, protocoles supportés, contraintes
Rôle Diagramme de classes : stéréotype "Role"
Interaction
Spécification d’un template UML
Diagramme d’interaction étendu d’une
branche XOR pour prendre en compte l’in-
déterminisme
Message Message asynchrone : flèche simpleMessage synchrone : flèche remplie
Action
Décrite au niveau du diagramme de sé-
quences avec un rectangle aux angles ar-
rondis
Tab. 3.1: La notation AUML
CORBA) proposent quasiment tous des règles de génération de code.
Dans le contexte orienté agent, nous pouvons prendre l’exemple de AORML
(pour Agent-Object Relationship Modeling Language) [WT03] qui utilise
cette technique. AORML est un profil UML pour l’analyse et la concep-
tion de systèmes d’information organisationnels basés sur les agents. Deux
sortes de modèles sont proposés par cette notation : externes et internes. Les
modèles externes présentent les interactions entre les agents ainsi que leur
relation avec les objets de leur environnement. Les modèles internes sont le
moyen de définir le comportement interne des agents . Les actions et compor-
tements des agents, dans la vue interne, sont décrits grâce à des réseaux de
Petri. Par contre, cette notation ne prend pas en compte l’auto-organisation
ou la coopération. Le tableau 4.2 résume les concepts pris en compte dans
la notation AORML.
L’application de cette notation se fait à travers l’outil Microsoft Visio
template.
4.3 Les notations graphiques
Ces notations ne sont pas basées sur le langage UML. Elles définissent des
icônes traduisant les concepts orientés agent. Le langage graphique orienté
agent le plus connu est OPM/MAS [SDS03]. Celui-ci est considéré comme
un langage complet. En effet, plus d’une vingtaine de types de flèches, de
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Vue Externe




Evénements de non action
Evénements d’actions
Vue Interne
Agent Représentation interne de l’environnementchez l’agent
Action Utilisation des réseaux de Petri
Tab. 3.2: Les concepts manipulés par AORML
noeuds ou de liens ayant des sens différents ou proches sont définis par cette
notation. Le langage supporte notamment la modélisation de la vue statique
du système ainsi que la vue dynamique.
Une vue d’ensemble sur les concepts supportés par OPM/MAS ainsi que
la sémantique qui a été adoptée est fournie dans le tableau 4.3.
Ce langage a une grande expressivité mais il est très difficile à manipuler
vu le nombre élevé des éléments graphiques qui le contituent. Son application
demande donc du recul.
5 Les méthodologies orientées Agent
La particularité des concepts utilisés dans les systèmes multi-agents rend
l’utilisation des méthodologies traditionnelles obsolètes. En effet, ces concepts
ont particulièrement élevé le niveau d’abstraction, ils couvrent une séman-
tique très large et ont des interrelations très complexes. Ainsi, pour aider le
concepteur à développer ce type de système, plusieurs méthodologies orien-
tées agent ont été proposées. Il n’existe pas à l’heure actuelle une métho-
dologie unifiée pour assister le développement des systèmes multi-agents.
Actuellement, les travaux sur la dimension méthodologique prend en compte
divers aspects. Il est difficile dans ce contexte de pouvoir les comparer.
La problématique de la comparaison des méthodes et méthodologies a
été souvent soulevée dans la littérature pour aider le concepteur à choisir
celles qui sont les plus adaptées au problème donné. Shehory et Sturm ou
bien Dam et Winikoff comparent les méthodes suivant quatre ou cinq axes :
les concepts manipulés, les notations utilisées, le processus de développe-
ment et la pragmatique [SS03] [DW03]. Bernon et al. [BGPG02], utilisent
huit critères pour comparer les méthodologies : l’étendu de la couverture du
processus, la spécialisation de la méthode à une application, l’architecture
d’agent sous-jacente, l’utilisation de notations existantes, le domaine d’appli-
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Vue statique
Organisation composé d’un ensemble de rôles
Société Exhibe des organisations, des agents et des règles
Rôle Le rôle est joué dans des organisations par des agents et doit
respecter les règles de la société
Protocole Le protocole est exhibé par des agents
Faits Peuvent représenter des croyances, des désirs ou des inten-
tions
Buts Les désirs peuvent être considérés comme des buts
Services Ils sont exhibés par les agents et exhibent à leur tour des
taches. Un service peut être composé par un autre service.
Règles Elles sont exprimées au niveau des sociétés et doivent être
respectées au niveau de l’élaboration des rôles
Vue dynamique
Agents Processus composé de tâches et qui fournit des services, par-
ticipe à des protocoles et joue des rôles
Tâches Elles sont réaliées par les rôles ou les services. Une tâche
peut être composée par une autre. Elles peuvent effectuer des
changements sur les objets ou les faits. Pour leur exécution,
elles peuvent avoir besoin des conversations.
Messages Lance un processus messaging qui peut affecter des objets.
Ce processus peut avoir besoin des protocoles et des conver-
sations.
Tab. 3.3: Les concepts manipulés par OPM/MAS
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cation (dynamique ou non), le modèle de rôle, le modèle de l’environnement
et l’identification des agents. Plus récemment, Cernuzzi et al. [CCZ05] se fo-
calise sur les modèles de cycles de vie qui ont été adoptés dans les différentes
méthodologies. Ils ont aussi précisé le degré de recouvrement de chaque phase
de développement (voir figure 3.9).
[CCZ05]
Fig. 3.9: Une classification des méthodologies
Enfin, nous pouvons aussi citer les travaux de Santos et al. [SRB06] qui
proposent une table d’évaluation multi-critères. Ces travaux peuvent être
considérés comme les plus complets. Ils se basent en effet sur 12 critères
d’évaluation qui sont :
– la définition du processus,
– l’utilisation d’UML,
– la prise en compte des caractéristiques d’adaptation (l’agent est-il ca-
pable de s’adapter à diverses situations en apprenant de son expé-
rience ?), d’apprentissage (l’agent est-il capable d’apprendre à appré-
hender son environnement ?)et de composition (est-il possible de com-
poser plusieurs agents dans un environnement ?), de mobilité (les agents
sont-ils capables de migrer d’une plate-forme à une autre ?),
– la représentation explicite de la structure organisationnelle,
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– le traçage des modèles (c’est-à-dire garder la trace les différents modèles
développés tout au long du développement),
– la capture des besoins,
– l’identification des agents,
– l’interaction entre les agents,
– le modèle interne des agents,
– la plate-forme d’implémentation,
– la modélisation du processus organisationnel,
– la structure des messages.
Notre but dans cette étude est de vérifier la complétude ainsi que la cohé-
rence des méthodologies (aussi bien au niveau de la sémantique des concepts
qu’au niveau du développement tout au long du cycle de vie). Nous allons
nous focaliser sur les critères suivants :
– les types de systèmes ciblés : comme nous l’avons vu, les systèmes
multi-agents traitent divers types de systèmes comme les systèmes
adaptatifs, les systèmes distribués, les systèmes à base de connais-
sances, etc. Certaines méthodologies sont prescrites pour traiter cer-
tains types de systèmes alors que d’autres sont plus généralistes,
– le métamodèle : plusieurs concepts ont été introduits pour traiter les
systèmes multi-agents. Ces concepts sont diffèrents d’une méthodologie
à une autre. L’élaboration d’un métamodèle associé à chaque métho-
dologie a permis de décrire les concepts qui y sont utilisés,
– les notations : les notations adoptées pour décrire les modèles orientés
agent sont différentes. Certaines se basent sur UML et les langages ba-
sés sur des extensions d’UML, d’autres se basent sur d’autres langages
formels ou informels,
– les outils : certaines méthodologies sont fournies avec des outils spéci-
fiques,
– le processus de développement : le processus de développement (qui
spécifie la manière dont le développement est organisé en phases indé-
pendamment du type de support technologique utilisé dans le dévelop-
pement [DKW99]) est différent selon les méthodologies proposées.
Dans notre comparaison, nous nous sommes focalisés sur des exemples de
méthodologies tels que ADELFE [BCP05], Gaia [ZJW03], Ingenias [PGS03],
PASSI [CGSS05] et Tropos [BPSM05].
5.1 La méthodologie ADELFE
ADELFE (Atelier pour le DEveloppement de Logiciels à Fonctionnalité
Emergente) [BCP05] est une méthodologie dédiée à la conception des sys-
tèmes adaptatifs. Ces systèmes sont capables de s’adapter à un environne-
ment fortement dynamique. Leur conception impose une méthode rigoureuse
qui se distingue de l’approche globale descendante. ADELFE est une métho-
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dologie qui a pour but de guider les développeurs lors du développement
de ces systèmes en appliquant les théories adaptatives des systèmes multi-
agents. Elle propose un processus, des notations et des outils.
Le métamodèle
Les systèmes adaptatifs sont basés sur des agents coopératifs qui exhibent
des comportements sociaux. Lors du développement, les différents agents du
système sont définis. Ceux-ci sont dotés d’aptitude pour décider de leurs in-
teractions. Ainsi, le concepteur de l’application implémente les agents ; puis
le système en fonctionnement se reconfigure de manière automatique par
auto-organisation sans l’intervention du concepteur. Pour définir ce genre de
système, ADELFE se focalise principalement sur la constitution des agents
coopératifs.
Le métamodèle adopté par ADELFE (voir figure 3.10) met en évidence
ce type d’agents. Selon ce métamodèle, un système multi-agent adaptatif est
composé par un ou plusieurs agents coopératifs qui observent des règles de
coopération et qui ont une représentation du monde. Les règles de coopéra-
tion sont reliées à des situations non coopératives, c’est-à-dire des situations
qui ne sont pas prises en charge. Celles-ci peuvent être de plusieurs types : in-
compréhension, ambiguïté, incompétence (la requête ne peut être satisfaite),
improductivité (ne sait pas traiter les informations perçues), concurrence et
conflit. Quand l’agent est face à ces situations, il devrait être capable de
les résoudre, en cas d’incompréhension par exemple, il pourrait envoyer la
requête vers un autre agent qu’il croit capable de la résoudre.
ADELFE considère que les agents ont une représentation du monde
réel qui est constituée par sa perception de l’environnement physique, ses
croyances par rapport aux autres agents et sa perception de lui-même. Cette
perception est décrite au niveau du composant "Representation". Les agents
sont aussi constitués d’autres composants : les aptitudes, les compétences,
les caractéristiques et les communications. Les aptitudes sont les capacités
de raisonnement de l’agent, elles sont exprimées soit par des systèmes d’infé-
rence soit par des données simples. Un agent a ses propres compétences qui lui
permettent de réaliser ses fonctions. Les caractéristiques sont les propriétés
de l’agent. Enfin, le composant communication décrit toutes les communi-
cations possibles entre les différents agents. Les patterns de communication
correspondants peuvent être définis au niveau des AIPs (Agent Interaction
Protocol).
L’environnement est explicitement défini dans le métamodèle ADELFE.
Il contient un ou plusieurs éléments que les agents peuvent percevoir. Ce
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Fig. 3.10: Le métamodèle d’ADELFE
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métamodèle est intéressant puisqu’il décrit d’une manière assez complète les
caractéristiques des agents coopératifs. Cependant, il reste très spécifique
aux systèmes basés sur la coopération des agents. Ce métamodèle n’est donc
pas générique. De plus, ADELFE ne peut pas être considéré comme un méta-
modèle exhaustif puisqu’il est principalement centré sur la coopération entre
les agents. Il ne décrit pas les autres concepts qu’on peut trouver dans la
littérature tels que l’organisation, les plans, les tâches, les actions.
Les notations
Dans ADELFE, le choix a été fait d’utiliser les notations dédiées à l’ob-
jet et plus particulièrement la notation UML. Ce choix est justifié par le
fait qu’un agent peut être vu comme une évolution de l’objet et possède
de nombreux points communs avec ce dernier [Ode02]. Cependant, l’objet,
en tant que tel, n’est pas suffisant pour exprimer les concepts propres aux
agents. Dans ADELFE, les agents coopératifs sont composés de modules
spécifiques, suivent un cycle de vie "perception-décision-action" et peuvent
participer à des négociations complexes dans lesquelles peuvent survenir des
situations non coopératives. Ces aspects ont été traités en utilisant un profil
UML [Des00] qui permet de définir des stéréotypes de manière flexible.
Dans ADELFE, neuf stéréotypes ont été définis pour exprimer comment
un agent est formé et/ou comment son comportement peut être exprimé.
Ces stéréotypes permettent de traiter les agents comme des classes ayant
une sémantique particulière.
Le stéréotype "cooperative agent" exprime qu’une classe est un agent qui
a une attitude coopérative. Cette classe abstraite possède une opération run
simulant le cycle de vie de l’agent. D’autre part, cette classe possède égale-
ment les opérations perceive, decide et act. L’agent est activé par l’opération
run.
Le stéréotype "characteristic" est utilisé pour pointer les propriétés in-
trinsèques ou physiques d’un agent coopératif. Un attribut ainsi stéréotypé
représente la valeur de cette propriété. Une caractéristique peut être lue ou
modifiée à n’importe quel moment du cycle de vie de l’agent ou par une opé-
ration également stéréotypée characteristic. Ce type d’opération peut être
appelé par les autres agents. Pour mieux expliciter la notion d’un attribut
stéréotypé characteristic, nous pouvons prendre comme exemple une appli-
cation de robotique. Les robots peuvent être modélisés en tant qu’agents, les
attributs caractéristiques peuvent être le nombre de roues, leur couleur, leur
poids, leur position dans l’espace, la vitesse maximum de déplacement, etc.
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Le stéréotype "perception" exprime la perception de l’environnement
physique ou social. Ce stéréotype s’applique sur les attributs et les opé-
rations. Les attributs représentent les données provenant de l’environnement
alors que les opérations sont des moyens de mettre à jour ces données.
Le stéréotype "action" est utilisé pour signaler un moyen d’agir sur l’envi-
ronnement durant la phase d’action. Les opérations sont les actions possibles
pour un agent, alors que les attributs sont des paramètres de ces actions. Un
agent est le seul à pouvoir activer ses propres actions afin de conserver son
autonomie. Ainsi, une opération ou un attribut stéréotypé "action" est né-
cessairement privé.
Le stéréotype "skill" est utilisé pour étiqueter les compétences qui sont
des connaissances spécifiques à un domaine. Les opérations représentent les
règles de raisonnement que peuvent avoir les agents. Les attributs sont des
données (ou faits) sur le monde ou les paramètres des opérations stéréoty-
pées skill. Ces attributs ou opérations sont également privés afin de conserver
l’autonomie de l’agent. Les opérations peuvent être appelées uniquement lors
de la phase de décision de l’agent.
Le stéréotype "aptitude" exprime la capacité d’un agent à raisonner sur
ses perceptions, ses connaissances et ses compétences. Les opérations ex-
priment le raisonnement qu’un agent est capable de faire, par exemple de
l’inférence sur ses compétences (qui peuvent alors être des règles et des faits).
Les attributs représentent les données de fonctionnement ou les paramètres
du raisonnement. Une opération ou attribut stéréotypé aptitude peut seule-
ment être accessible à l’agent lui-même, pour exprimer son autonomie de
décision.
Le stéréotype "representation" est un moyen d’indiquer les représenta-
tions du monde que possède l’agent. Les attributs stéréotypé representa-
tion sont des unités de connaissances. Les opérations representation sont des
moyens de les manipuler. Etant donné que les connaissances d’un agent sont
locales et personnelles (à moins qu’il ne les communique via des messages
par exemple), les attributs et les opérations representation sont privés.
Le stéréotype "interaction" étiquette les outils qui permettent à l’agent
de communication. Ainsi, les opérations interaction expriment la capacité
d’un agent à interagir avec les autres alors que les attributs interaction re-
présentent les données de fonctionnement ou les paramètres des interactions.
Le stéréotype "cooperation" implante les règles de résolution des situa-
tions non coopératives. Ces règles permettent à la fois de détecter ces situa-
tions et de les résoudre. Les opérations cooperation sont prioritaires sur les
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actions choisies en cas de fonctionnement normal.
Les aspects dynamiques ont été modélisés grâce à des machines à états
finis et des diagrammes d’interaction. Les machines à états finis modélisent
le comportement interne de l’agent. Afin de représenter les interactions entre
les agents, ADELFE utilise la notation A-UML (c.f. section 4.1).
Les outils
ADELFE possède deux sortes d’outils : OpenTool pour prendre en charge
les notations et AdelfeToolkit pour prendre en charge le processus.
OpenTool qui a été proposé par TNI(www.tni.fr), est un outil de concep-
tion UML semblable à Rational Rose. Il a l’avantage d’être facilement modi-
fiable en fonction des besoins des utilisateurs. Une version d’OpenTool a pu
ainsi être modifiée pour répondre aux spécifications d’ADELFE : OpenTool
UML1.4 / Adelfe 1.2. Cette modification concerne principalement l’intégra-
tion des stéréotypes spécifiques à ADELFE ainsi que leurs règles de bonne
utilisation et l’intégration des diagrammes de protocole A-UML.
Le suivi du processus de développement est réalisé par l’outil Adelfe-
Toolkit. Celui-ci permet de faire une synthèse sur les tâches déjà réalisées,
les artefacts déjà effectués et ceux qui restent à faire.
Le processus de développement
Le processus de développement d’ADELFE est basé sur le processus
RUP(Rational Unified Process). Au niveau de la méthodologie ADELFE,
quatre phases de développement sont couvertes : la collecte des besoins pré-
liminaires, la collecte des besoins finaux, l’analyse et la conception. ADELFE
a représenté son processus de développement de manière explicite en utili-
sant la notation SPEM (Software Process Engineering Meta-model) [Gro02]
qui est un profil UML dédié à la représentation des processus [GMP03]. La
notation SPEM introduit trois concepts selon lesquels a été décrit le proces-
sus ADELFE :
– définitions de travail (WorkDefinition ou WDi) : pour représenter les
phases du RUP (Expression des besoins, Analyse et Conception),
– activités (Activity ou Aj ) : qui décomposition chaque phase en plu-
sieurs activités,
– étapes (Step ou Sk) : qui décompose chaque activité en plusieurs
étapes.
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Fig. 3.11: Le processus ADELFE
Pour tenir compte des spécificités des agents, certaines étapes et activités
ont été rajoutées aux quatre phases citées préalablement. Le processus dé-
taillé d’ADELFE est décrit dans la figure 3.11 (dans cette figure, la notation
utilisée n’est pas celle de SPEM).
Analyse et conclusion
ADELFE fournit une méthodologie interessante aidant au prototypage
rapide des systèmes multi-agents adaptatifs. Les modèles de ADELFE sont
exprimés par une évolution des langages UML et AUML. Ceci permet au dé-
veloppeurs familiarisés avec ces notations de facilement l’adopter. De plus,
contrairement à certaines méthodologies, ADELFE modélise explicitement
son processus de développement. Le déroulement de ce processus est pris en
charge par l’outil AdelfeToolkit, ce qui facilite sa mise en œuvre et son suivi.
Cependant, nous pouvons noter que le processus de développement n’est pas
entièrement couvert. Ainsi, les phases postérieures à la conception telles que
l’implémentation ou la validation ne sont pas encore traitées. Actuellement,
le prototype d’AdelfeTookit vérifie uniquement la production, mais non la
validité ou la pertinence des productions. Nous relevons donc l’absence de
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vérification sémantique.
Dans les concepts introduits par ADELFE, nous remarquons l’absence
de l’aspect organisationnel (structure organisationnelle, règles organisation-
nelles, rôle etc.) ce qui oblige le concepteur à assurer la synchronisation entre
les différents agents suivant leurs comportements et leurs compétences. Le
concepteur doit exprimer sa structure organisationnelle sous forme de règles
de coopération propres à chaque agent. Ainsi, l’organisation dans ADELFE
est connue à travers un comportement émergent.
Enfin, un des principaux points faibles est le manque de fondements
théoriques formels sur lesquels ADELFE peut se reposer pour aider à une
conception sûre en terme de spécification des comportements des agents. Ces
fondements formels peuvent aider à étudier les propriétés des systèmes multi-
agents et contribuer ainsi à une meilleure maîtrise des théories de l’émergence
et de l’auto-organisation.
5.2 La méthodologie Gaia
La méthodologie Gaia [WJK00] [ZJW03] utilise une approche centrée sur
l’organisation pour analyser et concevoir un système multi-agents. Elle est
considérée comme une méthodologie générique permettant le développement
de tous types de systèmes. Gaia prend en considération deux niveaux : un
macro-niveau (qui modélise une société d’agents) et un micro-niveau (qui se
focalise sur l’agent).
Le métamodèle
Le métamodèle fourni par Gaia (cf. figure 3.12) est principalement basé
sur deux concepts : l’organisation et le rôle. Un système multi-agents est
structuré par une ou plusieurs organisations. Ces organisations définissent
des règles organisationnelles telles que la vivacité et la sûreté. Ces règles
vont permettre de structurer les communications et les rôles. Les organisa-
tions sont contenues dans une structure. Elles obéissent à une topologie et
un régime de contrôle.
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Fig. 3.12: Le métamodèle Gaia
L’organisation contient plusieurs agents qui fournissent des services et
qui collaborent entre eux. Un agent joue un ou plusieurs rôles. Le rôle a
des responsabilités et respecte les propriétés de vivacité et de sûreté. Le rôle
permet également à l’agent - si la permission lui est accordée - d’accéder
aux ressources de l’environnement. Le rôle définit des activités. Selon la
sémantique adoptée par Gaia, les activités sont l’équivalent des méthodes
dans le paradigme orienté objet. Elles correspondent à une unité d’action
que l’agent exécute sans qu’il n’ait recours à une interaction avec un autre
agent. Enfin, le rôle permet à l’agent de participer ou d’être l’initiateur de
communication. Ces communications sont structurées selon un protocole qui
est considéré comme une activité qui nécessite l’interaction avec d’autres
agents.
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Les notations
Gaia ne fournit pas de notations graphiques à proprement parler. Elle
fournit cependant des tables permettant de décrire certains modèles. En se
basant sur le métamodèle présenté précédemment, Gaia introduit six princi-
paux modèles d’analyse et de conception :
– le modèle de rôle : il identifie les différents rôles devant être joués
par les agents du système. Le modèle de rôle est décrit par une table
comprenant quatre parties. La première partie correspond à une des-
cription textuelle du rôle. La deuxième partie décrit les activités et les
protocoles correspondant au rôle. La troisième partie décrit les per-
missions. Dans cette partie les ressources sont représentées par des
variables labellisées et les permissions par des attributs décrivant les
droits octroyés pour manipuler les ressources (lecture, écriture, etc.).
Enfin la quatrième partie décrit les responsabilités du rôle à travers
des propriétés de sécurité et de sûreté. Celles-ci sont exprimées en uti-
lisant les opérateurs de logique temporelle. Un exemple du modèle de
rôle représentant le rôle d’un reviewer est donné dans la figure 3.13.
Fig. 3.13: Exemple de modèle de rôle [ZJW03]
– le modèle d’interaction : il définit les protocoles de communication
entre agents. Dans Gaia, un protocole définit une action demandant
une interaction entre deux agents. Le modèle d’interaction est défini
par une table comprenant un label, un expéditeur, un récepteur, une
description, des entrées et des sorties et une description textuelle. La
figure 3.14 représente un exemple de table d’interaction illustrant la
réception d’un papier par un reviewer,
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Fig. 3.14: Exemple de modèle d’interaction [ZJW03]
– le modèle d’agent : il attribue les rôles aux différents agents du système.
Il identifie les différents types d’agents et leurs instances. Ce modèle
est une arborescence dont les racines correspondent aux agents et les
feuilles correspondent aux rôles qui leur sont associés,
– le modèle de service : il définit les différents services offerts par le sys-
tème. Un service est vu comme une fonction qu’un rôle offre. Ainsi,
chaque protocole identifié dans le modèle de rôle va se transformer en
service. Chaque service possède les caractéristiques suivantes : des en-
trées, des sorties, des pré-conditions d’exécution et des post-conditions.
Les pré et post-conditions sont extraites à partir des propriété de sûreté
définies dans le modèle de rôle,
– le modèle d’organisation ou d’accointances : il définit les liens de com-
munication entre les différents types d’agents. La structure de l’orga-
nisation est représentée par des graphes orientés dont les nœuds cor-
respondent aux types agents alors que les arcs représentent les liens de
communication entre ces noeuds,
– le modèle environnemental : il décrit les différentes ressources acces-
sibles caractérisées par les types d’actions que les agents peuvent en-
treprendre pour les modifier.
La notation introduite par Gaia est considérée comme semi-formelle. Elle
a été appliquée avec une grande facilité et plusieurs exemples pédagogiques
ont été publiés (dont l’organisation d’une conférence ou l’étude d’un sys-
tème manufacturier [ZJW03]). Nous remarquons dans cette notation que les
aspects dynamiques ne sont pas réellement modélisés. Ces aspects sont uni-
quement introduits au niveau des propriétés de sûreté et de vivacité. Pour
pallier ce problème, l’utilisation de AUML a été suggérée [CZ04].
Les outils
A ce jour, il n’existe pas d’outils supportant l’application de la méthodo-
logie Gaia. Par conséquent, le développeur ne peut pas exploiter ou réutiliser
les modèles Gaia.
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Le processus de développement
Tout comme ADELFE, le processus de développement de Gaia ne couvre
que quelques phases de développement : la collecte des besoins, l’analyse et
la conception. La figure 3.15 montre comment est organisé ce processus et
quels sont les modèles à élaborer dans chaque phase.
Fig. 3.15: Le processus de développement Gaia
A partir de la collecte des besoins, le système est divisé en plusieurs
sous-organisations. Pour chaque sous-organisation, les modèles préliminaires
de rôle et d’interaction sont réalisés ainsi que le modèle d’environnement.
Au niveau de ces différents modèles, les règles organisationnelles (sûreté et
vivacité) sont identifiées.
Au niveau de la conception, les modèles de rôle et d’interaction sont raf-
finés et les modèles d’agent, d’organisation et de service sont élaborés ce
qui permet d’identifier les patterns organisationnels qui peuvent être réutili-
sables. La phase d’implémentation est aussi mentionnée bien qu’elle ne soit
pas encore réellement traitée. Moraitis et al. [MPS02] proposent cependant
une démarche qui permet de passer d’une modélisation Gaia à une implé-
mentation avec la plate-forme JADE.
Analyse et conclusion
La méthodologie Gaia oriente le développement vers la spécification des
organisations, ce qui est considéré comme une manière plus "naturelle" d’ap-
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préhender le développement des systèmes multi-agents [FGM03]. Les modèles
proposés par Gaia rendent la manipulation des concepts de base tels que
l’agent, l’environnement, l’organisation et l’interaction facile ce qui a cer-
tainement fait sa popularité. Le fait de pouvoir exprimer les propriétés de
vivacité et de sûreté permet d’avoir une conception précise. Cependant, ceci
nécessite une grande expertise de la logique temporelle.
Par contre, plusieurs inconvénients peuvent être relevés. Tout d’abord la
notation adoptée dans Gaia est plutôt limitée. Elle peut être bien adaptée
pour l’analyse des systèmes mais ne peut couvrir une conception détaillée.
Nous pouvons aussi noter que la gestion de la complexité organisationnelle
ou fonctionnelle n’est pas prise en compte. Gaia est limitée aux applications à
agents à forte granularité, peu nombreux, et avec une organisation statique,
ce qui rend le passage à l’échelle difficile. De plus, elle ne peut permettre
l’application des théories d’émergence, d’auto-adaptation et d’intelligence or
ces théories constituent une forte valeur ajoutée des systèmes multi-agents.
Le processus de développement couvert par Gaia est très limité et ne
dépasse pas la phase de conception. Il n’y a donc pas de phase de vérifica-
tion/validation. La gestion de projet, comme celle élaborée dans ADELFE
n’est pas prise en compte. Néanmoins, les délivrables et différents modèles à
fournir au cours du processus sont très clairement définis.
5.3 La méthodologie Ingenias
Dans Ingenias [PGS03], l’approche générale pour spécifier un système
multi-agents consiste à diviser le problème en plusieurs aspects plus concrets
qui forment les différentes vues du système. Le but global d’Ingenias est de
fournir un ensemble de méthodes et d’outils de développement génériques
permettant le développement des systèmes multi-agents.
Ingenias est fondée sur la définition de métamodèles décrivant les dif-
férents aspects d’un système multi-agents ainsi que leurs relations. Sur cet
aspect, Ingenias s’inscrit dans la continuité de la méthodologie MESSAGE
[CLC+01] [FGSP04] qui a appliqué les techniques de métamodélisation dans
le domaine des systèmes multi-agents. Ingenias a fait évoluer les métamo-
dèles en incorporant d’autres concepts. Les modèles sont ensuite construits
avec des instances des entités métamodèles. Ainsi, le métamodèle est consi-
déré comme la définition des langages de modélisation pour la description
des systèmes multi-agents.
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Le métamodèle





– les tâches et les buts
– l’environnement
La figure 3.16 résume les métamodèles adoptés par Ingenias. En effet,
au niveau de la méthodologie, chaque perspective est décrite de manière
détaillée par un métamodèle.
Fig. 3.16: Un métamodèle Ingenias résumé [CBP05]
La perspective Agent décrit l’agent comme étant une entité autonome fai-
sant parti d’un groupe. Il est responsable de l’exécution de certaines tâches.
L’agent a un état mental et des buts qui permettent de définir le contrôle de
l’agent. Les entités mentales sont produites et consommées par les tâches.
L’agent peut initier ou collaborer à une interaction.
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La perspective Organisation établit l’architecture du système. La vision
de l’organisation adoptée dans Ingenias partage celle présentée par Ferber
et Gutknecht [FG98] et qui stipule qu’il y a des relations structurelles qui
ne peuvent pas être restreintes à des hiérarchies entre rôles. Ces structures
sont déléguées à des entités spécialisées qui sont les groupes. Les groupes
incluent des applications, des ressources, des agents et des rôles. Il n’existe
pas dans ce métamodèle de liens directs entre ces différents concepts. Le lien
se fait à travers les tâches. Ces tâches sont définies soit par les rôles, soit par
les agents. Pendant leur exécution, celles-ci vont utiliser des applications,
consommer des ressources, affecter et consommer des entités mentales et
produire des interactions. Tout comme l’agent, l’organisation est aussi consi-
dérée comme une entité autonome poursuivant un but. Les fonctionnalités de
l’organisation sont exprimés par des workflows qui montrent les associations
producteur-consommateur entre tâches ainsi que les responsabilités pour leur
exécution, et les ressources associées à chacune.
La perspective Environnement identifie les ressources et les applications
existantes.
La perspective Buts-Tâches identifie les buts et les tâches. La réalisation
des buts s’effectue à travers l’exécution de certaines tâches. Aussi, il faut
identifier les ressources nécessaires pour l’exécution des tâches ainsi que les
composants logiciels (applications) nécessaires. Certaines tâches produisent
des interactions nécessaires à la réalisation d’un but.
Enfin, la perspective Interaction décrit comment se réalise la coordination
entre les agents. La rélisation d’une interaction est motivée par la réalisation
d’un but. Compte tenu qu’une interaction est réalisée par une tâche reliée à
l’agent ou au rôle, celle-ci peut affecter l’état mental des agents.
Ce métamodèle donne une vue globale des concepts associés à Ingenias.
Comme nous l’avons mentionné au début du paragraphe, chaque perspective
est décrite par son propre métamodèle. Ceux-ci sont ensuite utilisés pour
générer les modèles correspondants. Cette opération n’est cependant pas
triviale vu les différentes dépendances qui existent entre les perspectives. Par
exemple, les tâches dans le workflows du modèle organisationnel devraient
être décrites aussi dans la perspective buts-tâches.
Les notations
Les perspectives décrites précédemment constituent la base du dévelop-
pement et sont raffinées tout au long du cycle de développement. Ingenias
n’introduit pas une notation spécifique pour produire les spécifications, mais
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Fig. 3.17: Un résume du métamodèle Ingenias [Pav06]
se contente de bien définir les sémantiques des concepts qui vont être uti-
lisés. Ainsi, Ingenias offre une grande flexibilité concernant les notations à
utiliser. Divers diagrammes peuvent être utilisés pour décrire les spécifica-
tions. Ces diagrammes doivent respecter la sémantique décrite au niveau du
métamodèle. Ingenias adopte deux sortes de notations :
– des notations basées sur une extension du langage UML,
– des icônes spécifiques respectant la sémantique des concepts décrits
dans le métamodèle.
Par exemple, pour décrire la perspective Agent, Ingenias propose l’utili-
sation des stéréotypes UML qui font référence aux entités de métamodèle,
ou bien un ensemble d’icônes spécifiques (cf. figure 3.17).
De même, la perspective interaction peut être spécifiée avec différentes
notations : avec un diagramme de collaboration d’UML, le diagramme d’in-
teraction de GRASIA (GRupo de Agentes Software :Ingenieria y Aplica-
ciones), ou avec un diagramme de protocole d’AUML. Ceci fournit une
grande flexibilité aux développeurs puisque ceux-ci peuvent utiliser les nota-
tions qui leur sont familières.
Les outils
Ingenias fournit un environnement de développement appelé IDK (Inge-
nias Development Kit). Ce kit est un ensemble ouvert d’outils basés sur les
métamodèles d’Ingenias. L’IDK offre :
– l’éditeur Ingenias : c’est l’outil de développement principal d’Ingenias.
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C’est un support de modélisation facilitant la création et la modifica-
tion des diagrammes. Afin de gérer le grand nombre de diagrammes
pouvant être produits pour modéliser un système multi-agents, l’édi-
teur permet de les structurer en une hiérarchie de paquets. L’IDK a
une représentation des métamodèles d’Ingenias via XML. Celle-ci dé-
finit les concepts, les relations, les diagrammes de métamodèle, ainsi
que les associations entre les concepts et les éléments graphiques qui
les représentent.
– les modules IDK : ce sont des outils pour la vérification et la valida-
tion des modèles, ainsi que des moteurs de transformation qui visent à
dériver le code pour la plate-forme finale. Ainsi, ces outils traitent des
spécifications pour produire en sortie : le code source (des templates
pour chaque plate-forme cible sont spécifiées ainsi que des procédures
d’extraction d’information des modèles), des rapports (analysant les
spécifications pour recueillir une information statistique sur l’utilisa-
tion des différents éléments), et des transformations vers d’autres mo-
dèles.
L’IDK est très important dans le processus de développement d’Inge-
nias puisqu’il permet le développement rapide d’applications, le découplage
des spécifications de l’implémentation, et la vérification de la spécification
suivant les besoins d’implémentation.
Le processus de développement
Ingenias couvre les phases d’analyse, de conception, de codage et d’im-
plémentation. Son processus de développement est basé sur un cycle de dé-
veloppement standard : le Processus Unifié (Unified Process). Cependant,
Ingenias raffine ce processus de développement en décrivant avec plus de dé-
tail les activités pouvant être réalisées dans la phase d’analyse et de concep-
tion [Pav06]. Ces activités sont en fait, basées sur l’approche dirigée par
les modèles (brièvement présentée dans la section 5.3 du chapitre 2) qui se
base elle-même sur la spécification des métamodèles et la transformation
successives des modèles jusqu’au code source. Ingenias identifie deux types
principaux de rôles dans le processus de développement :
– le développeur des SMA qui utilise l’éditeur de l’IDK pour spécifier les
modèles qui décrivent le système multi-agents. Ces modèles peuvent
être vérifiés et validés avec des modules d’IDK. Une fois validés, les mo-
dules de génération de code facilitent l’implémentation pour la plate-
forme cible.
– l’ingénieur Ingenias qui connaît le métamodèle Ingenias et peut tra-
vailler sur les outils de l’IDK. Celui-ci va être responsable de la pro-
duction de nouveaux modules pour vérifier les propriétés de modèles
basés sur de nouveaux concepts qui viennent étendre les métamodèles
d’Ingenias ou pour la génération de code en une plate-forme cible spé-
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cifique. Il est possible également de personnaliser l’éditeur pour un
propos spécifique, par exemple, pour l’adapter à un langage de modé-
lisation spécifique du domaine d’application. Ce dernier exige de modi-
fier le métamodèle et demande une connaissance plus approfondie du
métamodèle Ingenias.
Analyse et conclusion
La méthodologie Ingenias offre une manière très flexible pour le dévelop-
pement des systèmes multi-agents. Elle applique une technique d’ingénierie
basée sur l’approche IDM (Ingénierie Dirigée par les Modèles) qui permet le
passage des modèles vers le code. Un des grands avantages d’Ingenias est le
fait d’avoir un environnement de développement offrant les outils nécessaires
pour l’application de la méthodologie. Cependant, nous pouvons reprocher
à Ingenias le manque de formalisme permettant de spécifier et de vérifier
les propriétés relatives aux SMA telles que les propriétés de vivacité et sû-
reté. Ces propriétés, bien qu’elles soient considérées comme des propriétés
comportementales devraient être prise en compte très tôt au niveau du cycle
de vie. Leur conservation devraient être garanties au niveau du code source
généré. De plus, l’IDK n’offre pas de formalisme pouvant exprimer explicite-
ment les règles de transformation et de génération de code, ce qui ne permet
pas de conserver le savoir-faire.
5.4 La méthodologie PASSI
PASSI (Process for Agent Societies Specification and Implementation)
[CGSS05] est une méthodologie se basant sur des concepts provenant de
l’ingénierie orientée objet et de l’intelligence artificielle. PASSI est une mé-
thodologie générique pouvant s’appliquer à n’importe quel domaine. PASSI
a la particularité de prendre en compte la modélisation des agents mobiles.
Cette modélisation respecte les spécifications FIPA.
Le métamodèle
Le métamodèle PASSI est décomposé en trois domaines(cf. figure 3.18) :
– le domaine de la solution
– le domaine d’agence
– le domaine du problème
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Fig. 3.18: Le métamodèle PASSI [CBP05]
Au niveau du domaine du problème, la capture des besoins est effectuée
et traduite en terme de scénarios (qui décrivent les interactions entre les ac-
teurs et le système) et d’environnement. L’environnement est défini par un
ensemble d’éléments ontologiques : les concepts qui définissent les différentes
catégories du domaine, les actions qui regroupent les opérations pouvant être
exécutées et les prédicats qui permettent d’ajouter des éléments dans le do-
maine. L’environnement contient aussi des ressources auxquelles l’agent va
accéder.
Le "domaine d’agence" représente les agents qui peuvent avoir connais-
sance des éléments ontologiques, des besoins fonctionnels et non fonctionnels
définis dans la couche précédente. Les agents accèdent aux ressources. Ils
ont au moins un rôle qui propose des services, effectuent des tâches, défi-
nissent des communications et exécutent les scénarios. Les communications
sont constituées de messages définis par des performatives qui vont spéci-
fier la sémantique du contenu. Les performatives sont contenues dans les
protocoles d’interaction qui structurent les communications.
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Au niveau du domaine de solution la structure de l’implémentation est
spécifiée. Selon PASSI, l’implémentation doit être compatible à la plate-
forme FIPA. Ainsi, trois éléments vont être choisis : FIPA-Plateform Agent
qui définit la classe qui va implémenter l’agent, FIPA-Platform Task qui
définit la structure d’implémentation des tâches et Service Description qui
va implémenter les services.
Les notations
PASSI réutilise fortement UML [CP01]. En se basant sur cette notation,
PASSI fournit cinq modèles permettant de décrire les concepts identifiés au
niveau du méta-métamodèle. Ces modèles sont :
– modèle de collecte des besoins : celui-ci est utilisé dès les premières
phases relatives à la collecte des besoins. Il permet "d’agentifier" le
système à développer c’est-à-dire de le décrire sous forme d’agents, de
rôles et de taches. De plus ce modèle permet de décrire le domaine d’ap-
plication. Pour cela il utilise le diagramme de cas d’utilisation d’UML,
de paquetages stéréotypés, le diagramme de séquences (associés aux
cas d’utilisation) et le diagramme d’activités,
– modèle de société d’agents : regroupe la description de trois concepts
qui sont les ontologies, les rôles et les protocoles d’interaction. Ce mo-
dèle est focalisé sur la description des interactions sociales ainsi que les
dépendances entre les agents,
– modèle d’implémentation : permet de définir les constituants des agents
en terme de ressources internes, de connaissances (attributs) et de
tâches. Ce modèle permet également la définition du comportement des
agents grâce à des diagrammes d’activités où apparaissent les tâches
des agents ainsi que leurs interactions. Ce modèle est réalisé par les
diagrammes de classes et d’activités classiques,
– modèle de code : permet d’identifier les modules réutilisables dans
le cas où un développement préalable a été réalisé. Au même titre
que le modèle d’implémentation, le modèle de code est réalisé par les
diagrammes de classes et d’activités,
– modèle de déploiement : permet de spécifier la configuration du sys-
tème. Ce modèle est réalisé par les diagrammes de déploiement UML.
Les outils
La modélisation avec PASSI est supportée par l’outil PTK (PASSI Tool-
kit) [CCS04]. PTK est un add-in de Rational Rose. En effet, tous les dia-
grammes et stéréotypes spécifiques sont intégrés dans une extension au lo-
giciel Rational Rose, afin de réaliser les modèles d’analyse et conception de
manière ergonomique.
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Le processus de développement
Le processus de PASSI est un processus pas-à-pas, mais réitérable. Il est
composé de cinq phases, composées d’étapes, correspondant aux spécifica-
tions des cinq modèles présentés précédemment.
Fig. 3.19: Le processus PASSI [CP01]
Analyse et conclusion
PASSI couvre pratiquement la totalité des phases du cycle de dévelop-
pement. Son utilisation est facile puisqu’elle est basée sur une extension du
langage UML. Son application ne nécessite donc pas une expertise parti-
culière (bien que la connaissance des spécifications FIPA soit préférable).
PASSI est complètement dissociée des plates-formes d’implémentation bien
que l’outil PTK soit orienté vers la génération de code en Java afin d’être
compatible avec JADE et FIPA-OS.
Nous pouvons reprocher à PASSI, le manque de formalisme qui rend
difficile l’expression des propriétés telles que la vivacité et la sûreté. Aussi,
le fait d’être basée sur un langage semi-formel tel que UML rend les phases
de tests et de vérification peu efficaces.
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5.5 La méthodologie Tropos
Tropos [CGSS05] est une méthodologie de développement fondée sur les
concepts utilisés en ingénierie des besoins [GKMP04]. Elle adopte une ap-
proche transformationnelle, dans le sens où, à chaque étape, les modèles vont
être raffinés de manière itérative par ajout ou suppression d’éléments ou de
relations dans les modèles.
Le métamodèle
Tropos a été conçu en se basant sur une approche orientée buts. Le mé-
tamodèle [GKMP04] défini par cette méthodologie met ainsi en évidence le
concept but qui est défini par une classe "Goal". Deux sous-classes émanent
de celle-ci : "HardGoal" et "SoftGoal". "HardGoal" décrit les besoins fonc-
tionnels tandis que "SoftGoal" décrit les besoins non fonctionnels. La réali-
sation de ces buts est effectuée par l’application d’un ou plusieurs plans.
[CBP05]
Fig. 3.20: Le métamodèle Tropos
Ces plans sont reliés aux acteurs, c’est à dire les différents participants au
système (agent, acteur humain, etc.). Les agents héritent de la classe acteur,
de même que le rôle et la position. La position est en fait un ensemble de
rôle. Un agent peut occuper une ou plusieurs positions qui vont lui assigner
plusieurs rôles. Les acteurs utilisent des ressources et lancent l’exécution d’un
plan.
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Une classe "dépendance" spécifie les différentes relations de dépendances
entre les agents. Elle indique qu’un acteur dépend d’un autre afin d’atteindre
un but, exécuter un plan, ou fournir une ressource. Le premier acteur source
s’appelle le depender, le deuxième acteur est un dependee et l’objet de leur
dépendance est le dependum qui peut être un but, une ressource ou une
tâche.
Ce métamodèle définit les concepts de la notation i*, qui est le langage
adopté par Tropos (voir 5.5). Cependant, d’autres concepts sont manipulés
qui n’apparaissent pas dans ce métamodèle tels que les capacités (qui mo-
délisent les capacités d’un acteur à définir, choisir et exécuter un plan pour
remplir un but), les croyances (qui sont une représentation de la connaissance
d’un acteur sur le monde) et les contributions (qui permettent de notifier si
les plans contribuent de manière positive ou négative dans la réalisation d’un
but).
Les notations
Tropos utilise principalement i* pour modéliser les systèmes. Ce lan-
gage se focalise sur l’ingénierie des besoins centrée sur les caractéristiques
intentionnelles des agents (leurs buts) [YM94]. Ce langage manipule les diffé-
rents concepts du métamodèle. C’est un langage graphique qui est facilement
compréhensible. Cependant, les diagrammes qui modélisent de réelles appli-
cations complexes peuvent vite devenir illisibles. Par ailleurs, i* ne peut être
utilisé que dans la phase d’analyse puisqu’il permet uniquement d’exprimer
les besoins.
Pour cette raison, Tropos a recours à l’utilisation d’autres notations telles
que les diagrammes d’états/transitions pour modéliser les capacités et les
plans. Les interactions entre agents sont spécifiées grâce à des diagrammes
de protocole AUML.
Une approche plus formelle, appelée Formal Tropos [PPRS03], propose
des descriptions textuelles et logiques des besoins. Les descriptions logiques
sont basées sur la logique temporelle. Ces descriptions textuelles et logiques
peuvent être par la suite traduites automatiquement vers i*. Ceci ajoute de
la précision aux notations et langages et rend les diagrammes vérifiables.
Ces différentes notations, sont utilisées pour produire les principaux dia-
grammes suivants :
– diagramme d’acteur : il décrit les acteurs, leurs buts et leurs dépen-
dances. Ce type de diagramme est employé pour définir les besoins
des utilisateurs du système, pour montrer leurs intentions ainsi que les
relations entre les acteurs. Ce diagramme représente un acteur par un
noeud et les dépendances par les liens entre les nœuds,
– diagramme de but : il montre la structure interne d’un acteur (ses buts,
ses plans et ses ressources) et les rapports entre eux,
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– diagramme de compétence : chaque compétence (ou ensemble corrélé
de compétences) est modélisée par un diagramme d’états/transitions.
Les événements externes déclenchent l’état du diagramme de compé-
tence ; les plans sont décrits par les noeuds du diagramme, les arcs des
transitions modélisent les événements et les croyances,
– diagramme de plan : chaque noeud de plan du diagramme de compé-
tences peut être encore détaillé par un diagramme d’activités UML,
– diagramme d’interaction d’agent : pour décrire l’interaction des agents,
Tropos utilise des diagrammes AUML.
Les outils
Plusieurs outils aident à l’application de la méthodologie Tropos. T-Tool
[KPR03] est un outil utilisable durant les phases préliminaires de collecte des
besoins. Il permet l’analyse et la validation des spécifications décrites durant
cette phase en utilisant les notations formelles introduites par Formal Tropos.
T-Tool applique pour cela la technique du model checking. T-Tool permet
par ailleurs d’animer certains modèles afin d’être validés par les développeurs.
GR-Tool [SPM04] est aussi fourni par la méthodologie Tropos. C’est un
outil de conception graphique permettant de spécifier les diagrammes de buts
et exécuter les algorithmes qui leur correspond. Tropos fournit aussi ST-Tool
(Secure Tropos tool) [GMMZ04] qui est un éditeur graphique qui permet de
spécifier des diagrammes de sécurité. Ces diagrammes, qui viennent étendre
la méthodologie Tropos, permettent de spécifier les règles de sécurité. Enfin,
TAOM4E est une plate-forme permettant l’intégration de différents outils de
manière flexible. Le but étant d’appliquer l’approche dirigée par les modèles.
[BGG+04b].
Le processus de développement
Tropos couvre une grande partie du cycle de développement. Elle suit
une approche incrémentale par raffinement itératif. La démarche proposée
par Tropos se décompose en cinq phases [GMP02] :
– l’analyse des besoins initiaux permet une compréhension du problème.
Cette phase permet d’identifier les principaux acteurs et leurs buts
respectifs dans le système. A ce niveau les diagrammes d’acteurs et de
buts sont élaborés,
– l’analyse des besoins finaux fournit une description du système dans
son environnement opérationnel et modélise le système en tant qu’en-
semble d’acteurs possédant des dépendances. Cette phase permet de
raffiner les modèles précédents,
– la conception architecturale définit l’architecture globale du système
en termes de sous-systèmes interconnectés par des flots de données et
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de contrôle. Ces sous-systèmes sont représentés comme des acteurs et
les interconnexions comme des dépendances entre acteurs. Plusieurs
styles d’architectures (structure plate, pyramidale, etc.) sont fournis,
– la conception détaillée définit chaque composant architectural en termes
d’entrées, de sorties, de contrôle, etc. Cette phase permet de détailler
la communication entre acteurs et le comportement des acteurs en dif-
férents niveaux. Un niveau détaille un dialogue intra-acteur ou inter-
acteurs. Le niveau le plus bas décrit le traitement interne d’un acteur
via des diagrammes de plans,
– l’implantation fournit une architecture d’agents BDI sur la plate-forme
Jack [BRHL99].
Analyse et conclusion
Tropos est une méthodologie générique pouvant être appliquée à des
contextes différents. Cette méthodologie offre une manière flexible pour dé-
velopper des systèmes multi-agents assistées par plusieurs outils de dévelop-
pement. Tropos couvre la totalité du cycle de développement, et se base sur
une notation formelle (Formal Tropos) qui lui permet de vérifier et valider ses
modèles. Cependant, celles-ci ne sont applicables que durant les phases d’in-
génierie des besoins. D’un autre coté, les activités et les délivrables associés
au sein des phases ne sont pas si clairement définis et la lecture de nombreux
articles est nécessaire. De plus, Tropos ne couvre qu’un ensemble limité de
concepts orientés agent. La dimension organisationnelle, par exemple, n’est
pas prise en compte de manière explicite.
5.6 Comparaison
La comparaison des méthodologies fait ressortir toute la diversité des
techniques d’ingénierie orientée agent.
Ces méthodologies se limitent parfois à des aspects très spécifiques des
systèmes multi-agents ou bien ne couvrent pas la totalité du processus de dé-
veloppement. Généralement, ce sont les phases d’analyse et de conception qui
sont les plus couvertes. Ceci nécessite parfois le passage d’une méthodologie
à une autre afin de pouvoir couvrir la conception de tout le système. On parle
alors de fragments de méthodes pour construire des méthodologies flexibles
[CGGS07]. Ceci serait réellement facilité si ces différentes méthodologies sont
conformes à un même métamodèle générique. Cependant, dans l’état actuel
des choses, les méthodologies ont défini leur propre métamodèle afin de spé-
cifier et de définir les concepts qu’elles utilisent. Ces métamodèles restent
orientés vers les caractéristiques de chaque méthodologie et sont ainsi très
différents les uns des autres. Un courant vers une unification des méthodo-
logies commence à apparaître. Nous détaillons ceci dans la section suivante.
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5.7 Unification des métamodèles
C. Bernon, M. Cossentino et M.P. Gleizes [BCG+04] proposent d’unifier
les métamodèles proposés par les méthodologies ADELFE, PASSI et Gaia.
L’unification des métamodèles consiste à récupérer les concepts utilisés dans
chacun d’eux. Ainsi, pour la structure de l’agent, les concepts utilisés dans
ADELFE ont été mixés avec ceux de PASSI et ceux de Gaia. La même chose
a été faite pour les interactions. Les structures organisationnelles et sociales
ont été décrites quant à elles selon les concepts de Gaia et PASSI. Enfin
l’implémentation a aussi été prise en compte selon ce qui a été défini dans
PASSI. La figure suivante montre le résultat de cette unification :
Fig. 3.21: Le métamodèle unifié [CBP05]
Le métamodèle généré suite à l’unification d’ADELFE, PASSI et Gaia est
plus complet et plus générique. Cependant, celui-ci mixe des concepts de haut
niveau et des concepts liés à l’implémentation. Nous pensons que ceci prive
le concepteur de son libre choix de la plate-forme d’implémentation. De plus,
certains concepts ne sont pas pris en compte. Nous citons principalement les
buts, les plans, les normes, etc.
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6 Les plates-formes orientées Agent
Tout comme les méthodologies, il existe une multitude de plates-formes
multi-agents dédiées à différents modèles d’agent. Les plates-formes four-
nissent une couche d’abstraction permettant de facilement implémenter les
concepts des systèmes multi-agents. D’un autre coté, elle permet aussi le
déploiement de ces systèmes. Ainsi, elles constituent un receptacle au sein
duquel les agents peuvent s’exécuter et évoluer. En effet, les plates-formes
sont un environnement permettant de gérer le cycle de vie des agents et dans
lequel les agents ont accès à certains services.
Comme le choix d’une plate-forme d’agent a une grande influence sur
la conception et la mise en œuvre des agents, FIPA a produit les normes
qui decrivent comment une plate-forme d’agent devrait être. Ces normes
existent pour assurer une conception uniforme des agents indépendamment
de la plate-forme.
Dans ce qui suit, nous présentons quelques plates-formes. Cette liste n’est
pas exhaustive. Elle représente cependant les plates-formes les plus utilisées
et les plus citées dans la littérature. Pour comparer les différentes plates-
formes, nous appliquons un cadre de comparaison qui se base sur les éléments
suivants :
– les types de systèmes visés : certaines plates-formes sont conçues pour
développer des applications dans des domaines spécifiques tel que la
simulation, les systèmes distribués, etc.
– les modèles d’agents suportés : certaines plates-formes imposent un
modèle d’agent spécifique (agent BDI, agent collaboratif, etc.).
– les méthodologies : certaines plates-formes proposent une méthodologie
de développement, d’autres plates-formes sont utilisées par certaines
méthodologies orientées agent.
– le langage d’implémentation appliqué : généralement, le langage d’im-
plémentation qui est adopté par les plates-formes est Java. Nous étu-
dierons les classes abstraites qui sont fournies par la plate-forme, qui
aident à architecturer les applications.
6.1 La plate-forme ZEUS
Zeus [CNNL98] est une plate-forme dédiée pour la construction rapide
d’applications à base d’agents collaboratifs. Elle se prête bien aux systèmes
économiques qui utilisent des applications de planification ou d’ordonnance-
ment.
Pour implémenter les agents collaboratifs, Zeus se base principalement
sur les concepts agents, buts, tâches (que les agents doivent réaliser pour
atteindre leurs buts) et faits (qui représentent les croyances des agents). Un
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agent dans Zeus est constitué en trois couches : la couche de définition, qui
contient les capacités de raisonnement et des algorithmes d’apprentissage, la
couche organisationnelle, qui contient la base de connaissances et des accoin-
tances de l’agent, et la couche de coordination, qui définit les interactions
avec les autres agents. Zeus propose aussi un ensemble d’agents utilitaires
(serveur de nommage et facilitateur) pour faciliter la recherche d’agents.
Zeus fournit aussi une méthodologie qui se base sur quatre phases pour
la construction d’agents :
– l’analyse du domaine : consiste à modéliser des rôles. A ce stade aucun
outil logiciel n’est fournit et le langage UML est utilisé.
– la conception : consiste à spécifier des buts et des tâches qui permettent
de les réaliser. Cette spécification se fait par le langage naturel et n’est
supportée par aucun outil.
– le développement : Cette phase est réalisée en quatre étapes : création
de l’ontologie, création des agents, configuration de l’agent utilitaire,
configuration de l’agent tâche et implémentation des agents.Des ou-
tils supportant des notations graphiques sont fournies afin d’aider à
l’élaboration de ces étapes.
– le déploiement : dans cette phase, le système multi-agents est lancé. Un
outil de visualisation permet le suivi de l’exécution. Cet outil permet
de visualiser l’organisation, les interactions ayant lieu dans la société
d’agents, la décomposition des tâches et l’état interne des agents.
Zeus fournit un environnement de développement d’agents grâce à un
ensemble de bibliothèques Java que les développeurs peuvent réutiliser pour
créer leurs agents.
6.2 La plate-forme JADE
La plate-forme JADE (Java Agent DEvelopment framework) [BPR99] est
certainement celle qui est la plus utilisée par la communauté des systèmes
multi-agents. JADE permet de développer et d’exécuter des applications
distribuées basées sur le concept d’agents et d’agents mobiles. Elle est com-
patible à la plate-forme FIPA.
Les agents dans JADE sont implémentés selon 6 propriétés :
– Autonomie : les agents ont leurs propres thread de contrôle qui leur
permet de contrôler leurs actions, de prendre leurs propres décisions
afin de réaliser leurs buts mais aussi de contrôler leur cycle de vie.
– Réactivité : les agents peuvent percevoir les évènements de leur envi-
ronnement et réagissent en fonction de ces évènements,
– Aspects sociaux : les agents exhibent des aspects sociaux qui leur per-
mettent de communiquer et d’interagir entre eux. La communication
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se fait à travers le passage de messages asynchrones. La communication
est considérée comme un type d’actions et peuvent de ce fait intégrer
un plan d’actions. Les messages ont une sémantique et une structure
définis par le standard FIPA.
– Dynamicité : les agents ont la possibilité de découvrir dynamiquement
d’autres agents et de communiquer avec eux.
– Offre de service : chaque agent offre un ensemble de services, il peut en-
registrer ses services et les modifier. Il a aussi la possibilité de chercher
des agents qui offrent les services dont il a besoin.
– Mobilité : les agents dans Jade ont la possibilité de se déplacer. Les
agents sont implémentés dans des conteneurs et ils peuvent se déplacer.
C’est un composant complémentaire ajouté à Jade pour permettre d’in-
tégrer l’implémentation de l’architecture interne des agents. Jadex [PBL05]
[SBPL06] prend en compte l’architecture des agents hybrides (c’est-à-dire
des agents qui sont à la fois réactifs et proactifs). Pour les agents proactifs,
jadex se base sur le modèle BDI. Jade assure la sécurité en offrant aux ap-
plications des systèmes d’authentification qui vérifient les droits d’accès des
agents.
Jade n’offre pas de méthodologie, par contre plusieurs méthodologies la
prennent comme plate-forme cible lors de la génération de code tel que Gaia
et PASSI.
L’implémentation de Jade est basée sur Java. La plate-forme peut être ré-
partie sur un ensemble de machines et configurée à distance. La configuration
du système peut évoluer dynamiquement puisque la plate-forme supporte la
mobilité des agents.
6.3 La plate-forme MADKIT
La plate-forme MadKit (Multi-Agents Developement kit) [FG00] est dé-
veloppée à l’Université de Montpellier II. Bien qu’elle puisse supporter le
développement de divers systèmes, elle semble bien adaptée pour les appli-
cation de simulation.
La plate-forme MADKIT est basée sur les concepts agent, groupe et rôle
(figure 3.22). Ces concepts sont appliqués de la manière suivante :
– l’agent : quasiment aucune contrainte n’est posée sur l’architecture in-
terne ou le modèle de comportement de l’agent. L’agent est simplement
décrit comme une entité autonome communicante qui joue des rôles au
sein de différents groupes. La faible sémantique associée à l’agent est
volontaire ; l’objectif étant de laisser le choix au concepteur pour choisir
l’architecture interne appropriée à son domaine applicatif.
– le groupe : chaque agent peut être membre d’un ou plusieurs groupes.
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Fig. 3.22: Le métamodèle AALAADIN
Il sert à identifier la structure organisationnelle d’un système multi-
agents usuel.
– le rôle : il est considéré comme une représentation abstraite d’une fonc-
tion ou d’un service. Chaque agent peut avoir plusieurs rôles et un
même rôle peut être tenu par plusieurs agents. Les rôles sont locaux
aux groupes.
Cette implémentation correspond à la conception réalisée au niveau de
la méthodologie AALAADIN. En effet, à partir des concepts AGR, cette
méthodologie définit une démarche de développement axée sur la spécifica-
tion du cadre organisationnel des applications multi-agents. Cette démarche
définit l’ensemble des rôles possibles, spécifie les interactions, et décrit les
structures abstraites de groupe.
MadKit fournit une API permettant la construction d’agent en spécia-
lisant une classe d’agent abstraite. Les agents sont lancés par le noyau de
MadKit, qui propose notamment les services de gestion des groupes et de
communication. L’échange des messages se fait à travers le rôle que l’agent
est en train de jouer.
6.4 La plate-forme AgentBuilder
AgentBuilder est une suite intégrée d’outils permettant de construire des
agents intelligents. Cette plate-forme est adaptée pour tous types de sys-
tèmes.
L’élaboration du comportement des agents se fait à partir du modèle BDI
et du langage AGENT-0. KQML est utilisé comme langage de communica-
tion entre les agents. AgentBuilder est composé d’une interface graphique
et d’un langage orienté agent permettant de définir des croyances, des enga-
gements et des actions. Il permet également de définir des ontologies et des
protocoles de communications inter-agents. Les agents sont décrits avec le
langage Radl (Reticular Agent Definition Language), qui permet de définir
les règles du comportement de l’agent. Les règles se déclenchent en fonction
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de certaines conditions et sont associées à des actions. Les conditions portent
sur les messages reçus par l’agent tandis que les actions correspondent à l’in-
vocation de méthodes Java. Il est aussi possible de décrire des protocoles
définissant les messages acceptés et émis par l’agent.
AgentBuilder propose l’utilisation de la méthode OMT durant la phase
d’analyse. OMT permet de spécifier des objets du domaine et les opérations
qu’ils peuvent effectuer. A partir de cette spécification une ontologie du do-
maine est créée. Des outils graphiques sont fournis pour effectuer ces tâches.
Durant la phase de conception, les agents sont identifiés et des fonctionnali-
tés leur sont assignées. Leurs rôles et leurs caractéristiques sont définis ainsi
que les protocoles d’interaction auxquels ils participent. Durant la phase de
développement, le comportement de l’agent est défini ainsi que ses croyances,
intentions et capacités. Durant le déploiement, le code de l’agent est inter-
prété par le Run-Time Agent Engine.
7 Analyse et conclusion
L’étude des différentes techniques d’ingénierie présentées tout au long de
ce chapitre, fait ressortir plusieurs constats que nous allons exposer dans ce
qui suit.
1. Différentes vues du système peuvent être spécifiées
Pour simplifier la compréhension ainsi que le développement des sys-
tèmes multi-agents, il est préférable de considérer plusieurs vues. Lors
de la première section, nous avons adopté la décomposition Voyelles
qui considère la vue Agent, Environnement, Interaction et Organisa-
tion. Nous avons remarqué qu’au niveau des méthodologies, d’autres
vues sont considérées. Par exemple, dans Ingenias, six vues (cas d’utili-
sation, agent, organisation, interaction, "tâches & buts" et environne-
ment) ont été adoptées. Au niveau des autres méthodologies, les vues
n’ont pas été explicitées. Nous pouvons cependant déduire qu’ADELFE
met plus en valeur la vue Agent et Interaction. Gaia est plus orientée
vers l’Organisation. PASSI définit une vue du domaine, une vue sur le
systèmes multi-agent (incluant agents, services et interaction) et une
vue sur l’implémentation du système. Enfin Tropos s’oriente plus vers
les buts et les interactions. La difficulté dans le développement orienté
agent est le fait que ces différentes vues sont fortement interreliées et
la définition des concepts liés à chaque vue n’est pas chose aisée. Ainsi,
mettre en valeur une vue plutôt qu’une autre peut dépendre entière-
ment du domaine d’application.
2. Définition de différents concepts
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Les métamodèles adoptés dans chaque méthodologie, prennent en compte
des concepts différents. Ceci implique que les modèles utilisés au ni-
veau de l’analyse et de la conception sont différents sémantiquement et
structurellement. Aucun problème particulier ne sera posé, si les mé-
thodologies couvraient entièrement le processus de développement ainsi
que les différentes vues du système. Mais tel n’est pas le cas. Comme
nous avons pu le constater, les méthodologies couvrent généralement
une partie du cycle de développement ou une vue partielle du système.
Prenons l’exemple de la méthodologie PASSI. Celle-ci peut être consi-
dérée parmi les plus complète. Nous remarquerons cependant que les
phases de validation et de maintenance ne sont pas couvertes ce qui
constitue un réel problème dans le cas des systèmes multi-agents qui
sont considérés comme des systèmes complexes et évolutifs. Un déve-
loppement sûr et cohérent est important dans ce cas. Pour cette raison,
des étapes de validation doivent être proposées à chaque phase de dé-
veloppement. De plus, une réelle prise en charge de la maintenance
permet de contrôler l’exécution du système ainsi que son évolution.
3. Cycle de développement
Nous remarquons aussi qu’un large fossé sépare les phases d’analyse/-
conception des phases d’implémentation. En effet, rares sont les mé-
thodologies qui prennent en compte la phase d’implémentation et la
génération de code vers une plate-forme spécifique. Au niveau des mé-
thodologies que nous avons exposées dans ce chapitre, l’outil PTK de
PASSI permet de générer du code vers JADE alors que Tropos génère
du code vers la plate-forme JACK. Cependant, les plates-formes ne
couvrent pas tous les concepts pris en compte au niveau des modèles
produits par la méthodologie. C’est donc au développeur que revient
la charge de créer les entités correspondantes.
4. Notations orientées Agents
Il est aussi important de soulever le fait que les notations orientées
agent restent complètement déconnectées des méthodologies et plate-
formes d’implémentation (bien que AUML soit utilisé dans plusieurs
méthodologies). Dans ce contexte, l’utilisation de ces notations devient
difficile.
Suite aux constats listés précédemment, nous avons identifié plusieurs
besoins liés à l’ingénierie des systèmes multi-agents. Dans le cadre de cette
thèse, nous nous concentrons sur deux besoins particuliers :
1. Cadre de développement flexible
Nous pouvons déclarer que l’application des systèmes multi-agents
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souffre de l’absence de cadre de développement flexible et cohérent
qui couvre les différentes vues d’un système multi-agent ainsi que les
différentes phases de développement. Bien qu’il existe plusieurs pro-
positions intéressantes aussi bien au niveau des méthodologies, des
langages de spécification et des plates-formes d’implémentation, ces
différentes propositions manquent de cohésion. Loin de préférer une
technique sur une autre, nous soulignons que dans le contexte des sys-
tèmes multi-agents, des techniques flexibles sont nécessaires. Dans ce
contexte, nous adhérons à l’approche adoptée par Ingenias qui consiste
à diviser le problème en plusieurs aspects qui seront modélisés par des
métamodèles, les modèles, les notations et les outils nécessaires seront
alors générés à partir de ces métamodèles. L’environnement de déve-
loppement est ainsi construit en fonction des besoins du développeur.
2. Vérification et validation des modèles
Nous pouvons aussi constater que la validation des modèles n’est pra-
tiquement pas abordée durant les différentes phases de développement.
Cette situation peut être dûe à deux causes principales : les méthodo-
logies sont pratiquement toutes basées sur des langages informels ou
semi-formels ce qui rend la vérification et la validation des modèles dif-
ficiles. La deuxième raison évoque le manque d’outillage permettant la
vérification et la validation des propriétés. Gaia est une méthodologie
qui intègre l’utilisation de la logique temporelle lors de la conception,
ce qui permet d’exprimer des propriétés de sûreté et de vivacité. Or,
aucun outil de validation n’est fourni au sein de cette méthodologie qui
permet de vérifier si la conception faite respecte les propriétés spéci-
fiées. Par ailleurs, Tropos permet d’exprimer et vérifier les propriétés
en utilisant Formal Tropos et les outils qui lui sont associés (tel que T-
Tool). Cependant, cette vérification n’est valable que durant les phases
d’ingénierie des besoins. Or, la vérification et validation des propriétés
ne trouvent leur interêt que lorsque celles-ci sont conservées jusqu’à la
phase d’implémentation voire de déploiement et de maintenance. Ainsi,
il y a un grand besoin relatif aux notations permettant d’exprimer dif-
férentes propriétés ainsi qu’aux outils de vérification et validation. Il
est en effet nécessaire d’avoir une conception sûr afin de produire des
logiciels de qualité surtout dans le contexte des systèmes orientés agent.
Suivant les besoins que nous avons identifiés dans cette section, nous
exposons dans le chapitre suivant, les éventuelles approches d’ingénierie qui
peuvent nous aider à résoudre ces deux points.
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Vers un développement flexible et sûr
CHAPITRE 4. VERS UN DÉVELOPPEMENT FLEXIBLE ET SÛR
1 Introduction
Nous avons vu lors du précédent chapitre que les principaux besoins liés
à l’ingénierie des systèmes multi-agents consistent dans la spécification d’un
cadre de développement, dont les caractéristiques sont :
– flexible pour couvrir les différentes vues d’un système multi-agent,
– capable de gérer la cohérence des différentes vues et la préservation de
leurs propriétés lors de leur intégration,
Afin de répondre à ces besoins, et proposer au final un cadre de déve-
loppement sûr, cohérent et formel, nous avons analysé les différentes avan-
cées faites au niveau des techniques d’ingénierie actuelles (c.f. chapitre 2).
Les problématiques soulevées dans le cadre des systèmes multi-agents ren-
contrent celles qui sont soulevées lors de l’application d’autres paradigmes de
développement récents tels que les composants logiciels et les services Web.
Les avancées effectuées au niveau du génie logiciel pour résoudre ces pro-
blématiques sont diverses (cf. chapitre 2). Notre choix s’est porté sur deux
principales approches :
– L’ingénierie dirigée par les modèles : qui nous permet d’appliquer les
techniques de métamodélisation afin d’obtenir une flexibilité dans la
définition des composants liés aux systèmes. L’approche dirigée par les
modèles conçoit l’intégralité du cycle de vie comme un processus de
production, de raffinement itératif et d’intégration de modèles ; ce qui
rejoint notre objectif.
– Le développement orienté architecture : qui se penche sur les techniques
de description des modèles architecturaux ainsi que leur intégration.
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En s’abstrayant des détails de l’implémentation, l’architecture offre
une vue globale du système qui est lisible et qui expose les propriétés
les plus cruciales ; ce qui permet un développement efficace. De plus,
comme nous allons le décrire lors de la section 3 de ce chapitre, le dé-
veloppement orienté architecture offre des moyens de formalisation qui
facilitent l’expression et la vérification des propriétés.
Dans ce chapitre, nous commençons par une présentation détaillée de la
problématique, déclinée en plusieurs objectifs. Par la suite, nous présentons
plus profondément chacune de ces approches avec leurs apports pour le de-
veloppement des systèmes multi-agents. Nous concluons ce chapitre par une
mise en relation de ces deux approches, à partir de laquelle nous construisons
notre proposition (cf. chapitre 5).
2 Problématique et objectifs de la thèse
Nous avons vu lors du précédent chapitre que les principaux besoins liés
à l’ingénierie des systèmes multi-agents consistent à la spécification d’un
cadre de développement flexible et cohérent qui couvre les différentes vues
d’un système multi-agent ainsi que les différentes phases de développement.
En effet, nous avons passé en revue dans le chapitre 3 les concepts orientés
agent. Ceux-ci sont nombreux et leurs sémantiques peuvent avoir plusieurs
déclinaisons. Par exemple, un agent peut être cognitif, réactif ou hybride. Il
peut avoir une ou plusieurs interfaces à travers lesquelles il peut percevoir son
environnement ou communiquer avec d’autres agents. Il peut poursuivre des
buts ou offrir des services. Il peut être situé dans un environnement et peut
appartenir à une organisation sociale etc. La sémantique d’agent qui va être
utilisée dépend largement du domaine d’application. Ainsi, la spécification
d’un système particulier nécessite une certaine flexibilité où le développeur
peut définir la sémantique qui convient le plus à son domaine d’application.
D’autre part, afin de garantir un développement de qualité, le cadre de
développement devrait permettre l’expression et la validation des proprié-
tés au cours du cycle de développement. Les systèmes multi-agents sont en
effet des système complexes nécessitant un grand nombre de composants
interconnectés. Dans un pareil contexte, il faut s’assurer que les propriétés
fonctionnelles et non fonctionnelles restent conservées tout au long du cycle
de développement.
Dans cette thèse, nous proposons de construire un cadre de développe-
ment qui permettra aux développeurs de :
– s’adapter aux différents types de systèmes multi-agents,
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– définir les différentes vues nécessaires au développement de leur appli-
cation ainsi que leurs concepts respectifs,
– définir les mécanismes de raffinement et de transformation qui per-
mettent le passage de l’analyse/conception vers l’implémentation et le
déploiement,
– définir les propriétés ainsi que les moyens de vérification et de valida-
tion de ces propriétés qui devraient être conservées tout au long du
cycle de développement.
La flexibilité d’un cadre de développment peut être obtenue grâce à l’utili-
sation des métamodèles. En effet, tout domaine d’application (télécom, com-
merce électronique, etc.) possède des concepts spécifiques. Ces concepts ainsi
que leurs relations sont décrits au niveau du métamodèle. Celui-ci est utilisé
pour préciser ce qu’est un composant logiciel pour un domaine particulier.
Etant donné qu’il n’y a pas de définition unique des composants multi-agents,
ce point nous semble important. De plus, nous avons noté qu’au niveau des
systèmes multi-agents, une multitude de métamodèles peuvent être exprimés
pour des utilisations diverses. Il est important, dans ce contexte, d’accorder
la liberté au développeur de définir le métamodèle qui convient le plus à ses
besoins.
Par ailleurs, nous avons vu que la complexité des systèmes multi-agents
nécessite leur décomposition en plusieurs vues. Chaque vue peut être défi-
nie dans un métamodèle propre. Par la suite, les vues vont être intégrées
pour obtenir le métamodèle complet d’un système particulier. De par cette
manière de définir un métamodèle, il est possible de disposer d’un support
complet, adapté à une application particulière et respectant la séparation
des préoccupations. Notons que la séparation des préoccupations permettra
de capturer les propriétés de chaque vue de manière plus aisée.
Le premier objectif de cette thèse consiste à offrir les moyens
au développeur de définir les métamodèles représentant les vues
de leur système. Au niveau de ces métamodèles, nous pensons
que les contraintes structurelles et comportementales relatives
aux entités contenues dans chaque vue doivent être explicitement
définies.
Dans ce contexte, INGENIAS adopte la même approche basée sur la mé-
tamodélisation, ce qui permet de définir les modèles nécessaires à chaque
vue du système multi-agents. Ces modèles vont être instanciés au niveau
des phases d’analyse/conception afin de décrire l’application qui est en cours
de développement. Des templates sont générés à partir de ces vues qui sont
intégrés et compilés afin de vérifier leur validité. Cependant, nous avons sou-
levé que les propriétés structurelles et comportementales ne sont pas vérifiées
88
CHAPITRE 4. VERS UN DÉVELOPPEMENT FLEXIBLE ET SÛR
dans les phases d’analyse et de conception. Ceci est principalement dû au
manque de formalisation. En effet, INGENIAS utilise des notations semi-
formelles, ce qui ne facilite pas la vérification de telles propriétés.
Le deuxième objectif de cette thèse consiste à offrir les moyens
aux développeurs d’exprimer les propriétés fonctionnelles et non
fonctionnelles de leur système. Ces propriétés doivent être préser-
vées tout au long du cycle de développement. Pour cette raison,
les moyens d’exprimer ces propriétés doivent alors être accompa-
gnés d’outils de vérification et de validation.
Pour atteindre cet objectif, nous utiliserons au cours de cette thèse des
langages formels qui garantissent l’expression des propriétés, leur vérification
et leur validation durant les différentes phases de développement.
Nous avons aussi soulevé le fait que les phases d’analyse/conception
soient complètement dissociées des phases d’implémentation/déploiement.
Pour résoudre cette problématique, il est nécessaire d’adopter un cycle de
développement permettant de guider les développeurs durant les différentes
phases en explicitant les règles de passage d’une phase à une autre. Ceci peut
correspondre par exemple, à la définition de règles permettant de générer les
modèles à partir du métamodèle ou spécifier des règles permettant le pas-
sage des modèles vers le code, etc. Ces règles sont en général appelées règles
de transformation et règles de raffinement (nous allons approfondir ces deux
notions au cours de ce chapitre).
Le troisième objectif de cette thèse consiste à décrire les règles
de raffinement et de transformation permettant le passage d’une
phase de développement vers une autre.
3 Le développement dirigé par les modèles
Le développement dirigé par les modèles a été brièvement introduit dans
la section 5.3 du chapitre 2. Cette approche vise à fournir un cadre concep-
tuel, technologique et méthodologique dans lequel les modèles sont au centre
des activités de développement. Dans cette section, nous allons rappeler briè-
vement les principes de cette approche avant d’introduire les principes de son
application et consiste en l’étude :
– des niveaux d’abstraction considérés,
– des relations entre les niveaux,
– des transformations de modèles,
– des processus de développement à mettre en œuvre
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3.1 Principes de l’approche
IDM spécifie l’intégralité du cycle de vie du logiciel comme un proces-
sus de production, de raffinement itératif et d’intégration de modèles. En ce
sens, IDM fait évoluer l’usage des modèles. En effet, une traçabilité entre les
éléments des différents modèles est gardée et ceci quel que soit leur niveau
d’abstraction. L’utilisation des modèles permet de capitaliser les connais-
sances qu’elles soient des connaissances du domaine métier ou du domaine
technique. Par ailleurs, la traçabilité (entre les différentes vues du système)
ainsi que la transformation de modèles (entre les différentes phases de déve-
loppement) permet de capitaliser le savoir-faire.
Les travaux menés sur l’IDM font suite à la définition de l’approche Mo-
del Driven Architecture (MDA) par l’OMG (Object Management Group)
[OMG03]. MDA a recours aux différents standards de l’OMG afin de décrire
les démarches basées sur l’ingénierie des modèles. IDM entend ne pas se li-
miter au jeu de standards spécifiques à un organisme particulier, et désire
proposer autour de la notion de modèle et de métamodèle une vision unifi-
catrice. Dans ce contexte, MDA est considéré comme un exemple particulier
d’ingénierie dirigée par les modèles. Néanmoins, la plupart des travaux sur
l’IDM font référence à MDA. Cet état de fait provient du fait que l’OMG
catalyse, centralise, et synthétise bon nombre de travaux sur l’IDM. Pour
cette raison, nous détaillerons dans ce qui suit plusieurs travaux proposés
dans le cadre de MDA.
3.2 Les quatre niveaux de OMG
Afin de mieux comprendre l’approche de l’IDM, il convient de préciser
plus en détail la nature des modèles utilisés tout au long du cycle de vie, les
divers usages de ces modèles, ainsi que les possibles intentions du concep-
teur au moment de leur construction. MDA a proposé une architecture à
quatre niveaux qui structure les différents modèles pouvant être produits lors
de l’application de l’approche de l’IDM. Cette architecture fait maintenant
l’objet d’un consensus [Sei03], [BBB+05], on retrouve ainsi des références à
cette architecture dans de nombreux travaux désirant se situer par rapport
à l’IDM [IEV05]. Cette architecture (cf. figure 4.1) comporte quatre niveaux
d’abstraction que nous allons détailler dans ce qui suit.
Le niveau M0
Le niveau M0, représente les objets du monde du réel. Il représente, par
exemple, un compte bancaire avec son numéro et son solde actuel (cf. figure
4.1).
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Le niveau M1
C’est au niveau M1 que les modèles sont édités. Ces modèles sont conformes
aux métamodèles définis au niveau M2. Ainsi, MDA considère que si l’on veut
décrire des informations appartenant au niveau M0, il faut d’abord construire
un modèle appartenant au niveau M1. De ce fait, un modèle UML (comme
le diagramme de classes ou le diagramme d’état/transition) est considéré
comme appartenant au niveau M1. Il représenterait des objets manipulés
dans le monde réel (décrits au niveau M0).
Le niveau M2
Le niveau M2, est le lieu de définition des métamodèles. Un métamodèle
peut être considéré comme un langage spécialisé pour un aspect du système.
Il peut aussi décrire les aspects spécifiques aux différents domaines, chaque
aspect étant pris en compte dans un métamodèle spécifique. Les métamodèles
contenus dans le niveau M2 sont tous des instances du niveau M3 (notons
qu’au niveau M3, il ne peut y avoir qu’un seul méta-métamodèle). Dans le
cadre de MDA, c’est le métamodèle d’UML [OMG04] qui est le plus utilisé,
celui-ci définit la structure interne des modèles UML.
Le niveau M3
Le niveau supérieur, M3 correspond au méta-métamodèle. Il définit les
notions de base permettant l’expression des métamodèles (niveau M2), et
des modèles (M1). Pour éviter la multiplication des niveaux d’abstraction,
le niveau M3 est réflexif, c’est-à-dire qu’il se définit par lui-même. Le plus
souvent, c’est le méta-métamodèle MOF (Meta Object Facility) qui est uti-
lisé. Celui-ci est standardisé par l’OMG [OMG06]. Cependant d’autres méta-
métamodèles ont été proposés tels que eCore définit dans le cadre du "Eclipse
Modeling Framework" (EMF) [BSE+03] et OWL [DGS06].
Des plates-formes de modélisation génériques implémentant MOF per-
mettent la production de métamodèles spécifiques à des domaines et de
produire ensuite des modeleurs spécifiques à ce domaine. Par exemple, la
plate-forme de métamodélisation GME [LBM+01] est compatible avec eCore
d’EMF [BBB+05].
Afin d’avoir une idée plus précise de l’architecture à quatre niveaux
d’OMG, nous illustrons par la figure 4.1, les modèles pouvant appartenir
à chaque couche.
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Fig. 4.1: Les quatre niveaux de MDA
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3.3 Les relations entre les modèles
Les relations entre les modèles appartenant aux quatre niveaux ont fait
l’objet de plusieurs débats [Fav04]. Les flèches que nous avons annotées est
un sur la figure 4.1 méritent un approfondissement de leur sémantique. Nous
pouvons aller jusqu’à déclarer que l’approche de l’IDM repose sur la séman-
tique adoptée au niveau de ces flèches. Actuellement, trois relations fonda-
mentales sont identifiées : "représentation de", "être conforme à" et "être
instance de".
la relation "représentation de"
Cette relation (notée µ) lie le modèle au système qu’il représente. Cette
relation traduit la sémantique qui existe entre un système et un modèle. En
effet, il est communément admis qu’un modèle est la simplification subjective
d’un système. Dans ce contexte, le modèle sert à obtenir des réponses par
rapport au système qu’il représente [BG01], [Béz04]. Par exemple, une carte
géographique peut jouer le rôle de modèle, alors que la région étudiée jouera
celui de système modélisé. De même qu’une carte elle-même peut jouer le
rôle du système modélisé comme le montre la figure 4.2. Dans cette figure,
la carte est elle même représentée par un schéma XML.
Fig. 4.2: La relation µ [BBB+05]
Il faut spécifier par ailleurs, que dans la figure précédente, le fichier mo-
délisant la carte ne peut être considéré comme un métamodèle. En effet, il
existe une nuance entre la définition d’un modèle et la définition d’un méta-
modèle. Alors qu’un modèle est une description d’un système ou d’une partie
du système [KWB03], un métamodèle est un modèle qui définit le langage
qui exprime le modèle. Ainsi, la relation "représentation de" peut décrire le
lien entre la couche M0 et M1, mais ne décrit pas le lien entre les couches
M1, M2 et M3.
la relation "être conforme à"
La relation "être conforme à" (notée χ) est plus appropriée pour la des-
cription de liens entre les couches M1, M2 et M3. Elle spécifie en effet la
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relation existante entre les modèles et leur métamodèle. Manipuler informa-
tiquement et opérationnaliser des modèles nécessitent qu’ils soient exprimés
dans un langage clairement défini. L’architecture à quatre niveaux permet
d’avoir un cadre permettant cette définition : un modèle appartenant au
niveau M1 est conforme à un métamodèle défini au niveau M2, qui est lui-
même conforme à un méta-métamodèle défini au niveau M3.
La relation χ est considérée comme le point clé de l’approche de l’IDM.
En effet, celle-ci permet d’assurer d’un point de vue théorique mais aussi opé-
rationnel qu’un modèle est correctement construit. A partir de ce moment, il
devient envisageable de lui appliquer des transformations automatisées. La
figure 4.3 démontre la relation entre une carte géographique et son métamo-
dèle qui est constitué d’une notation graphique représentant les régions et
les départements.
[BBB+05]
Fig. 4.3: La relation χ
la relation "InstanceDe"
MDA est principalement fondée sur l’approche orientée objet. Ceci a gé-
néré de nombreuses confusions par rapport aux relations existantes entre les
différentes couches de modèles. La relation "InstanceDE" est un exemple
qui incarne cette confusion. Au niveau du standard MDA, il a été largement
relayé par l’OMG qu’un modèle serait une "instance d’un" métamodèle. Or,
ceci fait référence à l’hypothèse implicite que modèles et métamodèles sont
exprimés dans une technologie orientée-objet. Il n’existe aucune contrainte
de cette sorte dans l’IDM. L’approche IDM se veut indépendante de toute
contrainte technologique, pour cette raison, la relation InstanceDe est consi-
dérée comme une incarnation particulière de la relation ConformeA dans la
technologie orientée objet [BBB+05].
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3.4 La transformation de modèles
Les transformations de modèles 1 sont au coeur de l’approche de l’in-
génierie dirigée par les modèles. Elles représentent l’un des grands défis à
relever d’un point de vue technique pour envisager une large diffusion de
l’ingénierie dirigée par les modèles. La transformation de modèles intéresse
aussi bien les chercheurs que les industriels. En effet, leur mise en œuvre
augmentera considérablement la productivité et la qualité des logiciels pro-
duits. Cependant, à l’heure actuelle, il n’existe pas encore de consensus sur la
définition et la mise en œuvre d’une transformation. Une transformation est
une opération qui sert à produire un modèle (appelé modèle cible) à partir
d’un autre modèle (appelé modèle source). Plusieurs sortes de modèles cibles
et sources peuvent exister. Selon la nature des modèles, plusieurs types de
transformation sont répertoriés [MCG05] :
– Transformation du modèle vers le code : dans l’ingénierie dirigée par
les modèles, le code source est considéré comme un modèle ayant un
bas niveau d’abstraction (modèle concret). Une telle transformation
consiste à générer du code à partir d’une spécification.
– Transformation du code vers le modèle : dans une transformation le
code source peut aussi jouer le rôle de modèle source. Il s’agit alors de
réingénierie des systèmes.
– Transformation endogènes et exogènes : la transformation endogène
implique des modèles sources et cibles conformes au même métamo-
dèle ; alors qu’une transformation exogène implique des modèles issus
de métamodèles différents. Dans ce dernier cas, on parle de translation.
La génération de code, la réingénierie ainsi que les migrations (cf. fi-
gure 4.4) sont des exemples typiques de translation (ou transformation
exogène). Les transformations endogènes peuvent quant à elles servir à
l’optimisation (pour améliorer la qualité du modèle), la refactorisation
(pour améliorer la lisibilité du modèle), la simplification ou normali-
sation (pour limiter la complexité syntaxique relative à un modèle, il
s’agit par exemple de rajouter du sucre syntaxique).
– Transformation verticale et transformation horizontale : une transfor-
mation horizontale est une transformation où le modèle cible et le mo-
dèle source appartiennent au même niveau d’abstraction (un exemple
de cette transformation est la refactorisation). La transformation ver-
ticale s’applique sur des modèles appartenant à des niveaux d’abstrac-
tion différents (exemple génération de code).
MDA définit le langage QVT (Query/View/Transformation) [OMG05]
comme standard pour la spécification des règles de transformation. Ce lan-
1Dans cette section, le terme modèle est utilisé dans le sens large, et non pas en faisant
référence à la couche M1.
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gage est formé de trois parties :
– la définition de requêtes qui permet une navigation dans les modèles,
– la spécification de vues qui permet de focaliser sur une partie des mo-
dèles,
– la spécification de règles de transformations de modèles dont l’appli-
cation permet de générer un modèle source d’un modèle cible.
Différents langages de transformation implémentent QVT (exemples Smart-
QVT [SMA06], Medini QVT [HSE06], OptimalJ [JSHL07] ) ou s’en rap-
prochent (principalement ATL [JK06]). Ces langages se comparent selon dif-
férents critères, définis par Czarnecki et al. [CH03] :
– les règles de transformation : avec ce critère, nous pouvons regarder
la structure de construction des règles de tranformation. Les règles
peuvent être paramétrées, décrites d’une manière déclarative, impéra-
tive ou hybride (à la fois déclarative et impérative).
– la portée d’application des règles : les règles de transformation peuvent
avoir comme portée la totalité du modèle ou une partie du modèle.
– les relations entre modèle source et modèle cible : ce critère compare la
nature de relations qui peut exister entre le modèle cible et le modèle
source. Celles-ci peuvent être de deux types ; le modèle cible est un
nouveau modèle différent, créé à partir du modèle source ou le modèle
cible est le même que le modèle source sur lequel des modifications ont
été faites.
– la stratégie d’application des règles : l’application des règles peut être
déterministe (c’est-à-dire que l’exécution des règles est faite de ma-
nière préétablie ou standard comme par exemple le parcours classique
d’un arbre) ; ou bien indéterministe (c’est-à-dire pouvant être effectuées
dans un mode interactif voire concurrent).
– l’ordonnancement des règles : ce critère vérifie si l’ordre d’application
des règles peut être explicité. Dans le cas contraire c’est l’outil inter-
prétant les règles qui détermine l’ordre.
– L’organisation des règles : ce critère vérifie s’il est possible de rassem-
bler et d’organiser les règles dans des modules. Il vérifie également si
elles peuvent être réutilisées par d’autres règles en utilisant le méca-
nisme d’héritage ou de composition.
– La traçabilité : durant la transformation de modèles, les liens de tra-
çabilité entre modèles peuvent être conservés.
– La direction : les règles de transformation peuvent être appliquées de
manière unidirectionnelle ou bidirectionnelle (dans ce cas la traçabilité
entre les modèles doit être conservée).
96
CHAPITRE 4. VERS UN DÉVELOPPEMENT FLEXIBLE ET SÛR
Fig. 4.4: Migration de modèle objet à un modèle relationnel
3.5 Processus de développement orienté modèles
Le modèle de cycle de développement ne fait pas encore l’unanimité dans
l’ingénierie dirigée par les modèles. Cependant, nous avons pu distinguer
deux sortes de modèles de cycle de vie. Le premier a été proposé dans le
cadre de l’approche MDA. Le deuxième est considéré plus généraliste et est
basé sur une adaptation du cycle de vie en Y. Nous allons présenter dans ce
qui suit, chacun de ces modèles.
Le cycle de développement de MDA
Le cycle de développement de MDA peut être comparable à un cycle
de développement classique tel que le processus en cascade. On y trouve en
effet les mêmes phases de développement à savoir l’expression des besoins,
l’analyse, la conception, l’implémentation, la validation et le déploiement.
La différence réside cependant dans la nature des artefacts produits dans
chacune des phases. La figure 4.5 décrit ce processus de développement.
97
CHAPITRE 4. VERS UN DÉVELOPPEMENT FLEXIBLE ET SÛR
Fig. 4.5: Le cycle de vie de MDA
Le premier modèle produit appelé Computer Independent Model (CIM)
correspond à la description en langage naturel du domaine d’application.
Dans ce modèle aucune considération informatique n’apparaît. Par exemple,
dans le domaine Bancaire, il pourrait s’agir d’un texte où il serait indiqué que
certaines compensations peuvent être traitées le soir. Un modèle CIM sert de
base à la définition du modèle PIM (Platform Independent Model) où le mé-
tamodèle sous-jacent est cette fois-ci de type informatique mais non rattaché
à une technologie particulière (ex : un modèle objet). Le passage d’un modèle
CIM à un modèle PIM est normalement manuel et nécessite plusieurs discus-
sions entre experts du domaine et informaticiens bien que certains travaux
préconisent une projection automatique [ZMZY05]. Le modèle PIM est, dans
une troisième étape raffiné afin d’indiquer des aspects propres au paradigme
de développement qui va être utilisé (ex : l’objet, le procédural, etc.). La
quatrième étape consiste à produire, en appliquant une transformation au-
tomatique, un modèle PSM (Platform Specific Model) c’est-à-dire un modèle
spécifique à une plate-forme. Un modèle EJB (modèle UML utilisant le profil
EJB) est un exemple de modèle de type PSM. Après raffinement de ce type
de modèles, celui-ci sert à générer automatiquement une partie du code fi-
nal qui va être par la suite raffiné et testé (manuellement) par le développeur.
Ce processus de développement a cependant fait l’objet de plusieurs cri-
tiques. Bien qu’il semble simple de premier abord, plusieurs travaux actuels
portant sur les compositions de modèles ont montré la difficulté de relier
entre eux les différents modèles, représentant les différents aspects d’une ap-
plication [EVI05]. D’autres difficultés ont été relevées quant à l’utilisation de
UML et de MOF. Ceux-ci sont considérés comme très généralistes et diffici-
lement manipulables par des non spécialistes. Microsoft par exemple a fait le
choix de privilégier des langages de domaines (Domain Specific Languages ou
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Fig. 4.6: Le cycle de vie en Y
DSL) de petite taille, facilement manipulables et transformables [JSCK04].
Processus de développement en Y
Plusieurs travaux concernant IDM font référence au cycle de développe-
ment en Y [BDD+02], [Kad05]. Initialement, ce processus de développement
avait pour objectif une maîtrise des coûts et délais grâce à une parallélisa-
tion des tâches d’analyse et de conception [Lar94] mais certains travaux l’ont
adapté dans le cadre d’IDM [BBF06]. Dans ce contexte, il s’agit de mettre
en parallèle l’élaboration du PIM et la description de la plate-forme. Une
jonction entre les deux branches va constituer le PSM. La figure 4.6 illustre
ce processus.
Selon ce processus, les phases d’analyse/conception sont menées en paral-
lèle avec l’étude des différentes plates-formes existantes. Durant l’analyse et
la conception, les modèles CIM et PIM sont produits comme le préconise le
processus fourni par MDA. Notons qu’un premier PIM est élaboré décrivant
le domaine du problème. Celui-ci est ensuite raffiné pour produire un PIM
décrivant le domaine de la solution. Ce raffinement doit cependant conser-
ver l’indépendance des modèles par rapport aux détails d’implémentation. Il
s’agirait de spécifier l’échange de flux de données entre les différentes enti-
tés du système. Parallèlement, les aspects techniques de chaque plate-forme
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Fig. 4.7: Un exemple de table de mapping PDM/PIM
sont étudiés et le choix de la plate-forme d’implémentation est effectué. Les
caractéristiques techniques de celle-ci sont modélisés dans le PDM (Platform
Description Model). Celui-ci va décrire par exemple, les types supportés par
la plate-forme (exemple : une chaîne de caractère en JAVA correspond à un
objet qui instancie la classe String). Un mapping est ensuite effectué entre
les entités décrites dans le PIM et celles qui leur correspond dans le PDM.
La figure 4.7 illustre un exemple de table de mapping entre les entités du
PIM et celles du PDM.
C’est à la suite du mapping PDM/PIM que le PSM est généré. Celui-ci
est donc le résultat de la fusion du PDM et du PSM. Une fois le PSM effec-
tué, le code est généré. Ensuite il est raffiné, testé et validé par le développeur
avant que le déploiement n’ait lieu.
3.6 Apports potentiels de l’approche orientée modèles dans
l’ingénierie des systèmes multi-agents
Dans cette section, nous nous replaçons dans le contexte du développe-
ment orienté agent. L’ingénierie dirigée par les modèles peut être utile à
divers niveaux dans ce contexte. Nous résumons dans le tableau 3.6, tous les
avantages que nous pouvons tirer de l’application d’IDM dans l’ingénierie
des systèmes multi-agents.
Nous remarquons cependant que l’expression et la vérification des pro-
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orientées agents sont proposés,
chacun adoptant une sémantique
particulière des concepts.
L’architecture à quatre niveaux
de IDM permet de structurer et
d’unifier le cadre de développement
en définissant les métamodèles et
les méta-métamodèles utilisés. La
transformation de modèles permet
de combiner les modèles produits se-
lon des métamodèles différents.
La sémantique des concepts utilisés
est très ambiguë.
La couche métamodèle et méta-
métamodèle permettent de définir
la sémantique des concepts utilisés.
Application de l’approche à diffé-
rents domaines.
L’architecture à quatre niveaux
de IDM permet une grande
flexibilité : la métamodélisation
permet de définir les concepts de
manière indépendante. Ainsi, les
concepts orientés agent seront dé-
finis indépendemment des concepts
du domaine. L’unification des deux
métamodèles se fera par la suite lors
de la définition du PIM.
Connecter les phases d’analyse et de
conception à la phase d’implémenta-
tion.
Le PIM est un modèle élaboré
pendant les phases d’analyse et de
conception tandis que le PSM est
élaboré pendant la phase d’implé-
mentation. Des règles de transfor-
mation doivent être réalisées pour
passer du PIM vers le PSM ce qui
permet de connecter ces différentes
phases.
Interopérabilité entre les plates-
formes.
Théoriquement, la transformation
de modèles facilitera l’échange
de modèles entre plusieurs plates-
formes.
Tab. 4.1: Les apports relatifs à l’application de l’approche IDM dans le
contexte multi-agents
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priétés sur les modèles, ne sont pas réellement traitées au niveau de IDM.
En effet, IDM s’oriente vers la validation des modèles par rapport au mé-
tamodèle. Ce genre de validation permet de déterminer si le modèle est
correctement construit mais ne peut raisonner sur les propriétés comporte-
mentales telles que la sûreté, la vivacité ou le deadlock. Les deux modèles
de cycle de vie présentés précédemment, ne prennent pas en compte l’étape
de vérification au niveau des phases d’analyse et de conception. De plus,
les formalismes utilisés sont essentiellement basés sur MOF et UML dont la
syntaxe et la sémantique ne sont pas formalisées de manière mathématique.
Il en découle que des propriétés structurelles et comportementales sont dif-
ficilement exprimables et vérifiables. Ainsi, tout en suivant les instructions
d’IDM, il nous paraît judicieux de combiner cette approche avec l’approche
centrée architecture dans laquelle les phases d’analyse et de conception ont
été traitées avec plus de rigueur. Nous présentons cette approche dans ce qui
suit.
4 Le développement orienté architecture
Le développement centré architecture a aussi été abordé dans la section
5.2 du chapitre 2. Dans cette section nous allons approfondir cette approche.
Nous commençons d’abord par rappeler les principes de bases de cette ap-
proche, avant d’expliquer sa mise en œuvre et détailler le processus de dé-
veloppement utilisé. A la fin de cette section, nous résumons les avantages
que nous pouvons tirer de l’utilisation de cette approche dans les systèmes
multi-agents.
4.1 Définition d’une architecture logicielle
Le développement orienté architecture est une discipline récente focali-
sant sur la structure, le comportement et les propriétés globales d’un logiciel.
Elle s’adresse plus particulièrement à la conception de systèmes logiciels de
grandes tailles ou de familles de systèmes logiciels. Le but du développement
orienté architecture est de permettre aux concepteurs d’effectuer des analyses
préliminaires sur ces systèmes. Ces analyses visent à découvrir et à résoudre
les problèmes de conception dès les premières étapes du développement.
Plusieurs définitions ont été attribuées aux architectures logicielles [PW92],
[Boa95] , [BCK99]. De manière générale, une architecture logicielle est définie
par un ensemble de composants (ex : filtres, objets, bases de données, ser-
veurs, etc.) ainsi que par la description des interactions entre ceux-ci (ex : ap-
pels de procédures, envois de messages, émissions d’évènements, etc.) [GS93].
Mais l’architecture logicielle ne se limite pas à ces descriptions. La descrip-
tion architecturale d’un système informatique permet en outre de spécifier :
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– sa structure : éléments de traitement et leurs interactions (pas de détail
d’implémentation),
– son comportement : fonctionnalités et protocoles de communication,
dynamisme,
– ses propriétés globales : sécurité, vivacité, etc.
– les règles régissant sa conception : il pourrait s’agir de règles de raffi-
nement, de transformation (vers le code) ou de vérification.
L’évaluation d’une architecture mène à une meilleure compréhension des
besoins, des stratégies d’implémentation, et des risques potentiels. De plus,
l’utilisation d’une conception orientée architecture comporte des avantages
pour toutes les personnes intervenant dans le cycle de vie d’un projet logiciel :
– pour le client : l’architecture permet une estimation du budget, de la
faisabilité et du temps de développement.
– pour le chef de projet : elle fournit un support pour la traçabilité des
besoins, l’évaluation du système et le suivi des progrès,
– pour le développeur : l’architecture offre une ligne de conduite et les
spécifications nécessaires pour l’implémentation de nouveaux compo-
sants. De plus, elle offre les garanties pour l’interopérabilité avec les
systèmes existants,
– pour le mainteneur : l’architecture est un guide pour faire évoluer le
système.
Pour avoir une idée plus claire sur l’architecture logicielle, nous allons,
dans la suite de cette section exposer les différents apports de la spécification
des architectures logicielles.
4.2 Mettre en œuvre l’approche orientée architecture
La mise en œuvre de l’approche orientée architecture nécessite divers
techniques. Malencontreusement, dans l’industrie encore aujourd’hui, les des-
criptions architecturales sont encore basées sur des diagrammes informels
(sous forme de lignes et de boîtes) et sont souvent ambiguës, incomplètes,
inconsistantes, et non-analysables. En effet, de simples diagrammes compor-
tant des annotations ne sont pas suffisamment expressifs pour spécifier une
architecture. Pour être exploitable, une architecture doit clairement définir :
– quels traitements les "boîtes" et leurs annotations représentent,
– quelles relations de contrôle/flux de données sont indiquées par les
"lignes" ou "flèches",
– comment le comportement global du système est déterminé par celui
de ses composants,
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– quelles sont les propriétés structurelles et comportementales qui doivent
être conservées tout au long du développement.
Afin de définir avec rigueur l’architecture des systèmes logiciels, les lan-
gages de description d’architectures - ADLs (Architecture Description Lan-
guages) - émergent comme le support de notation pour les modèles d’archi-
tectures [MT01], [WH05]. Ils utilisent des notations textuelles et graphiques
ayant une sémantique bien définie. Ces langages sont souvent accompagnés
d’outils de création, de modification, de navigation, de simulation et d’ana-
lyse. Certains ADLs sont basés sur des notations formelles. Ceci comporte
de multiples bénéfices : le fait de décrire formellement l’architecture rend
possible l’utilisation (parfois automatique) des mécanismes d’analyse, de raf-
finement, et de génération du code correspondant.
L’analyse de l’architecture permet l’évaluation des propriétés d’un sys-
tème au niveau architectural ; ce qui permet de prévenir les erreurs et de di-
minuer les coûts dûs à celles-ci. Les types d’analyses applicables dépendent
de l’ADL utilisé et de son modèle sémantique. En effet, certains ADL se
contentent de décrire la structure du système, alors que d’autres incluent
aussi des caractéristiques comportementales. Ainsi, selon la nature de l’ADL,
il est possible d’exprimer des contraintes structurelles et comportemantales.
Ces contraintes constituent des propriétés fonctionnelles que le système final
doit respecter. Dans certains ADL, ils est aussi possible de pouvoir exprimer
des propriétés non fonctionnelles telles que la sécurité, la qualité etc.
Lors du raffinement, les propriétés de l’architecture abstraite doivent
être conservées par l’architecture concrète. Dans ce contexte, certains ADLs
permettent d’exprimer explicitement les règles de raffinement, en spécifiant
l’opération qui doit être effectuée lors du pas de raffinement ainsi que les
propriétés qui doivent être conservées. L’usage d’outils adéquats est indis-
pensable dans ce cas.
Le but ultime de la conception logicielle est de produire un système exé-
cutable. Un modèle architectural "élégant" et efficace a peu de valeur s’il
n’est pas convertible en application exécutable. Cela peut se faire manuelle-
ment ; cas dans lequel de nombreux problèmes de consistance et de traçabilité
entre l’architecture et son implémentation peuvent apparaître. Il est préfé-
rable d’utiliser des outils de génération de code qui devraient être fournis
par chaque ADL.
4.3 Processus de conception orienté architecture
Au niveau du cycle de développement, la spécification des architectures
logicielles se situe essentiellement dans les phases de conception et d’implé-
mentation. Le processus de développement centré architecture inclut trois
104
CHAPITRE 4. VERS UN DÉVELOPPEMENT FLEXIBLE ET SÛR
sortes d’acteurs : l’architecte d’application, le développeur et l’analyste qui
est responsable de vérification et la validation des architectures (cf. figure
4.8).
Fig. 4.8: Le processus centré architecture
L’architecte a pour rôle de définir l’architecture qui servira de base au
développement du système. Le développeur raffine cette architecture de fa-
çon à s’approcher, petit à petit, du système final. On parle alors du passage
d’une architecture abstraite vers une architecture concrète. Ce passage se
fait par raffinement successif ; ce qui consiste à ajouter de plus en plus de
détails à l’architecture abstraite jusqu’à ce que l’architecture soit assez dé-
taillée pour pouvoir être implémentée sans ajouter d’informations nouvelles.
A chaque étape du raffinement, l’analyste doit être en mesure de vérifier
que l’architecture raffinée est conforme à l’architecture du niveau d’abstrac-
tion supérieur. Ce processus permet de garantir que l’application obtenue
respecte les propriétés fonctionnelles, structurelles et comportementales dé-
finies par l’analyste en accord avec le client et les utilisateurs.
Le nombre de raffinements successifs peut être très différent d’une appli-
cation à l’autre. En effet, il dépend de la précision nécessaire de l’architecture
pour pouvoir passer au code. Cette étape de raffinement est nécessaire pour
les grosses applications qui ne peuvent pas être construites en une seule passe,
mais on peut très facilement s’en passer pour des applications de plus pe-
tites tailles. Dans ce cas, l’application pourrait directement être implémentée
à partir de la première architecture si celle-ci est assez précise.
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4.4 La notion de style architectural
Les principes d’organisation architecturale pour les systèmes logiciels sont
appelés styles architecturaux. Un style formalise la connaissance et l’ex-
périence dans un domaine logiciel spécifique. Le but principal des styles
architecturaux est de simplifier la conception des logiciels et la réutilisa-
tion, en capturant et en exploitant la connaissance utilisée pour concevoir
un système [MKMG97]. Un style architectural définit une famille des sys-
tèmes logiciels ayant un vocabulaire commun pour désigner les composants,
des caractéristiques topologiques et comportementales communes, et un en-
semble de contraintes sur les interactions parmi les composants. Un style
architectural est moins contraignant et moins complet qu’une architecture
spécifique. Il spécifie uniquement les contraintes les plus importantes, au
niveau par exemple de la structure, du comportement, de l’utilisation des
ressources des composants [AA96]. D’une façon générale, les styles architec-
turaux permettent à un développeur de réutiliser l’expérience concentrée de
tous les concepteurs qui ont précédemment fait face à des problèmes simi-
laires [KK99].
Un style architectural fournit typiquement [Gar95] :
– un vocabulaire pour spécifier les types d’éléments de construction :
Agent, Groupe, Client, Serveur, etc.
– des règles de configuration, ou contraintes, qui déterminent comment
les éléments architecturaux peuvent être composés. Une contrainte
peut interdire à deux éléments de communiquer, elle peut définir aussi
des patrons spécifiques (une organisation hiérarchique ou en étoile).
– une interprétation sémantique par laquelle les compositions des élé-
ments architecturaux ont une signification bien définie.
– des analyses qui sont associées au style et qui identifient des caractéris-
tiques de différentes sortes (par exemple vérifier une mesure telle que
le nombre d’éléments ou vérifier la satisfaction d’une propriété etc.).
Les styles architecturaux ont un très haut niveau d’abstraction. Ils ont
émergé naturellement de l’expérience du développement logiciel et en parti-
culier de la conception architecturale. Ils sont utilisés très tôt dans le pro-
cessus de développement d’un système logiciel, au début de la conception
architecturale. Ceci va être illustré dans la section suivante.
Les styles architecturaux ont longtemps été définis et utilisés comme des
concepts, des guides de conception informels. Puisqu’un style architectural
représente une famille entière de systèmes logiciels, il est désirable de for-
maliser le concept de style architectural pour à la fois avoir une définition
précise de la famille de systèmes et pour étudier les propriétés architectu-
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Fig. 4.9: Le processus centré architecture [Ley04]
rales communes à tous les systèmes de la famille [BGPG02]. Les travaux
menés depuis lors ont souligné l’intérêt de formaliser les styles [AAG95], et
de nombreux langages dédiés à cette tâche ont été développés. Les ADLs
devraient permettre la définition des styles architecturaux [NR99]. De plus
ils devraient fournir un mécanisme pour exploiter un style dans la définition
d’une architecture. Il est aussi utile de pouvoir définir des sous-styles. De
nombreux ADLs sont spécifiques à un domaine et à un style en particulier.
Par exemple, le style MetaH [Ves92], [Ves94] est un langage spécifique aux
architectures des systèmes multiprocesseurs temps réel pour l’aviation.
Les styles sont présents tout au long du cycle de développement centré ar-
chitecture, depuis la spécification des besoins jusqu’à l’exécution du système
(4.9). Les styles offrent un cadre et un support à la conception architecturale,
mais un style en particulier peut promouvoir un aspect plutôt que l’autre
suivant sa définition. Le schéma ci-dessous montre que les styles peuvent
être utilisés pour formaliser les spécifications d’une famille (ou d’une ligne)
de produits à partir d’un cahier des charges, pour apporter un support à la
description avec des notations spécifiques, pour apporter un support analy-
tique ou pour apporter un support à la conception avec des styles répondant
à des problèmes spécifiques.
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4.5 Apports potentiels de l’approche orientée architecture
dans l’ingénierie des systèmes multi-agents
Comme nous l’avons mentionné dans la section 3.6 l’ingénierie dirigée
par les modèles permet de mieux structurer le cycle de développement. En
utilisant la métamodélisation, les concepts multi-agents seront mieux définis,
ce qui enlèvera certaines ambiguïtés. La séparation des aspects permettra de
définir les concepts multi-agents et les concepts liés au domaine d’application
de manière indépendante. Ceci simplifie le développement puisque les détails
de chaque aspect seront dégagés. Les modèles de cycle de développement de
IDM suggèrent de spécifier les PIMs à partir des métamodèles. Ces PIMs
peuvent parfaitement correspondre aux architectures logicielles puisque leur
rôle consiste à spécifier en détail les différentes vues du système. La plu-
part des travaux utilisent pour cela le formalisme UML. Bien que UML soit
parfois considéré comme un formalisme adéquat pour la description des ar-
chitectures (cf. section 5.2), plusieurs difficultés ont été recensées quant à son
efficacité à produire des modèles de qualité qui soient corrects, extensibles,
réutilisables et opérationnels.
Rappelons que dans notre problématique, nous avons souligné l’absence
de phases de vérification et validation dans les diverses méthodologies orien-
tées agent. Nous avons aussi précisé que dans le cas des systèmes complexes
comme ceux développés avec le paradigme agent, diverses propriétés doivent
être vérifiées si nous voulons aboutir à un logiciel sûr. Malgré l’utilisation
du langage OCL, certaines propriétés comportementales ne peuvent être ex-
primées et vérifiées sur les modèles UML. C’est pour cela que nous pensons
qu’utiliser les ADLs peut être adéquat à la spécification des architectures
logicielles au niveau du PIM. Les avantages des ADLs sont résumés dans le
tableau 4.5.
5 Combinaison des deux approches
L’utilisation de l’approche centrée architecture est tout à fait envisa-
geable au niveau de l’IDM. Plusieurs similarités entre les deux approches
existent. Avant de discuter les détails techniques qui peuvent être mis en
œuvre pour appliquer une telle combinaison, nous résumons dans le tableau
5, les similarités des deux approches.
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La sémantique des concepts utilisés
est très ambiguë
La spécification d’un style archi-
tectural permet d’éviter toute am-
biguïté par rapport à l’application
d’un concept et la définition du
composant qui l’implémente puisque
celui-ci permet de fournir le vocabu-
laire, les contraintes, l’interprétation
sémantique et les analyses liées aux
concepts
La plupart des méthodologies sont
basées sur l’approche orientée ob-
jet cependant celle-ci n’est pas bien
adaptée puisqu’elle a un bas ni-
veau d’abstraction par rapport aux
concepts orientés agents
L’approche orientée architecture
fournit un niveau d’abstraction
plus élevé. Le développeur réflé-
chit sur les éléments composant
le système ainsi que sur leurs
interactions.
Les méthodologies n’offrent pas de
supports consistants pour la vérifi-
cation et la validation des modèles
lors de la phase de conception
L’utilisation des ADLs formels
rend possible la vérification et la
validation des propriétés struc-
turelles et comportementales et
ce lors des différentes étapes de dé-
veloppement, grâce aux règles de
raffinement.
Les phases d’analyse/conception ne
sont pas connectés à la phase d’im-
plémentation
Le cycle de développement par
raffinement successif permet de
limiter les écarts entre les différentes
phases de développement.
Tab. 4.2: Les apports relatifs à l’application de l’approche centrée architec-
ture dans le contexte multi-agents
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L’approche IDM L’approche Centrée
Architecture
Développement centré sur l’utilisa-
tion des modèles
L’approche IDM permet de manipu-
ler des modèles or l’architecture est
un modèle qui permet de décrire à
la fois la structure et le comporte-
ment global du système. Tout sys-
tème se caractérise par une architec-
ture particulière. Ainsi, le modèle ar-
chitectural peut décrire les PIMs et
les PSMs introduits par l’IDM.
Transformation de modèles Le développement centré architec-
ture est basé sur la notion de
raffinement, cette notion rencontre
celle des transformations de modèles
d’IDM.
La métamodélisation L’approche IDMmet en avant la mé-
tamodélisation qui permet de définir
la sémantique des concepts. Ceci re-
joint le principe des styles archi-
tecturaux qui décrivent de manière
plus abstraite une architecture par-
ticulière d’un système
Tab. 4.3: Combinaison de l’approche IDM et l’approche centrée architecture
Nous situons l’architecture logicielle au niveau du PIM et les styles ar-
chitecturaux au niveau des métamodèles. Notre objectif durant cette thèse
est de décrire les mécanismes qui à partir des métamodèles (décrits par des
styles architecturaux) vont permettre de définir les patrons architecturaux
nécessaires à la spécification de chaque vue du système multi-agents. Ces
patrons architecturaux - qui vont constituer notre PIM - devraient respec-
ter la sémantique définie au niveau des métamodèles. Nous étudierons aussi
la manière de combiner ces différents patrons afin d’avoir une description
globale du système. Une partie importante de notre travail sera consacrée à
la définition de certaines propriétés structurelles et comportementales liées
aux patrons architecturaux. Une autre partie correspondra à la défintion
des règles de raffinement permettant d’obtenir ces combinaisons tout en res-
pectant la vérification et la validation des propriétés. Cette solution va être
expliquée avec plus de détail dans le prochain chapitre.
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6 Conclusion
Ce chapitre nous a permis de préciser la problématique à laquelle s’at-
taque cette thèse. A partir de cette problématique, l’étude des différentes
techniques d’ingénierie existantes (exposées dans le chapitre 3) nous a amené
à choisir deux approches principales afin de mieux structurer le développe-
ment des systèmes multi-agents. Le développement centré architecture nous
permettra de focaliser sur l’architecture logicielle des systèmes multi-agents.
Le but recherché à l’application de cette approche est l’obtention de logi-
ciels corrects, extensibles et réutilisables. L’ingénierie dirigée par les modèles
servira à spécifier le cadre de développement permettant de réaliser les diffé-
rentes phases du cycle de développement. Trois avantages majeurs ressortent
de l’utilisation de cette approche :
– la pérennisation du savoir relatif à l’utilisation des concepts (aussi bien
les concepts multi-agents que les concepts du domaine) ;
– la pérennisation du savoir faire grâce à l’application de règles de trans-
formation permettant de combiner divers modèles ;
– un gain de productivité grâce à la spécification des règles de transfor-
mation servant à la génération de code.
Dans le prochain chapitre, nous abordons les moyens techniques relatifs
à la mise en œuvre de notre approche.
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CHAPITRE 5. L’APPROCHE ARCHMDE
1 Introduction
Dans ce chapitre, nous décrivons notre démarche de développement des
systèmes multi-agents qui est basée sur la combinaison de l’approche IDM et
de l’approche centrée architecture. Nous baptisons notre approche ArchMDE
pour Architecture Model Driven Engineering.
Dans la première partie de ce chapitre, nous allons détailler les principes
de ArchMDE en précisant les artefacts considérés au niveau de notre ap-
proche ainsi que les différentes manières de les utiliser. Cette première partie
reste générique et ne fait pas de suppositions quant à l’utilisation d’outils
techniques particuliers. La deuxième partie illustre l’application de notre dé-
marche ArchMDE à l’aide de l’environnement ArchWare qui sera présenté
dans la section 4 de ce chapitre.
2 L’approche ArchMDE
ArchMDE combine l’approche IDM et l’approche centrée architecture.
En respectant les principes d’IDM, ArchMDE est basée sur la construc-
tion et la transformation des modèles. Dans ArchMDE, les modèles sont des
constructions architecturales. Le métamodèle est représenté par un style ar-
chitectural, le PIM par une architecture particulière et le PSM par le code
source.
Dans cette première section, nous commençons par présenter les modèles
considérés dans ArchMDE. Par la suite, nous précisons comment ces modèles
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sont réalisés dans le cadre d’un processus de développement ArchMDE.
2.1 Les modèles considérés
ArchMDE repose sur l’architecture à quatre niveaux de MDA (cf. section
3.2). Dans ce qui suit, nous allons redéfinir cette architecture dans notre
contexte.
Le méta-métamodèle
Rappelons que le méta-métamodèle sert à définir la syntaxe et la séman-
tique selon lesquelles les métamodèles vont être exprimés (cf. section 3.2).
Un langage générique et réflexif doit être adopté à ce niveau. Un langage
réflexif est un langage qui se définit par lui-même. Cette caractéristique per-
met d’une part d’éviter de multiplier les niveaux d’abstraction et d’autre
part de rendre le langage facilement extensible ; ce qui permet de définir de
nouveaux concepts appartenant à des domaines différents. Traditionnelle-
ment, dans les approches IDM ce sont les langages basés sur le formalisme
de MOF qui sont utilisés. Nous reprochons à ces langages le manque de for-
malisation ainsi qu’une ambiguïté quant à la définition de certains concepts
et leurs utilisations. Le fait que MOF soit exprimé en utilisant le diagramme
de classe UML brouille les frontières entre les deux niveaux d’abstraction
(méta-métamodèle et métamodèle). De plus, MOF est orienté objet et est
principalement défini en terme de classes, d’associations, de paquetages, de
types de données, d’exception, de constantes et de contraintes, ce qui peut
limiter considérablement notre approche, puisque les agents comme nous
l’avons démontré au chapite 2 ont un niveau d’abstraction plus élevé que les
objets logiciels. L’utilisation des objets dans notre contexte risque d’engen-
drer des systèmes fortement couplés. Enfin, MOF est très difficile à maîtriser :
les spécifications de OMG sur ce sujet restent vagues et compliquées à com-
prendre ; ce qui rend son utilisation difficile.
Pour ces raisons, nous favorisons l’utilisation des langages formels pour
exprimer les métamodèles. Nous avons démontré dans le chapitre précédent,
qu’il y avait une grande similarité entre le rôle des métamodèles et des styles
architecturaux (cf. tableau 5 du chapitre 4). L’utilisation d’un ADL permet-
tant la définition des styles est donc tout à fait envisageable à ce niveau.
Cependant, il faut prendre soin de choisir un ADL générique permettant
la description de divers concepts appartenant à des domaines différents. Ce
langage ne doit pas imposer des restrictions qui peuvent être incohérentes
ou conflictuelles avec celles sous-jacentes à un domaine particulier 1.
1Par exemple, C2SADEL [MRT99] ne permet pas à deux interfaces (ports) d’être
connectées directement à un même troisième.
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Fig. 5.1: Arbres de dérivation d’une expression arithmétique
De plus, les langages formels permettent l’expression et la vérification des
propriétés. En effet, ces langages sont à la fois définis par une syntaxe mais
également par une sémantique formelle associée aux différentes constructions
du langage. Une syntaxe d’un langage formel est souvent exprimée par une
grammaire EBNF (Extensible BNF). Cependant, celle-ci ne traduit que la
structure sans s’attaquer à la sémantique. Dans notre cas, la sémantique est
en effet décrite par les contraintes et les analyses que le style introduit, ce qui
permet de réduire les arbres de dérivation qui peuvent être générés lors de
l’interprétation d’une expression du langage. Nous allons illustrer nos propos
par un exemple simple, lié à la formulation d’une expression arithmétique.
Bien que cet exemple puisse être considéré de bas niveau, il illustre bien les
problèmes sémantiques qui peuvent apparaitre lors des formalisations.
Prenons donc l’exemple de la syntaxe S décrivant une opération algé-
brique, la soustraction (cf. figure 5.1). En appliquant cette syntaxe, nous
pouvons obtenir une expression arithmétique E. L’interprétation de cette ex-
pression peut être réalisée de deux manières différentes décrites par l’arbre a1,
soit par l’arbre a2. Pour éviter cette situation, le méta-métamodèle devrait
donner la possibilité d’exprimer des règles sémantiques relatives à l’utilisa-
tion des expressions syntaxiques. Dans notre exemple, ceci revient à préciser
deux règles sémantiques permettant de préciser le sens de l’associativité. Une
première règle R1 qui correspond à l’arbre a1 décrit une associativité à droite
et une règle R2 qui correspond à l’arbre R2 décrit une associativité à gauche.
Pour éviter toute confusion entre les niveaux, nous précisons que la syntaxe
(S), peut être considérée comme un méta-métamodèle. L’expression E dé-
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crit un style (métamodèle) qu’on pourrait appeler additionTroisNombres. Ce
style peut en fait être spécialisé en deux sous-styles. Le premier imposera la
règle R1 alors que le deuxième imposera la règle R2. Lors de l’instanciation
du style (au niveau architecture), si l’expression respecte le style R1, elle va
être interprétée par x-(x-x). Si elle respecte le style R2, elle sera interprétée
par (x-x)-x.
Les métamodèles
Dans notre contexte, le métamodèle nous permet de définir les concepts
utilisés dans un système multi-agents. Comme nous l’avons vu dans le cha-
pitre 3, plusieurs vues regroupant des concepts orientés agents peuvent être
définies. Nous avons aussi souligné que ces vues peuvent largement dépendre
des domaines d’application. Une question nous est donc parue essentielle
dans ce contexte. Comment associe-t-on les concepts du domaine d’applica-
tion aux concepts orientés agent ? Dans les méthodologies orientées agent que
nous avons parcourues, très peu traitent les concepts du domaine indépen-
damment des concepts orientés agent. Le métamodèle agent est généralement
fixé, et les concepts du domaine vont être directement décrits en utilisant les
concepts orientés agent. Ceci peut compliquer davantage la tâche des déve-
loppeurs qui se retrouvent à manipuler les concepts agents et les concepts du
domaine en même temps. Dans ce contexte, certaines propriétés du domaine
d’application risquent d’être omises ou traitées d’une manière inappropriée.
Un des principes de l’approche IDM est la séparation des aspects qui
stipule que chaque aspect d’un problème soit traité indépendemment afin de
pouvoir se concentrer plus efficacement sur chacun. Dans notre contexte, il
nous parait indispensable de pouvoir représenter de manière indépendante
les concepts du domaine d’application et de spécifier leurs propriétés afin de
pouvoir les "agentifier" par la suite d’une manière correcte. Cette séparation
des aspects est d’ailleurs illustrée dans le métamodèle de PASSI (cf. section
5.4 du chapitre 3) qui représente trois couches : la couche domaine, la couche
orientée agent, et la couche plate-forme d’implémentation.
Ainsi, c’est en s’appuyant sur la décomposition adoptée par PASSI que
nous avons identifié trois types de métamodèles :
– le métamodèle du domaine : il décrit les concepts utilisés dans le do-
maine d’application. Il s’agit de définir les entités "métier", faisant
parti du domaine d’application, leurs relations ainsi que leurs princi-
pales propriétés architecturales.
– le métamodèle orienté agent : il décrit les concepts orientés agent ainsi
que leurs principales relations et propriétés architecturales. Au niveau
de ce métamodèle différentes vues peuvent être intégrées telles que les
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vues adoptées dans Ingenias (section 5.3 du chapitre 3), à savoir l’agent,
l’organisation, l’interaction, les "tâches & buts" et l’environnement.
– le métamodèle de la plate-forme d’implémentation : il décrit les concepts
qui sont implémentés par une plate-forme orientée objet ou autre plate-
forme "classique".
Ces différents métamodèles permettent d’appliquer la séparation des pré-
occupations. L’application développée par le paradigme orienté agent est
abordée par partie, ce qui réduit la complexité de conception et de réalisa-
tion. De plus, cette séparation entre les trois métamodèles nous permet de
capturer les propriétés liées à chaque aspect de manière indépendante. La
difficulté réside ensuite dans l’intégration des différents aspects afin de géné-
rer l’architecture concrète du système. Ce point sera discuté plus loin dans
ce chapitre (section 2.2).
Les métamodèles adoptés dans ArchMDE sont spécifiés en utilisant le
langage de style de la couche méta-métamodèle. Notons par ailleurs que la
représentation de ces métamodèles par des styles architecturaux permet - si
le langage de style le permet - de définir aussi bien des propriétés que des
contraintes 2 structurelles et comportementales liées à chaque aspect.
Le PIM et le PSM
Dans le cadre de ArchMDE, le PIM et le PSM (cf. section 3.5 du chapitre
4) appartiennent à la couche M1. Ces deux modèles sont obtenus suite au
tissage des aspects appartenant aux métamodèles que nous avons définis pré-
cédemment. Le tissage doit conserver les propriétés spécifiées dans chaque
métamodèle. Il est réalisé grâce à des règles de transformation. C’est à la
suite de ce tissage que nous obtenons le PIM et le PSM du système.
Le PIM est obtenu par tissage des concepts du domaine avec les concepts
orientés agent. Nous obtenons dans ce modèle, une description agentifiée d’un
domaine d’application. A ce niveau, nous sommes pourtant loin d’avoir un
PSM. En effet, un domaine agentifié se situe dans la phase de conception
et les concepts d’implémentation ne sont pas encore introduits. Ceux-ci sont
en effet décrits par le métamodèle de la plate-forme d’implémentation. Une
autre transformation est nécessaire qui associe les concepts orientés agents
aux concepts de la plate-forme. L’application de ces règles de transformation
génèrera le PSM constitué par le code source de l’application (cf. figure 5.2).
2Les contraintes peuvent être considérées comme des propriétés particulières devant
être absolument satisfaites
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Fig. 5.2: La couche modèle
La couche système
Le déploiement du système à partir du code source généré dans le PSM
est effectué au niveau de cette couche. Le système généré doit conserver les
propriétés décrites au niveau des métamodèles et des modèles. Après le dé-
ploiement du système, un aspect interessant peut être étudié : le monitoring
du système ainsi que le contrôle de son évolution. Ces deux points peuvent
être considérés d’un point de vue de réingénierie. Que se passe-t-il si durant
l’exécution, on fait évoluer le système pour intégrer de nouvelles fonctionna-
lités ? Ces points ne seront pas étudiés dans cette thèse mais feront partie
des perspectives de nos travaux.
2.2 Le cycle de développement ArchMDE
Le but de l’approche ArchMDE est de permettre au développeur de créer
son cadre de développement qui soit spécifique à son application. Le cadre
de développement va contenir :
– les concepts et les propriétés spécifiques au domaine d’application,
– les concepts et les propriétés spécifiques aux systèmes multi-agents
qu’il va utiliser,
– les règles de transformation entre les concepts du domaine et les concepts
orientés agents,
– les concepts et les propriétés sur lesquels se basent les plates-formes
d’implémentation,
– les règles de transformation entre les concepts orientés agents et les
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concepts de la plate-forme d’implémentation.
L’application de la démarche de ArchMDE est située à deux niveaux :
– le premier niveau consiste à définir le cadre de développement formé
par les métamodèles et les règles de transformation,
– le deuxième niveau consiste à utiliser le cadre de développement en
créant des modèles basés sur les métamodèles définis et en appliquant
des règles de transformation entre ces modèles.
Comme nous l’avons défini précédemment, nous proposons trois métamo-
dèles. Ces métamodèles constituent la base du cycle de développement. Nous
avons vu précédemment que la principale difficulté de notre approche réside
dans le tissage des aspects appartenant à différents métamodèles. Deux prin-
cipales phases de tissage sont nécessaires dans le cadre de notre approche.
La première phase concerne le tissage entre le métamodèle orienté agent et
le métamodèle du domaine. Nous appelons ce processus "agentification". La
deuxième phase représente une translation des modèles "agentifiés" vers le
PSM. Durant cette translation, il s’agit de redéfinir l’architecture décrite au
niveau du PIM selon les concepts du métamodèle de la plate-forme d’im-
plémentation. Nous appelons ce processus de transformation un "mapping".
Ces deux processus forment en fait des jonctions qui permettent d’associer
deux branches. Chaque branche représente une phase de développement.
Pour cela, nous décrivons notre cycle de développement par un double Y
(cf. figure 5.3). Selon le niveau auquel la demarche ArchMDE est appliquée
(développement ou utilisation du cadre de développement), les étapes du
cycle de vie en double Y prennent des interpretations différentes, comme
nous allons le présenter dans la section suivante.
3 Application du cycle de développement ArchMDE
L’application du cycle de développement ArchMDE peut se faire de deux
manières différentes. Chaque manière nécessite des acteurs différents. Dans la
première, le processus doit être déroulé par des experts de métamodélisation
dont le rôle est de spécifier le cadre de développement pour des domaines
particuliers. Ces experts vont définir :
– le métamodèle selon lequel le domaine va être spécifié,
– le métamodèle orienté agent qui va être adopté,
– les règles de transformation entre ceux-ci,
– les règles de génération de code vers une plate-forme spécifique.
La démarche ArchMDE peut aussi être utilisée par des développeurs. A
ce niveau, le métamodèle du domaine, le métamodèle orienté agent ainsi que
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Fig. 5.3: Le processus de développement ArchMDE
les règles de tissage sont déjà spécifiés et le développeur n’aura qu’à les uti-
liser. Ces utilisateurs auront alors la tâche de décrire leur domaine avec le
métamodèle du domaine fourni. Ils utiliseront par la suite les règles de trans-
formation fournies pour agentifier leur domaine. Enfin, ceux-ci utiliseront les
règles de génération de code pour générer leur application.
3.1 Construction du cadre de développement par les experts
de métamodélisation
Comme nous l’avons spécifié, le rôle des experts de métamodélisation est
de spécifier les méta-entités qui vont être utilisées par les développeurs. Dans
ce cas, la démarche ArchMDE va être appliquée afin de spécifier le cadre de
développement des applications appartenant à des domaines spécifiques (par
exemple, un domaine économique, le domaine des systèmes embarqués etc.).
Nous associons la spécification des méta-entités du domaine à la phase
d’analyse, la spécification du métamodèle d’agent ainsi que des règles de
tissage à la phase de conception. Enfin, la phase d’implémentation concerne
la métamodélisation de la plate-forme et la spécification des règles de tissage
entre métamodèle de la plate-forme et métamodèle orienté agent. Dans ce qui
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suit nous allons détailler les tâches à effectuer durant ces différentes phases.
L’analyse
Durant cette phase, le métamodéliste va produire un métamodèle per-
mettant au développeur de facilement décrire son domaine indépendamment
de tout paradigme de développement. Ce métamodèle est à un niveau d’abs-
traction intermédiaire entre le langage de style et les concepts du domaine.
Plusieurs métamodèles peuvent être fournis à ce niveau, par exemple le mé-
tamodèle entité-relation [Che76], les cas d’utilisation adoptés par UML, les
modèles de flots de données etc.
Dans le cadre de cette thèse, nous avons spécifié un métamodèle de do-
maine formé par les entités suivantes :
– dataEntity : décrivent les données relatives au domaine. Ces données
peuvent être simples ou composées. Par exemple, un contrat de vente
peut être considéré comme une dataEntity.
– taskEntity : elles décrivent les tâches et les fonctionnalités qui sont
effectuées dans le domaine. Par exemple, passer une commande peut
être considérée comme une taskEntity.
– activeEntity : ce sont les entités qui décrivent les acteurs du système.
Nous incluons aussi bien les acteurs humains ou logiciels. Ceux-ci sont
responsables de l’exécution d’une ou plusieurs tâches (taskEntities)
selon un processus déterminé.
– structureEntity : ces entités peuvent être considérées comme des struc-
tures organisationnelles regroupant toutes les autres entités. Elles re-
présentent les éléments composites du système où plusieurs activeEn-
tities vont fonctionner et interagir ensemble. La différence entre une
structureEntity et une activeEntity réside dans le niveau de granu-
larité considéré. Par exemple, une structureEntity va représenter une
entreprise fournisseur (elle contiendra un acteur chargé de la vente, un
acteur chargé de la production et un acteur chargé de la gestion des
stocks). Cette structureEntity, peut elle-même être considérée comme
une activeEntity qui forme un maillon d’une supply chain (travaux en
cours de Jihene Tounsi [TBH07]).
Le métamodéliste aura comme mission de formaliser ces méta-entités par
un langage de style et de saisir les contraintes relatives à chacunes d’elles. Par
exemple, une taskEntity doit être exécutée par au moins une activeEntity ou
une structureEntity. Nous allons traiter ce point plus loin dans le chapitre
(section 7).
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Fig. 5.4: Définition des règles de transformation
La conception
Durant cette phase, les experts de métamodélisation auront à exécuter
deux types de tâches :
1. définition du métamodèle orienté agent : en utilisant le langage de
style, un expert de système multi-agent peut introduire le métamodèle
orienté agent qui lui parait le mieux adapté à sa vision.
2. définition des règles de transformation : quand les deux métamodèles
(du domaine et orienté agent) sont spécifiés, la deuxième étape de
conception va consister à déclarer les règles de transformation entre les
concepts du métamodèle du domaine et ceux du métamodèle agent.
Pour réaliser cette étape, le concepteur a besoin d’un langage de trans-
formation. Cette étape est décrite par la figure 5.4.
Durant notre thèse, nous avons spécifié un métamodèle orienté agent qui
traduit notre vision [AHO06]. Une version simplifiée de ce métamodèle est
illustrée dans la figure 5.5.
Ce métamodèle exprimé avec un langage semi-formel, ne traduit que par-
tiellement les caractéristiques des entités décrites. La formalisation grâce à
un langage de style va permettre de saisir toutes les propriétés de manière
plus fine. Nous allons traiter l’exemple d’un agent réactif dans la section 8
de ce chapitre.
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Fig. 5.5: Un métamodèle Orienté Agent
Après la spécification des deux métamodèles du domaine et orienté agent,
des règles de transformation génériques seront nécessaires pour permettre la
redéfinition d’une entité du domaine vers une entité du métamodèle agent. Si
nous reprenons, le métamodèle du domaine que nous avons spécifié dans la
sous-section précédente, plusieurs règles de transformation peuvent exister.
Nous donnons quelques exemples dans le tableau 3.1.
Au cours de cette phase, un travail important doit être mené
qui consiste à définir les règles de transformation des concepts
métier vers les concepts orientés agent. Cette transformation doit
respecter les propriétés décrites dans les deux métamodèles afin
de maintenir la cohérence globale du système.
L’implémentation
Le principe de base durant cette phase, est de transformer les concepts
orientés agent vers les concepts implémentés dans une plate-forme d’implé-
mentation quelconque. Cette phase est très délicate et nécessite une grande
expertise de la plate-forme d’implémentation. La tâche des experts de mé-
tamodélisation à ce niveau consiste à identifier les règles de transformation
entre les concepts orientés agent et ceux implémentés dans la plate-forme.
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dataEntity Etat Mental d’un agent
Ressource dans un environnement
Attribut d’un agent
taskEntity Tâche réalisée par un agent
Tâche réalisée par une ressource ac-
tive dans un environnement proces-
sus dans un agent
Tâche inclue dans le rôle de l’agent
Tâche réalisée collectivement
activeEntity Agent (faible granularité)
Groupe d’agents (grande granula-
rité)
Ressource active dans un environne-
ment
structureEntity Organisation d’agents
Tab. 5.1: Mapping entre métamodèle du domaine et métamodèle orienté
agent
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Cette phase correspond alors à la spécification d’un générateur de code pour
un langage donné. Ce générateur de code peut être fourni par l’environne-
ment de description de style.
3.2 Utilisation du cadre de développement par les dévelop-
peurs
Suite à la construction du cadre de développement par les experts en mé-
tamodélisation, les développeurs peuvent l’utiliser pour décrire leurs applica-
tions spécifiques. Les tâches à réaliser durant les phases de développements
sont alors différentes de celles des experts en métamodélisation.
L’analyse
Au niveau de la phase d’analyse, l’utilisation du cadre de développement
ArchMDE va permettre d’acquérir le maximum d’informations concernant
les concepts et les processus "métier". Nous supposons que ces informations
sont décrites au niveau d’un cahier des charges. Il s’agit durant cette phase
de décrire les entités du domaine selon le métamodèle fourni par le cadre
de développement. En utilisant ce métamodèle, le développeur n’a pas be-
soin de maîtriser les concepts orientés agent. Supposons par exemple, que
le domaine d’application concerne une application de vente par Internet. Ce
domaine comporte plusieurs concepts tels que :
– les acteurs : deux sortes d’acteurs sont considérés de prime abord, le
client et le fournisseur.
– le flux de données : la commande constitue un flux de données échangé
entre le client et le fournisseur. Elle peut avoir des éléments descriptifs
tels que le prix, le délai de livraison, etc.
– le processus : il peut exister des processus de commande ou de négo-
ciation de prix entre le fournisseur et le client.
En utilisant le métamodèle fourni précédemment, les acteurs vont être
considérés comme des activeEntities échangeant des flux de données dont
les types vont être décrits en tant que dataEntities. Les processus vont être
décomposés en plusieurs taskEntities. Celles-ci vont être ordonnancées au
niveau d’une structureEntity. Les processus décrivent partiellement le com-
portement du système. Nous pensons cependant que ceux-ci doivent figurer
au niveau du métamodèle. En effet, ils imposent des contraintes comporte-
mentales, que le système doit correctement exécuter lors de son déploiement.
Le développeur devrait avoir à sa disposition un langage lui permettant de
décrire ces entités ainsi que leurs propriétés. Les propriétés deviennent des
contraintes lorsqu’elles doivent être absolument satisfaites par le système.
Notons par ailleurs que les propriétés ont plusieurs niveaux :
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– niveau structurel : à ce niveau deux types de propriétés peuvent être
prises en compte, les propriétés topologiques qui précisent par exemple
le nombre d’occurences possibles d’une entité. Dans notre système, il
devrait y avoir au moins un client et un fournisseur. Le deuxième type
de propriétés désigne les propriétés d’attribut. Les attributs décrivent
généralement les données manipulées par le système. Elles peuvent être
contraintes par leur type, l’intervalle de valeurs possibles, etc.
– niveau comportemental : il décrit des contraintes comportementales
telles que la séquence d’actions qui doivent être exécutées lors d’un
processus, etc.
– niveau interne : ce niveau décrit les contraintes dont la portée concerne
une seule entité du domaine 3 ; par exemple le prix d’un produit ne doit
pas dépasser 5 euros, ou un processus récursif doit être relancé à la suite
de sa dernière action,
– niveau global : ce niveau concerne des propriétés ayant une portée sur
le système global ou une partie de celui-ci (une partie d’un système
contient plusieurs entités). Par exemple, un protocole d’interaction dé-
finit une séquence d’envois de messages effectuée par plusieurs acteurs
du système.
A la fin de la phase d’analyse, le métamodèle décrit sous forme de style
architectural va introduire (cf. figure 5.6) :
– le vocabulaire lié au domaine et qui spécifie ses différents concepts,
– les contraintes liées à chaque concept,
– les interprétations sémantiques de chaque concept.
La conception
La phase de conception, telle qu’elle est décrite dans la figure 5.3 permet
de faire la jointure entre le métamodèle du domaine et le métamodèle agent.
L’utilisation du cadre de développement ArchMDE durant cette phase im-
plique deux principales étapes :
1. application des règles de transformation : l’application des règles de
transformation peut se faire automatiquement si le langage de trans-
formation est fourni avec un outil permettant d’interpréter les règles
de transformation. A la suite de l’application des règles de transfor-
mation, nous obtenons un style décrivant le métamodèle du domaine
agentifié.
2. génération de l’architecture : la dernière étape concerne la génération
de l’architecture qui va être conforme au style du domaine agentifié.
3Nous considérons qu’une entité décrit un ou plusieurs concepts reliés.
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Fig. 5.6: La phase d’analyse
La génération d’une architecture peut se faire soit manuellement soit à
l’aide d’un outil qui permet de configurer le style en vue de l’instancier
(cf. figure 5.7).
Reprenons l’exemple du client/fournisseur de la section précédente. Le
client est considéré comme un acteur du système. L’entité acteur du méta-
modèle du domaine peut être associée à l’entité agent du métamodèle orienté
agent. Si le client se contente de recevoir un ordre d’achat et de lancer une
commande à la suite de cet ordre, celui-ci va être considéré comme un agent
réactif. Par contre, supposons que le client avant de lancer sa commande,
doit étudier les prix pratiqués lors des transactions ultérieures afin de fixer
un seuil à ne pas dépasser. Cela suppose que le client est capable de garder un
historique de ses actions. De ce fait, le client ne peut être considéré comme
un agent réactif puisque ce dernier n’a ni un état mental ni un historique. Ce-
pendant, le client peut être conçu comme un agent cognitif ou hybride. Si les
propriétés sont validées, l’entité du domaine devient alors une spécification
de l’entité agent. A ce niveau, le concepteur utilise les règles de transfor-
mation fournies paramétrées avec les entités de son domaine. L’application
de ces règles va générer un nouveau style dédié au domaine agentifié. Le
concepteur va par la suite configurer ce style afin de générer son architecture
concrète.
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Fig. 5.7: Application des règles de transformation
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L’implémentation
Durant la phase d’implémentation, le développeur n’aura qu’à choisir le
langage cible avec lequel il voudrait générer son application. Le générateur
de code étant fourni par le cadre de développement, le développeur n’aura
qu’à l’utiliser.
Dans la suite de ce chapitre nous allons explorer comment on peut mettre
en œuvre l’approche ArchMDE à l’aide d’un environnement de développe-
ment centré architecture.
3.3 Les besoins relatifs à la mise en œuvre de l’approche
Pour mettre en œuvre ArchMDE, il est nécessaire de disposer d’"outillages"
qui aideront particulièrement dans la construction du cadre de développe-
ment. Ces outillages seront regroupés dans un environnement de modélisa-
tion. Ils sont composés de :
– langage constituant le méta-métamodèle (langage d’expression de style)
et qui va être utilisé pour créer les différents métamodèles. Il doit être
assez générique pour permettre la capture des spécificités de chaque
domaine. Par ailleurs, ce langage doit être facile à manipuler et com-
préhensible par tous les participants au projet de développement afin
d’encourager le travail d’équipe,
– un langage de transformation/raffinement : ce langage doit faciliter
la définition des règles de transformation/raffinement et ce entre les
concepts du domaine et les concepts orientés agents. Les règles de
transformation doivent définir le contexte sur lequel va s’appliquer la
transformation, l’opération à effectuer et les propriétés à vérifier, ce
qui nécessite un système de navigation sur les différents modèles,
– un langage d’expression de propriétés : ces propriétés peuvent être soit
des contraintes structurelles ou comportementales exprimées au niveau
du métamodèle (et devant être respectées au niveau des modèles) ;
soit des propriétés architecturales qui régissent le comportement du
système modélisé et qui doivent être respectées lors de son déploiement,
– des outils d’interprétation et d’application des règles de transformation
ainsi que des outils de vérification des propriétés sont nécessaires afin
de raffiner et valider les modèles (architectures) produits.
Pour fournir ces différents éléments, nous adoptons l’environnement d’in-
génierie logicielle ArchWare, développé en partie par le laboratoire LISTIC
dans le cadre d’un projet européen. Nous présentons cet environnement dans
la section suivante.
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4 L’environnement ArchWare
L’environnement ArchWare a été développé au sein du projet européen
ArchWare (ArchWare European RTD Project IST-2001-32360). L’objectif
de ce projet consistait à fournir un environnement d’ingénierie logicielle qui
permet de répondre aux problématiques de développement actuelles. Dans
ce contexte, ArchWare fournit des solutions consistant en des langages, des
modèles de conception et des outils pour l’ingénierie des architectures logi-
cielles dynamiques (c’est à dire dont la topologie peut changer) ayant une
forte interaction entre ses composants. Ceci est le cas des systèmes multi-
agents puisque les agents sont des entités communicantes, ayant de fortes
interactions avec leur environnement ; et qui sont susceptibles de faire évo-
luer la configuration du système dans lequel ils opèrent (théorie d’émergence
et d’auto-adaptation - chapitre 3).
Plusieurs partenaires ont participé à l’élaboration de cet environnement :
The University of Manchester (Angleterre), The University of St Andrews
(Ecosse), Engineering Ingegneria Informatica S.p.A. (Italie), CPR - Consor-
zio Pisa Ricerche (Italie), INRIA Rhônes-Alpes (France), Thésame - Mé-
catronique et Management (France) et InterUnec - University of Savoie
(France).
Dans la mesure où nous avons activement participé à ce projet, il nous
paraît judicieux de l’utiliser dans le cadre de cette thèse. Mais ceci ne consti-
tue pas le seul argument de notre choix. En effet, l’environnement ArchWare
fournit plusieurs outils qui peuvent nous aider à mettre en œuvre notre ap-
proche ArchMDE. Ceci va être discuté dans la section ?? où nous montre-
rons que la vision d’ArchWare rejoint sur plusieurs point celle de ArchMDE.
En effet, le but d’ArchWare est de fournir un environnement personnalisable
d’ingénierie logicielle qui peut être utilisé pour créer des environnements logi-
ciels centrés architecture. Les mécanismes clés de cette personnalisation sont
les styles architecturaux qui rappelons-le forment aussi la base de notre ap-
proche ArchMDE. Dans le cadre d’ArchWare, un langage de style est fourni
permettant de décrire les concepts, leurs caractéristiques et leurs contraintes.
Ce langage permet aussi de définir une syntaxe pour appliquer ces concepts
ainsi qu’un mécanisme de génération d’architecture. Ceci rejoint donc nos be-
soins pour la mise en œuvre de ArchMDE. De plus, l’environnement Arch-
Ware est basé sur une approche formelle améliorant ainsi l’exactitude du
système modélisé et garantissant une certaine qualité de développement à
travers une analyse rigoureuse des propriétés.
Le projet ArchWare fournit un environnement personnalisable centré ar-
chitecture structuré en deux couches distinctes, à savoir un cadre conceptuel
visant à produire les modèles architecturaux et un cadre d’exécution visant
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à exécuter ces modèles afin de valider leurs comportements.
Le cadre conceptuel d’ArchWare inclut notamment :
– un éditeur textuel permettant la définition des styles et des architec-
tures ;
– un animateur graphique ;
– des outils de vérification de propriétés (statiques et dynamiques) ;
– un raffineur permettant l’interprétation et l’exécution des règles de
raffinement ;
– un générateur de code permettant de générer le code correspondant à
l’architecture dans le langage souhaité.
Le cadre d’exécution inclut un moteur d’exécution d’architectures, un
processus de raffinement de description d’architecture (qui effectue un raffi-
nement en cours d’exécution) et des mécanismes supportant l’interopérabilité
des outils de l’environnement. Nous n’allons pas utiliser le cadre d’exécution
au niveau de cette thèse. Nous allons en effet, nous focaliser sur les phases
d’analyse et de conception ainsi que sur la production de leurs artefacts.
De ce fait, ArchWare offre un environnement complet pour l’application
de notre approche ArchMDE. Avant d’expliquer l’utilisation de l’environne-
ment ArchWare dans le cadre de ArchMDE, nous présentons les langages
fournis par cet environnement.
5 Les langages ArchWare
Les langages ArchWare possèdent une grande souplesse dans les descrip-
tions d’architectures dynamiques ayant une forte interaction entre ses com-
posants. Ceci est dû au fait que les langages ArchWare soient basés sur le
pi-calcul [Mil99]. Ces langages sont :
– ArchWare Architecture Description Language (pi-ADL) : c’est un lan-
gage pour la description d’architectures ayant des caractéristiques dy-
namiques et évolutives. En effet, le langage permet de capturer les
mécanismes permettant à l’architecture de changer de topologie et de
configuration durant l’exécution,
– ArchWare Architecture Analysis Language (AAL) : c’est un langage
pour la spécification de divers propriétés architecturales (structurelles
et comportementales),
– ArchWare Style Language (ASL) : l’utilisation de ce langage permet
la personnalisation de l’environnement puisqu’il permet la description
de styles architecturaux. A travers ce langage nous pouvons introduire
la description de divers concepts en leur associant des contraintes. Ce
langage permet aussi l’introduction de syntaxe adaptée à ces concepts.
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Enfin, ArchWare ASL permet la description de générateurs d’architec-
ture (appelés constructeurs),
– ArchWare Architecture Refinement Language (ARL) : c’est un langage
pour la description de règles de raffinement/transformation.
Nous allons dans cette section introduire brièvement chacun de ces lan-
gages. Une description plus approfondie est fournie dans l’annexe A. Notons
aussi que ces langages sont tous définis par une EBNF.
5.1 Le langage ArchWare ADL (pi-ADL)
Le projet ArchWare propose une famille de langages de description d’ar-
chitecture. Cette famille est structurée en couches, à partir d’un langage
noyau, le langage ArchWare pi-ADL. Les différentes couches sont construites
grâce à un mécanisme d’extension, le style architectural. Le langage pi-ADL
[OACV02], [COB+02] est un langage formel conçu pour supporter la spé-
cification exécutable d’architectures logicielles dynamiques et évolutives. Il
est fondé sur le pi-calcul [Mil99]. pi-ADL est défini comme une extension du
pi-calcul typé d’ordre supérieur : c’est une extension bien formée pour définir
un calcul d’éléments architecturaux mobiles et communicants. Ce langage
permet de formaliser la structure et le comportement au sein d’une même
description.
En pi-ADL, une architecture est un ensemble d’éléments, appelés élé-
ments architecturaux, qui sont reliés par des liens de communication. Ces
éléments sont définis en terme de comportement (behaviour). Le langage
définit aussi un mécanisme de réutilisation de comportements paramétrés.
Ce mécanisme est appelé abstraction. Le comportement est défini par un
ensemble d’actions ordonnancées qui spécifient le traitement interne de l’élé-
ment (actions internes) et les interactions avec son environnement (actions
de communication). Un élément architectural communique avec les autres
par une interface caractérisée par un ensemble de connexions (connection)
qui permet de faire transiter des données. Un mécanisme de composition
et un mécanisme de liaison, appelé unification (c’est une substitution au
sens du pi-calcul) permettent la mise en relation des éléments architectu-
raux. Ces éléments peuvent interagir lorsqu’ils sont composés et liés. Un
élément architectural peut être défini comme une composition d’autres élé-
ments. En d’autres termes, un comportement peut être défini comme un en-
semble d’autres comportements interconnectés. pi-ADL permet la description
d’architectures dynamiques. En effet, les éléments architecturaux peuvent,
d’une part, être composés ou décomposés à la volée et, d’autre part, des élé-
ments architecturaux peuvent être créés et liés dynamiquement. Enfin, des
éléments architecturaux peuvent transiter comme des données à travers les
connexions. Ce qui fournit un mécanisme adéquat pour décrire la mobilité
(exemple les agents mobiles).
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ArchWare ADL permet de décrire à la fois la structure du système
et son comportement.
ArchWare ADL permet la description d’architectures dyna-
miques. D’abord, les éléments architecturaux peuvent être com-
posés ou décomposés à la volée. Ensuite, des éléments architectu-
raux et des connexions peuvent être créés dynamiquement. Enfin,
des éléments architecturaux et des connexions peuvent transiter
comme des données à travers les connexions.
L’exemple suivant définit une architecture décrivant un groupe de deux
agents. Ces agents communiquent entre eux : Agent1 envoie une requête à
travers la connexion call et Agent2 reçoit la requête à travers la connexion
request. Le comportement de chaque agent est décrit dans une abstraction.
Ces abstractions sont ensuite appliquées 4 au niveau du groupe qui est lui
même décrit par l’abstraction Groupe2Agents. Au niveau de cette abstraction
les connexions sont unifiées afin que les deux agents puissent communiquer.
L’Agent1 effectue un appel à l’Agent2, puis il attend une réponse. L’Agent2
est en attente de l’appel de l’Agent1. Lorsqu’il reçoit cet appel celui-ci lui
répond. Groupe2Agents est alors considéré comme un élément composite.
value Agent1 i s abstraction ( )
{
via c a l l send ; via wait receive ;
unobservable
} ;
value Agent2 i s abstraction ( ) ;
{via r eque s t receive ; unobservable ;
via r ep ly send ) } ;
value Group2Agents i s abstraction ( ) ;
{
value c a l l , wait , request , r ep ly i s connection ( ) ;
compose { A1 i s Agent1 ( )
and
A2 i s Agent2 ( ) where {
A1 : : c a l l unif ies A2 : : r eque s t
and
A2 : : r ep ly unif ies A1 : : wait }
}
}
4L’application d’une abstraction génère un comportement.
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5.2 Le langage AAL
AAL [AGMO02] est un langage formel pour exprimer les propriétés struc-
turelles et comportementales des architectures logicielles évolutives modéli-
sées en pi-ADL. Il est défini comme une extension du µ-calcul [Koz83] qui
est limité à l’expression de propriétés comportementales. Pour exprimer les
propriétés structurelles, l’AAL s’appuie sur la logique des prédicats.
En AAL, les propriétés sont définies comme des formules prédicatives.
Ce langage fournit des prédicats prédéfinis et des mécanismes (opérateurs
et quantificateurs) pour construire de nouveaux prédicats. Un support de
vérification des propriétés est fourni à travers les outils Analyser [AO05] et
model Checker [BCD+04].
L’expression suivante décrit une contrainte qui est vraie si le prédicat p
est vrai pour chacun des éléments d’une collection.
to c o l l e c t i o n apply fora l l { element | p ( element )}
5.3 Le langage ArchWare ASL
Ce langage est considéré comme un mécanisme d’extension qui représente
une famille d’architectures ayant des caractéristiques communes et obéissant
à un certain nombre de contraintes. Des concepts peuvent être introduits
par un style, et formeront le vocabulaire du style. Il est ainsi possible de
définir des styles architecturaux selon une tour de méta-niveaux : en utili-
sant la couche pi-ADL de l’environnement ArchWare, ASL permet de définir
une couche n+1, fournissant un vocabulaire lié aux concepts d’un domaine
donné. Une architecture définie en utilisant le langage pi-ADL a son cor-
respondant dans le langage défini par ASL. Les contraintes associées aux
concepts contenus dans les styles sont décrits par des propriétés AAL. Ainsi,
ASL forme une couche supérieure incluant pi-ADL et AAL (cf. figure 5.8)
Nos travaux se basent sur ce langage. ASL a été contruit en ciblant deux
principaux axes. Le premier concerne l’expression des contraintes. Celles-ci
permettent de délimiter un espace de conception qui caractérise la famille
d’architectures, de vérifier la satisfaction d’une architecture à un style ou de
révéler les écarts au style. Le deuxième axe concerne un support à la des-
cription architecturale en permettant de spécifier une syntaxe spécifique au
système. Celle-ci peut être utilisée comme un DSL (Domain Spécific Lan-
guage), ce qui est très utile pour les non spécialistes d’ArchWare qui peuvent
décrire leur architecture sans avoir à connaitre les mécanismes d’ArchWare.
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Fig. 5.8: Le langage ASL
De plus, ASL offre des mécanismes pour la réutilisation des styles. Parmi ces
mécanismes, nous citons :
– l’instanciation : l’instanciation d’un style est la définition d’une ar-
chitecture telle que celle-ci satisfasse ce style. ASL fournit des construc-
teurs qui permettent l’instanciation des architectures5,
– le sous-style : lorsqu’un style représente un sous-ensemble d’une fa-
mille d’architectures représentée par un style plus abstrait, on parle de
sous-style.
Dans le cadre de nos travaux, ASL nous permettra de décrire des styles
architecturaux fournissant :
– Un vocabulaire pour spécifier les concepts, par exemple, Agent, Role,
etc.
– Des règles de configuration, ou contraintes, qui déterminent comment
les éléments architecturaux peuvent être reliés,
– Une interprétation sémantique par laquelle les compositions des élé-
ments architecturaux ont une signification bien définie,
– Des analyses qui peuvent être appliquées sur les systèmes construits
dans ce style.
Dans ce contexte, le langage ASL jouera le rôle de méta-métamodèle. et
les styles définis selon ce langage joueront le rôle de métamodèle. Les archi-
tectures générées à partir de ces styles appartiennent à la couche M1 avant
d’être instanciés au niveau de la couche M0. La syntaxe permettant la des-
cription d’un style est la suivante. Celle-ci est expliquée en détail au niveau
de l’annexe.
NomDuStyle i s s t y l e extending Style_parent where {
types { Dé f i n i t i o n s de types }
5Comme nous allons le voir par la suite le mécanisme de constructeur est bien plus
génerique. Il permet l’instatiantion des fragments d’architecture ou des types de données.
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styles { Dé f i n i t i o n s de styles }
constructors { Dé f i n i t i o n s de con s t ru c t eu r s }
constraints { Dé f i n i t i o n s de c on t r a i n t e s }
analyses { Dé f i n i t i o n s d ’ analyses }
}
Notons cependant que types définit un ensemble de types manipulés au
niveau des styles.Styles définit les styles contenus dans NomDuStyle (re-
lation d’agrégation). Constructors décrivent les mécanismes de génération
de l’architecture. Au niveau des constructeurs, une syntaxe spécifique peut
être définie qui sera interprétée selon le code spécifié par le constructeur.
Constraints et Analyses décrivent les propriétés qui doivent être respectées
par les architectures définies selon ce style. Ces différentes notions sont dé-
crites de manière détaillée dans l’annexe A.
5.4 Le langage ArchWare ARL
ArchWare ARL [Oqu03] est un langage formel basé sur la logique de ré-
écriture, dédié au raffinement/transformation d’architectures logicielles avec
d’une part, la prise en compte du raffinement/transformation des données,
des comportements, des connexions et des structures et, d’autre part, la
préservation des propriétés architecturales lors de l’exécution des règles de
raffinement/transformation. Le noyau du langage est un ensemble d’opéra-
tions appelées actions de raffinement/transformation [Meg04]. Chaque étape
de raffinement/transformation implique l’application d’une action qui fournit
une solution architecturale correcte. Dans ARL, les actions de raffinement/-
transformation sont exprimées par des pré-conditions, des transformations et
des post-conditions. Les pré-conditions sont des conditions qui doivent être
satisfaites dans une architecture avant l’application d’une action de raffine-
ment. Les post-conditions doivent être satisfaites suite à l’application d’une
action de raffinement. La transformation décrit l’opération à réaliser.
Un modèle d’architecture peut être raffiné/transformé vers un autre mo-
dèle d’architecture. Ceci établit une relation de raffinement/transformation
binaire notée  :
ar chetype ar ch i t e c t u r eDef I d i s ar ch i t e c t u r e {
types i s { typeDecl ara t i ons }
por t s i s { por tDecl ara t i ons }
beha v i our i s { compo s i t i onOfComponents }
}

ar chetype ar ch i t e c t u r eRe f I d i s ar ch i t e c t u r e {
types i s { typeDecl ara t i ons ’ }
por t s i s { por tDecl ara t i ons ’ }
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Fig. 5.9: Le langage ARL
beha v i our i s { compo s i t i onOfComponents ’ }
}
où :
– typeDeclarations et portDeclarations sont des déclarations de types et
de ports avant le raffinement et typeDeclarations’ et portDeclarations’
sont des déclarations de types et de ports après le raffinement.
– portDeclarations contient les connexions libres avec lesquelles les com-
posants communiquent avec l’extérieur.
– compositionOfComponents est le comportement composite avant le
raffinement et compositionOfComponents’ est le nouveau comporte-
ment composite après le raffinement.
Dans le cadre du projet, le langage ARL a été dédié au raffinement/-
transformation de l’architecture (c’est-à-dire la couche M1). Pour nos be-
soins spécifiques dans l’approche ArchMDE, nous avons étendu ce langage
afin qu’il prennent en compte le rafinnement des styles. Dans ce cas, ARL
formera une couche supérieure incluant les trois langages ASL, pi-ADL et
AAL (cf. figure 5.9). Nous allons éclaircir ce point dans la section 9.
6 Les outils ArchWare
Les langages ArchWare sont accompagnés de plusieurs outils qui nous se-
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– le Code Synthesizer.
Pour la création des métamodèles et la génération de l’architecture l’ASL
Toolkit est nécessaire. L’analyse des propriétés d’une architecture se fait
grâce à l’outil Analyser. Le Refiner permet d’exécuter les règles de raffine-
ment au niveau architectural (niveau M1). Enfin, le code Synthesizer aidera
le développeur à implémenter l’architecture.
L’outil ASL Toolkit
L’outil ASL Toolkit [Ley04] permet la personnalisation d’un environ-
nement en s’appuyant sur la définition de styles architecturaux. Cet outil
contient deux modules : le module "style compiler" et le module "style ins-
tantiator". Le premier module compile des définitions de styles écrites en
ASL, tandis que le second génère des instances du style. Celles-ci consti-
tuent des architectures (abstraites ou concrètes selon le niveau d’abstraction
du style). Ces architectures seront décrites en pi-ADL. ASL Toolkit est im-
plémenté en Java et en XSB Prolog.
Cet outil sera utilisé lors de la création des métamodèles. Chaque méta-
modèle sera compilé afin de vérifier s’il est correctement construit. A la fin
du processus d’agentification, l’architecte, pourrait utiliser le module "style
instantiator" pour générer son architecture.
L’outil Analyser
Nous avons activement participé à l’élaboration de cet outil [AO05]. Au
cours du processus ArchMDE, l’Analyzer va être utilisé pour vérifier que
l’architecture générée à partir du style respecte bien toutes les propriétés et
contraintes déclarées par celui-ci. Pour cela, l’outil Analyzer s’appuie sur les
démonstrations logiques pour réaliser des vérifications de propriétés expri-
mées en AAL. Il est implémenté en Java et XSB Prolog.
Cet outil comporte deux modules, le module reifier et le module moteur
d’analyse. Le module reifier permet de réifier l’architecture décrite en pi-ADL
en faits Prolog, afin de pouvoir raisonner sur celle-ci et vérifier les propriétés.
Cette réification est faite suite à une analyse syntaxique suivie d’une analyse
sémantique de l’architecture décrite en pi-ADL. Des faits prolog sont alors
générés en fonction de la sémantique de chaque expression.
Le moteur d’analyse est un module qui prend en entrée un fichier conte-
nant la description architecturale en pi-ADL et un fichier contenant les pro-
priétés décrites en AAL. Les propriétées en AAL vont être analysées syntaxi-
quement et sémantiquement avant d’être transformées en prédicats prolog.
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Fig. 5.10: Le processus de vérification effectué par Analyser
Les prédicats Prolog vont raisonner sur les caractéristiques structurelles de
l’architecture ainsi que sur les caractéristiques comportementales. En effet,
le comportement de l’architecture va être traduit par des arbres reliés chacun
à son abstraction. La vérification des propriétés comportementales se fait en
parcourant ces arbres.
Le processus de vérification des architectures se fait donc selon deux
phases (cf. figure 5.10) :
– processus de réification de l’architecture,
– processus vérification.
L’outil Analyser va être utilisé par l’analyseur après la génération de
l’architecture et à chaque pas de raffinement, où l’outil va être évoqué pour
vérifier l’architecture.
L’outil Animator
L’outil Animator [APVO03], [PVA+05] anime des descriptions d’archi-
tectures écrites en pi-ADL, il est implémenté en Java et en XSB Prolog. Cet
outil, contrairement à l’analyseur, ne permet pas de vérification formelle. Il
s’agit en réalité de générer les traces d’exécution d’une architecture et de les
interpréter graphiquement. Ceci permet à l’architecte ou l’analyste de vali-
der le comportement de l’architecture.
Dans le cadre de notre approche l’animateur peut être utilisé après la
génération de l’architecture pour interpréter graphiquement les traces d’exé-
140
CHAPITRE 5. L’APPROCHE ARCHMDE
cution de l’architecture.
L’outil Refiner
L’outil Refiner [Meg04] se base sur le langage ARL pour construire (par
raffinement) une architecture, il est implémenté sous MAUDE [CDS+03]. Il
s’appuie sur les actions de raffinement pour générer, de façon formelle, une
nouvelle architecture.
Dans notre contexte, l’outil Refiner pourrait être utilisé par l’architecte
pour ajouter de nouveaux détails à l’architecture ou pour ajuster celle-ci afin
qu’elle respecte certaines propriétés. Cependant, dans le cadre d’ArchWare,
cet outil a été conçu pour être utilisé au niveau de l’architecture et n’est pas
adéquat pour prendre en compte la transformation de style.
L’outil Code Synthesizer
L’outil Code Synthesizer [BFDP05] s’appuie sur des règles de transfor-
mation pour générer la description d’une architecture dans un langage cible
(exécutable). Concrètement, cet outil permet de transformer du code écrit
en pi-ADL en n’importe quel langage cible pour peu que des règles de trans-
formation soient écrites.
De par les langages et les outils qu’il offre, l’environnement ArchWare est
bien adapté pour l’application de notre approche ArchMDE. Cet environne-
ment sera utilisé par les experts en métamodélisation afin de construire le
cadre de développement spécifique à un domaine. Cet environnement devrait
être transparent pour les autres développeurs. Dans la suite de ce chapitre,
nous expliquons comment utiliser les langages et les outils durant le processus
ArchMDE.
7 Formalisation du métamodèle du domaine
Nous avons formalisé avec le langage ASL le métamodèle du domaine
fournis dans la section 3.1, ce qui nous a permis de générer une syntaxe re-
lative à ces concepts, simplifiant ainsi leur application. Nous allons décrire
ci-dessous la formalisation de ces entités avec ArchWare ASL. Afin de sim-
plifier la compréhension, nous adoptons un exemple pédagogique décrivant
un client et un fournisseur exécutant un processus de commande.
7.1 dataEntity
Une dataEntity n’a aucun comportement mais se contente de décrire cer-
taines données du système. Les dataEntities peuvent être simples ou compo-
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Fig. 5.11: Le code ASL de dataEntity
sites. Pour les décrire, nous utilisons les types de base d’ArchWare ADL.
Une dataEntity est définie par son name, qui permet de la référencer. Elle
définit aussi les types des données qui la constituent(typeOfDataEntity). Ac-
cessoirement, une dataEntity peut aussi spécifier les valeurs par défaut qui
seront assignées lors de la création/instanciation de la donnée (defaultValue).
Nous donnons ci-dessous une description du constructeur relatif à dataEn-
tity exprimée en ArchWare ASL. A ce constructeur est associé une syntaxe
mixfix, qui définit un langage dédié que les spécialistes du domaine d’appli-
cation peuvent utiliser sans être experts du domaine. Le style correspondant
à dataEntity s’exprime de la manière suivante en ArchWare ASL 5.11
Quand il va décrire une dataEntity particulière, le développeur va la syn-
taxe introduite par le mixfix. Celle-ci permet d’introduire trois paramètres :
le nom attribué à celle-ci (variable $_name), le type qui permet de la dé-
crire (variable $_typeOfDataEntity) et optionnellement la valeur par dé-
faut qu’elle prend lors de l’instanciation (variable $_typeOfDataEntity). Par
exemple, dans le système que nous traitons, le fournisseur manipule l’attri-
but stock dans lequel est définie la valeur du stock. A l’initiation, celui-ci
contient 100 éléments. Ceci est décrit de la manière suivante, en utilisant la
notation mixfix fournie par le constructeur :
s tock i s dataEntity with { typeEnt ity : integer ;
d e f au l t value i s 100} ;
Comme nous le constatons, les mécanismes fournis par ASL sont faciles à
utiliser. Le constructeur permettra de créer un nouveau type dont le nom est
_name contenant son type et sa valeur de base. La notation mixfix facilite
l’application de ce type. En effet, l’utilisateur final n’aura pas à connaître
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Nous avons identifié plusieurs propriétés relatives aux dataEntity :
– propriétés sur les valeurs : cette classe de propriétés impose des contraintes
sur les valeurs assignées aux instances de dataEntity. Par exemple, la
valeur stock ne doit jamais dépasser la capacité maximale d’un dépôt.
Ceci peut s’exprimer en AAL de la manière suivante :
to s tock . In s tance s apply
{ stock . In s tance s . value <= depot . In s tance s . capac i ty }
L’expression de cette contrainte suppose bien sûr qu’un style dépôt
soit défini et que celui-ci contienne une valeur capacité.
– propriétés sur la visibilité : cette classe de propriétés permet de definir
le degré de visibilité de la dataEntity à partir d’une activeEntity/tas-
kEntity ou une structureEntity. Ces propriétés portent ainsi sur le lien
entre la dataEntity et les autres entités. En effet, une dataEntity peut
être visible (et donc accessible) à certaines entités et complètement
invisible à d’autres. Au niveau de AAL, nous avons créé un prédicat
isInvisible(dataEntity, Entity) qui permet de notifier qu’une instance
de dataEntity est invisible à l’autre. Un exemple d’utilisation de ce pré-
dicat est fourni dans la propriété suivante qui stipule qu’un fournisseur
n’a nullement accès au stock d’un client :
to c l i e n t . In s tance s apply
{ i s I n v i s i b l e ( s tock . in s tance s , f o u r n i s s e u r . In s tance s ) }
– propriétés sur la cardinalité : cette classe de propriétés permet de
contraindre le nombre d’instances crées pour une dataEntity. Par exemple,
la propriété suivante exprime qu’il peut y avoir entre une et cinq ins-
tances de clients dans une structureEntity appelée "clientsFournis-
seur".
to c l i e n t sFou r n i s s e u r . In s tance s . e lements apply {
exists ( [ 1 . . 5 ] x | x in s t y l e C l i en t )
7.2 taskEntity
Le concept taskEntity décrit les actions atomiques de base qui doivent
être réalisées au niveau du domaine. Celles-ci vont être par la suite regrou-
pées selon un certain ordonnancement pour décrire le comportement d’une
entité active (activeEntity). Une taskEntity décrit donc une partie du com-
portement. Cette décomposition nous permettra de faciliter l’intégration de
ces fragments du comportement au sein d’un processus. Par ailleurs, ceci
facilitera l’identification des tâches à assigner aux agents lors de la phase
"d’agentification".
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Une taskEntity peut recevoir des paramètres en entrée (_inputParameters-
OfTaskEntity) et produire des résultats en sortie(_outputOfTaskEntity) suite
à une opération effectuée (_operationOfTaskEntity). Les résultats en sortie
seront communiqués par des connexions libres. En effet, ArchWare ADL ne
permet pas de modéliser des fonctions qui vont directement communiquer
leur résultat. Cette entité est formalisée en ASL de la manière suivante :
taskEnt i ty i s con s t ruc to r (
_name : A l i a s ;
_inputParametersOfTaskEntity : set [ At t r ibute s ] ;
_operationOfTaskEntity : Express ion [ Behavior ] ;
_outputOfTaskEntity : set [Connection ] ) ;
{
type taskEnt i ty i s view [
name : _name ;
parametersOfTaskEntity : _parametersOfTaskEntity ;
behaviourOfTaskEntity : _operationOfTaskEntity ;
outputOfTaskEntity : _outputOfTaskEntity ]
}
}as $_name i s task with
{
[ input : { $_parametersOfTaskEntity ; } ]
operat i on : {$_operationOfTaskEntity ; }
[ output : {$ _outputOfTaskEntity } ]
}
Nous pouvons observer que le constructeur prend quatres paramètres : le
nom, la liste des paramètres en entrée, l’opération et la liste des paramètres
en sortie de la taskEntity. Ce constructeur sera dans notre cas utilisé en
utilisant la notation mixfix qui lui est associée. L’exemple suivant de l’utili-
sation du constructeur taskEntity représente un comportement qui consiste
à créer un bon de commande et l’envoyer. Ceci va s’exprimer de la manière
suivante :




_nomClient : String ;
_refProduit : Integer ;
_quantité : Integer ;
_dateDeLivraison : String}
operat i on : {
value operationPasserCommande i s behaviour
{value Commande i s
view (
numCommande i s _numCommande ;
nomClient i s _nomClient ;
r e fP rodu i t i s _refProduit ;
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quant i t é i s _quantité ;
dateDeLivra i son i s _dateDeLivraison )
)}
value passerCommande_connection i s f r e e connection (Commande ) ;
via passerCommande_connection send Commande ;
output : { passerCommande_connection : connection (Commande)}
}}
La liste de paramètres d’entrée de cette taskEntity contient un numéro
de commande (_numCommande), le nom du client(_nomClient), la réfé-
rence du produit (_refProduit), la quantité (_quantité) et une date de li-
vraison (_dateDeLivraison). Le comportement lié à cette opération consiste
à créer une instance d’une commande sous forme d’une vue en fonction des
paramètres qui ont été passés. Par la suite, cette commande est envoyée au
fournisseur via la connexion passerCommande_Connection. Cette connexion
est donnée dans liste de paramètres de sortie.
Contraintes et Analyse
Les contraintes relatives à taskEntity sont aussi variées. Nous présentons
quelques unes :
– la relation inclusion : cette relation est établie entre deux taskEntity 6
et signifie que tout comportement représentant l’instanciation de tas-
kEntity2 inclut un comportement représentant l’instanciation de tas-
kEntity1. Cette propriété peut s’exprimer comme suit :
i n c lude i s ana l y s i s {
kind AAL
input { taskEnt i ty1 : taskEnt ity ,
taskEnt i ty2 : taskEnt i ty }
output{Boolean}
body{
to taskEnt i ty2 . In s tance s apply {
exists { t1 : taskEnt i ty1 . i n s t ance | t rue ∗ . t1 . t rue ∗}
}
}}
Nous avons modélisé cette propriété par une analyse. En effet, il est
utile de vérifier cette propriété au niveau architectural pour savoir si
l’architecture analysée répond bien aux exigences du style.
6Ici par taskEntity nous faisons référence au style taskEntity. Une instance de ce style
peut etre construite en utilisant le constructeur qui porte le même nom et pour lequel
nous avons donnée une définition ASL auparavant.
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– succession directe : cette contrainte existe aussi entre deux taskEntity
et signifie qu’un comportement représentant l’instantitation de taskEn-
tity1 est immédiatement suivi par un autre comportement représentant
l’instanciation de taskEntity 2.
s u c c e s s i onD i r e c t e i s ana l y s i s {
kind AAL
input { taskEnt i ty1 : taskEnt ity ,
taskEnt i ty2 : taskEnt i ty }
output{Boolean}
body{
to s t y l e . In s t ance s apply{
f o ra l l { t1 : taskEnt i ty1 . In s tance s |
exists { t2 : taskEnt i ty2 . In s tance s




– succession indirecte : cette contrainte signifie qu’un comportement re-
présentant l’instanciation de taskEntity1 est indirectement suivi par
un autre comportement représentant l’instanciation de taskEntity2.
s u c c e s s i o n I n d i r e c t e i s ana l y s i s {
kind AAL
input { taskEnt i ty1 : taskEnt ity ,
taskEnt i ty2 : taskEnt i ty }
output{Boolean}
body{
to s t y l e . In s t ance s apply{
f o ra l l { t1 : taskEnt i ty1 . In s tance s |
exists { t2 : taskEnt i ty2 . In s tance s
| t rue ∗ . t1 . t rue ∗ . t2 . t rue ∗}
}
}
– choix conditionnel : cette contrainte peut être appliquée pour vérifier
que deux taskEntities sont mutuellement exclusives selon une condi-
tion C. Ceci s’exprime comme suit :
cho ixCond i t i onne l i s ana l y s i s {
kind AAL
input { taskEnt i ty1 : taskEnt ity ,
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to s t y l e . In s t ance s apply{
f o ra l l { t1 : taskEnt i ty1 . In s tance s |
exists { t2 : taskEnt i ty2 . In s tance s
| exists {c : boolean
| t rue ∗ . ( ( c== true ) . t1 )
or






– choix indéterministe : cette contrainte vérifie que deux taskEntity sont
mutuellement exclusives sans qu’une condition ne soit fixée. Ceci est
exprimé comme suit :
cho i x Indé t e rm in i s t e i s ana l y s i s {
kind AAL
input { taskEnt i ty1 : taskEnt ity ,
taskEnt i ty2 : taskEnt i ty }
output{Boolean}
body{
to s t y l e . i n s t ance apply{
f o ra l l { t1 : taskEnt i ty1 . In s tance s |
t1 . {not ( exists { t2 : taskEnt i ty2 . In s tance s
| t rue ∗ . t2 })}
or
fora l l { t2 : taskEnt i ty2 . In s tance s |
t2 . {not ( exists { t1 : taskEnt i ty1 . In s tance s
| t rue ∗ . t1 })}
}
}}
– parallélisme : cette contrainte vérifie si deux taskEntity sont mises en
parallèle. Elle s’exprime de la manière suivante :
pa r a l l é l i sm e i s ana l y s i s {
kind AAL
input { taskEnt i ty1 : taskEnt ity ,
taskEnt i ty2 : taskEnt i ty }
output{Boolean}
body{
to s t y l e . i n s t anc e apply{
f o ra l l { t1 : taskEnt i ty1 . In s tance s |
exists { t2 : taskEnt i ty2 . In s tance s |
t rue ∗ . compose{
( t rue ∗ . t1 . t rue ∗)
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and




Les activeEntities décrivent les acteurs du système responsables de l’exé-
cution d’une ou plusieurs tâches selon un processus bien défini. Ce processus
contient au moins une ou plusieurs taskEntities. Les activesEntities peuvent
aussi contenir quelques attributs permettant par exemple, de passer les pa-
ramètres aux taskEntities qu’ils vont activer. Ainsi, les activeEntities sont
formalisées de la manière suivante :
ac t i v eEnt i t y i s con s t ruc to r (
_name : A l i a s ;
_at t r ibute s : set [ At t r ibute s ]
_process : Express ion [ taskEnt i ty ] ) ;
{
type ac t i v eEnt i t y i s view [
name : _name ;
a t t r i bu t e sOfAct i v eEnt i ty : _at t r ibute s ;
proces sOfAct iveEnt i ty : _process ]
}
}as $_name i s ac t i v eEnt i t y with
{
a t t r i b u t e s : { $_att r ibute s ; }
p roce s s : {$_process ; }
}
Nous continuons notre exemple du client qui va passer une commande
à un fournisseur. A la suite de cette commande, le client attend la réponse
du fournisseur qui va accepter ou pas de traiter la commande. Cette entité
active va avoir un processus séquentiel qui consiste à passer une commande
au fournisseur, celui-ci va ensuite attendre la réponse du fournisseur. Si la
réponse est positive, le client va recevoir la livraison de la commande et pro-
céder par la suite au paiement. Si la réponse est négative, nous supposons
que le processus va s’arrêter. Le processus décrit donc l’ordre d’instanciation
des taskEntities. Pour traduire cette relation entre les taskEntities et les ac-
tiveEntities, nous utiliserons l’opérateur new proposé dans le langage ASL
[Ley04]. La structure syntaxique de cet opérateur est la suivante :
new nom_meta−e n t i t é [ named nom_entite ]
[ i n i t i a l i s e d with {parameters } ]
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Notons que nom_entite est optionnel. Voici maintenant la description
du client en ASL :
Cl i en t i s ac t i v eEnt i t y with
{
a t t r i b u t e s : {
numCommande i s String de f au l t value i s "num0001" ;
nomClient i s String de f au l t value i s "Cl i ent1 " ;
r e fP rodu i t i s String de f au l t value i s " r e f 001 " ;
quant i t é i s I n t e r g e r d e f au l t value i s 100 ;
dateDeLivra i son i s String de f au l t value i s "11 dec2007" ; }
p roce s s :
{
new passerCommande with
{parameters : set (numCommande ; nomClient ; r e fP rodu i t ;





behavior i s {







Une activeEntity va en premier lieu respecter les contraintes décrites par
les taskEntity et les dataEntity. D’autres contraintes peuvent être décrites à
ce niveau :
– communicationForbidden : cette contrainte impose que deux activeEn-
tities ne doivent pas directement communiquer ensemble. Ceci veut
dire que les activeEntities en question n’ont aucune unification de
connexions.
– communicationPrescribed : cette contrainte impose que deux ou plu-
sieurs activeEntities doivent communiquer ensemble. Au contraire de
communicationForbidden, ces activeEntities doivent unifier leurs connexions.
7.4 structureEntity
La structureEntity peut être considérée comme l’élément composite au-
quel appartient différentes activeEntities, taskEntities et dataEntities. Dans
notre exemple, il s’agit du système regroupant les deux entités client-fournisseur.
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Ce système va représenter un maillon d’une supply chain. Cette structure
est responsable de l’instanciation des deux entités actives. Au sein de cette
structure, les entités actives tournent en parallèle. L’entité structurelle est
responsable de la synchronisation des entités actives si celles-ci doivent com-
muniquer. Rappelons que les langages ArchWare synchronisent les proces-
sus en unifiant les connexions sur lesquelles elles sont sensées communiquer.
Ainsi, structureEntity contient deux éléments :
– l’ensemble des entités actives lui appartenant ;
– leur configuration qui consiste à l’unification de leurs connexions libres.
La formalisation de structureEntity est décrite ci-dessous :
s t ru c tu r eEnt i t y i s con s t ruc to r
(_name : A l i a s ;
_act iveEnt ie s : set [ Act iveEnt i ty ]
_conf igurat ion : set [ view [ c1 : connection [Any] ,
c2 : connection [Any ] ] ) ;
{
type s t ru c tu r eEnt i t y i s abstraction [ ] ;
{
value _Name i s abstraction ( )
{ project _act iveEnt ie s as n and s e tAct iveEnt i ty ;
iterate sequence ( 1 . . n ) by i :Natural ;
from value composingElements i s behaviour ( )
accumulate
{ compose s e tAct iveEnt i ty : : i
and
composingElements }
where {_conf igurat ion : : c1 : : i unif ies
_conf igurat ion : : c2 : : i ; }
}as $_name i s s t ru c tu r eEnt i t y with
{
a c t i v eEn t i t i e s : { $_act iveEnt ie s }
c on f i gu r a t i on : {$ _conf igurat ion }
}
En utilisant notre système de client fournisseur sera modélisé comme
suit :
c l i e n tFou rn i s s e u r i s s t ru c tu r eEnt i t y with
{
a c t i v eEn t i t i e s : {new c l i e n t ; new f ou r n i s s e u r }
c on f i gu r a t i on : { set (
view ( c l i e n t : : passerCommande_connection ;
f o u r n i s s e u r : : recevoirCommande_connection ) ;
view ( c l i e n t : : r e c evo i rNo t i f i c a t i on_conne c t i on ;
f o u r n i s s e u r : : notif ierCommande_connection ) ;
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. . . )}
}
Contraintes et Analyse
A ce niveau, les contraintes décrites au niveau des dataEntities, taskEn-
tities et activeEntities doivent toutes être respectées. Il faut aussi vérifier
que la vivacité et la sureté du système sont garanties. Il est nécessaire aussi
que ce système ne contient pas d’interblocage. L’absence d’ interblocage peut
être vérifiée de la manière suivante :
– toutes les connexions sont unifiées (c’est-à-dire que chaque entité com-
muniquante a un interlocuteur),
– les connexions unifiées transportent le même type de données,
– à une action d’envoi correspond une action de récéption.
8 Le métamodèle orienté agent
Ce métamodèle introduit les différents mécanismes appliqués au niveau
des systèmes multi-agents indépendemment des domaines qu’ils sont en train
de traiter. Nous avons vu au cours du chapitre 3 que plusieurs métamodèles
sont proposés par les méthodologies et que plusieurs sémantiques peuvent
correspondre à ces concepts. Nous ne pouvons à ce jour, affirmer qu’un tel
métamodèle est meilleur qu’un autre. D’ailleurs, ceci ne constitue pas l’objet
de nos travaux. Ainsi, il est important de donner une certaine flexibilité dans
la construction du métamodèle orienté agent [AHO06]. Cette flexibilité im-
plique qu’un expert de système multi-agents peut proposer une bibliothèque
de styles décrivant différents concepts orientés agent, que l’architecte peut
utiliser à sa guise lors du processus d’agentification.
La description des concepts ainsi que leurs relations se fait aussi en uti-
lisant le langage ArchWare ASL qui permet de définir les constituants d’un
concept, ses mécanismes de fonctionnement, sa manière de le construire
(c’est-à-dire la manière de créer une architecture à partir d’un style), ses
contraintes ainsi que ses analyses qui représentent les propriétés qu’une ar-
chitecture doit respecter. Par ailleurs, nous avons vu que le style nous per-
mettra de définir une syntaxe spécifique au domaine multi-agent qui peut
facilement être utilisable par un non spécialiste ArchWare.
Il nous serait impossible d’énumérer tous les concepts orientés agent et de
les formaliser avec le langage ArchWare ASL. Nous avons donné un exemple
de métamodèle orienté agent dans la section 3.1. Au cours de cette section,
nous allons formaliser une partie de ce métamodèle illustrant un agent réac-
tif. Nous avons choisi ce type d’agent pour des raisons pédagogiques, étant
donné que c’est le type d’agent le plus simple à mettre en œuvre. Une vue
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Fig. 5.12: Métamodèle d’Agent Réactif
plus détaillée sur l’agent réactif est décrite dans la figure 5.12.
Un agent réactif est composé de capteurs et d’effecteurs. Les capteurs
contiennent des actions de perception permettant de percevoir les évènements
survenus dans l’environnement (et plus particulièrement sur les ressources de
l’environnement). Les effecteurs contiennent des actions proactives permet-
tant de changer l’état de l’environnement. Les capteurs et les effecteurs sont
liés au moteur interne de l’agent qui permet d’associer une action de percep-
tion à une action proactive.
A la suite de cette section, nous allons présenter comment le style d’un
agent réactif est formalisé. Par la suite, nous présenterons la manière d’as-
socier une syntaxe à un style architectural.
8.1 Formalisation du style agent réactif
Pour représenter le style de l’agent réactif tel qu’il est décrit dans la fi-
gure 5.12, nous profitons des mécanismes d’aggrégation fournis par le langage
ASL qui nous permet de facilement décrire la structure d’un agent réactif :
agentReac t i f i s s t y l e
{
capteur i s s t y l e { . . . }
moteur i s s t y l e { . . . }
e f f e c t e u r i s s t y l e { . . . }
}
Ce style peut décrire différentes sortes d’architectures d’agent réactif.
Ainsi, une architecture peut limiter le nombre de capteurs utilisés à un seul
capteur percevant un seul évènement ou au contraire à plusieurs capteurs
percevant plusieurs sortes d’évènements. De même un effecteur peut agir sur
une ou plusieurs ressources de l’environnement. Dans ASL, un style peut
définir des constructeurs. Le constructeur introduit les mécanismes de fonc-
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tionnement d’un concept. Concrètement, il définit le comportement qui sera
généré au niveau de l’architecture. Par exemple, le constructeur suivant va
prendre en paramètres les capteurs, moteurs, effecteurs et configuration. Il
va composer (c’est-à-dire mettre en parallèle) ces différents éléments, ensuite
configurer leurs liens en appliquant bindings.
Un constructeur d’un agent réactif contenant un capteur, un moteur et
un effecteur va être décrit de la manière suivante :
react iveAgent i s con s t ruc to r
( _ID : Al ias ,
captor : captor . In s tance
eng ine : eng ine . Ins tance
e f f e c t o r : e f f e c t o r . In s tance
binding : set [ tuple [ Express ion [Connection ] ,
Express ion [Connection ] ] ] )
{




eng ine ( )
and
e f f e c t o r ( )
} where{
iterate b ind ings by i : Natural do
project b ind ings : : i as c1 , c2 do




A l’application de ce style (en utilisant l’outil ASL TOOLKIT), une abs-
traction va être générée dont le comportement consiste à mettre en parallèle
le capteur, le moteur et l’effecteur. Ces différents éléments sont eux-mêmes
décrits par des styles ayant des constructeurs permettant ainsi de décrire le
comportement de chaque entité.
8.2 Définition d’une syntaxe
Afin de faciliter la tâche de l’architecte durant le processus d’agentifica-
tion, le styliste peut fournir une syntaxe liée à un constructeur. Cette syntaxe
va faciliter l’utilisation du style par un utilisateur lambda. Voici un exemple
de syntaxe pour un agent réactif :
$_ID i s react iveAgent with {
captor s {$ captor s }
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eng ine {$ engine }
e f f e c t o r s {$ e f f e c t o r }
b ind ings {$ binding }
}
Quand il va utiliser cette syntaxe, l’architecte déclare un agent réactif
en définissant son identifiant, sa liste de capteurs, sa liste d’effecteurs, son
moteur et sa configuration que nous avons nommée ici bindings. Cette confi-
guration permet de décrire le lien qui existe entre les actions de perception et
les actions proactives. Au niveau de ASL, ce lien va être décrit par une syn-
chronisation des connexions internes partagées d’une part entre les actions
de perception contenues dans les capteurs et le moteur interne de l’agent
et d’autre part entre le moteur et les actions proactives contenues dans les
effecteurs. Rappelons que la synchronisation dans ArchWare ADL se fait en
unifiant les connexions sur lesquelles la communication entre deux entités
va s’effectuer. Bindings est donc un ensemble qui contient des tuples7 de
connexions allant être unifiées.
8.3 Propriétés d’un agent réactif
Nous pouvons définir plusieurs propriétés au niveau de l’agent réactif.
Ces propriétés peuvent concerner la configuration de l’agent. Ainsi, l’agent
réactif doit posséder au moins un capteur et un effecteur. Ceci est décrit
comme suit :
Captor_and_effector_instances i s c on s t r a i n t {
to react iveAgent . In s tance s apply{
exists {c | c i s captor . In s tance s }
and
exists {e | e i s e f f e c t o r . In s tance s }
}
Les seules connexions libres d’un agent réactif doivent appartenir soit à
un capteur soit à un effecteur mais jamais au moteur de l’agent, étant donné
que celui-ci ne peut communiquer avec l’extérieur qu’à travers son capteur
ou son effecteur. Cette propriété va être exprimée comme suit :
Reactive_agent_connections i s c on s t r a i n t {
to react iveAgent . In s tance apply{
f o ra l l { c : f r e e connection [Any ] |
( c i s I n captor . In s tance s )
or
( c i s I n e f f e c t o r . In s tance s )}
}
}}
7un tuple est un type composé fourni par archWare ADL et qui permet de regrouper
plusieurs valeurs (voir annexe A)
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Après la spécification des styles du domaine et du style orienté agent,
il s’agit maintenant de spécifier les règles de transformation qui vont nous
permettre d’agentifier le domaine. Ceci est décrit dans la section suivante.
9 Le processus d’agentification
Au cours de ce processus, les styles définis dans le métamodèle du do-
maine et ceux définis dans le métamodèle orienté agent vont être combinés
afin d’obtenir un style du domaine agentifié. Ce style va permettre de définir
la syntaxe relative à la conception d’un domaine agentifié. C’est en utilisant
ce style que le concepteur va générer l’architecture de son système. Le résul-
tat de cette combinaison doit conserver les propriétés des deux précédents
métamodèles. Pour expliquer notre démarche, nous nous appuyons sur les
deux métamodèles définis dans les sections 7 et 8.
Nous avons spécifié dans le tableau 3.1 de ce chapitre quelques exemples
de tissage entre les entités du métamodèle du domaine et les entités du
métamodèle agent. Au cours de cette section, nous allons formaliser quelques
règles de tissage en employant le langage ArchWare ARL. Cependant, avant
d’utiliser ce langage des extensions sont nécessaires dans la mesure où ce
langage permet uniquement le raffinement des expressions architecturales au
niveau M1. De plus, celui-ci est basé sur un style composant/connecteur.
9.1 Extension du langage ARL
Afin d’avoir la possibilité d’utiliser le langage ARL dans notre contexte,
deux possibités s’offrent à nous dans ce cas :
– utiliser le langage tel qu’il est, ce qui nous obligera à exprimer nos
entités avec le style composant/connecteur,
– étendre le langage ARL afin de prendre en compte la syntaxe exprimée
au niveau du métamodèle du domaine et du métamodèle orienté agent.
Nous pensons que la première méthode alourdira le processus d’agen-
tification, dans la mesure où cela obligera l’architecte à bien connaître le
fonctionnement du style composant/connecteur. Nous avons ainsi opté pour
la deuxième solution qui consiste à étendre le langage ARL pour prendre en
compte les nouvelles syntaxes. Cette solution est tout à fait faisable dans la
mesure où les règles de transformation sont basées sur des opérateurs géné-
riques qui peuvent s’appliquer à toutes les entités structurelles. Ces opéra-
teurs sont :
– becomes : pour modifier une entité
– includes : pour introduire une nouvelle entité (exprimée avec une syn-
taxe spécifique
– excludes : pour supprimer un élément
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Sur la base de ces éléments nous modifions la BNF du langage comme
suit :
ar ch e t yp eDe f i n i t i on : := ar chetype i d e n t i f i e r i s {
. . .
[ s ty leExp r e s s i on ]
}
r e fAc t i on : := . . .
| S ty l eAct i on
Sty l eAct i on : := includes sty leExp r e s s i on
| excludes sty leExp r e s s i on
| becomes styleExp r e s s i on
Dans ce qui suit, nous allons utiliser cette extension du langage pour
tisser les styles du domaine et les styles orientés agent.
9.2 Le tissage des métamodèles
Le choix du concept orienté agent qui va représenter l’entité du système se
fait en fonction des propriétés qui ont été définies sur celles-ci. Par exemple,
une dataEntity va être considérée comme une ressource de l’environnement
de l’agent si elle est accessible par plusieurs activeEntity alors qu’elle va être
considérée comme un état mental ou un attribut d’agent si elle est utilisée
par une seule activeEntity. Ainsi pour transformer une dataEntity en res-
source de l’environnement, la précondition suivante doit être vérifiée :
to data : dataEntity . In s tance s apply
{ f o ra l l { a : a c t i v eEnt i t y |
iterate a by i : Natural do
{ i f i s V i s i b l e ( data , a : : i ) do
a : : i includes ac t i v eEnt i t ySe t }
and
ac t i v eEnt i t ySe t . s i z e > 1
}
Cette propriété parcourt les entités actives du système. Si celles-ci ac-
cèdent à la donnée considérée, elles sont incluses dans l’ensemble activeEnti-
tySet. Si la taille de cet ensemble est strictement supérieure à 1, dataEntity
peut être transformée en une ressource dans l’environnement grâce à l’opé-
ration suivante :
domainMetamo de l : : da t a includes agentifiedMM : : Envi ronment
Une taskEntity peut être exécutée par une seule entité active. Si l’entité
active est représentée par un agent, celui-ci va intégrer l’entité active au
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Fig. 5.13: Agentification d’une activeEntity en agentReactif
niveau de ses actions. Par ailleurs si la taskEntity est exécutée par plusieurs
entités actives, celle-ci va intégrer une entité rôle.
Combinaison des syntaxes
Un métamodèle d’un domaine agentifié permettra de générer une syntaxe
(qui pourrait être utilisée comme un DSL(Domain specific Language)) qui
aidera à concevoir un domaine d’application selon les concepts agent. En uti-
lisant ArchWare, cela reviendrait à combiner les notations mixfix spécifiées
au niveau des styles contenus dans les deux métamodèles. Une combinaison
de la syntaxe peut se faire en utilisant le langage ARL.
La figure 5.13 illustre l’agentification dune entité active. Ainsi, d’après ce
patron de transformation, le flux d’entrée d’une entité active devient un flux
d’ évènements que les capteurs d’un agent réactif va intercepter. Le compor-
tement de l’entitéActive qui permet d’interpréter ces évènements sera inclue
dans le moteur de l’agent. Enfin, les flux en sortie seront envoyés par les
effecteurs.
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La règle de raffinement de cette figure fournit un patron d’agentification
qui pourrait être utilisé par l’architecte. Un nouveau style décrivant l’entité
formalisée sera généré à la suite de cette action. Le nouveau style conservera
les propriétés définies dans le métamodèle du domaine mais aussi dans le
métamodèle orienté agent.
Cependant, pour le moment cette opération bien que formalisée, sera
effectuée manuellement par l’architecte. En effet, les outils implémentés dans
le cadre du projet ArchWare (en particulier l’outil Refiner) ne permettent
pas de prendre en compte le raffinement des styles. Nous soulèverons ce point
dans les perspectives de cette thèse. Par ailleurs, notons que la formalisation
de cette règle "d’agentification", permet de conserver le savoir-faire.
10 Génération de l’architecture
Les outils fournis par ArchWare peuvent assister les utilisateurs lors de
l’application de la démarche ArchMDE. Nous supposons à partir de ce point
que les experts de métamodélisation ont fourni les métamodèles du domaine,
et le métamodèle orienté agent. Le concepteur suite au processus d’agenti-
fication veut générer son architecture. Cette tâche se fait en utilisant ASL
TOOLKIT (c.f. section 6). Cet outil prend en entrée une expression en ASL
et génère l’architecture en ADL selon le processus décrit dans la figure 5.14.
Pour illustrer la génération de l’architecture, reprenons l’exemple de
l’agent réactif représentant un service d’approvisionnement. Celui-ci reçoit
un besoin et lance une commande. Le capteur de cet agent va recevoir un
évènement indiquant qu’il y a besoin de se réapprovisionner. Dans la figure
5.15 nous nous concentrons sur le style du capteur. La première case contient
la syntaxe qui va être utilisée par le concepteur. Cette syntaxe est produite
suite au processus d’agentification. Selon le mécanisme du langage ASL, cette
syntaxe renvoie à un constructeur de style, lequel décrit la manière dont l’ar-
chitecture doit être décrite. Le compilateur de ASL Toolkit va interpréster
le constructeur et générer l’architecture ADL correspondante.
11 Validation des propriétés
La validation des propriétés est effectuée suite à la génération de l’ar-
chitecture. En effet, il n’existe pas encore d’outil supportant la validation
des propriétés au niveau du style architectural. Les propriétés qui sont ex-
primées au niveau du style du domaine agentifié, sont regroupées dans un
fichier ".aal". L’outil Analyzer prend en entrée ce fichier avec celui qui est
généré par l’outil ASL TOOLKIT et lance le processus de vérification des
propriétés (c.f. figure 5.16).
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Fig. 5.14: Processus de génération d’architecture
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Fig. 5.15: Génération d’un capteur dans un agent réactif
fichier.adl correspond au fichier contenant la description architecturale
générée par l’outil ASL TOOLKIT. Ce fichier va d’abord être compilé ensuite
analysé sémantiquement. Suite à cette analyse, l’architecture est réifiée sous
forme d’arbre sémantique représenté par des prédicats Prolog. Cet arbre va
être par la suite parcouru pour vérifier les propriétés fournies dans fichier-
Prop.aal. Celles-ci vont être aussi compilées afin de vérifier qu’elles respectent
la syntaxe du langage AAL. Par la suite, les prédicats Prolog correspondant
vont être activés afin de parcourir l’arbre de l’architecture. La figure 5.17
montre une capture d’écran de l’Analyseur. Dans cet exemple, nous vérifions
que l’architecture du capteur décrit un comportement cyclique, ce qui revient
à vérifier que dans cette architecture l’abstraction est récursive.
Nous donnons un autre exemple où nous vérifions cette fois-ci, si cette
architecture contient un interblocage. Pour vérifier l’interblocage, plusieurs
conditions doivent être validées :
– toutes les connexions déclarées et utilisées dans l’architecture doivent
être unifiées,
– à chaque action d’envoi correspond une action de réception,
– les connexions unifiées transportent le même type de données.
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Fig. 5.16: Vérification des propriétés
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Fig. 5.17: Vérification de l’interblocage
Si nous prenons le capteur comme élément à part, cette propriétés ne va
pas être respectée comme l’indique la figure 5.17. En effet, les connexions
utilisées dans le capteur, ne sont pas encore unifiées. Cette situation va être
réparée quand le capteur sera intégré dans l’agent (où sa connexion interne
sera unifiée avec le moteur de l’agent) et que l’agent sera intégré dans le
groupe d’agent correspondant (où la connexion externe de l’agent sera unifiée
avec l’élément qui va envoyer l’évènement à l’agent).
12 Génération du code
Cet outil permet de générer un fichier XML interprétable à partir du-
quel des règles de génération du code peuvent être appliquées. Pour ce faire,
le générateur de code s’appuie sur des règles de transformation « Langage
ArchWare ADL - Langage cible » pour générer le fichier XML. Nous n’avons
pu tester cet outil, étant donné qu’il était implanté par notre partenaire
(University of St Andrews) et qu’il n’était pas en notre possession. Nous
fournissons cepedant dans le tableau 12 les règles de mapping qui ont été
utiliseés pour générer du code Java à partir d’une spécification en pi-ADL
[BFDP05].
13 Conclusion
Dans ce chapitre, nous avons présenté notre approche ArchMDE qui est
basée sur un processus de développement en double Y. L’utilisation de l’ap-
proche ArchMDE se situe à deux niveaux. Le premier niveau concerne la
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ADL JAVA
file_identifier.adl file_identifier.java
value identifier is abs-
traction(...) ;
public class file_identifier extends
ProcessCreator
public static void main(String[]
args)
new file_identifier() ;





value identifier is free
connection( ... ) ;
via identifier send ... ;
WfVertexDef identifier = setAc-




value identifier is free
connection( ... ) ;
via identifier send ... ;
via identifier receive ... ;




0, null ) ;
Tab. 5.2: Mapping entre architecture en pi-ADL et code Java
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construction du cadre de développement qui va être utilisé par les dévelop-
peurs des applications multi-agents. Ce niveau est réalisé par des experts en
métamodélisation. A ce niveau, durant la phase d’analyse, les méta-entités
permettant de décrire le domaine doivent être formalisées et leurs proprié-
tés exprimées indépendemment des concepts orientés agent. Durant la phase
de conception, le métamodèle orienté agent est formalisé et les différentes
propriétés auxquelles obéissent les concepts orientés agent exprimées. Par la
suite, les règles de transformation sont exprimées afin de tisser les concepts
du domaine aux concepts orientés agent.
Le deuxième niveau d’utilisation de ArchMDE concerne les développeurs
des applications qui ne sont pas experts en métamodélisation. Ceux-ci vont
utiliser le métamodèle du domaine pour spécifier le domaine d’application.
Par la suite ils utilisent les règles de transformation fournies par le cadre de
développement afin d’agentifier leur domaine. A la fin du processus d’agen-
tification, nous obtenons une architecture abstraite du système que l’utilisa-
teur va pouvoir configurer pour générer son architecture concrète. L’archi-
tecture du système doit respecter aussi bien les propriétés du domaine que
les propriétés des concepts orientés agent.
La phase d’implémentation traite le mapping entre les plates-formes d’im-
plémentation et l’architecture du système. Il s’agit durant cette phase d’énu-
mérer les entités de la plate-forme et d’étudier leurs propriétés. Par la suite,
des règles de mapping doivent être explicitées afin de générer automatique-
ment le code.
Afin de construire la cadre de développement basé sur l’approche ArchMDE,
nous avons choisi d’utiliser l’environnement ArchWare. En utilisant le lan-
gage de style de ArchWare nous avons introduit un métamodèle de domaine
basé sur quatre entités :
– dataEntity : qui représente les données
– taskEntity : qui représente des comportements atomiques devant être
réalisés dans le système
– activeEntity : qui représente les entités actives du système
– structureEntity : qui représente les entité structurelles regroupant dif-
férentes données et différentes entités actives du système
Le langage de style ASL offre un mécanisme de mixfix qui permet de
définir des DSL pouvant être utilisés par des personnes non spécialistes des
langages ArchWare. Lors du processus d’agentification ces syntaxes vont être
mixées avec celles qui ont été spécifiées pour les concepts orientés agent. Les
règles de transformation du processus d’agentification sont exprimées en uti-
lisant le langage ARL qui a été étendu afin de permettre le tissage des styles.
A partir de la syntaxe représentant le mix des deux syntaxes l’architec-
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ture concrète va être générée en utilisant l’outil ASL TOOLKIT. Après la
génération de l’architecture, les propriétés peuvent être vérifiées en utilisant
l’outil Analyser. Dans le prochain chapitre, nous validons l’application de
notre approche ArchMDE dans le cadre d’une agentification d’un système
de production.
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Chapitre 6
Validation de l’approche ArchMDE -
Agentification d’un système de
production
CHAPITRE 6. VALIDATION DE L’APPROCHE ARCHMDE -
AGENTIFICATION D’UN SYSTÈME DE PRODUCTION
1 Présentation du projet
Nous avons appliqué notre approche dans le cadre d’un projet BQR re-
groupant différents membres du laboratoire LISTIC travaillant sur des thé-
matiques différentes [HHP+07]. Ce projet concerne l’étude d’une nouvelle
approche pour la modélisation, la simulation et le pilotage des systèmes de
production (notés SdP). Nous avons appliqué dans ce projet l’approche orien-
tée agent afin de procurer plus de flexibilité aux plates-formes de simulation
actuelles [Bak96], [Ber00], [Hab01]. En effet, pour faire face aux changements
brusques de leurs environnements et de la demande des clients, les entreprises
manufacturières doivent piloter avec beaucoup d’agilité leur outil de produc-
tion. Or, les SdPs tels qu’ils sont simulés actuellement se concentrent au
niveau du flux physique en précisant le processus de fabrication et les spéci-
ficités des machines utilisées pour la réalisation des opérations. Cela a pour
conséquence de rendre difficile la simulation car il est nécessaire pour l’utili-
sateur de trouver après plusieurs essais les bons réglages pour obtenir un ré-
sultat acceptable (nombre des machines, caractéristiques des machines, taille
des lots, capacité des stocks, etc.). Il apparaît clairement que la simulation
des SdPs manque d’automatisation et qu’il serait préférable de laisser le sys-
tème évoluer de lui-même pour aboutir à une solution par émergence. Dans
ce contexte, l’utilisation de l’approche orientée agent est bien appropriée. En
effet, l’utilisation des systèmes multi-agents permettra au simulateur de faire
évoluer la configuration du système de production en prenant en compte les
changements survenus dans son environnement.
Au cours de ce projet, nous nous sommes basés sur des concepts utilisés
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par l’équipe Simulation avec laquelle nous avons collaboré. Il a été question
dans ce projet de concevoir ces concepts selon l’approche orientée agent afin
d’apporter plus de flexibilité dans leur utilisation. Le but étant de créer un
simulateur qui satisfasse des besoins de plusieurs ordres :
– créer un cadre logiciel modulaire et évolutif : le simulateur est conçu
de manière à pouvoir être utilisé dans de nombreux cas, tout en ne
nécessitant que des modifications mineures.
– créer un outil puissant pour le théoricien en lui facilitant la compré-
hension des phénomènes complexes. En effet, le programme permet
par une simple modification, via une interface graphique, de tester de
nombreuses hypothèses et, ainsi, de comprendre les influences des pa-
ramètres.
– permettre une analyse complète et détaillée : des fichiers comprenant
les informations sur l’état des agents, les échanges réalisés, etc. Ces in-
formations sont générées par le simulateur afin de permettre une étude
ultérieure.
Pour développer ce simulateur, nous avons appliqué notre démarche basée
sur l’approche ArchMDE. Dans ce contexte, nous avons utilisé le métamodèle
du domaine que nous avons fourni dans le chapitre précédent (cf. section 7).
Par la suite, nous avons appliqué des règles d’agentification afin de générer
un style de systèmes de production agentifiés. Nous voulons focaliser sur ce
point au cours de ce chapitre.
Ainsi, dans la section 2 de ce chapitre, nous décrivons de manière plus dé-
taillée les systèmes de production. Par la suite, nous présentons les concepts
du domaine que nous formalisons en utilisant l’environnement ArchWare
(section 3). Nous expliquons ensuite l’agentification des concepts SdP (sec-
tion 4).
2 Les systèmes de production
Un SdP peut être défini comme étant une association dynamique de trois
parties :
– la première partie constituée par un flux de matières ou d’entités à
transformer ou à assembler et qui représentent généralement matières
premières, composants, produits en cours, pièces de rechange et pro-
duits finis. Le flux formé par ces éléments peut se trouver sous diffé-
rentes formes : des pièces unitaires, des groupements temporaires, des
produits assemblés, des lots, des séries, etc.
– la deuxième partie physique qui représente l’ensemble des moyens né-
cessaires à la réalisation des opérations sur le flux de matière. Elle
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Fig. 6.1: Modèle de Système de Production
comprend les machines, les espaces de stockage, les moyens de trans-
fert, les robots, les manipulateurs, etc.
– la partie contrôle ou pilotage qui représente la partie intelligente du
système c’est-à-dire les systèmes de commande, les systèmes de su-
pervision, les acteurs humains (opérateurs, responsables, gestionnaires,
etc.). La partie pilotage associe des points d’acquisition et de collecte de
l’information, des processus décisionnels (analyse, traitement de l’infor-
mation et évaluation pour générer des décisions) et des actions (points
de transfert des ordres ou des actions de la partie pilotage à la partie
physique).
Ces trois parties sont illustrées dans la figure 6.1. Dans cette figure la
partie physique reçoit des données à partir de la partie flux. La partie pilotage
agit aussi bien sur la partie physique que la partie flux qui lui transmettent les
informations nécessaires. A partir de ce modèle générique, plusieurs concepts
ont été identifiés. Nous décrivons ces concepts dans la section suivante.
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3 Métamodélisation d’un SdP
Une analyse plus approfondie des trois parties constituant un SdP a per-
mis de constater que les éléments du système peuvent être divisés en trois
types structurellement et fonctionnellement différents. Il s’agit de :
– l’Entité Circulante (EC),
– le Système de Transformation du Produit (STP),
– le Centre de Pilotage (CP).
Pour chacune de ces entités, nous décrivons leurs rôles dans le système
ainsi que la manière dont elles ont été formalisées en utilisant l’environnement
ArchWare.
3.1 L’Entité Circulante (EC)
Le Rôle de l’EC
L’EC est un concept générique modélisant le flux du produit. Il possède
une trajectoire définie a priori, il est passif vis-à-vis de lui-même mais il
active les STPs et les CPs à son passage et déclenche leurs comportements.
Formalisation du métamodèle de l’EC
Nous considérons l’EC comme une dataEntity. En effet, bien que ce
concept représente le fait que ce soit une entité qui "circule" dans le SdP,
elle n’a pour autant pas d’actions à exécuter. Ce sont les éléments du SdP
chargés de sa transformation qui auront un rôle actif sur celle-ci. L’EC sert
donc à regrouper les informations concernant le flux de production. Les in-
formations principales qui sont contenues dans l’EC sont les suivantes :
– un identifiant unique,
– le processus : qui est un ensemble d’opérations devant être effectuées
sur l’EC. Les opérations sont décrites par l’identifiant du poste qui va
les exécuter et le temps opératoire.
En se basant sur ces informations, nous formalisons l’entité EC de la
manière suivante :
EC i s dataEntity with {
type i s {
view [ ID : A l i a s ;
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Fig. 6.2: Les trois fonctions fondamentales d’un STP
3.2 Le Système de Transformation du Produit (STP)
Le Rôle du STP
Le STP est un concept générique possédant toutes les caractéristiques
structurelles et fonctionnelles d’une ressource de production. Le STP exécute
trois opérations (cf. figure 6.2) :
– réception : obtention d’une ou plusieurs ECs à transformer,
– transformation : occupation du STP et blocage de l’EC pendant le
temps de transformation,
– fourniture : libération du STP et fourniture de l’EC transformée à un
autre STP consécutif.
Le STP est une structure récursive qui est principalement utilisé pour
décrire une ressource de production ajoutant de la valeur au produit en cours
de fabrication. Toutefois, le concept de STP peut aussi représenter d’autres
ressources de production telles que : les stocks et les moyens de transfert. En
effet, ceux-ci sont interprétés comme des STPs particuliers qui n’effectuent
pas d’opérations de transformation, mais qui réceptionnent et fournissent les
ECs après un temps d’attente souvent nécessaire pour réguler le flux. Parfois,
il est nécessaire de représenter un groupe de machines fonctionnellement
identiques par des STPs différents (différence entre les performances, les
défaillances, les réglages, etc.). Dans, ce cas nous utilisons le concept de
Centre de Charge (CC) qui est un groupement de plusieurs STPs différents
mais réalisant la même fonction ou opération.
Formalisation du métamodèle du STP
L’EC est manipulée par les STPs que nous considérons comme des ac-
tiveEntities. Celles-ci réalisent différentes opérations que nous considérons
comme des taskEntities et qui sont la réception des EC, la mise à jour de
leurs données, la mise à jour des indicateurs et la fourniture des ECs trans-
formées. Nous avons choisi de différencier, dans notre métamodèle entre le
STP-Machine qui va réaliser des transformations sur l’EC et le STP-Stock
qui va recevoir puis fournir les ECs sans opérer de changements sur les don-
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nées qu’elles contiennent. En effet, en modélisant le comportement de ces
deux entités, nous avons relevé plusieurs disparités, ce qui nous a poussé
à distinguer les deux types en modélisant chacun par un style particulier.
Ainsi, le STP-Stock est représenté comme suit :
STP−Stock i s ac t i v eEnt i t y with {
a t t r i b u t e s { ID : A l i a s ;
c apac i t é : Integer ;
n iveauStock : Integer ;
ECStockés : set [EC. Ins tance ]
}









STPStockRecevoitEC : : transmettreECrecue unif ies
stockerEC : : stockerECrecu
and
stockerEC : : sendECstoquee unif ies





−− con t ra in t e 1
to STP−Stock . In s tance s apply
{not (STP−Stock . c apac i t é < STP−Stock . niveauStock )}
and
−− con t ra in t e 2
to STP−Stock . In s tance s apply
{( s u c c e s s i o nD i r e c t e ( stockerEC , fournirEC )
or
( s u c c e s s i o n I n d i r e c t e ( stockerEC , fournirEC )}
−− con t ra in t e 3




Les trois taskEntities STPStockRecevoitEC, stoquerEC et STPStock-
fournitEC qui sont composées par l’entité active STP-Stock sont des instan-
ciations de style de type taskEntity. L’entité active STP-Stock permet alors
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de spécifier comment ces tâches sont exécutées à son niveau et comment elles
sont reliées à travers des connexions partagées qui ont été unifiées au niveau
de STP-Stock. Ces taskEntities agissent alors comme des modules internes
de STP-Stock qui sont indépendants mais qui partagent les attributs décla-
rés au niveau de activeEntity.
Dans ce métamodèle formalisé par un style, nous avons fournis quelques
exemples de contraintes que la STP-Stock doit satisfaire. Ainsi, la contrainte
1 stipule que le niveauStock ne doit jamais dépasser la capacité. La contrainte
2 veut que le stockage d’un EC peut être directement suivi par sa fourniture
(cas d’un flux tendu) ou que son stokage peut être suivi par la réception
d’autres instances d’EC. Enfin, la contrainte 3 veut que le comportement du
STP-Stock soit récursif.
Dans ce qui suit, nous focalisons sur la métamodélisation des taskEntities
qui ont été utilisées au niveau du style STP-Stock. Une description détaillée
des trois opérations STPStockRecevoitEC, stoquerEC et STPStockfourni-
tEC est fournie. Le comportement de chacune de ces opérations est spécifiée
au niveau de leur constructeur.
STPStockRecevoitEC i s taskEnt i ty {
input : { readCapacité : connection [ c apac i t é ] ;
readNiveauStock : connection [ n iveauStock ] }
operat i on : {
recursive behaviour {
value readCapacité i s connection ( c apac i t é . In s tance ) ;
value readNiveauStock i s connection ( niveauStock ) ;
−− récupérer l e s a t t r i b u t s capac i t é e t n iveauStock
via readCapacité receive c : c apac i t é ;
via readNiveauStock receive n : niveauStock ;
i f capac i t é < niveauStock then
−− l a capac i t é du s t o c k n ’ e s t pas a t t e i n t e
−− STP−Stock r e ç o i t l ’EC
via recevoirEC receive EC : EC. In s tance s ;
via transmettreECrecue send EC;
new STPStockRecevoitEC
−− l a capac i t é du s t o c k n ’ e s t pas a t t e i n t e
−− STP−Stock r e f u s e l ’EC
else
via r e fu sRecept i on send ;
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stoquerEC i s taskEnt i ty {
input : { lockECStockés : connection [ ECStockés ] ;
lockNiveauStock : connection [ n iveauStock ] }
opera t i on : {
value lockECStockés i s connection ( ECStockés ) ;
value lockNiveauStock i s connection ( niveauStock ) ;
behavior {
−− Le module STPStockRecevoitEC n o t i f i e
−− l ’ a r r i v é e d ’ une EC
via stockerECrecu receive EC : EC. In s tance s ;
−− Accès à l ’ a t t r i b u t ECStockés ( f o rma l i s e l a l i s t e )
−− des ECs contenues dans l e s t o c k
−− v é r o u i l l e r ECStockés
via lockECStockés receive ECS : ECStockés ;
−− modi f i e r ECStockés en a jou tan t l ’EC reçue
ECS includes EC;
−− d é v é r o u i l l e r ECStockés
via unlockECStockés send ECS : ECStockés ;
−− Accès à l ’ a t t r i b u t n iveauStock
−− v é r o u i l l e r n iveauStock
via lockNiveauStock receive niveauStock ;
−− modi f i e r n iveauStock en l ’ incrémentant
niveauStock := niveauStock +1;
−− d é v é r o u i l l e r n iveauStock






output : { unlockECStockés : connection [ ECStockés ]
unlockNiveauStock : connection [ NiveauStock ] }
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}
STPStockfournitEC i s taskEnt i ty {
input : { lockECStockés : connection [ ECStockés ] ;
recevoirParamNiveau receive n : niveauStock }
operat i on : {
fournirEC i s recursive behaviour{
value lockECStockés i s connection ( ECStockés ) ;
value lockNiveauStock i s connection ( niveauStock ) ;
−− v é r o u i l l e r l e s a t t r i b u t s ECStockés e t NiveauStock
via lockECStockés receive ECS : ECStockés ;
via lockNiveauStock receive n : NiveauStock ;
choose {
envoyerEC i s behaviour{
−− Envoyer l ’EC s toquée
−−( s i l e STP su i van t e s t p r ê t à r e c e vo i r )
via sendECaFournir send ECStockés : : 1 ;
ECStockés exc ludes ECStockés : : 1 ;
n iveauStock := niveauStock − 1 ;
via unlockECStockés send ECS;
via unlockNiveauStock send n ;
}
or
−− déb l oquer a t t r i b u t s
−− ( s i l e STP su i van t e s t p r ê t à r e c e vo i r )
via unlockECStockés send ECS;







output{ unlockECStockés : connection [ ECStockés ]
unlockNiveauStock : connection [ NiveauStock ] }
}
Ces trois opérations bien qu’elles tournent en parallèle au niveau du STP-
Stock communiquent entre elles : quand le module réception perçoit l’arrivée
de l’EC, il vérifie que le niveau du stock actuel n’est pas atteint. Si c’est
le cas, il accepte l’EC et la transmet au module de stockage (à travers la
connexion transmettreECrecue). Si la capacité est atteinte, il envoie un refus
de réception.
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L’opération stockerEC reçoit l’EC et l’inclue dans la liste des ECs reçus.
Suite à cette opération, le niveau courant du stock est incrémenté.
Le module fournirECprépare l’EC qui va être envoyée. Si le STP suivant
est prêt à la recevoir, celui-ci la lui fournit et remet à jour la liste des EC
stockées sinon il relache les valeurs vérouillées et reboucle sur lui-même.
Nous remarquons que ces trois modules ont un accès concurrent aux
différents attributs fournis par l’entité active. Pour garantir la cohérence
de ces attributs, nous avons spécifié des sentinelles sur ces attributs. Ainsi
quand l’un des modules essaie d’accéder à une ressource pour la modifier,
il l’acquiert d’abord en utilisant la connexion lockNomAttribut, une fois la
ressource modifiée, le module la relache en utilisant la connexion unlockNo-
mAttribut. Avant que l’opération via unlockNomAttribut send ne soit effec-
tuée, l’attribut devient inaccessible. Cependant, notons que les opérations
de lecture peuvent être effectuées en parallèle en employant la connexion
readNomAttribut.
STP-Machine est formalisé selon le même principe. Cependant plusieurs
différences existent avec le comportement STP-Stock. Le STP-Machine est
responsable d’opérer des changements sur l’EC. Ainsi, STP-Stock et STP-
Machine se différencient au niveau des taskEntity qu’ils vont inclure : stocke-
rEC et transformerEC. Bien que les opérations de réception et de fourniture
d’EC peuvent paraître identiques, celles-ci exhibent un comportement in-
terne différent. Tandis que STP-Stock va vérifier si sa capacité est atteinte
ou pas (ce qui lui permet ou pas de recevoir l’EC), STP-Machine va véri-
fier son état. En effet, divers états indiquent si la machine est disponible,
en panne, en maintenance, prévue pour un changement de série etc. Les
changements d’états peuvent être programmés en avance au niveau du STP-
Machine. Par exemple, à n’importe quel moment une panne peut survenir. Si
une panne intervient alors qu’EC est en train d’être transformée, celle-ci sera
détruite et comptabilisée comme un rebus. Enfin, le STP-machine diffère du
STP-Stock par les indicateurs qu’il manipule. Ces indicateurs peuvent être
par exemple les taux de rebus, les taux de pannes etc. Suivant ces caracté-
ristiques, STP-Machine est représenté comme suit :
STP−Machine i s ac t i v eEnt i t y with {
a t t r i b u t e s {
ID : A l i a s ;
Etats : union [ panne , changementDeSérie ,
d ipon ib l e , maintenance ] ;
EtatCourant : quote [ Etats ] ;
i n d i c a t e u r s : set [ I nd i c a t eu r ]
}
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Les styles modélisés au niveau des taskEntities de STP-Machine res-
pectent le même principe que ceux modélisés au niveau du STP-Stock.
3.3 Le Centre de Pilotage
Le Rôle du CP
Le CP a été défini par [Ber00] comme suit :
" une structure organisée et autonome, dépendante de la stra-
tégie de l’entreprise, ayant un pouvoir décisionnel, associée à une
entité à piloter et disposant d’un ensemble de moyens nécessaires
à la mise en place d’actions pour atteindre un ou plusieurs ob-
jectifs définis dans le cadre global de l’entreprise ".
Le CP peut intervenir à différents niveaux de décision dans l’atelier de
production : de celui qui dirige un STP jusqu’au CP ayant un pouvoir déci-
sionnel et stratégique vis-à-vis du développement de l’entreprise. Les activités
de supervision et de pilotage de l’agent-CP sont de trois natures :
– l’optimisation : d’abord, l’agent-CP a une activité d’optimisation où
le pilotage défini a priori. Dès l’instant initial, avant exécution de la
simulation, l’agent-CP doit être capable de construire d’une part ses
propres objectifs ainsi que le domaine d’atteignabilité de ces objec-
tifs, et d’autre part, les plans d’action à exécuter en cas de dérive du
système,
– la prévention : pendant la simulation, l’agent-CP doit avoir une ca-
pacité de raisonnement lui permettant d’enclencher des activités de
prévention proactives. En effet, il doit être capable d’agir sur le sys-
tème, si nécessaire, avant même qu’une dérive puisse avoir lieu sur un
élément du système,
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Fig. 6.3: Modèle du CP
– la correction : enfin, en cas de dérive d’un élément du système, l’agent-
CP doit enclencher le plan d’actions nécessaire pour rétablir l’état du
système.
Les principales étapes du processus de pilotage du CP sont les suivantes :
– acquisition de l’information d’un STP ou d’un CP,
– traitement et évaluation de l’information,
– prise de décision,
– choix d’un plan d’action adapté et transfert de ce dernier aux res-
sources concernées.
Le schéma de la figure 6.3 présente de manière simplifiée les 4 étapes du
processus de pilotage du CP. Ces étapes concernent : la mesure, l’évaluation,
la décision et l’application du plan. Le processus de décision se fait au niveau
des étapes 2 et 3 (évaluation et décision). Il prend en compte :
– les informations intrinsèques (endogènes) qui sont propres au CP telles
que les référents, les objectifs locaux et les règles de conduite du CP,
– les informations extrinsèques (exogènes) qui sont les informations ex-
ternes au CP et qui sont liées à l’environnement, à la structure et aux
autres CPs,
– les mesures liées au système à piloter et qui sont traduites sous forme
d’indicateurs de performance.
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La métamodélisation du CP
Pour métamodéliser le CP, nous nous sommes basés sur la figure 6.4.
Cette figure décrit de manière détaillée les opérations à effectuer au niveau
du CP. Ainsi, le processus de pilotage du CP comporte les 7 étapes suivantes :
– prise de mesure : lors de cette étape, il s’agit d’acquérir la mesure
qui peut être soit évènementielle soit périodique. La mesure est four-
nie par un STP, une EC ou un CP de niveau inférieur. Cette mesure
concerne l’indicateur principal et les indicateurs secondaires associés
aux inducteurs qu’un CP doit suivre.
– évaluation de la performance du système piloté : l’évaluation de la per-
formance du système piloté se fait en deux étapes : d’abord, le calcul
de la performance (comparaison de la mesure avec l’objectif), et en-
suite l’évaluation de cette performance (analyse de cette comparaison
pour déduire un état de dérive ou de non dérive du système). Dans le
cas d’une dérive, le processus de pilotage est poursuivi pour identifier
l’inducteur interne responsable. Dans le cas de non dérive, le compor-
tement du système étant celui qui est attendu, le processus de pilotage
est stoppé.
– identification de l’inducteur interne : l’identification de l’inducteur est
essentielle pour construire un système de pilotage. Il s’agit de déter-
miner les ressources critiques dans le système piloté et les principaux
facteurs qui agissent sur la performance de ces ressources (leurs induc-
teurs).
– évaluation de l’inducteur interne : cette étape consiste à mettre en
évidence, parmi la liste des inducteurs, ceux qui sont responsables de
la dérive de l’indicateur principal suivi du CP. Les inducteurs sont
évalués grâce aux indicateurs de performance secondaires.
– identification du plan d’action : une fois que l’inducteur interne est
identifié et évalué, le CP cherchera à identifier la liste des actions cor-
respondant à cet inducteur et pouvant améliorer la situation.
– simulation du plan d’action : l’objectif de cette étape est de tester les
actions à l’aide d’un historique des actions mises en place dans le passé
et de leur influence sur le système.
– application du plan d’action : si l’action évaluée a permis dans le passé
de rétablir la situation de non dérive, elle sera appliquée sur le système
piloté.
Sur la base de ces informations, nous formalisons le CP de la manière
suivante :
CP i s ac t i v eEnt i t y with {
a t t r i b u t e s {
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Fig. 6.4: Le comportement du CP
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ID : A l i a s ;
e n t i t é s P i l o t é s : set [ tuple [EC, STP−Stock , STP−Machine ] ]
ind icateursDePer formance : set [ I nd i c a t eu r ] ;
i nduc t eu r s I n t e rn e s : set [ Inducteur ] ;
p lanAct ions : set [ ProcessusCP ] ;
h i s t o r i q u e : set [ view [ a c t i onPas s é e s : set [ Action ] ,
résu l tatObtenu : Any ] ]
o b j e c t i f s : set [Any]
}









new Int e r r oga t i on Induc t eu r sExt e rne s
and
new id en t i f i c a t i o nP l anAc t i o n
and
new s imulat ionPlanAct ion
and




Ces opérations sont mises en parallèle. C’est avec le mécanisme d’unifi-
cation que les séquences d’action vont s’établir (même principe qu’avec les
taskEntities de STP-Stock et STP-Machine)
4 Agentification du système de production
Dans cette section nous présentons la manière d’agentifier les concepts
présentés dans la section précédente. Nous considérons que le concept EC
peut être considéré comme une ressource de l’environnement. Les concepts
STP-Stock et STP-Machine vont être considérés comme des agents hybrides
étant donné que ceux-ci contiennent des attributs internes qui vont être
considérés comme des états mentaux. Le CP doit avoir des capacités cogni-
tives d’évaluation, de planification qui lui permettent de piloter le système
en fonction des connaissances et des objectifs qui lui sont assignés. Il a été
donc modélisé par un agent cognitif. Dans cette section, nous allons décrire
l’agentification de chacun de ces concepts.
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4.1 La ressource EC
La ressource EC a été représentée au niveau du métamodèle du domaine
par une dataEntity n’ayant aucune action. Au niveau de la modélisation
multi-agents du concept d’EC, notre choix s’est porté sur une représentation
de l’EC par une ressource passive dans l’environnement.
A ce niveau, nous appliquons la règle de transformation dataEntity-
EnvironmentRessource qui vérifie dans les préconditions que la dataEntity
est visible par divers ressources dans le domaine. Cette règle est formalisée
en ARL de la manière suivante :
on AgentifiedMM a c t i on da t a Ent i t yAgen t i f i c a t i on
i s r e f inement (SdPMM: metamodel , AgentMM : metamo de l )
{
pr e−s t y l e i s {SdPMM: :EC
AgentMM : : Pa s s i v eRe s s our ce }
−− vé r i f i e r que EC e s t v i s i b l e par p l u s qu ’ une
−− a c t i v eEn t i t y dans l e système
pr e { t o EC apply
{ f ora l l { a : SdPMM: : a c t i v eEnt i t y |
i t e ra te a by i : Natu ra l do
{ i f i s V i s i b l e (EC, a : : i ) do
a : : i includes a c t i v eEnt i t ySe t }
and
a c t i v eEnt i t ySe t . s i z e > 1}
}}
po st−s t y l e i s {ECPa s s i v eRe s s our ce wi t h {EC wi th { . . . } }}
t ra n s f orma t i on i s {ECPa s s i v eRe s s our ce includes AgentifiedMM}
}a ssuming {AgentMM : : Pa s s i v eRe s s our ce : : co nst ra i n t s }
Au niveau de post-style, nous introduisons la nouvelle syntaxe correspon-
dant à l’entité EC modélisée en tant que ressource dans l’environnement. La
transformation correspondant à cette action consiste dans l’intégration du
ECPassiveRessource dans le métamodèle agentifié AgentifiedMM. Le style
correspondant à cette entité combinera le style d’une ressource passive de
l’environnement et de la ressouce passive PassiveRessource. Au niveau de
assuming, nous pouvons intégrer les contraintes qui doivent être respectées
lors de l’application du nouveau style. Ces propriétés peuvent correspondre
à celles déjà déclarées au niveau de la dataEntity EC. Par exemple, nous
incluons à ce niveau la propriété stipulant qu’un niveau de stock ne doit
jamais dépasser sa capacité.
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4.2 Les agents hybrides STP-Stock et STP-Machine
Nous avons modélisé précédemment les fonctionnements internes des
STP-Stocks et STP-Machines. Ces entités ont des attributs qu’elles gèrent en
interne. Ces attributs seront considérés comme des états mentaux des agents.
De plus, nous savons que ces entités sont communiquantes puisque c’est à
travers la communication qu’elles réussissent à échanger les ECs (cf. figure
fournie par l’équipe Simulation 6.5). Nous considérons ces entités comme
des agents hybrides. Pour réaliser cette transformation plusieurs étapes sont
nécessaires. Nous décrivons le processus étape par étape dans ce qui suit.
Etape 1 : attributs −→ états mentaux
La première règle est AttributToMentalState. Cette règle permet de trans-
former les attributs en états mentaux internes de l’agent hybride. Pour que
cette règle puisse être exécutée, la précondition suivante doit être vérifiée.
Elle stipule que les attributs internes ne soient pas visibles de l’extérieur.
Ce qui est le cas de ces entités actives. Nous exprimons ci-dessous la règle
correspondant à la transformation des attributs du STP-Stock :
on AgentifiedMM a c t i on Att r ibutToMenta l S t a te
i s r e f inement
(SdPMM: metamodel , AgentMM : metamo de l ){
pr e−s t y l e { t o a : SdPMM: : STPStock : : a t t r i bu t e s . i n s t ance apply
{ f ora l l {a c t i v eEnt i t yRe f : SdPMM: : a c t i v eEnt i t y |
no t ( i s V i s i b l e (a , a c t i v eEnt i t yRe f ) and
a c t i v eEnt i t yRe f <> STPStock ) }
}
po st−s t y l e i s {Menta l S t a teSTPStock
wi th {SdPMM: : STPStock : : a t t r i bu t e s }}
t ra n s f orma t i on i s {Menta l S t a teSTPStock includes AgentifiedMM}
}a ssuming {AgentMM : : co nst ra i n t s }
Cette première étape doit être suivie par un autre raffinement au niveau
du nouveau style. Afin de garantir la cohérence de ces états mentaux, nous
avons mentionné au préalable que des sentinelles sont nécessaires. Il serait
judicieux à ce niveau d’inclure ces états mentaux dans un module interne qui
va implémenter ces sentinelles. Nous utilisons pour cela un concept introduit
par Ingenias [PGS03] et qui consiste en un gestionnaire d’état mentaux. Nous
décrivons ceci dans l’étape 2.
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Etape 2 : Intégration du gestionnaire d’états mentaux
L’intégration du gestionnaire d’états mentaux est formalisée par la règle
de transformation suivante :
on AgentifiedMM a c t i on I ncludeMenta l S t ateManage r i s r e f inement {
pr e−s t y l e i s { AgentMM : : Menta l S t a te wi t h {} }
po st−s t y l e i s {StockMenta l S t ateManage r wi th {
Menta l S t a t e s i s {AgentMM : : Menta l S t a te }
LockPro c e s s i s {
compo se
s en t ine l l eECSt o ckés i s r ecu r s i v e beha v i our{
va lue l ockECSto ckés
i s co nnec t i on(Menta l S t a t e s : : ECSto ckés ) ;
choo se {
v i a l ockECSto ckés send Menta l S t a t e s : : ECSto ckés ;
v i a unl ockECSto ckés r e c e i v e Menta l S t a t e s : : ECSto ckés ;
s en t ine l l eECSt o ckés }
or
v i a r eadECSto ckés send Menta l S t a t e s : : ECSto ckés ;
s en t ine l l eECSt o ckés
}
and beha v i our { . . . }
}
t ra n s f orma t i on i s {StockMenta l S t ateManage r
includes AgentifiedMM ;
Menta l S t a teSTPStock
excludes AgentifiedMM}
}a ssuming {
−− prop1 t ous l e s é t a t mentaux ont l eu r s e n t i n e l l e
−− prop 2 cohé r ence de f o n c t i onnement des s e n t i n e l l e s
no t ( v i a l ockECSto ckés send Menta l S t a t e s : : ECSto ckés ;




Ainsi, les différents états mentaux générés par l’étape précédente sont
inclus au niveau du gestionnaire des états mentaux (MentalStates). Dans
lockProcess, toutes les sentinelles nécessaires sont spécifiées sous forme de
comportement qui s’il reçoit un évènement sur la connexion lock bloque la
ressource et ne permet de la libérer que lorsque unlock est effectué. Sinon,
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la lecture peut être lue de manière concurrentielle.
Au niveau de assuming, nous avons spécifié une propriété qui vérifie qu’il
est impossible de lire une valeur si celle-ci est vérouillée en écriture.
Dans cet exemple, nous nous somme contentés de décrire la sentinelle
correspondant à l’état les ECStockés. Le procédé est le même pour les autres
états mentaux.
Notons par ailleurs que pour garder la cohérence du métamodèle agentifié,
nous avons supprimé le style des états mentaux MentalStateSdPStock. Celui-
ci est désormais inclu dans le style StockMentalStateManager et il serait
désormais impossible d’inclure cet état mental dans un agent sans déclarer
son gestionnaire qui spécifie les sentinelles.
Etape 3 : taskEntity −→ actions internes de l’agent
A ce niveau, nous sommes en mesure de faire la correspondance entre
les taskEntities définies au niveau de l’activeEntity STP-Stock. Pour qu’une
taskEntity soit considérée comme une action interne, il faut qu’elle manipule
des attributs dans l’état mental et qu’elle n’ait pas de connexion externe.
Bien que les actions de réception et d’envoi d’EC nécessite la communica-
tion avec l’extérieur, on n’a pas spécifié de connexions libres au niveau de
ces deux taskEntities. Ceci a été fait parce que nous étions conscients qu’au
niveau des agents, les interfaces de communication (rôle) externe doivent être
séparées des modules internes. Mais si l’utilisateur a spécifié des connexions
libres au niveau des tâches de réception et d’envoi d’EC, une action supplé-
mentaire devient nécessaire qui permet de transformer les connexions libres
en connexions internes avant d’exécuter cette étape.
Dans notre cas, étant donné que les trois actions que nous avons spécifiées
valident les préconditions nous appliquons directement l’action activeEntity-
ProcessToInternAction suivante :
on AgentifiedMM a c t i on a ct iveEnt i tyP ro c e s s ToI nte r nActi on
i s r e f inement
(SdPMM: metamodel , AgentMM : metamo de l )
{
pr e { t o SdPMM: : STP−Stock apply {
f ora l l { t : t a skEnt i ty . I nst a nces |
−− l e p ro ce s sus ne co n t i e n t pa s d ’a c t i ons
−− ayant des connexi ons l i b r es
no t ( e x i t s {c : co nnec t i on [Any ] |
f r eeCo nnec t i on( c )} )
and
−− l e s a c t i ons ma n ipu l en t l e s a t t r i b u t s
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e x i t s { c1 : co nnec t i on [Any ] |
e x i s t s { a : a t t r ibut |
c1 . va lue = a}}
}}
}
po st−s t y l e i s {I nte rnPro ce s sSTPStock wi th {STP−Stock : : Pro c e s s }}
t ra n s f orma t i on i s {I nte rnPro ces sSTPStock
includes AgentifiedMM }
}a ssuming {AgentMM : : I nte rnPro c e s s : : co nst ra i n t s }
Pour vérifier que les actions manipulent des états mentaux, il suffit de
vérifier qu’au niveau de ce processus il existe au moins une connexion qui
tranfert un attribut. Rappelons que pour manipuler un attribut la tache doit
accéder à l’attribut à travers une connexion (lock).
Le résultat de cette action de transformation est la création du style
InternProcessSTPStock, qui contient le processus interne décrit au niveau de
l’entité active STP-Stock.
Etape 4 : activeEntity −→ Agent hybride
A ce niveau du processus, nous pouvons agentifier l’entité active STP-
Stock. Les attributs de l’agent ont été redéfinis et inclus dans StockMental-
StateManager et son processus en InternProcessSTPStock. Ces deux compo-
sants vont être intégrés au niveau de l’agent hybride hybridAgentSTP-Stock.
Ceci est possible puisque le style agent hybride n’interdit pas d’avoir de tels
composants. Si à ce niveau, le développeur se trompe et intègre ces com-
posants dans un agent réactif, les propriétés seront violées puisque l’agent
réactif n’a pas d’états mentaux. L’action correspondant à l’agentification du
STP-Stock est la suivante :
on AgentifiedMM a c t i on a c t i v eEnt i t yToHybr idAgent
i s r e f inement
(SdPMM: metamodel , AgentMM : metamo de l )
{
pr e−s t y l e i s {AgentMM: :Hyb r idAgent}
pr e { }
po st−s t y l e i s {Hybr idAgentSTP−Stock wi th {
Menta l S t a t e s i s {StockMenta l S t ateManage r}
I nte rnPro c e s s i s {I nte rnPro ce s sSTPStock}
b ind ings {−−un i f i c a t i on des connexi ons}}
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t ra n s f orma t i on i s{Hybr idAgentSTP−Stock
includes AgentifiedMM }
}a ssuming {−− au nive au de b ind ing s
−−t o u t e s l e s co nnec t i ons i n t e r nes sont u n i f i é e s }
Ainsi, dans cette action, une nouvelle syntaxe est introduite qui décrit
exclusivement un agent hybride pour un STP-Stock.
Etape 5 :intégration des rôles
Au niveau de cette étape, le style défini dans l’étape 5 va être redéfini
pour intégrer l’aspect communicatif de ces agents. Ceci va être réalisé par le
concept de rôle. En effet, les entité STP-Stock et STP-Machine sont des enti-
tés communiquantes qui participent à des protocoles d’interaction. L’équipe
avec laquelle nous avons travaillé, nous a transmis un exemple de protocole
défini dans la figure 6.5
Fig. 6.5: Communication entre STP
Pour intégrer la communication externe, nous avons décidé d’intégrer
un module communicationAction dans notre style d’agents hybrides. Cette
transformation pourrait s’écrire comme suit :
on AgentifiedMM : :Hyb r idAgentSTP−Stock a c t i on
r e f i n e S t y l e i s r e f inement
{
pr e−s t y l e i s {AgentMM: :Hyb r idAgent}
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t ra n s f orma t i on i s{Hybr idAgentSTP−Stock becomes
Hybr idAgentSTP−Stock wi th {
Menta l S t a t e s i s {StockMenta l S t ateManage r}
I nte rnPro c e s s i s {I nte rnPro ce s sSTPStock}
ro l e s {}
b ind ings {−−un i f i c a t i on des connexi ons} }
}
Le processus d’agentification continue avec plusieurs autres étapes qui
vont raffiner les rôles joués par l’agent pour communiquer. Nous avons ici,
montré une partie d’un processus qui va être appliqué pour agentifier le STP-
Stock. Le même principe va être appliqué aux autres entités du système.
L’agent cognitif CP
L’agentification du CP n’est pas encore achevée. Mais nous commençons
à analyser la manière dont on va procéder. Le Centre de Pilotage (CP) joue
à la fois le rôle de pilote et de superviseur. Il doit être capable de prendre des
décisions pour permettre au système de production d’atteindre ses objectifs.
Pour cette raison, nous nous sommes naturellement tournés vers un agent
cognitif pour modéliser le CP, plus précisément un agent BDI ayant :
– La faculté de mémoriser l’historique d’évolution du système et des
actions qu’il a réalisées sur ce dernier,
– La faculté d’apprendre de son passé pour éviter les erreurs qu’il a pu
commettre mais aussi de minimiser son temps de réponse,
– La faculté de choisir la bonne action à entreprendre en se rattachant à
des critères (coûts, impact sur l’ensemble du système, etc.),
– L’autonomie dans le comportement.
Afin de mieux expliciter l’agentification de l’Agent-CP, nous proposons
dans le tableau 4.2 une correspondance entre les concepts BDI et les compo-
santes du CP.
Dans ce tableau, nous avons défini la base de connaissances de l’agent-
CP à travers : les désirs, les croyances et les intentions. Nous avons ainsi pu
déterminer ce qu’on peut mettre derrière chaque module à partir de l’analyse
du centre de pilotage.
4.3 Agentification des autres éléments du SdP
D’autres concepts appartiennent aux systèmes de production. Nous avons
abordé par exemple le concept de centre de charge (CC). Celui-ci a été agen-
tifié par un groupe d’agents constitué d’agents hybrides Stock et agents hy-
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Agentification de l’Agent-CP
Architecture BDI Architecture interne CP Explication
Perceptions (P) Mesures + informations des
autres CPs
Ce sont les informations per-
çues au niveau des éléments
du système (STPs, ECs, etc.)
rattachés ou des CPs de ni-
veau inférieur.
Croyances (B) Valeurs des indicateurs et in-
ducteurs + ressources + règles
de gestion
C’est la base de connais-
sances de l’agent contenant les
informations nécessaires sur
son environnement et sur lui-
même.
Désirs (D) Objectifs et sous-objectifs du
CP + Seuil d’alerte
Ce sont les objectifs que
l’agent voudrait voir se réali-
ser. Ils seront en liaison avec
les croyances pour déterminer
s’il y a dérive ou non sur l’une
des perceptions à un instant
donné.
Intentions (I) Les plans d’action mis en
place par le CP en cas de dé-
rive d’un inducteur.
Les intentions sont reliées à
une bibliothèque de plans où
on trouve des plans d’action
prédéfinis et stockés à partir
des situations passées.
Tab. 6.1: Agentification de l’Agent-CP
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brides Machine. Les concepts de "lot", "commande", "processus", "opéra-
tion" (un processus est composé d’opérations), "calendrier d’ouverture" et
"atelier" ne jouent aucun rôle actif : ces éléments n’ont pas d’action à me-
ner. Au même titre que l’EC, ces différentes entités sont représentées par des
ressources passives de l’environnement.
5 Conclusion
Dans ce chapitre, nous avons exposé un travail que nous avons mené en
parallèle avec nos recherches. A travers ce travail, nous validons notre ap-
proche sur un cas réel fourni par nos collègues de l’équipe Simulation. Au
cours de ce chapitre nous avons focalisé sur les aspects métamodélisation du
domaine et déroulement d’un processus d’agentification en employant l’envi-
ronnement ArchWare. Nous avons employé dans ce contexte le métamodèle
du domaine fourni dans le chapitre 5. Nous avons aussi utilisé des règles
de transformation que nous avons formalisées en ArchWare ARL. Ce travail
nous a prouvé qu’il était tout à fait envisageable de construire un processus
d’agentification en définissant des règles de transformation qui vont générer
le style agentifié pas à pas.
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CHAPITRE 7. CONCLUSIONS ET PERSPECTIVES
1 Rappel de la problématique
Au cours de cette thèse, nous nous sommes intéressés à l’ingénierie des
systèmes multi-agents. Le point de départ de nos travaux a été de parcourir
l’état de l’art relatif aux techniques d’ingénierie des systèmes multi-agents.
Nous avons classé ces travaux en trois grandes familles :
– langages spécifiques au paradigme agent qui facilitent la spécification
des systèmes multi-agents,
– méthodologies orientées agent qui guident les développeurs durant les
phases de développement,
– plates-formes multi-agents qui facilitent l’implémentation et le déploie-
ment des systèmes multi-agents.
L’étude de ces travaux nous a révélé de grandes disparités relatives à
l’application des théories orientées agent. Ainsi, nous avons constaté que :
– différents concepts ont été définis et utilisés au niveau des méthodolo-
gies, langages de modélisation et plates-formes d’implémentation. La
sémantique de ces concepts est souvent abordée de manière informelle,
ce qui a suscité différentes interprétations au niveau des différentes
techniques d’ingénierie,
– différentes vues ont été spécifiées pour définir les systèmes multi-agents :
ces vues regroupent plusieurs concepts et sont fortement interreliées
(exemple vue Agent, vue Organisation, etc.). Nous avons relevé que la
mise en valeur d’une vue plutôt qu’une autre peut dépendre entière-
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ment du domaine d’application,
– le cycle de développement est souvent incomplet : un large fossé sépare
les phases d’analyse/conception des phases d’implémentation. En effet,
rares sont les méthodologies qui prennent en compte la phase d’implé-
mentation et la génération de code vers une plate-forme spécifique. De
plus, les plates-formes ne couvrent pas tous les concepts pris en compte
au niveau des modèles produits par la méthodologie. C’est donc au dé-
veloppeur que revient la charge de créer les entités correspondantes.
Dans ce contexte, notre problématique s’est concentrée sur deux aspects :
– proposition d’un cadre de développement flexible : qui devrait per-
mettre aux développeurs de choisir au cours de la conception les concepts
et vues orientées agent qui s’accordent le mieux à leurs domaines d’ap-
plication. Ce cadre de développement devrait permettre par ailleurs de
fixer (très tôt dans le processus de développement) la sémantique des
concepts multi-agents qui vont être utilisés dans le cadre de l’applica-
tion.
– intégration de phases de vérification et validation des modèles : les
concepts orientés agent ainsi que les modèles qui les appliquent sont
généralement abordés de manière informelle ce qui ne favorise pas la
vérification et la validation des modèles durant le cycle de développe-
ment. Cependant, dans le contexte du développement orienté agent,
il est nécessaire d’avoir une conception sûre afin de produire des lo-
giciels de qualité. En effet, les systèmes orientés agent sont composés
d’entités jouissant d’une grande autonomie, qui s’exécutent en paral-
lèle tout en partageant plusieurs ressources dans leur environnement.
Dans ce contexte, il est nécessaire de s’assurer que les modèles ga-
rantissent certaines propriétés dans l’application future telles que la
vivacité, l’absence d’interblocage, l’accès sécurisé aux ressources, etc.
Pour garantir la flexibilité du cadre de développement, nous avons adhéré
à l’approche adoptée par Ingenias qui consiste à diviser le problème en plu-
sieurs aspects qui seront modélisés par des métamodèles, les modèles et no-
tations nécessaires seront alors générés à partir de ces métamodèles. Le cadre
de développement est ainsi construit en fonction des besoins du développeur.
A cette approche, nous ajoutons l’utilisation de modèles basés sur des no-
tations formelles qui permettent l’expression et la validation des propriétés.
Pour proposer un tel cadre de développement nous avons combiné l’approche
dirigée par les modèles et l’approche centrée architecture.
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2 Contributions
Notre principale contribution consiste en la proposition d’une démarche
de développement qui aidera les développeurs à construire leur cadre de déve-
loppement. Cette démarche est basée sur la combinaison de l’approche IDM
et de l’approche centrée architecture. Dans cette section, nous récapitulons
d’abord les apports de chacune de ces approches, ensuite ceux de notre ap-
proche ArchMDE.
2.1 Apports de l’approche IDM
L’ingénierie dirigée par les modèles nous a permis d’identifier les niveaux
d’abstraction ainsi que les modèles qui sont définis dans chaque niveau. En
se basant sur l’architecture à quatre niveaux proposée par l’OMG [OMG03],
nous adoptons les niveaux d’abstraction constitués du méta-métamodèle,
métamodèle, modèle et système. L’application de cette architecture procure
une grande flexibilité dans la construction des cadres de développement.
En effet, la couche métamodèle permet de définir de manière explicite les
concepts qui sont utilisés pour représenter les différentes vues d’un système
multi-agents. Au cours de cette thèse, nous nous sommes principalement
basés sur le métamodèle du domaine, le métamodèle des concepts orientés
agent et le métamodèle de la plate-forme d’implémentation. Au niveau de la
couche modèle, nous avons identifié les deux modèles PIM et PSM qui sont
générés par composition des concepts associés aux différents métamodèles.
IDM conçoit l’intégralité du cycle de vie comme un processus de pro-
duction, de raffinement itératif et d’intégration de modèles ; ce qui rejoint
notre objectif. Rappelons qu’un des points auxquels nous nous sommes in-
teressés au niveau de notre problématique est l’absence d’un processus de
développment cohérent qui couvre les différents aspects du système ainsi
que les différentes phases du cycle de vie. Nous avons vu que dans la plupart
des travaux que nous avons étudiés, plusieurs aspects au niveau des systèmes
multi-agents devraient être traités de manière ad hoc par les développeurs.
L’approche IDM permet d’éviter cette situation en exploitant les modèles de
manière productive. Ceci veut dire qu’ils sont assemblés, modifiés ou trans-
formés en exécutant des règles de transformation explicitement exprimées.
Les modèles produits à chaque niveau d’abstraction deviennent alors des
artefacts pouvant être pleinement exploités au niveau du cycle de dévelop-
pement, perdant ainsi leur caractéristique contemplative dans laquelle ils
étaient cantonnés dans les approches de développement classiques (où les
modèles permettaient uniquement de documenter les applications en cours
de développement).
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2.2 Apports de l’approche centrée architecture
Le développement orienté architecture se penche sur les techniques de
description des modèles architecturaux ainsi que leur intégration. Nous avons
choisi de considérer les modèles appartenant à chaque couche d’abstraction
comme des constructions architecturales. Ce choix est motivé par le fait que
les constructions architecturales permettent de définir des vues du système
de manière lisible et qui expose les propriétés les plus cruciales. De plus, cette
approche datant d’une dizaine d’années commence à offrir aux développeurs
des environnements de développement exploitables. Parmi ces environne-
ments, certains se basent sur des langages formels que nous pouvons utiliser
afin de rendre possible l’expression et la validation de diverses propriétés
structurelles et comportementales.
En se basant sur cette approche, nous avons choisi de représenter les
différents métamodèles par des styles architecturaux. Les styles offrent des
mécanismes puissants permettant de définir :
– un vocabulaire pour spécifier les concepts utilisés (exemple : Agent,
Groupe, Client, Serveur, etc.)
– des règles de configuration, ou contraintes, qui déterminent comment
les concepts peuvent être apppliqués.
– une interprétation sémantique par laquelle les compositions des élé-
ments architecturaux ont une signification bien définie.
– des analyses qui sont associées au style et qui identifient des caractéris-
tiques de différentes sortes (par exemple vérifier une mesure telle que
le nombre d’éléments ou vérifier la satisfaction d’une propriété, etc.).
Ces analyses forment des propriétés que les architectures générées à
partir du style devraient satisfaire.
Ainsi, le PIM appartenant à la couche modèle va être considéré comme
une architecture globale du système obtenue par intégration d’architectures
représentant différents aspects (ou vues) du système. Cette intégration d’ar-
chitecture est réalisée grâce à l’application de règles de transformation. Celles-
ci sont exprimées par des langages de raffinement que certains environne-
ments centrés architecture offrent. Dans les environnements centrés archi-
tecture basés sur des langages formels, les règles de transformation sont ex-
primées en terme de pré-conditions et post-conditions, ce qui permet de
garantir la cohérence de l’architecture.
2.3 Apports de la démarche ArchMDE
Notre démarche que nous avons baptisé ArchMDE (Architecture Model
Driven Engineering) applique la combinaison des approches IDM et approche
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centrée architecture. Elle permet de construire un cadre de développement
flexible et sûr basé sur les besoins du domaine étudié. En effet, au niveau
de notre approche, nous avons adopté un cycle de développement modélisé
par un double Y. Ce cycle de développment se base sur le métamodèle du
domaine, le métamodèle des concepts orientés agent et le métamodèle de la
plate-forme d’implémentation. Deux principaux processus de transformation
sont définis : le processus d’agentification et le processus d’implémentation
que nous avons appelé mapping.
Nous avons identifié deux principales manières complémentaires d’utili-
ser l’approche Arch-MDE, chacune réalisée par des acteurs différents. Ainsi
nous distinguons :
1. les spécialistes en métamodélisation : ceux-ci sont responsables de la
construction du cadre de développement qui va être utilisé par les
développeurs des applications multi-agents. Les spécialistes de méta-
modélisation fournissent les méta-entités (décrites sous forme de style
architectural) permettant de décrire le domaine. Chaque méta-entité
définit les propriétés qui lui correpondent et qui doivent être respec-
tées tout au long du cycle de développement. Selon notre approche,
les concepts du domaine sont formalisés indépendemment des concepts
orientés agent. Parallèlement, les spécialistes de métamodélisation four-
nissent aussi les métamodèles contenant le métamodèle orienté agent.
Par la suite, les règles de transformation entre le métamodèle du do-
maine et le métamodèle orienté agent sont exprimées. Elles expriment
les pré-conditions qu’une entité du domaine doit valider afin qu’elle
soit considérée comme une entité agent, ressource, rôle, etc.
2. les développeurs d’applications orientées agents : ceux-ci utilisent le ca-
dre de développement fourni par les spécialistes de métamodélisation.
Leur rôle consiste à spécifier le domaine d’application en instanciant les
méta-entités définies dans le métamodèle du domaine. Par la suite, ils
utilisent les règles de transformation fournies par le cadre de dévelop-
pement afin d’agentifier leur domaine. A la fin du processus d’agentifi-
cation, nous obtenons une architecture abstraite du système que l’uti-
lisateur va pouvoir configurer pour générer son architecture concrète.
Enfin, l’architecture du système doit respecter aussi bien les propriétés
du domaine que les propriétés des concepts orientés agent.
Dans le cadre de cette thèse, nous avons utilisé l’environnement Arch-
Ware, qui est un environnement formel basé sur le langage pi-calcul pour
construire l’environnement de développement. Grâce aux langages ArchWare,
nous avons fourni les métamodèles nécessaires à l’application de ArchMDE.
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Nous avons identifié dans chaque métamodèle les propriétés correspondantes
qui sont utilisées au niveau des règles de transformation lors du processus
d’agentification. Les outils d’ArchWare nous ont aidé à l’application de ce
processus. Ces outils sont principalement composés de :
– l’ASL TOOLKIT qui permet de compiler le style du domaine agentifié.
Cet outil comprend aussi un module de configuration permettant la
génération de l’architecture de l’application,
– l’Analyser : à la suite de la génération de l’architecture, les propriétés
déclarées au niveau du style peuvent être vérifiées.
D’autres outils existent dans cet environnement qui peuvent être exploités
tel que l’animateur, le refiner (étendu pour prendre en compte la transfor-
mation de styles) et le synthétiseur (pour la génération de code).
Ces travaux ont été appliqués avec succès au niveau du projet BQR dont
l’objet était d’agentifier une plate-forme de simulation des système de pro-
duction afin de lui procurer plus de flexibilité et de faciliter l’application des
règles de pilotage.
2.4 Bilan
L’approche ArchMDE traite les deux points que nous avons identifié au
niveau de la problématique. La métamodélisation permet d’obtenir un cadre
de développement flexible et personnalisable et l’utilisation des langages for-
mels permet de mettre en valeur les propriétés de chaque vue du système.
Cependant, notre approche présente plusieurs difficultés et ce pour les deux
types d’utilisateur. Ainsi, pour les experts de métamodélisation, les difficul-
tés se situent au niveau de :
– l’identification des méta-entités nécessaires ainsi que leurs relations
pour la représentation d’un domaine d’application quelconque,
– l’identification des règles de transformation génériques ainsi que les
propriétés sur lesquelles elles se basent (pré et post conditions).
Pour les développeurs d’applications orientées agents, les difficultés se
situent dans l’application des règles de transformation. Tout d’abord notre
démarche modifie considérablement la manière de développer des systèmes.
Dans ce contexte, les développeurs devraient acquérir de nouvelles habitudes
de développement basées sur la construction de processus de transformation
(dans notre cas ce sont les processus d’agentification et de mapping). Par
ailleurs, les développeurs doivent identifier le bon ordre d’exécution de ces
règles. La transformation se fait pas à pas, et à chaque pas les modèles
doivent être validés.
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Cependant, malgré ces difficultés nous pensons que notre approche pré-
sente des avantages majeurs. Si les développeurs se familiarisent avec l’utili-
sation des règles de transformation, cette démarche permettra d’augmenter
la productivité et la qualité des systèmes produits. L’application des règles
de transformation pour agentifier le systèmes devient alors un moyen de pro-
totypage rapide alors que les règles de transformations vers le code évitera
la fastidieuse tâche de codage. La validation des propriétés à chaque applica-
tion des règles de transformation assurera la qualité de l’application finale.
De plus, durant notre expérience, il nous a paru plus facile d’identifier les
propriétés relatives au système à un niveau élevé d’abstraction. Par ailleurs,
les métamodèles ainsi que la spécification des règles de transformation per-
mettront de conserver le savoir-faire. En terme de réutilisabilité, l’expérience
est prescrite sous forme de métamodèles et de règles de transformation.
3 Perspectives
Plusieurs perspectives ont été identifiées nous permettant d’envisager la
suite de nos travaux. Nous énumérons ces perspectives dans cette section :
1. Adaptation de l’outil refiner : comme nous l’avons mentionné dans la
section 9.2 du chapitre 5, l’outil Refiner a été conçu dans le cadre
d’ArchWare pour supporter le raffinement des architectures exprimées
selon un style bien particulier qui est les composants/connecteurs. Nous
avons voulu au niveau de notre approche éviter la transformation du
domaine vers ce style afin de l’agentifier. En effet, nous pensons que
cela risque d’alourdir l’approche. Ainsi, nous avons décidé d’étendre
ARL afin de prendre en compte la transformation du style. De ce fait
il faudrait aussi faire évoluer l’outil Refiner afin de prendre en compte
l’extension du langage. Ceci nous permettra d’avoir un outil assistant
les développeurs dans l’application des règles de transformation.
2. Définition d’un langage graphique : celui-ci doit être basé sur la sé-
mantique d’ArchWare. En effet, l’utilisation de notre approche dans le
cadre du projet BQR, nous a révélé les difficultés que peuvent avoir les
non informaticiens dans la pratique des langages textuels. Nous nous
sommes alors fixés l’objectif de définir une syntaxe graphique basée
sur la sémantique des langages ArchWare. Un profil UML appliqué
avec beaucoup de rigueur peut être utilisé à ce niveau. Ces travaux
sont en cours actuellement. Nous préconisons par exemple, l’utilisa-
tion des diagrammes pour définir des scénarios qui seront considérés
comme des structureEntity contenant des acteurs activeEntities effec-
tuant des tâches taskEntities. Chaque tâche peut être exprimée par un
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diagramme d’état/transition dont les transitions entrantes modélisent
des actions receive et les transactions sortantes, des actions send. Les
noeuds peuvent modéliser les actions internes (par exemple affectation
d’une nouvelle valeur à un attribut).
3. Métamodélisation des plates-formes d’implémentation : la partie im-
plémentation a été abordée de manière superficielle au cours de cette
thèse. A moyen terme nous préconisons de métamodéliser les concepts
appliqués au niveau des plates-formes d’implémentation. Cette tâche
risque d’être délicate. Il faudrait trouver le moyen d’exprimer claire-
ment ces métamodèles ainsi que les règles de transformation permet-
tant le passage du style du domaine agentifié vers le code. Nous explo-
rerons à ce niveau deux approches. La première consiste à exprimer le
style du domaine agentifié par un langage exploitable au niveau d’un
langage QVT. La deuxième est de faciliter la production de générateur
de code à partir de l’environnement ArchWare.
4. Phases de test et maintenance : nous pouvons envisager d’étendre le
processus de ArchMDE pour intégrer les phases de test et de mainte-
nance. Pour la phase de test, nous pouvons envisager que les propriétés
exprimées au niveau des styles soient transformées en scénarios de test.
Pour la phase de maintenance, nous pouvons utiliser un cadre d’exécu-
tion fourni par l’environnement de développement centré architecture
tel que celui proposé par ArchWare (chapitre 4). Ce cadre d’exécution
est composé d’une machine virtuelle qui pourrait exécuter l’architec-
ture modélisée. Celle-ci peut être connectée à la plate-forme d’exécu-
tion réelle et agir comme un système de monitoring. Au niveau de ce
cadre d’exécution, un langage (l’ArchWare Hyper-code ADL) est conçu
pour supporter l’évolution d’une architecture en cours d’exécution en
s’appuyant sur la notion de "réflexion structurelle". Cette notion est
définie comme la capacité d’une spécification en cours d’exécution à gé-
nérer de nouveaux fragments de spécification et à les intégrer au sein
de sa propre exécution.
5. Système d’aide à la décision : à long terme, nous pouvons envisager
de proposer un système d’aide à la décision, qui à partir de l’analyse
des propriétés exprimées au niveau du métamodèle du domaine et du
métamodèle agent puisse suggérer des règles de transformation que les
développeurs puissent utiliser lors du processus d’agentification. Ceci
implique que des propriétés telles que l’intelligence ou l’autonomie des
agents puissent être explicitement exprimées. En effet, à ce jour ces
propriétés sont encore considérées de manière vague. Cette perspective
pourrait encore plus faciliter l’application des systèmes multi-agents
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et la rendre plus accessible à des non-informaticiens. Ceux-ci n’auront
qu’à décrire leur domaine. A partir des propriétés de ce domaine, le
système pourra identifier les règles de transformation à appliquer au
niveau du processus d’agentification. Le même processus pourrait être
envisagé pour effectuer le processus de mapping.
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Chapitre A
Description des langages ArchWare
ANNEXE A. DESCRIPTION DES LANGAGES ARCHWARE
Afin de simplifier la compréhension de ce manuscrit de thèse, nous four-
nissons dans cette annexe une description détaillée des langage ArchWare.
Rappelons que l’environnement ArchWare fournit un ensemble de langages
qui sont :
– ArchWare Architecture Description Language (pi-ADL) : c’est un lan-
gage pour la description d’architectures ayant des caractéristiques dy-
namiques et évolutives. En effet, le langage permet de capturer les
mécanismes permettant à l’architecture de changer de topologie et de
configuration durant l’exécution,
– ArchWare Architecture Analysis Language (AAL) : c’est un langage
pour la spécification de divers propriétés architecturales,
– ArchWare Architecture Refinement Language (ARL) : c’est un langage
pour la description de raffinements d’architectures.
– ArchWare Architecture Style Language (ASL) : c’est un langage pour
la description de styles architecturaux.
1 Le langage ArchWare ADL
En pi-ADL, une architecture est un ensemble d’éléments, appelés élé-
ments architecturaux, qui sont reliés par des liens de communication. Ces
éléments sont définis en terme de comportement (behaviour, abstraction).
Ce dernier est défini par un ensemble d’actions ordonnancées qui spécifient
le traitement interne de l’élément (actions internes) et les interactions avec
son environnement (actions de communication). Un élément architectural
communique avec les autres par une interface caractérisée par un ensemble
de connexions (connections) qui permet de faire transiter des données. Un
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mécanisme de composition et un mécanisme de liaison, appelé unification
(c’est une substitution au sens du pi-calcul) permettent la mise en relation
des éléments architecturaux. Ces éléments peuvent interagir lorsqu’ils sont
composés et liés. Un élément architectural peut être défini comme une com-
position d’autres éléments (composite). En d’autres termes, un comporte-
ment peut être défini comme un ensemble d’autres comportements intercon-
nectés. pi-ADL permet la description d’architectures dynamiques. En effet,
les éléments architecturaux peuvent, d’une part, être composés ou décompo-
sés à la volée et, d’autre part, des éléments architecturaux peuvent être créés
et liés dynamiquement. Enfin, des éléments architecturaux peuvent transiter
comme des données à travers les connexions. Ce qui fournit un mécanisme
adéquat pour décrire des architectures dynamiques dont la topologie peut
changer au cours du temps.
Dans les paragraphes suivants, nous donnons plus de détails sur la des-
cription des comportements et des structures d’une architecture. Nous expo-
serons les types de données pouvant être définis ainsi que leurs mécanismes
de manipulation.
1.1 Comportement
Tout comportement est construit autour d’actions et d’opérateurs spé-
cifiques. Ces actions et ces opérateurs sont similaires à ceux du pi-calcul.
D’ailleurs, un comportement est l’équivalent d’un processus en pi-calcul. Il
existe différents types d’actions possibles qui sont décrites ci-dessous. Le
texte qui est en caractère gras correspond aux mots clé du langage pi-ADL :
– l’action d’envoi : qui permet à un élément architectural d’envoyer une
donnée (ou d’autres éléments architecturaux en cas d’architecture dy-
namique). Cette action est décrite de la manière suivante :
via nomConnexion send données ;
– l’action de réception : celle-ci décrit la réception d’un message par un
élément architectural. Elle est décrite de la manière suivante :
via nomConnexion receive données : Définit ionDuType ;
– l’action inobservable : représente une action interne qui ne participe
pas à une communication ; elle est inobservable depuis l’environnement
du comportement.
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unobservable
– l’inaction : celle-ci correspond à l’action nil du pi-calcul. Elle peut être
utilisé pour marquer la terminaison d’un processus en exécution. L’in-
action est décrite par le mot clé done.
done
Un comportement dans sa globalité, inclut un ensemble ordonné d’ac-
tions. Plusieurs opérateurs sont utilisés pour ordonnancer les actions, ce
sont les opérateurs de succession, de condition, de choix, de composition
et de réplication. Nous présentons dans ce qui suit chacun des opérateurs.
L’opérateur de succession
– L’opérateur de succession : il est noté par un point virgule. L’action
précédent la virgule doit s’exécuter avant l’action qui suit la virgule.
L’expression suivante est la spécification d’un comportement nommé b
qui correspond à l’envoi du message "Hello". A la suite de cet envoi, le
processus s’arrête (action done).
value b i s behaviour{ via a send "He l lo " ; done}
L’action done peut être omise lorsqu’elle est préfixée. L’expression pré-
cédente devient équivalente à :
value b i s behaviour { via a send "He l lo "}
L’opérateur de condition
– L’opérateur de condition est noté par if( condition ) then comportement1
else comportement2 définit un comportement qui se comporte comme
comportement1 si la condition est vérifiée et comme comportement2
sinon.
L’expression pi-ADL suivante est la définition d’un comportement qui dé-
finit la réception de deux chaînes de caractères. Si celles-ci sont équivalentes,
il renvoie la première, sinon il renvoie un message d’erreur.
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behaviour {
value x , y , z i s connection (String ) ;
via x receive c1 : String ;
via x receive c2 : String ;
i f c1 == c2 then via z send y ;
else via z send "Error " ; }
L’opérateur de choix
– L’opérateur de choix correspond à l’expression choice { comportement1
or ... or comportementn } : Il traduit un choix indéterministe qui doit
être fait entre des comportements possibles, le choix correspond à un
OU exclusif, si l’une des actions est choisie, l’autre est abandonnée.
Ceci peut être très utile dans la description des architectures distri-
buées, qui peuvent être confrontées à des troubles liés au réseau. Le
comportement d’un élément architectural peut être bloqué s’il n’a pas
de correspondant immédiat. Dans ce cas, une autre action peut être
effectuée.
L’expression pi-ADL suivante est un comportement qui peut se comporter
de deux manières différentes : soit recevoir un message via une connexion x,
soit envoyer un "timeout" via la connexion z.
behaviour {
value x i s f r e e connection (String ) ;
value z i s f r e e connection (String ) ;
choose{
{via x receive y : String ; unobservable}
or
{via z send " timeout " ; unobservable}
}}
L’opérateur de composition
– L’opérateur de composition est défini par l’expression suivante com-
pose { comportement1 and ... and comportementn } : elle traduit
la mise en composition parallèle de plusieurs comportements c’est-à-
dire que ceux-ci vont s’exécuter en parallèle et vont être concurrents.
La synchronisation de ces comportements permet à deux éléments
mis en parallèle de communiquer. Celle-ci se fait par l’unification des
connexions libres (qui sont préfixées par le mot clé free). Après unifi-
cation les connexions deviennent partagées.
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L’expression liée à l’unification des connections se fait est la suivante :
nomComportement : : nomConnection
unif ies
nomComportement : : nomConnection
L’exemple suivant présente la composition de deux comportements, p et
q. Ces deux comportements possèdent des connexions libres (free) qui sont
unifiées de telle sorte que p puisse envoyer un message sous forme de String
à q.
compose {
p i s behaviour {
value y i s f r e e connection (String ) ;
value message i s "He l lo " ;
via y send message }
and
q i s behaviour {
value z i s f r e e connection (String ) ;
via z receive message : String ;
unobservable}
where {p : : y unif ies q : : z}
}
L’opérateur de réplication
– l’opérateur de réplication replicate{ comportement } est équivalent
à une composition infinie du même comportement. Nous pouvons l’as-
similer à un opérateur de clonage d’un même comportement plusieurs
fois.
L’expression suivante est un comportement qui peut être déclenché une




value requestConnect ion i s connection (String ) ;
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Afin de réutiliser des définitions de comportement, ArchWare ADL four-
nit un mécanisme de réutilisation appelé abstraction. L’abstraction permet
d’encapsuler des définitions paramétrables de comportement. Nous pouvons
comparer une abstraction à une procédure. On obtient un comportement
d’une abstraction par l’application de cette dernière, en fournissant éven-
tuellement une liste de paramètres.
L’exemple suivant définit l’abstraction d’une architecture décrivant un
groupe de deux agents. Ces agents communiquent entre eux : l’un envoie
une requête et l’autre y répond. Le comportement de chaque agent est décrit
dans une abstraction. Ces abstractions sont ensuite appliquées au niveau du
groupe qui est lui même décrit par l’abstraction Groupe2Agents. Au niveau
de cette abstraction les connexions sont unifiées afin que les deux agents
puissent communiquer. L’Agent1 effectue un appel à l’Agent2, puis il attend
une réponse. L’Agent2 est en attente de l’appel de l’Agent1. Lorsqu’il reçoit
cet appel celui-ci lui répond. Groupe2Agents est alors considéré comme un
élément composite.
value Agent1 i s abstraction ( )
{
value c a l l , wait i s connection ( ) ;
via c a l l send ; via wait receive ;
unobservable
} ;
value Agent2 i s abstraction ( )
{
value request , r ep ly i s connection ( ) ;
via r eques t receive ; unobservable ;
via r ep ly send
} ;
value 2AgentGroup i s abstraction ( )
{
compose { A1 i s Agent1 ( )
and
A2 i s Agent2 ( ) } where {
A1 : : c a l l unif ies A1 : : r eque s t
and
A2 : : r ep ly unif ies A2 : : wait }
}
La notion de récursivité
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En plus de permettre la réutilisation, les abstractions permettent de dé-
finir des comportements récursifs, c’est-à-dire des comportements qui re-
tournent à leur état initial après un certain nombre d’étapes. Nous reprenons
l’exemple précédent de deux agents communiquant dans un groupe. Après
avoir reçu une réponse, l’Agent1 peut renvoyer une requête alors que l’Agent2
peut se remettre en attente d’une requête. Pour décrire un tel comportement
récursif,le mot clé recursive est nécessaire. Ceci va être décrit comme suit :
recursive value Agent1 i s abstraction ( )
{
via c a l l send ; via wait receive ; unobservable ;
Agent1 ( )
} ;
recursive value Agent2 i s abstraction ( )
{via r eque s t receive ; unobservable ; via r ep ly send ;
Agent2 ( )
} ;
Nous avons vu que les comportements communiquent par des envois de
données, nous étudions les aspects concernant ces données dans ce qui suit.
1.2 Les valeurs et les types
ArchWare ADL est un langage fortement typé. Il fournit un système de
types de données complet et des opérateurs pour manipuler les données. Nous
présentons ici ces types et ces opérateurs. ArchWare ADL fournit des types
qui sont classés en types de base, types d’architectures, types construits et
types collections :
– Les types de base sont Natural, Integer, Real, Boolean, et String.
– Les types d’architectures sont les suivants : connection[Type de don-
née], Behaviour, abstraction[Types des paramètres]. Ils représentent
les valeurs architecturales présentées dans les sections précédentes.
– Les types construits représentent des valeurs composites. Ces types
sont les suivants : tuple[Liste de types], view[Liste de types étiquetés],
union[Liste de types], variant[Liste de types étiquetés],
– Les types collections représentent des valeurs composées de plusieurs
autres valeurs de même type. Ces types sont bag[Type], set[Type] et
sequence[Type].
Prenons comme exemple, le type vue, qui représente une structure de
valeurs de types différents. Au niveau d’une vue, ces valeurs sont étiquetées.
Dans l’exemple suivant, une valeur v de type view est définie. Elle est com-
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posée d’une valeur true étiquetée b, et d’une valeur "Chaîne de caractère"
étiquetée s.
value v i s view (b i s true , s i s "Chaîne␣de␣ ca r a c t è r e " )
Cette valeur a comme type, MaVue sui est défini de la manière suivante :
type MaVue i s view [ b : Boolean , s : String ]
Comme nous l’avons mentionné précédemment, des mécanismes sont
fournis pour pouvoir manipuler les valeurs construites.
Projection
Des mécanismes de projection permettent d’accéder aux composantes
d’une valeur composée (vue, tuple, variant ou union). La ligne suivante ex-
prime que les composantes de v sont associées aux identifiants b et s qui sont
utilisés par la suite (si b vaut true alors on envoie s par la connexion c).
project v as b , s ; i f b do via c send s
Le mécanisme de projection peut être décrit en utilisant du sucre syn-
taxique noté " : :".
i f v : : b do via c send v : : s
iterate
Ce mécanisme permet de manipuler les valeurs ayant un type collec-
tion, en permettant de parcourir une collection. L’exemple suivant permet
de compter le nombre d’éléments contenus dans un ensemble de type set. Ceci
est réalisé par un mécanisme d’itération : pour tout élément i de l’ensemble,
la valeur somme (initialisée à 0) est incrémentée de la valeur de l’élément i ;
le résultat final est stocké dans la valeur resultat.
value ensemble i s set ( 1 , 2 , 3 ) ;
iterate ensemble by i : Integer ;
from value somme i s location (0 )
accumulate {somme:=somme ’ + i }
as r e s u l t a t ;
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Pour accéder aux éléments des collections, le mécanisme de projection est
utilisé. Dans l’exemple suivant, le deuxième élément est récupéré et stocké
dans la valeur resultat1.
value seq i s sequence ( 2 , 4 , 1 ) ;
project seq at 2 as r e s u l t a t 1 ;
Includes et Excludes
D’autres mécanismes permettent d’ajouter ou de retirer des éléments
d’un ensemble. Dans l’exemple suivant, la valeur 2 est ajoutée à ensemble.
Ensuite une valeur 3 est retirée.
value ensemble i s set ( 1 , 2 , 3 ) ;
ensemble includes 2 ;
ensemble excludes 3 ;
2 Le langage ArchWare AAL
En AAL, les propriétés sont définies comme des formules prédicatives.
Ce langage fournit des prédicats prédéfinis et des mécanismes (opérateurs
et quantificateurs) pour construire de nouveaux prédicats. Un support de
vérification des propriétés est fourni à travers les outils Analyser [AO05] et
Model Checker [BCD+04].
2.1 Les opérateurs et les quantifieurs
ArchWare AAL fournit des opérateurs booléens ainsi que des quantifica-
teurs. Ceux-ci permettent de construire de nouveaux prédicats à partir de
prédicats définis.
Le vocabulaire utilisé pour les opérateurs booléens est le suivant : not, or,
and, xor, implies, equivalent.
Les quantificateurs sont le quantificateur existentiel, exists, et le quan-
tificateur universel forall.
Un prédicat peut être appliqué à une collection via l’opérateur to ... apply.
to c o l l e c t i o n apply pr éd i c a t
Ce dernier est généralement utilisé avec les quantificateurs exist et forall
pour appliquer un prédicat à tous les éléments d’une collection. L’expression
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suivante est vraie si le prédicat p est vrai pour chacun des éléments de la
collection.
to c o l l e c t i o n apply fora l l { element | p ( element )}
2.2 Prédicats et fonctions sur les données
AAL fournit un éventail de prédicats et de fonctions prédéfinis concer-
nant les données en général. Nous présentons ci-dessous un sous-ensemble
des prédicats prédéfinis.
isValue(name, type ) est vrai si la valeur name est de type type.
isType(alias, type ) est vrai si l’identifiant alias réfère le type type.
isAbstraction(name ) est vrai si la valeur name est une abstraction.
isInstance(name, abstractionName ) est vrai si le comportement name est
une instance de l’abstraction abstractionName.
isConnection(name, type ) est vrai si isValue(name, connection[type] )
est vrai.
Concernant les fonctions prédéfinies, nous présentons également un sous-
ensemble.
parameters(name ) - cette fonction s’applique à une abstraction et retourne
l’ensemble de ses paramètres.
name(data) - cette fonction retourne le nom d’une donnée, elle existe pour
tout type de donnée ainsi que pour les paramètres.
value(name) - cette fonction retourne la valeur d’une donnée.
2.3 Prédicats sur les comportements
ArchWare AAL permet de décrire des patrons comportementaux. Ce sont
des prédicats qui sont vrais si l’ordonnancement des actions d’un compor-
tement vérifie certaines règles qu’on exprime. Ces règles expriment l’agen-
cement possible entre des actions de communication. Elles sont décrites à
l’aide d’opérateurs spécifiques :
– la concaténation, ’.’,
– le choix, |,
– la fermeture transitive réflexive, ’∗’ : elle correspond à la concaténation
de zéro ou plusieurs actions.
– la fermeture transitive, ’+’ : elle correspond à la concaténation d’une
ou plusieurs actions.
213
ANNEXE A. DESCRIPTION DES LANGAGES ARCHWARE
L’expression suivante dénote un patron pour lequel une réception via la
connexion c2 ne peut être précédée directement d’une ou plusieurs émissions
via la connexion c1.
(not ( via c1 send any ) ) ∗ . ( via c2 receive any)
De plus, AAL fournit deux autres opérateurs en se basant sur les opéra-
teurs modaux de nécessité et de possibilité du µ-calcul. Le premier permet
de spécifier que toute séquence d’actions vérifiant un patron comportemental
donné doit aboutir à un état donné. Le second permet de spécifier qu’il doit
exister au moins une séquence d’actions vérifiant un patron comportemental
donné et aboutissant à un état donné. La propriété suivante exprime qu’il
ne peut y avoir d’envoi par la connexion c2 que s’il y a eu réception par
la connexion c1 juste avant. Dit autrement, chaque séquence dans laquelle
un envoi par la connexion c2 n’est pas précédé par une réception par la
connexion c1 conduit vers un état faux.
every sequence {not via c1 receive any . via c2 send any}
leads to state { f a l s e }
La propriété suivante exprime qu’il doit exister au moins une séquence
dans laquelle une action de réception par la connexion c1 précède un envoi
par la connexion c2.
some sequence { via c1 receive any }
leads to state { via c2 send any }
Enfin, AAL fournit deux derniers opérateurs se basant sur les quantifi-
cateurs de points fixes maximaux et minimaux du µ-calcul :
– finite tree Y (x :T) given by s (Y) ( v )
– infinite tree Y (x :T) given by s (Y) ( v )
Le premier opérateur est basé sur les points fixes minimaux. Cet opéra-
teur spécifie qu’en partant d’un état satisfaisant Y, on arrive après un nombre
fini de pas (un "pas" = un dépliage récursif de la formule s) à un état satis-
faisant s (false). L’intuition est que les points fixes minimaux se comportent
comme des fonctions récursives en langage de programmation, sauf qu’ils
sont interprétés sur des systèmes de transitions. En d’autres termes, un pa-
tron d’actions peut être répété un nombre fini de fois avant que le système
atteigne un état donné.
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Par exemple, la formule suivante exprime l’existence d’une succession
finie d’actions via x receive any.
f in i te tree Y given by
{some sequence{via x receive any}
leads to state { true } or Y}
Après un nombre fini de pas (transitions franchies en dépliant le corps
"{ some sequence { via x receive any } leads to state { true } or Y" de la
formule), on doit arriver à un état qui satisfait {some sequence { via x receive
any } leads to state { true } or { some sequence { via x receive any } leads to
state { true }. Le second opérateur est basé sur les points fixes maximaux.
Par exemple, la formule suivante signifie l’existence d’une séquence infinie
de réception par la connexion x.
i n f i n i t e tree Y given by
{some sequence {via x receive any} leads to {Y}}
3 Le langage ArchWare ARL
Le noyau du langage est un ensemble d’opérations appelées actions de
raffinement qui supportent le raffinement d’une architecture abstraite vers
une architecture concrète en vue de son implémentation [Meg04]. Dans ARL,
les actions de raffinement sont exprimées par des pré-conditions, des trans-
formations et des post-conditions. Les pré-conditions sont des conditions qui
doivent être satisfaites dans une architecture avant l’application d’une ac-
tion de raffinement. Les post-conditions doivent être satisfaites suite à l’ap-
plication d’une action de raffinement. La transformation décrit l’opération à
réaliser.
Une étape de raffinement s’effectue par l’application d’une action de raffine-
ment que l’on peut exprimer en utilisant la syntaxe suivante :
on ar ch i t e c tu r eDef I d a c t i on r e f inementAct i on Id
i s r e f inement (a c t i onParamete r s ){
pr e i s { a c t i onPr ec o nd i t i ons }
po s t i s { a c t i onPo s t c o nd i t i ons }
t ra n s f orma t i on i s { r e f inementAct i ons }
} a ssuming { pro pe r t i e s } a s { mix f ix }
où :
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– actionPreconditions sont les conditions nécessaires à satisfaire avant
d’appliquer l’action de raffinement,
– actionPostconditions sont les conditions à satisfaire après l’application
de l’action de raffinement,
– refinementActions sont les actions de raffinement à appliquer pour exé-
cuter une transformation depuis l’architectureDefId vers une nouvelle
architecture raffinée,
– properties sont les conditions que l’on suppose vraies et qui doivent
être vérifiées (des obligations de preuve) afin d’appliquer les actions de
raffinement,
– mixfix définit la notation d’une action dans une forme mixfix.
Notons que actionPreconditions, actionPostconditions et properties sont des
expressions logiques.
Différentes actions de raffinement peuvent être envisagée au niveau des
architectures. Nous les résumons ci-dessous.
Les opérations de raffinement similaires sur tous les éléments architecturaux
Elles consistent principalement à l’ajout, suppression et la modification
des éléments architecturaux ou au remplacement d’un élément architctural
par un autre. Elles sont exprimées par les expressions suivantes :
– Includes : ajoute un élément ou un sous-ensemble d’élément à un en-
semble,
– Exludes : supprime un élément ou un sous-ensemble d’éléments d’un
ensemble,
– Replaces : remplace un élément par un élément,
– Becomes : remplace un comportement par un autre comportement.
Voici un exemple de règle de raffinement permettant de supprimer plu-
sieurs comportements dans une architecture.
Ar chtype Nouvel leA r ch i t e c t u r e r e f i n e s AncienneA r ch i t e c tu r e
using
{
beha v i our excludes {beh1 , . . . , behN}
}
Les opérations de raffinement spécifiques aux connections
Celles-ci permettent de raffiner les relations entre les différents éléments
architecturaux. Elles sont exprimées comme suit :
– Unifies : unifie des connections
– Separates : sépare des connections
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L’exemple suivant permet de séparer deux connections.
Ar chtype Nouvel leA r ch i t e c tu r e r e f i n e s AncienneA r ch i t e c tu r e
using (Ancienne_Co nnec t i ons : tup l e [ co nnec t i on ] )
{
sep ara t e s
Element1 : : por t1 : : co nnec t i on1
wi th
Element2 : : por t2 : : co nnec t i on2
}
4 Le langage ArchWare ASL
Le langage ASL a été construit comme une couche supplémentaire sur
les langages ADL et AAL. Nous présentons dans ce qui suit les mécanismes
qu’il offre pour la formalisation de nouveaux styles.
4.1 description générale d’un style
En ASL, un style est formalisé selon trois entités :




La structure générale de la description d’un style est la suivante :
Nom_du_style i s s t y l e extending Style_parent where {
types { Dé f i n i t i o n s de types }
styles { Dé f i n i t i o n s de styles }
constructors { Dé f i n i t i o n s de con s t ru c t eu r s }
constraints { Dé f i n i t i o n s de c on t r a i n t e s }
analyses { Dé f i n i t i o n s d ’ analyses }
}
Nom du style
Un style est nommé. Son nom est l’unique référence vers ce style. Il est
nécessaire de faire référence à un style à plusieurs occasions : lors de son
instanciation, lors de la vérification de la satisfaction d’une architecture par
rapport à ce style, lors de l’héritage par un autre style.
Style parent
Comme nous l’avons mentionné précédemment, ASL fournit un méca-
nisme de spécialisation : l’héritage. Celui-ci permet de construite un nouveau
style S sur la définition d’un autre style S’. Le style S’ est alors appelé style
parent du style S et le style S un sous-style de S’. Les éléments définis au
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niveau du style S’ (les constructeurs, les contraintes et les analyses) sont des
acquis pour le style S.
On spécifie qu’un style en spécialise un autre par le mot clé extending.
Dans l’exemple ci-dessous, le style Style hérite du style StyleParent.
Sty l e i s s t y l e extending Sty leParent where { . . . }
4.2 Types
La définition d’un style peut englober la définition d’un ensemble de
types. Les types sont construits par rapport aux types prédéfinis dans pi-
ADL. Trois sortes de types génériques sont cependant rajouté :
– Type : c’ est un type dont les valeurs associées sont des types,
– Expression[T] : permet de capturer des définitions de valeurs de type
T. Par exemple, un paramètre de type Expression[ Behaviour ] est la
définition d’un comportement et non pas une instance de comporte-
ment qui s’exécute,
– Alias : c’est un type défini pour pouvoir passer un alias en paramètre
(et non l’instance qu’il référence),
Ces types sont utilisables pour paramétrer les constructeurs. Nous clari-
fions cette notion ci-dessus.
4.3 Styles
Styles permet de structurer un style en terme d’autres styles dits agré-
gats. Les styles agrégats encapsulent des constructeurs, de contraintes et des
analyses qui alimentent le style contenant.
La structure d’un style en termes d’agrégats peut être construite pa-
rallèlement à celle des architectures qu’il représente. Reprenons l’exemple
des deux agents interagissant au sein d’un groupe. Cette architecture peut
être représentée par un style qui sera structuré avec un style Agent1 et un
style Agent2. Un style agrégat Groupe2Agents donne un support pour des
sous-parties des architectures.
Groupe2Agents i s s t y l e {
styles {
Agent1 i s s t y l e where { . . . }
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4.4 Les constructeurs
Les constructeurs fournissent le support à la description architecturale. Ils
permettent en effet de fournir des patrons architecturaux, respectant un style
particulier. La valeur définie par un constructeur peut représenter aussi bien
une architecture, qu’un élément architectural, qu’un comportement, qu’une
donnée ou une connexion. Ainsi, différents niveau de granularité peuvent être
traités, allant d’une simple donnée à une architecture complexe.
Un constructeur est un mécanisme de réutilisation. L’ensemble des construc-
teurs d’un style constitue une bibliothèque de patrons architecturaux réuti-
lisables.
Un constructeur est défini avec un nom (nomDuConstructeur), un en-
semble de paramètres typés (p1, p2, ..., pn), un corps (corpsDuConstructeur)
et une notation mixfix (notationMixfix). La structure syntaxique correspon-
dant à une style est la suivante :
nomDuConstructeur i s con s t ruc to r ( p1 : TypeP1 , . . . , pn : TypePn ) ;
{ corps_du_constructeur }
as { notat ionMix f ix }
Le corps d’un constructeur contient la description d’une valeur construite
relativement aux paramètres fournis au niveau du constructeur. Pour décrire
ces valeurs, le langage ArchWare ADL (pi-ADL) est utilisé.
La notation mixfix permet de créer une syntaxe adéquate aux concepts
définis par le style. Cette syntaxe sera utilisée lors de l’élaboration des ar-
chitectures au niveau de la couche M1. Cette notation permet d’abstraire les
concepts basiques de ASL et de ADL et facilite ainsi l’utilisation de l’envi-
ronnement par des non spécialistes d’ArchWare.
Pour illustrer l’utilisation du constructeur, nous reprenons notre exemple.
Nous créons ici un constructeur pour l’Agent1, d’un constructeur de valeurs
de type abstraction. Ces abstractions représentent des agents qui envoient
des requêtes aux autres agents.
Agent1 i s con s t ruc to r (nom: String , r equete : String )
{
abstraction ( ) {
value requete i s tuple (nom, requete )
via c a l l send requete ;
via wait receive reponse : String ;
unobservable
}
}as { agent named $nom sends $ requete }
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4.5 Les contraintes
Les contraintes de style caractérisent une famille d’architecture qui pré-
sentent des qualités spécifiques en termes de structure ou de comportement.
On s’assure qu’une architecture présente l’ensemble des qualités entraînées
par un style lorsqu’elle satisfait ses contraintes. Pour cette raison, il est im-
portant de formaliser les contraintes pour pouvoir par la suite vérifier auto-
matiquement qu’une architecture satisfait un style.
Plusieurs types de contraintes peuvent être différenciées :
– les contraintes structurelles : par exemple, une architecture ne contient
pas de cycles ;
– les contraintes comportementales : par exemple, la vivacité, l’abscence
d’interblocage,
– les contraintes d’attributs : par exemple, la valeur d’un attribut ne doit
pas excéder 100.
La structure syntaxique d’une description de contrainte est la suivante :
nom_de_la_contrainte i s c on s t r a i n t {
corps_de_la_contrainte
}
Une contrainte peut aussi être définie par référence à une contrainte d’un
autre style.
constraints {
con t r a i n t e i s autre_sty l e@contra inte1
}
où, autre_style@contrainte1 désigne la contrainte nommée contrainte1
dans autre_style.
Le corps de la contrainte est exprimé par des propriétés en AAL. La
contrainte concerne l’instance d’un style. Généralement, il s’agit d’une ar-
chitecture représentée sous forme d’abstraction, mais il peut s’agir de n’im-
porte quel autre type de donnée. Au sein de la description cette instance est
représentée par le mot-clé styleInstance.
Nous illustrons la définition des contraintes par l’exemple suivant qui dé-
crit une formalisation de la contrainte deadLockFreedom. Cette contrainte vé-
rifie que pour toute séquence d’actions on peut trouver une action prochaine
telle que celle-ci débouche elle-même sur une action. Ainsi, cette propriété
signifie qu’une action peut toujours être effectuée, donc que le système ne
peut pas bloquer.
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deadLockFreedom i s c on s t r a i n t {
to s t y l e I n s t an c e . behaviour apply{
every sequence { true ∗} leads to state




Afin d’automatiser l’étude d’une architecture suivant un style particulier,
il est nécessaire de définir des outils d’analyse spécifiques à ce style.
Les caractéristiques identifiées peuvent être de différentes sortes. Il peut
s’agir d’une vérification ou d’une mesure. Une analyse peut vérifier la satis-
faction d’une propriété par l’architecture ; par exemple, une analyse permet
de vérifier que la structure de l’architecture est cyclique. Une analyse peut
retourner une mesure ; par exemple, l’analyse retourne le nombre d’éléments
d’une architecture.
La performance d’un système s’évalue différemment selon la nature de son
architecture. Par exemple, s’il s’agit d’une architecture décrivant un agent
réactif, on évaluera son temps de réponse. Un agent cognitif sera plus évalué
sur le nombre de cas qu’il pourrait résoudre.
La structure syntaxique permettant de créer une analyse est la suivante :
nom_de_l_analyse i s analysis {
kind type_d_analyse
input { parametres_d_entrée }
output { type_de_la_valeur_retournée }
body{ corps_ de_l_analyse }
}
Ainsi, une analyse est définie avec :
– un nom : il est utilisé pour référencer l’analyse ;
– le type d’analyse : celui-ci référence l’outil d’analyse capable de traiter
la description contenue au niveau du corps.
– des paramètres d’entrée (input) : ils sont constitués par un ensemble
d’identifiants typés. Les valeurs qui sont passées en paramètre repré-
sentent à la fois des éléments sur lesquels l’analyse porte et des éléments
pour configurer (régler) l’analyse. Ils sont utilisés dans la description
du corps de l’analyse comme s’il s’agissait de valeurs définies.
– un type de la valeur retournée (output) : ici sont spécifiés les types de
données qu’une analyse va retourner.
– un corps : il contient la description de l’analyse dans un langage associé
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Les systèmes multi-agents s’attaquent aux nombreuses problématiques
posées actuellement dans le monde informatique telles que la distribution,
l’évolution, l’adaptabilité et l’interopérabilité des systèmes. Les solutions pro-
posées par ces systèmes sont prometteuses et permettent d’obtenir des sys-
tèmes flexibles et évolutifs. Cependant, leur mise en oeuvre reste difficile.
Ceci est dû au manque de techniques d’ingénierie adaptées à ce genre de
système et qui permettent un développement fiable et cohérent.
Bien qu’il existe plusieurs propositions intéressantes au niveau des métho-
dologies, des langages de spécification et des plates-formes d’implémentation
orientés agent, celles-ci manquent de cohésion et font ressortir plusieurs diffé-
rences aussi bien au niveau de la sémantique des concepts utilisés mais aussi
au niveau des démarches de développement.
Notre but durant cette thèse a été de proposer une approche flexible
et cohérente supportant le développement des systèmes multiagents. Cette
approche que nous baptisons ArchMDE se base sur une combinaison de l’ap-
proche centrée architecture et de l’approche dirigée par les modèles. L’ap-
proche centrée architecture nous permet de raisonner sur les éléments qui
structurent le système multi-agents ainsi que leurs interactions. Elle per-
met d’identifier les patrons architecturaux nécessaires au développement des
systèmes multi-agents en prenant en compte les différentes vues du système
(vue organisationnelle, vue environnementale, etc.). L’approche orientée mo-
dèles nous permet d’exprimer de façon explicite la manière de combiner ces
patrons architecturaux afin d’avoir une représentation globale du système
multi-agents. D’autre part, IDM permet de couvrir les différentes phases du
cycle de développement en adoptant une démarche basée sur la transforma-
tion de modèles. Cette démarche permet de garantir la cohérence du système
durant les différentes phases du cycle de vie. Par ailleurs, celle-ci offre l’avan-
tage de préserver le savoir-faire des développeurs en exprimant explicitement
les opérations d’intégration (entre les patrons architecturaux) et de mapping
(entre les modèles de conception et les modèles d’implémentation).
Pour implanter ArchMDE, nous utilisons le cadre de développement
ArchWare qui est basé sur le pi-calcul typé, polyadique et d’ordre supérieur,
ce qui permet de supporter les aspects communicatifs et évolutifs des sys-
tèmes multi-agents. Le choix d’un cadre formel vise à réduire l’ambiguïté
liée aux concepts multi-agents mais aussi à garantir une conception sûre. En
effet, l’utilisation d’un langage formel donne la possibilité d’exprimer expli-
citement différentes propriétés structurelles et comportementales. Le cadre
de développement ArchWare offre divers langages accompagnés de différents
outils qui nous seront utiles pour mettre en oeuvre notre approche.
