Let Z be a H-valued Ornstein-Uhlenbeck process,
Introduction
Let H be a separable Hilbert space over R with an orthonormal basis (e n ) n∈N . Let (Ω, F , (F t ) t∈[0,∞[ , P) be a filtered stochastic basis with sigma-algebra F , a right-continuous, normal filtration F t ⊆ F and a probability measure P such that there is a cylindrical In this article we show that there exist a absolute constant C and an α A > 0 such that 
Exponential estimate Proposition 2.1
There exists and absolute constant C ∈ R and a non-increasing map 
where b n is the n-th component of b and the quadratic covariation Y n , Z λ t is the uniform in probability limit of
where the backward integral is defined as
denotes the time-reversal of a generic stochastic process X. Since (2.1.1) holds for all components n ∈ N we also have
Z λ is an Itô diffusion process with generator
I.e. a(t, x) = −λx and σ(t, x) = 1. The probability density of Z λ t w.r.t. Lebesgue measure is
Observe that a and σ fulfill the conditions of [MNS89, Theorem 2.3], hence, the drift term 
and letG t be the completion of G 0 t . Define [Par86] ). In conclusion we have by combining Equation (2.1.3) with (2.1.2)
By plugging in (2.1.4) this is equal to
Observe that by (2.1.4) and the Yamada-Watanabe Theorem (see [RSZ08, Theorem 2 
is a strong solution of an SDE driven by the noise
t is G t -measurable so that the stochastic integral I 1 makes sense. In conclusion we get
for α λ to be defined later. We will estimate the terms I 1 , I 2 and I 3 separately.
Estimate for I 1 :
In the next step we use the Burkholder-Davis-Gundy Inequality for time-continuous martingales with the optimal constant. In the celebrated paper [Dav76, Section 3] it is shown that the optimal constant in our case is the largest positive root of the Hermite polynomial of order 2k. We refer to the appendix of [Ose12] 
we obtain
Estimate for I 2 :
We have for any α
2 > 0 to be specified later
1 − e 2λ(t−1)
the above term can be written as
Applying Jensen's Inequality w.r.t. the probability measure
and the convex func-
2 |·| 2 results in the above being bounded by the following
and applying Fubini's Theorem the above term can be estimated by
Step 2 of the proof of Theorem 2.3) we have
e 2λ(1−t) −1 , whereB is another Brownian motion. Plugging this into (2.1.6) we get the following bound for (2.1.6)
Estimate for I 3 :
Recall that
Plugging in
into Equation (2.1.7) results in
For the first term on the right-hand side we use Jensen's Inequality and for the second term a similar calculation as for the estimate of I 1 yields that the above is smaller than
Using Fubini's Theorem we estimate this by
With the help of [Øks10, Theorem 8.5
.7] (see also
whereB is another Brownian motion. Estimating the 2k-moments yields
Therefore, we obtain
Choosing α
Final estimate:
We are now ready to plug in all previous estimates to complete the proof. Setting
3 )
we conclude
We apply the Young Inequality to split the three terms
and using the estimates for I 1 , I 2 and I 3 results in the following bound
We still need to show that the map α fulfills the claimed properties.
Simplification of α λ :
3 ) = 
First, we want to prove that α λ is the same as
3 is obviously larger than α 1 , hence it is enough to show that α
2 for all λ > 4. We have
which implies 10 3π √ 16λ ≤ 2 + 2λ + 2λ 2 ≤ e 2λ + 1, ∀λ > 4.
Reordering and using that arctan is an increasing function leads us to
for all λ > 4. Therefore we obtain
which finally implies
2 .
In conclusion we proved that
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Asymptotic behavior of α λ :
Let us now analyze α
4(e 2λ + 1) arctan 2 ( √ e 2λ − 1) .
We obviously have e 2λ e 2λ + 1
and
Therefore,
holds. We want to show that f is monotonically decreasing and hence the above limit is a lower bound for f . To this end we calculate the first derivative of f
since the denominator is clearly positive, we have to show that
Substituting x := √ e 2λ − 1 leads to
We prove this inequality in two steps. First note that
holds, so that for all x with 0 < x ≤ 2 + √ 3 we have the estimate
and, on the other hand, for x ≥ 2 + √ 3 we obtain
In conclusion (2.1.8) holds, so that f ′ < 0 and therefore
All together this yields
α λ is constant on [0, 1]:
Let λ ∈ [0, 1] and set
g has the first derivative
We want to show that 1 − (1 − 4λ)e 4λ is non-negative and thus prove that g is an non-decreasing function. To this end observe that
is a decreasing function on [0, ∞[, since the derivative −16λe 4λ is clearly non-positive, so that
holds for all λ ≥ 0. This leads to
This proves that g is non-decreasing. Using this we can easily conclude
and hence
Taking the reciprocal on both sides yields
This can be proved by calculating the Taylor-polynomial up to the first order and dropping the remainder term which is always negative on R + . Using this on our above estimate (2.1.9) we obtain λ 4(e 2λ + 1) arctan
This implies that α λ is constant on the interval [0, 1].
α λ is non-increasing:
By the previous part we can assume that λ ≥ 1. We have to show that α is non-positive. So, to simplify notation we have to show that
holds. Note that for λ ≥ 1
so that (2.1.10) holds, which finishes the proof that α we have
where ∂ x i b denotes the derivative of b w.r.t. the i-th component of the second parameter x.
Proof
Let
be the components of (Z A t ) t∈[0,∞[ and (λ n ) n∈N be the eigenvalues of A w.r.t. the basis (e n ) n∈N . Note that every component Z A,(n) is a one-dimensional Ornstein-Uhlenbeck process with drift term λ n > 0 driven by the one-dimensional Brownian motion B (n) . DefineB (n) bỹ
where
Observe that Therefore, the components of Z A can be written as time-transformed Brownian motions
Let us define the mapping
ϕ A is bijective and we have used that
N as topological spaces. By definition of the product topology ϕ A is continuous if and only if π n •ϕ A is continuous for every n ∈ N.
' ' P P P P P P P P P P P P P P P P P P P P P P P P P P
Here, π n denotes the projection to the n-th component. The above mapping ϕ A is continuous and, therefore, measurable w.r.t. the Borel sigma-algebra. Using this transformation, the Ornstein-Uhlenbeck measure P A , as defined in the introduction, can be written as
Hence, we have
where W (n) is the projection of W to the n-th coordinate and the last equality follows from
Starting from the left-hand side of the assertion we have
Using Equation (2.2.1) we can write this as
where (f n ) n∈N are the components of f . Using Fubini's Theorem we can perform the i-th integral first and obtain
Since ϕ
By Proposition 2.1 the inner integral is smaller than C, so that the entire expression is smaller than
where in the last step we used that W (n) are probability measures.
Theorem 2.3
Let ℓ ∈ ]0, 1] and (Z 
This means
where b n is the n-th component of b. The following inequality 
Recall that Λ is defined in Equation (1.0.1) and the map α is from Proposition 2.1.
Proof
Step 1: The case for twice continuously differentiable b. 
where b ′ denotes the Fréchet derivative of b w.r.t. x. Using Fubini's Theorem we can switch the order of integration, so that the above equals
Using Jensen's Inequality and again Fubini's Theorem the Expression (2.3.1) is bounded from above by
Applying Hölder Inequality we can split the sum and estimate this from above by
Young's Inequality with p i := λ i Λ leads us to the upper bound
hence, we can estimate (2.3.2) from above by
Applying Lemma 2.2 for every θ ∈ [0, 1] and i ∈ N results in the estimate
Step 2: The general case: Non-smooth b.
Let β A and C be the constants from Step 1. Set ε := exp
as well as
. Note that the measure Z ℓA (P) is equivalent to the invariant measure N(0,
2ℓ
A −1 ) due to [DZ92, Theorem 11.13] and analogously (Z ℓA t + h(t))(P) to N(h(t),
We set g(t) := 2ℓAh(t).
Observe that g(t) ∈ H for every t ∈ [0, 1] because of
Hence, [Bog98, Corollary 2.4.3] is applicable i.e. N(0,
A −1 ) and (Z ℓA t + h(t))(P) are equivalent measures. By the Radon-Nikodym Theorem there exist a density ρ so that
Furthermore, there exists δ > 0 such that 
is continuous. Note that 
Adding and subtractingb and using that b −b = 0 on K yields that the above equals
Applying the fact that (a + b) 2 ≤ 2a 2 + 2b 2 we estimate from above by
and using Young's Inequality this is bounded by
Let us estimate A 1 first
≤ε by (2.3.5) 
Using the above considerations A 2 equals
which in turn can be bounded using Fatou's Lemma by
Applying
Step 1 with b replaced byb (m) yields that (2.3.6) and henceforth A 2 is bounded by C, so that in conclusion we have
which completes the proof.
A concentration of measure result
For this section let us define
is an Ornstein-Uhlenbeck process starting in x. Furthermore, we define the image measure
and the projections
which come with their canonical filtration 
as the initial sigma-algebra, so that Z becomes G t /Ḡ t -measurable.
Corollary 3.1
There exists β A > 0 (depending only on the drift term A of the Ornstein-Uhlenbeck process Z A ) such that for all 0 ≤ r < u ≤ 1 and for any bounded Borel measurable function
for any η ≥ 0 the inequality
holds, where ℓ := u − r.
Proof
Let r, u, ℓ, b, h 1 and h 2 be as in the assertion. Note that the assertion is trivial if h 1 = h 2 , hence w.lo.g. we assume h 1 − h 2 ∞ = 0. We define the stochastic processesZ 
Hence,Z ℓA is an Ornstein-Uhlenbeck process with drift term ℓA. For the reader's convenience we add the integration variable as a superscript to the respective measure which we integrate against, hence the left-hand side of the claim reads
Fix an ω ′ ∈ Ω. Using the transformation s ′ := ℓ −1 (s − r) this equals
Recall the definitions of π t andḠ t at the beginning of this section. Since G t is the initial sigmaalgebra ofḠ t w.r.t. Z A we have
where E 0 denotes the expectation w.r.t. the measure P 0 . Applying this to the above situation we obtain that the left-hand side of the assertion reads 
− b(ℓs + r, π ℓs (ω) + h 2 (ℓs + r)) ds
so that the Expression (3.1.1) simplifies to whereb ω ′ ,h 2 (t, x) :=b(t, x + ℓ −1/2 e −ℓtA Z A r (ω ′ ) +h 2 (t)). Recall thatZ ℓA is an OrnsteinUhlenbeck process which starts in 0. By Theorem 2.3 there exist constants β A (depending on the drift term A, but independent of ℓ since ℓ ∈ ]0, 1]) and C such that the conclusion of Theorem 2.3 holds for every Ornstein-Uhlenbeck processZ ℓA with the same constants β A and C. Since exp(β A | · | 2 ) is increasing on R + the above equals 
Let 0 ≤ r < u ≤ 1 and b, p, ℓ as in the assertion.
Step 1: Deterministic x, y Let x, y ∈ H be non-random with x = y. We set
A ℓ −1/2 |x − y| Notice that the above is valid since S is a non-negative random variable. Using Fubini's Theorem the above equals
Plugging in the definition of S the above line reads 
