Abstract. We prove that if the continued fraction K(a n /1) has circular twin value sets V 0 , V 1 , then K(a n /1) converges except in some very special cases. The results generalize previous work by Jones and Thron.
Introduction and main result
A pair V 0 , V 1 of sets from C := C ∪ {∞} is called a pair of twin value sets for the continued fraction Note that we do not require a 2n+k ∈ V k−1 for k = 1, 2 as was done in the work by Jones and Thron; see for instance their book [7, p. 64] . For given value sets we further define the corresponding element sets E 1 , E 2 by (1.3)
Here, by definition, 0 ∈ E 1 if −1 ∈ V 1 (the closure of V 1 in C) and 0 ∈ E 2 if −1 ∈ V 0 . The twin element sets E 1 , E 2 are true if E k \ {0} = ∅ for k = 1 and 2. We also say that V 0 , V 1 are twin value sets for E 1 , E 2 . For convenience we shall always let V 2 := V 0 , so that E k = {a ∈ C; a/(1
In this paper we restrict the value sets to be closed circular domains; that is, they are closures of simply connected, open, non-empty domains on the Riemann sphere C, bounded by a generalized circle. The points 0, −1, ∞ are special in the classical continued fraction theory. (See (1.6).) We shall therefore distinguish between closed domains V where
• ∞ ∈ V (disks),
• ∞ on the boundary ∂V of V (half planes),
• ∞ in the interior V • of V (complements of disks).
We address the problem: when does K(a n /1) from E 1 , E 2 (i.e. all a 2n−1 ∈ E 1 and all a 2n ∈ E 2 ) converge? By convergence we mean that the sequence of approximants {c n } of K(a n /1) converges to a c ∈ C, where c n := S n (0) and S n (z) (1. 4) We say that the even (odd) part of K(a n /1) converges if {c 2n } ({c 2n+1 }) converges in C. A number of papers has been written on this topic. See for instance [7, chapter 4] and the references therein. In particular, the paper [6] by Jones and Thron, published in this journal, gives a very nice and useful presentation of sufficient conditions for convergence. However, these results can be improved, as we shall show in this paper. The very special case where 0 ∈ ∂V 0 and −1 ∈ ∂V 1 or vice versa still needs some extra attention, though (see Example 2.9). We shall prove: (a n /1) converges in C, we may interchange V 0 and V 1 . 2. Theorem 1.1 also covers cases such as, for instance, V 0 a half plane and V 1 a complement of a disk, since V 0 , V 1 are twin value sets for the continued fraction K(a n /1) if and only if
are twin value sets for K(a n /1) (see Lemma 4.1) . This was also pointed out by Jones and Thron in [6] . Indeed, if V 0 or V 1 contains more than one element, then
1 are twin value sets for K(a n /1), [9, prop. 5.4] . 3. It is a well established fact [7, thm. 4.53, p. 128 ] that (1.5) holds if {a n } has a bounded subsequence.
The classical convergence concept requires that S n (0) → c, where by (1.4),
In [2] a more general concept of convergence was introduced: we require that there exist two sequences {u n } and {v n } from C such that
where d( * , * ) denotes the chordal metric on the Riemann sphere C; i.e.,
with the natural limit forms if z and/or w is = ∞. If (1.7) holds, we say that K(a n /1) converges generally to c. Then, by [2] , there exists an exceptional sequence
n (∞) for all n. Or more generally, {S −1 n (q)} is an exceptional sequence for every q = c, also if c = ∞. All the exceptional sequences have the same asymptotic behavior.
Classical convergence implies general convergence whereas the converse does not hold. Indeed, there are generally convergent continued fractions K(a n /1) where {z † n } has limit points at 0, −1 and ∞ which destroy the classical convergence of K(a n /1). However, if K(a n /1) also converges in the classical sense, then it converges to the same value. It is also clear that if the even and odd parts of K(a n /1) converge to distinct values in the classical sense, then they also converge generally to the same two distinct values.
One might expect to get a nicer theorem with general convergence. However, Theorem 1.1 is already good, except for the disk -complement of disk case. For this case it really pays off to change over to general convergence (here B(C, R) denotes a closed circular disk with center at C ∈ C and radius R > 0):
The final result in this section describes cases where classical convergence follows from general convergence. We still use the notation ζ n := S −1 n (∞). Theorem 1.4. Let V 0 , V 1 be closed twin value sets for the continued fraction K(a n /1) with
Let K(a n /1) converge generally to c, let q = c and letZ k be the set of limit points for {S −1 2n+k (q)}. Then the following statements hold for fixed k ∈ {1, 2}.
In section 2 we shall give some explicit expressions for the corresponding element sets E 1 , E 2 and some stronger convergence results. Section 3 contains some intermediate results, and in section 4 we prove the results in sections 1 and 2.
Notation. We shall use the notation introduced so far, plus some extra. For convenience we list a few of them here:
• A, A
• , ∂A and A c are the closure, the interior, the boundary and the complement of a set A in C.
• D is the open unit disk {z ∈ C; |z| < 1}.
• [z 1 , z 2 ] is the closed line segment between the two points z 1 and z 2 in C.
Moreover, a[r, ∞) := {z = ua; u ≥ r} for a ∈ C \ {0} and r ∈ R.
• B(a, r) := {z ∈ C; |z − a| ≤ r} and B d (a, r) := {z ∈ C; d(z, a) ≤ r} for a ∈ C and r > 0.
• H(r, α), where r, α ∈ R, denotes the closed half plane with L := e iα [r, ∞) ⊆ H(r, α), whose boundary ∂H(r, α) is the line through r e iα orthogonal to L.
• rad(A) is the euclidean radius of a circular set A ⊆ C. rad(A) :
z ∈ C and a set A ⊆ C, and dist(A, B) (d (A, B) ) denotes the euclidean (chordal) distance between two sets A, B ⊆ C. 
n (∞), c n := S n (0) and Z k is the (closed) set of limit points for {ζ 2n+k }. 
2).
• P n < ∞ shall mean that there exists an n 0 ∈ N such that ∞ n=n 0 P n < ∞ for the non-negative numbers P n . Hence P n = ∞ is possible for finitely many n.
Explicit element sets and more detailed convergence criteria
In applications it is useful to know the corresponding element sets E 1 , E 2 explicitly. We have therefore listed these sets below, along with some more specific convergence criteria for continued fractions K(a n /1) with circular twin value sets. Of course we want as few extra conditions as possible, but some situations have to be treated separately:
• a n → ∞. The if and only if part of Theorem 1.1D shows that extra conditions are needed in this case. This is true whether we want classical or general convergence.
• a 2n 
with a 2n+k →ã k for k = 1, 2 may converge or diverge depending on how {a 2n+k } approachesã k (see Example 2.9).
The disk -disk case.
is a necessary condition for E 1 , E 2 to be true element sets corresponding to V 0 , V 1 . Then we get the following generalization of [6, thm. 5.1]:
2) holds with equality for both k = 1 and k = 2, we further assume that σ :=s 1 •s 2 is non-elliptic, where
Then every continued fraction K(a n /1) from E 1 , E 2 converges, where is elliptic. This means that K(a n /1) converges in the classical sense if and only if it converges in the general sense in the disk-disk case.
3). This happens if and only if
|C k−1 |R k = |1 + C k |R k−1 ,
which happens if and only if
The disk -half plane case.
But this leaves the possibility of 0 ∈ ∂V 1 and −1 ∈ ∂V 0 , a situation that requires caution. We therefore need extra 
and
Furthermore, let
otherwise,
Then the following statements are true:
Remarks 2.4.
. Otherwise, ∂E 1 is an ellipse with foci at a * 1 and the origin. ∂E 1 reduces to a circle if 
is a continued fraction from E 1 , E 2,δ , such that for each n from some
Remarks 2.6.
1. E 1 is bounded by a cartesian oval with foci at 0 andã 1 . If 
Theorem 2.5 generalizes their result. 3. This disk -complement of disk case is quite special in the following sense:
the case a/(1 + V k ) = V k−1 does not necessarily occur only for a ∈ ∂E k . Therefore E k,δ is not necessarily simply connected or even connected. This means that we do not necessarily have that
as otherwise this is a normal feature for element sets E, E corresponding to simple value sets V, V .
The half plane -half plane case.
Let V 0 and V 1 be closed half planes,
Theorem 2.7. Let α k , g k ∈ R satisfy (2.13) and (2.14)
and let K(a n /1) be a continued fraction from E 1 , E 2 given by
Then the even and odd parts of K(a n /1) converge to finite values in V 0 , and K(a n /1) itself converges if and only if (1.5) holds.
Remarks 2.8.
is a parabola with axis along the ray
and focus at the origin. 3. Theorem 2.7 does not contain any essential news compared to the twin version of Jones' and Thron's multiple parabola theorem in [5] , [7, thm. 4 .43, p. 106] which says that Theorem 2.7 holds under the additional conditions that 0 < g k < 1 and |α k | < π/2 for k = 0 and k = 1.
Example 2.9. Let α 0 = α 1 = 0, g 0 = 0 and g 1 = 1 in (2.12) and (2.15). Then 0 ∈ ∂V 0 and −1 ∈ ∂V 1 ; i.e., −1 ∈ ∂ † V 1 . For given positive sequences {ε n } and {δ n } converging to 0, let t 2n−1 := ε n − 1, t 2n := δ n and a n := t n−1 (1 + t n ) for all n. Then K(a n /1) is a continued fraction from E 1 , E 2 given by (2.15). By [12, formula (3.3. 3), p.216] it follows that
In our situation,
so S 2n (0) may converge or diverge, depending on the asymptotic behavior of {ε n (1 + ε n + δ n )/δ n }. A similar argument also shows that K(a n /1) may also diverge generally in this case.
Some intermediate results
Let V 0 , V 1 be closed twin value sets for the continued fraction K(a n /1). Then it follows from (1.2) and (1.4) that
where V 2n := V 0 and V 2n+1 := V 1 for all n. Since all s n are (non-singular) linear fractional transformations, so are also S n (see (1.4) ). Therefore, since V n is circular, also ∆ n is a circular domain. The nestedness (3.1) implies that ∆ n converges to a limit set ∆. If ∆ just contains one point, the limit point case, then {S 2n } and {S 2n+1 } converge uniformly in V 0 and V 1 respectively to the limit point c. Since both V 0 and V 1 contain more than one point in our cases, K(a n /1) converges generally to c in this case. If the limit set ∆ has positive or infinite radius, the limit circle case, we need to investigate further. That ∆ is a circular set in this case was proved by Thron [7, thm. 4 .2B, p. 66].
In special cases classical convergence to c may be wanted. This may be possible to prove by means of Theorem 1.4. This theorem is partly based on Theorem 3.1 below, which concerns restrained sequences introduced in [4] : we say that a sequence {F n } of linear fractional transformations is restrained if there exist two sequences {u n } and {v n } from C such that
If in addition lim F n (u n ) = c, then we say that {F n } converges generally to c. As in (1.9) there exists an exceptional sequence {z † n } for {F n } such that if (3.2) holds, then (see [4] ) 
Proof. Since either V 0 or V 1 contains at least two points, they both do since 
.2.) Hence all the limit points of {z
Since V 0 is a circular domain, there exists a linear fractional transformation ϕ 0 such that ϕ 0 (V 0 ) = D. Hence the following result from [10] is useful to establish convergence in the limit circle case. 
1. Of course, if I is bounded, then the first condition in (3.4) is void, and if N \ I is bounded, then the second one is void.
The conclusion
|T n (0)| < ∞ for the derivatives T n implies that {T n } is restrained. (Proof: T n can be written
Let M be the family of (non-singular) linear fractional transformations. For given V ⊆ C and ε > 0 we introduced the subfamily
. This notation is useful to convert Theorem 3.2 to our situation: 
n . That is, all the limit points of {z † n } are ∈ ∂V k . Let V 0 be bounded. Then ∞ ∈ V 0 , so {ζ 2n+k } is an exceptional sequence for {S 2n+k } since S 2n+k (ζ 2n+k ) = ∞ whereas all the limit points for {S 2n+k (u n )} are ∈ V 0 when lim inf d(u n , z † n ) > 0 (Theorem 3.1). It remains to prove that |S 2n+k (z)| < ∞ for finite z ∈ V 
It follows from (1.6) that S n can be written
Under the conditions of Corollary 3.4 it follows therefore that for arbitrary ε > 0,
ε for all n and ∞ ∈ Z k . 
Theorem 3.5. Let k ∈ {0, 1} be fixed. Let V 0 , V 1 be closed circular twin value sets for the continued fraction K(a n /1) where V 0 is bounded, the limit circle case occurs and (3.6) holds for our k for some I ⊆ N and ε > 0. A
If also the limit circle case occurs for S 2n (W 0 ) and
Proof. Under our conditions, {S 2n+k } is restrained with exceptional sequence
(Theorem 3.1 and Corollary 3.4). Now, V 0 is bounded, so −1 ∈ V 1 , and thus 0 ∈ Z 0 and −k ∈ Z k , and Z k and Z 1 are bounded. Since S 2n (0) = c 2n and S 2n+1 (−1) = c 2n−1 , it follows therefore from (3.9) that |c 2n − c 2n−1 | < ∞. A. It suffices to prove that either
, which means that |c 2n+k+1 − c 2n+k−1 | < ∞. B. W 0 , W 1 are twin value sets for K(a n /1) (Remark 1.2.2) . They satisfy the conditions in Corollary 3.4, so the exceptional sequences for {S 2n+k } have all their limit points in
Proofs
Inspired by (3.5) we define
Proof of Theorem 1.4. Since K(a n /1) converges generally to c whereas q = c, the sequence {S n } is restrained with exceptional sequence z † n := S 
k is open and non-empty, and both V k , V k+1 , U k and U k+1 contain finite elements. Therefore
This actually proves the first two equivalences since U and V can be interchanged in ε) ). Since 0, ∞ ∈ A, the quantity ε * has a positive lower bound for a ∈ A. Therefore A ∈ E(U k , U k+1 ). This proves the last equivalence. Proof. Let σ be elliptic. Since σ(V 0 ) ⊆ V 0 , it follows from [11, thm.
It is clear that σ has two distinct fixed points w 0 , w 1 and that ∂V 0 is a fixed circle (or fixed line) for σ. Hence ∂V 0 separates the two fixed points. Conversely, assume that s k (V k ) = V k−1 for k = 1, 2 and that σ has two distinct fixed points ∈ ∂V 0 . Then σ(∂V 0 ) = ∂V 0 , which means that σ is either hyperbolic, parabolic, elliptic or the identity transformation. Since σ has exactly two distinct fixed points, the parabolic case and the identity case are ruled out. Since none of the fixed points lie on ∂V 0 , the hyperbolic case is ruled out, so σ is elliptic. 
Proof. For fixed k ∈ {1, 2} and a = 0 we have
, that is, if and only if a ∈ E k , where E k is given by (2.4). Since R k < |1 + C k |, we see from (2.4) that E k = ∅ if and only ifã k ∈ E k , which proves that (2.2) is necessary and sufficient. It also proves thatã k is the only point in E k if and only if (2.2) holds with equality, and that E
K(a n /1) with all a 2n−1 =ã 1 and a 2n =ã 2 is the only continued fraction from E 1 , E 2 . It converges if and only ifs 1 •s 2 is non-elliptic. Let (2.2) hold with strict inequality for at least one k ∈ {1, 2}. Without loss of generality we assume that E
Assume first that the limit point case occurs. Then K(a n /1) converges generally to a value c ∈ V 0 . It follows by Lemma 1.4D that c 2n → c. Since also V 1 is bounded, we have −1 ∈ V 0 , so also c 2n+1 → c by Lemma 1.4E.
Assume next that the limit circle case occurs. By Lemma 4.3 we know that lim sup rad(s 2n−1 • s 2n (V 0 )) < rad(V 0 ), and so Z 0 ⊆ ∂ * V 0 by Theorem 3.5. Now, −1 ∈ V 0 implies that −1 ∈ ∂ * V 0 . Hence |c n − c n−1 | < ∞ by Theorem 3.5A, and thus K(a n /1) converges. 
and thus a/(1
i.e., if and only if a ∈ E 2 . If −1 ∈ V 0 , i.e., |1 
iγ with γ := α + arg(1 + C 0 ), and a/(1 + V 0 ) is the half plane
Proof of Theorem 2.3. Let K(a n /1) be a continued fraction from
clearly converges generally. Assume in the proof of parts A-C below that diam(S 2n (Y 0 )) →d > 0, and thus rad(S 2n (V 0 )) → R > 0 and rad(S 2n (W 0 )) → R * > 0. 
Proof. For a = 0 the set a/(1 + V 1 ) is a circular disk B( C 0 , R 0 ) where 
c where (4.10) These cases are excluded for a ∈ E 2,δ . From (2.10) we see that 0 ∈ E 2 when |1 + C 0 | < R 0 . We need to check whether a 2n k /(1 + V 0 ) → V 1 is possible for a 2n k ∈ E 2 if a 2n k → ∞. But this is no problem since V 0 is bounded, and thus lim a→∞ a/(1+V 0 ) = {∞}. ThereforeẼ 2,δ ∈ E(V 0 , V 1 ), and thus E 2,δ , E 1 ∈ E(V 1 ).
Next, let |1 + C 0 | = R 0 . Then for a = 0, a/(1 + V 0 ) is the half plane given by (4.6). Hence E 2 , E 1 ∈ E(V 1 ) and a/(1 + which give |C 1 |R 0 < R 1 |1+C 0 |. Therefore, also now E 2,δ ∈ E(W 0 , W 1 )∩E(V 0 , V 1 ) by Lemma 4.5. This means that Z k ∈ ∂ † V k by Theorem 3.5B. Since ∂ † V 0 = −1−∂ † V 1 , the convergence follows from Theorem 3.5A, both if K(a n /1) is from E 1,δ , E 2 or from E 1 , E 2,δ .
C. By the proof of part B, Z 0 ⊆ ∂ † V 0 when K(a n /1) is from E 1,δ , E 2 , and Z 1 ⊆ ∂ † V 1 when K(a n /1) is from E 1 , E 2,δ . The result follows therefore from Theorem 3.5A.
