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Scope and Purpose-In many transmission systems a number of transmission channels or slots are available 
for packets containing digital information. These packets are generated by a number of sources alternating 
between active and passive periods, slowly compared to the transmission process. When more packets 
are generated than the system can handle, overflowing packets are stored in a buffer with infinite capacity. 
From the point of view of performance analysis of the transmission system it is of interest to know the 
expected number of packets in the buffer. This motivates the present study of a buffer system with a 
correlated input process. We give not only a theoretical analysis, but also describe a numerical 
implementation. Analytical results for applications are compared with simulation results. It appears that 
within a certain parameter ange the analytical results are calculated faster. 
Abstract-This paper concerns the performance analysis of a slotted transmission system. Packets of equal 
size arrive at the transmission facility which can handle a certain maximum number of packets per time-unit 
called frame. Transmission is assumed to be gated at the start of frames. Temporary overflow is stored 
in a buffer with infinite capacity. The packet arrival process is described by a Markov chain with finite 
state space. We derive the stationary expected number of packets in the buffer and the stationary expected 
packet delay. We also formulate and describe the implementation of an algorithm to compute these 
quantities. The accuracy of the algorithm is checked by simulation. A realistic traffic model is given and 
specific parameters are chosen. Results and numerical aspects are evaluated. 
1. INTRODUCTION 
In the design and analysis of communication systems more and more use is made of stochastic 
performance valuation. It is not surprising that this field of research has received much attention 
during the past several years. New communication systems are being developed so new models 
have to be made to analyse the performance of these systems. In particular much research has 
been done on integrated voice/data communication systems. In most analyses a synchronous time 
division multiplexed (TDM) frame structure is investigated: time is divided into frames of equal, 
fixed size. In each frame certain parts are dedicated to voice and data traffic respectively. Although 
future developments also indicate other ways of integration of different traffic types, e.g. by using 
asynchronous chemes (ATDM), there are certain types of traffic that will still require synchronous 
transmission. 
In our model we assume a synchronous transmission scheme. We consider a finite number of 
sources that can be active or passive. When a source is active it produces one packet every frame. 
All packets have equal size. In each frame a fixed number of equally sized slots, adapted to the 
packet size is available. When more packets are produced than the number of slots available, the 
system is said to be in overload mode and the overflowing packets are stored in a buffer with 
infinite capacity. We assume that packets generated uring a particular frame can only be transmitted 
in subsequent frames. 
This model can be applied to many situations. Consider the situation in which a fixed number 
of slots in each frame is available for voice traffic. The other slots in each frame can be used by 
data traffic. Suppose we have a finite number of voice sources on which digital speech interpolation 
(DSI) is performed, so that only active, speaking sources produce a digital packet. Now assume 
that temporary overflow of voice packets can be stored in a buffer, then performance measures for 
speech quality can be calculated with the model in this paper. 
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It is not necessary, however, to restrict our applications to one particular kind of traffic. When 
we dedicate different frame sections to different traffic types, then by the lack of interaction we can 
analyse all parts independently. More generally, the model can be applied to any situation where 
a number of sources can be active or passive. When active the source periodically claims a fixed 
part of the service capacity available for all sources. When the requested service can not immediately 
be granted, it is postponed and granted later. 
This paper has been extracted from two reports [1,2] in which a more detailed analysis is given. 
On request these reports can be obtained from the author. In this paper it is assumed that the 
reader has some knowledge of stochastic modelling and the analysis of functions of one complex 
variable. This background mainly applies to Section 4 where a theoretical analysis is presented. 
The organisation of this paper is as follows. In Section 2 we give the description of the model 
under consideration. After that we discuss related studies in Section 3 and a theoretical analysis 
is presented in Section 4. In Section 5 we give an algorithm and comment on the implementation 
and validation of this algorithm. In Section 6 we introduce a specific traffic model and choose 
realistic parameters. In Section 7 results for this model are given and in Section 8 numerical aspects 
of the algorithm are discussed. Finally in Section 9 we evaluate the results and draw some 
conclusions. 
2. MODEL DESCRIPTION 
We consider a number of N sources that alternate between active and passive periods. Time is 
divided into frames of duration f. For each source at most one transition between active and 
passive status can take place during a frame. The number of packets produced in a frame is equal 
to the number of active sources in that frame. A source is considered passive during a frame only 
if it was passive during the entire frame. We let T, be the number of packets generated in frame 
n and assume that (T,), n = 0, 1, 2, . . . is an irreducible and aperiodic Markov chain with state 
spaceS={O,l,..., N} and (N + 1) x (N + 1) stationary probability matrix P = (pij). The arrival 
times of packets during a frame are independent random variables which are identically and 
uniformly distributed over that frame. 
During each frame a maximum number of R (R Q N) packets can be transmitted. Transmission 
is assumed to be gated at starts of frames. Thus packets arriving during frame (n - 1) can not be 
transmitted earlier than in frame n. Packets waiting for transmission are stored in a buffer with 
infinite capacity. Denote by B,, n = 0, 1, . . . the number of packets in the buffer just before the end 
of frame n. Obviously (B,, T,,), n = 0, 1,2, . . . is a two-dimensional irreducible, aperiodic Markov 
chain with state space (0, 1,2, . . .} x S and system evolution described by (see also Fig. 1) 
B “+I =CB,-RI++ Tn+l, n=0,1,2,... (1) 
where [x] + = max(O, x). Because we are interested in stationary behaviour and stability require- 
ments will be assumed satisfied the distribution of (B,, To) can be chosen arbitrarily. 
Packets arriving in different frames are transmitted according to a first-in first-out service discipline 
(FIFO). Packets arriving in the same frame are transmitted in random order. The delay is defined 
as the difference between the time at the start of the frame in which the packet is transmitted and 
the arrival time of the packet. 
Number of packets 
1 ‘i-l 1 1 IT” 11 1 Tnil i 
time 
1 I I I I 
T T T T 
Buffer B,-, B,-1 B, B “+I 
if- 
Framenumber I n-l I l-l I II+1 I 
Fig. 1. System evolution 
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We shall be interested in the stationary behaviour of the system. Because T, is irreducible and 
aperiodic, T,, converges weakly to a random variable T with ET < cc when n + co. To guarantee 
stability we shall impose the following condition on the system: 
Condition 1: ET < R 
It can be shown by a regenerative argument hat when condition I is satisfied, (B,, T,,) converges 
weakly to a pair of random variables (B, T) with EB < co when n + CO. 
In the theoretical analysis in this paper, our first task shall be to derive the probability generating 
function of B. Once this function is available we shall be able to derive quantities such as EB and 
the stationary expected packet delay. 
3. RELATED STUDIES 
The literature on stochastic performance analysis of communication systems is very extensive. 
There are many studies of models related to our model. It is not our purpose to review all work 
in this area, but we will mention studies from three research orientations that are directly related 
to our model. 
The first orientation concerns computer communication models. In this field in [S] a similar 
model to ours is analysed in the single channel case (R = 1) with an infinite user population (N = co). 
This means that T,, can take values in (0, 1,2, . . .} and has no finite upper bound. 
The second orientation originates from packetized voice communication systems and integrated 
voice/data communication systems. In [4] a packetized voice communication system in continuous 
time is analysed that is also similar to our model. An embedded Markov chain is considered at 
two types of time instants: firstly at instants of a change in the number of active sources and 
secondly at instants of queue length increase or decrease. The queue length distribution is derived 
using Neuts’ matrix-geometric method. Many related studies consider a movable boundary 
transmission scheme. The number of slots available for data traffic is regulated by the number of 
(active) voice calls. In these models only data traffic can be stored in a buffer. The content of this 
buffer is the random variable of interest. In [S] the movable boundary scheme is studied in discrete 
time. Batches of data packets arrive according to a Poisson process. Batch sizes have an arbitrary 
distribution. Overflowing data packets can be stored in a buffer with infinite capacity. In the analysis 
of the buffer content techniques are employed that resemble the techniques in this paper. 
As a third orientation we mention a particular development from the second: approximations 
using fluid-flow models for data traffic. Fluid reservoirs with Markov regulated input and/or output 
were studied in [S-S] and more recently in [9]. In [lo] Wiener-Hopf factorization techniques are 
employed which appear to be very powerful. 
4. THEORETICAL ANALYSIS 
In this section we shall give a theoretical analysis of the model described in Section 2. It is not 
our purpose to go into mathematical details, for which the reader is referred to [l]. To give a brief 
introduction to the theoretical analysis we will first globally describe the typical procedure employed 
to solve the present model. 
Like in many stochastic analyses a transformation is performed from probability distributions 
of the quantity of interest to functions of a complex variable. In our case it can be proved that 
these functions must be analytic inside the unit circle and continuous on the boundary. By relating 
I3 II+1 and B, we can find a relation between the corresponding complex functions, which is still 
time-dependent because of the presence of the parameter n. Assuming that n --* cc the two functions 
converge to the same limiting function and we find an equation describing the stationary behaviour 
of the system. From this equation an expression for the solution follows. However, three problems 
are now encountered. Firstly a number of unknowns still occur in the solution, secondly the solution 
is not analytic inside the unit circle and continuous on the boundary and thirdly the solution does 
not yet correspond to a proper probability distribution in the sense that it should be normalised. 
It appears that the unknowns can be determined uniquely in such a way that the second and third 
problem are solved. Finally the solution allows us to obtain system characteristics. 
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The analysis in this paper falls apart into three steps: firstly we derive a characteristic equation, 
secondly we show how this equation can be solved and thirdly we finish the job by indicating how 
the expected queue length and expected packet delay can be calculated from this solution. 
Step 1. Derivation of characteristic equation 
In Section 2 we introduced [xl+ = max(O, x). We also denote [xl- = min(O, x) and we will use 
the identity 
zbl+ = y + 1 _ ,bl. . 
(2) 
Let Z(A) denote the indicator function of the event A. Define Jr)(z) = E[zBnZ(T,, = Z)], IZIG 1, IES, 
then from (1) we obtain 
,l.+l)(z)=EIZB~-a+rZ(T”+l = Z)] +E[z’(l -ztB~-Rl-)z(T,+l =Z)] 
R-l 
=z’-~ ~pjJ~‘(Z)+Z’~pjl 1 (1 -zimR)P(B,=iy T,=j), IZ( < 1, 1~s. (3) 
i=O 
Now let 
P(B=i, T=j)= lim P(B,=i, T,,=j). 
n-co 
It can be shown Cl] that these limits exist when condition 1 is satisfied. By letting n + cc equation 
(3) converges to 
R-l 
J,(z) = 2 -R &jJj(~)+z’Cpj, 2 (l-ziVR)P(B=i,T=j), IzI<l,ZeS. (4) 
jeS jsS i=O 
By introducing vector-matrix notation we can write (4) in a more convenient form. Let 
J(z) = [Jo(z), . . . 3 Jr&U, 
dz) = L-~,(Z), . . . 7 ~,&)I 9 
R-l 
where c+(z) = zR 1 z’pj, c (1 - zimR)P(B = i, T =j), IE S 
j& i=O 
A(z) = diag[ 1, z, . . . , z”] 
and let I denote the (N + 1) x (N + 1) identity matrix. Equation (4) can now be written as 
.Z(z)[zRZ - PA(z)] = a(z) ( (zj < 1 
which is the characteristic equation we were looking for. 
(5) 
Step 2. Solution of characteristic equation 
We want to solve J(z() from (5). However, a(z) contains the unknowns 
P(B=i, T=j), i=o,. . . , R- l;jeS. 
But from (1) it follows that P(B = i, T =j) = 0, when i <j, so that exactly )R(R + 1) unknowns 
remain. Consider the zeros of det[zRZ - PA(z)]. These zeros become zeros in the denominator of 
any coordinate of the vector 
J(z) = cc(z)[zRZ - PA(z)] - I. (6) 
However, because J(z) is a vector of partial generating functions, each coordinate must be complex 
analytic on Izl < 1 and bounded on (Z/G 1. This implies that the zeros of det[zRZ - PA(z)] in Iz( < 1 
must also be zeros of the numerator of any coordinate of (6). 
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Before making a statement about the zeros of det[PZ -PA(z)] in Iz/ < 1 we need a second 
condition to be satisfied. 
r. i 
- 
-Poo -Po1 **. -pO,R-1 -pO,R 
-p10 -P11 *‘. -Pl,R- 1 -Pl,R 
Let L= : 
-Pi-l,0 -PR-I,I ... -PR-I,R-I -PR-1,~ 
L 
-pR.O -PR,l ... -PR,R-I 1- PR,R 
- 
Condition 2. det L = # 0 
It can be shown [l] that provided conditions 1 and 2 are satisfied det[zRZ - PA(z)] has: 
a zero of multiplicity 1 in z = 1 
a zero of multiplicity $(R + 1) + (N - R)R in z = 0 
*R(R+l)-lzerosinO<[z)<l. 
The second condition ensures [l] that the multiplicity of the zero in z = 0 is exactly )R(R + 1) + 
(N - R)R. If it is violated, then z = 0 has a larger multiplicity and the present procedure can no 
longer be applied. Although the procedure might be extended to cover cases for which condition 
2 is violated and although it is indeed possible to construct such cases [l], we did not encounter 
violations of condition 2 in the realistic cases we considered. In Section 8 we will discuss this matter 
further. 
It appears [l] that the zeros in z = 0 and z = 1 are always cancelled by zeros in the numerator 
of any coordinate of (6). Furthermore we can determine iR(R + 1) - 1 unknowns such that also 
the zeros of the denominator on 0 < Iz( < 1 are cancelled. The final unknown can be determined 
by a normalisation condition, because we should have: Ci.sJi(l) = 1. It can easily be verified that 
this procedure gives rise to a set of $R(R + 1) linear simultaneous equations. Now we have to 
impose the following restriction: 
Condition 3: The set of linear simultaneous equations to derive the unknowns is independent 
It can be shown [l] that it does not make any difference which coordinate is used to obtain the 
unknowns, because these are uniquely determined probabilities. 
Step 3: Derivation expected queue length and delay 
Denote by u the stationary distribution vector [uo, ul, . . . , uN] of T obtained from 
N 
vP=v, 1 l+=l. (7) 
i=O 
The expected stationary number of packets generated in one frame, ET, can now be calculated as 
ET = I;= 1 hi. 
Denote the probability generating function of B byX(z), then we can derive: 
X(z) = E[zB] 
= i E[z’Z(T= i)] 
i=O 
Now EB follows from 
EB = X’(1) (9) 
and if D is the stationary packet delay expressed in seconds, then we can find ED using Little’s 
formula as follows: clearly the expected number of packets in the buffer just before the end of a 
frame is EB and just after the beginning of a frame EB - ET (recall that the gate opens and closes 
at the beginning of a frame). Since the packets are assumed to arrive uniformly over a frame the 
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expected number of packets in the buffer in continuous time is EB - ET/2. Because the arrival 
intensity is equal to ET/f, Little’s formula finally yields 
(10) 
5. ALGORITHM, IMPLEMENTATION AND VALIDATION 
We summarize the theoretical analysis by formulating an algorithm to obtain EB and ED. After 
that we make some remarks on the implementation of the algorithm. Finally we discuss a method 









check condition 1. 
calculate det[zRl - PA(z)]. 
calculate the zeros of det[zRZ - PA(z)]. Check condition 2. 
calculate J(z). In this expression the unknowns 
P(B=i, T=j); j=o,... ,R-1; i=j,...,R-1 
still occur in the numerator. Use the zeros from step 2 to construct a set of linear 
simultaneous equations to determine the unknowns. 
solve the set of linear simultaneous equations. This can be done when condition 3 is 
satisfied. 
recalculate J(z). This is done straightforwardly by cancelling common factors in denomin- 
ators and numerators. 
calculate X(z) using (8). 
compute EB and ED from (9) and (10). 
A computer program in PASCAL was written and executed on a VAX 8650 computer. All 
calculations were performed in double precision. Polynomials were represented using a pointer 
string type definition. All necessary arithmetic operators for polynomials were provided like 
summation, multiplication, evaluation, differentiation, division. 
As a result of this environment step 1, 3, 5, 6 and 7 can easily be performed. It will be argued 
in Section 6 that a tri-diagonal matrix P is realistic for our applications. In this case the computations 
become even simpler because we can use iterative schemes in the calculation of determinants. For 
the more complicated computations in steps 2 and 4 library routines were employed from the NAG 
FORTRAN numerical library. We used routine C02AEF in step 2 and routines F03AFF and 
F04AHF in step 4. 
Because of the amount of computation involved in our program it was necessary to check the 
correctness and accuracy of the results. This was done by stochastic simulation. A simulation 
program was written in PASCAL and executed in double precision on a VAX 8650 computer. The 
program simulates precisely the same model that is also analysed by exact calculation. 
We used the regenerative method, for which we refer to [ll]. In this method we use the fact 
that the process (B,, T,,) starts all over again every time it enters a particular fixed so-called 
regeneration point. The choice of the regeneration point is arbitrary because (B,,, T,,) is aperiodic 
and irreducible. However it is important to choose these regeneration points such that sufficiently 
many regeneration cycles are simulated. We chose our regeneration points in (R, R) which performed 
satisfactorily. 
In [ 1 l] and [ 12) it is described how estimators and confidence intervals for EB can be calculated 
from the data obtained from a sufficiently great number of regeneration cycles. In the procedure 
described the estimator for EB is assumed to have an approximate N(EB, a’) distribution. We 
used the procedure from [ 1 l] and [ 123 to generate a 95% confidence interval for EB. Unfortunately 
in this procedure square roots of negative values may occur, so it does not guarantee a 95% 
confidence interval. In this case the simulation was split up into a number of sufficiently large 
Analysis of slotted transmission system 107 
subruns. From each (independent) subrun an estimator for EB is obtained. This constitutes a 
sample of a random variable with an approximate N(EB, a’) distribution. A 95% confidence 
interval for EB is easy to derive. This alternative procedure was checked by comparing it with the 
original procedure in the cases where the original did not fail. The alternative procedure was found 
to perform satisfactorily for subruns of sufficient length. 
6. TRAFFIC MODEL AND PARAMETER CHOICE 
For application of our model it is important to give a good description of the behaviour of the 
sources. This means that we have to specify the transition probability matrix P for realistic cases. 
In this section we argue that we can use a small number of typical parameters to specify a tri-diagonal 
matrix P with a special structure. After that we shall motivate the choice of two parameter sets. 
Let us first consider a single source alternating between active and passive periods. Active periods 
are independent identically distributed (i.i.d.) random variables with expectation EA seconds. 
Passive periods are also i.i.d. random variables with expectation EP seconds. We assume that 
active and passive periods are independent and that the length of an active (passive) period expressed 
in frames is geometrically distributed with parameter p(l) = f /EA (p(‘) = f/EP). That is for an active 
period A:P(A = k) = p”)( 1 - ~(l))~- I, k > 1. This specifies the behaviour of a single source of which 
we have assumed (Section 2) that if it is active only during a part of a frame, it generates a packet 
and is assumed to be active in that frame. This will not cause great errors because for almost all 
applications small values of p(l) and p”’ are realistic. 
Now consider N identical sources alternating between active and passive status independently. 
The probability that an active (passive) source becomes passive (active) during a certain frame is 
equal to p(l) (pt2’). This is sufficient to obtain the transition probabilities Pk,# k, IcS as defined in 
Section 3. Although it is possible to calculate these probabilities, they would become unnecessarily 
complicated. They can be simplified considerably by assuming each term. (P”‘)~, (P’~‘)~ or p”‘p’2’ 
equal to zero. This corresponds with the assumption that state changes of more than one sources 
during a certain frame do not occur. Again this is realistic because p(l) and p”’ are small. Therefore 
we find: 
1 kp”’ l=k-1,1>0 
1 - kp”’ - (N - k)pc2’ 1= k 
Pk.1 = 
(N - k)pc2’ I=k+l,l<N 
otherwise. 
Evidently we have to see to it that all probabilities are nonnegative, but since p(l) and pt2’ are small 
and N will not be very large in our applications this condition will in general be satislled. 
This gives us the following transition probability matrix: 
1 - Np”’ 
: 
Npc2’ 0 





0 0 . . . 0 
Summarizing the model we give a procedure to estimate P: 
1. Specify f and N 
2. Estimate EA and EP 
3. Calculate p(l) = f/(EA) 
4. Calculate $Z.Zr~‘~~~! 
(11) 
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In this section we also choose two parameter sets that specify the matrix P by the traffic model 
described in the previous section. The first model is inspired by real applications and the second 
model is chosen to show that the realistic parameters impose severe numerical restrictions. In all 
applications we take a frame length f = 0.01 seconds. This is a typical value for, e.g. a local area 
network. Estimates for EA and EP will typically depend on the application. We will let the value 
of the number of sources N depend on numerical experience: too great values for N combined 
with very small elements in P will appear to introduce numerical inaccuracy. We shall let R vary 
over all values for which condition 1 is satisfied. 
One-way voice traffic 
Active and passive periods are interpreted as talkspurts and silent periods. Estimates for EA and 
EP depend on the language of conversation and the threshold level for distinguishing active and 
passive periods [13]. In literature different estimates are used that all have in common that 
EA/EP = l/2. This implies that one speaker is active one third of the time. Some examples of 
estimates are: 
(0.35,0.65): [4] 
(0.9, 1.7) : [13] Table 3. 
Because the latter example is calculated from a large sample, we will adopt estimates of [13]. We 
will consider N = 6 conversations which was the maximum attainable, because for N > 6 we already 
experienced numerical inaccuracy. 
Nice trafic 
It will be clear that numerical difficulties will be avoided as long as p(r) and p@’ are not too 
small and do not cause very small transition probabilities introducing numerical inaccuracy into 
the computations. However we must take care that p(r) and p”’ are not too large for application 
of the traffic model. This will also depend on N. To illustrate that it is possible to analyse more 
sources than with one way voice traffic, we chose N = 10 and EA = l/5 and EP = l/3, which implies 
p(l) = 0.05 and PC’) = 0.03. 
7. RESULTS 
We present the results obtained with our anaIytica1 and simulation program. The case N = R is 
added to the analytical results because it is easy to see that in this case EB = ET and ED = if. 
The results will be discussed in Sections 8 and 9. We let p = ET/R. ET was calculated 
straightforwardly as indicated in Section 4, step 3. 
One way voice trafjc: 
N=6, f=O.Ol, EA=0.9, EP= 1.7, ET=2.0823. 


















Table 2. Simulation results one way voice traflic 
95% Confidence interval Interval Simulation time CPU-time 
R for EB width (frames) (seconds) 
3 26.7121-27.5155 0.8033 4.10’ 648.75 
4 3.8296-4.0157 0.1861 64.10’ 97.12 
5 2.0895-2.2070 0.1175 4.105 5.60 
N=lO, f =O.Ol, EA=1/5, EP=l/3, ET=3.7500. 
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Table 3. Analytical results nice traffic 
R P 
EL3 ED CPU-time 
(packets) (seconds) (seconds) 
4 0.9375 93.1235 0.2433 4.48 
5 0.7500 9.1367 0.0210 4.16 
6 0.6250 4.5649 0.0072 4.33 
7 0.5357 3.8452 0.0053 5.56 
8 0.4688 3.7576 0.0050 8.02 
9 0.4167 3.7503 0.0050 12.10 
10 0.3750 3.7500 0.0050 
Table 4. Simulation results nice traffic 
95% Conlidence interval Interval Simulation time CPU-time 
R for EB width (frames) (seconds) 
4 91.4859-95.9760 4.4900 16. lo6 239.93 
5 9.7176-10.1615 0.4439 16.10’ 26.00 
6 4.5323-4.6622 0.1299 4.105 6.26 
7 3.8125-3.8749 0.0624 3.10’ 4.58 
9 3.7351-3.7810 0.0458 3.10” 4.37 
9 3.7325-3.7814 0.0489 3.105 4.39 
8. NUMERICAL ASPECTS 
Our first conclusion from the results is that the analytical results are inside the confidence intervals 
except the case R = 3 for one way voice traflic. In this section we shall first discuss the three 
conditions mentioned in Sections 2 and 4 that have to be satisfied to solve the model. Secondly 
we will consider possible numerical bottlenecks in the algorithm. Thirdly we discuss the introduction 
of a checkpoint into the program and finally the results of this checkpoint are evaluated. 
The first condition mentioned in Section 2 was ET < R. Since we knew ET it was trivial to 
choose R so that ET < R was satisfied. The second condition was det L # 0, where L is a square 
matrix defined in Section 4. Since this condition was satisfied in all our examples we will make 
the following conjecture: 
Conjecture 1: det L # 0 for almost all P and R 
By “for almost all P and R” we mean that if we choose the parameters pecifying P and R 
randomly, then the set on which the statement is not true has probability zero. 
In step 2 of the algorithm the zeros of det[zRl - PA(z)] on the punctured unit disk are computed. 
In all our applications all these zeros had multiplicity 1. Although it is not necessary for the solution 
of the model, we will also make the following conjecture: 
Conjecture 2: all zeros of det[zRl - PA(z)] on the punctured unit disk have multiplicity 1 for almost 
all P, R and N 
In step 4 of the algorithm a set of simultaneous linear equations must be solved. This was possible 
in all our examples. Hence: 
Conjecture 3: the set of simultaneous linear equations constructed in step 3 of Section 2 is 
independent for almost all P, R and N 
The first numerical bottleneck in the algorith is the computation of det[zRI - PA(z)]. For small 
values of p”’ and p”’ a number of small probabilities have to be multiplied, which already causes 
inaccuracy in det[zRI - PA(z)]. Although the choice of a nice parameter set increases the possibilities 
of obtaining results for larger N, a matrix of transition probabilities like 
0.5 0.5 0 0 
0.25 0.5 0.25 
P= 
0 . . . . . . . . . 
0 
‘.. 0.25 0.5 0.25 
L 0 0 0.5 0.51 
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would be expected to increase the possibilities even further, because the non-zero probabilities are 
well-balanced and not so small. This was indeed confirmed by numerical experience. 
The second numerical bottleneck is the computation of the zeros of det[zRl - PA(z)]. First the 
zero z = 1 was divided out of det[zRZ - PA(z)] and the other zeros were determined with an accuracy 
of at least lo- “. This did not cause any problems. For small values of p”’ and p”’ the zeros on 
0 < (zl < 1 appeared to lie close to lz[ = 1. This is not surprising because in this case [zRI - PA(z)] GZ 
[zRZ - A(z)] and all zeros of det[zRI - A(z)] not equal to z = 0 lie on Iz[ = 1. 
The third and final bottleneck is the solution of the set of simultaneous linear equations. This 
set was scaled first and the solution with an accuracy of at least lo- l2 did not cause any problems. 
Now let us indicate a way of checking the accuracy of the obtained solution. In case of a 
tridiagonal matrix P it is particularly easy to solve the set of equations. We determine J,(z) after 
calculation of column 0 of [zRZ - PA(z)]- ‘. From (5) it is easy to find an iterative scheme from 
which J(z) follows. However, this scheme does not employ the equation obtained from the last 
column of [zRZ - PA(z)]. We substituted J(z) in this equation to check the obtained solution. 
It appeared that mainly at high loads the computation became inaccurate. This explains why 
the case R = 3 for one way voice traffic is outside the confidence interval. This confirms the fact 
that the first bottleneck is the most important one, because R = 3 has the smallest number of zeros 
on 0 < /zI c 1 and the smallest number of equations. 
9. EVALUATION AND CONCLUSIONS 
In this paper we considered the numerical solution of a model of a slotted transmission system. 
An algorithm was described and implemented on a computer. Stochastic simulation was performed 
to validate the results. We described a traffic model and chose two parameter sets. It appeared 
that a realistic parameter choice imposes rather severe restrictions on the applicability of the solution 
procedure. This was caused by assuming sources that vary on a time scale of seconds feeding a 
transmission system operating at a time scale of milliseconds. This difference in time scales causes 
an ill-balanced transition probability matrix P introducing numerical instability into the 
computations. 
From the results and the numerical aspects the main conclusions are: 
1. Application is restricted to limited values of N, because of numerical inaccuracies in the 
calculation of the determinant of an ill-balanced (N + 1) x (N + 1) matrix. 
2. When both EA >> f and EP >> f then the implemented algorithm is inaccurate especially at 
high loads. 
3. The conditions 1, 2 and 3 needed to solve the model were satisfied in all examples. 
Some additional conclusions are: 
4. The program can be used in practice because the relative inaccuracies are small. 
5. At high loads, the analytical algorithm is very much faster than simulation. 
From conclusions 1 and 2 we can derive a direction for future research. We would like to 
investigate larger values of N. However in our applications it is not uncommon that EA >>f and 
EP >> f. In other words, the source activity process and the transmission process occur on different 
time scales. In our model these processes were integrated at the same level. It is certainly worth 
trying to exploit this difference in time scales to justify assumptions for a model in which these 
time scales are distinguished explicitly. This model could be checked by the analytical and simulation 
program developed in this paper. 
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