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PREDICTIVE CONTROL OF RABINOVICH SYSTEM
AYUB KHAN, DINESH KHATTAR, AND NITISH PRAJAPATI*
Abstract. The chaos control problem of continuous time Rabinovich chaotic system is addressed.
An instantaneous control input has been designed using predictive control principle to guarantee
the convergence of the chaotic trajectory towards an unstable equilibrium point. Numerical sim-
ulations are presented to verify all the theoretical analyses. Computational and analytical results
are in excellent agreement.
1. Introduction
Chaos control is one of the major research topic in non linear control systems. Control of chaos
refers to the process wherein a tiny perturbation is applied to a chaotic system, in order to realize
a desirable behaviour. The first method of control known as OGY method was introduced by Ott,
Grebogi and Yorke in 1990 [1]. The main idea was to wait for the natural passage of the chaotic
orbit close to the desired periodic behaviour, and then applying a carefully chosen small perturba-
tion, to stabilize such periodic dynamics. Since then the topic has been investigated extensively by
many researchers. It has emerged as a new and a very attractive area of research. In this direction
many theories and methodologies have been developed, such as time delay feedback method [2],
adaptive control method [3, 4], sliding mode control method [5, 6], occasional proportional feed-
back method [7], impulsive control method [8], backstepping method [9], passive feedback control
method [10], higher order method [11], generalized control by non linear high order approach [12],
predictive control method [13,14].
Recently, predictive control method for controlling continuous chaotic systems has been pro-
posed [14]. Predictive control methods may be considered as a kind of adaptive control strat-
egy [15, 16]. The control approach is based on gain feedback configurations. In this method,
amplified versions of the difference between future predicted state of uncontrolled chaotic system
and the current state is fed back as control input. The stability condition is guaranteed in the same
way as in the original OGY method. The predictive control has been applied to the stabilization of
various chaotic systems [17–21] and for the synchronization of chaotic satellite systems [22]. The
stabilization and synchronization of the chaotic systems have been achieved with great satisfactory
performances.
In 1978, Rabinovich differential system was introduced by Pikovski, Rabinovich and Trakht-
engerts [23]. This continuous time chaotic system bears a resemblence with the well known Lorenz
chaotic system in some properties. The bifurcation diagram and dynamical behaviour of this
system has been explored in [24, 25]. From Rabinovich system a new 4-D hyperchaotic system
was constructed in 2010 [26]. The control of Rabinovich system was first reported in [27] by using
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controller based on passive control technique. Later in [28], the control of the system was proposed
using sliding mode controller in which control input is required for each state variable.
Motivated by the above chaos control studies, in this paper, we have investigated the control
of the continuous time Rabinovich system by using predictive control method. The advantage
of using a predictive controller as an alternative is apparent in the simplicity of configuration
and implementation of the control design. The layout of the paper is as follows. Firstly a brief
description of predictive control principle is given in Section 2. Then in Section 3 Rabinovich
system is described briefly and the controller is designed to stabilize the system using predictive
control principle. To verify the theoretical results, numerical simulations have been performed
in Section 4 and an excellent agreement between the theoretical and numerical results have been
achieved. Finally, concluding remarks are given in Section 5.
2. Predictive control principle
Consider an n-dimensional non linear chaotic system described by
x˙(t) = f(x(t)) (1)
where x ∈ Rn is the state vector and we assume that f is differentiable. Our aim is to design a
feedback controller u(t) which when added to the dynamical system (1) changes it to the form
x˙(t) = f(x(t)) + u(t). (2)
The controller u(t) ∈ Rn is designed in such a manner that the trajectory of the controlled
system (2) converge to an unstable equilibrium point xf with only small applied force. The
control input u(t) is determined by the difference between the predicted state and the current
state as follows
u(t) = K(xp(t)− x(t)) (3)
where K is a gain vector to be determined, xp(t) is the predicted future state of the uncontrolled
chaotic system from the current state x(t). The controlled chaotic system under predictive law is
then given by
x˙(t) = f(x(t)) +K(xp(t)− x(t)). (4)
Using a one-step-ahead-prediction, the predictive controller (3) becomes
u(t) = K(x˙(t)− x(t)).
The controlled chaotic system (4) then becomes
x˙(t) = (x(t)) +K(x˙(t)− x(t)). (5)
Let xf be an unstable equilibrium point of system (1). Near xf , we can use the linear approxi-
mation for the uncontrolled system by
(x˙(t)− xf ) = A(x(t)− xf ) (6)
where A is the Jacobian matrix of f(x(t)) evaluated at the unstable equilibrium point xf , which
is defined as follows:
A = Dxf(xf ) =
∂x˙(t)
∂x(t)
∣∣∣∣
xf
.
Equation (6) is rewritten in the form
δx˙(t) = Aδx(t)
where δx(t) = x(t)− xf . The controlled system (5) is linearized around xf by
δx˙(t) = Aδx(t) +K(δx˙(t)− δx(t))
= Aδx(t) +K(Aδx(t)− δx(t))
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= (A+K(A− I))δx(t) (7)
where I is the identity matrix.
Gain K is computed such that (7) is exponentially stable. This implies that the controller gain
must satisfy the following inequality
|A+K(A− I)| < I. (8)
Gain K exists if and only if det(A− I) 6= 0. Similar to the OGY method stability is guaranteed in
the neighbourhood of equilibrium point xf [17]. The vicinity of the equilibrium point is determined
by
r(t) = |x(t)− x(t− 1)|.
The controlled system is described by
x˙(t) =
{
f(x(t)) + u(t) if r(t) < ǫ
f(x(t)) otherwise
(9)
where ǫ is a small positive real number.
It is observed that the dynamics of an uncontrolled system performs in such a manner that,
given the properties of a chaotic attractor, any trajectory will come, after a possibly long period of
time, arbitrarily close to xf . But after the close encounter, the trajectory will rapidly move away
from xf . The controller should ensure that once the system is close to the unstable equilibrium
point, then it will remain there and asymptotically converge toward xf [18].
3. Predictive control of Rabinovich system
The Rabinovich chaotic system is defined by the equations [23]

x˙(t) = −ax(t) + hy(t) + y(t)z(t),
y˙(t) = hx(t)− by(t)− x(t)z(t),
z˙(t) = −dz(t) + x(t)y(t),
(10)
where x, y and z are state variables, and a, b, d and h are positive real constants. For the pa-
rameter values a = 4, b = 1, d = 1 and h = 6.75, the system (1) displays chaotic behaviour.
By simple analysis, according to these parameter values, the equilibrium points of system (1)
are: xf1 = (0, 0, 0), xf2 = (4.6119, 1.3979, 6.4469) and xf3 = (−4.6119,−1.3979, 6.4469). Tak-
ing (1.5,−1.25, 3.5) as the initial point, the 3D phase plot of the Rabinovich chaotic system is
illustrated in Figure 1. Figure 2 and 3 display the 2D phase plots and the time series respectively.
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Figure 1. Phase portrait of Rabinovich chaotic system.
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Figure 2. 2D Phase plots of the Rabinovich chaotic system in the x − y, x − z
and y − z phase planes respectively.
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Figure 3. Time series of the Rabinovich chaotic system for the x, y and z signals.
To stabilize the equilibirium points of Rabinovich system we design a controller based on pre-
dictive control principle. After applying the control to the state variable z, the system becomes

x˙(t) = −ax(t) + hy(t) + y(t)z(t),
y˙(t) = hx(t)− by(t)− x(t)z(t),
z˙(t) = −dz(t) + x(t)y(t) + u(t).
(11)
The controller is designed as follows:
u(t) = K(z˙(t)− z(t))
= K(−(d+ 1)z(t) + x(t)y(t)). (12)
where z˙(t) is the predicted future state of the state variable z and z(t) is the current state. Thus,
the controlled chaotic system (11) is expressed as

x˙(t) = −ax(t) + hy(t) + y(t)z(t),
y˙(t) = hx(t)− by(t)− x(t)z(t),
z˙(t) = −dz(t) + x(t)y(t) +K(−(d+ 1)z(t) + x(t)y(t)).
(13)
Linearizing the state variable z around xfi(i = 1, 2, 3), we obtain
δz˙(t) =
∂z˙(t)
∂z(t)
∣∣∣∣
xfi
δz(t)
= (−d−K(d+ 1))δz(t). (14)
6 A. KHAN, D. KHATTAR AND N. PRAJAPATI
The controller (12) will stabilize the uncontrolled system (10) in the local neighbourhood of
equilibrium point xfi , if there exist a gain K such that (14) is stable. Thus in order to apply the
proposed predictive controller we have to determine the gain K. For the parameter value d = 1
and using the stability criteria as given in (8), the feedback gain K must satisfy the condition
| − 1− 2K| < 1.
Consequently, for −1 < K < 0, the predictive controlled Rabinovich system is obtained with (13).
4. Numerical Simulations
We carry out the simulations using the MATLAB. The fourth-order Runge-Kutta method has
been used in the algorithm. A time step size 0.1 has been employed to solve the differential
equation. For K = −0.6, ǫ = 0.1 and starting from (x(0), y(0), z(0)) = (1.5,−1.25, 3.5), the
control input u is applied for t > 40. After a brief transitory phase, we see, the system trajectory
is stabilized around its unstable equilibrium point xf3 as shown in Figure 4. When control is
activated for t > 100, in this case, the control input u stabilizes the chaotic trajectory on xf2 with
extremely small applied force as shown in Figure 5.
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Figure 4. Stabilization of the Rabinovich chaotic system on the unstable equilib-
rium point xf3 .
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Figure 5. Stabilization of the Rabinovich chaotic system on the unstable equilib-
rium point xf2 .
5. Conclusion
This paper investigates the control of the continuous time Rabinovich chaotic system by pre-
dictive control method. The controller designed by predictive control method has been used to
stabilize the system trajectories on the unstable equilibrium points successfully. The predictive
controller designed is simple to configure and implement. It’s single controller approach resulting
in ease of application and low cost production makes it an attractive alternative to other con-
trol methods. Numerical simulations shows the effectiveness of the proposed method. To check
the robustness of the predictive method, control of the system with parameter disturbance and
uncertainty, will be an interesting future work.
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