We consider the glN -invariant Calogero-Sutherland Models with N = 1, 2, 3, . . . in a unified framework, which is the framework of Symmetric Polynomials. By the framework we mean an isomorphism between the space of states of the glN -invariant Calogero-Sutherland Model and the space of Symmetric Laurent Polynomials. In this framework it becomes apparent that all the glN -invariant Calogero-Sutherland Models are manifestations of the same entity, which is the commuting family of Macdonald Operators. Macdonald Operators depend on two parameters q and t. The Hamiltonian of glN -invariant Calogero-Sutherland Model belongs to a degeneration of this family in the limit when both q and t approach the N th elementary root of unity. This is a generalization of the well-known situation in the case of Scalar Calogero-Sutherland Model (N = 1).
Introduction
In this paper we study the spin generalization of the Calogero-Sutherland Model [20] which was proposed in [1] . This Model describes n quantum particles with coordinates y 1 , . . . , y n moving along a circle of length L (0 ≤ y i ≤ L). Each particle carries a spin with N possible values, and the dynamics of the Model are governed by the Hamiltonian where integer β > 0 is a coupling constant and the P ij is the spin exchange operator for particles i and j. As pointed out in [1] it is convenient to make a gauge transformation of (1.1) by taking W = 1≤i<j≤n sin π L (y i −y j ) and defining the gauge-transformed Hamiltonian H β,N by
If we set z j = exp( 2πi L y j ), then H β,N acts on the vector space
where antisymm means total antisymmetrization. In this paper we always will be working with the gaugetransformed Model which has F N,n as its space of quantum states. This space of states is a Hilbert space with a β-dependent scalar product ( · , · ) β,N which we describe in section 2.2.
It is well-known that the scalar version of the Model (N = 1) is best understood in the framework of symmetric polynomials. In this case the space of states F 1,n is naturally isomorphic -by multiplication with the Vandermonde determinant -to the vector space of symmetric Laurent polynomials, and the orthogonal eigenbasis of H β,1 is described by Jack Polynomials with parameter 1 β+1 in notations of Macdonald's book [15] . Properties of Jack Polynomials known in mathematical literature (e.g. [15, 19] ) are of paramount importance for the scalar Calogero-Sutherland Model, for a rather straightforward application of these properties allows to compute two-point Dynamical Correlation Functions [7, 13, 12] .
The main observation of the present paper is that, from our viewpoint, the Spin Model with arbitrary N is best understood in the framework of symmetric polynomials as well. At the first glance the Model with N ≥ 2 seems to have little to do with symmetric polynomials since it has two disparate types of degrees of freedom: coordinates and spins. It turns out, however, that there is an isomorphism between the Hilbert space F N,n and the space of symmetric Laurent polynomials such that an orthogonal eigenbasis of H β,N is described by symmetric polynomials which are natural generalizations of Jack Polynomials, and which we call gl N -Jack Polynomials.
These symmetric polynomials are generalizations of Jack Polynomials in the sense that they are also limiting cases of Macdonald Polynomials [15] . The Jack Polynomial is a limit of the Macdonald Polynomial when both parameters in the latter approach 1 [15] . And the gl N -Jack Polynomial is a limit of the Macdonald Polynomial when both parameters in the latter approach the N th root of unity ω N = exp( 2πi N ). It is clear that for the gl N -Jack Polynomials one can derive analogues of all properties known for Macdonald polynomials just by taking the limit. In precisely the same way as in the case N = 1 these properties are straightforward to apply in order to compute two-point Dynamical Correlation Functions in the Spin CalogeroSutherland Model with arbitrary N. As an example, in this paper we give a derivation of Spin-Density and Density two-point Dynamical Correlation Functions for the case of N = 2 and non-negative integer β.
Let us now outline our approach and results in a more detailed manner.
Main result
As we have already discussed, we treat the Spin Calogero-Sutherland Model with non-negative integer β by mapping it isomorphically onto a problem formulated in the language of symmetric polynomials.
To be more precise, let Λ
Sn be the vector space of symmetric Laurent polynomials in variables x 1 , . . . , x n with complex coefficients. For any Laurent polynomial f = f (x 1 , . . . , x n ) we will denote by
[f ] 1 the constant term in f. And we will use the bar to denote the complex conjugation. The vector space Λ ± n is equipped with a scalar product which we denote by · , · β,N . This scalar product is defined in terms of the weight function ∆(β, N ; x 1 , . . . , x n ) := Thus the Hilbert space structure on Λ ± n is defined. On the other hand the space of states F N,n is also a Hilbert space with the scalar product ( · , · ) β,N which we define in section 2.2.
The Hilbert space Λ ± n has an orthogonal basis whose elements are parameterized by an integer number r and a partition λ with length less or equal to n − 1. The elements of this basis are (x 1 · · · x n ) r P (N β+1,N ) λ (x 1 , . . . , x n ) (1.6) where for any positive real number γ the symmetric polynomial P (γ,N ) λ (x 1 , . . . , x n ) is defined as the following limit of the Macdonald Polynomial P λ (q, t; x 1 , . . . , x n ) (Cf. [15] ):
Here ω N is the N th elementary root of unity. We will call the polynomial P in notations of Macdonald [15] . Here it may be useful to observe that with γ = N β + 1 the scalar product · , · β,N is just the limit of the scalar product for Macdonald Polynomials [15] . Now we formulate our main result.
In are parameterized by an integer r and a partition λ with length less or equal to n − 1.
Moreover for integer non-negative β there exists an isomorphism Ω of Hilbert spaces F N,n and Λ ± n such that
Let us make two comments. When N = 1 the statement above is well-known. In this case acting with the isomorphism Ω amounts simply to dividing a skew-symmetric Laurent polynomial by the Vandermonde determinant so that the result is a symmetric Laurent polynomial.
Another comment is about severity of the restriction that β be an integer. We need this restriction in order to be able to carry out all our proofs in a completely algebraic manner -so as not to deal with questions of convergence of various integrals. We conjecture that all our results and formulas, in particular the result above, are valid for all real positive β as well, modulo some evident modifications. We do not however have necessary proofs which would require analytical considerations.
It is known from the work [1] that the space of states F N,n admits an action of the algebra Y (gl N ) -the Yangian of gl N [4, 17] such that this action commutes with the Hamiltonian H β,N . The Yangian Y (gl N ) has a maximal commutative sub-algebra A(gl N ) [2, 17] which is generated by centers of all sub-algebras in the chain
where
by the standard embeddings [17] (see section 3.1).
The Hamiltonian H β,N is known [1] to belong to the center of the Y (gl N )-action on F N,n which is generated by the Quantum Determinant. This means that the Hamiltonian belongs to the commutative family of operators A(gl N ; β) which give action of the sub-algebra A(gl N ) on F N,n . Because of this it is natural to concentrate our attention on this commutative family rather than on the Hamiltonian alone. Doing this has two advantages.
The first is that the spectrum of the commutative family A(gl N ; β) is simple [21] unlike the spectrum of the Hamiltonian which has degeneracy coming from the Yangian symmetry. Therefore an eigenbasis of A(gl N ; β) is defined uniquely up to normalization of eigenvectors. It is precisely the eigenbasis {X 
}.
The second advantage is that since each operator from the family A(gl N ; β) is self-adjoint relative to the scalar product ( · , · ) β,N [21] , the elements of the eigenbasis {X (β,N ) r,λ } are mutually orthogonal automatically because of the simplicity of the spectrum.
According to [17] Yangian representations where action of the sub-algebra A(gl N ) is diagonalizable are called tame, and A(gl N )-eigenbases in irreducible tame representations are called Yangian Gelfand-Zetlin bases. As was established in [21] (see also sections 3.3 and 3.4 of the present paper) the space of states F N,n is tame and completely reducible Yangian representation. The basis {X (β,N ) r,λ } is just a direct sum of Yangian Gelfand-Zetlin bases of the irreducible components of F N,n .
From the main result given in section 1.1 and the above discussion it is apparent that the image of the commutative family A(gl N ; β) under the isomorphism Ω is nothing but the degeneration of the commutative family of Macdonald Operators of which Macdonald Polynomials are eigenvectors [15] .
Computation of the Spin-Density and Density Dynamical Correlation Functions for N = 2
One of the consequences of our main result is that we may compute Spin-Density and Density Dynamical Correlation Functions in the Spin Calogero-Sutherland Model (N ≥ 2) in a practically the same way as in the Scalar Calogero-Sutherland Model (N = 1) [7, 13, 16] . The only extra work which has to be done in the case N ≥ 2 is to identify the ground state, and identify the operators on the space of symmetric Laurent polynomials that are obtained when we twist the Spin-Density and Density operators with the isomorphism Ω. The identification of the ground state is a painstaking process of finding the state with the lowest energy eigenvalue which, however, is easy to do when N = 2 and the number of particles in the Model n is even such that n/2 is odd. In this case we find that the ground state is a basis in a one-dimensional Yangian representation and is, in particular, a spin singlet. It is mapped by the Ω into the Laurent polynomial 1.
Images of the Spin-Density and Density operators under the isomorphism Ω are just power-sums acting as multiplication operators on the space of symmetric Laurent polynomials. In particular, when N = 2 the Spin-Density is mapped into a sum of odd power sums, and the Density is mapped into a sum of even power sums.
This being established, our computation of the Correlation Functions for N = 2 follows exactly the computation for the scalar case [7, 13] with the only difference that we use the gl 2 -Jack Polynomials instead of Jack Polynomials. As in the scalar case our result for e.g. Spin-Density Correlation Function is represented as a sum over all partitions λ of length less or equal to n such that for non-negative integer β the summand vanishes if the diagram of λ contains the square with leg-colength 1 and arm-colength 2β + 1 [15] .
In the present paper we do not consider the thermodynamic limit of these Correlation Functions.
Another problem which we do not consider in this paper is a computation of Green's functions [7, 13] . This problem, however, also appears to be tractable in our approach if we take into account the Cauchy formula for gl N -Jack Polynomials:
(1 + x i y j ), (1.10) where λ ′ is the partition conjugated to λ. This Cauchy formula is obviously the limit of the corresponding formula for Macdonald Polynomials [15] .
Plan of the paper
Let us now outline the plan of the present paper. In section 2.1 we summarize some notational conventions to be used troughout the paper. We also define here the wedge vectors, or simply, wedges which form a basis of the space of states F N,n . The isomorphism Ω mentioned in section 1.1 will map these wedges into Schur polynomials [15] , or, more precisely, into natural extensions of Schur polynomials which form a basis in the space of symmetric Laurent polynomials.
In section 2.2 we define an appropriate scalar product on the space F N,n .
In section 2.3 we describe the gauge-transformed Hamiltonian H β,N and recall its relation to the Dunkl operators following [1] .
In section 2.4 we construct a certain eiegenbasis of H β,N . This eigenbasis is not orthogonal, but it plays an important role in subsequent considerations.
Sections 3.1 -3.4 deal with the Yangian symmetry of the Spin Calogero-Sutherland Model and the Yangian Gelfand-Zetlin bases. In section 3.1 we summarize properties of the Yangian algebra giving particular attention to the maximal commutative subalgebra A(gl N ).
In section 3.2 we recall the definition of the Yangian action in the Spin Calogero-Sutherland Model following [1] . Section 3.3 is the summary of the results of the paper [21] concerning the decomposition of the space of states F N,n into irreducible Yangian subrepresentations.
In section 3.4 we describe the eigenbasis of the commutative family A(gl N ; β) in the space of states. This is the basis {X In section 4.2 we define the isomorphism Ω which was discussed in section 1.1. Actually we define an infinite family of isomorphisms {Ω K | K ∈ Z} between the space of states F N,n and the space of symmetric Laurent polynomials in variables x 1 , . . . , x n . The isomorphisms Ω K are related to each other by the trivial shift:
and the isomorphism Ω whose existence is claimed in section 1.1 is Ω K with an arbitrary integer K. The main part of this section is the proof that each of the Ω K is an isomorphism of Hilbert spaces i.e. that it respects scalar products. In the brief section 4.3 we describe the basis in the space of symmetric Laurent polynomials obtained from the A(gl N ; β)-eigenbasis by the map with the isomorphism Ω K for any fixed K.
In section 4.4 we define the gl N -Jack Polynomials and discuss some of their properties. In section 4.5 we establish the main result of this paper which was described in section 1.1. Finally, in sections 5.1 and 5.2 we compute the Correlation Functions. The Appendix contains proofs of some of the statements in the main text. the method of our paper and is in the spirit of the papers [11, 6] . I am grateful to T. Yamamoto for bringing the paper [10] to my attention.
Gauge-transformed Hamiltonian of the Spin Calogero-Sutherland Model
In this part of the paper we summarize some properties of the gauge-transformed Hamiltonian H β,N and give the definition of the Hilbert space of states on which it acts. This part mainly follows the paper [1] and our primary objective here is to introduce our notations and to formulate definition of the Model in a way suitable for our subsequent considerations.
Preliminary remarks and notations
Let N be a positive integer. In this paper N has the meaning of the number of spin degrees of freedom of each particle in the Spin Calogero-Sutherland Model. For any integer k define the unique k ∈ {1, . . . , N } and the unique k ∈ Z by setting
For any sequence k = (k 1 , k 2 , . . . , k n ) ∈ Z n let |k| be the weight: |k| = k 1 + k 2 + · · · + k n , and define the partial ordering ( the natural or the dominance ordering [15] ) on Z n by setting for any two distinct k, l ∈ Z n :
In particular the L (n) n is the set of non-increasing sequences of n integers and the L
n is the set of strictly decreasing sequences, i.e. such k
we will use the convention of multi-indices:
. . , a n ) ∈ {1, . . . , N } n ; (2.4)
Let K ij be the permutation operator for variables z i and
n ] ( operator of coordinate permutation ), and let P ij be the operator exchanging ith and jth factors in the tensor product ⊗ n V ( operator of spin permutation ).
Let A n be the antisymmetrization operator in ⊗ n V (z): 6) where S n is the symmetric group of order n. We will use the notationû k = u k1 ∧ u k2 ∧ · · · ∧ u kn for a vector of the form (2.6), and will call such a vector a wedge. A wedgeû k is normally ordered if k ∈ L
n , that is k 1 > k 2 > · · · > k n . Let F N,n be the image of the operator A n in ⊗ n V (z). Then F N,n is spanned by wedges and the normally ordered wedges form a basis in F N,n . Equivalently the vector space F N,n is defined as the linear span of all vectors
This is the definition of F N,n adopted in [1] .
Scalar product
Here we define a scalar product on the space of states F N,n . Our definition has three steps. Frst we define scalar products on the vector spaces
n ] separately. Then we define a scalar product on the tensor product
Finally we define a scalar product on F N,n considered as a subspace of ⊗ n V (z). On ⊗ n V define a sesquilinear, i.e., anti-linear in the first argument and linear in the second argument, scalar product ( · , · ) N by requiring that pure tensors in ⊗ n V be orthonormal:
and a non-negative real number δ let: 9) and define for all
where the integration over each of the variables w j is taken along the unit circle in the complex plane, and the bar over f (w) means complex conjugation.
On the linear space 
The gauge-transformed Hamiltonian
Here we briefly recall the relationship between the gauge-transformed Hamiltonian and the Dunkl operators [1] . We will use the following convention: if B is an operator acting on
n ] ( or ⊗ n V ) then we will denote by the same letter B the operator B ⊗ id ( or id ⊗ B ) acting on the space C[z
Then the gauge-transformed Hamiltonian H β,N is defined as follows [1] :
12 , where we set:
The Hamiltonian H β,N acts in the space F N,n [1] . To see this let us recall, that the Dunkl operators [5] :
n ] and together with permutations K ij satisfy the defining relations of the degenerate affine Hecke algebra:
(2.17)
These relations imply, in particular, that symmetric polynomials in Dunkl operators commute with permutations K ij and therefore are well-defined operators on the space F N,n . The action of the operator
12 on any vector f ∈ F N,n is seen to coincide with the action of the Hamiltonian H β,N since K ij f = −P ij f . Thus we may write:
as operators on F N,n . Note that from the last equation it follows that the H β,N is self-adjoint relative to the scalar product ( · , · ) β,N since the Dunkl operators are self-adjoint relative to the scalar product ( · , · ) ′ β as one can easily verify.
An eigenbasis of the Hamiltonian H β,N
In this section we construct a certain eigenbasis of the Hamiltonian H β,N . This eigenbasis is not orthogonal with respect to the scalar product ( · , · ) β,N . However it has a doubly triangular expansion in the basis of wedges. This is an important property to be used later in section 3.4.
Let
And let us act with the Hamiltonian H β,N on the (normally ordered) wedgeû k = u k1 ∧ u k2 ∧ · · · ∧ u kn . Using the expression (2.18) we find:
Normally ordering the wedges in the right-hand side of (2.20) we find from (2.22) that:
with certain real coefficients h
kl . Now recall from [15] that for positive β we have: E(k; β) = E(l; β) when l > k. Then (2.23) leads to:
Eigenvalue of H β,N for this eigenvector is E(k; β). (2.25)
The coefficient ψ
Note that for any integer M the wedge:
is an eigenvector of the Hamiltonian H β,N as implied by either (2.24) or (2.20, 2.22). We will call any vector of the form (2.27) a vacuum vector.
As we have mentioned already, the eigenbasis {Ψ
k } is not orthogonal. To construct an orthogonal eigenbasis we need to utilize the Yangian symmetry of the Model as discussed in the next part of the paper.
3 Yangian Gelfand-Zetlin bases and an orthogonal eigenbasis of the Spin Calogero-Sutherland Model
Our objective in this part of the paper is to construct an orthogonal eigenbasis of the Spin Calogero-Sutherland Model. As was shown in the work [21] to do this it is natural to use the Yangian symmetry of the Model. The orthogonal eigenbasis then is defined uniquely up to normalization as the eigenbasis of the commutative family of operators which give the action of the maximal commutative subalgebra in the Yangian action on the space of states F N,n .
The Yangian of gl N and its maximal commutative subalgebra
The Yangian Y (gl N ) [4] is an associative unital algebra with generators: the unit 1 and T
(s)
ab where a, b ∈ {1, . . . , N } and s = 1, 2, . . . . In terms of the formal power series in variable u −1 :
the relations of Y (gl N ) are written as follows 2) and the coproduct ∆ :
is generated by coefficients of the series
The Yangian has a distinguished maximal commutative subalgebra A(gl N ) [2, 17] . This subalgebra is generated by coefficients of the series A 1 (u), A 2 (u), . . . , A N (u) defined as follows:
That is to say by the centers of all algebras in the chain:
where for m = 1, 2, . . . , N − 1 the Y (gl m ) is realized inside Y (gl N ) as the subalgebra generated by coefficients of the series T ab (u) with a, b = 1, 2, . . . , m.
Finite or infinite dimensional Y (gl N )-modules with a semisimple action of the subalgebra A(gl N ) are called tame, and eigenbases of A(gl N ) in irreducible tame modules are called ( Yangian ) Gelfand-Zetlin bases [17] .
Let us now consider certain tame Yangian modules which appear in the context of the Fermionic Spin Calogero-Sutherland Model. Let f ∈ C and π(f ) :
where E ba ∈ End(V ) is the matrix unit:
. . , f n ) ∈ C n we will denote by π(f ) the tensor product of the homomorphisms (3.6):
, where ∆ (n) is the coproduct iterated n − 1-times, defines a Y (gl N )-module structure on ⊗ n V . Let now M be an integer ( unrelated to the M in (2.27)) and let p = (p 1 , p 2 , . . . , p M ) ∈ {1, . . . , N } M be a sequence of integers such that:
With these (
For 1 ≤ i < j ≤ n define the partial anti-symmetrization operator A (i,j) ∈ End(⊗ n V ) by setting for a = (a 1 , . . . , a n ) ∈ {1, . . . , N } n :
And let (⊗ n V ) p be the image in ⊗ n V of the operator:
If we define the set T p labeled by the sequence p by
then the set
is a basis of (⊗ n V ) p . Further, let f = (f 1 , f 2 , . . . , f n ) be a sequence of real numbers satisfying the following two conditions:
and
Then we have:
In (⊗ n V ) p there is a unique up to normalization of eigenvectors (3.14)
The N -tuples of rational functions in u:
are distinct for distinct a ∈ T p . In other words:
In the expression for the eigenvalue A m (u; f ; a) above we have used the convention that for a statement P, δ(P ) = 1 if P is true, and δ(P ) = 0 otherwise. We will often use this convention in this paper. We give proofs of the statements (3.13) -(3.17) in Appendix, section A.
Yangian in the Spin Calogero-Sutherland Model
The space F N,n admits a Y (gl N )-action defined as follows [1] : let E
and let
cn−1b (u; β), where summation over the indices c 1 , . . . , c n−1 is assumed. The degenerate affine Hecke algebra relations satisfied by the Dunkl operators imply that coefficients of the series T ab (u; β) act on F N,n and satsify the defining relations of the Yangian [1] . Denote by Y (gl N ; β) the Y (gl N )-action on F N,n defined by the T ab (u; β) and denote by A(gl N ; β) the corresponding action of the subalgebra A(gl N ). In particular the Quantum Determinant of T ab (u; β) has the form [1] : 19) and therefore the Hamiltonian H β,N (2.3) is an element in the center of the action Y (gl N ; β) and hence an element in A(gl N ; β).
For an operator B acting on F N,n let B * be its adjoint relative to the scalar product ( · , · ) β,N and for a series B(u) with operator-valued coefficients we will use B(u) * to denote the series whose coefficients are adjoints of coefficients of the series B(u).
In [21] it is shown, that generators of the action Y (gl N ; β) satisfy the following relations:
These relations imply, in particular, that the action of the subalgebra A(gl N ; β) is self-adjoint. That is we have [21] :
3
Here we recall the decomposition of the space of states F N,n into irreducible Yangian representations with respect to the Yangian action Y (gl N ; β). For details one may consult the work [21] which contains proofs of the statements made in this section. The Yangian decomposition of the space of states F N,n is constructed by using the Non-symmetric Jack Polynomials ( see [18, 3, 14] ).
Non-symmetric Jack polynomials E (β)
In [21] it is shown, that the space F N,n splits into an infinite number of irreducible Yangian submodules F s labelled by elements of the set L (N ) n (2.2):
To describe the component F s which corresponds to a given s ∈ L (N ) n let M be the number of distinct elements in the sequence s = (s 1 , s 2 , . . . , s n ). And let q 0 , q 1 , . . . , q M be defined by: q 0 = 0, q M = n; s qj > s qj +1 , j = 1, 2, . . . , M − 1. As in (3.8) a sequence p(s) = (p 1 , p 2 , . . . , p M ) is defined by: p j = q j − q j−1 , j = 1, 2, . . . , M . Clearly we have
As a Y (gl N )-module the space F s is isomorphic to (⊗ n V ) p(s) (3.1) where the Yangian action is given by π(f (s))∆ (n) (T ab (u)) and f (s) = (f 1 , f 2 , . . . , f n ) with f i = f i (s; β). This isomorphism is explicitly given by the operator U (s; β) : (⊗ n V ) p(s) → F s which is defined for any v ∈ (⊗ n V ) p(s) as follows:
where the sum is taken over all distinct rearrangements t of s, and R (β) t ∈ End(⊗ n V ) is defined by the recursive realtions:
HereŘ ii+1 (u) = u −1 + P ii+1 and t(i, i + 1) denotes the element of Z n obtained by interchanging t i and t i+1 in t = (t 1 , . . . , t n ).
Observe now that, since β > 0, the conditions (C1,C2) are satisfied by the sequence f (s). Therefore setting for all a ∈ T p(s) :
from (3.14 -3.17) and the fact that F s is isomorphic to (⊗ n V ) p(s) we obtain the following:
The N -tuples of rational functions in u: A 1 (u; f (s); a), . . . , A N (u; f (s); a) (3.35)
are distinct for distinct a ∈ T p(s) .
Thus the set {X (β) (s, a) | a ∈ T p(s) } is a Yangian Gelfand-Zetlin basis of the irreducible Yangian representation F s . Here we define the orthogonal eigenbasis of the commutative family A(gl N ; β) in the entire space of states F N,n . This eigenbasis is just the union of bases
n . We prefer, however, to choose a different parameterization of elements in this basis, such that a triangularity of these elements expanded in the basis of normally ordered wedges becomes manifest.
For
n . And the sequence a = (k n , k n−1 , . . . , k 1 ) belongs to the set T p(s) defined by the sequence s as in the previous section. With these k, s and a we have:
where the Ψ (β) k is the eigenvector of the Hamiltonian H β,N defined in (2.24). A proof of the equality (3.36) is contained in the Appendix, section B. Now with the same k, s and a as above let us define:
Then we have the following statements about the vectors X
n } is the unique up to normalization of eigenvectors (3.38)
n , l<k, l≥k
The N -tuples of rational functions in u: A 1 (u; β; k), . . . , A N (u; β; k) (3.41)
Proof. The statement (3.38) is a direct consequence of (3.32), of the decomposition (3.26) and of the easily verified fact that the correspondence between the set of all pairs (s, a) where s ∈ L (N ) n , a ∈ T p(s) , and the set of strictly decreasing sequences L (1) n given by
is one-to-one. The triangularity of X (β,N ) k expressed by (3.39) is established as follows. In view of (3.33) and (3.36) we have
(3.44)
Now observe that l = k, l < k imply l = k, l < k. And therefore (3.39) follows from the triangularity of eigenvectors Ψ The simplicity of the spectrum of the A(gl N ; β) expressed by the statement (3.41) is proved as follows. First of all, (3.35) shows that spectrum of A(gl N ; β) is simple on each irreducible component F s of the Yangian action Y (gl N ; β). Next, by a straightforward modification of the proof of the statement (3.17) which is contained in Appendix, section A, one shows that the spectrum of the Quantum Determinant A N (u; β) separates between these irreducible components.
Finally, the orthogonality (3.42) is a consequence of (3.41) and the self-adjointness (3.21) of A(gl N ; β) relative to the scalar product ( · , · ) β,N .
The orthogonal eigenbasis {X
n } is precisely the eigenbasis of F N,n that was described in section 1.1. To see this we simply have to observe that if we fix an integer M and define for any k ∈ L
(1)
n by k i = σ i + M − i + 1, then the correspondence between this k and the pair (r = σ n , λ = (σ 1 − σ n , σ 2 − σ n , . . . , σ n−1 − σ n , 0)) (3.45)
is bijective. In other words we may label the elements of the basis {X
n } by a pair which consists of an integer r and a partition λ with length less or equal to n − 1. This is the parameterization adopted in section 1.1 of the Introduction.
Spin Calogero-Sutherland Model in the language of symmetric polynomials
Starting with this section we move into the realm of symmetric polynomials so that many objects we are about to encounter will be parameterized by partitions. Below we summarize partition-related notations we are going to use. Mainly we will conform to the notations of the book [15] .
Notations
For a partition λ = (λ 1 , λ 2 , . . . ) we will denote by l(λ) the length i.e. the number of non-zero parts λ 1 , λ 2 , . . . in λ. All partitions that appear in this paper have length less or equal to n which is the number of particles in the Spin Calogero-Sutherland Model. We will identify a partition λ with its diagram defined as the set
graphically represented as collection of squares with coordinates (i, j) where i is increasing downward and j is increasing from left to right as in the picture below which represents λ = (6, 4, 4, 3, 1).
For a square s ∈ λ arm-length a λ (s), leg-length l λ (s), arm-colength a ′ (s) and leg-colength l ′ (s) are defined as the number of squares in the diagram of λ to the east, south, west and north from s respectively. Also for a square s we define
• Hook-length: h λ (s) = a λ (s) + l λ (s) + 1.
And for a real number γ their refinements:
For a positive integer N which as before has the meaning of the number of spin degrees of freedom in the Spin Calogero-Sutherland Model we define the following two subsets of λ:
And for any subset of squares S ⊂ λ we denote by |S| the number of squares in S.
An isomorphism between the space of states of the Spin Calogero-Sutherland Model and the space of symmetric Laurent polynomials
Here we discuss main technical points of this paper -the definition and properties of the isomorphism between the space of states of the Spin Calogero-Sutherland Model and the space of symmetric Laurent polynomials.
To avoid having to deal with questions of convergence of various integrals, we assume from now and until the end of this paper that β is a non-negative integer number. With this assumption it will be possible to keep our discussion completely algebraic.
n ] be the C-algebra of Laurent polynomials in variables x 1 , . . . , x n . If f = f (x 1 , . . . , x n ) ∈ L n let f (x 1 , . . . , x n ) be the Laurent polynomial with complex conjugated coefficients, let
n ), and let [f ] 1 denote the constant term in f .
Let A ± n be the subspace of skew-symmetric Laurent polynomials in L n . For l = (l 1 , . . . , l n ) ∈ Z n define the antisymmetric monomialâ l analogous to the wedge vector (2.6) as follows:
Since β is a non-negative integer,∆(β, N ) is a symmetric Laurent polynomial. We define a scalar product · , · β,N on L n by setting for f, g ∈ L n :
Let us use f , g 0 as a short-hand notation for f , g 0,N , then we have
where we regard the∆(β, N ) as a multiplication operator on L n . When β is a non-negative integer, the definition of the scalar product ( · , · ) ′ β (2.10) may be formulated as
where ∆(β) = 1≤i =j≤n (1 − z i z −1 j ) β is now a symmetric Laurent polynomial. Then for the scalar product ( · , · ) β,N on the space F N,n we have with f, g ∈ F N,n :
where we consider the ∆(β) as a multiplicaltion operator on the space F N,n . Note that in the last formula we have ∆(β)g ∈ F N,n since ∆(β) is a symmetric Laurent polynomial.
Clearly this map is an isomorphism of linear spaces. Moreover for any f, g ∈ F N,n we have:
n } are bases of the spaces F N,n and A ± n respectively. Now we are ready to formulate one of the crucial technical points of this paper, which is the following relation between the scalar product ( · , · ) β,N ( sec. 2.2) on the space of states F N,n of the gauge-transformed Spin Calogero-Sutherland Model and the scalar product (4.8) on the space of skew-symmetric Laurent polynomials A ± n :
For any f, g ∈ F N,n we have
n ] be a symmetric Laurent polynomial. Then for any f ∈ F N,n the following relation holds
Sn of symmetric Laurent polynomials in variables z 1 , . . . , z n is generated by the power-sums:
(r = 0, 1, 2, . . . ) (4.16) and the element
So it is enough to show (4.15) when P equals to one of the Laurent polynomials (4.16), ( 4.17) . Also, sinceû k , k ∈ Z n span F N,n we may assume that in (4.15) f =û k . Calculating:
and ω ′ (z
we confirm (4.15). Now since ∆(β) is a symmetric Laurent polynomial, we have for any f, g ∈ F N,n :
Sn be the linear space of symmetric Laurent polynomials in variables x 1 , . . . , x n and introduce on Λ ± n a scalar product · , · β,N as follows: for f, g ∈ Λ 20) where
n be an isomorphism of linear spaces defined for f ∈ A ± n by:
is the Vandermonde determinant. Then for any f, g ∈ A ± n we have:
The map Ω K for any integer K is an isomorphism of linear spaces F N,n and Λ ± n . Moreover combining (4.14) and (4.23) we arrive at the following conclusion:
That is F N,n with the scalar product ( · , · ) β,N and the space of symmetric Laurent polynomials Λ ± n with the scalar product · , · β,N are isomorphic as Hilbert spaces with the isomorphism defined by the map Ω K where K is an arbitrary integer. 
n by k i = σ i + M − i + 1. Then with the sequence δ = (n − 1, . . . , 1, 0) we have
(4.25)
In particular, when σ n ≥ 0, the s σ is just the Schur polynomial labelled by the partition σ. Note that
. Then from (3.32) -(3.35) we obtain:
Note that the basis {Y
n } with the properties (4.27) and (4.28) is unique. This follows from the standard argument [15] based on the Gram-Schmidt orthogonalization of the basis of the Laurent polynomials s σ . Note also that {Y (β) λ } where λ runs through all partitions of length less or equal to n, is a basis of the space of symmetric polynomials Λ n = (C[x 1 , . . . , x n ]) Sn .
gl N -Jack Polynomials
Let q and t be parameters and let Λ q,t n = (C(q, t)[x 1 , . . . , x n ]) Sn be the C(q, t)-algebra of symmetric polynomials in variables x 1 , . . . , x n . For f = f (x 1 , . . . , x n ), g = g(x 1 , . . . , x n ) ∈ Λ q,t n a scalar product is defined as follows [15] :
where the integration in each of the variables w j is taken along the unit circle in the complex plane, and (x; q) ∞ = ∞ r=0 (1 − xq r ). Then for each partition λ of length less or equal to n the Macdonald Polynomial P λ (q, t) = P λ (x 1 , . . . , x n ; q, t) [15] is uniquely defined as the element of Λ q,t n such that:
30)
where m λ = m λ (x 1 , . . . , x n ) is the monomial symmetric polynomial and u λµ (q, t) ∈ C(q, t);
Let now γ be a positive real number, let ω N = exp( 2πi N ) and consider the limit:
In this limit the Macdonald Polynomial P λ (q, t) degenerates into a symmetric polynomial which we will denote by P (γ,N ) λ and call the gl N -Jack Polynomial. In particular when N = 1 the gl 1 -Jack Polynomial is nothing but the usual Jack Polynomial:
in the notation of [15] . First, let us verify that the polynomial P (γ,N ) λ is well-defined. To do this we will take the limit (4.32) in the coefficients u λµ (q, t) of the expansion (4.30).
For a partition λ a tableau T of shape λ [15] is a sequence of partitions:
is a horizontal strip. The sequence (|θ (1) |, . . . , |θ (r) |) is called the weight of T. The coefficient of m µ in the expansion of P λ (q, t) is [15] :
summed over tableaus of shape λ and weight µ. To describe the ψ T (q, t), for partitions λ and µ such that µ ⊂ λ let C λ/µ (resp. R λ/µ ) denote the union of the columns (resp. rows) that intersect λ − µ. Then:
where for µ ⊂ λ:
and b λ (s; q, t) =
Now taking the limit (4.32) in b λ (s; q, t) we obtain:
Thus
Sometimes it is more convenient to use the expansion of the polynomial P (γ,N ) λ in the basis of Schur polynomials s λ which is also unitriangular in the natural ordering of partitions:
since the bases {m λ } and {s λ } are related by a unitriangular transformation [15] . Note also, that P λ (q, q) = s λ [15] gives P
(1,N ) λ = s λ . Consider next the behaviour of the scalar product (4.29) in the limit (4.32). To avoid the question of convergence of the integral in (4.29) in this limit, we now assume that t = q k where k is a non-negative integer. Then for any f, g ∈ Λ ± n we have [15] :
where ∆(q, t) = 1≤i =j≤n
Let now k = γ and let γ = N β + 1 where β is a non-negative integer. Then taking the limit (4.32) in (4.42) we obtain:
This is exactly the weight function of the scalar product · , · β,N which was introduced in (4.21). Thus for γ = N β + 1 the scalar product for Macdonald Polynomials · , · q,t degenerates in the limit (4.32) into the scalar product · , · β,N defined in (4.21) so that from (4.31) we get
It is now clear that for the gl N -Jack Polynomials we may establish analogues of all properties known for Macdonald Polynomials just by taking the limit (4.32). We will not go here into discussion of the Cauchy formulas, Duality etc. [15] all of which are straightforward to derive for the gl N -Jack Polynomials. In this paper we will restrict ourselves to computing the normalization and the expansion of power-sums in terms of P First of all taking the limit (4.32) in the norm formula for the Macdonald Polynomial [15] :
we obtain the norm formula for the gl N -Jack Polynomial:
In the last formula we have set γ = N β + 1 and
when k = a mod N and a = 1, . . . , N − 1;
In the paper [21] the norm formulas for eigenvectors of the commutative family A(gl N ; β) were computed by other, rather cumbersome method. For the case N = 2 we have verified that the formulas in [21] give exactly the same result as the formula above. Consider now the formula for the expansion of the power-sums in the basis of Macdonald Polynomials [12] :
For any partition λ let us define the subsets:
Then taking the limit (4.32) in the formula (4.48) we obtain the formula for expansion of the power-sums in the basis of gl N -Jack Polynomials:
where the coefficients χ 4.26) with the gl N -Jack polynomials multiplied by a certain power of the Laurent polynomial x 1 x 2 · · · x n . This is the final step in our construction, and it gives us the proof of the main result of this paper.
Here (σ − σ n I n ) = (σ 1 − σ n , σ 2 − σ n , . . . , σ n−1 − σ n , 0) is a partition and P (σ−σnIn) (q, t) is the corresponding Macdonald Polynomial. If in σ all σ i are non-negative, then σ is identified with a partition, say λ, of length less or equal to n and P σ (q, t) = P λ (q, t) since [15] x 1 x 2 · · · x n P λ (q, t) = P (λ+In) (q, t) (4.57)
for any partition λ such that l(λ) ≤ n.
Similarly for any σ ∈ L (n) n we define
58)
Now from (4.40, 4.44) we obtain: 
In particular for any partition λ of length less or equal to n the symmetric polynomial Y 
And let the map χ :
n ). Then we have:
Here for σ = (σ 1 , σ 2 , . . . , σ n ) we used the notation: σ * = (−σ n , −σ n−1 , . . . , −σ 1 ). From (4.67) it follows that
In this section we will apply results obtained thus far in order to compute Spin-Density and Density two-point Dynamical Correlation Functions in the fermionic Spin Calogero-Sutherland Model. So as to avoid cumbersome technical details we will consider only the case where the spin has two values, i.e. N = 2 and the number of particles in the Model n is an even number such that n/2 is odd.
A parameterization of Energy, Momentum and Spin eigenvalues
Let {X
n } be the A(gl 2 ; β)-eigenbasis of the space F 2,n constructed in section 3.4. The energy operator 
n } can be read from the formulas (3.40) with the following result:
A ground state of the Model is defined as a state with the lowest energy eigenvalue among states with zero momentum. Under our assumption that n is even and n/2 is odd, the ground state is unique and is found to be
From the expansion (3.39) we find that
When the number of particles n is even, any state vac(M ) (2.27) with even M is a basis in a one-dimensional trivial representation of Y (gl 2 ; β). In particular, the spin of any such state is zero.
. In particular, the ground state is mapped into 1 and a state X (β,2) λ+k 0 where λ is a partition is mapped into the gl 2 -Jack Polynomial P (2β+1,2) λ . For a state of this form we will find it convenient to express the corresponding eigenvalues of energy, momentum and spin in terms of the diagram associated with the partition λ.
Let us color the diagram of λ by white and black colors in the checkerboard order so that the square (1, 1) is colored white. An example of this coloring is given on the picture above which represents the partition λ = (6, 4, 4, 3, 1) . Then a square s ∈ λ is white(black) if and only if the content of this square c(s) is even(odd). Let W λ (B λ ) be the subset of all white(black) squares in λ. In the notation of sec. 4.1 we have W λ = C 2 (λ). With this coloring we have for the eigenvalues of spin, momentum, and normalized energy
In the last formula λ ′ is the partition conjugated to λ and n w (λ) which is analogous to n(λ) = (i − 1)λ i is defined as follows: 12) where w i (λ) is the number of white squares in the ith row of λ. Note that we have
Finally, from the expressions (5.2 -5.6) we find that if λ * = (−λ n , −λ n−1 , . . . , −λ 1 ) then
Dynamical Correlation Functions
We will consider two-point correlation functions of the following operators:
Spin-Density:
Density:
Also, as an intermediate step in the computation we will need to consider correlation functions of the operators
Now let s be an integer and define
20)
Acting on a wedge in F 2,n with operators J s and K s we have:
Let f and g be eigenvectors of the spin operator in F 2,n such that Sf = s(f )f and Sg = s(g)g, where s(f ) and s(g) are corresponding eigenvalues. Since the operator S is self-adjoint relative to the scalar product ( · , · ) β,2 we have:
Now observe that (5.22, 5.23) imply that the isomorphism Ω M−n+1 transforms the operators J s and K s into odd and even power-sums respectively:
In virtue of these relations computation of matrix elements of the Spin-Density and Density operators is reduced to computation of matrix elements of power sums. Because of this from now on the logic of our computation follows exactly the logic of computation of the Density Correlation Function in the scalar Calogero-Sutherland Model [7, 12] . Let us denote by t and x the time and the space coordinates in a two-point Correlation Function. Taking formulas discussed so far in this section into account we have: Notice that according to the definition (4.2) the summands in formulas for Correlation Functions vanish if the diagram of λ contains the ( white for integer β ) square (2, 2β+2 ). This observation must facilitate a computation of the thermodynamic limit. In this paper we do not consider this problem.
Discussion
In this paper we have constructed an isomorphism between the space of states of the gl N -invariant CalogeroSutherland Model and the space of Symmetric Laurent Polynomials. With this isomorphism we have shown that the gl N -invariant Calogero-Sutherland Models with N = 1, 2, 3, . . . when considred in an appropriate unified framework, which is the framework of Symmetric Polynomials, manifest themselves as limiting cases of the same entity, which is the commuting family of Macdonald Operators. Macdonald Operators depend on two parameters q and t. And the Hamiltonian of gl N -invariant Calogero-Sutherland Model belongs to a degeneration of this family in the limit when both q an t approach the N th elementary root of unity:
where ω N = exp( 2πi N ) and β is the coupling constant of the gl N -invariant Calogero-Sutherland Model. This picture provides a generalization of the well-known situation in the case of Scalar Calogero-Sutherland Model (N = 1).
In the limit the commuting family of Macdonald Operators is identified with the maximal commutative subalgebra A(gl N ) in the action of the Yangian algebra Y (gl N ) on the space of states of the gl N -invariant Calogero-Sutherland Model. The limits of Macdonald Polynomials which we call for obvious reasons gl NJack Polynomials are eigenvectors of this subalgebra and, by definition, form Yangian Gelfand-Zetlin bases in irreducible components of the Yangian action.
In view of the isomorphism between the space of states of the gl N -invariant Calogero-Sutherland Model and the space of Symmetric Laurent Polynomials the latter admits an action of the Yangian Y (gl N ). This fact is not surprising for it is known that the level-1 Fock space module of the affine Lie algebra gl N admits a Yangian action coming from that of the Yangian action of the Calogero-Sutherland Model in certain projective limit n → ∞ ( see [22] for the gl 2 case ) and the Fock space module is isomorphic by the Fermion-Boson correspondence to the ring of Symmetric Functions [9] . In fact the isomorphism of our present paper is to be regarded as nothing more than a finite-size version of the Fermion-Boson correspondence.
The connection with the Macdonald Operators seems to be more mysterious. It provides another example of a situation where degree of a root unity appears as rank of a Lie algebra. To understand this phenomenon better it would be desirable to understand of which algebra the Yangian is the limit when q and t approach the root of unity.
The gl N -Jack Polynomials describe the orthogonal eigenbasis of gl N -invariant Calogero-Sutherland Model in exactly the same way as Jack Polynomials describe the orthogonal eigenbasis of the Scalar Model (N = 1). For each known property of Macdonald Polynomials there is a corresponding property of gl N -Jack Polynomials. As a simplest application of these properties we compute two-point Dynamical Spin-Density and Density Correlation Functions in the gl 2 -invariant Calogero-Sutherland Model at integer values of the coupling constant.
In this paper we did not consider the problem of computation of the Green's Functions. However we expect that the Cauchy formula for the gl N -Jack Polynomials: (1 + x i y j ) will play a role in a solution of this problem together with an appropriate evaluation formula for gl N -Jack Polynomials.
in C[z ±1 1 , . . . , z k . This proves (3.36).
