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In Part I of this article, we proposed a ﬁnite iterative algorithm for the one-sided and gen-
eralized coupled Sylvester matrix equations (AY  ZB,CY  ZD) = (E,F) and its optimal
approximation problem over generalized reﬂexive matrices solutions. In Part II, an iterative
algorithm is constructed to solve the two-sided and generalized coupled Sylvester matrix
equations (AXB  CYD,EXF  GYH) = (M,N), which include Sylvester and Lyapunov matrix
equations as special cases, over reﬂexive matrices X and Y. When the matrix equations
are consistent, for any initial reﬂexive matrix pair [X1,Y1], the reﬂexive solutions can be
obtained by the iterative algorithm within ﬁnite iterative steps in the absence of
round-off errors, and the least Frobenius norm reﬂexive solutions can be obtained by
choosing a special kind of initial matrix pair. The unique optimal approximation reﬂexive
solution pair ½bX ; bY  to a given matrix pair [X0,Y0] in Frobenius norm can be derived by
ﬁnding the least-norm reﬂexive solution pair ½eX ; eY  of a new corresponding generalized
coupled Sylvester matrix equations ðAeXB CeYD; EeXF  GeYHÞ ¼ ð eM; eNÞ, whereeM ¼ M  AX0Bþ CY0D; eN ¼ N  EX0F þ GY0H. Several numerical examples are given to
show the effectiveness of the presented iterative algorithm.
 2011 Elsevier Inc. All rights reserved.1. Introduction
In Part I of this two-part article, a ﬁnite iterative algorithm is proposed for solving the one-sided and generalized coupled
Sylvester matrix equations and the corresponding optimal approximation problem over generalized reﬂexive solutions. In
Part II, the similar but different iterative algorithm is constructed to solve the two-sided and generalized coupled Sylvester
matrix equations (AXB  CYD,EXF  GYH) = (M,N) and the optimal approximation problem over reﬂexive matrices. We ﬁrstly
give the following notations.
Deﬁnition 1.1 (see [1,2]). A matrix P 2 Rnn is said to be a generalized reﬂection matrix if P satisﬁes that PT = P, P2 = I.Deﬁnition 1.2 (see [1,2]). Let P 2 Rnn be a generalized reﬂection matrix. A matrix A 2 Rnn is called reﬂexive (or anti-
reﬂexive) with respect to the matrix P if P A P = A (or PAP = A). The set of all n-by-n reﬂexive (or anti-reﬂexive) matrices
with respect to the matrix P is denoted by Rnnr ðPÞ (or Rnna ðPÞ).. All rights reserved.
gx@cdut.edu.cn (G.-X. Huang).
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Problem I. Let P 2 Rmm and Q 2 Rnn be generalized reﬂection matrices. For given matrices A 2 Rpm; B 2 Rmq;
C 2 Rpn; D 2 Rnq; M 2 Rpq; E 2 Rkm; F 2 Rml; G 2 Rkn; H 2 Rnl; N 2 Rkl, ﬁnd a pair of matrices
X 2 Rmmr ðPÞ; Y 2 Rnnr ðQÞ such thatAXB CYD ¼ M;
EXF  GYH ¼ N:

ð1ÞProblem II. When Problem I is consistent, let SE denote the set of the reﬂexive solutions of Problem I, i.e.,SE ¼ ½X;YjAXB CYD ¼ M; EXF  GYH ¼ N;X 2 Rmmr ðPÞ;Y 2 Rnnr ðQÞ
 
:For a given matrix pair ½X0;Y0 2 Rmmr ðPÞ  Rnnr ðQÞ, ﬁnd ½bX ; bY  2 SE such that
kbX  X0k2 þ kbY  Y0k2 ¼ min½X;Y2SEfkX  X0k2 þ kY  Y0k2g: ð2ÞThe two-sided and generalized coupled Sylvester matrix equations (1) play a fundamental role in wide applications in
several areas, such as stability theory, control theory, perturbation analysis, and some other ﬁelds of pure and applied math-
ematics. Wu et al. [16] presented some examples to show a motivation for studying equations (1). Problem II occurs fre-
quently in experiment design, see for instance [14].
The numerical studies on Eq. (1) have been addressed in a large body of literature. For more detail, we refer to
[6–8,12,13,18]. In addition, Wu et al. [16,17] gave the ﬁnite iterative solutions to coupled Sylvester-conjugate matrix equa-
tions. Wu et al. [15] gave the ﬁnite iterative solutions to a class of complex matrix equations with conjugate and transpose of
the unknowns. Jonsson and Kagstrom [10] proposed recursive block algorithms for solving the coupled Sylvester matrix
equations (AX  YB,DX  YE) = (C,F). Jonsson and Kagstrom [11] also proposed recursive block algorithms for generalized
Sylvester and Lyapunov matrix equations. Dehghan and Hajarian [3,5] gave the reﬂexive and generalized bisymmetric matri-
ces solutions of the generalized coupled Sylvester matrix equations (AY  ZB,CY  ZD) = (E,F). In Part I, Huang et al. [9] give a
ﬁnite iterative algorithm for solving the one-sided and generalized coupled Sylvester matrix equations over generalized
reﬂexive solutions. Very Recently, Dehghan and Hajarian [4] constructed an iterative algorithm to solve the generalized
coupled Sylvester matrix equations (AXB + CYD,EXF + GYH) = (M,N) over generalized bisymmetric matrices. However, the
two-sided and generalized coupled Sylvester matrix equations (1) and the corresponding optimal approximation problem
over reﬂexive matrices have not been solved. In this part, we will engage in this work.
We remark that our results generalized those in [3,4]. When B = I, C = I, F = I and G = I, then our results reduce to those in
[3]. When XT = X and YT = Y, the results in this paper reduce to those in [4].
The rest of this part (Part II) is organized as follows. In Section 2, we will solve Problem I by constructing an iterative algo-
rithm, i.e., if Problem I is consistent, then for an arbitrary initial matrix pair ½X1;Y1 2 Rmmr ðPÞ  Rnnr ðQÞ, we can obtain a
solution pair [X⁄,Y⁄] of Problem I within ﬁnite iterative steps in the absence of round-off errors. Let X1 = ATKBT + ETLFT + -
1 = ATKBT + ETLFT + PATKBTP + PETLFTP and Y1 = CTKDT  GTLHT  QCTKDTQ  QGTLHTQ, where K 2 Rpq; L 2 Rkl are arbitrary
matrices, or more especially, let X1 = 0 and Y1 = 0, we can obtain the least Frobenius norm solutions of Problem I. Then in
Section 3, we give the optimal approximate solution pair of Problem II by ﬁnding the least Frobenius norm reﬂexive solution
pair of the corresponding generalized coupled Sylvester matrix equations. In Section 4, several numerical examples are given
to illustrate the effectiveness of our method. At last, some conclusions are drawn in Section 5.
2. An iterative algorithm for solving Problem I
In this section, we will ﬁrst introduce an iterative algorithm to solve Problem I, then prove that it is convergent. Then we
will give the least-norm reﬂexive solutions of Problem I when an appropriate initial iteration matrix pair is chosen.
For the purpose of simpliﬁcation, we introduce the following operators:UðX; YÞ ¼ AXB CYD;
WðX;YÞ ¼ EXF  GYH:Algorithm 2.1.
Step 1: Input matrices A 2 Rpm;B 2 Rmq;C 2 Rpn;D 2 Rnq;M 2 Rpq; E 2 Rkm; F 2 Rml;G 2 Rkn;
H 2 Rnl;N 2 Rkl, and two generalized reﬂection matrices P 2 Rmm and Q 2 Rnn;
Step 2: Choose two arbitrary matrices X1 2 Rmmr ðPÞ; Y1 2 Rnnr ðQÞ. Compute
R1 ¼ diagðM UðX1; Y1Þ;N WðX1;Y1ÞÞ;
1606 F. Yin et al. / Applied Mathematical Modelling 36 (2012) 1604–1614U1 ¼ 12 A
TðM UðX1; Y1ÞÞBT þ ETðN WðX1; Y1ÞÞFT þ PATðM UðX1;Y1ÞÞBTP þ PETðN WðX1;Y1ÞÞFTP
h i
;
V1 ¼ 12 C
TðM UðX1;Y1ÞÞDT  GTðN WðX1; Y1ÞÞHT  QCTðM UðX1;Y1ÞÞDTQ  QGTðN WðX1;Y1ÞÞHTQ
h i
; k :¼ 1;Step 3: If Rk = 0, then stop and [Xk,Yk] is the solution pair of Problem I; elseif Rk– 0, but Uk = 0 and Vk = 0, then stop and
the generalized coupled Sylvester matrix equations (1) are not consistent over reﬂexive matrices; else
k :¼ k + 1;
Step 4: ComputeXk ¼ Xk1 þ kRk1k
2
kUk1k2 þ kVk1k2
Uk1;
Yk ¼ Yk1 þ kRk1k
2
kUk1k2 þ kVk1k2
Vk1;
Rk ¼ diagðM UðXk;YkÞ;N WðXk;YkÞÞ ¼ Rk1  kRk1k
2
kUk1k2 þ kVk1k2
diagðUðUk1;Vk1Þ;WðUk1;Vk1ÞÞ;
Uk ¼ 12 A
TðM UðXk; YkÞÞBT þ ETðN WðXk; YkÞÞFT þ PATðM UðXk;YkÞÞBTP þ PETðN WðXk;YkÞÞFTP
h i
þ kRkk
2
kRk1k2
Uk1;
Vk ¼ 12 C
TðMUðXk1;Yk1ÞÞDT GTðNWðXk1;Yk1ÞÞHT QCTðMUðXk1;Yk1ÞÞDTQ QGTðNWðXk1;Yk1ÞÞHTQ
h i
þ kRkk
2
kRk1k2
Vk1;Step 5: Go to step 3.
Obviously, it can be seen that Xk;Uk 2 Rmmr ðPÞ; Yk;Vk 2 Rnnr ðQÞ, where k = 1,2, . . .Lemma 2.1. For the sequences {Ri}, {Ui} and {Vi} generated by Algorithm 2.1, and sP 2, we havetr RTi Rj
 
¼ 0; tr UTi Uj þ VTi Vj
 
¼ 0; i; j ¼ 1;2; . . . ; s; i– j: ð3ÞThe proof of Lemma 2.1 is similar to that of Lemma 2.1 in Part I and is omitted.
Lemma 2.2. Suppose [X⁄,Y⁄] is an arbitrary solution pair of Problem I, then for any initial reﬂexive matrix pair [X1,Y1], we havetr ðX  XiÞTUi þ ðY  YiÞTVi
 
¼ kRik2; k ¼ 1;2; . . . ; ð4Þwhere the sequences {Xi}, {Yi}, {Ui}, {Vi} and {Ri} are generated by Algorithm 2.1.
The proof of Lemma 2.2 is similar to that of Lemma 2.2 in Part I [9] and is omitted.
Remark 2.1. If there exist a positive number k such that Uk = 0 and Vk = 0 but Rk– 0, then by Lemma 2.2, we have that the
generalized coupled Sylvester matrix equations (1) are not consistent over reﬂexive matrices.Theorem 2.1. Suppose that Problem I is consistent, then for an arbitrary initial matrix pair ½X1;Y1 2 Rmmr ðPÞ  Rnnr ðQÞ, a
reﬂexive solution pair of Problem I can be obtained with ﬁnite iteration steps in the absence of round-off errors.Proof. If Ri– 0, i = 1,2, . . . ,pq + kl, then by Lemma 2.2 we have Ui– 0, Vi– 0, i = 1,2, . . . ,pq + kl, then we can compute
[Xpq+kl+1,Ypq+kl+1] by Algorithm 2.1.
By Lemma 2.1, we havetr RTpqþklþ1Ri
 
¼ 0; i ¼ 1;2; . . . ; pqþ kl;andtr RTi Rj
 
¼ 0; i; j ¼ 1;2; . . . ;pqþ kl; i– j:
F. Yin et al. / Applied Mathematical Modelling 36 (2012) 1604–1614 1607It can be seen that the set of R1,R2, . . . ,Rpq+kl is an orthogonal basis of the matrix subspaceS ¼ fLjL ¼ diagðL1; L2Þ; L1 2 Rpq; L2 2 Rklg;
which implies that Rpq+kl+1 = 0, i.e., ½Xpqþklþ1;Ypqþklþ1 2 Rmmr ðPÞ  Rnnr ðQÞ is a solution pair of Problem I. This completes the
proof. h
The following results show the least Frobenius norm reﬂexive solutions of Problem I.
Theorem 2.2. Suppose that Problem I is consistent. If we choose the initial iterative matrices X1 = ATKBT + ETLFT + PATKBTP + -
TKBT + ETLFT + PATKBTP + PETLFTP and Y1 = CTKDT  GTLHT  QCTKDTQ  QGTLHTQ, where K 2 R
pq
; L 2 Rkl are arbitrary
matrices, especially, X1 = 0 and Y1 = 0, then the solution pair [X⁄,Y⁄] generated by Algorithm 2.1 is the unique least Frobenius norm
reﬂexive solutions of Problem I.Proof. We know the solvability of the generalized coupled Sylvester matrix equations (1) over reﬂexive matrices is equiv-
alent to the following matrix equations:AXB CYD ¼ M;
EXF  GYH ¼ N;
APXPB CQYQD ¼ M;
EPXPF  GQYQH ¼ N:
8>><>>: ð5Þ
Then the system of matrix equations (5) is equivalent toBT  A DT  C
FT  E HT  G
BTP  AP DTQ  CQ
FTP  EP HTQ  GQ
0BBB@
1CCCA vecðXÞvecðYÞ
 
¼
vecðMÞ
vecðNÞ
vecðMÞ
vecðNÞ
0BBB@
1CCCA: ð6ÞLet X1 = ATKBT + ETLFT + PATKBTP + PETLFTP and Y1 = CTKDT  GTLHT  QCTKDTQ  QGTLHTQ, where K 2 R
pq
; L 2 Rkl are
arbitrary matrices, thenvecðX1Þ
vecðY1Þ
 
¼ vecðA
TKBT þETLFT þPATKBTPþPETLFTPÞ
vecðCTKDT GTLHT QCTKDTQ QGTLHTQÞ
 !
¼ BA
T FET PBPAT PFPET
DCT HGT QDQCT QHQGT
 ! vecðKÞ
vecðLÞ
vecðKÞ
vecðLÞ
0BBB@
1CCCA
¼
BT A DT C
FT E HT G
BTPAP DTQ CQ
FTPEP HTQ GQ
0BBB@
1CCCA
T vecðKÞ
vecðLÞ
vecðKÞ
vecðLÞ
0BBB@
1CCCA2R
BT A DT C
FT E HT G
BTPAP DTQ CQ
FTPEP HTQ GQ
0BBB@
1CCCA
T0BBBB@
1CCCCA:Furthermore, we can see that all Xk, Yk generated by Algorithm 2.1 satisfyvecðXkÞ
vecðYkÞ
 
2 R
BT  A DT  C
FT  E HT  G
BTP  AP DTQ  CQ
FTP  EP HTQ  GQ
0BBB@
1CCCA
T0BBBB@
1CCCCA;by Lemma 2.3 of Part I [9] we know that [X⁄,Y⁄] is the least Frobenius norm reﬂexive solution pair of the system of linear
equations (6). Since vector operator is isomorphic, [X⁄,Y⁄] is the unique least Frobenius norm reﬂexive solution pair of the
system of matrix equations (5), then [X⁄,Y⁄] is the unique least Frobenius norm reﬂexive solution pair of Problem I. h3. The solution of Problem II
In this section, we will show that, for a given reﬂexive matrix pair, the optimal approximate solutions of Problem II can be
derived by ﬁnding the least Frobenius norm reﬂexive solutions of the corresponding generalized coupled Sylvester matrix
equations.
When Problem I is consistent, the set of reﬂexive solutions of Problem I denoted by SE is no empty. For a given matrix pair
½X0;Y0 2 Rmmr ðPÞ  Rnnr ðQÞ, we haveAXB CYD ¼ M
EXF  GYH ¼ N

() AðX  X0ÞB CðY  Y0ÞD ¼ M  AX0Bþ CY0D
EðX  X0ÞF  GðY  Y0ÞH ¼ N  EX0F þ GY0H

ð7Þ
1608 F. Yin et al. / Applied Mathematical Modelling 36 (2012) 1604–1614Set eX ¼ X  X0; eY ¼ Y  Y0; eM ¼ M  AX0Bþ CY0D; eN ¼ N  EX0F þ GY0H, then Problem II is equivalent to that of ﬁnding
the least Frobenius norm reﬂexive solutions pair ½eX ; eY  of the corresponding generalized coupled Sylvester matrix
equationsAeXB CeYD ¼ eM;
EeXF  GeYH ¼ eN :
(
ð8ÞBy using Algorithm 2.1, let initial iteration matrix eX1 ¼ ATKBT þ ETLFT þ PATKBTP þ PETLFTP and eY 1 ¼ CTKDT  GTLHT
QCTKDTQ  QGTLHTQ , or more especially, let eX1 ¼ 0 2 Rmmr ðPÞ and eY 1 ¼ 0 2 Rnnr ðQÞ, then we can get the least Frobenius
norm reﬂexive solution pair ½eX ; eY  of (8). Thus the reﬂexive solution pair of Problem II can be represented as
½bX ; bY  ¼ ½eX  þ X0; eY  þ Y0.
4. Numerical experiments
In this section, we will show several numerical examples to illustrate our results. All the tests are performed by MATLAB
7.8.
Example 4.1. Consider the reﬂexive solutions of the generalized coupled Sylvester matrix equations AXB  CYD =M,
EXY  GYH = N, whereA ¼
1 3 5 7 9
2 0 4 6 1
0 2 9 6 8
3 6 2 2 3
5 5 22 1 11
8 4 6 9 9
0BBBBBBB@
1CCCCCCCA; B ¼
3 5 6 7
4 8 5 4
1 5 2 3
3 9 2 6
2 7 8 1
0BBBBB@
1CCCCCA;
C ¼
6 5 7 9
2 4 6 11
9 12 3 8
13 6 4 15
5 15 13 11
2 9 6 9
0BBBBBBB@
1CCCCCCCA; D ¼
5 1 9 6
4 5 2 3
3 12 0 8
5 8 2 9
0BBB@
1CCCA;
E ¼
14 5 1 7 1
2 3 2 5 4
13 4 2 3 6
8 1 5 4 8
0BBB@
1CCCA; F ¼
6 5 2 3 7
1 3 5 8 2
11 5 6 2 5
13 2 7 9 7
9 6 5 12 1
0BBBBB@
1CCCCCA;
G ¼
1 2 5 8
5 5 7 3
2 4 9 6
3 7 12 11
0BBB@
1CCCA; H ¼
7 1 5 2 3
6 3 9 2 6
5 2 7 8 1
1 4 3 2 6
0BBB@
1CCCA;
M ¼
538 1237 750 404
57 120 220 165
739 1321 736 592
730 167 885 521
943 108 963 895
132 667 154 842
0BBBBBB@
1CCCCCCA; N ¼
3096 77 1731 1426 701
283 709 244 330 490
2692 110 1273 1272 796
1386 1180 680 1024 542
0BB@
1CCA:LetP ¼
0 0 0 1 0
0 0 0 0 1
0 0 1 0 0
1 0 0 0 0
0 1 0 0 0
0BBBB@
1CCCCA; Q ¼
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
0BB@
1CCA;be generalized reﬂection matrices.
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be veriﬁed that the matrix equations are consistent over reﬂexive matrices and the solutions areX ¼
3 0 6 3 4
4 3 6 4 2
0 2 4 0 2
3 4 6 3 0
4 2 6 4 3
0BBBBBB@
1CCCCCCA; Y
 ¼
5 2 1 1
2 1 2 3
1 1 5 2
2 3 2 1
0BBB@
1CCCA:Because of the inﬂuence of the error of calculation, the residual Ri is usually unequal to zero in the process of the iteration,
where i = 1,2, . . . For any chosen positive number e, however small enough, e.g., e = 1.0000e010, whenever kRkk < e, stop the
iteration, Xk and Yk are regarded to be reﬂexive solutions of the matrix equations AXB  CYD =M, EXY  GYH = N. Choose an
initially iterative matrix pair ½X1;Y1 2 R55r ðPÞ  R44r ðQÞ, such asX1 ¼
3 6 0 4 4
5 0 1 5 3
3 1 8 3 1
4 4 0 3 6
5 3 1 5 0
0BBBBBB@
1CCCCCCA; Y1 ¼
3 4 6 3
3 5 1 4
6 1 3 4
1 4 3 5
0BBB@
1CCCA;by Algorithm 2.1, we have the reﬂexive solutions of the matrix equations AXB  CYD =M, EXY  GYH = N as follows:X ¼ X30 ¼
3:0000 0:0000 6:0000 3:0000 4:0000
4:0000 3:0000 6:0000 4:0000 2:0000
0:0000 2:0000 4:0000 0:0000 2:0000
3:0000 4:0000 6:0000 3:0000 0:0000
4:0000 2:0000 6:0000 4:0000 3:0000
0BBBBBB@
1CCCCCCA;
Y ¼ Y30 ¼
5:0000 2:0000 1:0000 1:0000
2:0000 1:0000 2:0000 3:0000
1:0000 1:0000 5:0000 2:0000
2:0000 3:0000 2:0000 1:0000
0BBB@
1CCCA;
kR30k ¼ 6:3588e 011 < e: ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃr
The relative error of the solutions and the residual are shown in Fig. 1, where the relative error rek ¼ kXkX
k2þkYkYk2
kXk2þkYk2 and the
residual rk = kRkk.
LetX1 ¼
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0BBBBB@
1CCCCCA; Y1 ¼
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0BBB@
1CCCA;by Algorithm 2.1, we haveX ¼ X30 ¼
3:0000 0:0000 6:0000 3:0000 4:0000
4:0000 3:0000 6:0000 4:0000 2:0000
0:0000 2:0000 4:0000 0:0000 2:0000
3:0000 4:0000 6:0000 3:0000 0:0000
4:0000 2:0000 6:0000 4:0000 3:0000
0BBBBBB@
1CCCCCCA;
Y ¼ Y30 ¼
5:0000 2:0000 1:0000 1:0000
2:0000 1:0000 2:0000 3:0000
1:0000 1:0000 5:0000 2:0000
2:0000 3:0000 2:0000 1:0000
0BBB@
1CCCA;
kR30k ¼ 4:7909e 011 < e:
The relative error of the solutions and the residual are shown in Fig. 2.
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Fig. 2. The relative error of the solutions and the residual for Example 4.1 with X1 = 0, Y1 = 0.
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Fig. 1. The relative error of the solutions and the residual for Example 4.1 with X1– 0, Y1– 0.
1610 F. Yin et al. / Applied Mathematical Modelling 36 (2012) 1604–1614Fig. 3 shows the relative iterative errors versus number of iterations for different initial iteration solutions, which are
X1 = 10I5, Y1 = 10I4; X1 = 106I5, Y1 = 106I4 and X1 = 10I5, Y1 = 10I4, respectively. From Figs. 1–3, we can see that Algorithm
2.1 converges to the exact solution for any initial matrices.
Example 4.2. Consider the unique least-norm reﬂexive solutions of the matrix equations in Example 4.1. LetK ¼
1 0 1 2
0 1 0 1
1 1 0 1
2 0 1 3
0 1 2 1
1 0 2 1
0BBBBBBBB@
1CCCCCCCCA
; L ¼
1 1 1 0 5
0 1 1 3 2
1 1 2 0 3
2 0 1 3 6
0BBB@
1CCCA;
F. Yin et al. / Applied Mathematical Modelling 36 (2012) 1604–1614 1611andX1 ¼ ATKBT þ CTLDT þ PATKBTP þ PCTLDTP;
Y1 ¼ ETKFT  GTLHT  QETKFTQ  QGTLHTQ :By using Algorithm 2.1, we have the least-norm reﬂexive solutions of the matrix equations AXB  CYD =M, EXY  GYH = N as
follows:X ¼ X32 ¼
3:0000 0:0000 6:0000 3:0000 4:0000
4:0000 3:0000 6:0000 4:0000 2:0000
0:0000 2:0000 4:0000 0:0000 2:0000
3:0000 4:0000 6:0000 3:0000 0:0000
4:0000 2:0000 6:0000 4:0000 3:0000
0BBBBBB@
1CCCCCCA;Y ¼ Y32 ¼
5:0000 2:0000 1:0000 1:0000
2:0000 1:0000 2:0000 3:0000
1:0000 1:0000 5:0000 2:0000
2:0000 3:0000 2:0000 1:0000
0BBB@
1CCCA;kR32k ¼ 3:7326e 011 < e:
The relative error of the solutions and the residual are shown in Fig. 4.Example 4.3. Let SE denote the set of all reﬂexive solutions of the matrix equations in Example 4.1. For given reﬂexive
matricesX0 ¼
2 3 5 3 3
1 3 3 5 2
5 2 2 5 2
3 3 5 2 3
5 2 3 1 3
0BBBBBB@
1CCCCCCA; Y0 ¼
3 3 4 2
0 1 1 2
4 2 3 3
1 2 0 1
0BBB@
1CCCA;we will ﬁnd ½bX ; bY  2 SE, such that
kbX  X0k þ kbY  Y0k ¼ min½X;Y2SE kX  X0k þ kY  Y0k;i.e., ﬁnd the optimal approximate reﬂexive solution pair to the matrix pair [X0,Y0] in SE in Frobenius norm.0 1 2 3 4 5 6 7 8 9 1011121314151617181920212223242526272829303132333435
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Fig. 3. The relative error of the solutions for Example 4.1 with X1 = 10I5, Y1 = 10I4; X1 = 106I5, Y1 = 106I4 and X1 = 10I5, Y1 = 10I4.
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Fig. 4. The relative error of the solutions and the residual for Example 4.2.
1612 F. Yin et al. / Applied Mathematical Modelling 36 (2012) 1604–1614Let eX ¼ X  X0; eY ¼ Y  Y0; eM ¼ M  AX0Bþ CY0D; eN ¼ N  EX0F þ GY0H, by the method mentioned in Section 3, we
can obtain the least-norm reﬂexive solution pair ½eX ; eY  of the matrix equations AeXB CeYD ¼ eM; EeXF  GeYH ¼ eN by choos-
ing the initial iteration matrices eX1 ¼ 0 and eY 1 ¼ 0, then by Algorithm 2.1 we have thateX ¼ eX30 ¼
1:0000 3:0000 1:0000 0:0000 7:0000
5:0000 0:0000 9:0000 9:0000 4:0000
5:0000 4:0000 2:0000 5:0000 4:0000
0:0000 7:0000 1:0000 1:0000 3:0000
9:0000 4:0000 9:0000 5:0000 0:0000
0BBBBBB@
1CCCCCCA;eY  ¼ eY 30 ¼
2:0000 5:0000 5:0000 1:0000
2:0000 2:0000 1:0000 5:0000
5:0000 1:0000 2:0000 5:0000
1:0000 5:0000 2:0000 2:0000
0BBB@
1CCCA;kR30k ¼ 2:1879e 011 < e ¼ 1:0000e 010
and the optimal approximate reﬂexive solutions to the matrix pair [X0,Y0] in Frobenius norm arebX ¼ eX  þ X0 ¼
3:0000 0:0000 6:0000 3:0000 4:0000
4:0000 3:0000 6:0000 4:0000 2:0000
0:0000 2:0000 4:0000 0:0000 2:0000
3:0000 4:0000 6:0000 3:0000 0:0000
4:0000 2:0000 6:0000 4:0000 3:0000
0BBBBBB@
1CCCCCCA;bY ¼ eY  þ Y0 ¼
5:0000 2:0000 1:0000 1:0000
2:0000 1:0000 2:0000 3:0000
1:0000 1:0000 5:0000 2:0000
2:0000 3:0000 2:0000 1:0000
0BBB@
1CCCA:
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃr
The relative error of the solutions and the residual are shown in Fig. 5, where the relative error rek ¼ keXkþX0Xk2þkeY kþY0Yk2kXk2þkYk2
and the residual rk = kRkk.
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Fig. 5. The relative error of the solutions and the residual for Example 4.3.
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In Part II of this two-part article, an efﬁcient iterative algorithm is presented to solve the generalized coupled Sylvester
matrix equations AXB  CYD =M, EXY  GYH = N over reﬂexive matrix pair ½X;Y 2 Rmmr ðPÞ  Rnnr ðQÞ. When the matrix
equations AXB  CYD =M, EXY  GYH = N are consistent over reﬂexive matrices X and Y, for any reﬂexive initial iteration ma-
trix pair ½X1;Y1 2 Rmmr ðPÞ  Rnnr ðQÞ, the reﬂexive solutions can be obtained by the iterative algorithm within ﬁnite itera-
tion steps in the absence of round-off errors. Let initial matrices X1 = ATKBT + ETLFT + PATKBTP + PETLFTP and
Y1 = CTKDT  GTLHT  QCTKDTQ  QGTLHTQ, where K 2 R
pq
; L 2 Rkl are arbitrary matrices, especially, let
X1 ¼ 0 2 Rmmr ðPÞ and Y1 ¼ 0 2 Rnnr ðQÞ, the unique least-norm reﬂexive solutions of the matrix equations can be derived.
Furthermore, the optimal approximate solutions of AXB  CYD =M, EXY  GYH = N for a given reﬂexive matrix pair
½X0;Y0 2 Rmmr ðPÞ  Rnnr ðQÞ can be derived by ﬁnding the least-norm reﬂexive solutions of the corresponding generalized
coupled Sylvester matrix equations. Finally, several numerical examples are given to illustrate that our iterative algorithm is
quite effective.
When B = I, C = I, F = I, and G = I, then our results reduce to those in [3]. When XT = X and YT = Y, the results in this paper
reduce to those in [4].Acknowledgements
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