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RESUME 
La maintenance conditionnelle est la planification des actions de maintenance selon 
l'etat de la machine. Cependant, l'etat n'est pas directement observable et doit etre 
determine a partir des indicateurs preleves de la machine a un instant donne 
(observation). L'Analyse Logique de Donnees (LAD, par son acronyme en anglais, 
Logical Analysis of Data) est une technique d"exploration de donnees qui permet de 
classifier les observations selon l'etat associe. 
Nous considerons que plusieurs avantages du LAD rendent tres prometteuse son 
application a la maintenance conditionnelle : le LAD peut s'appliquer a une grande 
variete de problemes de classification, les connaissances extraites sont comprehensibles 
pour les experts de la maintenance et de plus, le LAD performe bien par rapport au bruit 
et aux erreurs de mesure. Plus important encore, la precision de classification du LAD 
est comparable et souvent superieure a celle d'autres methodes de classification, 
(Hammer, P.L., 2000). 
Le but de ce memoire est Fexploration de l'utilisation du LAD a la maintenance 
conditionnelle ainsi que la conception d'un logiciel permettant d'automatiser l'analyse et 
la classification des observations de maintenance selon cette approche. A notre 
connaissance, l'application du LAD n'a jamais ete etudiee dans ce contexte. 
Vll 
Ce memoire est structure de la facon suivante : dans la section introduction, les 
fondements theoriques de la maintenance conditionnelle et de 1'analyse logique de 
donnees sont presenters. Dans le chapitre 2, les differentes etapes du LAD sont decrites et 
expliquees a l'aide d'exemples. 
La conception des differents modules du logiciel ainsi que les details d'implementation 
tels que des diagrammes et des algorithmes sont presentes dans le chapitre 3. Dans le 
chapitre 4, deux applications de maintenance sont etudiees a l'aide du logiciel construit. 
Finalement, la section conclusions presente une vue sommaire des avantages et des defis 
de 1'application de la methode du LAD au domaine de la maintenance conditionnelle. 
Des recherches futures sont egalement suggerees en vue d'explorer certains aspects qui 
n'ont pas ete traites dans ce travail, ainsi que des ameliorations potentielles au logiciel 
developpe en vue d'augmenter sa flexibilite et sa precision. 
Vlll 
ABSTRACT 
Condition-based maintenance consists of planning maintenance tasks depending on the 
machine state. 
However this state is not directly observable and must be determined from indicators' 
measurements taken from the monitored machine at a given moment (observation). 
Logical Analysis of Data (LAD) is a data-mining technique that allows classification of 
observations according to the corresponding state. 
We show that LAD's use to condition-based maintenance can be fruitful as it exhibits 
several advantages: LAD can be used on a great variety of classification problems, 
extracted knowledge is comprehensible by maintenance experts and LAD reacts well to 
signal noise and measurement errors. Most important, is the fact that LAD's 
classification accuracy is comparable and often superior to other classification 
methods.(Hammer, P.L. et al., 2000) 
The main objective of this thesis is the exploratory use of LAD to condition-based 
maintenance as well as development of a software application that allows automation of 
the analysis and classification of maintenance observations according to the 
aforementioned technique. To the best of our knowledge, LAD has never been used in 
the context of condition-based maintenance. 
IX 
This research paper is organized as follows: In the introduction, the theoretical 
foundation of condition-based maintenance and of LAD is presented. In chapter 2, 
LAD's different stages are described and illustrated with examples. 
The design and implementation of the different modules of which the software 
application is comprised, accompanied by diagrams and the corresponding algorithms 
are presented in chapter 3. 
In the following chapter, two maintenance applications are studied using the software 
application that was developed. Finally under "Conclusions" we present a summarized 
view of the advantages as well as the challenges and limitations faced when building and 
using the software in the condition-based maintenance context. We also include a series 
of future research proposals which cover aspects that are not explored under the present 
research effort, as well as suggest ways to improve the performance and flexibility of the 
software that was built. 
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La fiabilite des machines industrielles est un sujet autour duquel s'effectue beaucoup de 
recherches, tant dans les modeles theoriques generaux que dans les etudes et la 
modelisation pour des systemes de production specifiques. 
L'etude de fiabilite industrielle a pour but de rallonger la vie utile des machines 
industrielles et d'assurer leur disponibilite dans la chaine de production, tout en 
minimisant des arrets non planifies et le risque de defaillances critiques. Les 
programmes de maintenance sont des plans d'action qui visent a conserver un 
equipement ou un systeme dans un etat fonctionnel. La maintenance inclut egalement les 
actions correctives pour remettre un equipement en fonction et gerer son cycle de vie 
(DekkerR., 1996). 
Les premieres pratiques de maintenance datent de 1950 (Pintelon, L.M. et al. 1992). A 
cette periode, la maintenance preventive basee sur des intervalles fixes au bout desquels 
on realisait des rechanges de pieces ou des reparations, etait pratique courante chez les 
entreprises pour reduire les temps d'arret non-planifies. 
Malgre le fait qu'il existe des modeles avances pour mettre en place des plans pour 
prevenir les pannes, il y a encore dans Pindustrie deux courants extremes selon le type 
d'approche preconisee : la maintenance apres panne ou corrective (approche passive) et 
la maintenance preventive basee sur Page de la machine (approche proactive). 
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La maintenance d'apres-panne est couteuse non seulement en termes de productivity en 
raison des arrets non planifies, mais elle exige egalement la presence continue d'une 
equipe de maintenance sur les lieux en vue d'eviter des arrets prolonges. Comme les 
actions de maintenance ne sont pas planifiees a l'avance, le temps d'arret est plus long 
vu que les pieces de rechange ne sont pas toujours disponibles sur place. Avec cette 
politique de maintenance, une panne peut survenir en tout temps et retarder le carnet de 
production. La production juste-a-temps est tres risquee dans ce cas-ci. 
La maintenance planifiee selon l'age de l'equipement ou a intervalles reguliers est 
efficace dans la mesure ou les pannes sont evitees si l'intervalle de temps entre deux 
interventions de maintenance est assez petit, mais les arrets planifies seront, peut-etre, 
tres frequents et des pieces qui pourraient encore avoir une vie utile sont souvent 
remplacees precocement. II existe egalement d'autres variantes de cette methode, 
permettant d'etablir un plan de maintenance qui se base sur l'historique de defaillances 
et qui tient compte de l'age de la machine. 
L'importance de la maintenance est la consequence directe de l'automatisation accrue 
des milieux de production, ainsi que les effets negatifs et parfois critiques que les pannes 
peuvent avoir sur une chaine de production. (Wiseman, 1990) a conclu lors de ses 
recherches, que les depenses liees a la maintenance de machines dans des entreprises 
aux Etats-Unis ont augmente de 10 a 15% par annee depuis 1979. 
Les couts eleves de la maintenance incitent 1'adoption, le developpement et 
1'amelioration continue de methodes de gestion du cycle de vie des equipements. Le 
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cout de maintenance des equipements de certaines entreprises manufacturieres peut etre 
si important qu'il atteint un montant similaire a leurs revenus (McKeon, 1998). 
En 1970, les techniques et l'utilisation de la prise de mesures de certains indicateurs qui 
caracterisent l'etat actuel des machines (la vibration ou la concentration de particules 
dans Phuile lubrifiante) ont ete mises au point. 
Les praticiens se sont apercus que cette methode etait plus performante que la 
maintenance d'apres panne ou sur la maintenance qui se basait uniquement sur l'age de 
l'equipement pour faire les predictions de la vie utile de l'equipement. Ses plus grands 
avantages sont: 
1. Une intervention de maintenance n'est realisee que lorsque l'etat de la machine le 
requiert et en consequence le nombre d'arrets planifies est diminue. 
2. La surveillance continue de la machine permet d'intervenir avant qu'une panne non-
planifiee ne se produise et permet souvent de planifier l'intervention de maintenance 
de facon a reduire les retards sur le carnet de production. 
3. Le cout des pieces de rechange et des interventions de maintenance diminue, car les 
actions de maintenance sont pilotees par un besoin reel. (Martin, K.F., 1994). 
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(Al-Najas, 2003) a fait une etude sur 1'amelioration de la productivite d'une compagnie 
par la mise en fonction de la maintenance conditionnelle basee sur des mesures de 
vibration. Cette etude qui s'est etalee sur trois ans, montre les avantages economiques 
qui decoulent de 1'implementation d'un programme de maintenance conditionnelle dans 
une etude de cas dans l'industrie de pates a papier en Suede. 
La maintenance conditionnelle genere un grand volume de donnees qui doit etre analyse 
afin de planifier des actions de maintenance. L'analyse logique de donnees (LAD par ses 
sigles en anglais, Logical Analysis of Data) permet d'extraire de l'information 
structurelle a partir d'un historique de donnees afm de qualifier l'etat de la machine 
lorsque de nouvelles donnees sont disponibles. Ainsi lorsque de capteurs sont utilises 
pour faire le suivi d'une machine, le LAD analyse les nouvelles donnees disponibles et 
permet de qualifier l'etat associe de la machine afin de planifier des actions de 
maintenance lorsque c'est necessaire. 
Le LAD est une technique d'exploration de donnees (« data mining » en anglais) 
proposee par P.L. Hammer qui presente des performances de classification comparables 
ou superieures aux methodes traditionnelles de classification tels que des reseaux 
neuronaux et des arbres de decision entre autres (P.L Hammer et al, 2000). Le LAD 
fournit non seulement un resultat de classification conforme aux donnees de 1'historique, 
mais extrait egalement des connaissances sous forme de patrons logiques 
comprehensibles aux non-experts, ce qui permet de comprendre les phenomenes sous-
jacents au probleme traite. Cet avantage est d'une importance notable dans le domaine 
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de la maintenance conditionnelle, car comprendre les causes d'une defaillance est aussi 
importante que d'identifier le moment ou elle se produit. 
A notre connaissance, c'est la premiere fois que le LAD est utilise dans le domaine de la 
maintenance conditionnelle. L'objectif de ce travail est d'etudier 1'application du LAD 
a la maintenance conditionnelle, en vue de faire un pronostic sur la condition de la 
machine etudiee. A ce propos et en vue de construire un systeme de decisions 
automatise, un logiciel permettant d'appliquer le LAD aux donnees de maintenance a ete 
concu. 
Ce document se divise en quatre chapitres et une section de conclusions. Le chapitre I 
presente une synthese des principaux concepts et des avancements recents dans le 
domaine de la maintenance conditionnelle. Le chapitre II explorera les origines 
historiques de la methode de l'analyse logique de donnees et ses avantages. Les 
differentes etapes du LAD sont egalement decrites et expliquees a l'aide d'exemples. Le 
chapitre III decrit la methodologie suivie lors de la conception et le developpement du 
logiciel LAD-CBM et les etapes que comporte le LAD de facon plus detaillee. Le 
chapitre IV aborde Putilisation du logiciel developpe pour l'analyse de donnees et la 
classification de deux cas d'etudes de maintenance conditionnelle, soit des mesures de 
vibration d'un mecanisme de roulement et des mesures de gaz dissout dans un 
transformateur de courant. Finalement, dans la section de conclusions, nous presentons 
une synthese du travail et des resultats, les defis souleves et nous proposons des 
elements de recherches futures. 
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CHAPITRE 1 
LA MAINTENANCE CONDITIONNELLE 
La maintenance conditionnelle fournit un cadre de decision afin de mettre en place une 
politique de maintenance qui depend des conditions intrinseques de la machine a un 
moment donne. Pour connaitre l'etat de la machine, on utilise des mesures des 
indicateurs telles que les frequences de vibration, la temperature des composants, des 
donnees acoustiques et la pression et la concentration des metaux dans les lubrifiants 
entre autres. 
Selon le but du plan de maintenance conditionnelle, il existe deux etapes differentes, le 
diagnostic et le pronostic. Dans le diagnostic, le but est de detecter, et dans certains cas, 
d'isoler la cause de la defaillance apres que celle-ci soit survenue. Le pronostic, par 
contre, vise a predire la probabilite ou le moment ou une panne surviendra dans le futur 
et ainsi detecter une condition anormale avant qu'une panne ne se produise. 
Les deux analyses sont complementaires, et ce qui est souvent le cas, les resultats des 
analyses de diagnostic permettent d'ameliorer la precision des analyses de pronostic. 
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Figure 1.1 Processus de defaillance a deux etapes. Source: Adapte au francais de (Wang, 2007) 
Le modele de pronostic a deux etapes (Christer, A.H., 1976) etablit qu'une machine 
connait dans son cycle de vie deux etapes. Dans l'etape de fonctionnement normal, la 
machine est exploitable et la probabilite de defaillance est faible. L'etape de defaillance 
potentielle commence a partir du moment ou une defaillance est plus susceptible de se 
developper. 
La Figure 1.1 illustre le processus de defaillance a deux etapes, ou Ton a li qui est la 
duree de l'etape de fonctionnement normal et 12 qui est la duree de l'etape de defaillance 
a partir du moment de la transition jusqu'a ce que la defaillance survienne. Le temps tj 
est le temps de ri ,eme inspection a partir de l'etat neuf, et rj represente la duree residuelle, 
ou le temps de vie utile qui reste a l'equipement jusqu'a ce que la defaillance se 
presente. En maintenance conditionnelle, on s'interesse a connaitre le moment de 
transition entre l'etape normale et l'etape de defaillance potentielle ainsi qu'a la vie 
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residuelle de l'equipement au moment d'une inspection. Lors de cette inspection, la 
prise de mesures des indicateurs d'etat permet d'evaluer la duree de vie residuelle. 
(Wang, W., 2007) 
Tout programme de maintenance conditionnelle est constitue de trois etapes 
fondamentales: 
(Lee, J. et al., 2004) 
• Acquisition de donnees : cueillette des mesures sur les indicateurs de l'etat du 
systeme; 
• Traitement de donnees : nettoyage et filtrage de donnees ainsi que l'extraction 
des caracteristiques, patrons et tendances a partir de ces donnees; 
• Prise de decisions de maintenance : en tenant compte d'un ou plusieurs criteres, 
tels que le cout total de possession ou la disponibilite, une decision de 
maintenance doit etre prise a partir de connaissances extraites a l'etape 
precedente. 
L'acquisition de donnees consiste a prelever des mesures ou des informations sur 
l'equipement a surveiller, selon une certaine frequence d'echantillonnage. Dans ce 
contexte, il existe deux types de donnees : les donnees liees aux evenements et les 
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donnees de surveillance de l'etat. Les donnes liees aux evenements correspondent a 
toutes les interventions (reparation, arret, demarrage) et aux circonstances qui ont 
engendre ces actions, comme une maintenance preventive, un etat d'urgence, etc. Les 
donnees de surveillance d'etat sont toutes les mesures des indicateurs de l'equipement 
ou des indicateurs de l'etat. 
La prise de donnees liees aux evenements se fait generalement de facon manuelle. 
Lorsqu'une situation speciale se produit, l'operateur inscrit sur le registre la date, la 
gravite de l'evenement (le mode de defaillance), la description de ce qui est arrive (les 
effets de la defaillance) et les actions qui ont ete prises. 
D'autre part, les mesures de surveillance d'etat sont prises par des capteurs de facon 
automatique et sont generalement integrees au systeme de gestion de maintenance de 
l'entreprise. II existe une grande variete de capteurs tels que senseurs optiques, 
acoustiques, et ultrasoniques entre autres adaptes aux differents types d'indicateurs a 
surveiller. Le type de donnees recueillies et analysees peuvent correspondre tant au 
domaine frequentiel qu'au temporel. 
La recherche effectuee autour du sujet de prise de mesures est souvent specifique au 
type de mecanisme ou de l'equipement etudie. Dans l'article de (Tandon, N., 1999), on 
trouve une revue sur les principales methodes de mesure pour la detection de 
defaillances dans les billes de roulement qui sont un composant primordial dans les 
mecanismes rotationnels. R.J Kuoppalla fait une synthese des indicateurs les plus 
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frequemment utilises en maintenance conditionnelle des mecanismes de rotation, ainsi 
que leur champ d'application (type de defaut surveille) dans (K. Holmberg, 1991). 
La technologie de capteurs a beaucoup evolue dernierement (Jardine, A.K.S., 2006. 
Kirianaki, N.V., 2002). Les modeles recents sont relativement peu dispendieux et sont 
specifiquement adaptes au type de donnees a cueillir. De ce fait, plusieurs senseurs 
peuvent recolter des donnees d'une meme machine. Par exemple, dans le domaine de 
l'automobile, des senseurs pourraient etre installes pour evaluer les billes de roulement 
des quatre roues afin d'etudier l'usure qui donne lieu aux defaillances. 
Un cadre de travail a ete propose pour integrer l'information de differentes sources grace 
aux techniques d'exploration de donnees pour decouvrir de patrons et de relations entre 
les indicateurs (Raheja, D., 2006). 
Dans plusieurs applications, la fusion de donnees de multiples capteurs donne lieu a des 
meilleurs resultats de diagnostic que dans le cas ou seulement un capteur etait utilise. 
(Liu, Q., 2001) 
Une fois que Ton possede les mesures des observations, on doit proceder au nettoyage 
de donnees. Les sources d'erreur les plus communes sont Perreur humaine et le mal 
fonctionnement des capteurs. Generalement, un controle manuel a l'aide de graphiques 
ou les points aberrants ressortent, permet de detecter ces comportements normaux. Les 
observations qui contiennent des mesures erronees doivent etre negligees de toute 
analyse subsequente. 
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Une fois que les mesures qui contiennent des erreurs ont ete detectees et eliminees, on 
procede a l'analyse de donnees selon leur type. 
II existe trois types de donnees: type valeur, type de signal d'onde et type 
multidimensionnel. La mesure de type valeur, est une valeur ponctuelle unique prise a 
un moment donne telle que la temperature ou l'humidite. La donnee de type d'onde 
consiste en une serie de mesures prises dans le temps telle qu'une donnee acoustique. 
Les donnees multidimensionnelles sont souvent des images telles que des thermographes 
infrarouges entre autres. 
Le traitement de signaux permet justement d'extraire les caracteristiques de donnees de 
type d'onde et de type multidimensionnel. Ces caracteristiques sont, entre autres, des 
valeurs de crete et des donnees statistiques sur les donnees de base. (A.K.S. Jardine, et 
al. 2006). 
Un grand nombre de methodes ont ete mises au point pour faire le traitement de donnees 
afin d'extraire de caracteristiques utiles. Parmi ces techniques, on trouve des techniques 
de traitement de signal (domaine temporel, frequentiel ou mixte) ainsi que de methodes 
basees sur la reconnaissance de formes et de traitement d'images. 
Des approches statistiques, telles que de l'analyse multivariable dont l'analyse de 
composants principaux et l'analyse de composants independants, sont aussi utilisees 
pour extraire des informations utiles a partir d'un nombre considerable d'indicateurs. En 
(Stellman, CM, 1999), les auteurs ont utilise l'analyse multi-variable pour etudier la 
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degradation de lubrifiants, alors qu'une autre etude (Allgood, CO., 2000) propose un 
systeme de diagnostic base sur l'analyse de composants principaux (PCA). 
Une fois que l'analyse sur les caracteristiques utiles des mesures des indicateurs a ete 
effectuee, le module de support aux decisions de maintenance permet aux praticiens de 
planifier des actions preventives de maintenance au moment approprie. 
Trois types de methodes sont appliques pour effectuer la prise de decisions de 
maintenance: les methodes statistiques, les methodes basees sur 1'intelligence artificielle 
et les methodes basees sur des modeles mathematiques (Simani, S., 2003). 
L'approche de modelisation mathematique se base sur des abstractions mathematiques et 
physiques de la machine. Parmi les methodes de modelisation mathematique utilisees en 
maintenance conditionnelle, on trouve des methodes de generation de residus et des 
techniques d'identification des parametres du systeme (Gertler, J.J., 1998). En 
particulier, les filtres de Kalman permettent d'extraire des residus qui sont des 
indicateurs de defaillances dans Pequipement. (Sekhar, A.S., 2004) 
L'approche de modelisation mathematique, possede des performances qui sont dans 
certains cas superieures aux autres approches (Jardine, 2006). La grande limitation de 
l'approche basee sur des modeles, est qu'il est difficile, voire impossible de deduire des 
modeles mathematiques pour des systemes complexes. 
Les methodes statistiques s'appuient sur le Controle de Processus Statistiques (CPS), qui 
permet de surveiller un processus a l'aide des mesures statistiques et de graphiques afin 
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de decerner des patrons de fonctionnement. Le CPS utilise de cartes de controle, des 
histogrammes de frequence et des diagrammes de cause a effet pour permettre 
d'identifier de facon graphique tout comportement qui s'eloigne de la normale. (Fugate, 
M.L. et al., 2001) 
L'analyse de composants principaux (ACP) est une methode statistique multi-variee qui 
permet de constituer de groupes d'observations qui correspondent aux differents types 
d'etat dans lesquels peut se trouver une machine. Generalement, les groupes sont 
determines en fonction des distances entre les points. La methode vise a augmenter la 
distance entre deux points appartenant a deux etats differents de la machine, et d'en 
rapprocher les observations qui appartiennent a un meme etat de la machine. (Stellman 
et al. 1993, Allgood et al, 1994) 
D'autres approches statistiques utilisees en maintenance conditionnelle sont les 
machines de vecteurs de support et les chaines de Markov cachees. (Li, Z. et al., 2005. 
Hong, W.C. et al , 2006) 
Des methodes d'intelligence artificielle qui se basent sur l'extraction des connaissances 
automatisees sont de plus en plus utilisees et presentent de gains de performance par 
rapport aux methodes conventionnelles (Jardine, 2006). (Peng, Y., 2004) a utilise des 
arbres de decision bases sur la logique floue pour ameliorer la performance des 
processus inductifs d'apprentissage pour la maintenance conditionnelle. En (Amjady, N., 
1999), les auteurs proposent l'utilisation de reseaux de neurones pour revaluation de la 
fiabilite des transformateurs et des generateurs electriques et citent, parmi les avantages, 
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la rapidite de calculs qui rend la technique tres flexible aux conditions changeantes des 
machines. 
Les reseaux de neurones requierent des observations d'apprentissage pour trouver la 
fonction inconnue qu'elles veulent approximer, dans cas-ci la probability de defaillance 
ou la vie residuelle de la machine etudiee. Un reseau de neurones consiste en un 
groupement de noyaux connectes d'une facon specifique qui possede plusieurs entrees et 
sorties et qui est capable d'approximer une fonction non-lineaire. 
Le processus d'ajustement de poids de neurones afin de converger vers cette fonction est 
connu comme processus d'apprentissage. La plupart des reseaux neuronaux tels que des 
reseaux neuronaux en cascade (CCNN, en anglais) ou des reseaux a boucle 
d'anticipation (Feedfoward neural network) utilisent l'apprentissage supervise, c'est-a-
dire que lors de la phase d'apprentissage, en plus d'avoir les mesures des indicateurs 
(entrees), l'etat correspondant de la machine (sorties) doit etre egalement connu. 
Les limitations des reseaux neuronaux sont le fait que le reseau obtenu apres 
Tentrainement est, a toute fin utile, une boite noire qui donne peu ou pas d'indication sur 
le phenomene de defaillance en question et se limite a donner la sortie associee a une 
entree donnee, et le fait que le processus d'apprentissage est de lente convergence 
requiert la connaissance a priori des sorties (Siddique, A., 2003). 
Des etudes comparatives de performance ont ete effectuees pour comparer la 
performance des reseaux de neurones avec d'autres techniques d'intelligence artificielle 
telles que des machines de support des vecteurs avec des algorithmes genetiques dans la 
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classification des defaillances des billes de roulement (Samanta, B.,2003). (Spoerre, 
J.K., 1997) a utilise des CCNN pour la classification des defaillances de mecanismes 
rotationnels. 
D'autre part, les systemes experts (ES, sigle en anglais) utilisent des connaissances 
d'experts pour effectuer un raisonnement grace a un moteur d'inference. Trois types 
d'ES sont utilises en CBM: ceux qui effectuent un raisonnement base sur des regies, 
selon un raisonnement base sur des cas et ceux qui font leur raisonnement base sur des 
modeles. 
L'ES connaissent le desavantage de l'explosion combinatoire. Celle-ci consiste en ce 
que plus le nombre d'indicateurs surveilles est grand, plus le nombre de regies et la 
complexity de calcul augmentent, et ce, de facon exponentielle. Dans le contexte de 
maintenance conditionnelle, on trouve des etudes qui utilisent les systemes experts 
comme methodes de prise de decision: (Yoon, Y.H., 1993) en raisonnement base sur 
des regies, (Wen, Z.Y., 2003) en raisonnement par des cas et (Baig, M.F., 1998) en 
raisonnement par des modeles. 
Certaines etudes de maintenance utilisent des methodologies qui combinent plusieurs 
des techniques enoncees en vue d'augmenter la precision de resultats ou de contourner 
les limitations d'une methode particuliere d'intelligence artificielle. (Sohn, H., 2002) a 
developpe une methode hybride de classification de dommages sous conditions 
environnementales changeantes. 
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Cette methode utilise un modele mathematique autoregressif pour l'extraction de 
caracteristiques utiles a partir de donnees brutes; ensuite un reseau neuronal est utilise 
pour normaliser des donnees et eliminer l'influence de l'environnement sur les mesures. 
Finalement, une technique statistique basee sur des tests d" hypotheses est utilisee pour 
1'inference sur l'etat de la machine. 
L'exploration de donnees (data mining en anglais) est considere etre un domaine qui 
combine la statistique, l'intelligence artificielle et la recherche sur des bases des 
donnees. (Pregibon, D, 1997). Les techniques d'exploration de donnees font l'extraction 
des modeles concis et des relations a partir d'un grand nombre de donnees, en utilisant 
des algorithmes d'apprentissage entierement automatises. 
Les techniques d'exploration de donnees peuvent etre categorisees selon le type de base 
de donnees utilisee (modele de base de donnees relationnelle ou orientee objets), la 
nature de la connaissance a extraire (donnees relationnelles ou base sur modele 
transactionnel) et les techniques employees pour effectuer l'extraction de ces 
connaissances (statistique, intelligence artificielle) (Lee, S.J. et al., 2001). 
La litterarure qui decrit Papplication des techniques d'exploration de donnees a la 
maintenance conditionnelle est recente et la recherche tres specifique au domaine 
d'application (Raheja, D., 2006). (Wu, 2004) propose l'utilisation de techniques 
d'exploration de donnees dans un systeme de maintenance pour un transformateur 
electrique. En (Raheja, D., 2006), les auteurs proposent une architecture hybride 
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d'exploration et fusion de donnees provenant de differents capteurs rattaches a la 
machine. 
Le but de ce memoire est d'explorer Putilisation d'une methode d'exploration de 
donnees basee sur la logique booleenne et l'analyse combinatoire, dans la maintenance 
conditionnelle. L'analyse logique de donnees est une technique qui permet l'extraction 
des caracteristiques structurelles des donnees historiques afin d'utiliser ces 
connaissances dans la classification de l'etat actuel de la machine en question. 
Le chapitre II de ce memoire explorera les origines historiques de la methode et ses 




L'ANALYSE LOGIQUE DE DONNEES 
Le LAD est une technique d'exploration de donnees qui permet d'extraire des 
connaissances a partir de donnees brutes. Les connaissances sont extraites sous forme de 
patrons logiques. Quand les patrons ont ete extraits, la classification des nouvelles 
donnees se realise avec peu ou pas d'intervention humaine. 
Cette caracteristique que le LAD partage avec d'autres techniques d'exploration de 
donnees, ainsi que la capacite de traiter des volumes considerables des donnees ont 
suscite l'interet des chercheurs recemment. En termes generaux, les techniques pour 
effectuer le diagnostic de defaillances des machines basees sur la reconnaissance de 
patrons sont constitutes des etapes suivantes (Sun, Q., 2004): 
• Acquisition de donnees; 
• Identification des indicateurs; 
• Fusion des indicateurs; 
• Apprentissage non-lineaire; 
• Classification; 
• Prise de decision de diagnostic. 
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Les donnees mesurees lors de l'acquisition des donnees (abordee au chapitre precedent), 
sont utilisees pour faire 1'identification des indicateurs. Cette etape vise a identifier les 
indicateurs d'importance parmi la grande quantite de signaux des capteurs. 
Generalement, ces indicateurs peuvent etre des parametres statistiques extraits des 
donnees dans le domaine temporel ou frequentiel. 
De plus, en presence de donnees qui proviennent de plusieurs capteurs, des techniques 
de fusion des indicateurs permettent de reduire le nombre de parametres a analyser, 
tandis que l'apprentissage non lineaire est utilise dans le but d'identifier les tendances et 
de decouvrir les relations entre les donnees. 
II est important de noter que l'apprentissage d'un algorithme de reconnaissance de 
patrons est supervise car en plus de fournir des mesures des indicateurs, l'etat associe de 
la machine doit egalement etre connu a priori. Ceci veut dire que Ton doit avoir un 
historique des mesures et l'etat associe avant que l'apprentissage et la classification 
puissent etre effectues. 
Les resultats de la phase d'apprentissage sont un ensemble de patrons qui caracterise les 
observations de 1'historique, et en consequence ont un pouvoir de classification sur des 
nouvelles observations pour lesquelles l'etat n'est pas connu. 
L'etape de classification consiste a fournir un nouvel ensemble de mesures des 
indicateurs pour que l'algorithme deduise l'etat actuel de la machine en se basant sur les 
patrons decouverts a f etape d'apprentissage. 
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Le LAD a ete propose pour la premiere fois par Peter L. Hammer de Rutgers University 
Center for Operations Research (RUTCOR) (Hammer, P.L., 1986). Le LAD comme 
l'analyse statistique, la reconnaissance de patrons, l'apprentissage des machines et les 
reseaux de neurones parmi d'autres, permet de resoudre les problemes de classification 
des observations et d'extraction de patrons ou de tendances d'un grand volume de 
donnees. 
L'avantage du LAD par rapport a d'autres methodes d'intelligence artificielle reside 
dans son pouvoir explicatif. A l'aide de patrons logiques extraits de donnees historiques, 
la methode fournit non seulement un resultat de classification mais il est aussi possible 
de comprendre comment le resultat a ete produit. Le resultat de classification 
correspondant a une observation particuliere peut etre compris en faisant l'analyse de 
patrons valides par les mesures des indicateurs de cette observation. 
Le LAD a des performances comparables aux methodes etablies qui sont utilisees 
actuellement en classification (Hammer, P.L., 2000). A notre connaissance, le LAD n'a 
jamais ete utilise dans le domaine de la maintenance conditionnelle. II serait interessant 
d'explorer l'utilite et les gains par rapport aux techniques utilisees actuellement et de 
comprendre la nature des defaillances a la lumiere de patrons valides par la methode 
LAD. 
Le LAD dans son etape d'apprentissage, requiert les mesures des indicateurs c'est-a-dire 
les observations (une observation est une combinaison de mesures des indicateurs prise a 
un moment specifique) et aussi l'etat associe. Cet etat qui decrit la condition de la 
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machine a un moment donne peut correspondre a une des deux valeurs suivantes: l'etat 
de fonctionnement normal et l'etat de defaillance potentielle. 
Bien que les donnees d'etat soient generalement negligees dans le contexte de la 
maintenance conditionnelle (le processus manuel de tenue du registre requiert une 
assiduite de la part de l'operateur), ces donnees sont d'une grande utilite dans le contexte 
du LAD. Une grande partie des machines sont des systemes partiellement observables, 
c'est-a-dire que Ton peut mesurer la valeur des indicateurs de la machine, mais l'etat 
n'est pas directement observable ou mesurable. Dans ce cas-ci, l'etat doit etre deduit a 
partir des mesures des indicateurs. 
Cependant, si des donnees liees aux evenements sont connues ainsi que le temps ou ces 
donnees ont ete prises, on peut, a partir des mesures des indicateurs et les temps ou ces 
mesures ont ete prises, deduire l'etat de l'equipement pour certaines de ces observations 
Cette procedure permettrait done d'avoir un historique d'observations et leur etat 
correspondant. Cet historique d'observations est indispensable pour la generation de 
patrons pour l'algorithme LAD. Cette etape du LAD connue sous le nom 
d'apprentissage, consiste a extraire des relations a partir des donnees de l'historique sous 
forme de patrons logiques. 
Dans la section suivante, les etapes du LAD sont decrites et expliquees a l'aide 
d'exemples. II s'agit de la methodologie utilisee pour implementer le logiciel LAD pour 
la maintenance conditionnelle dans le cadre de cette recherche. 
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2.1 Methodologie du LAD 
Le but du LAD applique a la maintenance conditionnelle est de pouvoir caracteriser 
l'etat de la machine afin de planifier des actions de maintenance. On s'interesse plus 
particulierement a l'etat ou une machine peut developper une defaillance potentielle et 
que le risque de panne est accru, qu'il s'agisse d'une panne qui interrompe la fonction de 
la machine (panne evidente) ou qui diminue sa performance (panne cachee). 
Lorsque Ton identifie qu'une machine passe de l'etat de fonctionnement normal vers un 
etat de defaillance potentielle, des actions de maintenance peuvent etre planifiees pour 
eviter qu'une panne ne se produise, eliminant ainsi les couts potentiels engendres par le 
temps d'arret et les couts superieurs d'une intervention de maintenance non planifiee. 
Le LAD se sert des indicateurs de la machine telle que la concentration de metaux dans 
les lubrifiants, l'amplitude et les frequences d'oscillation entre autres pour caracteriser 
l'etat de la machine a un instant precis. Un vecteur de mesures des indicateurs de la 
machine est appele observation de dimension n si elle contient n indicateurs. 
Le LAD analyse l'historique de donnees pour decouvrir des connaissances ou des 
informations structurelles sous forme de patrons logiques. Ces derniers sont des 
combinaisons des valeurs des indicateurs qui se presentent dans un seul des etats de la 
machine. C'est ainsi qu'un patron caracteristique positif est un vecteur de valeurs des 
indicateurs qui caracterise au moins une observation lorsque la machine etait dans l'etat 
que Ton appelle positif (etat degrade de la machine selon la convention adoptee dans 
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cette recherche) et ne caracterise aucune observation dont l'etat est negatif ou de 
fonctionnement normal de la machine. La reciproque est vraie pour les patrons 
negatifs. 
Les observations qui servent a generer ces patrons forment un groupement appele 
ensemble d'apprentissage et elles sont aussi connues comme historique car ce sont des 
mesures prises dans le passe. L'algorithme du LAD est un algorithme qui utilise 
l'apprentissage supervise car les donnees de l'historique contiennent non seulement les 
mesures des indicateurs mais egalement l'etat associe de l'observation. Pour les 
nouvelles observations, par contre, on ne connait que les mesures des indicateurs et le 
but du LAD est de determiner l'etat dans lequel ces observations sont prises. 
Le resultat (l'etat) peut correspondre a un etat de fonctionnement normal, a l'etat de 
defaillance potentielle ou a plusieurs etats specifiques aux types de panne. Bien qu'a la 
base, le LAD soit une methode qui ne fonctionne que pour des donnees appartenant a un 
de deux etats, il existe cependant des facons de l'adapter aux cas qui presentent 
davantage d'etats (Hammer, P.L., 2000). 
Dans ce memoire on se limite a traiter le cas de deux etats : l'etat de fonctionnement 
normal et l'etat de defaillance potentielle. 
Les mesures des indicateurs peuvent etre des nombres reels, nominaux ou des valeurs 
discretes. Dans tous les cas (sauf si chaque indicateur ne prend que deux valeurs 
possibles, c'est-a-dire qu'il s'agit d'un indicateur qui est deja en format binaire), il faut 
proceder a une etape de conversion binaire au prealable. 
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A l'aide de patrons obtenus lors de l'etape d'apprentissage, on peut classifier les 
nouvelles observations dans un de deux etats selon les patrons qui couvrent (valident) 
ces observations. 
Les patrons, qui caracterisent rinformation structurelle extraite de l'ensemble 
d'apprentissage, permettent de construire une fonction pseudo booleenne de 
classification qui assigne des poids a chaque patron pour donner de l'importance a 
certains de ces derniers dans la classification. La classification consiste done a evaluer 
la fonction pseudo-booleenne pour chaque nouvelle observation. 
Le LAD que nous avons applique dans ce travail se fait done en quatre grandes etapes : 
1) La conversion binaire de donnees 2) La generation de patrons 3) La formation de la 
fonction discriminante, et finalement 4) La classification des nouvelles observations. 
Afin d'illustrer les differentes etapes du LAD, nous aborderons un exemple qui etudie la 
prescription de verres de contact selon les caracteristiques du patient (Cendrowska, J., 
1987). Nous avons choisi cet exemple a cause de sa simplicity, et aussi parce qu'il s'agit 
d'un exemple qui permet d'illustrer le pouvoir explicatif du LAD, e'est-a-dire de 
comprendre les connaissances extraites a partir de l'historique de donnees, et comment 
elles sont utilisees pour classifier de nouvelles donnees. Dans les chapitres suivants, 
nous introduirons les applications dans le domaine de la maintenance conditionnelle. 
II s'agit de 24 observations qui consistent en quatre indicateurs nominaux et l'etat. II 
existe 3 etats possibles, qui correspondent au type de prescription recommandee, soit: 
verres de contact rigides (1), verres de contact souples (2) et pas de verres de contact 
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(3). Voir le Tableau 2.1 Observations de l'etude de prescription de verres de contact 
(Cendrowska, J., 1987) 

























































































































































Comme dans le cas de cette recherche du LAD appliquee a la maintenance 
conditionnelle, nous ne faisons la distinction que de deux etats et nous avons reduit les 
observations a deux etats : verres de contact (0), pas de verres de contact (1). 
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Tableau 2.2 Observations de l'etude de prescription de verres de contact a deux etats, base sur 

















































































































































Les quatre indicateurs sont: l'age du patient, le type de verre, l'astigmatisme et la 
production de larmes. 
Les valeurs nominales des indicateurs sont: 
Age du patient: Jeune (1), pre-presbytique (2) et presbytique (3). 
Type de verre : Myope (1), hypermetrope (2). 
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Astigmatique : Oui (1), non(2). 
Production de larmes : Reduite (1) ou normale (2). 
2.1.1 La conversion binaire de donnees 
En general, les valeurs des indicateurs peuvent etre nominales, tels que des entiers ou 
des valeurs numeriques (entiers reels), ainsi que des enumerations (i.e. de couleur: 
jaune, rouge, bleu). 
Cependant, le LAD requiert que les valeurs des indicateurs soient des valeurs binaires (1 
ou 0). La conversion binaire (chiffrage binaire) est done necessaire pour convertir ces 
valeurs en valeurs binaires. 
Une consequence importante de la conversion binaire est le fait que 1'interpretation des 
connaissances extraites sous forme de patrons et de resultats n'est pas directe. En effet, 
lorsque Ton effectue une conversion binaire, on traduit un indicateur original en un ou 
plusieurs indicateurs binaires. Lorsque les patrons sont generes, ils se constituent de ces 
indicateurs binaires et la relation avec les indicateurs d'origine est perdue. 
Si le but dans un contexte donne est non seulement d'arriver a un resultat donne mais 
aussi de comprendre comment un resultat donne a ete produit, il est necessaire de 
pouvoir convertir non seulement des donnees nominales et numeriques en donnees 
binaires, mais aussi l'inverse. C'est-a-dire etre capable de traduire les patrons extraits 
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(formes d'indicateurs binaires) dans le format des indicateurs originaux. Cette 
fonctionnalite n'etant pas absolument fondamentale au fonctionnement de base de 
l'algorithme du LAD, n'a pas ete implementee dans le logiciel LAD-CBM, mais elle est 
fortement recommandee pour des versions ulterieures du logiciel. 
Comme l'exemple de prescription de verres de contact ne contient que des donnees 
nominales, nous avons complements ce chapitre avec un autre exemple, afin de decrire 
la conversion binaire de donnees numeriques. 
Donnees nominales 
Si les donnees d'origine sont des enumerations, il sufiit d'assigner un nombre binaire au 
premier element de remuneration, d'en assigner le nombre binaire suivant au deuxieme 
element et ainsi de suite pour couvrir 1'ensemble d'elements. 
Dans l'exemple de l'etude de prescription de verres de contact, nous avons trois valeurs 
possibles pour l'age du patient (1, 2,3), deux valeurs possibles pour la prescription du 
verre (l,2),deux valeurs possibles pour l'astigmatisme (1,2) et deux valeurs possibles 
pour la production de larmes (1,2). 
Pour representer les trois valeurs possibles pour l'age, il nous faut deux chiffres binaires, 
car 11 en base binaire represente 3 en base decimale, et les chiffres de 0 a 3 sont 
suffisants pour representer 4 elements. Pour les autres indicateurs qui sont deja binaires 
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(1 ou 2), nous allons tout simp lenient les renommer en 0 et 1 respectivement. Voici une 
synthese de la conversion binaire des indicateurs; les resultats de la conversion binaire 
de 24 observations se trouvent a 1'Annexe A. 
Age 
jeune 
pre — presbytique 
presbytique 


























En general si k est le nombre de valeur differentes que peut prendre un indicateur 
(nombre d'elements differents), et si Rog2 (k)l , est le plus petit entier superieur 
(fonction plafond) au logarithme a la base 2 de k. flog2 (k)l , represente le nombre 
d'indicateurs binaires necessaires pour representer ces k elements (Williams H., 1999). 
Dans Pexemple precedent ou nous avions 3 valeurs possibles a encoder pour l'age du 
patient, Rog2 (3)1 = [1.585] = 2 est le nombre de chiffres binaires necessaires pour 
encoder les trois differentes valeurs que peut prendre l'age du patient. 
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Donnees numeriques 
Pour des cas ou les valeurs sont entieres ou continues il faut cependant adopter une 
procedure differente. Dans la vie courante, lorsqu'on mesure la temperature d'une 
personne par exemple, un thermometre nous donne une mesure numerique. Cette 
mesure peut ensuite etre comparee a certaines limites pour etablir si la temperature est 
basse, normale ou haute. La conversion binaire de donnees continues ou entieres suit la 
meme logique. 
Nous adoptons une technique qui se base sur le meme principe pour definir des limites 
ou des points de coupure bases sur les valeurs de l'historique pour chaque indicateur de 
base. Ensuite, des indicateurs binaires sont assignes aux intervalles definis par ces points 
de coupure. 
La premiere etape est celle d'ordonner les valeurs de chaque indicateur en ordre 
croissant et ce, pour l'ensemble d'observations de l'historique. Avec le vecteur 
ordonnance des indicateurs, un point de coupure est defini pour chaque paire de valeur 
d'indicateurs qui se succedent et sont associes a des etats differents. 
Ensuite, lorsque Ton veut faire la conversion binaire, on compare la valeur d'un 
indicateur et les differents points de coupure etablis pour 1'indicateur en question. 
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Afin d'illustrer la conversion binaire, nous allons traiter Pexemple des observations d'un 
roulement mecanique de P experience decrite en (Sun Q., et al., 2004). Cet exemple sera 
traite au complet a la section 4.1. 
Voici les six indicateurs, les mesures etant des valeurs reelles : 




































































Nous devons en premier lieu mettre les donnees de chaque colonne en ordre croissant 
tout en retenant l'etat auquel appartient chaque observation. Ici Pos denote l'etat positif 
ou defectueux, et Neg denote l'etat Negatif ou normal. 




















































































































Si nous prenons Pindicateur Rv, il n'y a qu'une seule altemance d'etat, soit de Petat 
negatif avec une valeur de •'-'= 1.2348 vers Petat positif de valeur " =4.9285. II 
n'existe qu'un seul point de coupure que nous etablissons a Paide de la formule 
suivante : 
P c = 1 / 2 ( V s . 1 + V S ) 
Equation 2.1 Point de coupure 
Ici Pc est le point de coupure et Vs_i la valeur de Pindicateur dont Pobservation est de 
Petat de depart et Vs est la valeur de Pindicateur dont Pobservation presente le signe 
contraire. 
II y deux types de variables booleennes qui seront utilises pour Passignation 
d'indicateurs binaires : 
• Les variables de niveau sont associees a chaque point de coupure et decrivent si 
la valeur de Pindicateur original est superieure ou inferieure au point de coupure. 
Ou 




: Vi est la valeur de l'ieme indicateur original. 





est la valeur de Pindicateur booleen de niveau associe. 
eme indicateur et le jeme point de coupure. 
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• Les variables d'intervalle sont assignees a chaque paire de points de coupure et 
decrivent si la valeur de l'indicateur orignal est dans l'intervalle defini par les 
points de coupure. 
PCj < V, < Pck -> Biljk = 1; 
V, < P C j ; V i > P c k ^ B i l j k = 0 
Ou : PCJ est le point de coupure j . 
Vi est la valeur de l'indicateur 1. 
Biijk est la valeur de l'indicateur booleen d'intervalle 
associee a l'indicateur / et aux points de coupure y et k. 
V j <k 
V ; <k 
Dans l'exemple, il n'y a qu'un seul indicateur binaire pour la colonne Rv qui correspond 
a une variable booleenne de niveau associe au seul point de coupure, Pc = Vi (1.2348 + 
4.9285) = 3.08165. II n'y a pas d'indicateurs binaires lies aux variables d'intervalle car 
il n'existe qu'un seul point de coupure. 
Bnn = 1 si; Vi> 3.08165 
Bnn = 0 si ;V i< 3.08165 
Ou Vi est Rv selon l'ordre d'indicateurs dans le Tableau 2.3 Observations d'un 
roulement mecanique. (Sun Q. et al, 2004) 
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Si nous prenons la colonne Cf, il existe alors trois transitions : soit de 2.9301 (Pos) vers 
2.9707 (Neg), de 2.9707 (Neg) vers 3.0225 (Pos) et de 3.0225 (Pos) vers 3.0987 (Neg). 
Dans l'exemple du tableau precedent, il y a done 3 variables booleennes de niveau pour 
les trois points de coupure correspondants (calculees comme dans le cas de la colonne 
Rv). 
Les points de coupure sont: 
Pci= (2.9301+2.9707)/2 =2.9504 
Pc2= (2.9707+3.0225)/2 = 2.9966 
Pc3 = (3.0225+3.0987) = 3.0606. 
Voici les variables de niveau associees : 
Bn3i = 1 si; V3 > 2.9504 
Bn3i = 0 si; V3 < 2.9504 
Bn32 = 1 si; V3 > 2.9966 
Bn32 = 0 si; V3 < 2.9966 
Bn33 = 1 s i ; V3 > 3.0606 
Bn33 = 0 si; V3 < 3.0606 
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Ou V3 est Cf selon l'ordre cTindicateurs dans le Tableau 2.3 Observations d'un roulement 
mecanique. (Sun Q. et al, 2004) 
Dans le cas des variables booleennes d'intervalle, voici tous les intervalles 
possibles selon les points de coupure determines soit: entre 2.9504 et 2.9966, entre 
2.9504 et 3.0606 et entre 2.9966 et 3.0606. 
Au total, il y a trois intervalles, cependant certains de ces intervalles sont redondants. Par 
exemple, si un point se trouve dans Pintervalle compris entre 2.9966 et 3.0606 ou entre 
2.9504 et 2.9966, il sera toujours dans 1'intervalle 2.9504 et 3.0606. De la meme facon, 
si un point n'est pas dans 1'intervalle entre 2.9966 et 3.0606 ni entre 2.9504 et 2.9966, 
dans tous les cas, ce point ne se trouve pas non plus entre 2.9504 et 3.0606. 
Done, nous ne conservons que les intervalles strictement necessaires pour decrire le 
phenomene, soit ceux definis entre 2.9504 et 2.9966, et entre 2.9966 et 3.0606. 
En regie generate, si nous avons une liste ordonnancee de points de coupure en ordre 
croissant, nous ne gardons que les intervalles definis par chaque paire de points de 
coupure qui se succedent, car tous les autres intervalles possibles sont deja contenus 
dans les intervalles considered. Cette approche aide grandement a reduire le nombre 
d'indicateurs binaires et diminue aussi la complexite de calculs et le temps d'execution 
de la phase de generation de patrons sans nuire a la performance de la solution. Elle a ete 
utilisee dans 1'implementation logicielle de l'algorithme LAD que nous detaillerons au 
chapitre suivant. 
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C'est ainsi que dans l'exemple, nous aurons trois indicateurs lies aux variables de niveau 
pour l'indicateur Cf et deux indicateurs binaires lies aux variables d'intervalle. 
Indicateurs binaires lies aux variables de niveau : 
Bn3i = 1 si ;V 3 > 2.9504 
Bn3i = 0 si; V3 < 2.9504 
Bn32 = 1 si; V3 > 2.9966 
Bn32 = 0 si; V3 < 2.9966 
Bn33 = 1 si; V3 > 3.0606 
Bn33 = 0 si; V3 < 3.0606 
Indicateurs binaires lies aux variables d'intervalle : 
Bi3i2=l si 2.9504 < V3 < 2.9966 sinonBi3i2= 0 
Bi323= 1 si 2.9966 < V3 < 3.0606 sinon Bi323 = 0 
II faut proceder de facon identique pour chaque indicateur qui compose 1'observation 
pour obtenir des indicateurs binaires correspondants. A continuation nous presentons la 
synthese des regies de conversion binaire pour chaque indicateur : 
Rv, 1 point de coupure son indicateur binaire associe, soit: 
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Bnn = 1 si; Vi > 3.10865, sinon, Bnn = 0 
Pk, 1 point de coupure son indicateur binaire associe, soit: 
Bn2i = 1 si; V2 > 8.20745, sinon, Bn2i = 0 
Cf, 3 points de coupure et les 5 indicateurs binaires associes, soit: 
Bn3i = 1 si; V3 > 2.9504 , sinon, Bn3) = 0 
Bn32 = 1 si; V3 > 2.9966, sinon, Bn32 = 0 
Bn33 = 1 si ; V3 > 3.0606, sinon, Bn33 = 0 
Bi3 i2=l si 2.9504 < V3< 2.9966 sinon Bi3i2=0 
Bi323= 1 si 2.9966 < V3 < 3.0606 sinon Bi323 = 0 
Kv, 3 points de coupure et les 5 indicateurs binaires associes, soit: 
Bn4i = 1 si ; V4 > 3.19575, sinon, BrLn = 0 
B1142 = 1 si; V4 > 3.4355, sinon, Bat2 = 0 
Bn4 3 = 1 si ; V 4 > 3.5745, sinon, B1143 = 0 
Bi4 i2=l si 3.19575 <V4 < 3.4355 sinon Bi4i2= 0 
Bi423= 1 si 3.4355 < V4 < 3.5745 sinon Bi423 = 0 
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CI, 3 points de coupure et les 5 indicateurs binaires associes, soit 
B1151 = 1 si; V5 > 6.5931, sinon, Bn5i = 0 
Bn52 = 1 si ; V5 > 6.87085, sinon, Bn52 = 0 
Bn53 = 1 si; V5 > 7.1002, sinon, Bn53 = 0 
BiSi2=l si 6.5931 <V 5 < 6.87085 sinon Bi512=0 
Bi523= 1 si 6.87085 < V5 < 7.1002 sinon Bi523 = 0 
If, 3 points de coupure et 5 indicateurs binaires associes, soit: 
Bn6i = 1 si; V6 > 3.79625, sinon, Bn6i = 0 
Bn62 = 1 si; V6 > 3.91875, sinon, Bn62 = 0 
Bn63 = 1 si; V6 > 4.025, sinon, Bn63 = 0 
Bi6 i2=l si 3.79625 <V6 < 3.91875 sinon Bi612= 0 
Bi623= 1 si 3.91875 < V6 < 4.025 sinon Bi623 = 0 
Le Tableau 2.5 illustre les donnees d'origines converties en format binaires : 
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L^gende : Colonne # M : # Mesure, Colonne E ; Colonne Etat avec les valeurs suivantes D : Etat D^fectueux ; N ; Etat Normal 
L'etape qui suit la conversion binaire est l'extraction de connaissances ou plus 
specifiquement, la generation de patrons. 
2.1.2 La generation de patrons 
Les donnees a analyser font partie d'une archive historique d'observations en format 
binaire (que l'on denote E) a l'etape precedente. Chaque observation est un vecteur de 
mesures de n indicateurs, auquel se joigne l'indicateur d'etat. Si une observation 
est associee a l'etat positif (defaillance potentielle), elle fait partie de 1'ensemble E+. La 
reciproque est vraie pour les observations negatives (etat normal) et l'etat E-. 
Par convention, lorsque l'etat associe a une observation est positif (defaillance 
potentielle) la variable booleenne d'etat associe est egale a 0, alors que cette variable 
booleenne d'etat est egale a 1 pour les observations negatives (fonctionnement normal). 
Avant de decrire la generation de patrons en detail, il est important de connaitre certains 
concepts : 
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Dans l'algebre booleenne, un litteral est defini comme une variable booleenne ou sa 
negation, alors qu'un terme est une combinaison de litteraux. Le nombre de litteraux 
d'un terme est son degre. Un terme couvre une observation, si le resultat du terme evalue 
a cette observation est positif. 
Un terme candidat (ou candidat tout simplement) est un terme qui couvre au moins une 
observation positive et au moins une observation negative. 
Un terme caracteristique (minterm) d'une observation de degre n, est le seul terme de 
degre n qui couvre cette observation. 
II est egalement important de prendre en consideration la notation suivante qui sera 
utilisee dans ce travail. Si nous ordonnancons les indicateurs booleens en ordre, nous 
avons que la variable booleenne x* denote que le premier indicateur a une valeur 
booleenne de 1, alors ST denote que le premier indicateur a une valeur booleenne de 0. 
En synthese, tout terme d'un degre donne / peut appartenir a une des classes suivantes : 
P*, sont les termes de degre / qui couvrent au moins une observation appartenant a E+ 
et aucune observation de l'historique appartenant a E-. On les nomme patrons positifs. 
Pf, sont les termes de degre / qui couvrent au moins une observation appartenant a E- et 
aucune observation de l'historique appartenant a E+. On les nomme patrons negatifs. 
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Ci, sont des termes qui couvrent au moins une observation negative et une observation 
positive. On les nomme termes candidats de degre /. 
Lt sont tous les autres termes de degre / qui sont exclus des iterations ulterieures. 
Un patron est prime s'il est minimal, c'est-a-dire si tous les termes derives en eliminant 
des litteraux ne sont pas des patrons. II est important d'introduire quelques concepts lies 
a l'algorithme de generation de patrons. 
Un terme candidat (ou candidat tout simplement) est un terme qui couvre au moins une 
observation positive et au moins une observation negative. C'est justement en 
augmentant le nombre d'indicateurs binaires inclus dans un candidat que Ton peut faire 
en sorte que le candidat ne couvre que des observations appartenant a un seul etat. Si le 
terme resultant de l'ajout de nouveaux indicateurs binaires, ne couvre que des 
observations positives, le terme devient un patron positif. Si le terme resultant ne 
contient que des observations negatives, le terme devient un patron negatif. 
Exemple : 
Nous avons l'observation (1,1,0,1,0)" , et l'observation (1,0,1,1,0)+, ou le signe 
represente l'etat associe a l'observation. Le terme caracteristique de (1,1,0,1,0) est 
x1x2x^ x4x^ et le terme caracteristique de (1,0,1,1,0) est x1x^x3 x4x^ 
xxx~^ x~l est un patron negatif, il couvre la premiere observation (negative) et ne couvre 
aucune observation positive. x1x~l~xl)(. 10i(V)
est vra* (c'est-a-dire le patron evalue au 
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point 1,1,0,1,0 est vrai) car dans V observation (1,1,0,1,0), xt - 1 , x3 = 0, x5 = 0 
.Cependant il ne s'agit pas d'un patron prime negatif car si nous enlevons le litteral % , 
le terme resultant x±x^ est toujours un patron negatif car il couvre l'observation negative 
mais ne couvre pas l'observation positive. 
De plus, xtx~^ n'est pas un patron prime negatif, car si nous enlevons le litteral *i , le 
terme x j est un patron negatif. Le terme x~^ est un patron prime negatif (nous ne 
pouvons plus enlever de litteraux). 
Si une nouvelle observation est couverte par un patron positif, ceci est une evidence que 
T observation appartient a E+. La reciproque est vraie pour les patrons negatifs, et 
l'appartenance a E-. II faut noter qu'une nouvelle observation peut etre couverte en 
meme temps par des patrons positifs et des patrons negatifs. 
Cependant, nous pouvons nous rendre compte que la croissance du nombre de termes 
generes explose (croissance exponentielle). La notation ( ,J represente le nombre de 
facons differentes que d elements peuvent etre choisis parmi n elements. Cependant, 
comme chaque litteral peut etre soit positif ou negatif alors 2d x ( , J , represente le 




Equation 2.2 Nombre de combinaisons differentes de d elements parmi n 
Avec, l'Equation 2.2 nous avons que le nombre de termes generes lorsque le degre 
maximal de patrons generes est d; est la somme des termes de toutes les etapes 
anterieures qui ont genere de termes de degre 1, de degre 2 et ainsi successivement 
jusqu'a arriver au degre d, soit: 
i=l i = l 
Equation 2.3 Nombre de termes generes jusquau degre d 
En faisant varier le degre maximal de patrons generes d, nous avons produit le Tableau 
2.6 Synthese du nombre de termes vs degre maximal de patrons generes qui illustre le 
phenomene de Pexplosion combinatoire pour des observations a 20 indicateurs 
booleens. 
Tableau 2.6 Synthese du nombre de termes vs degre maximal de patrons gSneres 















3 064 208 
12 986 768 
45 235 088 
131230 608 
320 420 752 
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Comme le nombre de termes que Ton doit analyser croft tres rapidement meme lorsque 
le nombre d'indicateurs est restreint, on doit proceder de la facon suivante : pour des 
observations a n indicateurs, 1'algorithme de generation de patrons consiste en une 
approche ascendante de generation de patrons de petit degre suivie d'une approche 
descendante (on commence avec de patrons de haut degre), pour generer des patrons 
pour couvrir les observations qui ne sont pas couvertes par les patrons de petit degre. 
Cette methode reduit grandement le temps d'execution et les ressources requises pour 
effectuer ce type de calcul sans pour autant sacrifier la qualite de patrons generes 
mesuree en terme de simplicite (patrons de petit degre) et nombre d'observations 
couvertes. Dans les paragraphes suivants, nous decrirons 1'algorithme d'obtention des 
patrons positifs, celui de l'obtention de patrons negatifs etant son analogue. 
Pour les termes de degre 1, on genere 2 x n termes qui represented chaque indicateur 
ainsi que sa negation. On analyse s'il s'agit d'un terme appartenant a P+, a C1 ou s'il 
faut l'exclure des iterations suivantes, termes appartenant a L±. On ne retient que la liste 
de termes appartenant a Pf, et Ct. 
Cx sert de base pour la generation de termes de degre 2, car tout patron prime d'un degre 
superieur est en realite un candidat de degre inferieur auquel on a rajoute un litteral 
d'ordre lexicographique superieur aux litteraux contenus dans le candidat. 
L'ordre lexicographique permet de ne raj outer aux candidats que des litteraux qui n'ont 
pas ete consideres, car autrement on repeterait l'analyse de certains termes. Pour 
l'exemple de la prescription de verres de contact, si nous tenons compte des 
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observations en format binaire (Voir Annexe A) , nous avons les indicateurs binaires 
suivants b0, bx, b2, b3, bA et l'ordre lexicographique s'etablit comme suit b0 < b0 < 
b±< bx<b2<b~2<b-i < b~l<bA<TA. 
Pour generer les termes de degre 2 a etre considered, on part des termes candidats du 
degre immediatement inferieur, dans ce cas 1'ensemble de candidats C\ et on doit 
connaitre le litteral du plus grand d'ordre lexicographique contenu dans chaque candidat, 
on le nomme, maxLit (Cu), c'est-a-dire le litteral du plus grand ordre lexicographique du 
candidat i appartenant a 1'ensemble de candidats de degre 1, C1. Chaque nouveau terme 
a etre considere sera le produit de generer toutes les combinaisons possibles qui resultent 
de rajouter un litteral (a la fois) qui est superieur en ordre lexicographique a maxLit 
(C^),, et ce, pour chaque candidat / appartenant a Ct. 
Par la suite, chaque terme genere (de degre 2 dans notre cas) est classifie dans une des 
trois categories : patrons primes, termes candidats et termes a exclure. On retient les P2
+, 
et les termes candidats de C2 qui serviront de base de generation de termes pour le cycle 
suivant de degre 3 . Le restant des termes sont ignores (L2). II est important de noter que 
Ton considere seulement les termes candidats auxquels on peut rajouter des litteraux 
d'ordre lexicographique superieur a maxLit(Q), et qu'une fois l'ajout effectue, ils 
presentent la propriete sur les soustermes de degre /-/ contenus dans les candidats de 
degre i : 
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Tous les soustermes de degre 
i - 1 contenus dans un terme candidat de degre i (Q ) retenu, doivent etre 
des candidats contenus en Q- j . 
Cette propriete permet d'exclure la generation de candidats qui contiennent de sous-
termes qui pourraient etre des patrons primes de degre inferieur. Voir exemple dans les 
pages suivantes. (Hammer P.L, 2000). 
On procede selon cet algorithme iteratif jusqu'a avoir atteint le degre d (specifie par 
l'utilisateur), jusqu'auquel on genere des patrons selon l'approche ascendante. Ce degre 
limite d, est specifique au probleme traite et depend de la complexite du probleme, c'est-
a-dire du nombre d'indicateurs et du nombre d'observations. 
Par la suite, on extrait les observations qui ne sont couvertes par aucun patron genere 
jusqu'ici, et on les utilise comme base pour l'approche descendante de generation de 
patrons. Cette etape consiste a commencer par les termes caracteristiques (voir 
definitions au debut de la section) des observations non-couvertes et d'enlever un litteral 
a chaque iteration. 
A ce moment-ci, on analyse le terme obtenu a cette etape d-\, s'il s'agit d'un patron 
prime qui couvre encore l'observation correspondante, on enleve un autre litteral et on 
procede de la meme facon dans l'iteration d-2. Par contre, si le terme obtenu a d-\ ne 
couvre plus l'observation correspondante, ou n'est plus un patron prime, alors on declare 
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le terme obtenu a d-l comme un patron prime. On precede ainsi jusqu'a avoir couvert 
les observations manquantes. 
Plus le degre d'un patron prime est petit, plus grand sera son pouvoir generalisateur, car 
il couvrira davantage d'observations de l'historique. Plus le degre d'un patron 
s'approche au nombre de litteraux des observations, plus il est specifique a une 
observation donnee. 
Si pour un probleme donne, on trouve des patrons primes de degre 1, ceci veut dire que 
si Ton attribue un poids significatif a un de ces patrons (s'il couvre un grand nombre 
d'observations par exemple), un seul indicateur de la machine determine en grand partie 
son etat. 
Par contre, dans le cas extreme, si le degre d'un patron est egal au nombre d'indicateurs 
des observations, on dit que le patron est plutot le terme caracteristique d'une 
observation et qu'il ne couvre qu'une seule observation de l'historique. 
Certains patrons generes se recoupent car ils couvrent certains points en commun. Dans 
la pratique, on elimine les patrons redondants qui sont ceux qui couvrent un sous-
ensemble d'observations deja couvertes par d'autres patrons primes. 
Exemple: 
Nous reprenons l'exemple traite dans la sous-section de conversion binaire, voir Tableau 
2.2 Observations de Tetude de prescription de verres de contact a deux etats, base sur 
(Cendrowska, J., 1987). 
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II faut definir au prealable un sous-ensemble d'apprentissage (historique) et un sous-
ensemble de tests qui serviront a mettre a l'epreuve la fonction de classification qui sera 
developpee a la sous-section suivante. Nous choisissons les observations appartenant 
aux ensembles d'apprentissage et de tests, de facon aleatoire mais en conservant la 
proportion d'observations appartenant a l'etat 0 (environ 37%) et celles qui 
appartiennent a l'etat 1 (63%) de 1'ensemble de depart, nous defmissons : 
Les observations 1, 2, 5, 7, 9, 11, 13, 14, 15, 18, 21, 22 et 24 seront le sous-ensemble 
d'apprentissage qui servira pour generer les patrons. 
Les observations 3, 4, 8, 10,12, 16, 17, 19, 20, 23 seront le sous-ensemble de tests. 
Lors de la premiere iteration, on genere tous les termes possibles de degre 1 et on verifie 
s'il y a des patrons primes. Dans notre cas, b3 et b4 sont des patrons primes positifs car 
b3 couvre les observations 7, 11, 15, 24, toutes des observations associees a l'etat positif 
(leur etat est 1), et ne couvre aucune observation negative. Le terme b4 couvre les 
observations 1, 5, 7, 9, 11, 13, 15, 21 et ne couvre aucune observation negative. 
b3 n'est pas un candidat faisant partie de Ct car b3 est deja un patron prime positif et il 
en est de meme pour b4 qui est aussi exclus des candidats. Au cycle de generation de 
termes de degre 2 et a chaque cycle suivant, on genere les termes a etre considered a 
partir des candidats du degre immediatement inferieur en rajoutant un litteral d'ordre 
lexicographique superieur a tous les litteraux presents dans le terme. 
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De plus, la propriete sur les soustermes de degre i-1 contenus dans les candidats de 
degre i, doit etre respectee par les candidats C2. Par exemple, le terme b3 fr4, n'est pas 
retenu car un de sous-termes de degre i, soit 64 ne fait pas partie des candidats Cx (Voir 
Tableau 2.7 Etude de prescription de verres de contact - Generation de patrons). Ce 
tableau, presente une synthese de Petape de generation de patrons (jusqu'au degre 2) 
pour l'exemple de prescription de verres de contact. 
Tableau 2.7 Etude de prescription de verres de contact - Generation de patrons 
II est important de noter que dans le logiciel LAD-CBM, a l'etape de generation de 
patrons, on identifie aussi les observations couvertes par chaque patron pour eviter de 
refaire des evaluations a l'etape de la fonction discriminante. 
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Le Tableau 2.8, montre les observations couvertes par les patrons positifs et les patrons 
negatifs trouves lorsque Ton fait la generation de patrons jusqu'au degre 5 en utilisant le 
logiciel LAD-CBM developpe et decrit dans le Chapitre 4. 
Tableau 2.8 Les patrons generes et leur couverture - Etude de prescription de verres de contact. 




































Dans le Tableau 2.8, les patrons nommes avec un grand p sont des patrons primes 
positifs, alors que ceux qui sont nommes avec un grand N sont des patrons primes 
negatifs. Meme si on a indique au logiciel de chercher des patrons jusqu'au cinquieme 
degre, il n'existe pas de patrons de degre plus grand que 3. 
II est interessant de noter egalement au sujet du pouvoir explicatif de patrons, que le 
patron positif P2 explique (couvre) a lui seul 72.7% des observations positives de 
l'historique, ce qui voudrait dire que b4 ou le fait d'avoir un taux de production de 
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larmes reduites est un facteur determinant pour ne pas formuler l'utilisation de verres de 
contact. De plus, la presence d'astigmatisme 63 semble etre aussi un facteur non-
negligeable dans la non-prescription de verres de contact, cet indicateur a lui seul couvre 
36.3% des observations positives de l'historique. 
Quant a la prescription de verres de contact, le fait d'etre hypermetrope b2 mais non 
astigmatique b3 et d'avoir un taux de production de larmes normal bA couple a 
l'indicateur d'etre jeune, b0 , bx sont des indices importants pour la prescription de 
verres de contact. 
Le fait de pouvoir interpreter les connaissances extraites par l'algorithme est sans doute 
de grande valeur pour comprendre non seulement les donnees de l'historique et leur 
classification, mais egalement de comprendre comment le classificateur est arrive a un 
resultat et ce, dans le domaine du probleme grace a 1'interpretation des indicateurs 
presents dans les patrons (paragraphe precedent) a l'etape de classification de nouvelles 
observations. 
On note que l'ensemble de patrons est complet, car les patrons generes couvrent toutes 
les observations (positives et negatives) de l'historique. Maintenant que nous avons les 
patrons et leur couverture, nous procedons a la determination de la fonction 
discriminante qui sera la base pour la classification de nouvelles observations. 
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2.1.3 La fonction discriminante 
Avec cet ensemble de patrons, le but est de trouver une fonction pseudo-booleenne 
appelee fonction discriminante, qui est une somme ponderee de patrons primes positifs 
et negatifs, et qui servira a classifier les nouvelles observations. Les termes 
correspondants aux patrons positifs seraient affectes des poids positifs, alors que les 
termes des patrons negatifs auraient de coefficients negatifs. 
L' equation de la fonction discriminante est: 
r s 
A=YJ W*Pk + Z Wi~Nl 
k=l 1=1 
Equation 2.4 Fonction discriminante 
Ou: 
Pj, P2... Pr sont des patrons primes positifs generes a partir de l'ensemble 
d'apprentissage. 
vv^est le poids de Pl5 w^est le poids de P2, et wf est le poids de Pr. 
N±, N2... Ns sont des patrons primes negatifs generes a partir de l'ensemble 
d'apprentissage. 
wfest le poids de N±, w^est le poids de N2, et w^ est le poids de Ns. 
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Les poids assignes aux patrons signalent Pimportance d'un patron determine dans le 
calcul de la fonction pseudo-booleenne. L'importance d'un patron peut etre accordee 
entre autres, selon le nombre d'observations de l'historique qu'il couvre ou de la 
simplicite du patron en nombre de litteraux qui le composent. Dans le logiciel construit, 
nous avons calcule le poids en fonction du nombre d'observations de l'historique 
couvertes par chaque patron. 
n 
k=l 
Equation 2.5 Poids de patrons 
Ou 
01 est la premiere observation de rhistorique. 
02 est la deuxieme observation de rhistorique. 
0n est le n'ieme observation de l'historique. 
Pi(0{) est revaluation de la premiere observation de rhistorique par le patron prime 
positif i. PiCOj) est egal a 1 si l'observation C^est couverte par le patron i, et egale a zero 
autrement. 
Pour que la fonction discriminante permette de classifier des observations plus aisement 
selon une echelle standard, les poids sont normalises afin qu'elle soit bornee entre -1 a 1. 
Les poids normalises doivent respecter 1'equation suivante : 
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/ i
 wfc norm ~ / i
 wl 
= 1 norm x 
fc=l 1=1 
Equation 2.6 Sommc de poids normalises des patrons positifs et des patrons negatifs 
La normalisation de poids se fait done selon l'equation suivante : 
winorm = wi / Yk=lwk 
Equation 2.7 Poids normalises de patrons positifs 
Ou 
wtnorm es^ ^e P°ids normalise du i'eme patron prime positif 
W* est le poids du i'eme patron prime positif avant la normalisation, etablis selon 
Equation 2.5 Poids de patrons 
r est le nombre de patrons positifs 
wj norm— - wj— l=lswl— 
wi norm+ = wi+ k=lrwk+ 
Equation 2.7 s'applique a la normalisation de patrons negatifs 
Wjrnorm= Wf / Zl=iWf 
Equation 2.8 Poids normalises de patrons negatifs 
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Ou 
winorm e s t le poids normalise du i'eme patron prime negatifs. 
w~ est le poids du i'eme patron prime negatif avant la normalisation, etablis selon 
Equation 2.5 Poids de patrons 
s est le nombre de patrons negatifs. 
La fonction discriminante normalisee s'ecrit: 
s 
wl normal Anorm = ^ wj^norrnPk + ^ 
Equation 2.9 Fonction discriminante normalisee 
Exemple : 
Les poids se calculent selon l'Equation 2.5 Poids de patrons, pour notre exemple de 
prescription de verres de contact en nous referant au Tableau 2.8 Les patrons generes et 
leur couverture, nous avons le calcul du poids pour le premier patron positif K : 
1
+ = ^ P 1 ( 0 n ) = 4 
fc=i 
Comme nous l'avons mentionne auparavant, le logiciel LAD evalue les poids a la phase 
de generation de patrons pour eviter de refaire des evaluations des patrons vis-a-vis des 
observations, ainsi w-J*" est tout simplement le nombre d'observations de Thistorique 
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couvertes par le patron Pl5 c'est-a-dire la colonne de droite du Tableau 2.8, car pour 
toutes les autres observations Pi(On) sera 0. 
Apres avoir calcule le poids de chaque patron positif, nous obtenons : 
k=l 
4 + 8 + 1 + 2 + 3 = 18 
I 
fe = l 
wZ = 2 + 1 + 2 = 5 
Alors, le poids normalise est calcule selon l'Equation 2.7 Poids normalises de patrons 
positifs 
wlnorm = wl'/ Ek= i wfc = ^ = 0 - 2 2 
Le Tableau 2.9 montre les poids normalises de chaque patron positif et negatif: 
Tableau 2.9 Poids normalises - Etude de prescription de verres de contact 









w 3 nnrm 









—-î +i W: I normal 
k=\ 1=1 
Equation 2.10 Les poids normalises de patrons - Etude de prescription de verres de contact 
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Anorm = (0.22 x Px + 0.44 x P2 + 0.06 P3 + 0.11 x P4 + 0.17 x P5) + 
(-0.4 x Nj_ + -0.2 x N2 + -0 .4 x N3 ) 
2.1.4 La classification 
Lorsque la fonction est evaluee pour une nouvelle observation, on doit fixer une valeur 
limite pour la classifier comme positive ou negative. Une valeur de classification proche 
de -1 est un signe que 1'observation est negative, c'est-a-dire prise d'une machine dans 
l'etat normal selon notre convention, alors qu'une valeur proche de 1 signale que 
l'observation correspond a l'etat positif, c'est-a-dire dire prise lorsque l'etat de la 
machine est dans une defaillance potentielle. 
Une valeur proche de 0, est dans une zone d'indecision ou Ton ne peut pas se prononcer 
sur l'aspect positif ou negatif du resultat, c'est-a-dire l'etat de la machine.. 
Les valeurs limites de classification dependent du type de probleme traite et du profil de 
risque accepte. En maintenance, un faux positif est qualifie comme un avertissement ou 
une alarme qui etait declenchee pour signaler une condition anormale (defaillance 
potentielle) de la machine, alors qu'en realite l'etat de la machine est celui d'un 
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fonctionnement normal. C'est l'erreur type I. L'autre erreur possible est de ne pas 
detecter une defaillance potentielle. C'est 1'erreur type II ou faux negatif. 
Si le contexte est celui d'une centrale nucleaire, les consequences d'une catastrophe 
font en sorte que le cout rattache a des faux positifs est negligeable par rapport aux faux 
negatifs (a ne pas detecter un mal fonctionnement). Dans ce cas-ci, si la condition de 
defaillance potentielle est liee a l'etat positif, le choix d'une valeur limite plus petite que 
0 est un choix judicieux. Par exemple, si on decide de mettre le seuil de classification a -
0.3 et que le plafond de classification pour les observations negatives est de -0.6, on voit 
que la zone de classification positive s'en trouve elargie, tel que montre dans la Figure 
2.1 Zones de Classification des observations. 
K- ,yal**»| |* — f f o « i H » » , r „ . .„....._ ,ir........^.| 





Figure 2.1 Zones de Classification des observations 
i • 
Cependant, choisir une valeur exacte pour les limites de classification, est une tache qui 
requiert de mettre l'algorithme a l'epreuve avec des nouvelles observations. Une fois 
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que l'etat reel de la machine est connu pour un nombre considerable des observations de 
test, le taux d'erreur de classification pourrait etre calcule. 
Si ce taux est juge inacceptable, les limites de classification pourraient etre revues afin 
de classifier la plupart des nouvelles donnees correctement. Pour eviter de changer les 
limites dans des cas particuliers, il faut soumettre des nouvelles observations a 
l'algorithme de classification afin de verifier si le taux de classification errone a en effet 
diminue. Sinon, il faudrait proceder de facon iterative jusqu'a ce qu'un bon compromis 
entre fausses alarmes et faux positifs soit trouve tout en gardant le nombre 
d'observations qui tombent dans la zone d'indecision au minimum. 
Dans le cas ou il serait difficile ou impraticable de trouver des nouvelles observations de 
test et surtout de connaitre leur etat, une autre procedure existe. On utilise la fonction de 
classification (discriminante) sur les observations de l'historique et on compare les 
valeurs minimales et maximales de classification des observations negatives, ainsi que 
des observations positives pour decider quelle devrait etre la valeur limite de 
classification. 
Un graphique ou on place ces valeurs minimales et maximales de classification des 
observations de l'historique (scores de reference) permet d'arriver a une decision de 
classification des nouvelles observations lorsque Ton compare le score de ces dernieres 
avec les scores de reference, voir la. Figure 2.2. On defmit un point neutre entre le score 
minimal des observations positives et le score maximal des observations negatives, et a 
partir de ce point neutre, on defmit la zone d'indecision, la zone de classification 
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positive et la zone de classification negative. Pour voir un exemple de calcul, voir le 
Tableau 4.8 Exemple de calcul de la zone d'indecision et des zones de decision -
Mecanisme de roulement 
Score de classification 
Nobs, Nobs, 
< M I - 0 - # -
normalise (-1 a + 1 | ' ^ ^ J £ l S -0,35 0.48 0.72 
i 0 --- i 
• D + m a k : Score maximal des observations positives 
• D m i n s Score minimal des observations positives 
• D " m H : Score maximal des observations negatives 
• D l : : i Score minimal des observations negatives 
O N o b S i : Mouvelle observation 1. 
O N o b S ; ; Mouvelle observation2, 
Figure 2.2 Approche graphique de classification par comparaison avec l'ensemble d'apprentissage 
Exemple : 
Nous avons l'ensemble de tests suivants (observations 3,4,6,8,10,12,16,17,19,20,23 de 
1'Annexe A), voir Tableau 2.10 
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La fonction discriminante est: 
Anorm = (0.22 x P1 + 0.44 x P2 + 0.06 P3 + 0.11 x P4 + 0.17 x P5) + 
(-0.4 x Nt + -0.2 x N2 + -0 .4 x N3 ) 
Si nous ecrivons la fonction discriminante en remplacant les patrons primes par les 
termes qui les composent, nous avons : 
Anorm = (0.22 x b3 + 0.44 x I ^ + 0.06 b0b^+ 0.11 x V 2 + 0.17 x bj£) 
+ (-0.4 x b~^b4 + -0.2 x bxb4 + -0 .4 x b2hb4) 
Un exemple de calcul pour Pobservation 3 est: 
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Anorm = (0.22 x 1 + 0.44 x 1 + 0.06 x 0 + 0.11 x 0 + 0.17 x 0) + 
(-0.4 x 0 + -0.2 x 0 + -0.4 x 0) 
= 0.667 
Le resultat de Fobservation est 0.66 sur notre echelle normalisee de -1 a 1. Mais il reste 
a definir quelle serait la limite de classification a partir de laquelle une observation serait 
positive. 
Dans le cas le plus simple, on pourrait etablir la limite a 0 et dire que tout resultat plus 
grand que 0 correspond a l'etat positif, tandis que tout resultat plus petit que 0 est 
negatif. 
Le resultat obtenu voudrait dire a priori que l'etat de l'observation 3 est positif. Pour 
plus de certitude, on pourrait aborder l'approche graphique a la classification, voir 
Figure 2.2. 
La synthese de classification des observations de tests est la suivante : 












































L'analyse nous permet de voir que les observations dont on connaissait l'etat d'avance 
comme etant 1 sont toutes positives et suffisamment eloignees de la zone d'indecision 
(la valeur 0), a l'exception de l'observation numero 16 qui a eu un score de classification 
de -0.18. Quant aux observations dont l'etat connu a priori est de 0, elles sont toutes 
negatives et eloignees de la zone d'indecision, a l'exception de l'observation numero 20 
qui a un score de classification de 0.44 et l'observation numero 12 qui est tres proche de 
0, soit d'une valeur de -0.01. 
Si nous decidons que les observations dont le score de classification est superieur a 0 
seront classifies comme etant positives et les observations dont le score de 
classification est inferieur a 0 sont negatives, le taux de classifications effectuees 
correctement est de 81.8% ou de neuf classifications correctes sur onze essais, voir 
Tableau 2.11. 
Nous ne pouvons pas conclure que la performance de 1'algorithme de classification soit 
de 81.8% pour le probleme de la prescription de verres de contact, sans mener une etude 
plus exhaustive avec differents ensembles d'apprentissage et de donnees de test. De 
plus, le fait d'avoir fait une fusion des etats necessitant verres de contact rigides et verres 
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de contact souples en un seul etat (verres de contact) afin de reduire le nombre d'etats a 
deux (verres de contact, pas de verres de contact), a pu egalement jouer un effet sur 
1'exactitude des resultats. 
Au chapitre 4, nous allons etudier deux applications du LAD au domaine de la 
maintenance conditionnelle, et dans un des cas, un plan d'experience et une etude plus 
rigoureuse de la performance de classification seront effectues. 
Pour mener des experiences repetees sur des ensembles d'observation de facon efficace, 
il est necessaire de faire usage d'un outil qui automatise les calculs. Au chapitre suivant, 
nous allons decrire la structure du logiciel developpe a cet effet et les interactions des 




CONCEPTION DU LOGICIEL 
La motivation pour la construction du logiciel LAD-CBM (des sigles en anglais de 
1'analyse logique de donnees et de maintenance conditionnelle) decoule des avantages 
offerts par un outil de support a la decision automatisee dans les milieux industriels. 
Le langage de programmation C++ a ete utilise pour des raisons de performance ainsi 
que pour les caracteristique d'un langage oriente objets qui permettrait une plus grande 
modularity et faciliterait la maintenance du code existant ainsi que Pajout des nouvelles 
fonctionnalites. 
Le logiciel fournit une interface graphique qui permettrait d'entrer des parametres 
importants lors des grandes etapes du LAD : dans la generation de patrons, la formation 
de la theorie de classification ou le processus de classification de nouvelles observations. 
Voici un apercu des modules qui composent le logiciel: 
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Preparation de donnees 
immmm Nettoyage de donnees Cotwersfon Wnalre 
Generation de patrons primes - Apprentissage 
Generation de patrons d? Ginfiratton de patrons pour 
tes points non couverts 
Reduction du nombre de 
patrons 
Construction du classiflcateur 
l 1 . . : i - . ' . • ' . . H -. '••."•!• ! ' . ) " 
Classification de nouvelles observations -Tests 
fntttwde tfntinee 
rfc test fHas^ifu ' 
Comparison 
>""""""" '" '"' 
Analysederesultats 
Figure 3.1 Modules du logiciel LAD-CBM 
Comme le but de mon travail de maitrise etait celui de construire un cadre de travail 
pour Papplication du LAD au CBM, seuls les principaux modules ont ete implemented 
(en bleu fonce dans le graphique precedent). Le critere de choix des modules a ete de 
retenir ceux qui assurent le fonctionnement integral de la demarche de classification, au 
depens de ceux qui l'ameliorent ou optimisent les resultats. Ces modules pourront faire 
l'objet d'une etude ulterieure. 
Les modules qui ont ete concus sont les suivants : 
Pour l'etape de la preparation de donnees, le module de lecture de donnees 
d'apprentissage a ete implements. 
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Le module de binarisation a egalement ete inclus, car pour l'analyse de resultats sur des 
ensembles de donnees avec un nombre d'indicateurs et d'observations considerable 
(plus de 10 indicateurs et autant d'observations et des essais repetitifs), la conversion 
binaire faite manuellement devient impraticable. 
Pour Fetape de generation de patrons primes (apprentissage), le module de generation de 
patrons primes de petit degre a ete developpe (approche ascendante). 
Pour l'etape de la construction du classificateur, les modules du choix de critere de 
poids, d'ajustement de valeurs de seuil ainsi que de la construction de la fonction 
discriminante ont ete concus. 
Finalement, a l'etape de classification de nouvelles observations (tests), les modules 
d'entree de donnees de test et de classification ont ete developpes. Une description des 
plus importantes fonctionnalites qui n'ont pas encore ete implementees est incluse dans 
la section de Conclusions de ce memoire. 
La Figure 3.2 Diagramme d'objets global , montre une vue d'ensemble du logiciel 
developpe suivant la methodologie UML (Unified Modelling Language), qui est un 
langage de modelisation d'objets utilise dans la conception de logiciels. 
II y a 3 grands objets (unites fonctionnelles independantes) qui representent: 1'interface 
graphique du logiciel (LADUI), l'objet responsable de la conversion binaire des donnees 
(classe Binarization, objet bi) et l'objet qui specifie l'algorithme LAD en propre (classe 
LAD Algorithm, objet o_genPatt). 
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Pour la classe binarisation, on montre en plus des responsabilites, les differentes 
methodes que la classe implemente. 
LADUI 
^_^^ Responsabilites 
""Y* - Interface du logictel 
Entnte das observations. 
Affichage do rtsultats. 
W::Binarization 
vector <vector «doubie> > ReadOriginalFile (char *) 
void sortAttributeVafiMwO 
Int flndMinimal (vector < vector <double> >, int) 
void exiractCutPointsQ 
void binariie (Int, char*) 
void exportToTextFite (int, char *) 
Responsabilites 
- Transformer urt ftohter d'errtrte composft de mesures 
d'attribute en nombr# fMs #rt fiehier binaira. 
R-
o... sm Pa It: :LAD Algorithm 
ResponsabilMs 
- Conttent ("algorithms LAD. 
- G6re toutes ies aytres classes de 
support a ralgorfthme. 
•Voir tous les details de LADAIgorithm 
dans le diagramme de classes irrtitute: DiagrammB 
d'objets de ralgorithme LAD et de classes de support 
Figure 3.2 Diagramme d'objets global 
Le diagramme d'objets suivant montre Pobjet o_genPatt de la classe LADAIgorithm et 
les differentes classes ou modules qui interagissent avec cette derniere afin 






palts: vector «:vectQKint> > 
numPosObs: M 
tiufflNegObs: int 
void seiNumUt(ihi numLit); 
int addPattern {vector <ml>): 





(vector<veciar <int> > vssAssigh 
Q..a.eriPaK: LADAlgorithrn 
numLitVsc: ins 
irairtPatt i vector < vector «int» > 
deg ; int 
m&xFos : float 
rnaxNeg •; float 
int findDegrse(char * fileNam) 
void assignVectorPatierns{ittt iitCouni) 
vector <vector « l̂loat> > dassifylrtputObservation 
(int fifeNoFiie, char * nomFiie, 
vector * vector <fnt> > patts) 
fouridPattems* fim3Patterns{tnt upToD) 
fburttiPattems* findNegPatterns{int tapToD) 
void HL_exEractPattemsQ 
vector < vector <im> > HL„ReadTesttngFliss 
char * rtoriiFile) 
void HL.f,.orderCiaa$ity(char * noniFitej 
Responsabilite.s 
- Extraction de patrons & partir des observations 
d'apprentlssage. 
- Classification des donnses de test. 
- G^ro les classes de support afin d'executer 
tes diffetenies stapes de | 
InpufcPatternAnaiysIs 
titNum; int 
alt ..positivePaltems: int 
fiftdCandtdate(vectOf<ini>}: booi 
baol ftndPrlme(vectorO»i>): booi 
vectaf*inl> lindCovefedPoints{vector<int> foundVec): 
vector<vecior <w&> > g&nerateLiJD1(voJd); 
vector<vector <ini> > orderReadFile 
(char* fii&Nam, int typeSet); 
Resportsabilites 
- Determine si un vecteur d'eriiree daring est un 
candidal; an patron prime ou s'il doi! £tre rejettfe. 
- Derermine si un veeteur d'entre dorme est couvert 
i mains un patron positif ou raegatif seion ie eas. 
Response biiit&s 
— Consent las collections de patrons. 
~ Charge de la tectum de fichiers et 
^'extractions de patrons ainsi que 
d'autres Inches de support. 
negPrimCand:fou ndPattema 






candid : vector <vector«vector<int> > > 
prime : veetoKvector<irtt > > 
pointsCovered : vector<vector<int > > 
vector < vector <int> > evaiDiscriminantFunction 
(vector < vector <int> > testPattern); 
void ca!cMayEvalFunctCoef?fC 
(vector < vector <int> > inptrtPatterns, 




- EvaJue la foncfion discriminant© pour urte 
observation de test donn&e. 
- Gonttent les coliectioris de patrons primes et de candfdats 
et deHnit des fonctions de support sur ces patrons, 
sngPalt: SirigiePattem 
patt:v8ctor<in?> 
void setNurnLit{int numLit) 
Vector <irtt> drOpUt(W) 
vector<!nt> addUeraKN) 
void setFattem ^vector <int>) 
- Foumll unfe abstfactton ^mpfe 
pour representor el impiementer 
des fonctiona sur T ,T \T" 
Figure 3.3 Diagramme d'objcts de l*algorithme LAD et de classes de support 
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• La classe LADAlgorithm dont l'objet ogenPatt a ete cree, est en charge 
d'implementer tous les algorithmes de haut niveau tels que la generation de 
patrons, la lecture de fichiers d'observations de 1'historique ainsi que des 
donnees de test et l'algorithme de classification de nouvelles observations. La 
classe LADAlgorithm utilise trois autres classes de support pour ses 
fonctions, soit la classe PatternAnalysis, la classe singlePattern et la classe 
foundPatterns. 
• La classe PatternAnalysis determine si un terme genere est un patron prime, un 
candidat ou un terme qui doit etre exclus. Cette classe determine egalement si 
une observation de 1'historique est couverte par au moins un patron prime. 
• La classe singlePattern est une classe qui sert a la generation et a la manipulation 
de termes intermediaires, notamment de T, T et T" qui seront definis plus loin 
lorsque l'algorithme de generation de patrons sera detaille. 
• Finalement la classe foundPatterns represente une collection de patrons primes et 
de candidats qui ont ete trouves suite a Fapplication de l'algorithme. Cette classe 
definit egalement des operations sur les patrons, telle que celle d'evaluer la 
fonction discriminante sur une ou plusieurs observations de test donnees. 
Dans la section suivante, nous allons detailler la methodologie et les etapes que 
comporte le LAD de facon plus detaillee. 
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3.1 La conversion binaire de donnees. 
Si les donnees d'origine ne sont pas des variables booleennes, l'etape de generation de 
patrons doit etre precedee d'une conversion binaire. 
L'algorithme de conversion binaire s'execute en cinq grandes etapes: la lecture du 
fichier qui contient les observations d'entrainement, la generation de vecteurs 
d'indicateurs a ordonnancer, l'ordonnancement des vecteurs d'indicateurs, l'extraction 
de points de coupure (points d'inflexion) et finalement, la conversion binaire des 
indicateurs des observations. 
La premiere etape permet d'obtenir une liste d'observations qui sera separee par 
indicateurs lors de la deuxieme etape. Chaque vecteur d'indicateurs est alors ordonnance 
en ordre croissant. L'extraction de points de coupure consiste a reperer les valeurs des 
indicateurs ou Ton passe des observations associees a un etat positif vers une valeur dont 
l'indicateur est associe a un etat negatif, et vice-versa. Ces points de coupure obtenus 
pour chaque vecteur d'indicateurs permettront par simple comparaison de traduire 
chaque valeur d'indicateur des observations d'entree en une donnee binaire (1 ou 0). 
Alors que la classe Binarisation contient toute 1'implementation de ces etapes, c'est 
l'interface graphique qui invoque les etapes sequentiellement. A continuation, la Figure 


















Figure 3.4 Diagramme de sequence des interactions entre la classe interface et la classe binarisation 
Dans le diagramme a continuation, Figure 3.5 Diagramme de sequence de la binarisation 
etape par etape, on montre la sequence d'interactions pour la conversion binaire 
(derniere etape de la figure precedente). Dans un premier temps, on determine si la 
conversion binaire sera effectuee sur des observations d'entrainement ou de test. Apres, 
le fichier d'entrees contentant les observations est lu. Toutes les valeurs des indicateurs 
de chacune des observations sont comparers avec les points de coupure (points extraits 
au prealable) definis sur cet indicateur specifique. Voir Figure 3.6 Diagramme de 
sequence sur Panalyse de chaque point de coupure, car cette derniere explique en fait les 
details d'implementation auxquels on fait reference dans la derniere etape (ref. [Analyze 
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loop B<oteer/afloris.at(t).si26C)I J 
ref fAnalyze bach cutpoint]} 
S> attribCutPoints = v.cutPoints.at(j) 







alt [attrValue l» attribCutpoints.al 
LP y_binarl2edObservation.push_back{1} 
alt [else] J 
P v_binarizedObservation,push„back(0} 
alt [attribCutF}oifits.at(k)<attfValu8 && attrValue <= aJMbCutPoints.at(k»1)L7 
? v_binarizedOb$ervation.pu$h_bad<(1) 
alt [else] J 
LP v_bInari2edObseFvation.push__back{0) 
Figure 3.6 Diagramme de sequence sur l'analyse de chaque point de coupure 
Dans le diagramme precedent, on s'apercoit que pour chaque point de coupure, deux 
comparaisons sont faites. Pour les variables de niveau, (voir section 2.1.1 La conversion 
binaire de donnees), la condition evaluee est attrValue > attribCutpoints.at(k) alors que 
pour les variables d'intervalles, la condition evaluee est attribCutPoints.at(k) < attrValue 
&& attrValue<= attribCutPoints.at(k+l). Dependamment du resultat de ces 
comparaisons, on assignera la valeur 0 ou 1 a l'etat 
(vbinarizedObservation.pushback(O), vbinarizedObservation.pushback(l)). 
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3.2 Implementation de Valgorithme de generation de patrons 
Ici, nous traiterons l'algorithme de generation de patrons primes positifs, le cas de 
patrons primes negatifs etant l'analogue. Les diagrammes de sequence presented a 
continuation a la Figure 3.7 Generation de patrons lere partie, a la Figure 3.8 Generation 
de patrons, 2eme partie , a la Figure 3.9 findlflnCandidate, reference de support a la 
generation de patrons, et a la Figure 3.10 AnalyzelFCandidateOrPrime, reference de 
support a la generation de patrons, aideront a la comprehension des interactions entre les 
objets et les messages echanges entre ceux-ci. Voici la description des principales etapes 
de l'algorithme de generation de patrons findPatterns de la classe LAD Algorithm. 
Dans un premier temps, dans la Figure 3.7 Generation de patrons lere partie, 
1'algorithme genere les termes de degre 1 qui couvrent au moins une observation 
positive. S'il s'agit des patrons primes, on les ajoute a la liste de patrons primes de 
l'objet primCand de la classe foundPatterns, sinon, s'il s'agit de termes candidats, on les 
ajoute a la liste de candidats du meme objet primCand. 
Par la suite, pour chacun de candidats contenus dans la liste de l'objet primCand, on aura 
cette meme boucle, ici illustree pour le degre d: 
On assigne le candidat de degre d a V objet T de la classe singlePattera et on trouve le 
litteral qui a le plus grand ordre lexicographique contenu dans T que Ton nomme p. On 
joint le litteral dont 1'ordre lexicographique est p+1 a T, et on assigne ce nouveau terme 
a Tprim, que devient un terme de degre d+1. 
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Pour que T soit conserve comme un patron prime ou un candidat, il faut que tous les 
sous-termes de Tprim de degre d soient aussi des candidats de degre d-1. Dans 
l'algorithme, on assigne a T2prim le terme obtenu d'enlever un litteral a la fois de 
Tprim. Si tous les sous-termes de Tprim sont des candidats de degre d-1, on a deux 
variantes : si Tprim est un patron prime, alors on Pajoute a la liste de patrons primes, 
autrement on l'ajoute a la liste de candidats de degre d pour 1'iteration suivante (etude de 
termes de degre d+1). Dans le restant des cas, on ne considere pas Tprim pour les 
iterations ulterieures. 
Au cycle suivant, la demarche se repete avec la liste de candidats de degre d+1 qui a ete 
generee lors de l'etape precedente. 
Les quatre diagrammes presentes a continuation correspondent a la methode findPatterns 
qui a ete implemented dans la classe LAD Algorithm, et qui implemente la generation de 
patrons. Cette methode est illustree ici dans quatre diagrammes differents ( Figure 3.7, 
Figure 3.8, Figure 3.9, Figure 3.10 et Figure 3.11 ) afin d" assurer la clarte de la sequence 
des interactions. 
Le premier diagramme, Figure 3.7 Generation de patrons lere partie, illustre la 
generation et l'analyse de termes de degre 1, alors que la Figure 3.8 Generation de 
patrons, 2eme partie illustre la generation et l'analyse de termes de degre superieur. II 
est necessaire de mentionner quelques conventions : lorsqu'un contour delimite un 
groupe d'interactions, ceci veut dire qu'il s'agit d'une boucle, d'une alternative ou d'une 
reference qui envoie sur un autre diagramme. 
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En particulier, le groupe loop veut dire que tant et aussi longtemps que la condition 
enoncee est valide, la sequence d'interactions dans les limites du contour sera executee 
de facon repetee. Par exemple, l'entete loop [d<upToD] veut dire que tant et aussi 
longtemps que d sera plus petit que upToD, le code a l'interieur du contour sera execute. 
De facon analogue, si on trouve l'etiquette alt, ceci represente un groupement de 
sequences dont 1'execution peut ou ne peut pas s'executer dependamment si la condition 
enoncee s'avere vraie. C'est ainsi que l'etiquette alt [isPrime=true], veut dire que la 
suite de sequences dans le rectangle s'executera si et seulement si la valeur retournee a 
l'etape precedente isPrime est vraie. 
Si on trouve l'etiquette ref, on doit se referer a un diagramme connexe car par souci de 
clarte et dans le but d'assurer la comprehension du fonctionnement global de la 
sequence, certains details ont ete traites separement. C'est le cas de 
ref[findIf!nCandidate] et de ref[AnalyzeIfCandidateOrPrime] qui apparaissent dans la 
Figure 3.8 et qui se referent a la Figure 3.9, Figure 3.10. 
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Figure 3.8 Generation de patrons, 2 partie 
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findtflnCandiefate 5 
o aenFatt:LftDalparithm primCand:foundPattem 
loop \i<€\) 










P foundlnCd 1=false 






Figure 3.10 AnalyzelFCandidateOrPrime, reference de support a la generation de patrons 
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3.3 Formation de lafonction discriminante et classification 
Dans le logiciel, lorsque l'utilisateur indique qu'il desire fournir un ensemble de tests les 
etapes suivantes s'executent en ordre sequentiel: lecture du fichier de tests (contenant 
des observations converties en format binaire au prealable), evaluation des observations 
par les patrons, obtention de poids de patrons et evaluation de la fonction discriminante. 
D'un point de vue des interactions, voici un apercu detaille des interactions illustrees 
dans la Figure 3.11 Formation de la fonction discriminante et classification de nouvelles 
observations. : 
• L'objet o_genPatt de la classe LADAlgorithm fait appel a la methode de lecture 
de fichiers de texte orderReadFile de l'objet input de la classe foundPatterns. Le 
vecteur testResp contenant une representation du fichier de reponses est retourne. 
• L'objet o_genPatt fait appel a la fonction evalDiscriminantFunction de l'objet 
primCand de la classe foundPatterns afin d'evaluer les observations de tests par 
les patrons positifs. Le vecteur posTruthVal qui contient la liste de patrons 
valides pour chaque observation de l'ensemble de tests est retourne. 
• L'objet o_genPatt fait appel a la fonction evalDiscriminantFunction de l'objet 
negPrimCand de la classe foundPatterns afin d'evaluer les observations de tests 
par les patrons negatifs. Le vecteur negTruthVal qui contient la liste de patrons 
valides pour chaque observation de l'ensemble de tests est retourne. 
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• L'objet o_genPatt fait appel a la fonction getNumPointsCovered de l'objet 
primCand , pour obtenir la liste d'observations de l'historique couverte par 
chaque patron positif. Le vecteur ptCov est retourne. 
• L'objet o_genPatt fait appel a la fonction getNumPointsCovered de l'objet 
negPrimCand pour obtenir la liste d'observations de l'historique couverte par 
chaque patron negatif. Le vecteur negPtCov est retourne. 
• Execution d'une boucle (loop[i<posTruthVal.size()]) de calcul de la fonction 
discriminante en ce qui a trait aux patrons positifs pour chaque observation 
(posSum): Obtention de poids de l'ieme patron positif (ptCov.at(i).size()), 
obtention de valeur booleenne qui indique si ieme patron positif valide 
1'observation en question. 
• Execution d'une boucle de calcul (loop[i<negTruthVal.size()]) de la fonction 
discriminante en ce qui a trait aux patrons negatifs pour chaque observation 
(negSum). 
• Pour chaque observation, on soustrait le score de la fonction discriminante liee 
aux patrons negatifs du score de la fonction discriminante liee aux patrons 
positifs. (sumPosVect.at(i) - sumNegVect.at(i)) 
• Le vecteur rettestResp contient le score de la fonction discriminante pour 
chaque observation de tests. 
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Figure 3.11 Formation de la fonction discriminante et classification de nouvelles observations. 
85 
CHAPITRE 4 
APPLICATIONS A LA MAINTENANCE CONDITIONNELLE 
Nous allons etudier l'utilisation du logiciel LAD-CBM dans le cadre de deux 
applications de maintenance de machines. Nous avons cherche des donnees industrielles 
de maintenance publiees dans la litterature de maintenance, ayant comme criteres 
d'avoir des observations qui ont deja ete nettoyees et qui n'avaient pas de valeurs 
manquantes. II etait egalement important d'avoir un ensemble de tests pour lequel on 
connaissait l'etat a priori (meme si cette information n'etait pas utilisee dans le logiciel), 
a des fins devaluation de la performance du logiciel LAD-CBM. 
Nous allons done decrire les resultats des etapes du LAD appliques a deux etudes de cas. 
Dans un premier temps, nous etudierons le cas d'un mecanisme de roulement pour 
lequel on a 8 observations et 6 indicateurs reels. Dans un deuxieme temps, nous 
traiterons le cas d'un transformateur de courant pour lequel on a 50 observations et 5 
indicateurs reels. 
Vu que les observations se constituent des indicateurs reels, et tel qu'il a ete decrit en 
2.1.1 La conversion binaire de donnees, nous ne pourrons pas interpreter les patrons 
directement dans le domaine du probleme. Une solution est proposee dans la section 
Conclusions et Futures Recherches. 
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Toutes les experiences du logiciel LAD-CBM ont ete conduites sur un ordinateur muni 
d'un processeur de 32 bit Intel Pentium-M 760 de 2.13 GHz avec 2 Go de memoire vive 
sur Windows Vista. 
4.1 Maintenance conditionnelle d'un mecanisme de roulement 
Dans l'etude de (Sun Q., et al., 2004), des capteurs ont ete installes pres d'un mecanisme 
de roulement d'un appareil de forage et les donnees de vibration obtenues ont ete 
analysees dans le domaine temporel. 
A titre indicatif, la Figure 4.1, montre un mecanisme de roulement generique ainsi que 
les composants ou des defauts arrivent le plus frequemment: 
u l e d e ' . 
,, ^ exteneure 
roulement y 
•Kf-f U *M: kvL %*• 
* i ~ . i. &. X^f *U~f -JL~ -ML. %^# &A*. -Aw W 
Figure 4.1 Diagramme d'un roulement mecanique a billes 
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Pour chaque signal capture a 8 intervalles differents, six indicateurs de l'amplitude de 
vibration ont ete calcules, il s'agit de donnees dans le domaine du temps. Ces 
parametres sont: facteur de crete (Cf, par son sigle en anglais), la valeur de Kurtosis 
(Kv), le facteur de marge (CI), le facteur d'impulsion (If), la racine carree relative (Rv) y 
la valeur relative entre pics (Pk). Ces donnees sont presentees dans le Tableau 4.1. 





































































La premiere etape consiste a definir un ensemble d'apprentissage et un ensemble de tests 
Dans ce cas-ci, les donnees etant peu nombreuses, on a forme de facon aleatoire des 
groupes de 6 observations qui seraient l'ensemble d'apprentissage et les 2 observations 
restantes, une positive et l'autre negative serviraient comme des observations de tests. 
II existe (^) x (*) = 4 x 4 = 16 (c'est-a-dire le nombre de facons de choisir une 
observation positive parmi les quatre observations positives existantes multiplie par le 
nombre de facons de choisir une observation negative parmi les quatre observations 
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negatives existantes) manieres differentes de choisir ces ensembles et nous avons etudie 
toutes les combinaisons possibles en sachant que tout ensemble de tests devra etre 
compose d'une observation negative et d'une observation positive. 
























































Les observations resultant de la conversion au format binaire pour l'essai 1 sont 
presentees dans le Tableau 4.3. 
Tableau 4.3 Observations en format binaire pour le premier essai - Mecanisme de roulement 







Essai 1 - Ensemble de tests 
0,1,1,1,1,0,0,0,1,1,0,1,1,0,0,0,1,1,0,0,0 
0,0,0,1,0,1,0,1,1,0,1,1,0,1,0,1,1,0,1,0,1 








































Selon la convention adoptee, Petat normal correspond a 0, alors qu'on assigne Petat 1 
aux etats de defaut. 
Avec les observations en format binaire, nous procedons a la generation de patrons. 
Lors du premier essai, 49 patrons negatifs et 38 patrons positifs ont ete trouves. Voici les 
cinq premiers patrons negatifs et les cinq premiers patrons positifs obtenus lors de Pessai 
1, a partir de Pensemble d'apprentissage en format binaire. Le restant de patrons de 
chaque essai se trouve a PAnnexe B. Les patrons positifs sont ceux qui qualifient Petat 
comme defectueux alors que les patrons negatifs le qualifient comme normal. Dans 
cette liste de patrons, on adopte la notation du logiciel en anglais et on suit le format 
suivant: (Patron positif ou negatif) (#identifiant du patron) : (Indicateurs booleens qui 
forment le patron) (Identifiant des observations couvertes par le patron). De plus, 
lorsqu'un indicateur est precede par NOT, ceci indique le caractere negatif au sens 
booleen de Pindicateur. 
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Tableau 4.5 Cinq patrons positifs et cinq premiers patrons negatifs du premier essai - Mecansime 
de roulement 
Identifiant du patron 
Negative pattern #1: 
Negative pattern #2 
Negative pattern #3: 
Negative pattern #4 
Negative pattern #5: 
Positive pattern #1: 
Positive pattern #2: 
Positive pattern #3: 
Positive pattern #4: 














Observations couvertes par ce 
patron: 4,5,6 
Observations couvertes par ce 
patron: 4,5,6 
Observations couvertes par ce 
patron: 4 
Observations couvertes par ce 
patron: 5,6 
Observations couvertes par ce 
patron: 4,5,6 
Observations couvertes par ce 
patron: 1,2,3 
Observations couvertes par ce 
patron: 1,2,3 
Observations couvertes par ce 
patron: 1,2 
Observations couvertes par ce 
patron: 3 
Observations couvertes par ce 
patron: 1,2 
Dans cet exemple, on remarque que certaines observations sont couvertes par plus dxun 
patron. Un patron a est redondant, s'il existe un autre patron b qui couvre toutes les 
observations couvertes par le patron a, en plus de couvrir d'autres observations. 
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Bien que dans la phase de generation de patrons, on vise a capturer tous les aspects 
significatifs d'un phenomene, il est souvent inefficace d'utiliser un nombre trop eleve de 
patrons. D'une part, ceci rend plus difficile 1'interpretation des resultats de classification 
car il faudrait analyser un plus grand nombre de resultats positifs de chaque patron 
individuel, et d'autre part, 1'utilisation de patrons redondants ne contribuerait que 
marginalement au resultat final. 
Voici une synthese du nombre de patrons generes dans chacun des essais et le temps 
d'execution pour les trouver. 



















49 patrons negatifs 
38 patrons positifs 
10 patrons negatifs 
10 patrons positifs 
61 patrons negatifs 
49 patrons positifs 
61 patrons negatifs 
49 patrons positifs 
43 patrons negatifs 
38 patrons positifs 
10 patrons negatifs 
10 patrons positifs 
Temps d'execution 
5 secondes 260 ms 
2 secondes 200 ms 
5 secondes 600ms 
4 secondes 300 ms 
2 s 200ms 
4s 200ms 
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52 patrons negatifs 
52 patrons positifs 
52 patrons negatifs 
52 patrons positifs 
43 patrons negatifs 
38 patrons positifs 
10 patrons negatifs 
10 patrons positifs 
52 patrons negatifs 
52 patrons positifs 
52 patrons negatifs 
52 patrons positifs 
7 patrons negatifs 
8 patrons positifs 
10 patrons negatifs 
10 patrons positifs 
10 patrons negatifs 
10 patrons positifs 
10 patrons negatifs 
10 patrons positifs 
Temps d'execution 










Dans l'application precddente, le nombre de patrons (voir Annexe B pour la liste 
complete de patrons) est grand par rapport au petit nombre d'observations dans 
l'ensemble d'apprentissage. II serait possible d'eliminer certains patrons qui couvrent 
des cas rares et specifiques qui sont deja converts par de patrons plus generaux, sans que 
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les resultats ne se degradent. De cette facon, on arriverait a avoir un ensemble de patrons 
minimal qui decrit bien le phenomene en question. Cet ensemble minimal est appele 
ensemble de couverture. La generation d'un tel ensemble depasse le but de ce travail, 
mais une description plus en details est incluse dans la section Conclusions. 
II est aise de constater que malgre le fait que la generation de patrons a ete conduite afm 
de detecter les patrons jusqu'au degre 5 et que les observations ont ete binarisees en 11 
ou plus d'indicateurs binaires (selon l'essai specifique), tous les patrons sont de 
maximum degre 2. Ceci veut dire que les patrons ont un plus grand pouvoir 
generalisateur (comme ils sont plus generaux, ils couvrent un plus grand nombre des 
observations de Pensemble d'apprentissage) et en meme temps qu'un petit nombre 
d'indicateurs binaires, sont necessaires pour qualifier une observation. 
Voici les resultats de classification de chacun des essais. Dans chacun des essais, dans 
les donnees de tests, la premiere observation correspond a une observation positive (etat 
defectueux) alors que la deuxieme correspond a l'etat normal. L'etat etait connu a priori, 
afin de pouvoir calculer Pefficacite de classification de Palgorithme. 



























































Pour definir si l'etat d'une observation devrait etre classifie comme defectueux ou 
normal a partir de la valeur de classification, on doit definir de valeurs seuil. Ces 
valeurs sont dependantes du probleme. Une des approches utilisees serait celle de 
minimiser l'erreur de faux negatifs et/ou de faux positifs. Cependant, avec un si petit 
nombre de donnees historiques, cette procedure n'est pas utile car l'influence de valeurs 
aberrantes peut mettre en compromis la validite de la valeur seuil choisie. 
Generalement, Papproche serait de definir des valeurs seuil de classification et de 
classifier des nouvelles observations. Une fois l'etat reel de ces observations connu, on 
calculerait les mesures d'efficacite (faux positif, faux negatif et decisions correctes) de 
classification et on ajusterait les valeurs seuil au besoin afin d'ameliorer les 
performances. 
Dans notre cas, on n'a pas un grand banc de donnees de maintenance qui nous 
permettrait de simuler l'arrivee de nouvelles observations. Empiriquement, nous 
pouvons par contre, evaluer les donnees d'apprentissage par la fonction de classification 
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afin de voir quels sont les scores minimaux et maximaux de classification obtenus tant 
pour les observations positives que negatives. 
Nous avons privilegie cette approche et ensuite cree une zone d'indecision autour du 
point neutre (generalement 0). Toute tentative d'elargir les zones positives et/ou 
negatives doit se faire de maniere exploratoire (la valeur specifique doit etre trouvee par 
essai et erreur) ayant comme critere de reduire la zone d'indecision sans pour autant 
augmenter le risque de defaillance non-detectee. 
Dans nos essais sur les observations de maintenance de cette application de mecanisme 
de roulement, ainsi que sur les observations du transformateur de courant traite dans la 
section 4.2 Maintenance conditionnelle d'un transformateur de courant, nous avons 
recense que generalement, le fait d'etablir une zone d'indecision de longueur 0.1 (5% de 
la longueur de l'echelle de classification -1 a +1) et centree a -0.1 du point neutre, est 
une bonne pratique. Ceci represente un bon compromis entre la prediction correcte des 
observations positives et les faux positifs et constitue un moyen adequat pour diminuer 
1'influence de la zone d'indecision sur l'exactitude de la fonction de classification. 
Le choix de centrer la zone d'indecision a -0.1 du point neutre, provient du fait qu'en 
maintenance, on prefere detecter un risque de defaillance (associe a l'etat positif des 
observations) que de le laisser passer inapercu, quitte a generer quelques fausses 
alarmes. En deplacant la zone d'indecision a gauche du 0, on elargit la zone de 
classification positive. 
Dans le Tableau 4.8, nous presentons un exemple de calcul. 
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Tableau 4.8 Exemple de calcul de la zone d'indecision et des zones dc decision - Mecanisme de 
roulement 
Essai 1 
Observations positives Val Max = 0.826667 ; Val Min= 
Observations negatives Val Max = -0.705882; Val Min 
Point neutre = Val Max (Obs 
Zone d'indecision 
. negatives) + Val min (Obs 
Centree sur : Point neutre - 0.1 = 
Borne inferieur -0.152-0.05 = 
Borne superieur -0.152+0.05 
Decision de classification 
Etat = Positif si 













. positives) = -0.052 
= -0.152 
-0.10 







































































































































































Au cours de ces essais, le taux d'efficacite de precision deduit du Tableau 4.9 est de 
84.37% (27 classifications correctes sur 32 observations), le taux de faux negatifs est de 
9.375% (3 observations sur 32 observations classifiees comme negatives, alors que l'etat 
reel est positif) et le taux de fausses alarmes est de 6.25% (2 observations sur 32 
observations classifiees comme positives, alors que l'etat reel est negatif). 
Bien que cette performance ne soit pas tout a fait satisfaisante, il faut tenir compte du 
fait que le nombre restreint d'observations disponibles pour l'apprentissage (4 
observations) est une limitation a l'etape d'apprentissage. 
Tel qu'il arrive avec les approches statistiques qui ont besoin d'un bon nombre 
d'observations pour qu'une analyse ne soit pas faussee par des donnees aberrantes, la 
performance du LAD depend egalement du volume de donnees. Dans l'exemple 
suivant, nous allons traiter une application avec un plus grand nombre d'observations. 
4.2 Maintenance conditionnette d'un transformateur de courant 
La deuxieme application est reliee aux donnees analytiques de gaz dissout (DGA, 
Dissolved gas analysis) comme methode diagnostique de detection de defaillances 
internes des transformateurs de courant. Ces gaz sont produits par la degradation de 
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l'huile de transformateur et de composants et d'isolants contenus dans le transformateur. 
Cette degradation est acceleree en presence d'un defaut structurel du transformateur. 
Dans (Lv G., et al. 2004), on presente des donnees experimentales de DGA. Quatre etats 
existent: Etat normal, rechauffement thermique, decharge a basse energie et decharge a 
haute energie. 
La base du diagnostic, ce sont les caracteristiques extraites de donnees brutes de cinq 
indicateurs qui sont presentees dans le Tableau 4.10: 
Tableau 4.10 Observations de Fhistorique - Transformateur de courant 
Etat 
Decharge de haute energie 




























































Dans l'etude enoncee, les donnees historiques ont servi a choisir aleatoirement des 
donnees pour former des ensembles d'apprentissage et de tests. 
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50 observations historiques du transformateur principal de 500kV de la sub-station de 
Pingguo de la compagnie de generation electrique du Sud de la Chine, ont ete utilisees 
pour l'apprentissage du LAD et ces donnees sont presentees dans le Tableau 4.10. 
Parmi cet echantillon de 50 observations, il existe 25 observations de rechauffement 
thermique, 15 observations de decharge de haute energie, 5 observations de l'etat normal 
et 5 observations de decharge de basse energie. 
La methode LAD permet d" identifier des observations appartenant a un de deux etats 
possibles. Bien qu'elle puisse etre adaptee a traiter davantage d'etats, ceci est en dehors 
des buts initiaux du projet. C'est la raison pour laquelle nous avons conduit 3 essais 
separement, dont l'etat negatif correspond toujours a l'etat normal alors que l'etat positif 
correspond a un de trois etats de defaillance (decharge de haute energie, decharge de 
basse energie et rechauffement thermique). 
Les fichiers en format binaire sont presentes a 1'Annexe C, tant pour 1'ensemble 
d'apprentissage que comme celui de tests. Voici une synthese quantitative du processus 
de conversion binaire. 
Essai 1 - Etats de haute energie et normal: 39 indicateurs binaires. 
Essai 2 - Etats de basse energie et normal: 35 indicateurs binaires. 
Essai 3 - Etats de rechauffement thermique et normal: 29 indicateurs binaires 
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Le Tableau 4.11 presente une synthese de resultats de Petape d'apprentissage. 
Tableau 4.11 Synthese de l'etape d'apprentissage - Transformateur de courant 
Etats 
Haute energie et 
normal 

































18 minutes et 40 
secondes 
35 minutes et 25 
secondes 
14 minutes et 32 
secondes 
22 minutes et 6 
secondes 
3 minutes et 10 
secondes 
5 minutes et 50 
secondes 
II faut noter que plus le degre d'un patron est petit, plus il est generique et plus il couvre 
davantage d'observations qu'un patron d'un degre d'ordre plus eleve. C'est ainsi que 
l'ajout de patrons de degre 4 n'apporte qu'un raffinement dans la classification de cas 
specifiques, mais les resultats sont sensiblement les memes que ceux trouves lorsqu'on 
se limitait aux patrons de degre 3. On a done privilegie l'utilisation de patrons d'un 
degre maximal de 3. 
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L'etat associe a chaque observation de l'ensemble de test etait connu d'avance, mais le 
fichier qui a ete utilise dans les essais n'inclut pas l'etat bien entendu. L'ensemble de 
tests consiste en 25 observations, dont 13 appartiennent a l'etat de rechauffement 
thermique, deux a l'etat decharge de haute energie, quatre a l'etat normal et six 
observations a l'etat de decharge de basse energie. Ces donnees sont presentees dans le 
Tableau 4.12. 
Tableau 4.12 Observations de tests - Transformateur de courant 
Etat 
Decharge de haute energie 
Decharge de basse energie 
Rechauffement thermique 























Tableau 4.12 Observations de tests - Transformateur de courant (suite et fin) 
Etat 
Etat normal 





Nous avons soumis l'ensemble de tests a la fonction de classification, une synthese de 
resultats obtenus est presentee dans le Tableau 4.13, le Tableau 4.14 et le Tableau 4.15. 
Tableau 4.13 Resultats de classification du ler essai: Etat de decharge de haute energie et normal -























Tableau 4.14 Resultats de classification du 2in" essai: Etats de decharge de basse energie et normal 

















Tableau 4.14 Resultats de classification du 2ime essai: Etats de dcchargc de basse energie et normal 






















Tableau 4.15 Resultats de classification du 3eme essai: Etats de rechauffement thermique et normal -












































Tableau 4.15 Resultats de classification du 36me essai: Etats de rechauffement thermique et normal -
















Pour trouver les valeurs limites a partir desquelles une observation de test est classified 
comme negative ou positive, nous suivons la meme procedure que dans l'application 
precedente, c'est-a-dire que nous soumettons l'ensemble d'apprentissage a la fonction de 
classification, pour arriver a ces valeurs seuil. Le Tableau 4.16 presente une synthese de 
l'etape de classification et les valeurs seuils deduits de l'ensemble d'apprentissage (en 
gras et majuscule, les resultats corrects de classification). 
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Nous remarquons que les resultats sont tres revelateurs au sujet du risque de defaillance, 
car au cours de deux premiers essais, toutes les observations pour lesquelles il existe de 
defaillances ont ete detectees. Seulement, au cours du troisieme essai, le risque de 
defaillance non detecte est de 17,64%. 
L'erreur liee aux fausses alarmes n'est presente qu'au cours du premier essai (33,33%) 
et dans le restant des cas, elle est nulle. La moyenne d'efficacite de classification de 
l'algorithme dans cette application est de 28 observations classifies correctement sur un 
total de 33, soit de 84,8%. 
Lors de travaux subsequents, il serait tres important d'implementer une fonctionnalite 
qui permette de passer de l'espace binaire des indicateurs presents dans les patrons 
generes vers les indicateurs originaux du domaine du probleme. Ceci permettrait non 
seulement de comprendre le phenomene en question, mais aussi de comprendre plus en 
details pourquoi certaines observations ne sont pas classifies correctement. 
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Dans la derniere section de conclusions, nous allons decrire les principales idees de 
recherches futures en vue d'augmenter la precision du logiciel LAD-CBM, et 
d'ameliorer le pouvoir explicatif des connaissances extraites. Nous aborderons 
egalement les principaux defis releves dans la conception du logiciel LAD-CBM. 
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CONCLUSIONS ET RECHERCHES FUTURES 
La maintenance conditionnelle preconise une approche proactive qui se sert de la 
surveillance des indicateurs de l'etat d'une machine et l'analyse de ces donnees pour 
recommander des actions de maintenance et/ou reparation. La methode LAD appliquee a 
la maintenance conditionnelle permet d'analyser un grand volume de donnees de 
l'historique d'une machine afin d'extraire des connaissances sous la forme de patrons 
sur les etats ou le risque de defaillance est eleve. 
L'auteur a etudie l'utilisation du LAD comme technique d'extraction de connaissances 
et de classification d'observations dans le domaine de la maintenance conditionnelle et 
construit les fondements d'un logiciel qui automatise son application. Des essais ont ete 
conclus sur deux ensembles d'observations de maintenance provenant de machines 
differentes et les resultats sont satisfaisants. II est cependant possible d'ameliorer la 
performance de l'algorithme en implementant certains modules de support et 
optimisation. 
Les resultats de ce travail de recherche sont de grande utilite dans un contexte 
industriel, notamment a cause du grand volume de donnees de maintenance gen6r6es a 
partir de capteurs dans les milieux industriels actuels et le besoin de faire un suivi de 
l'etat des machines. 
114 
Au cours des experiences menees dans cette etude, nous avons experiments les 
avantages considerables d'avoir concu le logiciel, car meme avec un nombre eleve 
d'observations et d'indicateurs, l'extraction de connaissances se fait dans un petit 
intervalle de temps et la classification de nouvelles observations se fait en moins d'une 
seconde. 
Ceci veut dire que meme si les conditions intrinseques des machines etudiees changent, 
ou si l'algorithme doit etre adapte a de nouvelles machines, on peut extraire des 
connaissances sous forme de patrons de facon rapide et automatisee (en autant qu'on 
fournisse l'etat pour les observations de l'historique) pour caracteriser les machines au 
moment present et la classification des nouvelles observations peut etre effectuee de 
facon immediate. 
II y a d'autres methodes d'exploration de donnees mais l'utilisation du LAD a la 
maintenance conditionnelle presente l'avantage d'agir non seulement en tant qu'outil de 
prediction de l'etat de la machine mais permet aussi de faire l'extraction de 
connaissances sous un format comprehensible pour les humains. 
Au niveau academique, cet avantage a lui seul est extremement interessant a cause de 
conclusions issues de 1'interpretation des connaissances extraites qui permettent de 
comprendre les phenomenes sous-jacents de defaillance. 
A continuation, nous presentons une synthese des principaux accomplissements dans la 
conception du logiciel LAD-CBM. Des ameliorations et de recherches futures sont 
egalement proposees. 
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Au cours de ce projet, nous avons developpe un outil informatique permettant d'analyser 
un fichier de donnees brutes dont on connait l'etat a priori (historique) pour ensuite 
determiner l'etat jusque-la inconnu a ce jour des nouvelles observations. La premiere 
etape consiste a faire une conversion binaire des observations de l'historique pour 
ensuite generer des expressions logiques (patrons) formees d'indicateurs binaires. Ces 
patrons decrivent la structure sous-jacente de donnees et constituent la base de la 
fonction de classification. 
Pour trouver les fonctions pseudo-booleennes qui permettent de classifier des nouvelles 
observations a partir de patrons trouves, on assigne un poids a chaque patron selon le 
nombre d'observations de l'ensemble d'apprentissage qu'il couvre. La fonction de 
classification serait une somme ponderee de revaluation des observations par rapport 
aux patrons. Le choix de valeurs seuils de classification pour l'etat positif et negatif se 
fait de facon empirique de maniere a reduire le risque de non-detection d'une anomalie 
tout en diminuant le nombre d"observations sur lesquelles le classificateur n'apporte pas 
de certitude (zone d'indecision). 
Un des principaux defis dans la construction du logiciel LAD-CBM, etait de choisir 
parmi le grand ensemble de modules et fonctionnalites abordes dans la theorie (Mayoral, 
E., 1998), ceux qui etaient absolument fondamentaux pour construire un logiciel 
fonctionnel de base. Bien que les modules aient ete choisis avant a l'etape de 
conception, le module de conversion binaire n'a ete implemente qu'apres avoir concu et 
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meme fait plusieurs essais du logiciel. Les avantages de Pautomatisation de la 
conversion binaire depassent largement Peffort de developpement. 
Dans un premier temps, il y a une grande economie de temps car la conversion binaire 
d'un ensemble d'observations comme le premier essai de l'exemple du transformateur 
de courant qui contient 5 indicateurs a l'origine mais qui resulte en 39 indicateurs 
binaires peut prendre plus de deux heures, si on le fait manuellement. II y aussi une 
possibility d'erreurs de calcul considerable. 
Lorsque la conversion binaire a ete developpee (effort de 4 heures-personne), elle 
permet de faire une conversion binaire equivalente de facon totalement automatisee en 
moins de 2 secondes sans risque d'erreur. 
Un autre defi releve est 1'adaptation de concepts theoriques du LAD a la pratique. En 
effet, le sujet de 1'analyse combinatoire et la croissance exponentielle du nombre de 
patrons generes avec le nombre d'indicateurs est une problematique interessante. Lors 
des premiers essais, lorsqu'on essayait de generer des patrons de degre 4 au maximum, 
1'algorithme ne terminait pas l'extraction apres 7 heures d'execution. Nous avons alors 
conclu qu'il fallait s'adresser au sujet de l'explosion combinatoire. 
Lors de la recherche d'alternatives de solutions, nous avons analyse toutes les etapes 
precedentes a la generation de patrons. Nous nous sommes rendus compte que la 
conversion binaire telle que proposee theoriquement (Hammer P.L., et al. 2000) genere 
un nombre trop eleve d'indicateurs binaires par rapport au nombre d'indicateurs de base. 
C'est ainsi qu'une technique reductrice du nombre d'indicateurs binaires a ete proposee, 
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voir section 2.1.1 La conversion binaire de donnees. Cette reduction nous a permis de 
reduire considerablement le nombre d'indicateurs binaires et aussi de reduire le temps de 
generation de patrons d'au-dela de 7 heures, a un maximum de temps d'environ 19 
minutes. Lors de la generation de patrons, le choix de structures de donnees appropriees 
a la navigation de candidats est essentiel. 
La litterature existante ne decrit guere comment choisir les valeurs seuils a partir 
desquelles une observation est classified comme etant positive ou negative, mais elle 
affirme que ces valeurs seuils dependent du probleme specifique traite. Nous avons 
mene une analyse de l'incidence de fausses alarmes (faux positifs) et des etats de risque 
de defaillance non detectees, faux negatifs, afin de determiner l'erreur acceptable dans le 
contexte de maintenance conditionnelle. Ensuite, avec ces objectifs, nous avons etabli 
une zone d'indecision qui limitait les zones de classification positive et negative et qui 
tenait compte du fait qu'en maintenance, la non-detection d'une observation associee a 
l'etat de risque de defaillance et plus severe que le fait de generer une fausse alarme. 
Nous voulons egalement noter que le logiciel n'a pas necessite d'une synchronisation 
pour passer d'une application a l'autre et que les etapes suivies ont ete identiques tant 
dans l'exemple du mecanisme de roulement que dans le cas du transformateur de 
courant. Cette caracteristique etait un des buts du present travail qui visait le 
developpement d'un outil d'exploration dans le domaine de la maintenance 
conditionnelle, qui possede un bon taux de precision au niveau de la classification sans 
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que Putilisateur ne soit oblige de faire de synchronisation de la methode par rapport aux 
specificites du probleme traite. 
L'outil informatique developpe est un prototype de developpement (voir Figure 3.1 
Modules du logiciel LAD-CBM) qui devrait etre adapte afin d'ameliorer sa precision et 
le type de problemes de maintenance conditionnelle qui peuvent etre traites. 
Presentement, l'outil ne permet de classifier que des observations appartenant a un des 
deux etats. Cependant, l'approche preconisee peut etre adaptee a plus de deux etats, ce 
qui serait utile non seulement pour detecter un risque de defaillance, mais egalement le 
type de defaillance. 
La generation de patrons est une operation lente ; au-dela du degre 4 et pour un nombre 
d'indicateurs binaires superieurs a 40 ainsi qu'un historique de 20 observations ou plus, 
la generation de patrons peut prendre au-dela de 20 minutes. L'obtention d'un ensemble 
de support (covering set en anglais) pour representer les mesures des observations en 
format binaire serait done 1'amelioration de performance la plus importante qui pourrait 
etre incorporee au logiciel LAD-CBM. Cet ensemble de support consiste a eliminer le 
plus grand nombre d'indicateurs binaires qui sont redondants, tout en assurant le 
maintien de la propriete fondamentale qui stipule qu'aucune observation ne peut pas etre 
positive et negative en meme temps. (Hammer P., et al., 2000) 
En vue d'obtenir une couverture totale des donnees de l'historique, il serait egalement 
judicieux d'implementer 1'algorithme de generation descendante (du degre maximal 
jusqu'aux patrons de plus petit degre) de patrons pour les observations pour lesquelles 
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on n'a pas trouve de patrons lorsque Ton a execute Palgorithme de generation de patrons 
ascendante jusqu'un certain degre. Dans le cas du travail actuel, on a genere des patrons 
jusqu'au degre ou toutes les observations etaient couvertes, tout en acceptant une longue 
duree d'execution de l'etape d'apprentissage. 
II serait egalement interessant d'etudier l'effet de l'exclusion systematique de patrons 
redondants (de patrons qui couvrent des observations que d'autres patrons couvrent deja) 
sur la qualite de la fonction de classification. 
Lorsque les observations sont des mesures nominales ou sont deja en format binaire, 
F interpretation de patrons est assez directe car les indicateurs contenus dans les patrons 
sont les memes ou sont faciles a deduire a partir ceux du domaine du probleme. 
Cependant, si les observations possedent des indicateurs reels, F interpretation des 
connaissances extraites sous forme de patrons n'est pas directe, car ces derniers 
contiennent des indicateurs binaires differents des indicateurs du probleme. II faudrait 
done construire une fonction qui permettrait de faire le lien entre un ou plusieurs 
indicateurs binaires et les indicateurs originaux, voir section 2.1.1 . La conversion 
binaire de donnees. Ceci aiderait enormement a la comprehension du phenomene de 
defaillance ainsi que de resultats de classification. 
L'outil informatique beneficierait egalement d'avoir des outils graphiques afin de 
comprendre la couverture de patrons et les resultats de la classification des observations 
de tests. Lorsque le nombre de donnees devient considerable, une analyse graphique 
afin de comprendre ou se situe une observation de test par rapport aux observations 
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ANNEXE A 
ETUDE DE PRESCRIPTION DE VERRES DE CONTACT 































































































































































APPLICATION DE CBM AU MECANISME DE ROULEMENT 
Resultats de l'etape d'apprentissage (generation de patrons) 
Tableau B.l Patrons generes au cours du premier essai - Mecanisme de roulement 
Essai 1 - Generation de patrons 
49 patrons negatifs, 28 patrons positifs. 
Negative pattern #1: NOT 1 Observations covered by this pattern: 4,5,6 
Negative pattern #2: NOT 2 Observations covered by this pattern: 4,5,6 
Negative pattern #3: 4 Observations covered by this pattern: 4 
Negative pattern #4: 7 Observations covered by this pattern: 5,6 
Negative pattern #5: 9 Observations covered by this pattern: 4,5,6 
Negative pattern #6:12 Observations covered by this pattern: 4 
Negative pattern #7: 15 Observations covered by this pattern: 5,6 
Negative pattern #8: 17 Observations covered by this pattern: 4 
Negative pattern #9: 20 Observations covered by this pattern: 5,6 
Negative pattern #10: 3,NOT 5 Observations covered by this pattern: 4 
Negative pattern #11: 3,NOT 6 Observations covered by this pattern: 4,5,6 
Negative pattern #12: 3,NOT 10 Observations covered by this pattern: 4,5,6 
Negative pattern #13: 3,NOT 13 Observations covered by this pattern: 4 
Negative pattern #14: 3,NOT 14 Observations covered by this pattern: 4,5,6 
Negative pattern #15: 3,NOT 18 Observations covered by this pattern: 4 
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Tableau B.l Patrons generes au cours du premier essai - Mecanisme de roulement (suite) 
Essai 1 - Generation de patrons 
49 patrons negatifs, 28 patrons positifs. 
Negative pattern #16: 3,NOT 19 Observations covered by this pattern: 4,5,6 
Negative pattern #17: 5,NOT 6 Observations covered by this pattern: 5,6 
Negative pattern #18: 5,NOT 10 Observations covered by this pattern: 5,6 
Negative pattern #19: 5,NOT 14 Observations covered by this pattern: 5,6 
Negative pattern #20: 5,NOT 19 Observations covered by this pattern: 5,6 
Negative pattern #21: NOT 5,8 Observations covered by this pattern: 4 
Negative pattern #22: NOT 5,11 Observations covered by this pattern: 4 
Negative pattern #23: NOT 5,16 Observations covered by this pattern: 4 
Negative pattern #24: NOT 6,8 Observations covered by this pattern: 4,5,6 
Negative pattern #25: NOT 6,11 Observations covered by this pattern: 4,5,6 
Negative pattern #26: NOT 6,13 Observations covered by this pattern: 5,6 
Negative pattern #27: NOT 6,16 Observations covered by this pattern: 4,5,6 
Negative pattern #28: NOT 6,18 Observations covered by this pattern: 5,6 
Negative pattern #29: 8,NOT 10 Observations covered by this pattern: 4,5,6 
Negative pattern #30: 8,NOT 13 Observations covered by this pattern: 4 
Negative pattern #31: 8,NOT 14 Observations covered by this pattern: 4,5,6 
Negative pattern #32: 8,NOT 18 Observations covered by this pattern: 4 
Negative pattern #33: 8,NOT 19 Observations covered by this pattern: 4,5,6 
Negative pattern #34: NOT 10,11 Observations covered by this pattern: 4,5,6 
Negative pattern #35: NOT 10,13 Observations covered by this pattern: 5,6 
Tableau B.l Patrons generes au cours du premier essai - Mecamsme de roulement (suite) 
Essai 1 - Generation de patrons 
49 patrons negatifs, 28 patrons positifs. 
Negative pattern #36: NOT 10,16 Observations covered by this pattern: 4,5,6 
Negative pattern #37: NOT 10,18 Observations covered by this pattern: 5,6 
Negative pattern #38: ll ,NOT 13 Observations covered by this pattern: 4 
Negative pattern #39: ll ,NOT 14 Observations covered by this pattern: 4,5,6 
Negative pattern #40: ll ,NOT 18 Observations covered by this pattern: 4 
Negative pattern #41: ll ,NOT 19 Observations covered by this pattern: 4,5,6 
Negative pattern #42: 13,NOT 14 Observations covered by this pattern: 5,6 
Negative pattern #43:13,NOT 19 Observations covered by this pattern: 5,6 
Negative pattern #44: NOT 13,16 Observations covered by this pattern: 4 
Negative pattern #45: NOT 14,16 Observations covered by this pattern: 4,5,6 
Negative pattern #46: NOT 14,18 Observations covered by this pattern: 5,6 
Negative pattern #47: 16,NOT 18 Observations covered by this pattern: 4 
Negative pattern #48: 16,NOT 19 Observations covered by this pattern: 4,5,6 
Negative pattern #49: 18,NOT 19 Observations covered by this pattern: 5,6 
Positive pattern #1:1 Observations covered by this pattern: 1,2,3 
Positive pattern #2: 2 Observations covered by this pattern: 1,2,3 
Positive pattern #3: NOT 3 Observations covered by this pattern: 1,2 
Positive pattern #4: 6 Observations covered by this pattern: 3 
Positive pattern #5: NOT 8 Observations covered by this pattern: 1,2 
Positive pattern #6: NOT 9 Observations covered by this pattern: 1,2,3 
Positive pattern #7:10 Observations covered by this pattern: 3 
Tableau B.l Patrons generes au cours du premier essai - Mecanisme de roulement (suite) 
Essai 1 - Generation de patrons 
49 patrons negatifs, 28 patrons positifs. 
Positive pattern #8: NOT 11 Observations covered by this pattern: 1,2 
Positive pattern #9:14 Observations covered by this pattern: 3 
Positive pattern #10: NOT 16 Observations covered by this pattern: 1,2 
Positive pattern #11:19 Observations covered by this pattern: 3 
Positive pattern #12: NOT 4,NOT 5 Observations covered by this pattern: 1,2 
Positive pattern #13: NOT 4,NOT 7 Observations covered by this pattern: 1,2,3 
Positive pattern #14: NOT 4,NOT 13 Observations covered by this pattern: 1,2 
Positive pattern #15: NOT 4,NOT 15 Observations covered by this pattern: 
1,2,3 
Positive pattern #16: NOT 4,NOT 18 Observations covered by this pattern: 1,2 
Positive pattern #17: NOT 4,NOT 20 Observations covered by this pattern: 
1,2,3 
Positive pattern #18: 5,NOT 7 Observations covered by this pattern: 3 
Positive pattern #19: 5,NOT 15 Observations covered by this pattern: 3 
Positive pattern #20: 5,NOT 20 Observations covered by this pattern: 3 
Positive pattern #21: NOT 5,NOT 12 Observations covered by this pattern: 1,2 
Positive pattern #22: NOT 5,NOT 17 Observations covered by this pattern: 1,2 
Positive pattern #23: NOT 7,NOT 12 Observations covered by this pattern: 
1,2,3 
Positive pattern #24: NOT 7,13 Observations covered by this pattern: 3 
Positive pattern #25: NOT 7,NOT 17 Observations covered by this pattern: 
1,2,3 
Positive pattern #26: NOT 7,18 Observations covered by this pattern: 3 
132 
Tableau B.l Patrons generes au cours du premier essai - Mecanisme de roulement (suite et fin) 
Essai 1 - Generation de patrons 
49 patrons negatifs, 28 patrons positifs. 
Positive pattern #27: NOT 12,NOT 13 Observations covered by this pattern: 1,2 
Positive pattern #28: NOT 12,NOT 15 Observations covered by this pattern: 
1,2,3 
Positive pattern #29: NOT 12,NOT 18 Observations covered by this pattern: 1,2 
Positive pattern #30: NOT 12,NOT 20 Observations covered by this pattern: 
1,2,3 
Positive pattern #31: 13,NOT 15 Observations covered by this pattern: 3 
Positive pattern #32:13,NOT 20 Observations covered by this pattern: 3 
Positive pattern #33: NOT 13,NOT 17 Observations covered by this pattern: 1,2 
Positive pattern #34: NOT 15,NOT 17 Observations covered by this pattern: 
1,2,3 
Positive pattern #35: NOT 15,18 Observations covered by this pattern: 3 
Positive pattern #36: NOT 17,NOT 18 Observations covered by this pattern: 1,2 
Positive pattern #37: NOT 17,NOT 20 Observations covered by this pattern: 
1,2,3 
Positive pattern #38:18,NOT 20 Observations covered by this pattern: 3 
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ANNEXE C 
APPLICATION DE CBM AU TRANSFORMATEUR DE 
COURANT 
Tableau C.l Donnees d'apprentissage. Etat de decharge de haute energie et etat normal 
- Transformateur de courant 


















Tableau C.l Donnees d'apprentissage. Etat de decharge de haute energie et etat normal 
- Transformateur de courant (suite ct fin) 





Tableau C.2 Donnees de test. Etat de decharge de haute energie et etat normal 
- Transformateur de courant 








Tableau C.3 Donnees d'apprentissage - Etat de decharge de basse energie et etat normal 
- Transfoi matcur de courant 












Tableau C.4 Donnees de test - Etat de decharge de basse energie et etat normal - Transformateur 
de courant 












Tableau C.5 Donnees d'apprentissage - Etat de rechauffement thermique et etat normal 
Transformateur de courant 
























Tableau C.5 Donnees d'apprentissage - Etat de rechauffement thermique et etat normal 
- Transformateur de courant (suite et fin) 








Tableau C.6 Donnees tie test. Etat de rechauffement thermique et etat normal - Transformateur 
de courant 
Donnees de test - Etat de rechauffement thermique et etat normal 
0,1,0,1,0,1,0,1,0,1,1,1,1,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,1,0 
0,1,0,1,1,0,0,0,0,0,1,1,1,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1 
0,1,0,1,0,1,0,1,0,1,1,1,1,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1 
0,0,0,0,0,0,0,0,0,0,1,1,1,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1 
0,1,0,1,0,1,0,1,0,1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
0,1,0,1,0,1,0,1,0,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
0,1,0,1,0,1,0,1,0,1,1,1,1,1,0,1,0,1,0,1,0,1,1,0,0,0,0,0,0,0 
0,1,0,1,0,1,0,1,0,1,1,1,1,1,0,1,0,1,0,1,0,1,1,0,0,0,0,0,0,0 
0,0,0,0,0,0,0,0,0,0,1,1,1,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,1,0 
0,1,0,1,0,1,0,1,0,1,1,1,1,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1 
0,1,0,1,1,0,0,0,0,0,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
0,0,0,0,0,0,0,0,0,0,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
0,1,0,1,0,1,0,1,0,1,1,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1 
0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1,1,0 
0,1,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,1,0,1,0,1,0,1,1,0,0,0,0,0,0,0 
0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 
