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Abstract
Let G1; G2; : : : ; Gt be an arbitrary t-edge colouring of Kn, where for each i∈{1; 2; : : : ; t}, Gi is
the spanning subgraph of Kn consisting of all edges coloured with colour i. The upper domination
Ramsey number u(n1; n2; : : : ; nt) is de.ned as the smallest n such that for every t-edge colouring
G1; G2; : : : ; Gt of Kn, there is at least one i∈{1; 2; : : : ; t} for which /Gi has upper domination
number at least ni. We show that 136u(3; 3; 3)614. c© 2002 Elsevier Science B.V. All rights
reserved.
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1. Introduction
Let G=(V; E) be a graph with vertex set V and edge set E, and let v be a vertex in V .
The open neighbourhood of v is N (v)= {u∈V | uv∈E} and the closed neighbourhood
of v is N [v] = {v} ∪ N (v). For a set S of vertices, we de.ne the open neighbourhood
N (S) =
⋃
v∈S N (v), and the closed neighbourhood N [S] = N (S) ∪ S. A set S ⊆V is a
dominating set if every vertex not in S is adjacent with a vertex in S. A set S ⊆V is
an irredundant set of G if for every vertex v∈ S there exists a vertex w∈N [v] such
that w ∈N [S − {v}]. The upper domination number of G, denoted by (G), is the
maximum cardinality of a minimal dominating set of G, while the upper irredundance
number of G, denoted by IR(G), is the maximum cardinality of an irredundant set of
G. A minimal dominating set of cardinality (G) is called a (G)-set and an irre-
dundant set of cardinality IR(G) is called an IR(G)-set. Domination in graphs, with
its many variations, has been studied extensively. The book by Chartrand and Lesniak
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[5] includes a chapter on domination. For a more thorough study of domination in
graphs, see Haynes et al. [14,15].
It is apparent that irredundance is an hereditary property and that any independent set
is also irredundant. Since every minimal dominating set is an irredundant set, we have
(G)6IR(G) for all graphs G. Furthermore, since every maximum independent set
is also a dominating set, we have (G)6(G) for all graphs G, where (G) denotes
the independence number of G. Hence the parameters ;  and IR are related by the
following inequality chain, which was .rst noted by Cockayne and Hedetniemi [9] and
has received considerable attention in the literature.
Proposition 1. For every graph G; (G)6(G)6IR(G).
The classical Ramsey number r(m; n) is usually de.ned as the smallest integer p
such that for any graph G of order p; G contains an m-clique or /G contains an n-clique
(where an m-clique is a complete subgraph of order m). Since cliques in a graph
G are precisely independent sets in the complement /G, the Ramsey number r(m; n)
can also be de.ned using independence. More precisely, r(m; n) is the smallest inte-
ger p such that for any graph G of order p; ( /G)¿m or (G)¿n. In general, let
G1; G2; : : : ; Gt be an arbitrary t-edge colouring of Kn, where for each i∈{1; 2; : : : ; t}; Gi
is the spanning subgraph of Kn whose edges are coloured with colour i. The classi-
cal Ramsey number r(n1; n2; : : : ; nt) is the smallest value of n such that for every
t-edge colouring G1; G2; : : : ; Gt of Kn, there is an i∈{1; 2; : : : ; t} for which ( /Gi)¿ni.
An entire issue of the Journal of Graph Theory (Vol. 7, No. 1) was devoted to
Ramsey theory, and Graham et al. [11] have written an excellent book on Ramsey
theory.
Brewster et al. [1] de.ned the irredundant Ramsey number s(n1; n2; : : : ; nt) as the
smallest n such that for every t-edge colouring G1; G2; : : : ; Gt of Kn, there is at least one
i∈{1; 2; : : : ; t} for which IR( /Gi)¿ni. Hence in the case where t = 2, the irredundant
Ramsey number s(m; n) is the smallest integer p such that for any graph G of order p;
IR( /G)¿m or IR(G)¿n. Since any independent set is irredundant, the irredundant Ram-
sey numbers exist by Ramsey’s theorem and satisfy s(n1; n2; : : : ; nt)6r(n1; n2; : : : ; nt)
for all n1; n2; : : : ; nt . Signi.cant progress on a theory of irredundant Ramsey numbers
has been made since these numbers were introduced in 1989 (see, for example, [1–4,
6–8,10,13]).
In [17], Oellermann and Shreve de.ned analogous numbers for domination. The
upper domination Ramsey number u(n1; n2; : : : ; nt) is de.ned in [17] as the small-
est n such that for every t-edge colouring G1; G2; : : : ; Gt of Kn, there is at least one
i∈{1; 2; : : : ; t} for which ( /Gi)¿ni. Hence in the case where t = 2, the upper domi-
nation Ramsey number u(m; n) is the smallest integer p such that for any graph G of
order p, ( /G)¿m or (G)¿n.
The mixed Ramsey number v(m; n), introduced by Henning and Oellermann [16], is
the smallest integer p such that for any graph G of order p, ( /G)¿m or (G)¿n.
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It follows, from Proposition 1, that for all m; n,
s(m; n)6u(m; n)6v(m; n)6r(m; n):
The upper domination Ramsey numbers therefore provide lower bounds for the clas-
sical Ramsey numbers and upper bounds for the irredundant Ramsey numbers.
The only nontrivial classical Ramsey number known for t ¿ 2 is r(3; 3; 3) = 17
established by Greenwood and Gleason [12]. In [10], Cockayne and Mynhardt show
that s(3; 3; 3) = 13. In this paper we prove that 136u(3; 3; 3)614.
2. Known results
In this section, we list a few known results that we will need in proving our main
result. All the results presented here were established in [16].
Theorem 1. u(3; 6) = v(3; 6) = 15.
Lemma 1. Let G be a graph satisfying ( /G)62 and (G)65; then (G)65.
Lemma 2. Let G be a graph satisfying ( /G)62 and IR( /G) = k; where k¿3.
Then G contains Kk+1; k+1 − M as an induced subgraph; where M is a matching
of cardinality k.
Lemma 3. For k¿3; if G is a graph satisfying ( /G)62 and IR( /G)¿k; then
(G)¿k + 1.
We recall that a claw is an induced K1;3. A special 6-cycle in a graph is de.ned in
[16] to be an induced 6-cycle v1; v2; v3; v4; v5; v6; v1 in which no claw contains {v1; v3; v5}
or {v2; v4; v6} as its set of leaves. The following two lemmas will be used repeatedly
throughout the remainder of the paper.
Lemma 4. If G is a graph satisfying ( /G)62; then G contains neither a K3 nor a
special 6-cycle.
Lemma 5. Let G be a graph with ( /G)62 and (G)65. Let v be an arbitrary
vertex of G and let X be the set of all vertices at distance 2 from v in G. Then X
induces a bipartite subgraph of G.
3. Bounds on u(3; 3; 3)
As mentioned earlier r(3; 3; 3)=17 and s(3; 3; 3)=13. It follows from Proposition 1
that
s(3; 3; 3)6u(3; 3; 3)6r(3; 3; 3):
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Hence, 136u(3; 3; 3)617. Our aim is to improve these bounds on u(3; 3; 3). For this
purpose, we shall use the following notation. In a 3-edge colouring of the edges of Kp
using colours red, green and blue, we denote by R; G; and B the spanning subgraph of
Kp whose edges are coloured red, green, and blue, respectively. The maximum degrees
in R, G, and B we denote by R; G; and B, respectively, while the minimum degrees
in R; G; and B we denote by R; G; and B, respectively. For a vertex v of Kp, the
sets Rv; Gv; and Bv, called the colour neighbourhoods of v, denote the sets of vertices
of Kp joined to v by red, green, and blue edges, respectively.
As a consequence of Theorem 1, we can establish an immediate upper bound on
u(3; 3; 3).
Lemma 6. u(3; 3; 3)615.
Proof. Consider a 3-edge colouring of the edges of K15 using colours red, green and
blue. Suppose that ( /R)62. Then, since v(3; 6) = 15 by Theorem 1, it follows that
(R)¿6, and so R contains an independent set S of cardinality 6. Thus the edges in
〈S〉 are all coloured green or blue. Since r(3; 3)= 6; 〈S〉 therefore contains a green K3
or a blue K3. Hence, ( /G)¿3 or ( /B)¿3.
We say that a 3-edge colouring of Kp using colours red, green and blue is an
admissable colouring if ( /R)62, ( /G)62 and ( /B)62.
In Section 5 we prove the following:
Lemma 7. There is no admissable colouring of the edges of K14.
An immediate consequence of Lemmas 6 and 7 now follows.
Theorem 2. 136u(3; 3; 3)614.
4. Preliminary results
Lemma 8. If C is an admissable colouring of the edges of Kp; then max{(R); (G);
(B)}65.
Proof. Suppose that R contains an independent set S of cardinality 6. Then the edges
in 〈S〉 are all coloured green or blue. Since r(3; 3) = 6; 〈S〉 therefore contains a green
K3 or a blue K3. Hence, ( /G)¿3 or ( /B)¿3, which contradicts the fact that C is an
admissable colouring. Hence, (R)65. Similarly, (G)65 and (B)65.
Lemma 9. If C is an admissable colouring of the edges of Kp; then max{R; G;
B}65.
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Proof. Let v be a vertex of maximum degree R in R. Since ( /R)62, the graph R is
triangle-free. Hence Rv is an independent set, and so, by Lemma 8, R=|Rv|6(R)65.
Similarly, G65 and B65.
Lemma 10. If C is an admissable colouring of the edges of Kp; then
max{IR( /R); IR( /G); IR( /B)}= 3:
Proof. Since u(3; 3; 3)¿13; p¿13. Since s(3; 3; 3) = 13, there is at least one colour,
say red, for which IR( /R)¿3. If IR( /R)¿5, then, by Lemma 3, (R)¿6, contradicting
Lemma 8. Hence IR( /R) = 3 or IR( /R) = 4. Suppose IR( /R) = 4. Then, by Lemma 2, R
contains K5;5 − M as an induced subgraph, where M is a matching of cardinality 4.
We denote the partite sets of K5;5−M by {x1; x2; x3; x4; x} and {y1; y2; y3; y5; y}, where
M = {xiyi | i = 1; 2; 3; 4}. Further, we let X = {x1; x2; x3; x4} and Y = {y1; y2; y3; y4}.
Let W be the set of remaining vertices in G. Since (R)65, each of x and y is not
adjacent in R to any vertex of W , while each vertex in X ∪ Y is adjacent in R to
at most one vertex of W . On the other hand, by Lemma 8, X (respectively, Y ) is a
maximum independent set in R, and so each vertex of W is adjacent with at least one
vertex of X (respectively, Y ). It follows that each w∈W; N (w) ∩ (X ∪ Y ) = {xi; yi}
for some i∈{1; 2; 3; 4}. Hence, 36p− 10 = |W |64.
We show that W induces a clique in R. Let w1; w2 ∈W . We may assume that
N (wi) ∩ (X ∪ Y ) = {xi; yi} for i = 1; 2. If w1 and w2 are not adjacent in R, then
w1; x1; y2; w2; x2; y1; w1 is a special 6-cycle in R, which contradicts Lemma 4. Hence,
w1 and w2 are adjacent in R. Since w1 and w2 are arbitrary vertices in R, this shows
that W induces a clique in R. Since |W |¿3, R contains a triangle, and so ( /R)¿3, a
contradiction. Consequently, IR( /R) = 3.
Lemma 11. If C is an admissable colouring of the edges of Kp and if S is an in-
dependent set of cardinality 5 in R; then the edges of 〈S〉 induce a green C5 and a
blue C5.
Proof. To avoid a red K3 the edges in 〈S〉 are all coloured green or blue. However
the only way to avoid a monochromatic K3 in a 2-colouring of the edges of K5 is for
each colour class to induce a 5-cycle.
Lemma 12. Suppose we have a 3-edge colouring of the edges of K8 using colours
red; green and blue. If the red edges induce a 5-cycle; then the subgraph induced by
the green edges or the blue edges contains a K3
Proof. Let C : x1; a1; c1; c2; a2; x1 be the 5-cycle of R. Let x2; x3 and x4 denote the
remaining vertices of R. Then the graph H = 〈{x1; x2; x3; x4; c1; c2}〉R contains only one
edge, namely the edge c1c2. Hence, /H ∼= K6−e and the edges of /H are coloured green
and blue. We may assume /H does not contain a monochromatic triangle, for otherwise
the lemma follows. Hence, there is unique (up to isomorphism) decomposition of the
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edges of /H into two subgraphs each of which is obtained from a 5-cycle by adding a
new vertex and joining it to two nonadjacent vertices on the cycle. Observe that each
vertex xi; 16i64, must be adjacent with c1 and c2 in either the green subgraph G1,
or the blue subgraph B1 of /H . We may assume that for {i1; i2; i3} = {2; 3; 4}, G1 is
obtained from the 5-cycle x1; c2; xi3; xi2; xi1; x1 by adding the vertex c1 and the edges
c1x1 and c1xi3. Hence, B1 is obtained from the 5-cycle x1; xi3; xi1; c2; xi2; x1 by adding
the vertex c1 and the edges c1xi1 and c1xi2. For i=1; 2; let Si=V (H)∪{ai}. For i=1; 2;
if one of the four subgraphs 〈Si〉G; 〈Si〉B contain a K3, then the lemma follows. If none
of these four subgraphs contain a K3, a1 is necessarily adjacent with xi1 and c2 in G
and a2 is necessarily adjacent with xi1 and c1 in G, while a1 and a2 are necessarily
adjacent with xi2 and xi3 in B. Now either a1a2 is coloured green, in which case a1; a2
and xi1 induce a green K3, or a1a2 is coloured blue, in which case a1; a2 and xi2 induce
a blue K3.
For the remaining part of this section, we restrict our attention to the graph R unless
otherwise stated.
Lemma 13. If C is an admissable colouring of the edges of Kp and v is a vertex of
Kp; then at most one of |Rv|; |Bv| and |Gv| is 5.
Proof. By Lemma 9, each of |Rv|, |Bv| and |Gv| is at most 5. Suppose |Rv|= |Gv|=5.
It follows, from Lemma 11, that the red edges of 〈Gv〉 induces a 5-cycle C, say. If
a vertex w ∈Rv is adjacent with no vertex in Rv, then Rv ∪ {w} is an independent set
in R of cardinality 6, which contradicts Lemma 8. Hence, every vertex not in Rv is
adjacent with at least one vertex of Rv. In particular, every vertex of C is at distance
2 from v in R. However, by Lemma 5, the set of all vertices at distance 2 from v in
R induce a bipartite graph. This produces a contradiction. Hence, at most one of |Rv|,
|Bv| and |Gv| is 5.
5. Proof of Lemma 7
Suppose C is an admissable colouring of the edges of K14. By Lemma 4, each of
R;G and B contains neither a K3 nor a special 6-cycle.
Claim 1. min{R; G; B}¿4.
Proof. Suppose R63. Let v be a vertex of degree R in R. Then, we must have
|Rv| = 3 and |Bv| = |Gv| = 5. This contradicts Lemma 13. Hence, R¿4. Similarly,
G¿4 and B¿4.
By Lemma 10, we may assume that IR( /R) = 3. Then, by Lemma 2, R contains
K4;4 − M as an induced subgraph, where M is a matching of cardinality 3. Let
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X = {x1; x2; x3; x4} and Y = {y1; y2; y3; y4} be the partite sets of K4;4 − M where
M = {x1y1; x2y2; x3y3}. Let W be the set of remaining vertices in R. Then, |W |= 6.
For the remaining part of this section, we restrict our attention to the graph R unless
otherwise stated.
Since R65, each of x4 and y4 is adjacent with at most one vertex of W , while
each remaining vertex in X ∪ Y is adjacent with at most two vertices of W . On the
other hand; since R is triangle-free; no vertex of W can be adjacent with vertices in
both X and Y unless these are the end-vertices of an edge in M . If a vertex of W
is adjacent with a vertex of X and a vertex of Y , then we call it a vertex of type-1.
If a vertex of W is adjacent with a vertex in X ∪ Y but is not of type 1, we call it a
vertex of type-2. If a vertex of W is adjacent with no vertex of X ∪ Y , then we call
it a vertex of type-3.
Claim 2. At most two vertices in W are not adjacent with any vertex of X
(resp., Y ).
Proof. Suppose there are three vertices in W that are not adjacent with any vertex of X .
Since there is no K3 in R, at least two of these vertices, say w1 and w2, are not
adjacent. But then X ∪{w1; w2} is an independent set, and so (R)¿6 which contradicts
Lemma 8. Hence, at most two vertices in W are not adjacent with any vertex of X .
Similarly, at most two vertices in W are not adjacent with any vertex of Y .
Claim 3. There are at least two vertices of type-1.
Proof. By Claim 2, there are at most two vertices of type-2 adjacent with vertices in
X (respectively, in Y ). Furthermore, if W has two vertices of type-2 adjacent with
vertices in X (respectively, in Y ), then, by Claim 2, there can be no vertex of type-3.
So W contains at least two vertices that are of type-1.
Claim 4. There are at most four vertices of type-1.
Proof. Suppose W has at least .ve vertices of type-1, say w1; w2; : : : ; w5. Since R65,
we may assume that w1 and w2 are both adjacent with x1 and y1; w3 and w4 are
both adjacent with x2 and y2, and w5 is adjacent with both x3 and y3. Then w1w5
is an edge, for otherwise x1; w1; y1; x3; w5; y3; x1 would be a special 6-cycle in R, a
contradiction. Similarly, w2w5 is an edge. Furthermore, w3w5 is an edge, for otherwise
x2; w3; y2; x3; w5; y3; x1 would be a special 6-cycle in R, a contradiction. Similarly, w4w5
is an edge. Moreover, w1 is adjacent with w3 or w4, for otherwise x1; w1; y1; x2; w3; y2; x1
would be a special 6-cycle in R, a contradiction. (Similarly, w2 is adjacent with w3 or
w4.) Thus, w1 and w5 together with one of w3 and w4 induce a K3 in R, a contradiction.
So W contains at most four vertices of type-1.
Claim 5. There are at most three vertices of type-1.
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Proof. By Claim 4, there are at most four vertices of type-1. Suppose W has four
vertices of type-1, say w1; w2; : : : ; w4. We may assume that w1 and w2 are both ad-
jacent with x1 and y1. If w3 and w4 are adjacent with diMerent pairs of vertices in
{x2; x3; y2; y3}, then, as in the Proof of Claim 4, we can show that w3 and w4 belong
to a K3 with w1 or w2, a contradiction. Hence, we may assume that w3 and w4 are both
adjacent with x2 and y2. Let w5 ∈W −{w1; w2; w3; w4}. Then w5 is of type-2 or type-3.
In any event, we may assume w5 is not adjacent with any vertex of X . If w5 is not
adjacent with w1 or w2, then {w1; w2; w5; x2; x3; x4} is an independent set of cardinality
6, a contradiction. Hence, w5 is adjacent with w1 or w2. If w5 is not adjacent with w3
or w4, then {w1; w2; w5; x1; x3; x4} is an independent set of cardinality 6, a contradiction.
Hence, w5 is adjacent with w3 or w4. We may assume w5 is adjacent to w1 and w3. So
w1w3 is not an edge of R. But then w5; w1; y1; x4; y2; w3; w5 is a special 6-cycle (note
that if the remaining vertex of W is adjacent with each of w5; y1 and y2, then there is
no claw containing {w1; w3; x4} as its set of leaves), a contradiction.
Claim 6. There are exactly two vertices of type-1.
Proof. By Claim 3, there are at least two vertices of type-1. By Claim 5, there are at
most three vertices of type-1. Suppose W has three vertices of type-1, say w1; w2; w3.
These three vertices cannot be adjacent with three distinct pairs of vertices in X ∪ Y
otherwise one can show using special 6-cycles that w1; w2 and w3 induce a K3. So we
may assume that w1 and w2 are both adjacent with x1 and y1 and that w3 is adjacent
with x2 and y2. Now w1 is adjacent with w3, for otherwise x1; w1; y1; x2; w3; y2; x1 would
be a special 6-cycle in R. Similarly, w2 and w3 are adjacent.
Since there are only three vertices of type-1, we may assume that two of the re-
maining three vertices of W , say w4 and w5, are not adjacent with a vertex of Y .
Then, w4 and w5 are adjacent, for otherwise Y ∪ {w4; w5} is an independent set of
cardinality 6. Furthermore, w4 is adjacent with at least one of w1 and w2, for otherwise
{w1; w2; w4; y2; y3; y4} is an independent set of cardinality 6. Similarly, w5 is adjacent
with at least one of w1 and w2. Thus, since R is triangle-free, w4 is adjacent with ex-
actly one of w1 and w2 and w5 is adjacent with the other vertex. But then C restricted
to the graph induced by Y ∪ {w1; w2; w4; w5} is a 3-edge colouring of the edges of
K8 in which the red edges induce a 5-cycle. Hence, by Lemma 12, the subgraph
induced by the green edges or the blue edges contains a K3, which produces a contra-
diction.
By Claim 6, there are exactly two vertices of type-1, say a1 and a2. We may assume
that a1 is adjacent with x1 and y1.
Claim 7. a1 and a2 are adjacent with di?erent pairs of vertices in X ∪ Y .
Proof. Suppose a2 is also adjacent with x1 and y1. By Claim 2, there must be two
type-2 vertices, say b1 and b2, each of which is adjacent with a vertex of X (and
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two type-2 vertices each of which is adjacent with a vertex of Y ). As in the proof
of Claim 6, we can show that b1 and b2 are adjacent, b1 is adjacent with exactly one
of a1 and a2 while b2 is adjacent with the other vertex. But then C restricted to
the graph induced by Y ∪ {a1; a2; b1; b2} is a 3-edge colouring of the edges of K8 in
which the red edges induce a 5-cycle. Hence, by applying Lemma 12, we produce a
contradiction.
By Claim 7, we may assume that a2 is adjacent with x2 and y2. Now, a1 and a2 are
adjacent, for otherwise a1; x1; y2; a2; x2; y1; a1 is a special 6-cycle. By Claim 2, there
must be two type-2 vertices, say b1 and b2, each of which is adjacent with a vertex
of X and two type-2 vertices, say c1 and c2, each of which is adjacent with a vertex
of Y . As in the proof of Claim 6, b1 and b2 are adjacent as are c1 and c2.
Claim 8. If b2 and x4 are adjacent; then either {x1; x3; a2}⊂N (b1) and {x2; a1}⊂N (b2)
or {x2; x3; a1}⊂N (b1) and {x1; a2}⊂N (b2) but not both.
Proof. Suppose b1 is adjacent with neither x1 nor x2. By Lemma 1, degR v¿4, and
so b1 is adjacent with x3, one of a1 and a2, and one of c1 and c2. We may as-
sume b1 and a2 are adjacent. If b2 is not adjacent with x2, then b1; b2; x4; y4; x2; a2; b1
is a special 6-cycle. Hence, b2 and x2 are adjacent. If b2 is adjacent with x1, then
b2; x1; a1; a2; x2; b2 is a 5-cycle each vertex of which is at distance 2 from x3, which
contradicts Lemma 5. Hence, b2 is not adjacent with x1. If b2 is not adjacent with a1,
then b1; b2; x4; y1; a1; a2; b1 is a special 6-cycle. Hence, b2 is adjacent with a1. But now
b1; b2; a1; x1; y4; x3; b1 is a special 6-cycle. Therefore, b1 is adjacent with x1 or x2.
Suppose b1 is adjacent with both x1 and x2. Then b1; x1; a1; a2; x2; b1 is a 5-cycle
each vertex of which is at distance 2 from x4, which contradicts Lemma 5. Hence, b1
is adjacent with exactly one of x1 and x2.
Suppose b1 is adjacent with x1. Then, b2 is adjacent with a1, for otherwise b1; b2; x4;
y1; a1; x1; b1 is a special 6-cycle. Suppose b1 is not adjacent with x3. Then, since R¿4,
x3 is adjacent with b2 while b1 is adjacent with a2 and with one of c1 and c2, say
with c1. Thus, b2 is adjacent with x2, for otherwise b1; b2; x4; y4; x2; a2; b1 is a spe-
cial 6-cycle. Thus, N (b2) = {b1; x2; x3; x4; a1}. Then, b1; c1; c2; yj; x4; b2; b1 is a special
6-cycle, where yj is a vertex of Y adjacent with c2, a contradiction. Hence, b1 must
be adjacent with x3. Now, b1 is adjacent with a2, for otherwise b1; b2; a1; a2; y2; x3; b1
is a special 6-cycle. This in turn implies that b2 is adjacent with x2, for other-
wise b1; b2; x4; y4; x2; a2; b1 is a special 6-cycle. Hence, we have shown that if
x1 ∈N (b1), then {x1; x3; a2}⊂N (b1) and {x2; a1}⊂N (b2). Similarly, if x2 ∈N (b1), then
{x2; x3; a1}⊂N (b1) and {x1; a2}⊂N (b2).
Claim 9. If degR x4 =4 and if b2 is adjacent with x3; then either {x1; a2}⊂N (b1) and
{x2; a1}⊂N (b2) or {x2; a1}⊂N (b1) and {x1; a2}⊂N (b2) but not both.
Proof. By Lemma 1, R¿4. If b1 is adjacent with both x1 and x2, then b1; x1; a1; a2; x2; b1
is a 5-cycle each vertex of which is at distance 2 from x3, which contradicts Lemma 5.
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Hence, b1 is adjacent with exactly one of x1 and x2. Suppose b1 is adjacent with x1.
Then, b2 is adjacent with a1, for otherwise b1; b2; x3; y1; a1; x1; b1 is a special 6-cycle.
Thus, b1 is not adjacent with x2, for otherwise b1; x2; a2; y2; x3; b2; b1 is a special
6-cycle. Hence, b1 must be adjacent with a2 (and with one of c1 and c2). This
implies that b2 is adjacent with x2, for otherwise b1; b2; x3; y4; x2; a2; b1 is a special
6-cycle. Hence, we have shown that if b1 is adjacent with x1, then {x1; a2}⊂N (b1) and
{x2; a1}⊂N (b2). Similarily, if b1 is adjacent with x2, then {x2; a1}⊂N (b1) and {x1; a2}
⊂N (b2).
Claim 10. At least one of x4 and y4 has degree 5.
Proof. Suppose each of x4 and y4 has degree 4 in R. By Lemma 1, R¿4. We may
assume that b2 is adjacent with x3 and that c2 is adjacent with y3. Furthermore, by
Claim 9, we may assume {x1; a2}⊂N (b1) and {x2; a1}⊂N (b2). Now, by Claim 9,
there are two possibilities to consider. If {y2; a1}⊂N (c1) and {y1; a2}⊂N (c2), then
{a1; b1; c2; x2; x3; x4} is an independent set. Hence, we must have {y1; a2}⊂N (c1) and
{y2; a1}⊂N (c2). Then, b2 is adjacent with c2, for otherwise b2; x2; y3; c2; y2; x3; b2 is a
special 6-cycle. Furthermore, b1 is adjacent with c1, for otherwise {b1; c1; a1; x2; x3; x4}
is an independent set. There can be no further edges in R. But then b1; x1; y2; x3; y1; c1; b1
is a special 6-cycle, a contradiction.
Claim 11. At most one of x4 and y4 has degree 5.
Proof. Suppose each of x4 and y4 has degree 5 in R. We may assume that b2 is adjacent
with x4 and that c2 is adjacent with y4. Furthermore, by Claim 8, we may assume
{x1; x3; a2}⊂N (b1) and {x2; a1}⊂N (b2). Now, by Claim 8, there are two possibilities
to consider. If {y1; y3; a2}⊂N (c1) and {y2; a1}⊂N (c2), then, since b1 and c1 are
not adjacent, b1; x3; y1; c1; y3; x1; b1 is a special 6-cycle, a contradiction. Hence, we
must have {y2; y3; a1}⊂N (c1) and {y1; a2}⊂N (c2). Then, b2 is adjacent with c2, for
otherwise b2; x4; y4; c2; a2; b1; b2 is a special 6-cycle. Furthermore, b1 is adjacent with
c1, for otherwise b1; b2; a1; c1; y2; x3; b1 is a special 6-cycle. There can be no further
edges in R. But then, b1; x3; y1; x2; y3; c1; b1 is a special 6-cycle, a contradiction.
By Claims 10 and 11, we may assume that x4 has degree 4 and y4 has degree 5 in R.
We may assume that b2 is adjacent with x3 and that c2 is adjacent with y4. Furthermore,
by Claim 9, we may assume {x1; a2}⊂N (b1) and {x2; a1}⊂N (b2). Now, by Claim
8, there are two possibilities to consider. If {y2; y3; a1}⊂N (c1) and {y1; a2}⊂N (c2),
then, since b1 and c2 are not adjacent, {a1; b1; c2; x2; x3; x4} is an independent set. Hence,
we must have {y1; y3; a2}⊂N (c1) and {y2; a1}⊂N (c2). Then, b1 is adjacent with c1,
for otherwise {b1; c1; a1; x2; x3; x4} is an independent set. But then, b1; x1; y2; x3; y1; c1; b1
is a special 6-cycle, a contradiction. We deduce, therefore, that there is no admissable
colouring of the edges of K14. This completes the proof of Lemma 7.
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