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Abstract 
Bird species diversity plays an important role in providing vital functions for 
human beings. A traditional approach to monitoring bird diversity is through manual 
survey. This approach relies on the professional knowledge of experts and can 
achieve accurate results. However, it is limited to small temporal and spatial scale 
and the results tend to be subjective. Another approach is bioacoustic monitoring, 
which employs automated recorders to collect fauna vocalisations for assisting 
biologists in bird studies. This method can address the limitation of small scales in 
manual approaches, by collecting large volumes of audio recordings. Furthermore, 
computer techniques can be used for analysing large audio collections and lead to 
objective results. However, the accuracy of automated analysis is quite low 
compared with manual surveys, due to the complexity of automatically collected 
recording. Since bioacoustic monitoring shows great advantages in the long term 
challenge of vocal species monitoring, more work is required for automated species 
analysis in this area.  
Automated species recognition is an important topic in bioacoustic monitoring. 
Its purpose is to identify bird species present in birdsong recordings. Many studies 
have been undertaken on automatic detection and classification of birdcalls. In these 
studies, feature extraction is the key to the success. Existing approaches focus on a 
limited number of species or particular type of birdcall. These methods are useful for 
supervised classification tasks, which aim to classify known species. However, their 
application to unexpected species needs further exploration. Especially for species 
biodiversity studies, generalised features are required for recognising a wide range of 
species. In addition, many research efforts have been dedicated to exploring methods 
to analyse well-designed recordings containing single species or single bird 
vocalisation, while limited work has been done on high, noisy recordings consisting 
of multiple, simultaneously occurring species. In this thesis, generalised and compact 
feature extraction approaches, spectral ridge features, are developed for content-
based retrieval of a wide range of bird vocalisations. The dataset used in the research 
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are automatically collected recordings, including multiple species calling at the same 
time and in the overlapping frequency range.  
The established bird vocalisation retrieval system is achieved by extracting 
generic and compact feature sets. The major contribution of the thesis is the ability to 
analyse noisy birdsong using image processing techniques, ridge detection and 
histogram of gradients. In the implementation, a group of datasets are prepared for 
conducting experiments. For feature exploration, spectral ridge detection is 
developed to detect feature points and construct region-based spectral ridge features 
for characterising a wide range of bird species. To improve the robustness of the 
proposed features, spectrogram subsampling and a modified region representation 
are introduced. A compact feature set is developed to improve the retrieval 
efficiency. Compared to existing methods, such as structure tensor and Mel 
Frequency Cepstral Coefficients (MFCCs), our spectral ridge approach achieves best 
performance in retrieving bird vocalisations. The great advantage of the developed 
birdcall retrieval system is that it requires a bootstrap step which can be initiated with 
little labelled data and applied to large unlabelled data subsequently. In terms of a 
potentially ecological application, it can be useful for bird species’ presence or 
absence studies.  
The outcomes of the research include a generalised feature set and robust 
feature representation, a compact feature extraction approach and a system for 
content-based bird vocalisation retrieval, and a potential application for ecologists.  
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Chapter 1: Introduction 
Birds play a vital role in providing ecosystem functions. However, many birds 
have been under threat due to human developments. Therefore, there is an urgent 
need to monitor bird diversity. Field observation and acoustic monitoring are two 
commonly used approaches to bird species diversity monitoring. In contrast with 
field observation, acoustic monitoring shows great advantages in the scalability of 
the research through collecting large volumes of bird sounds. Many automatic tools 
have been developed to analyse birdsong recordings for species classification. A 
typical species recognition task includes three major procedures: (1) event 
segmentation, (2) feature extraction, and (3) similarity measures. This research 
focuses on exploring event detection and generalised features for effective and 
efficient bird vocalisation retrieval.   
In this chapter, section 1.1 outlines the background and motivation of the 
research. Section 1.2 presents the research purpose and objectives. Section 1.3 
introduces the research problem and questions. Section 1.4 describes the significance 
and scope of the research. Section 1.5 introduces the framework of an established 
birdcall retrieval system. Finally, section 1.6 provides the outline of the remaining 
chapters of the thesis. 
1.1 BACKGROUND 
Species diversity is critical to human beings because it makes great 
contributions in relation to ecological processes, such as decomposition and 
elemental cycling (Cardinale et al., 2000). According to the recent Australian 
Biodiversity Strategy report, more than 1700 species in Australia are known to be 
threatened and at risk of extinction, due to the effects of human activities and 
environmental changes (Arthington & Nevill, 2009). Therefore, the conservation of 
species diversity becomes urgent.  
Birds are widely regarded as a useful indicator of animal species diversity, 
since they have strong interactions with other species in an ecosystem (Carignan & 
Villard, 2002). There are two principal ways to monitor bird species diversity: (1) 
manual surveys based on field observations, and (2) acoustic monitoring using 
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autonomous recording units. The manual methods, such as the five-minute bird count 
used in New Zealand (Department of Conservation, 2006), rely on the professional 
knowledge of experts and can achieve reliable results. However, since most bird 
species are mobile and spot counts are necessarily of short duration, there is a 
probability that some species will be missed. In addition, the cost of keeping experts 
in remote fields limits the spatiotemporal scalability of manual approaches. 
Acoustic monitoring deploys acoustic sensors to assist ecologists in bird 
studies (Bardeli et al., 2007; Frommolt et al., 2008; Wimmer et al., 2013). Sensors 
can operate continuously for long periods and the collected recordings can provide a 
persistent and verifiable record of the acoustic soundscape (Frommolt et al., 2008; 
Wimmer et al., 2010). Furthermore, sensing technology is nowadays a cheap way to 
help ecologists to study vocal species when combined with computer aided analysis 
tools. 
Acoustic sensors have been used to collect vocal fauna sounds over multiple 
years and various locations. It is an arduous task for ecologists to listen through all 
recordings or to visually scan the corresponding spectrograms generated from audio 
data. There is an urgent need for automated tools, with which to process the collected 
recordings. Recently, signal and image processing techniques have been used to 
automate the detection of animal calls in acoustic recordings (Bardeli et al., 2007). 
Many pattern recognition approaches have been explored for automatic bird species 
recognition (Duan et al., 2013; Harma & Somervuo, 2004; Lee et al., 2008). 
Commercial software, such as Raven (CornellLab of Ornithology, 1999), and Song 
Scope (Agranat, 2009) is now available to segment and characterise bird calls.  
While fully-automated analysis techniques can, in theory, be scaled up to 
process large volumes of audio data, in practice, their reliability and accuracy remain 
problematic. It is a difficult task to build accurate bird call recognisers on the real-
world birdsong recordings because environmental noise is undefined and calls can 
vary geographically, seasonally and over the life-cycle of a species  (Kirschel et al., 
2009). Therefore, semi-automated methods, where experts involved are required to 
improve the accuracy of automated approaches, have been explored. This research is 
motivated by this idea and aims to explore automated analysis tools to locate 
recordings of interest for ecologists. The tools can assist the ecologists’ studies in 
processing large volumes of bioacoustic data with less effort.  
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Most research effort to date has been made on automated species or birdcall 
recognition tasks (Anderson et al., 1996; Chen & Maher, 2006; Duan et al., 2011; 
Jančovič & Köküer, 2011). Feature extraction is the key to the success of building a 
call recogniser with respect to signal detection, birdsong characterisation and 
similarity comparison.  
Existing algorithms for feature extraction employ supervised learning methods, 
such as Hidden Markov Models (HMMs), which often require a large amount of data 
to train the model for high effectiveness. In fact, real world birdsong recordings 
cannot satisfy the requirement in two respects: 1) some birds are cryptic or shy 
therefore they do not call very often; and 2) the complex noise condition and large 
variations in birdcalls. This makes it hard for training data required by these 
algorithms to cover all noise situations and varied calls. 
In addition, the features in previous studies often focus on a limited number of 
species or a particular type of birdsong. Some researchers aim to construct 
recognisers for a small number of species. The exploration of features is based on the 
prior knowledge of the target species. These features are useful for supervised 
classification tasks. However, their use in the classification of untargeted species is 
problematic in that data is unavailable to train new models. A different approach is to 
find common structures in the spectrogram of birdcalls, so that the features are 
designed for detecting a typical type of structure, for example, sinusoidal models for 
tonal calls (Jančovič & Köküer, 2011). To achieve the goal, Duan et al. (2011) 
summarised five representative syllable structures in Australian birds and designed 
an effective recogniser for each structure.  In the application, specific instructions on 
birdcall structures are required for the selection of appropriate recognisers. This does 
not make them easy to use.  
The hypothesis in this research is that a general feature set can be used to 
retrieve bird vocalisations based on limited queries. Bardeli (2009) explored a 
general feature extraction technique for similarity-search in animal sound archives by 
providing 50 queries (5 individuals × 10 species). However, his features are not 
suitable for some of the querying birdsongs. This research aims to explore innovative 
features for content-based birdcall retrieval.  
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1.2 RESEARCH PURPOSE AND OBJECTIVES 
The purpose of this research is to explore general and effective features for a 
similarity-based search over real-world birdsong recordings. This requires the feature 
extraction algorithm to achieve both accuracy and efficiency. In particular, four 
objectives are defined: 
 To establish the framework of a bird vocalisation retrieval system 
 To explore new ways to detect birdcalls in real-world recordings 
 To develop a generic and robust feature set for representing a wide 
range of bird call structures  
 To investigate an innovative approach for improving the efficiency of a 
bird vocalisation retrieval system 
The outcome of the research includes a new algorithm of signal detection, a 
novel robust feature and an innovative approach to improving the retrieval 
efficiency.   
1.3 RESEARCH PROBLEM AND QUESTIONS 
The research problem in this study is to find an effective and efficient general 
feature set that can be used to retrieve bird vocalisations based on limited queries. To 
address this problem, four sub-questions need to be answered:  
 How can the content-based birdcall retrieval work be conducted? 
 What dataset can be utilized to conduct the birdcall retrieval system? 
 What features can be generalised enough to characterize a wide range 
of bird call structures? How these features improve the accuracy of 
birdcall retrieval? 
 How to investigate an efficient feature representation for speeding up 
bird vocalisation retrieval?  
The outcome of the research includes a novel generic feature set, a robust 
feature set and a compact feature representation as well as the implemented bird 
vocalisation retrieval system.  
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1.4 SIGNIFICANCE, CONTRIBUTIONS AND SCOPE 
A query-by-example birdcall retrieval research provides a useful scheme for 
analysing a large amount of environmental acoustic recordings. In particular, it can 
assist ecologists in finding bird sounds of interest from a large amount of recordings. 
In addition, it can encourage ecologists to participate in the retrieval process to 
improve the annotation work. Most importantly, it can be useful for a species 
presence or absence study.  
Many previous studies have focussed on developing feature extraction 
techniques for species classification. Typically, these features will be unsuited to 
other untargeted species.  For other applications, the features have to be trained 
again. This research explores generalised feature extraction suitable for a wide range 
of bird species. In the study, four major contributions are made: 
 A framework of content-based birdcall retrieval system is presented. 
 A well designed dataset is prepared to conduct the birdcall retrieval 
work.  
 In respect to feature extraction, a generalised feature set, spectral ridge 
features, and a new feature representation, called region representation, 
are explored to characterise a wide range of bird species.  
 For retrieval efficiency, a more compact feature extraction method is 
designed.   
A typical retrieval system includes preprocessing, such as noise reduction and 
filtering, feature extraction, indexing (usually for searching in a large database), and 
computing similarity measures, like different distance measures. However, this 
research only concentrates on new algorithms for feature extraction in the birdsong 
retrieval task. The other stages do not have new contributions. In particular, an 
existing noise removal algorithm is adopted in the preprocessing stage. In order to 
improve the efficiency of the retrieval system, a compact feature extraction technique 
is developed in the study, even though another effective indexing technique might be 
more helpful. However, the complex indexing technique is out of the scope of this 
research. In terms of similarity measures, this research adapts a basic distance 
measures - weighted Euclidean distance - for similarity comparison. Whether or not 
other distance measures might be useful is not investigated in this research.  
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In this research, the goal is to explore effective features for establishing a 
content-based bird vocalisation retrieval system. Content-based means the search 
analyses the contents of the audio signals rather than metadata, such as tags. The 
term “content” in this context refers to any information that can be derived from the 
audio itself, for example, MFCCs, which are the representation of the short-term 
power spectrum of a sound. Feature extraction is a significant task in a content-based 
retrieval system. In particular, the query and audio files from the database are 
represented by feature vectors. Based on the feature vectors, the similarity matching 
can be determined by distance measures or probability functions.   
To implement such a system over a birdsong database, principal components 
are discussed in the following section (section 1.5). 
1.5 FRAMEWORK OF CONTENT-BASED BIRDCALL RETRIEVAL 
SYSTEM 
The focus of the thesis is to explore a query-by-example birdcall retrieval. The 
retrieval system allows users to specify a birdcall as a query. Given the query, the 
system searches similar sounds from a database of birdsong recordings in terms of 
particular features. Then, feature comparison is conducted between the query and a 
candidate. In the end, the top matches are returned to users. The workflow of the 
retrieval system is shown in Figure 1.1.  
 
Figure 1.1 The workflow of a content-based bird vocalisation retrieval system  
The steps shown in Figure 1.1 can be modulated into three major components: 
1) Audio data preparation, 2) feature extraction, 3) similarity comparison.  
1) Dataset 
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For dataset preparation, the query needs to be formulated and the search 
database needs to be prepared. The query formulation is important, as it will 
determine the subsequent processes. Note that no actual users will be engaged in the 
retrieval process. The queries are specified manually. In addition, for conducting 
experiments, the search database is required. The dataset preparation will be 
discussed in detail in section 3.2.  
2) Feature extraction 
Feature extraction is the most important task in content-based birdcall research. 
It aims to extract features from the audio itself to describe the birdcall. In this thesis, 
many techniques were developed for this task, including spectral ridge feature 
(Chapter 4), robust feature representations (Chapter 5), and a compact feature set 
(Chapter 6).  
3) Similarity comparison 
A similarity measure is necessary to determine the similarity between a query 
and candidate instance. It can be achieved by applying distance measures.  
Admittedly, the similarity measure is not the major contribution in the research. 
Therefore, the approaches used in the study are discussed in sub-sections in chapters, 
rather than in an individual chapter.  
1.6 THESIS OUTLINE 
The remainder of the thesis is organised as follows:  
Chapter 2 reviews studies on techniques used in automated birdsong analysis. 
A research gap is identified based on the literature review.  
Chapter 3 describes the three datasets used in the experiments. Each dataset is 
constructed for a specific purpose.  
Chapter 4 reports the developed spectral ridge features and similarity measures 
that are applied to the bird vocalisation retrieval system. Comparative experiments 
are conducted based on different feature extraction methods and the experimental 
results are discussed.   
Chapter 5 introduces three methods that aim to improve the features presented 
in Chapter 4 for a more generalised and robust feature representation algorithm. An 
experiment is conducted to validate the performance of the improved feature set. 
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Furthermore, an experiment is conducted for the application of improved features to 
previously (in training process) unseen bird vocalisation retrieval. In addition, the 
generalised feature was applied to a large dataset consisting of 24 hours of 
continuous recording for a potential ecological application.  
Chapter 6 introduces a compact feature to improve the retrieval efficiency. The 
comparative experiments are conducted and the results are presented.  
Chapter 7 concludes the research and outlines further directions. 
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Chapter 2: Literature Review 
This chapter reviews the literature on automated birdsong analysis, species 
classification and retrieval. Its purpose is to identify a research gap in the related 
field.  
Section 2.1 discusses the important topics related to the context of the 
conducted research.  Methods used in related fields are reviewed, including: birdcall 
segmentation (Section 2.2) that is used to isolate bird sounds of interest from 
background noise; feature extraction (Section 2.3); and similarity measures widely 
used in this context (Section 2.4). Section 2.5 introduces widely used performance 
evaluation measures. Audio datasets used in previous studies are described in Section 
2.6. Section 2.7 presents a list of software products for birdsong analysis. Section 2.8  
summarises the literature review and highlights the research gap. 
2.1 IMPORTANT TOPICS 
Prior to the discussion of existing techniques in birdsong analysis, it is 
important to introduce several topics in the context of the thesis. These topics include 
the development of bioacoustic monitoring, the definition of environmental audio 
recordings, basic birdcall structures used in the research and three categories of 
automated birdsong analysis.   
2.1.1 Bioacoustic Monitoring  
Bioacoustic monitoring is a scalable technology that provides long-term vocal 
species monitoring with a relatively low equipment and deployment cost. 
Bioacoustics can capture information on the environment from all directions around 
a deployed sensor, which is an advantage over other non-invasive monitoring 
technologies, such as the use of cameras. 
Recently acoustic sensors have been deployed and used to collect fauna 
vocalisations over large spatial and temporal scales (Gage & Axel, 2014; Wimmer et 
al., 2013). Advantages of acoustic sensor technology include (Frommolt et al., 2008):  
1. Long-term recording is allowed in the absence of an observer 
2. Collected audio data can be verified even after years 
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3. Minimal subjectivity is ensured, due to independence from the skills of the 
observer 
4. Bioacoustic monitoring applications can be automated using pattern 
recognition algorithms 
5. Changes can be tracked over time by collecting fauna sounds cross multiple 
years  
2.1.2 Environmental Audio Recording 
Since many animals can produce vocalisations, acoustic sensors have been 
widely used to collect their vocalisations. Typically, sensors are placed in a wild 
environment, such as an open forest. In this way, the collected recordings often 
contain not only animal sounds but also other sound sources, such as wind, rain, and 
traffic noise etc. In this study, such recordings are termed as environmental audio 
recordings. The recordings, stored in an appropriate way (Kasten et al., 2012), can 
provide a persistent and verifiable record of the acoustic soundscape (Frommolt et 
al., 2008; Gage & Axel, 2014; Wimmer et al., 2010). 
The great benefit of analysing environmental audio collection lies in that it 
offers an effective means to assist ecologists in species diversity monitoring. The 
automated analysis can reduce workload for ecologists to process large volumes of 
recordings. However, automated analysis of such recordings can be difficult due to 
the following challenges:  
1) Varied signal-to-noise ratio 
The recordings can be very noisy because the sensors are fixed at a certain 
site in an open forest so that the calls of interest are more likely to be 
disentangled from many kinds of non-biological sounds, collectively 
described as geophony and anthrophony (Pijanowski et al., 2011). The 
distance of the species of interest from the microphones can be highly 
variable. A spectrogram example of an environmental recording is shown 
in Figure 2.1. Here, a spectrogram is a visual representation of audio 
signals and is shown as a grey scale image, having time as x axis and 
frequency along y axis. In Figure 2.1 (a), bird calls tend to have dark 
colours while background noise is more likely to be light grey colours. The 
higher the amplitude is, the darker the corresponding region. Especially 
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when birds are closer to the sensor, the calls exhibit higher intensity values 
(dark colours) in the spectrogram image. This can be easily found from 
multiple scarlet honeyeater calls in the image. In particular, the Scarlet 
Honeyeater call at around 4 seconds is the strongest among the calls from 
the same species, as it shows the blackest colour.  Due to the movement of 
birds, the distance between birds and the sensor can be varied.  This further 
leads to varied signal-to-noise ratios (SNR).  
 
(a) Before noise removal 
 
(b) After noise removal 
Figure 2.1 A noise reduced spectrogram for a short interval of environmental 
acoustic recording 
There are two scenarios in which this can occur.  In the first scenario, the 
bird call intensity changes with distance to the sensor, while the 
background noise remains stable. In the second scenario, the bird remains 
near the sensor for a while and the bird call tends to have the same intensity 
for the period.  In this case, the background noise is usually undefined and 
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the noise can be vocalisations from untargeted species. This enables 
recordings have different signal strengths. Both scenarios result in different 
SNR values. In summary, the varied SNR is quite common in 
environmental recordings and brings a great challenge for an algorithm 
based on intensity values to process the recording. For example, it is 
difficult to apply a fixed threshold algorithm to remove background noise.  
2) Competing sounds 
The recordings often contain concurrent calls from different individuals. In 
the time-frequency representation of the birdsongs (see spectrogram), calls 
can be overlapping in time and in frequency.  This case is particularly true 
because environmental recordings often contain multiple sound sources. 
Birds make vocalisations simultaneously, especially at dawn chorus, which 
makes automated sound analysis even more difficult.   
3) Environmental effects  
Bardeli (2007) reported that field recordings are more complex than lab 
ones because there are a lot of environmental effects due to attenuation, 
like echo effects. This enables the appearance of bird calls to change. For 
example, in Figure 2.1, many bird calls show a shadowy area after the real 
bird call structure. This can be attributed to sound reflection due to many 
trees and grasses in the wild area. 
Although there are many difficulties in fully automated analysis of 
environmental recordings, analysing the monthly or yearly recordings 
shows great benefits in tracking environmental changes over time. This 
study aims to develop more effective algorithms to analyse environmental 
audio recordings.  
2.1.3 Birdcall Structures in Spectrogram 
Experienced birders know almost all species by their sounds. For most people, 
however, aural skills are not better than visual ones, so visualising bird sounds as 
shape and colour is a useful way to understand birds. This can be achieved by 
recording the sounds in the field and using a computer to convert the digitised sound 
waves to sound images, via spectrogram (also known as sonogram) and oscillograms 
(graphs of the waveform of the sound). These visual representations of sounds are 
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helpful to (1) identify different kinds of sounds (2) increase “ear-birding” skills by 
engaging visual skills, and (3) objectively evaluate recordings that are presented as 
documentation for distributional records (McCallum, 2010). 
The basic unit of bird sound is the note, which, just like a musical note, is a 
sound that is continuous in time. McCallum summarised different classes of notes 
from the viewpoint of phonetics and shapes.  The summary covers simple notes - 
including carrier frequencies showing constant frequencies with short time, 
frequency modulation notes where frequency changes over time, and amplitude is 
modulated with sidebands - to complex ones, such as harmonics, which have 
concurrence of notes, and two-voice phenomena and nonlinear phenomena etc.    
Brandes (2008a) exploits the shapes of bird sound units and summarises them 
into five categories: (a) whistle, (b) modulated whistle, (c) click, (d) block, and 
strong harmonics,  which are shown in Figure 2.2. 
 
Figure 2.2 Spectrogram of five general categories of bird sound notes (Brandes, 
2008a).  
2.1.4 Automated Bird Species Recognition 
In order to process a large amount of audio collection, there is an urgent need 
to develop automated tools to effectively process and analyse them. These tools aim 
to identify species present in the audio recordings and are developed based on three 
techniques, which are classification, clustering and retrieval. 
A. Classification 
Classification is typically applied for automatic annotation or for organising 
unseen audio signals into predefined classes. In bird species classification, 
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supervised learning methods are used to train a set of predefined classes related to 
bird sounds, so that unseen recordings can be identified as unknown species.  
In general, automatic species recognition (ASC) is a pattern recognition 
problem. A system is trained to collect models or feature vectors for all possible 
birdsong units. During the recognition process, the feature vector of an input 
birdsong unit is extracted and compared with each of the feature vectors collected 
during the training process. The birdsong unit,  the feature vector of which is closest 
to that of the input birdsong unit, is identified to be the unit produced by birds (Datta 
et al., 2008).  
Classification has great advantageous in analysing animal sounds when the 
audio recordings are well specified and labelled training samples are available. 
Recently, most studies have been focusing on the exploration of classification 
techniques for automated species recognition (Anderson et al., 1996; Chen & Maher, 
2006; Duan et al., 2011; Jančovič & Köküer, 2011; Kasten et al., 2010).  
B. Clustering 
Clustering is another pattern recognition technique based on unsupervised 
learning methods. It aims to group a set of instances in a way such that these 
instances in the same group (cluster) are more similar to each other than to those in 
other groups. Classification is a supervised machine-learning method because the 
target classes are fixed. In contrast, clustering analysis is often used when the number 
of clusters and the clusters themselves are unknown.  
Clustering attempts to explore inherent properties from the unlabelled data and 
classify them into groups. In terms of birdsong applications, some efforts have been 
made for feature selection (Stowell & Plumbley, 2014), component detection (Duan 
et al., 2011), and event clustering for species richness (Eichinski et al., 2015).  
Clustering is useful when the audio recordings are unstructured and no labels 
are available. It is especially true when analysing a large amount of birdsong 
recordings, like daily, monthly or yearly audio data.  
C. Retrieval 
Retrieval is a useful way to analyse large scale audio data. Many retrieval 
techniques have been successfully applied to music retrieval or general audio 
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retrieval. Generally, there are two ways to retrieve audio data. One is based on 
metadata referring to a textural description of audio data. The other is a content-
based search extracting low level features from audio recordings to find similar 
sounds with respect to a particular feature property, given a query sound. How these 
two approaches used in birdsong analysis will be discussed as follows:  
1) Text-based retrieval 
A common idea to navigate a large volume of birdsong recordings is to 
conduct a key word based search. An example of searching in a birdsong library can 
be found in the study of Kasten et al. (2012). They utilise metadata, such as 
recording date, location and other annotations, attached to isolated recording 
segments. Such a searching method can retrieve a broad range of matched audio 
segments. A similar study is achieved by Cugler et al. (2012). They found that 
context information on the animal sound is important in refining the search results. 
Therefore, they generated and added the context description into the searching 
keywords. Another different way is to utilise the annotations for fauna vocalisation. 
The annotation data here include the frequency index and duration of a call and their 
aim is to find the similar acoustic events with the query call (Truskinger et al., 2015).  
These text-based studies are useful for the management of large labelled 
databases of environmental audio using search on textual description. The accuracy 
of text-based query is quite high. However, this is applicable only to labelled audio. 
Obtaining labelled data for a large audio collection can be a time consuming task. An 
option of dealing with large amounts of unlabelled data is to conduct content-based 
analysis.  
2) Content-based retrieval 
The basic idea of content-based audio retrieval is to utilise algorithms to 
automatically extract low level features from the content of audio data. Thus, the 
retrieval system can find similar sounds to a submitted query sound in terms of the 
extracted features.  
Bardeli (2009) presents a query-by-example search in animal sound archives. 
To conduct retrieval, good features are required to represent various birdsongs. 
Similarity computation is another major focus of this paper. 
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Content-based search in unlabelled audio using an audio segment as the query 
has existed for some time (Guo & Li, 2003; Wold et al., 1996), however, the general-
purpose features in these audio retrieval systems are not designed to distinguish 
between bird species. In these retrieval systems, classifiers are used for determining 
the similarity in terms of feature metrics, like nearest neighbour (Wold et al., 1996), 
support vector machines (Guo & Li, 2003), and hidden Markov models (Kim et al., 
2004). 
Content-based birdsong retrieval shows great advantages when a large volume 
of labelled data is difficult to obtain. It is useful for annotating unseen data by 
finding similar sounds to provided query birdsong. It is easy for ecologists to identify 
similar sounds based on a certain rule. However, it is hard for machines to achieve 
the goal. There is still a long way to go in bridging the gap between efficiency using 
computer techniques and accuracy derived from ecologists.  
As discussed above, content-based birdsong retrieval shows great advantages 
for analysing large amounts of audio data. However, the accuracy and efficiency 
obtained by previous algorithms are still quite low.  
Section 2.1 introduced several important topics related to the thesis. The 
techniques used in previous studies of automated species recognition are discussed in 
Section 2.2. These techniques concentrate on three major tasks, namely signal 
detection (also called segmentation), and feature extraction and similarity measures.  
2.2 BIRDCALL SEGMENTATION 
Typically, the bird calls of interest are short in duration compared to the overall 
recordings, therefore birdcall detection (or acoustic event detection) becomes a 
necessary step that aims to find a short interval of bird call within the recording. The 
interval often contains one individual call or basic call component (syllable). In many 
previous studies, this step is also called segmentation, which can be achieved either 
manually or automatically. Segmentation is essential because the subsequent 
processes, such as feature extraction and similarity measure, depend on it. 
2.2.1 Manual Birdcall Segmentation 
Segmentation can be implemented relying on manual observation of audio 
recordings by a human. Since a typical birdsong consists of single or multiple 
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syllables similar to notes in speech recognition, syllable segmentation becomes the 
first step in many studies of bird species recognition.  Individual syllables from the 
selected bird species  are  manually marked in the birdsong recordings and used for 
syllable-based bird species classification (Lee et al., 2008).   
The manual approach can ensure high accuracy and therefore be helpful for 
achieving a high recognition rate. However, manually segmenting bird calls is time-
consuming and becomes unfeasible when dealing with a large volume of audio 
recordings. Recently, only a small number of recordings have been segmented 
manually and mainly used as ground truth data for validating automatic segmentation 
algorithms (Briggs et al., 2012; Neal et al., 2011) and classification techniques (Lee 
et al., 2008).  
2.2.2 Automatic Birdcall Segmentation 
Automated birdcall segmentation can be achieved by developing algorithms for 
automatically detecting bird calls or separating syllables from audio signals. The 
audio signals are time and frequency domain representations converted from raw 
birdsong recordings.  
Generally, three common representations were widely used in previous studies, 
which are time domain representation, frequency domain representation and time-
frequency domain representation. Next, segmentation algorithms on specific 
representation will be discussed.  
Segmentation in time domain 
Waveform is a direct visual representation for audio signals in the time 
domain. Figure 2.3 shows a graph of the wave of a short audio clip. Waveform is a 
basic form of audio signal, which often describes the shape of the graph of varying 
signal against time. 
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Figure 2.3 Waveform of an audio clip 
It is derived from a recording lasting for 2 minutes generated by Audacity. The horizontal axis 
represents time while the vertical axis is the relative sound pressure level. 
Many approaches to automated birdcall segmentation are based on waveform. 
Raven, a commercial software package, provides an amplitude activity detector for 
detecting a region of the signal where the magnitude of the waveform’s envelope 
exceeds a threshold. In the detection algorithm, the envelope data is obtained by 
computing the absolute value of the waveform and applying a low-pass filter. An 
amplitude threshold and a smooth value are required to be set for selecting the region 
(Mills, 2000).  However, Du and Troyer (2006) pointed out that the amplitude 
threshold method is inappropriate in detecting multiple signals that show various 
amplitude levels. In their algorithm, rather than a fixed threshold, an adaptive angle 
threshold derived from the envelop data is used to determine the time boundaries of 
the signals. However, this segmentation method is only effective for high signal-to-
noise ratio (SNR) recordings, not for noisy audio data.  
Given the prior knowledge of target species, the Rabiner and Sambur (RS) 
method was explored to locate the start point and end point of acoustic events 
(Rabiner & Sambur, 1975) by extracting two time-domain features, short-time 
energy and zero crossing rate. The RS method showed great performance on the 
recordings having the signal-to-noise ratio (SNR) greater than 30 dB. It did not 
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perform well on recordings with lower SNR, which includes many of the 
environmental recordings used in this thesis. 
In a complex audio scenario, Fagerlund et al. (2004) believed that although the 
energy of bird songs exhibits many variations, the background noise is relatively 
stable through the recording. Therefore, they explored an algorithm to isolate 
syllables by iteratively updating the noise level threshold and the energy threshold. 
This algorithm is not stopped until the background noise threshold becomes stable. 
This iteration step increases the complexity of the algorithm. In addition, the 
assumption is not always true. Environmental recordings tend to have varied 
background noise levels, due to the noise that can be made by other species.  
In summary, the time domain representation is a straightforward method and 
time domain segmentation algorithms are simple to obtain. However, the time 
domain segmentation approaches mentioned above cannot deal with the overlapped 
signals in the temporal sequences. Therefore, many researchers turn to frequency 
domain representation of audio signals (Wolff, 2008). 
Segmentation in frequency domain 
 
Figure 2.4 Spectrum of an audio clip 
It is generated in R studio and shows dB data of amplitude (power) in y-axis and frequency value in x-
axis.  
Segmentation can be conducted in the frequency domain by converting the 
audio signal into frequency domain representation. This representation is termed the 
spectrum (Figure 2.4) and can be obtained through applying the Fast Fourier 
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Transform (FFT) to the input audio data.  The spectrum measures the magnitude of 
the input audio signal versus frequency.  
The Syllable Endpoint Detection (SED) method was presented based on the 
frequency domain analysis of the signal (McIlraith & Card, 1997). Chou et al. (2008) 
found that Syllable Endpoint Detection is not robust when the background noise is 
very strong.  
Segmentation in time-frequency domain 
 
Figure 2.5 Spectrogram of an audio clip 
It is derived from a recording lasting for 2 minutes generated by Audacity. The time value is 
represented by the top horizontal axis, frequency by the vertical axis in (b), and various colours 
represent different intensity values. 
In recent years, most species recognition studies have been conducted in the time-
frequency domain.  This is achieved by converting the audio signal to a spectrogram. 
An example of a spectrogram is found in Figure 2.5. The Fast Fourier Transform 
(FFT) is used for generating the spectrogram. In the process of FFT, a number of 
samples (such as 512 and 256) are grouped into one frame. Then a Hamming 
window with some overlap (0 %– 100 %) is applied to each frame for the Fast 
Fourier Transform (FFT). The intensity values (I) in the spectrogram are converted 
into decibels (dB), dB = 20log10 (I). The generated spectrogram has frequency bins, 
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each of which covers a range of frequencies, and frames, each spans a short time 
duration (for example, 23 ms).  
Birdcalls and their properties are better observed in spectrograms, therefore 
many researchers have begun to analyse spectrograms for bird species identification 
(Brandes, 2008b; Briggs et al., 2012; Duan et al., 2013).  
Brandes (2008b) believed that most signals, such as sounds made by birds, 
frogs and crickets, can be modulated into narrow frequency bands in the 
spectrogram. The spectral distribution intensity values over a specific frequency band 
change slowly. Applying a threshold filter to each frequency band can be useful for 
distinguishing among these modulated animal sounds. However, bird vocalisations 
can occur across a wide frequency range, sometimes overlapping with those of other 
species. This contradicts the Brandes’ assumption and makes his method unsuitable 
for this case.  
Raven, a software package, provides a band limited energy detector (Mills, 
2000). The detector estimates the background noise of a signal and uses this 
estimation to find sections of signal that exceed a user-specified signal-to-noise ratio 
threshold in a region. The region is specified by frequency and time bounds. Duan et 
al. (2013) examined this detector for birdcall component detection and found its 
performance worse in noisy recordings.   
Acoustic event detection is another method based on the energy of signal in the 
spectrogram (Michael  Towsey et al., 2012). This method exploits an intensity 
threshold to pick up pixels that are potentially from bird calls. The selected pixels are 
then grouped into an event by a connectivity-based eight directional searching. Since 
small events are less likely to be bird vocalisations, they are eliminated by a 
threshold. The method does not depend on a particular species. Therefore, it can be 
used as a general method for acoustic event detection.  
Neal et al. (2011) pointed out that 2D energy-based approaches, such as the 
modulated frequency method, are ineffective in segmenting field recordings where 
multiple sound sources are recorded. Therefore, they presented a time-frequency 
domain algorithm, which treats the spectrogram as an image and classifies pixels into 
non-bird or bird songs by training a decision tree. The output of the algorithm is a set 
of masks and each mask corresponds to a bird vocalisation. To validate the 
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segmentation result, 500,000 manually labelled segments were used in training the 
classifier. Compared to energy-based segmentation, their method yields better 
results. However, this method requires a large amount of training data, which is 
unavailable in many applications.  
Finding a way to detect a wide range of bird call structures can be difficult. 
Duan et al. (2011) provided an approach by considering common structures in 
birdcalls. Based on an observation that most Australian birds contain five categories 
of common components, which are harmonics, whistles, clicks, slurs, and blocks, 
they designed a corresponding detector for each type of component.  Each detector 
has a number of parameters to train. To use their method, users need to have prior 
knowledge on birdcall structures to select which detector should be used. This makes 
the analysis semi-automatic rather than automatic.  
A more general method was developed by Harma (2003). In the method, he 
found that most bird calls contain syllables showing a sinusoidal characteristic.  
Therefore they designed a sinusoidal model for detecting the syllables that show a 
spectral shape similar to sine waves (Jančovič & Köküer, 2011). As reported by 
Somervuo et al. (2006), many bird sounds are not purely tonal, that is, they are not 
sinusoidal. To address this limitation, Chen and Maher developed a more general 
method to detect spectral peak tracks in spectrograms. These tracks can describe bird 
calls consisting not only of pure tonal components, but also harmonic and 
inharmonic combinations of tones (Chen & Maher, 2006).  
As indicated by Jancovic et al. (2014), birdcall segmentation on field 
recordings is more difficult than the library recordings because co-vocalisations in 
the same short time are very common in the field  recordings. Thus, they explored an 
additional segmentation to the results derived from the frequency track method 
(Harma, 2003). Their segmentation scheme was designed for removing the weak 
background vocalisations and keeping a dominant vocalisation so as to improve 
segmentation accuracy for co-vocalised recordings. 
2.2.3 Template Matching 
It is important to conduct the syllable segmentation or event detection in 
automatic call recognition. However,  achieving these goals using classification can 
be very difficult because of wide variations  in bird vocalisations (Bardeli et al., 
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2010; Brandes et al., 2006). To address these problems, many researchers turned to 
the template matching technique using known species samples (Bardeli et al., 2007; 
Kogan & Margoliash, 1998; Zhao et al., 2012).   
 In earlier years, Kogan and Margoliash (1998) developed a template matching 
technique to detect the bird song elements, each of which is a smallest recognition 
unit in birdsong structure in the spectrogram. In particular, a number of templates 
(typically 5 - 7) were selected for each type of element and then the templates were 
aligned with the continuous recording to detect the matching elements. This method 
is adequate for recognition of multiple elements contained in bird songs. However, it 
requires careful selection of templates and the performance for recognition of bird 
species is not discussed.  
Another approach is termed as end point detection using template matching 
(Bardeli et al., 2007). This method was applied to detect an endangered species, the 
Chaffinch. It collected 20 templates of typical end segments from the chaffinch 
songs. These templates were aligned with the recordings to locate the chaffinch 
songs. This method requires manual selection of templates, and is therefore not 
suitable for a fully automated process.  
Different from the two methods discussed above, an approach was developed 
by Zhao et al. (2012)  through combining taxonomic keys, similar to classification, 
and image-based matching to identify fire ants. Their experimental results showed 
that the hybrid method is effective.  
2.2.4 Points of Interest Selection 
A different technique for detecting target bird calls was through similarity 
matching of selected points of interest from spectrograms (Bardeli, 2009). Firstly, 
points of interest were detected from a query birdsong using an image processing 
technique called structure tensor. Then, a start point from the detected point set is 
used to search the database for potential candidates that are potentially similar to the 
query. This is especially helpful in performing a similarity-based search in animal 
sound documents, each of which contains multiple instances of one species (Bardeli, 
2009). However, the experiment indicated that the structure tensor method performed 
well for birdcall structures with edge characteristics but not for the block shape of 
call structure.  
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2.3 FEATURE EXTRACTION 
Feature extraction is the key to automated species analysis in two aspects: 1) to 
compress the raw audio data to a small amount of statistical values. 2) to characterise 
the segmented bird calls for differentiating one call from another. The goal of feature 
extraction is to find a transformation from observation space (e.g. audio recordings) 
to a feature space. The audio signals are then represented by fewer dimensional 
statistics which characterise audio signals. The statistics (also features) can be used 
to differentiate a target bird call from other acoustic events.  
The features used in previous studies of bird song analysis can be summarised 
into three categories: (1) time-domain features, (2) time-frequency domain features, 
and (3) visual features based on image processing techniques. In the following 
sections, the features commonly used in previous work will be discussed in detail.  
2.3.1 Time Domain Features 
The waveform is a straight-forward way to represent audio signals in the time 
domain. Time domain statistics, such as short time energy and zero-crossing rate, can 
be derived from the waveform and used to characterise audio recordings.  
For example, Saunders (1996) measured the energy and average zero-crossing 
rate from audio signals to characterise speech and music events because these events 
have different spectral distributions and temporal changing patterns. Fagerlund 
(2007) measured zero-crossing rates for classifying bird species. However, according 
to Ye (2006), these measures are not suitable for detecting acoustic signals from the 
recordings when the signal-to-noise ratio (SNR) of the recording is quite low. So he 
proposed a method that combines the geometrically adaptive energy threshold and 
Least-Square periodicity estimate to analyse the low SNR data.  
Time domain signal coding is a simple method for describing the shape of a 
waveform between successive zero-crossings. This method was firstly used for 
animal sound identification  by Chesmore (2008).  
Wolff (2008) reported that features derived from the waveform alone are not 
sufficient for distinguishing between bird species. Thus, these features are often used 
as part of a larger feature set for describing bird sounds (Karbasi et al., 2011; Tsai et 
al., 2014).  
 Chapter 2: Literature Review 25 
2.3.2 Time-frequency Domain Features 
Audio signals can be transformed into time-frequency domain representation 
by applying a transformation function, such as Fast Fourier Transform (FFT), and 
Wavelet Transform (WT).  After the transformation, features can be derived from the 
representation. Three types of features used in bird sound analysis are discussed in 
the following spectrogram-based features, Mel Cepstrum analysis-based features and 
Wavelet analysis based features.  
1. Spectrogram based features 
A. Spectrogram representation 
The audio signals can be represented as a spectrogram through a Fast Fourier 
transform (FFT). The spectrogram is a time-frequency representation, where time 
spreads horizontally and frequency vertically. Based on the spectrogram, many 
features can be explored for representing bird sounds. These features include spectral 
features, temporal features, sinusoidal models, the description of shapes of syllables 
in bird sound, and peak frequency track and intensity-based features etc.   
B. Features extracted from spectrogram 
Spectral features (for example, call bandwidth and spectral flatness) are 
extracted from spectrograms (Kogan & Margoliash, 1998). 
Many bird calls consist of modulated tonal sounds, which were modelled as 
time-varying sinusoids (Harma, 2003; Harma & Somervuo, 2004; Jančovič et al., 
2014). Harma (2003) first found that syllables in the spectrogram of bird sounds 
exhibit modulated sinusoidal pulses, which are a set of frequency and amplitude 
values. This method is suitable for describing and differentiating simple bird call 
structures that contain only one sinusoidal structure. There is a strict requirement that 
the syllables in birdcalls are not overlapping in time or frequency. However, most 
field recordings cannot satisfy this requirement. Later on, in order to apply the 
sinusoidal model to harmonic structures of bird songs, syllables of bird vocalisation 
are modelled by four models, each of which represents a typical harmonic structure  
(Harma & Somervuo, 2004). 
 Chen and Maher (2006) have developed a method to detect spectral peak 
tracks in birdcall spectrograms. These tracks can describe bird calls consisting not 
only of pure tonal components but also harmonic and inharmonic combinations of 
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tones. Five dimensional features, consisting of track frequencies, frequency 
differences, relative power, shape, and duration are used to differentiate bird species. 
However, this method is not able to represent calls containing rapidly modulated 
whistles and clicks (appearing as steep or vertical ridges in a spectrogram) and 
therefore cannot represent a wide range of bird calls containing these elements.  
A different approach to detecting sinusoidal signals was developed by Jančovič 
and Köküer (Jančovič & Köküer, 2011). The approach exploits the spectral 
magnitude shape and phase continuity to employ Gaussian mixture models (GMM). 
It was tested in stationary and non-stationary signals corrupted by additive white 
Gaussian noise at various signal-to-noise ratios (SNR). Their aim is to reduce the 
effect of noise when detecting signals. They reported that sinusoidal models provide 
a better representation of bird calls in field recordings than the standard Mel-
frequency cepstral coefficients (MFCCs) widely used in speech processing. To 
consider the time-varying properties of the features in bird songs, the hidden Markov 
model (HMM) was investigated, to model time-varying bird songs (Jančovič et al., 
2014).  
As indicated by (Giret et al., 2011), many species classification studies choose 
the features for specific purposes. However, for those unknown sounds, this becomes 
not useful. To overcome this problem, they exploited a feature generation approach 
to select robust features from a huge feature collection. They also pointed out that 
purely machine learning methods cannot identify non-acoustic specificities, such as 
sounds made by electronic musical instrument. Therefore, a human interaction 
system is required for improving the classification accuracy. For example, obtaining 
spectrogram features by visual scanning can achieve high accurate classification. 
Their method was tested on five types of ground parrot calls. The application of the 
method to more types of bird calls needs further exploration. 
Because a typical chaffinch song is composed of a set of repeated elements, 
repetition frequencies are calculated as adaptive band periodicity features (Bardeli et 
al., 2007). The feature representation on one endangered species, the Eurasian 
bittern, was tested. The use of features for other species must be questioned.  
Briggs et al. (2012) employed a classification-based segmentation scheme to 
segment bird songs. Each segment is parametrised into a 39 dimensional feature 
vector, which includes three classes: mask descriptors, profile statistics, and 
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histogram of gradients. These features show good performance for classification of 
13 bird species. This study is useful to annotate field recordings that include multiple 
instances of bird songs. That is, for each recording, a list of labels is automatically 
generated but the position of the instances present in the recording is missed.  
2. Mel Cepstrum analysis based features 
Due to the successful application of Mel frequency Cepstral coefficients 
(MFCCs) in automatic speech recognition, MFCCs have been used to represent bird 
sounds in many previous studies (Fagerlund, 2007; Kogan & Margoliash, 1998; 
Kwan et al., 2006; Lee, Lee, et al., 2006; Somervuo et al., 2006; Stowell & 
Plumbley, 2010; Tsai et al., 2014).  
A. Advantages of MFCCs in representing bird sounds 
The advantages of exploiting MFCCs to represent audio signals lie in two 
aspects. First, the Mel scale is originally intended to represent the approximately 
logarithmic sensitivity of human hearing. There are ornithologists who are able to 
recognise bird species using only the human auditory system. Second, MFCCs 
representation reduces the dimensionality of the raw audio signals.   
B. Standard approach to MFCCs calculation 
In the process of extracting MFCCs, audio samples are segmented into frames 
of 20 to 30 milliseconds (ms) by applying a Hamming window with some overlap 
(e.g. 50%). The frames are then mapped to frequency scale by short-time Fourier 
transform (STFT). To transform the frequency scale to perceptual scale, the Fourier 
spectrum is then filtered by a set of Mel scale filters. The MFCCs are computed by 
performing discrete cosine transform (DCT) on the logarithmic energy output of 
every band pass filter.  Each frame is converted to 13 MFCCs using Equation 2.1. 
The first and second derivatives of MFCCs are also estimated, resulting in 39 
numbers representing each frame (Lee, Lee, et al., 2006). 
                  (2.1) 
where K is the number of bandpass filters, L is the desired length of MFCCs, and Ek 
is the energy of the output of the k-th bandpass filter.    
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C. MFCCs in bird sound analysis   
Kwan et al. (2006) calculated MFCCs as one feature vector from each frame of 
a birdsong, such that the sound was described by a set of such feature vectors. They 
experimented with 13 dimensional features and different Gaussian mixture numbers 
(10) and found that 13 dimensional MFCCs show good performance in bird song 
classification. As many birdcalls contain multiple frames, the feature vector for bird 
calls produced using this method is very high in dimension. This leads to a high 
computational cost.  
To further reduce the dimensionality of the feature vector, Lee et al. (2006) 
calculated features by averaging MFCCs from the frames within a syllable. They 
reported that averaged MFCCs achieve good performance in classifying 420 bird 
species. In addition, to capture the dynamic information reflected in bird sounds, 
MFCCs often combined with delta MFCCs as a feature vector for birdcall detection 
(Tsai et al., 2014).  
MFCC features offer a compact parametric representation of birdcalls with 
broadband characteristics and harmonics (Davis & Mermelstein, 1980; Picone, 
1993). MFCCs compress the entire spectral information so as to adapt to the human 
hearing system. However, as pointed out by Somervuo et al. (2006), there is little 
evidence that MFCCs capture information optimal for bird species identification. 
One possible reason lies in that MFCCs misrepresent important information, such as 
pitch. The other reason is that MFCCs fail to describe the temporal information of 
the signal. Furthermore, MFCCs are only designed for the specific signal model, 
their suitability for various birdcalls must be questioned.  
Stowell and Plumbley (2014) pointed out that MFCCs were originally designed 
to represent human speech whereas birds produce sounds differently from human 
speech. Jancovic (Jančovič et al., 2014) reported that MFCCs are not suitable for 
processing real-world recordings where various background conditions are present, 
such as simultaneous competing vocalisations in other frequency regions. The failure 
of the MFCC features is due to capturing information from the entire spectrum, 
which may be largely dominated by noise since the bird sounds are often localised 
only in narrow frequency regions. 
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In order to represent both static and dynamic (time-varying) characteristics of 
bird signals, a two-dimensional cepstrum is constructed by 2-dimensional discrete 
cosine transform on the logarithmic energies of Mel-scale band pass filters rather 
than on the logarithmic spectrum (Lee et al., 2008). Thus, the 2-dimensional matrix 
model of audio signals is approximate to human auditory perception. They 
established a new method that extracts the changing rate of feature components over 
time. The method computes the spectral features, which are composed of time-
varying (dynamic) features of Mel filter bank components and their mean values 
(static). 
3. Wavelet analysis based features 
The wavelet transform is another commonly used technique for transforming 
audio signals to the spectral domain in order to recognise bird species (Chou & Liu, 
2009; Selin et al., 2007; Sun et al., 2013). The wavelet transform is useful for 
tracking changes of audio signals with various resolutions.  
A. Wavelet representation  
The audio signals are decomposed into the wavelet coefficients using the 
wavelet packet decomposition. Typically, the signals are split at a certain level so 
that the number of 2n parts is derived sequentially, where n can be 2, 4, 6 etc. The 
lower parts contain low frequency and higher parts exhibit high frequency.  
B. Wavelet application in birdsong analysis 
Selin et al. (2007) proved that when audio signals are decomposed into 26 
wavelets, the lower to middle parts of wavelet signals ranging from 2 to 32 are 
relevant to bird species. Therefore, the coefficients from these parts are employed to 
calculate four features, which are maximum energy, position, spread, and width. 
They reported that these features are appropriate for classifying eight bird species, 
which show in-harmonic and harmonic structures.  
Three different transformation techniques, Short time Fourier transform 
(STFT), MFCC, and Discrete wavelet transforms (DWT) are used for extracting 
features from bat calls and compared for bat species recognition (Mirzaei et al., 
2012). For STFT, the magnitudes of the spectrum are computed as features, and to 
reduce the dimensionality of feature vectors, Principle Component Analysis (PCA) is 
applied.  In the representation of DWT, maximum, minimum, mean and standard 
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deviation of detail coefficients are calculated from each sub-band. In comparison, 
DWT shows best performance in recognising five bat species.  
2.3.3 Image Processing based Features 
Spectrograms can be viewed as images (despite neither of the dimensions 
being spatial) and a range of image processing techniques have been applied to the 
problem of birdcall recognition in spectrograms.  
In the spectrogram, animal calls are represented by pixel clusters, each of 
which is characterised by the central frequency, duration, and bandwidth (Brandes, 
2008c). These clusters are highly effective for detecting calls made by 20 species of 
crickets and two classes of frogs because these calls show constant frequency. 
However, the application of the approach to calls that contain variable frequency, 
such as many bird species, needs to be investigated.  
Bardeli (2009) used structure tensor, an image processing technique for edge 
detection, to detect local gradients in spectrograms. Each detected point is described 
by a 12-bit vector of the local feature description through the Fast Fourier Transform. 
Their features are good for characterising curve-like birdsongs but not for broadband 
bird calls.  
Two more recent examples are the MPEG angular radial transform (Lee et al., 
2013) and Histograms of Oriented Gradients (HOG) (Briggs et al., 2012). 
Translation invariance (in frequency) and rotational invariance are not appropriate 
for characterising spectral representations of bird calls. Therefore, the relevance of 
some image processing techniques must also be questioned. HOG features were 
originally developed for object detection in images (Dalal & Triggs, 2005). They 
were successfully applied to acoustic signals by (2012) for determination of speaker 
gender in speech. HOG features were combined with other acoustic features in the 
bird call classification task of (2012) but the contribution of the HOG features to the 
final result is not reported. 
However, as Zhang (X. Zhang et al., 2010) reported that the 2D image-based 
feature extraction methods mentioned above, fail to describe angle variations and in-
depth self-occlusions in the image. To address this limitation, they developed a 3D 
insect model approach which combines geometric primitives, generalized cylinders 
and deformable ellipsoids, and feature-based structures to model various parts of 
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insect body.  This approach shows promising results in assisting semi-automated 
insect identification.  
2.4 SIMILARITY MEASURES 
Similarity measures are important to conduct comparison between two acoustic 
events and determine their similarity in the applications of audio classification and 
retrieval. In this section, three major similarity measures adopted in birdsong analysis 
are discussed, which are distance-based, likelihood-based, and matrix-based.  
2.4.1 Distance-based 
The vocal events, such as bird vocalisations, can be represented as a feature 
vector that is composed of a set of quantised values. One way to determine the 
similarity between a known event and an acoustic event to be recognised is based on 
distance measures.  
Euclidean distance is a commonly used distance metric (Vaca-Castaño & 
Rodriguez, 2010). It is mainly used to measure the distance between two points, each 
of which consists of multiple dimensions (see Equation 2.2). It has been applied to 
calculate the distance between two feature vectors for identification of anurans and 
bird species when each feature component is normalised into the range (0, 1). 
(2.2) 
where p and q can be regarded as two feature vectors, qi and pi are magnitude of a 
vector measure for the vectors, respectively. The length of the vector is n.   
Euclidean distance is easily used to compare two fixed length feature vectors 
for species identification. For the comparison between varied lengths of feature 
vectors, however, dynamic time warping (DTW) is often adopted (Kogan & 
Margoliash, 1998; Somervuo et al., 2006). In the metric of dynamic time warping, 
the length of bird sound recording is considered.  
Another commonly used distance measure, the Hausdorff distance, was used to 
compare two bags of features describing multiple syllable instances. Particularly, the 
maximal and average of Hausdorff distance was adopted to calculate the distance 
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between two bags of syllable instances from birdsong recordings (Briggs et al., 
2012). This distance measures how far two subsets of a metric space are from each 
other. It is useful for comparing two groups of instances, where each group contains 
multiple objects.  
2.4.2 Likelihood-based 
Bird songs can be regarded as a sequence of syllables. In many applications of 
automated species recognition, stochastic sequence modelling techniques are used to 
recognise the sequence of bird songs.  
A. Gaussian mixture model (GMM) 
One sequence modelling technique is termed as Gaussian mixture model 
(GMM), which has been widely used in speech recognition systems and bird species 
recognition (Kwan et al., 2004).  
In the GMM-based methods, sounds are typically treated as a combination of 
normal distributions of sound components. Each component tends to have a different 
density function or mixture of weights. By doing this, one sound segment is 
constructed as a Gaussian mixture model.  
In a bird species classification task, the GMM are first trained on labelled 
sounds and then used to classify an unseen bird sound. The likelihood estimation is 
computed for the similarity between models from the training set and the test set 
(Brandes, 2008a). GMMs can gain a good classification result with a small training 
data of bird species (Lee et al., 2008), but they are susceptible to noise. As pointed 
out by Lee et al. (2008) the GMM becomes ineffective if the training data is 
insufficient to reliably estimate the covariance matrices of mixture densities. Matsui 
and Furui (1994) have shown that the distance-based approach outperforms GMM 
when the obtainable training data is limited.  
B. Hidden Markov Models (HMMs) 
Another sequence modelling method is Hidden Markov Model (HMM) based. 
Generally, a birdsong is composed of multiple syllables, each of which can be 
considered as a state in HMM, so that the birdsong is represented by a sequence of 
states. The transition from one state to another is determined by a probability score. 
Each class, such as bird species or song type, can be modelled as such a sequence. 
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When a new bird song is given, it is compared with all trained models. In the end, it 
is assigned with a label underlying the model that yields the highest probability 
score.  
Due to the successful application of Hidden Markov Models (HMMs) in 
human speech recognition, many researchers have applied them to the recognition of 
bird species (Agranat, 2009; Chou et al., 2007; Trifa et al., 2008). The recognition 
results based on HMMs are dependent on the syllable segmentation. Lab recordings 
are quite clean so segmentation can be very accurate. In contrast, real world data is 
quite noisy, leading to inaccurate syllable segmentation. In (Trifa et al., 2008), the 
hidden models were trained over the noisy recordings, resulting in better 
performance than the approaches only dealing with clean recordings. Additionally, 
Trifa reported that the number of states in the HMM would result in various degrees 
of improvements. Therefore, Chou et al. (2007) constructed the adaptive HMMs with 
three types of states to choose the most appropriate HMM for achieving a good 
recognition rate.  
As some syllables have similar properties, a Hidden Markov Model (HMM) 
was built for a set of similar syllables using a fuzzy c-means clustering algorithm,  
and principal frequency sequences were extracted from segmented syllables  as 
inputs of  HMMs (Chou et al., 2007). In noisy recordings, HMMs are more likely to 
be effective in identifying frequency-modulated animal calls.  Therefore, composite 
HMMs are constructed for such a case (Brandes, 2008b). 
Agranat (2009) developed an approach to modelling complex birdsongs based 
on HMMs. Their method considered the temporal properties in bird songs. The 
Gaussian mixtures of spectral feature vectors are used to model each state and the 
transition between states are calculated by probabilities. Their algorithm was 
successfully in classifying 52 bird species common to New England. However, their 
algorithm was only tested on high quality recordings and the application to low SNR 
recordings needs further exploration.  
2.4.3 Spectrogram Cross-correlation 
Audio samples are often converted to spectrograms, such that they can be 
represented as a time-frequency matrix. The dimensions of the matrix depend on the 
count of frequency bins along the y axis and frames along the x axis. The comparison 
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between two matrices (spectrograms) is used to classify environmental audio 
(Ghoraani & Krishnan, 2011).  
Another way is to calculate the spectrogram cross-correlation (Giret et al., 
2011). In the application, a bird call spectrogram to be classified is compared with 
the spectrograms of five classes of calls chosen as references. Each pair-wise 
comparison gives a correlation score. The one with highest score is regarded as the 
correct class.   
2.5 PERFORMANCE EVALUATION 
There are various measures for retrieval performance evaluation. This section 
focuses on three categories of commonly used measures, (1) precision and recall, (2) 
rank and (3) retrieval success rate.    
2.5.1 Precision and Recall 
Precision and recall are widely used measures in multimedia retrieval. Their 
definitions can be found in (H. Müller et al., 2001). The measures can be calculated 
as Equation 2.2 and 2.3.    
                    (2.3) 
 
             (2.4) 
Based on precision and recall, the retrieval results can be shown in the 
Precision-Recall (PR) graph. Wichern et al. (Wichern et al., 2010) adopted such an 
evaluation approach to draw a curved line indicating the precision varying with the 
number of files returned. In particular, three different audio retrieval algorithms 
based on HMM , GMM and SVM, respectively, were compared through plotting the 
precision curve chart in one figure for evaluation (Chechik et al., 2008). Since the 
Precision-Recall graph may not reflect all the desired information, other measures 
are used, such as Precision at N (N = 10, 20, 30 etc). Precision at N yields an 
individual value and can be simply used for comparison among different methods.  
2.5.2 Rank 
Typically, the retrieval results returned to a query are ranked in a descending 
order by the similarity score. Rank first relevant, which refers to the rank of the 
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highest ranked relevant document, was used by Bardeli (2009) for a similarity search 
in animal sound archives. This performance descriptor is useful for evaluating a 
retrieval system over a large search database. In addition, the relevant rank was also 
calculated in Bardeli’s work to justify that the algorithm was superior to the 
comparative method.  
Average rank is a useful way to determine the retrieval performance between 
different classes of queries (Gargi & Kasturi, 1999). For each class, there are N 
queries and each query yields a Rank first relevant (R1). Then these R1 are averaged 
to obtain the average rank for the querying class. The lower the average-rank is, the 
better the performance. However, this score is vulnerable to outliers of high rank (H. 
Müller et al., 2001). 
2.5.3 Retrieval Success Rate 
Another way to evaluate the query-by-example based retrieval performance is 
using the retrieval success rate, which has been widely used in music retrieval 
(Mazzoni & Dannenberg, 2001; Wu et al., 2003; T. Zhang & Kuo, 1998). This 
measure can reflect how many queries out of all queries obtain correct retrieval in 
top N (usually N = 1, 3, or 5) rank.  It is useful to determine the retrieval 
performance in terms of effectiveness of general features. Furthermore, it avoids 
limitations identified in the precision-and-recall graph.  
In summary, the selection of performance measures should consider the 
particular application and should allow objective comparison among different 
retrieval systems.   
2.6 AVAILABLE DATASETS  
Bird song recordings are prepared as datasets that lay the foundation for 
conducting automatic birdsong analysis. In this section, three approaches to 
collecting birdsongs and published datasets are discussed for birdsong analysis.  
2.6.1 Data collection 
A. Captive bird sound collection 
Many studies used captive bird sounds for analysing the behaviours of species 
(Nowicki, 1989). Such audio data is quite clean because the recording place is often 
in a well-controlled space so that any noisy sounds can be avoided. This method is 
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appropriate for recognition of a small number of species rather than a large number 
of species. 
B. Wild bird sound collection using autonomous recording units 
Another way to collect bird sounds is through placing autonomous recording 
units in a wild area. Such audio collection is often designed for purpose, for example, 
recorders are used to record animal sounds at a particular time interval (Kirschel et 
al., 2009) or focusing on particular species (Potamitis et al., 2014) by pointing to the 
species. The collected audio recording often contains one dominant species.  
Bird song recordings are made to contain individual occurrences of one species 
recordings and are useful for testing methods in species classification (Lee et al., 
2013). An animal sound archive was used in an experiment by Bardeli (2009) to 
conduct a similarity search. Each audio file is composed of one dominant species but 
at least one occurrence of a bird song. Unlike these recordings containing single 
species, the recordings containing multiple instances of more than one species were 
tested in bird species classification (Briggs et al., 2012). The recordings discussed 
here are relatively short and suitable for bird species classification.  
C. Wild bird sound collection using acoustic sensors  
For long-term monitoring of bird species, acoustic sensors are frequently 
deployed to continuously record bird vocalisations in a real-world environment 
(Farnsworth & Russell, 2007; Sueur et al., 2008). The continuous recordings contain 
many competing sounds from untargeted species. Also, the echo effect causes 
smearing in the spectrogram. Heavy wind and rain can reduce the quality of 
recordings. Not many studies have been undertaken so far to automatically analyse 
such acoustic sensor data, due to their complexities.  
2.6.2 Published Dataset for Automatic Bird Species Recognition 
Many studies reviewed in this research used unpublished datasets for the 
purposes of specific applications. In contrast, published datasets show great 
advantages in boosting the development of new techniques in the field of automated 
species recognition. Many studies use commercially available compact disks and the 
Internet for evaluating the performance of approaches used in animal sound analysis. 
Table 2.1 lists the datasets publicly available for automated bird species analysis.  
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Table 2.1 Available datasets for automated bird species recognition 
Dataset Features Meta-
data 
Public  
availability 
Xeno-canto Xeno-canto provides a website 
(http://www.xeno-canto.org) for sharing bird 
sounds from all over the world. It has more than 
221,547 recordings of bird songs on the website. 
The website shows great advantages in 
discovering unknown species and geographic 
variability of same species in a crowdsourcing 
way. However, due to the diversity of 
involvements, the quality of audio data and 
annotation data varies a lot. Some recordings 
are clear but some are hardly audible. Stowell 
selected some of recordings for classification 
(Stowell & Plumbley, 2014).  
Yes Yes 
Cornell's Macaulay 
Library 
Bird songs of California, Cornell Laboratory of 
ornithology,  (Stowell & Plumbley, 2010) 
No Commercially 
public 
British Library It has a large collection of environmental sounds 
but it provides users with access to the partial 
archives (Stowell & Plumbley, 2014). 
Yes Partially  
public  
Berlin Museum für 
Naturkunde  
The museum has a large amount of Berlin  
animal sound archives (Bardeli, 2009).  
Yes Yes 
Freefield1010 It is an open dataset that is comprised of a wide 
range of sound sources, such as musical 
instrument, human speech, music, birds, train 
and rain and etc.  It was published by Stowell 
and Plumbley (Stowell & Plumbley, 2013) in 
2013. The URL to access the audio data and 
metadata can be found in 
http://c4dm.eecs.qmul.ac.uk/rdr/handle/1234567
89/35. In this dataset, 17,807 10-second 
segmented recordings from Freesound field 
recording were partitioned into 10 folders 
equally, for the purpose of machine learning 
experiments.  For each recording, a formatted 
metadata is provided with tag names, sample 
rate, channels etc.    
Yes Yes 
Bird-DB There are over 1000 recordings of 30 bird 
species in California and Western Australia 
regions, 428 of all were fully annotated in the 
phrase level of bird songs. It was published in 
2015 (Arriaga et al., 2015). 
Yes Yes 
 
According to the specific applications, annotation data are made differently. 
They can either be at syllable level (such as Bird-DB in Table 2.1) or species level of 
bird sounds. That is, each syllable or a bird song in the bird sound recording has a 
label. The annotation data is often used for ground truth to validate the performance 
of algorithms, such as feature extraction, classifiers or retrieval.  
Most algorithms in previous species classification studies were tested in a 
small number of recordings containing limited bird species from the available 
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database. The reason for selecting a small dataset lies in the fact that limited 
annotation data are available. Such a small dataset is useful for exploring pattern 
recognition techniques for bird species analysis. In order to evaluate a retrieval 
system on environmental acoustic data, a dataset containing a large amount of bird 
sounds as well as related annotation data is required. 
2.7 SOFTWARE 
To put the existing contributions of automated birdcall recognition into 
practice, there are varieties of software tools that can be utilised for automated 
detection of animal sounds. These tools are often easy to use and provide great 
performance in analysing a large amount of audio recordings.  
2.7.1 Song Scope 
An acoustic analysis tool called Song Scope is developed by Wildlife Acoustic, 
Inc. It exploits Mel Frequency Cepstral Coefficients to generate feature vectors and 
constructs Hidden Markov Models for the classification task. An advantage of Song 
scope is that it can support batch processing of recordings. The disadvantage of Song 
Scope is that it requires background knowledge of signal processing to set up proper 
parameters for correct recognition. This is not easy for the general user. Duan et al. 
(2013) found that neither Raven nor Song scope can identify both syllables and call 
structures (a composition of syllables) by comparing them on recognising birdsongs.  
2.7.2 Raven 
Raven can detect bird songs from continuous recordings. Stowell and Plumbley 
(2010) pointed out that Raven and XBAT use cross-correlation to detect signals. 
However, these tools cannot be applied for detecting varied call structures. 
Especially, Raven provides useful tools to perform band pass filtering (to remove 
background noise) and manually or semi-automatically segment syllables. It allows 
users to visualise the signal as a waveform and a spectrogram. For feature extraction, 
Raven mainly explores features including average power, centre frequency, 
bandwidth, entropy, and quality of syllable duration.  
2.7.3 Xbat 
A similar tool is called Extensible Bioacoustic Tool (XBAT), which is 
developed by MATLAB and provides functions for adding filters, detectors and 
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graphic tools. Both Raven and XBAT exploit spectral correlation for syllable 
detection and they can work well in the case where there is not so much noise in the 
recording and sound signals do not have many variations. As a result, they are not 
suitable for birdsong recognition. Avisoft is another powerful signal processing 
product based on template-based cross-correlation and was widely used in many 
acoustic identification tasks (E. D. Chesmore, 2001; C. A. Müller & Manser, 2008; 
Melo et al., 2010; Seddon, 2005; Wollerman & Wiley, 2002). Its powerful function 
lies in providing analysis tools for FFT, filters, auto and cross-correlation, and 
automated syllable classification (Obrist et al., 2010).  It provides the user with not 
only the function of recording sounds but multiple signal analysis tools.  
2.7.4 Hidden Markov Model Toolkit (HTK) 
Hidden Markov Model Toolkit (HTK) is another tool based on HMMs 
developed by the Entropic Research Laboratory, and it is written in C++ and used by 
Trifa for recognising antbirds (Trifa et al., 2008). To make a survey of nocturnal 
flight calls of migrants, Farnsworth and Russell used software from Oldbird, Inc. The 
Weka toolkit aims to provide a wide range of machine learning algorithms and allow 
users to easily compare different machine learning methods on testing data (Hall et 
al., 2009), therefore it was adopted by many researchers for sound classification 
based on machine learning approaches (Maurer et al., 2006; Ravi et al., 2005).  
2.7.5 SoundRuler 
SoundRuler is useful for the analysis of simple and repetitive signals and it was 
used for bird species recognition with careful feature selection (Vilches et al., 2006). 
Bee (2004) identified that it is more likely to be effective in studying frog or insects 
sounds because their calls tend to show simple structure.   
To date, none of the software packages are comprehensive for all automatic 
fauna call recognition tasks, and they all rely on recordings with moderate SNR and 
the availability of sufficient training datasets (Brandes, 2008a). Their advantage is 
that they are ideally suited for supervised learning algorithms for analysis of different 
sounds. However, they cannot work well in low SNR audio data and when training 
data is not sufficient. Therefore, it is required to develop more robust automatic 
toolkits to overcome these disadvantages.  
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2.8 SUMMARY AND IMPLICATIONS 
This chapter reviews a number of studies on automated birdsong analysis. 
First, the definitions of some important terms are given. Next, the literature review 
concentrates on the approaches and datasets used in previous automatic birdsong 
studies. The approaches are explored for birdcall segmentation, feature extraction, 
and similarity measure. Datasets are discussed with respect to particular applications. 
In addition, the summary of commercial software is present because many 
researchers employ them for birdsong analysis. 
As a summary, many previous studies have been conducted on exploring 
algorithms for bird species classification in well-selected datasets, while few efforts 
to date have been dedicated to birdsong retrieval in continuous field recordings.  
Furthermore, features are often designed for particular species or a certain type of 
bird species; this leads to limitations in application to other species.  
This thesis concentrates on the exploration of algorithms to analyse the 
environmental audio recordings that are quite complex. To overcome the drawbacks 
in previous studies, the efforts in this thesis have been made to develop a generic 
feature extraction method, which can describe a wide range of bird species (that is, 
the magnitude, orientation, and distribution of local spectral ridges) and may result in 
a more accurate and more efficient retrieval system. The similarity-based birdcall 
retrieval task (in response to a user-supplied query) avoids some of the limitations of 
a classification task. In particular, there is no limitation on the number of classes or 
on the number of instances per class. Indeed, the system can, in theory, respond 
correctly with only one instance of the query call type in the database.  
The designed bird vocalisation retrieval system can provide a useful way to analyse 
continuous birdsong recordings. It can allow users to provide an audio clip as a query 
for detecting species’ presence or absence in the search database. Since the features 
to be explored do not focus on a particular species, they can be used for general 
applications, such as multiple species detection and other fields of feature extraction. 
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Chapter 3: Dataset 
This research is achieved, based on experimental explorations. Datasets are 
important in conducting such type of research. In this study, the datasets include two 
parts: query and search database. The search database is divided into the training set 
and the test set for validating the developed algorithms. In addition, to validate the 
retrieval performance, ground truth data is required. In this section, we discuss where 
and how to collect audio data and provide the datasets used in the experiments.  
This chapter introduces the environmental audio recordings as the experimental 
datasets in the thesis. Section 3.1 describes where and how to collect audio data. 
Section 3.2 discusses the preparation of annotation data for ground truth. Three 
datasets used in the experiments are presented in section 3.3. Section 3.4 gives a 
summary.   
3.1 AUDIO DATA COLLECTION 
The research is part of the project launched by the eco-acoustic group of 
Queensland University of Technology (QUT). The project has been collecting a large 
amount of recordings of animal sounds from a wild area and provides web tools for 
browsing and navigating the audio. So far, the data have been used for species 
richness survey (Wimmer et al., 2013), call detection for ground parrot and koala 
(Michael  Towsey et al., 2012), and automated species recognition (Duan et al., 
2012).  
3.1.1 Study Site 
The study site of the research is the QUT Samford Ecological Research Facility 
(SERF) in the Samford Valley, a 25-minute drive northwest of the QUT Gardens 
Point Campus in Brisbane, Queensland. SERF is a 51-ha patch of remnant vegetation 
and cleared pasture. Most of the property (70%) is covered with vegetation, 
providing a refuge for native plants and animals that are under increasing pressure 
from urbanisation. The predominant vegetation on the SERF property is open-forest 
to woodland, comprised primarily of Eucalyptus tereticornis, E. crebra (and 
sometimes E. siderophloia) and Melaleuca quinquenervia in moist drainage. There 
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are also small areas of gallery rainforest with property, and areas of open pasture 
along the southern border (Wimmer et al., 2013).  
The sites are located in the eastern corner within open woodland, the northern 
corner in closed forest along a creek line, in the western corner within Melaleuca 
woodland, and in the southern corner, where open woodland borders open pasture. 
(Figure 3.1) 
 
 
                                                                                                                      
 
Figure 3.1 Samford Ecological Research Facility (SERF) with survey site 
positions 
3.1.2 Recording Device 
Recordings were obtained with custom-developed acoustic sensors (Wimmer et 
al., 2010) that were located at the centre of each survey site and configured to record 
continuously for five consecutive days from 13th – 17th Oct, 2010. There was at 
least 300 m between the centres of each survey site. The sensors consist of Olympus 
DM-420 digital recorders and external omni-directional electret microphones. Data 
were stored internally in stereo MP3 format (128 Kbps) on high capacity 32 GB 
Secure Digital memory cards. See Wimmer et al. (2013) for further details. 
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3.1.3 Recordings and Annotation Data 
The audio data collected over five days across four sites, which are equivalent 
to 20 days of recordings, are available in the SERF project on the website 
http://baw.ecosounds.org/.  Each day of audio data at a particular site is composed of 
approximately 1,440-minutes of recordings. The audio data were initially manually 
annotated by experienced birders for a bird species richness study (Wimmer et al., 
2013). The annotation task was conducted in a simple way by listening through all 
the recordings (approximately 28,800 mins) and annotating every occurrence of 
single call in the recording. Experts were asked to identify individual occurrence of 
bird species recorded in a 1-min resolution of recording based on their knowledge of 
bird songs. Each species was only tagged once, even if there are many repeated 
calls/songs from the species in that minute of recordings. In the audio recordings of 5 
days x 4 sites, there are 48 bird species in total identified by experts. There were 38 
of the bird species that called every day and the other 10 sang on one day only.  
In order to develop automatic tools for species recognition,  three hours of the 
recordings were fully annotated, meaning all occurrences of bird songs were 
identified (Duan et al., 2013). The fully annotated data are available as well, on the 
website. 
3.2 DATASET PREPARATION 
To simplify data analysis, the continuous audio recordings were split into one-
minute segments and each segment was converted to an uncompressed WAVE 
format with a sampling rate of 22,050 Hz and 16-bit resolution.  
In the following subsections, three audio datasets were first discussed. In order 
to carry out a content-based birdcall retrieval system, the query birdcalls and the 
search database were required to construct the dataset. Notice each dataset here was 
designed for a particular experimental purpose. Then, the preparation of ground truth 
data was reported. The data were designed for validating the algorithms in the study. 
3.2.1 Dataset I 
One objective of the study was designed to explore a generalised feature set for 
birdcall retrieval. A generalised feature here means that the feature should be able to 
characterise a wide range of birdcall types. To achieve this goal, 20 types of bird 
calls produced by 19 bird species were selected for the experiment. Their names are 
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listed in Table 3.1. Since the calls of Scarlet Honeyeater vary considerably, two 
distinct categories of their calls were selected.  
Table 3.1 Bird species used in dataset I 
Species Name Common Name Code 
Macropygia amboinensis Brown Cuckoo-dove BCD 
Lichmera indistincta Brown Honeyeater BHE 
Burhinus grallarius Bush Stone-curlew BSC 
Psophodes olivaceus Eastern Whipbird EWB 
Eopsaltria australis Eastern Yellow Robin EYR 
Rhipidura albiscapa Grey Fantail GFT 
Colluricincla harmonica Grey Shrike-thrush GST 
Pachycephala pectorails Golden Whistler GWS 
Myiagra rubecula Leaden Flycatcher LFC 
Oriolus sagittatus Olive-backed Oriole OBO 
Pachycephala rufiventris Rufous Whistler RFW 
Trichoglossus haematodus Rainbow Lorikeet RLK 
Chalcities Iucidus Shining Bronze-cuckoo SBC 
Cacatua galerita Sulphur-crested Cockatoo SCC 
Zosterops laterails Silvereye SVE 
Myzonmela sanguinolenta Scarlet Honeyeater (call) SHE1 
Myzonmela sanguinolenta Scarlet Honeyeater (song) SHE2 
Pardalotus striatus Striated Pardalote SPD 
Corvus orru Torresian Crow TRC 
Melithreptus albogularis White-throated Honeyeater WTH 
 
The selection of 19 species was following three rules: 
1) The 20 call classes cover a wide range of birdcall structures that were well-
defined in previous studies (Brandes, 2008a; Duan et al., 2011). The 
structures mainly include stack harmonic, block, click, whistle, and 
warbles. This enables the algorithm to meet the generic requirement.  
2) The species should have a sufficient number of recordings so that the 
developed algorithm can be trained and tested using the recordings. This 
rule disregards the species that do not have many calls.  
3) A previous study initiated by Bardeli (2009) was designed for similarity 
search in animal sounds, which is similar to this study. However, he only 
focused on ten bird species. To expand this study, 20 call classes were 
selected. 
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Next, based on the selected species, the query set and the search database were 
prepared for conducting birdcall retrieval experiments. For each type of bird call, 15 
recordings were manually selected, according to the available annotation data. In 
total, there are 300 one-min recordings (15×20) in dataset I. These recordings were 
then equally divided into three sets of five, that is, five for querying, five for training 
and five for testing. The criterion for such a selection followed the Bardeli study 
(2009) where each species has five individuals. The selections were made randomly 
with the constraint that each set of 100 recordings included five recordings 
representing each of the 20 call classes. In this study, the individual bird call in the 
query set should have high contrast with the background, namely high signal-to-
noise ratio (SNR). Note that only one query call was cut out from each of the one-
minute query recordings, by defining its start and end time, minimum and maximum 
frequency. The training recordings were made for tuning parameters in the algorithm 
while the test set was prepared to validate the trained algorithm. 
The recordings in dataset I were chosen to include a representative range of 
calls of 19 bird species. One species has two distinct call types and therefore the data 
set contains 20 call “classes”, each class represented by 15 recordings. See Figure 
3.2 for spectrogram examples. The one-minute recordings were selected from five 
days of continuous recordings (13-17th Oct 2010) at four sites within SERF, as 
previously described in Wimmer et al. (2013). Each recording typically contains calls 
of 2-6 species, including species other than those listed in Table 1. The recordings 
also contain many other acoustic events, such as animal vocalisations (dogs, cows, 
insects, and frogs), anthropogenic noise (traffic, aircraft) and sounds due to wind, 
leaf rustle etc. The selection of recordings was made so as to ensure that no two 
queries within one call class came from the same site on the same day. This was to 
minimise the probability that calls of the same individual appeared in more than one 
recording. Despite these precautions, it is hard to be certain that the same individual 
bird is not represented in more than one recording.  
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Figure 3.2 Example spectrograms for each of the 20 bird call classes 
These examples were drawn from the query set. See Table 3.1 for common and 
Latin names of the species.  
3.2.2 Dataset II 
Dataset II was designed for testing the retrieval algorithm on new queries that 
were not included in the training set in dataset I. This dataset contained four bird 
species. Their names are listed in Table 3.2 and the example spectrograms are shown 
in Figure 3.3. The selection of these four species follows the same rules defined in 
dataset I.  
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Table 3.2 Bird species used in the dataset II 
Species Name Common Name Code 
Cacomantis variolosus Brush Cuckoo BCK 
Meliphaga lewinii Lewins Honeyeater LHE 
Philemon citreogularis Little Friarbird LFB 
Lichenostomus chrysops Yellow-faced Honeyeater YFH 
 
 
Figure 3.3 Example spectrograms for each of the 4 bird call classes 
For each of the four species, five representative recordings were selected as 
queries in dataset II. The searching database only contained 120 1-min recordings, 
which include 100 recordings of the test set in Dataset I and 20 new recordings of the 
four new species, each of which has five representative recordings. Notice no 
training set was involved in dataset II; this is different from dataset I.  
3.2.3 Dataset III 
Dataset III was designed to conduct a retrieval evaluation for long duration 
recordings. Based on the general rule that the searching database should exclude the 
recordings used for querying and training, we chose one whole day recording, 
approximately 24 hours, which was collected on 13 Oct 2010 in NE (North East) site 
of SERF, for dataset III. There are 120 queries in this dataset, which covers the 100 
queries in dataset I and 20 queries in dataset II. 
3.2.4 Ground Truth Data 
As discussed in section 3.1.3, the recordings contained in the SERF project 
were annotated by experienced ecologists. The annotation data were textual 
descriptions on identified bird calls. The descriptions typically include species name 
and the exact location information of the bird calls in the spectrogram. Here the 
location was defined by the frequency and time bounds of a birdcall. The annotated 
recordings were initially designed for exploring species richness in Samford Valley 
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(the recording site) through counting bird vocalisations present in the recordings. 
Therefore, the annotation data was obtained by tagging only one occurrence of calls 
made by a species in a 1-min recording. That is, all repeated calls from the same 
species were not annotated. The data is suitable for studying species richness. 
However, it is not sufficient for this research, which aims to find out all the 
occurrences of bird calls in the recordings.  Therefore, every single occurrence of call 
needs to be tagged so that the annotation data can be used for evaluating the retrieval 
system.  This further annotation was conducted in two steps. The first step is to 
identify and tag calls similar to the ones that appeared in the original annotated data 
through visually scanning the spectrograms of birdcall recordings. The second step is 
to ask experienced birders to verify the annotations by listening to the recordings and 
observing the corresponding spectrograms. 
3.3 SUMMARY 
In summary, this chapter builds the datasets to be used in developing the 
content-based birdcall retrieval system. Since this research is based on experimental 
exploration, the datasets are important in order to conduct the experiments. In 
particular, this research requires birdcall recordings as datasets. The audio collection 
sites and recording devices in audio data collection were discussed. To conduct the 
experiments in the study, the environmental recordings, including three well-
designed audio datasets and corresponding annotation data, were built and discussed 
in detail. These datasets lay the foundation for the following experiments.  
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Chapter 4: Spectral Ridge Feature for 
Content-based Birdcall Retrieval 
This chapter presents the spectral ridge features and their application to bird 
vocalisation retrieval. Section 4.1 introduces the design of the developed birdcall 
retrieval system. In section 4.2, the spectral ridge features are developed for the 
retrieval system and discussed in detail. Section 4.3 describes the conducted 
comparative experiments and discusses the corresponding experimental results. A 
summary is given in section 4.4. 
4.1 DESIGN 
One of aims of this research is to develop effective features for content-based 
birdcall retrieval from environmental audio recordings. The purpose of this chapter is 
to achieve this aim, by developing a generic feature set and establishing a birdcall 
retrieval system.  
The retrieval system requires users to provide a vocalisation example as a 
query and then the search algorithm searches through recordings in the database to 
find similar vocalisations to the query.  
A query in the system is referred to a small rectangular section of spectrogram 
particularly surrounding a bird call.  The section boundaries are defined by 
specifying the frequency and time ranges. Once the query is submitted, the system 
will scan through recordings to select a list of candidates from the search database. 
Both the query and candidates are characterised with feature vectors in the same 
way, so that the similarity comparison can be conducted using a distance measure. In 
the end, the list of candidates are ranked in a descending order according to the 
similarity score (usually (0-1.0), 1.0 denotes the exact match). To evaluate the 
retrieval results, the location of the matched candidates in the recording are returned 
as part of results.   
One challenge in constructing features for the birdcall retrieval system is the 
general ability of features. The general ability means that the features should be able 
to describe arbitrary input. Another challenge is to construct a low dimensional 
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feature representation to boost the search speed. To meet the challenges, a seven-step 
birdcall retrieval system was developed and shown in Figure 4.1.  
 
Figure 4.1 Flowchart of the designed retrieval system 
1) The retrieval system first reads in the query audio input.  
2) Because the developed feature extraction algorithm is based on 
spectrograms, spectrogram generation is required by converting audio 
recordings into spectrograms. In order to remove the background noise and 
enhance the contrast, the noise removal algorithm is needed.  
3) Spectral ridge detection is applied to the spectrogram so as to detect points 
of interest from birdcalls. It aims to differentiate birdcalls from background 
noise.  Ridge detection is one of the contributions in the thesis and will be 
described in section 4.2. 
4) Based on the detected points of interest, local spectral ridge features are 
extracted from the bird vocalisation. The ridge feature is one of the major 
contributions in the study and is discussed in section 4.2.  Through the 
experiments, drawbacks were found in the firstly designed spectral ridge 
features. Therefore, a modified feature representation is explored in 
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Chapter 5. This is the second major contribution. For efficiency 
consideration, a more compact feature set is discussed in Chapter 6, which 
is the third major contribution in the thesis.  
5) To locate the potential candidate instances, a searching process is carried 
out, based on the query region matching.  
6) To determine the similarity between a query and a candidate, Euclidean 
distance is applied to the corresponding feature vectors. This assigns a 
similarity score to the candidate. In the end, the matched candidates are 
ranked in descending order based on the similarity score.    
7) The last step is to output the top N results and record the location of 
matched candidates in the recording for validating the developed 
algorithms.  
Feature extraction is a significant phase in the algorithm and features should 
characterise any query input. Next, the spectral ridge feature extraction algorithm and 
its application to birdcall retrieval are discussed in section 4.2. 
4.2 SPECTRAL RIDGE FEATURE  
4.2.1 Query Formulation 
The birdcall retrieval system is designed to allow users to provide a one-minute 
recording and specify a particular audio segment as a query. The query segment 
tends to be a birdcall defined by a small region in the spectrogram of a one-minute 
recording. The query region is specified by four bounds, which are maximum 
frequency, minimum frequency, start time and end time. The rule of specifying the 
region is that the region boundary defining the query is just big enough to cover the 
target bird call. Specifically, the bird call should be located in the middle of the 
region, such that it covers the majority of the area within the bounds. See an example 
in Figure 4.2. A query is defined by a green box. Notice that no actual users are 
involved at this stage. In the implementation, the retrieval system reads the bound 
information from a .csv file to formulate a query.  
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Figure 4.2 An example of query specification  
As observed, the spectrograms of most birdcalls, including those illustrated in 
the Bardeli’s paper (Bardeli, 2009), consist of spectral ridges due to whistles (which 
appear as horizontal ridges in the spectrogram, see Figure 4.3 (a)); clicks (which 
appear as one or more repeated vertical ridges, see Figure 4.3 (b)); chirps (which 
appear as rising or falling ridges, see Figure 4.3 (c)); and harmonic tones (appearing 
as stacks of ridges, see Figure 4.3 (d)). Therefore, ridge detection is explored to 
detect spectral ridges so that birdcalls can stand out from background noise. Based 
on the selected ridges, the spectral ridge features are calculated from a birdcall 
region. There are three steps in the spectral ridge feature extraction: 1) preprocessing, 
2) spectral ridge detection and 3) spectral ridge feature extraction.  
 
     (a) Bush stone-curlew    (b) Eastern whipbird  (c) Rufous Whistler (d) Torresian crow 
Figure 4.3 Examples of birdcall spectrograms 
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4.2.2 Preprocessing 
The developed feature extraction algorithm is based on an image processing 
technique. Therefore, the first step is to convert recordings into spectrograms in the 
preprocessing step. The query audio and the recordings from the search database are 
processed in the same way. Short-Time Fourier Transform (STFT) is used for 
generating the spectrogram. Considering the environmental audio data is quite noisy, 
a noise removal algorithm is applied to the generated spectrogram to filter out the 
background noise in the spectrogram. In the process of STFT, a frame of 512 
samples is chosen and a Hamming window with 50% overlap is applied to the frame 
for the Fast Fourier Transform (FFT). The generated spectrogram has 256 frequency 
bins, each of which covers about 43.07 Hz and one frame spans approximately 11.6 
ms. The intensity values (I) in the spectrogram are converted into decibels (dB), dB = 
20log10 (I). A spectrogram example is shown in Figure 4.4 (a).  
 
                                       (a) Before noise removal                          (b) After noise removal 
Figure 4.4 Noise removal for the spectrogram of a short audio 
To reduce background noise and improve acoustic contrast, the noise removal 
algorithm developed by Towsey et al. (2014) is applied.  This algorithm consists of 
two steps: (1) to calculate an adaptive decibel threshold for each frequency bin 
assuming an additive noise model; (2) to use a 3 frame by 9 bin convolution grid to 
remove low-level background noise from the spectrogram, based on a predefined 
threshold. The range of the threshold is between 0.0 and 7.0 dB. An example of a 
noise removed spectrogram is shown in Figure 4.4 (b), where the threshold is the 
default value, 0.0 dB.   
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4.2.3 Detection of Spectral Ridges 
A spectrogram can be regarded as a grey level image consisting of a list of 
pixels. In this phase, a small number of pixels in the spectrogram are selected using a 
ridge detection method. These selected pixels can be considered as spectral ridges, 
which are thin lines darker than their surroundings. 
The classical edge detection algorithms were explored in the initial experiment, 
which is based on the gradient information of the image by applying a 2-D derivative 
operator with the vertical and horizontal components on each pixel. Commonly used 
operators are Roberts (Jain et al., 1995) and Sobel (Sobel, 2014). Through aligning 
the selected operator on the whole image, edge pixels will be detected and their 
magnitude and direction can be used for extracting features. However, unlike digital 
images, the two dimensions in the spectrogram represent different physical quantities 
(time and frequency). Most importantly, for the real-world birdcall recordings, the 
leading edge is more important than the trailing edge, which typically decays due to 
echo and natural attenuation (Bardeli, 2008). The description on the edge structure in 
birdcalls can be found in Figure 4.5. In the figure, the Scarlet Honeyeater call 
exhibits the leading edge (spectral ridges with high intensity values) and trailing edge 
(the area after the leading edge, which has lower intensity values than the leading 
edge). Notice that some broadband edges, which are edges having more than one-
pixel width, appear due to MP3 compression, (see the area defined as MP3 artefact).  
When the classic edge detector is applied to the recordings, both leading ridge 
and trailing edge are selected. In fact, the leading ridge can reflect the real 
characteristics in birdcall structures, while the trailing ridges are not necessary. 
Based on the observation, it is more useful to implement a ridge detector rather than 
an edge detector in our application.  
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Figure 4.5 Ridge structure in birdcalls from environmental recordings 
In order to detect birdcalls from real world recordings, a modified ridge 
detection algorithm, termed as spectral ridge detection, is developed and applied to 
the spectrogram of birdcall recording. The output of the algorithm is a list of ridge 
points.  
Specifically, there are three steps in the spectral ridge detection method: 1) 
mask convolution, 2) false ridge removal, and 3) thinning.  
Step 1: Mask convolution 
The first step in spectral ridge detection is to convolve the spectrogram with 
two sets of 5x5 masks: a set of four masks for the directions 0, π/4, π/2, and 3π/4 
radians (in Figure 4.6) and a set of eight masks for the directions 0, π/8, π/4, 3π/8, 
π/2, 5π/8, 3π/4, and 7π/8 (Figure 4.7).  Note that a constant frequency whistle would 
show in the spectrogram as a ridge having direction 0 and a broadband click would 
show as a ridge having direction π/2. A spectrogram cell is assigned a ridge direction 
corresponding to the mask yielding maximum convolution score only if the score has 
exceeded a decibel threshold. 
 
(a) mask for ridges of 0 radian                   (b) mask for ridges of π/2 radian 
 
Shadow 
Leading ridge 
MP3 artefact 
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       (c)  mask for ridges of π/4 radian                (d) mask for ridges of 3*π/4 radian 
Figure 4.6 Masks for detecting edges of four orientations 
  
 
        (a) mask for ridges of 0 radian                    (b) mask for ridges of π/8 radian 
    
    (c) mask for ridges of π/4 radian               (d) mask for ridges of 3*π/8 radian 
 
        (e) mask for ridges of π/2 radian                 (f) mask for ridges of 5π/8 radian 
 
   (g) mask for ridges of 3π/4 radian              (h) mask for ridges of 7*π/8 radian 
Figure 4.7 Masks for detecting eight directional ridges 
Step 2: False ridge removal 
There are two types of false edges: 1) trailing edge and 2) edges due to MP3 
artefact. Considering these edges exhibit various characteristics, different approaches 
are designed to remove them.   
First, to reduce the incidence of detecting ridges in the reverberant ‘tails’ of 
calls (for example, in the ‘shadow’ area following the vertical ridge in Figure 4.5), 
an additional ‘filtering step’ is applied. For each ridge candidate at position (t, f), we 
calculate the average (AVG) and standard deviation (SD) of the magnitude values in 
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a 7×7 neighbourhood centred on (t, f). The ridge candidate is deemed not to belong 
to a ridge if (X (t, f) – AVG) < (0.9×SD). By doing this, it can filter out the ridges 
that has small difference in magnitude with AVG when compared to SD. Here 0.9 
was chosen through the experiment. For a Scarlet Honeyeater call, the output of the 
filtering step is shown in Figure 4.8 (b). As can be seen in Figure 4.8 (c), most of 
the trailing ridges are removed.  
 
                (a)  noise removal           (b) before false removal     (c)  after false removal  
Figure 4.8 False ridge removal 
Step 3: Thinning 
Since convolution with the ridge masks has a smoothing effect, the ridges tend 
to be more than one pixel wide. Therefore, a thinning step is required by comparing 
the neighbouring detected ridge points. In particular, if they have the same direction, 
only the pixel with the maximum magnitude will be retained.  The final result of 
selected points of interest on the spectrogram is shown in Figure 4.9 (c). As can be 
seen in the figure, the width of vertical ridge pixels, or the height for horizontal ridge 
pixels, is reduced to one pixel.  
 58 Chapter 4: Spectral Ridge Feature for Content-based Birdcall Retrieval 
 
                 (a)   noise removal         (b)    before thinning             (c)  after thinning        
Figure 4.9 Ridge Thinning 
Mask size and threshold are two parameters to be tuned. In the experiment, 
their effects on spectral ridge detection are investigated.  
Three sets of mask sizes, which are 3x3, 5x5 and 7x7, are examined and the 
effects of different sizes are shown in Figure 4.10. It is easy to see that the size of 
5x5 gives the best results because it retains the major component of birdcall. 
Compared to the result of the 5x5 mask, it is more precise. Applying the 7x7 mask 
loses much information. It can be reflected that the most important part in the L 
shape of birdcall is not detected.  
 
          (a) noise reduced           (b) 3x3 mask             (c) 5x5 mask          (d) 7x7 mask 
Figure 4.10 Ridge detection results at different mask sizes 
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From Figure 4.11, we find that the 5x5 mask yields better results compared to 
other two masks. The 3x3 mask gives more broken ridges and the 7x7 mask loses too 
much information.  
         (a) noise reduced               (b)  t = 5.0                 (c)  t = 6.0                (d)  t = 7.0 
Figure 4.11 Ridge detection results using various intensity values and the same 
size of 5x5 masks 
The magnitude threshold is used to determine whether a spectrogram cell is to 
be selected or not. If the magnitude of its dominant orientation exceeds a threshold 
(t), it is regarded as a ridge point.  
Figure 4.11 shows that lowering the threshold increases the number of ridges 
detected. When t = 5.0 dB, the ridge detection can select more ridges but some of 
them are unwanted.  When t = 6.0, it obtains the best result among them. The t = 6.0 
misses a set of important ridge points.  
4.2.4 Extraction of Spectral Ridge Features 
Birdcalls vary greatly in duration and bandwidth and consequently finding a 
concise “universal” feature representation can be difficult. The method of a 
normalised block descriptor (Dalal & Triggs, 2005) was followed in this research. In 
this method, a birdcall is divided into non-overlapping N×N neighbourhoods, each of 
which is described by a feature vector of fixed length. The neighbourhood size, N, is 
a parameter the optimum value of which needs to be determined experimentally.  
A. Neighbourhood descriptor 
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A grid of neighbourhoods is applied to the bounds of a birdcall. A simplified 
example is shown in Figure 4.12. Since it is unlikely that the call bounds identified 
by the user exactly correspond to an integer number of neighbourhoods, the call 
bounds are expanded to correspond to the nearest integer number of neighbourhoods.  
 
   
   
   
    
   
   
 
 
 
Figure 4.12 Region representation of spectral ridge features for a simplified 
Eastern whipbird call 
The overall region is a birdcall, the black dots (sometimes they are connected as a line) are detected 
ridge points. This call is divided into 18 (6 along frequency bins×3 along frames) neighbourhoods.   
 
B. Features from a neighbourhood 
Six spectral ridge features are extracted from each neighbourhood:  
1. Temporal entropy ( ): The ridge magnitudes are summed frame-wise over 
all frames in the neighbourhood and the N values are normalised to unit sum. HT is 
calculated as:  
HT =   where                            (4.1) 
2. Frequency bin entropy ( ): Similar to the calculation of HT except that the 
ridge magnitudes are summed bin-wise over all bins in the neighbourhood. HT and 
HB jointly describe the spatial distribution of ridges in a neighbourhood.  
3. Histogram of counts of four ridge directions (HoRC4): A four-dimensional 
vector derived from the counts of neighbourhood cells belonging to ridges having 
direction 0, π/4, π/2 or 3π/4. The histogram values are normalised to . Whereas 
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the entropy features describe the spatial distribution of ridge cells within a 
neighbourhood, this feature describes the distribution of ridge directions.  
4. Histogram of cumulative magnitudes of four ridge directions (HoRM4): 
Similar to HoRC4 except that ridge magnitudes are summed instead of counts. 
5. Histogram of counts of eight ridge directions (HoRC8): Similar to HoRC4 
except that the histogram counts are for eight ridge directions.  
6. Histogram of cumulative magnitudes of eight ridge directions (HoRM8): 
Similar to HoRC8 except that ridge magnitudes are summed instead of counts.  
C. Overall feature representation 
In the end, a birdcall, which is a sub-region of a spectrogram, can be 
represented by appending a list of neighbourhood features.  
4.2.5 Search for Candidates 
In order to search for candidates, the neighbourhood alignment is utilised, 
rather than the point alignment utilised by Bardeli (2009).  When searching for 
matching candidates, the query grid is applied to the one-minute recording, 
traversing in steps of N/2 frames (N is the neighbourhood length). To reduce 
excessive computation, a region of one-minute spectrogram (spanned by the query 
grid) is eliminated as a matching candidate if 50% of the candidate neighbourhoods 
underlying the query grid do not contain ridges. Typically, a one-minute audio file 
contains about 100 regions that are passed to the next step for feature extraction. The 
developed features in section 4.2.4 are used to calculate the similarity between query 
and candidates to be matched. The detailed matching process can be found in Figure 
4.13. 
 
(a) Candidates located in an audio file 
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(b) A query 
Figure 4.13 A simplified matching process in birdcall retrieval 
(a) Candidates located in a part of audio file (for a simple example, higher frequency bins are ignored 
here) and (b) a query. For the query, it is divided into nine neighbourhoods, each of which is shown as 
a square in the figure. Each square has an index. Here, to clearly illustrate the time position of 
candidates, the neighbouring candidates are not overlapped. In real case, the offset of candidates next 
to each other is approximately 0.075 s. As can be seen, the candidates cover the same frequency band 
and have the same number of neighbourhoods with the query. To find the match, we used (4) to 
calculate the distance between a candidate and a query. Among these three candidates, the distance at 
the position of 1.05 s is zero and its similarity score is 100%; it will be in the top rank of the 
candidates list and should be retained in the output list.  
 
4.2.6 Similarity Score 
The similarity between a query call and a candidate region is derived from the 
Euclidean distances between corresponding neighbourhoods within the call regions. 
The Euclidean distance between two corresponding neighbourhoods is given by:  
                                       (4.2) 
where i is an index over the D elements of feature vectors fq and fc, which describe 
the query and candidate neighbourhoods respectively. Equation 4.3 is used to 
convert distance to similarity.  
                                                (4.3) 
where D is the number of elements in the feature vector. Note that the feature values 
are normalised in [0, 1] and therefore  equals the maximum possible Euclidian 
distance.  
The resulting call similarity score, S, between a query and a candidate, is 
obtained by a weighted average over the similarities of corresponding 
neighbourhoods:  
                                         (4.4) 
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where i is an index over the n neighbourhoods in a call region and w is a weight 
whose value is determined by the presence or absence of spectral ridges in the 
corresponding neighbourhoods. A weighted average is necessary because the 
similarity between two call regions can be biased by a large number of empty 
neighbourhoods. Let Rq and Rc be the ridge counts in corresponding query and the 
candidate neighbourhoods. Then:  
w = w1   if Rq = Rc = 0                                  (4.5) 
w = 1 - w1  if Rq > 0 and Rc > 0 
w = 0.0                    otherwise. 
An optimal value for w1 must be determined experimentally. We investigated 
values of w1 = 0.1, 0.2, 0.3, and 0.5.  
4.2.7 Output 
Remember that each one-minute recording in the search data source contains 
more than one call from the same species. The designed birdcall retrieval system 
only returns the single highest scoring match from each recording. This minimises 
the probability of returning consecutive calls from the same bird, however, it also has 
an impact on our measurement of retrieval performance.  
4.3 EXPERIMENTS  
This section presents comparative experiments for three methods: spectral 
ridge features developed in this study, the structure tensor designed by (Bardeli, 
2009) and a histogram of oriented gradients used in (Briggs et al., 2012). These 
methods were tested on the dataset I for birdcall retrieval.  
4.3.1 Spectral Ridge Feature 
Eight feature sets were constructed from combinations of the six ridge features 
described in section 4.2.3: 
1. HT + HB (2 values) 
2. HoRC4 (4 values) 
3. HoRM4 (4 values) 
4. HT + HB + HoRC4 (6 values) 
5. HT + HB + HoRM4 (6 values) 
6. HoRC8 (8 values) 
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7. HT + HB + HoRC8 (10 values) 
8. HT + HB + HoRM8 (10 values) 
4.3.2 Comparative Method I: Structure Tensor  
The structure tensor method was developed by Bardeli (2009) to conduct a 
similarity search in animal sounds. This method was implemented according to the 
description in Bardeli’s work (2009) with slight modification in some parameters, 
mainly due to the noisy nature of real world recordings. The implemented method 
contains three major procedures: 1) selection of points of interest (POI), 2) Feature 
generation and 3) similarity measures. Next, these procedures will be discussed in 
detail.   
1. Selection of points of interest  
The initial spectrogram preparation and noise removal techniques are as 
described in section 4.2.2. Like Bardeli, an attention value is assigned to the centre 
pixel of each 11×11 neighbourhood, equal to the larger eigenvalue of the mean 
structure tensor derived from the neighbourhood. The centre point of each 
neighbourhood is retained as a ‘point-of-interest’ (POI) only if its attention value lies 
in the top P percent of attention values lying in a fixed number of spectrogram 
frames. The experiment shows that the Bardeli’s choice of 1000 frames is unsuitable. 
Instead, the segments of 100 frames are selected. The value of P (as a percentage) is 
an important parameter. Bardeli used 4%. In this research, a range of values were 
used: 0.5%, 1.0%, 1.5%, 2.0%, and 2.5%. The smaller threshold values were 
required to compensate for the smaller number of frames. Like Bardeli, this research 
typically retained 200-300 POIs per one second of recording. Figure 4.14 (c) 
illustrates the location of retained POIs for the Scarlet Honeyeater call.  
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                   (a) after noise removal                                                      (b) structure tensor 
Figure 4.14 Points of interest detected by structure tensor 
(a) Standard noise-reduced spectrogram of a Scarlet Honeyeater (SHE1) call; 
(b) The structure tensor representation. These spectrograms are on the same scale. 
Call duration ≈0.6 seconds. Call range = 4.5 – 7.5 kHz. Note the presence of another 
weaker call within the rectangular bounds of the SHE1 call. 
2. Feature generation using fast Fourier transform  
The second step in the structure tensor method is to calculate a discrete 2D-
Fourier transform for every 16×16 neighbourhood centred on a POI. The 
implementation of the 2D Fourier transform returns a matrix of 16×16 values with 
the low frequency coefficients in the centre and the high frequency coefficients to the 
outside. The peripheral (high frequency) cells were ignored and each POI was 
represented as a 14×14 matrix. We do not reduce the neighbourhood description to a 
12-bit vector as described by Bardeli because this step is primarily to increase 
computational efficiency of the retrieval process. Notice that this step is slightly 
different from the original algorithm described in Bardeli (2009).  
3. Similarity score 
For a similarity calculation, Bardeli’s Structure Tensor method adopted a 
ranking scheme. The ranking algorithm yields an integer value as a ranking score to 
each candidate. The higher ranking score indicates the higher similarity between a 
candidate and a query. In our application, the ranking algorithm was not used.  
Instead, the distance between two call regions (query and candidate) is calculated by 
summing the distances between superimposed POIs in the two regions. The 
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candidate with minimum distance to the query was taken as the ‘best match’ for a 
one-minute recording. 
4.3.3 Comparative Method II: Histogram of Oriented Gradients 
The Histogram of Oriented Gradients (HOG) was firstly calculated as part of 
the features in multiple instances multiple labels (MIML) for classifying bird species 
(Briggs et al., 2012).  
1. Gradient detection 
The local gradient magnitude and direction is calculated for all 121 cells in an 
11×11 neighbourhood using uncentred point derivatives ([-1, 1] and [-1, 1]T). An 
orientation histogram is prepared having eight orientation bins (uniform cover from 0 
to 180 degrees). The code HOGM8 was used for this histogram. Only those cells 
whose gradient magnitude exceeds a threshold contribute to the histogram. We 
investigated gradient thresholds of 5, 6, 7, 9, and 12 dB.  
 
                           (a) after noise removal                                        (b) gradient detection (Ɵ=12dB) 
Figure 4.15 Points of interest detected by gradient calculation  
2. Feature sets 
For the Histogram of Oriented Gradients we investigated two options, the eight 
bin histogram alone and in combination with the two entropy features derived from 
spectral ridges in section 4.3.3, that is: 
1. HOGM8 (8 values) 
2. HT + HB + HOGM8 (10 values) 
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3. Similarity score 
The similarity score is calculated in the same way as the spectral ridge method, 
which uses averaged neighbourhood similarity scores in the bird calls.  
4.3.4 Evaluation Measures 
The task here was to retrieve bird vocalisations from a set of recordings (in this 
case 100 one-minute recordings) similar to a user-supplied query. To achieve this, 
we searched through every one-minute recording to find the location in each file with 
the highest similarity score (or lowest distance score in the case of the structure 
tensor method). It is important to note that we returned only the highest scoring 
match from each recording. This minimises the probability of returning consecutive 
calls from the same bird, however it also has an impact on our measurement of 
retrieval performance.  
There are a variety of metrics used to evaluate performance on a retrieval task 
(H. Müller et al., 2001). Some are based on the rank of correctly retrieved calls 
within a set of returns and some use measures of accuracy, that is, presence or 
absence of correct retrievals within the top ranked retrievals. Both ranking and 
accuracy measures were employed in this study.  
A.  Rank of first correct retrieval 
Typically, the retrieval results returned to a query are ranked in descending 
order by their similarity score. In the case of this study, each query returns 100 items 
and the average rank of the first correct retrieval (Ravg) can be a useful measure of 
performance (Gargi & Kasturi, 1999). The lower the average rank, the better is the 
performance. However, this score is vulnerable to outliers of high rank (H. Müller et 
al., 2001). In this study, Ravg was used to compare performance between different 
classes of query. 
B. Accuracy 
The measurement of accuracy for a retrieval task is not the same as for a 
classification task because a list of retrieved instances must be scored, rather than a 
single instance. In this case, a returned list of C retrieved calls is scored as a correct 
response to a query if it contains at least one call in the same class as the query. In 
fact, the accuracy is calculated similarly to the top success rate used for music 
 68 Chapter 4: Spectral Ridge Feature for Content-based Birdcall Retrieval 
retrieval (Jang et al., 2001; Wu et al., 2003). Accuracy is used as an evaluation 
measure throughout the thesis. The accuracy for a given number of queries (in this 
case, 100) is given by: 
                             (4.6) 
Accuracy by this definition will increase monotonically with the size, C, of the 
retrieved list.  
C. Area under the curve (AUC) 
Plotting accuracy against size of retrieved list, C = 1...100, yields a curve that 
approaches 1.0 asymptotically (e.g. top curve in Figure 4.16). The area under an 
accuracy curve yields a single number that summarises retrieval performance. AUC 
can be calculated for any range of values of C. We used C = 0…25 because our 
better methods achieved 99% accuracy by C = 25 and thus the area under the curve 
from C = 0 to C = 25 helped to discriminate best performing methods.  
D. AUC ratio 
 
AUC values are most useful when comparing the performance of a retrieval 
algorithm to a benchmark. Our benchmark in this study is to assume random 
sampling without replacement from the candidate files. The relevant sampling 
distribution is the hypergeometric which assumes a finite population and binary 
samples (true/false). The hypergeometric probability is given by  
                                            (4.7) 
where N is the population size, k is the number of items in the population that are 
classified as successes, C is the number of items in the sample (retrieval list) and x is 
the number of items in the sample classified as successes.  denotes the number of 
combinations of a thing, taken b at a time (StatTrek, 2014). In our case, N = 100, k = 
5. To model an accuracy curve due to random sampling, we computed the 
cumulative probability P(X  x = 1) for each value of C =  
We let the area under the accuracy curve for random sampling represent a 
lower bound on retrieval performance. The AUC for perfect retrieval = Cmax 
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(assuming a normalised y-axis scale). The AUC ratio (AUCR) for a retrieval method 
can be calculated as: 
AUCR                                              (4.8) 
where it is assumed that all AUC values are calculated over the same range from C = 
0 to Cmax = 25. AUCR describes retrieval performance relative to the lower and 
upper bounds. 
4.3.5 Results on Training Set  
Each of the three methods we compared has parameters to tune for optimum 
retrieval performance. Two of those parameters, window overlap and noise reduction 
threshold, were common to all three methods. The spectral ridge approach had four 
additional parameters: mask size, ridge magnitude threshold, neighbourhood size and 
the value of w in (5). We also investigated eight different ridge feature sets as 
described in section 2.8.  
Performance comparisons are made using the AUCR metric for various values 
of sample size, C. Since the value of C did not change the rank ordering of 
performances, we only show AUCR results for C = 25 (Table 4.1). However, it 
should be noted that relative differences between methods were greatest at C = 10. 
Because it is not possible to tune all reasonable combinations of the six 
parameters and eight feature sets, we did some preliminary exploration with the 100 
training set recordings to establish a set of default parameter values (those marked 
with an asterisk in Table 4.1). We then tuned the parameters in a greedy manner 
using the values and in the order listed in Table 4.1, which is the order that they are 
employed in the workflow. Ultimately, the default values obtained in our preliminary 
exploration remained optimum.  
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Table 4.1 Retrieval performance on the training dataset for different parameter values 
* indicates the parameter value yielding best performance. Right most column indicates computation time relative 
to the best performing parameter combination.  
 
Parameters 
 
Values 
AUCR 
(C=25) 
Relative 
Comp. 
Time 
    
 
Window 
overlap 
0.00 0.62 0.6 
0.25 0.73 0.8 
0.50* 0.74 1.0 
0.75 0.62 1.8 
Noise 
reduction 
Threshold 
(dB) 
  0.0* 0.74 1.0 
3.0 0.64 1.0 
7.0 0.52 0.9 
Spectral Ridge Features 
 
Mask size 
3×3 0.66 1.1 
  5×5* 0.74 1.0 
7×7 0.43 0.9 
Ridge 
magnitude: 
dB threshold 
5.0 0.66 1.1 
  6.0* 0.74 1.0 
7.0 0.74 1.0 
Neighbour-
hood Size 
 
7×7 0.69 1.1 
  11×11* 0.74 1.0 
15×15 0.56 1.0 
 
Feature Set 
 
(See Section 
2.8 for 
descriptions) 
HT, HB 0.69 0.9 
HoRC4 0.67 1.1 
HoRM4 0.63 1.5 
HoRC8 0.66 1.6 
HT,HB,HoRC4* 0.74 1.0 
HT,HB,HoRM4 0.69 1.2 
HT,HB,HoRC8 0.70 1.6 
HT.HB, HoRM8 0.69 1.8 
Distance 
Weight 
(w1) 
0.1 0.71 1.1 
  0.2* 0.74 1.0 
0.3 0.64 1.0 
0.5 0.57 1.1 
Structure Tensor Features 
 
Attention 
parameter 
 
0.005 0.57 4.4 
0.010 0.59 3.4 
  0.015* 0.63 3.4 
0.020 0.61 2.9 
0.025 0.54 3.1 
Histogram Of Oriented Gradient Features 
 
HOGM8 
(gradient 
threshold) 
  
5dB 0.30 0.8 
  6dB* 0.69 0.8 
7dB 0.61 0.7 
9dB 0.63 0.7 
12dB 0.57 0.7 
HT+HB  + 
HOGM8 
(gradient 
threshold) 
 
5dB 0.38 1.9 
  6dB* 0.72 1.8 
7dB 0.59 1.5 
9dB 0.67 1.5 
12dB 0.62 1.5 
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A window overlap of 50% was necessary to give best detection of spectral 
ridges. Note that a noise reduction threshold of zero decibels means that the first 
noise reduction step was performed, but not the second.  
Of the eight feature sets investigated, a combination of HT, HB and the four 
bin HoRC4 histogram yielded highest AUCR score on the training data. This 
suggests that both the spatial and directional distributions of spectral ridges are 
important for call characterisation. Note that dividing the ridge direction (0 – 180o) 
into four bins yielded a better result than eight bins and constructing a histogram of 
counts performed better than a histogram of ridge magnitudes. A histogram of counts 
renders retrieval less sensitive to call magnitude and hence to distance of bird from 
the microphone. 
Weighting the distance calculation according to presence or absence of ridges 
in corresponding neighbourhoods significantly improved the performance. The effect 
is to reduce the importance of neighbourhoods that have zero distance because 
neither contains a ridge. 
The structure tensor method required tuning of one parameter, the attention 
parameter. Other parameter values for the structure tensor method were as described 
in Section 4.3.2. A value of 1.5% was found to be optimum for the attention 
parameter, but the performance of AUCR = 0.63 was below that of 0.74 for the 
spectral ridge method. 
Results for the Histogram of Oriented Gradients’ approach are shown only for 
eight-bin histograms of cumulative magnitude. Four bin histograms of cumulative 
counts were investigated but found to yield inferior performance on training data. We 
used the default values for window overlap and the noise reduction threshold. 
Consequently, as implemented in this study, the Histogram of Oriented Gradients 
approach had one additional tuned parameter, the gradient threshold, which 
determined whether or not a gradient magnitude was added to the histogram. This 
threshold had a significant impact on performance because it determined how many 
non-ridge cells contributed to the histogram. The best performing result for the HOG 
method was AUCR = 0.72, but only when the histogram was combined with ridge 
features HT and HB.  
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The rightmost column of Table 4.1 lists the computation time (for both feature 
extraction and calculation of similarity scores over 100 queries) relative to the 
method yielding optimum retrieval accuracy. The most significant point to note is 
that the structure tensor method was computationally more expensive because it 
generates many ‘points of interest’, each of which must be processed, whereas the 
other methods process calls on the basis of neighbourhoods, which are relatively few. 
The average number of neighbourhoods per query event was 48, compared to 185 
points of interest. 
4.3.6 Test Results and Discussion 
Having determined optimum parameter values and feature sets for the three 
methods (using training data), we then measured performance on the 100 test 
recordings.  
A. Accuracy graph 
The spectral ridge method outperforms the other two methods for all values of 
C (Figure 4.16) but the difference is greatest around C = 10 where the accuracy 
values for the three methods are 94%, 90% and 82% respectively. Note also that this 
ranking of the three methods remains true, whether the performance measure is 
average rank of first correct retrieval or accuracy at C = 5 (Table 4.2, bottom row).  
 
Figure 4.16 Retrieval accuracy versus the size of the retrieved list 
B. Average rank for individual call classes 
Retrieval performance from test data for the 20 call classes is shown in Table 
4.2. Both average rank of first correct retrieval and accuracy (at C = 10) were 
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compared. Average performance results are shown in the bottom row of Table 4.2. 
The statistical significance of the results is shown in Table 4.3 comparing the three 
methods pairwise. The average rank of the SR method was significantly lower than 
for the ST method, but not significantly different from the HOG method. Likewise, 
the accuracy of the SR method was significantly higher than for the ST method, but 
not significantly different from the HOG method. It should be noted that the HOG 
feature set also included the features HT and HB that were in the SR feature set and so 
it is not unexpected that these two methods should obtain similar results. 
It is instructive to compare retrieval performance over the 20 birdcall classes 
(Table 4.2). All three methods achieved very good performance (average rank < 1.4, 
accuracy = 100%) when identifying four species: Eastern Whipbird (EWB), Grey 
Fantail (GFT), Scarlet Honeyeater1 (SHE1) and Torresian Crow (TRC) (Table 4.2). 
It is not obvious what these four species have in common apart from well-
differentiated ridges and broadband content. Likewise, two call classes on which all 
three methods performed poorly, Silvereye (SVE) and Rainbow Lorikeet (RLK), also 
have very different call structures. 
Table 4.2 Retrieval performance for test data over the 20 call classes  
SR-spectral ridge method (SR), ST-structure tensor and HOG-histogram of oriented gradients 
Species  Avg rank of first correct retrieval Accuracy for five queries at C = 10 
SR ST HOG SR ST HOG 
BCD 2.2 16.0 2.8 1.0 0.4 1.0 
BHE 2.2 5.2 2.2 1.0 1.0 1.0 
BSC 3.6 5.2 4.6 1.0 0.8 1.0 
EWB 1.0 1.4 1.0 1.0 1.0 1.0 
EYR 2.8 1.4 3.0 1.0 1.0 1.0 
GFT 1.0 1.2 1.0 1.0 1.0 1.0 
GST 1.2 11.2 2.0 1.0 0.6 0.8 
GWS 3.0 7.4 3.2 1.0 0.8 1.0 
LFC 4.6 1.6 4.4 0.8 1.0 0.8 
OBO 2.2 5.2 2.0 1.0 0.8 1.0 
RFW 2.4 5.6 2.4 1.0 1.0 1.0 
RLK 12.0 16.6 11.2 0.4 0.6 0.6 
SBC 2.0 20.2 2.0 1.0 0.4 1.0 
SCC 7.6 1.6 9.0 1.0 1.0 0.8 
SVE 7.4 22.0 8.0 0.8 0.4 0.8 
SHE1 1.0 1.0 1.0 1.0 1.0 1.0 
SHE2 1.2 4.2 1.2 1.0 1.0 1.0 
SPD 2.2 9.2 3.0 1.0 0.6 0.8 
TRC 1.0 1.2 1.0 1.0 1.0 1.0 
WTH 3.8 2.4 5.0 0.8 1.0 0.4 
Avg±std 3.22±2.74 6.98±6.56 3.50±2.78 0.94±0.14 0.82±0.23 0.90±0.16 
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Table 4.3 Paired statistical analysis of the results in Table 4.2 
For average rank, the paired student t-test was conducted (Stangroom, 2015). McNemar’s test 
(GraphPad Software, 2015) was adopted for comparing the Accuracy results as 100 binary values. 
(0=incorrect retrieval, 1=correct retrieval).  
Pairs Test results  
Student t-test on test results for average rank 
SR-ST t = 2.31 (significant at p < 0.05, df=19) 
SR-HOG t = 0.31 (not significant) 
ST-HOG t = 2.13 (significant at p < 0.05, df = 19) 
McNemar’s test on test results for accuracy at C = 10 
SR-ST p = 0.0015 (highly significant) 
SR-HOG p = 0.1336 (not significant) 
ST-HOG p = 0.0133 (significant) 
 
C. Poor performance investigation 
Typical reasons to explain poor performance would be queries with low SNR 
and/or other acoustic events overlapping the query. To investigate these possibilities, 
performance was compared on the five queries with lowest SNR and the five with 
highest. Perhaps surprisingly, performance on the highest and lowest SNR queries 
was not significantly different, despite a significant difference in SNR (Table 4.4, 
rows 1 and 2). Likewise, there was no significant difference in the average rank 
scores between the 32 queries containing overlapped acoustic events versus the 68 
queries which did not (Table 4.4, rows 3 and 4).  
Table 4.4 Retrieval performance for queries having high or low SNR and for queries that are or 
are not overlapped (both temporally and spectrally) with another call 
Queries Value 
(avg±std) 
Avg. rank of first TP 
(avg±std) 
SNR, highest five 45.8 12.6 2.6 3.6 
SNR, lowest five 19.2 0.4 2.8 2.0 
Overlapped 
Queries 
Yes(32) 3.4 3.7 
No(68) 3.1 3.8 
 
Table 4.5 lists the four species whose queries yielded worst average rank score 
with the spectral ridges approach. There are several points to note. In the case of the 
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Leaden Flycatcher, only one of the five queries yielded a bad result (the same query 
also returned a poor result with the HOG method). This illustrates a previously 
mentioned problem with average rank, as a measure of performance, it is sensitive to 
outliers. The queries for two of the species (Silvereye and Rainbow Lorikeet) are 
difficult for all three methods. Finally, poor performance with Rainbow Lorikeet and 
Sulphur-crested Cockatoo queries is due to the lack of a clearly defined ridge 
structure. The calls of these two species tend to be shrieks with a diffused appearance 
in the spectrogram. The structure tensor method, on the other hand, identifies POIs 
even where there are no clear spectral ridges.  
Table 4.5 Examples of the first rank and average rank corresponding to queries 
(SR = spectral ridges, ST = structure tensor, HOG = histogram of oriented gradients) 
Query Rank of first TP 
No. Query 
overlap  
SR ST HOG 
Rainbow Lorikeet 
1 Y 13 1 10 
2 N 9 1 11 
3 N 18 63 22 
4 N 6 17 5 
5 N 14 1 8 
av±std - 12.0±4.64 16.6±26.85 11.2±6.46 
Sulphur-crested Cockatoo 
1 N 10 1 8 
2 N 6 2 7 
3 N 10 1 15 
4 Y 6 3 8 
5 N 6 1 7 
av±std - 7.6±2.19 1.6±0.89 9.0±3.39 
Silvereye 
1 N 4 15 5 
2 N 7 3 8 
3 N 16 79 13 
4 N 2 1 8 
5 N 8 12 6 
av±std - 7.4±5.37 22.0±32.40 8.0±3.08 
Leaden Flycatcher 
1 Y 16 3 14 
2 Y 1 1 1 
3 Y 1 1 2 
4 Y 2 1 3 
5 N 3 2 2 
av±std - 4.6±6.43 1.6±0.89 4.4±5.41 
 
Three other factors contributing to poor performances on some queries are 
quite general. First, short calls (e.g. Brown Cuckoo-dove, Olive-backed Oriole and 
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Silvereye) can be mistaken for components of more complex call structures or do not 
have sufficient duration or structure to distinguish them from background noise. 
Second, the spectral ridge method is unsuitable for shriek calls not showing clear 
ridge characteristics. This case happens in birdcalls themselves, such as that of the 
Rainbow Lorikeet, or due to environmental echo effect. Third, the calls of some 
species (in our case, the Golden Whistler) are highly variable.  
One of the aims of this work is to test whether using the ridges found on faunal 
vocalisations in spectrograms are good features. Another aim is to explore a suitable 
representation for an arbitrary query region by generating feature vectors with low 
dimensionality. In particular, the same set of parameters is used for indexing on all 
testing data.  
The experimental results show that ridge features can work well for detecting 
targeted bird vocalisations, because they can differentiate between targeted species 
with other vocalisations, which is reflected in the high precision. Also, general 
representation is a good way for representing arbitrary acoustic events, such that all 
similar events.  As can be seen, the queries have different properties in the frequency 
and time structure, but representation is robust by using the same thresholds for these 
queries. Most importantly, the algorithm can obtain a high precision and recall. 
These features can work well on detecting vocalisations that show ridge-like 
spectrum characteristics and the general representation is adapted to describe 
arbitrary acoustic event with a box around it with very little amount of data. This 
research is in the early stage of this retrieval system, therefore only four queries were 
chosen here. In the future, the algorithm will be extended to more species 
vocalisations.  
The advantage of the regional representation of this study is that it is not 
designed for a particular acoustic event but for arbitrary acoustic events. Although 
the frequency and duration of targeted vocalisations are different, the regional 
representation can use a few of the same thresholds to describe all types of queries’ 
content well. Furthermore, the high recall indicates that almost all candidates can be 
hit by using this regional representation scheme. Most importantly, the size of feature 
representation is low compared to the lowest representation directly based on pixels. 
For example, for Brown Cuck-dover1, there are 507 (3×13×13) pixels in the query, 
but just 6 (3×2) values were used to generate our feature representation. The 
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compression rate is 84.5 (507/6). As a result, the time taken for calculating the 
similarity score is largely reduced. Especially, when the query region is much longer, 
an accurate description can be achieved with little data. This can greatly save both 
storage space and computation time. 
4.3.7 Spectral Ridge Features on Dataset II 
Recall that one of the advantages of the retrieval task is that it is not 
constrained to recognising classes of call in the training classes. To explore how the 
spectral ridge features would perform with test queries of bird species not included 
during training, we selected five queries for each of four new species (Table 4.6). 
Table 4.6 Rank of first correct retrieval for 20 new queries 
 
Query number Query Length(seconds) Rank of first correct 
retrieval 
Brush Cuckoo (Cacomantis variolosus) 
1 1.8 1 
2 2.1 2 
3 2.3 1 
4 1.9 1 
5 1.7 1 
Av+std 1.96±0.24 1.2±0.45 
Lewin’s Honeyeater (Meliphaga lewinii) 
6 1.8 2 
7 1.4 1 
8 2.3 1 
9 1.5 1 
10 1.7 1 
Av+std 1.74±0.35 1.2±0.45 
Little Friarbird (Philemon citreogularis) 
11 1.6 1 
12 1.3 3 
13 1.5 3 
14 1.5 1 
15 4.2 10 
Av+std 2.02±1.22 3.6±3.71 
Yellow-faced Honeyeater (Lichenostomus chrysops) 
16 1.5 1 
17 1.7 3 
18 1.8 1 
19 1.9 1 
20 1.6 1 
Av+std 1.7±0.16 1.4±0.89 
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The query set in dataset II contains four new species, each of which has five 
representative queries. The search database increases to 120 one-minute recordings, 
which are composed of test recordings (100) in dataset I and new recordings (20) 
containing the four testing species. Here the recordings of the query set are excluded 
from the test dataset. All of these recordings were selected from a local open forest, 
using the same recorders.  
In the implementation, the same parameter settings that were finalised in 
section 4.3.5. Notice that no training process is involved in this new query 
experiment.  
3.2.2 Experiment for new queries 
 
The retrieval results measured as rank of the first correct retrieval in Table 4.6 
show that SR features are robust for queries of species not previously included in 
training data.   
A. Results and discussion 
From Table 4.6, we can easily see that 19 out of all queries obtain a true 
positive within the top five in the ranking list. This illustrates that the explored 
retrieval system performance is highly effective in retrieving the four new species. In 
particular, 19 of the queries achieve a rank of three or less. The one poor performing 
query (query 15, Little Friarbird) had an atypical duration.  
Here the fifth query in Little Friarbird obtains a relatively poor performance, 
which is reflected in the first rank as 10.  Such a poor performance can be attributed 
to the variations in their calls.  
Notice that in this experiment, the training process becomes unnecessary, even 
when dealing with unseen queries, because all the parameters investigated in the 
above sections were used. This is a great difference between classification and 
retrieval tasks for dealing with unknown instances in the training. In our retrieval 
application, once the feature set has been determined, it can be directly applied to 
new queries, while a typical classification task has to train new models for such a 
case.  
Most important, the good retrieval performance indicates that we only need 
small amounts of training data (which are 100 one-minute recordings) to generate a 
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good feature set. The feature set is effective in describing unknown bird species 
when implementing the established retrieval system.  
4.4 SUMMARY 
This chapter presents a framework for content-based birdcall retrieval using 
spectral ridge features.  The spectral ridge features are derived from an image 
processing technique, ridge detection. In the designed birdcall retrieval, a generic 
feature set was developed and can be used for describing multiple birdcalls using the 
same parameter setting. For validation, the developed approach was tested on the 
environmental recordings containing 20 birdcall classes.  
The hypothesis for the work described in this chapter was that a feature set 
describing intrinsic birdcall structure, spectral ridges, can result in better retrieval 
performance than a feature set that also responds to non-intrinsic factors (such as 
echo) accompanying the call. This hypothesis is confirmed. In particular, the spectral 
ridge method achieves good performance when the calls to be detected have a strong 
ridge structure. This is the case for many birdcalls and songs whose dominant 
structure consists of (modulated) whistles, whips, and clicks. Through examining the 
retrieval results, a great advantage in the spectral ridge method was that it can 
characterise the majority of the selected birdcall classes using one parameter setting. 
That is to say, the spectral ridge method is generalised for most birdcalls. In contrast 
with the other two methods - 1) structure tensor method, 2) histogram of gradients - 
the spectral ridge method achieves the best retrieval performance in terms of 
accuracy and average of first rank.  In addition, the spectral ridge method offers a 
more compact representation of a birdcall (there are fewer ‘neighbourhoods’ within 
the region of a call than points of interest). 
As discussed in the experimental results, the spectral ridge method has 
difficulties in retrieving certain birdcall classes. Firstly, the spectral ridge detection 
algorithm sometimes selects false ridges from other acoustic events, such as rain. 
Secondly, the spectral ridge detection fails to detect shriek call structures that do not 
have clear ridges.  Thirdly, the extracted features can sometimes cause the confusion 
between the short calls and large calls. To overcome these problems, the spectral 
ridge algorithm will be improved with modification and the modified version will be 
discussed in the next chapter (Chapter 5).  
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Chapter 5: Robust Feature Representation 
for Birdcall Retrieval 
This chapter presents solutions to the problems identified in Chapter 4 to 
generate a more robust feature set. First, to deal with the false ridges, an additional 
step presented in section 5.1 is made after the filtering process in the original ridge 
detection described in Section 4.2.3. Second, for the shriek birdcall structure, 
spectrogram downscaling is used to improve the robustness of the developed spectral 
ridge detection. The details of spectrogram downscaling can be found in section 5.2. 
Third, to deal with the confusion between short and large calls, a new region 
representation is introduced in section 5.3. Section 5.4 conducts comparative 
experiments on dataset I and reports the discussion on experimental results. The 
improved spectral ridge method is applied to a large dataset for a potential ecological 
application in section 5.5. A summary is presented at the end of the chapter (section 
5.6).  
5.1 FALSE RIDGE REMOVAL 
5.1.1 False Ridge Detection 
Through the examination on the spectrograms of field recordings, we found 
that, in addition to birdcalls, the MP3 compression effects and rain drops also exhibit 
the ridge appearance. Thus, these non-birdcalls can lead to the detection of false 
ridges.  
5.1.2 False Ridge Filtering  
These non-bird acoustic events in spectrograms often exhibit narrow band vertical 
lines. They are quite different from birdcalls which tend to be thick ridges. Here, thick 
means that the width of the ridge is more than one pixel. Therefore, a filtering step is 
added to remove the detected false ridges due to the rain and MP3 effect in the 
original filtering step given in section 4.1.2. 
Considering different directional ridges make various degrees of contribution, 
the filtering procedure is designed to deal with directional ridge points separately by 
convolving different matrices.  
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A. 0 radian ridge points 
For a detected ridge point with the direction of 0 radian, a 12x6 mask (Figure 
5.1) is convolved with the submatrix where the ridge point is in the centroid. The 
output of the convolution is a magnitude value. To determine whether to eliminate 
this point, a threshold (t) is required to be set up.  
 
Figure 5.1 A Mask for removing false 0 radian ridges 
B. π/2 radian ridges 
For a detected ridge point with π/2 radian, a 6x12 mask (Figure 5.2) is 
convolved with the submatrix where the ridge point is in the centroid, and a 
magnitude threshold is set to determine whether to eliminate or not.  
 
Figure 5.2 A mask for removing false π/2 radian ridges 
C. π/4 radian ridges  
For any ridge point showing π/4 radian, a 6x5 mask in Figure 5.3 is convolved 
with the submatrix where the ridge point is in the centroid, and a magnitude 
threshold is used to determine whether to eliminate or not.  
 
Figure 5.3 A mask for removing false π/4 radian ridges 
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D. 3*π/4 radian ridges 
For such a ridge point, a 6x5 mask in Figure 5.4 is convolved with the 
submatrix where the ridge point is in the centroid, and a magnitude threshold is used 
to determine whether to eliminate or not.  
 
Figure 5.4 A mask for removing false 3*π/4 radian ridges 
In the end, the result of false ridge removal is shown in Figure 5.5(c).  
Through experiments, the threshold for ridge points with 0 radian and π/2 radian is 
examined and selected as 15.0 dB. The threshold for ridge points with other 
situations is set to 5.0 dB.  
 
                    (a)  noise removal                        (b) before false removal                (c)  after false removal    
Figure 5.5 Removing false ridges 
(a) Standard noise-reduced spectrogram of a Scarlet Honeyeater (SHE1) call; (b) The same 
spectrogram showing spectral ridges before false ridge removal; (c) spectral ridges after removing 
false ridges. All spectrograms are on same scale. Call duration ≈0.6 seconds. Call range = 4.5 – 7.5 
kHz. Note the presence of another weaker call within the rectangular bounds of the SHE1 call. 
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5.2 SPECTROGRAM DOWNSCALING 
5.2.1 Issue in Ridge Detection  
The assumption about using ridge detection is that the selected birdcalls exhibit 
ridge characteristics in the spectrogram; however, as discussed in Chapter 4, this is 
not true in some cases. For example, some birdcalls themselves contain diffused 
components, such as Sulphur-crested Cockatoo (see Figure 5.6 (a)). For such a case, 
the ridge detector designed in Chapter 4 becomes inappropriate. In addition, due to 
the echo effect from the wild environment, ‘shadows’ often immediately follow the 
principle signal of bird sounds. An example can be seen in Figure 5.6 (b). The 
shadow area can vary in intensity depending on the local conditions, and can be 
broad enough to cause inaccurate ridge detection. The two cases reported here are 
quite common in environmental audio data.  
 
 (a) Sulphur-crested Cuckoo             (b) Eastern whipbird 
Figure 5.6 Typical bird call structures showing shriek properties 
5.2.2 Solution 
To address the identified challenges, improvements in the spectral ridge 
approach are made by compressing the spectrogram at certain levels. In the modified 
algorithm in this chapter, the spectrogram is compressed at a scale along either frame 
(horizontal) direction or frequency bin (vertical) direction. Thus, the appearances of 
the ‘shadows’ and diffused components are changed into slim horizontal or vertical 
ridges. The experimental results demonstrated that this approach is superior to using 
different sized masks. Specifically, ridge points are detected in three steps and the 
example results are shown in Figure 5.7. 
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Figure 5.7 Ridge detection results on different scales of spectrograms  
(a)Noise-reduced spectrogram of an Eastern Whipbird call containing a shadow; (b) ridge 
detection on original spectrogram (c) time compressed spectrogram. (d) ridge detection on time-
compressed spectrogram. (e) restored-scale spectrogram. The duration of the call is 2 seconds. The 
call ranges from 1700~7500 Hz. The vertical ridges appearing above 8000 Hz are detected due to 
MP3 artefacts 
Step 1: apply ridge detection on the original size of spectrogram and save the 
ridge detection results;  
Step 2: scale down the spectrogram in the temporal direction by a scale factor 
(σt) and perform vertical ridge detection as previously described. Store the detected 
points of interest. Repeat the same in the frequency direction with scaling factor σf, 
and store the additional (horizontal ridge) points of interest. Although we are treating 
the spectrogram is being treated as an image, its two dimensions are not spatially 
equivalent. Hence it is necessary to scale down each dimension separately. 
Step 3: the stored ridges derived from original and ones from down-scaled 
spectrogram are combined and contribute to the final ridge output. In detail, the (new) 
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ridges detected from compressed spectrograms are then added to the ridges derived 
from original spectrogram. This process is achieved by expanding at a reverse scale 
(1/ σ) so as to be the same size as original spectrogram. If a position of new ridge on 
the spectrogram has no ridge found in previous ridge detection, the new ridge will be 
added. The final output can be found in Figure 5.7 (c). In this way ridges can be 
detected from the calls that do not contain clear ridge structure.   
The output of the improved ridge detection on different scales of the 
spectrogram can be found in Figure 5.7. As can be seen in Figure 5.7 (a), few ridges 
can be detected from the original spectrogram while vertical ridges are clearly seen 
in the resized spectrogram (Figure 5.7 (b)). The final output is shown in Figure 5.7 
(c). Notice Figure 5.7 (b) only exhibits the effect of down-sampling along frame 
(horizontal) direction. Likewise, down-scaling the spectrogram along frequency bin 
yields a new horizontal ridge component. Overall, the current ridge detector did 
improve the performance of detecting ridges.  
In the improved spectral ridge detection method, the effect of the scale factor in 
retrieval performance needs to be investigated in the experiment.  
5.3 BUFFER ZONE FOR FEATURE REPRESENTATION  
5.3.1 Issue in Regional Representation 
Arganat (2009) pointed out that short calls can cause errors during the 
identification of multiple species because they lack distinct properties compared to 
complex calls. In Chapter 4 this problem was also reported in the experiment section. 
The querying birdcalls in the study contain many short calls, which can be confused 
with large calls.  
5.3.2 Solution 
To avoid this problem, a buffer zone is added to the actual birdcall region. The 
illustration of the new representation is shown in Figure 5.8. The figure shows a 
simplified Scarlet Honeyeater call (a rectangle with grey shading), which is divided 
into 18 regions, each of which is shown as a square in the figure. Each square has an 
index which refers to a 6-dim feature set derived from ridges inside the square. The 
squares surrounding the actual call are referred to as a buffer zone.  
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Figure 5.8 The region representation of spectral ridge features for a simplified 
Scarlet Honeyeater call 
To construct the buffer zone, each birdcall region is expanded by a 
neighbourhood size along the original bounds. Notice that the short birdcall should 
contain no ridges in the buffer zone while for a large birdcall structure, partial 
components can be found in the buffer zone. When ridges are found in the buffer 
zone of candidate instance, the similarity score should decrease due to mismatching 
regions happening in buffer zones. Notice that this representation requires no 
parameter to tune.  
5.4 EXPERIMENT ON DATASET I 
This section introduces the comparative experiment among different features: 
MFCCs, the standard spectral ridge features and modified spectral ridge features. 
These experiments were conducted on dataset I (section 3.2.1) where 100 1-min 
recordings were selected as queries and 100 1-min recordings are training/ test 
dataset as a search database. In particular, the spectrogram downscaling algorithm 
needs training experiments to select appropriate parameters and test experiments to 
validate its effectiveness, whereas the new region representation called “buffer zone” 
is only conducted on the test data. In the final test experiment, the three different 
methods are compared and their experimental results are discussed.  
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5.4.1 Baseline Method: Cepstral Coefficients and Hidden Markov Models 
(HMM) 
As a comparison, the Song Scope classification algorithm was adopted for 
identifying vocalisations from continuous recordings. The algorithm extracts spectral 
features from cepstral coefficients similar to Mel Frequency Cepstral coefficients 
(MFCCs) to build Hidden Markov Models (HMMs) for recognition. 
In the Song Scope algorithm, recordings are first transformed into 
spectrograms using Fast Fourier Transform (FFT). In the preprocessing stage, several 
techniques are incorporated for noise reduction. A Wiener filter is used to remove 
background noise typically present in field recordings. A band-pass filter removes 
the unnecessary range of frequencies as bird calls only occur in fixed frequency 
range. Finally, power normalisation and log frequency scaling is performed for 
limiting spectral values to a small dynamic range such that noise can be greatly 
depressed and audio signals can clearly stand out. Next, a simple signal detection 
algorithm is employed to automatically segment syllables in vocalisations. Calls are 
then represented by a series of time-related spectral features by applying a series of 
Discrete Cosine Transform (DCT) on power-normalised and log-warped frequency 
bins. Finally, HMMs are built to calculate features for individual syllables and the 
syntax of a complex song composed of several syllables. For the similarity measure, 
a probability function is provided to determine the output. A detailed description of 
this algorithm is provided by Agranat (2009).  
The models for the 20 classes are built by taking the manually annotated 
vocalisations in the training data (100 recordings). The trained models will be 
applied to the test data as a batch, meaning the parameters involved in the 
recognition are globally set. A good setting of parameters should not only achieve a 
high sensitivity but also consider the extreme cases of the appropriate values for each 
classifier. The parameter setting in the experiment can be found in Table 5.1. 
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Table 5.1 Parameters in Song Scope 
 
Parameters Values 
Sample Rate 22050 samples per second 
FFT Window Size 512 samples (32ms) 
FFT window overlap 50% 
Band-pass filter                               500 Hz – 9000 Hz  
Max Syllable duration                    1.5 seconds 
Max Syllable Gap Duration            0.5 seconds 
Max Song Duration 3.0 seconds 
Dynamic Range 20 dB 
Max HMM Model States 48 
HMM feature vector size 15 
Algorithm 2.0 
5.4.2 Training Results for spectrogram downscaling 
In the spectrogram downscaling method, the scale factor is the only parameter 
to be tuned. Therefore, we examine different combinations of the scale factor.  
A.  Results 
To determine the best parameter among the combination, the accuracy under 
curve ratio (AUCR) is calculated and shown in Table 5.2. For the details of AUCR, 
please see section 5.4.4. Recall the higher AUCR value means the better performance 
and the optimum case is 1.0 meaning that the retrieval system searches all matches in 
the first place using the corresponding parameter setting.  
Table 5.2 Retrieval performance on the training dataset for different parameter values  
* indicates the parameter value yielding best performance. 
 
Parameters 
 
Values 
AUCR 
(C=25) 
Uncompressing 0.0 0.74 
 
Frame Downscaling 
0.5* 0.72 
0.25 0.59 
0.125 0.45 
 
Frequency 
Downscaling 
0.5* 0.72 
0.25 0.59 
0.125 0.45 
Uncompressing 
+Frame Downscaling 
0.5 0.78 
0.25* 0.80 
Uncompressing 
+Frequency 
Downscaling 
0.5 0.78 
0.25* 0.82 
Uncompressing 
+Frame Downscaling 
+Frequency 
Downscaling 
0.25-0.25* 
0.5-0.5 
0.89 
0.85 
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Specifically, a number of retrieval experiments are conducted based on three 
downscaling scale values of 0.5, 0.25, and 0.125. The downscaling can be achieved 
along either frequency and/or frame dimensions.  
B. Discussion 
Through examining the results shown in Table 5.2, take σ for frame 
downscaling for example, σ = 0.5 can yield the best performance, AUCR = 0.72, 
among the experiments. Likewise, when σ = 0.5, the system also gains AUCR = 0.72, 
which is the best result under the setting of frequency downscaling. However, 
compared to the uncompressed setting (AUCR = 0.74), both of them show worse 
performance. One possible reason is that the downscaling process leads to loss of 
ridges. It can be easily found in the experiment when σ is set to 0.125 as the AUCR 
value decreased to 0.45. The results were investigated and it was found that the 
spectrogram was compressed a lot so that many important signals in short and simple 
call structures are missed out.  The second issue for the poor performance is 
inappropriate parameters, like ridge mask size and neighbourhood size. This is 
reflected by observing the AUCR values when σ = 0.5 and 0.25. We notice that σ = 
0.5 is more adaptive to the original parameter setting. To overcome the problem, we 
attempt to find another option. One is to tune the parameters, but it brings high 
experimental costs because parameters have to be modified several times as σ can 
also change. The other is to choose the best σ to select ridges, and then add new 
ridges to the ridge list derived from uncompressed spectrogram. Here, the second 
option is adopted to avoid conducting multiple experiments.  
Since using σ = 0.125 may lose significant signals, further experiments were 
implemented with σ = 0.5 and σ = 0.25. The high AUCR values indicate the optima 
σ for frame and frequency downscaling is 0.25 and 0.25, respectively. In addition, an 
idea of combining the downscaling in two dimensions is attempted. The best 
parameters 0.25 and 0.25 were selected in the experiment. Surprisingly, it was found 
that the downscaling algorithm improves the retrieval result as AUCR increases to 
0.89. Therefore, this parameter setting will be used in the test experiment.  
5.4.3 Test results and Discussion 
The test experiments were conducted based on the parameter setting 
determined in the training experiment. The modified algorithm was applied to the 
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test dataset I, which has not been seen before training. The test experiments are 
conducted for comparing the retrieval performance achieved by different approaches, 
the original spectral ridge method (in Chapter 4), the improved spectral ridge method 
(discussed in this chapter) and an existing algorithm (Song Scope).  
Figure 5.9 shows the retrieval performances for the spectral ridge (SR) method, 
improved version of SR and Song Scope approach. As can be seen in Fig 3, the SR 
method gives more promising results than the HMM-based method. In particular, SR 
method achieves 81% accuracy versus 49% obtained by HMM method in the top 5 
retrieval results. This increased to 89% based on the modified SR method. When 
retrieving the top 10, improved SR reached 100% accuracy. In contrast, SR requires 
retrieving the top 20 to achieve 100% accuracy.  
 
Figure 5.9 Retrieval accuracy  
To further investigate the performance of the spectral ridge (SR) method and 
improved SR (ISR) with respect to each class, we provide an average rank of first 
correct retrieval over five queries in each class in Table 5.3. The Song Scope method 
is not present in the table because the rank is not available in its results.  
The results in Table 5.3 indicate that including a spectrogram scaling step into 
spectral ridge detection significantly improves the retrieval of bird calls whose 
spectral energy is diffuse. In addition, scaling also slightly improved the retrieval 
performance on the 17 species whose call structure was not classed as ‘diffuse’ 
(thereby raising their average rank of first correct retrieval from 2.2 to 1.9). 
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Table 5.3 Retrieval Performance over the 20 Call Classes for Spectral Ridge Method (ISR), 
Improved SR (ISR) Method, and Song Scope (SC) Method 
Species  
Common Name 
Text description 
 of call structure 
Av. rank of first 
correct retrieval 
SR ISR 
Brown Cuckoo-dove A short chirp 2.2 2.4 
Brown Honeyeater Repeated chirps 2.2 2.2 
Bush Stone-curlew A long whistle  3.6 2.4 
Eastern Whipbird 
A whistle 
Follow by a click 
1.0 1.0 
Eastern 
Yellow Robin 
Two clicks 2.8 1.8 
Grey Fantail Stack of whistles and clicks 1.0 1.0 
Grey 
Shrike-thrush 
Three clicks followed by a whistle 1.2 1.2 
Golden 
Whistler 
Broken chirps follow by a chirp 3.0 3.2 
Leaden 
Flycatcher 
Stacked broken chirps repeatedly 4.6 4.4 
Olive-backed  
Oriole 
Three stacked 
whistles 
2.2 2.4 
Rufous Whistler A long chirp 2.4 2.4 
Rainbow Lorikeet Fairly diffused energy 12.0 6.2 
Shining Bronze-cuckoo Repeated chirp  2.0 1.2 
Sulphur-crested Cockatoo Shriek 7.6 1.8 
Silvereye 
A click follow 
by a warble 
7.4 4.8 
Scarlet Honeyeater (call) 
A click follow by 
a short whistle 
1.0 1.2 
Scarlet Honeyeater (song) Multiple chirps 1.2 1.4 
Striated 
Pardalote 
Three broken descending whips 2.2 1.2 
Torresian Crow Stack harmonic 1.0 1.0 
White-throated Honeyeater 4 whips repeatedly 3.8 2.2 
Average 3.22 2.27 
 
It is likely that the poor performance of Song Scope is as much due to the poor 
syllable segmentation as to the known poor performance of MFCC features in the 
presence of noise. Song Scope’s segmentation algorithm depends on setting 
appropriate thresholds for signal energy and ‘gaps’ between syllables. However, as 
already noted, environmental recordings typically contain many kinds of unwanted 
acoustic events apart from the species of interest. For example, Song Scope failed to 
retrieve the test calls of the Shining Bronze-cuckoo because they overlap with other 
calls, which does not occur in the training data. This highlights one of the advantages 
of the retrieval task. The user manually segments the query (thus the segmentation is 
accurate) but more importantly, prior segmentation of the candidate calls is not 
required. 
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Both SR and scaled-SR perform well in retrieving distinctive call classes, such 
as Grey Fantail, Eastern Whipbird, Torresian Crow and Grey Shrike-thrush because 
these vocalisations have little variation in structure. In the matching of short calls 
(such as Scarlet Honeyeater call) and overlapping calls (Shining Bronze-cuckoo), 
nearest-neighbour based on spectral ridge features shows more promising results 
than Song Scope algorithm. HMMs require more time-varying information than is 
provided by short calls, whereas the SR method handles short-duration queries well. 
When it comes to matching (classification), both methods show promising 
results in recognising certain distinctive call classes, such as Grey Fantail, Torresian 
crow (showing stacked harmonic structure similar to human speech),  and Grey 
Shrike-thrush because these vocalisations have few variations in structure. In the 
matching of short calls (such as Scarlet Honeyeater call) and overlapping calls 
(Shining Bronze-cuckoo), nearest-neighbour based on spectral ridge features shows 
more promising results than the Song scope algorithm. The reason for this is that 
HMMs require more time-varying information that short calls cannot provide, 
whereas the SR method handles short-duration queries well. In the test data, the calls 
made by the Shining Bronze-cuckoo have a range of frequency (3000 - 4500) 
overlapping with other calls. The Song scope algorithm fails to classify it because it 
is not found in the training data.    
From Table 5.3, we find that the improved spectral ridge (ISR) method 
achieved slightly better performance than original SR method. It is reflected that SR 
reached 3.22 of average rank while ISR gave 2.49. ISR performed especially well in 
retrieving the shriek structures, like Rainbow Lorikeet and Sulphur-crested Cockatoo; 
this is demonstrated by the marked decrease in average first rank for these species. 
For other birdcall structures, except for faint calls (Silvereye), the difference between 
the two methods is not noticeable. 
5.5 APPLICATION TO SPECIES PRESENCE/ABSENCE STUDY 
This section applies the modified feature explored in this chapter to a large 
dataset, dataset III, which is 24 hours of recordings, for species’ presence or absence 
application.  
To apply the developed birdcall retrieval system to species’ presence/absence 
study, a threshold (t) of similarity score is required. In detail, the system allows users 
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to submit a querying species and the system will search through the search database 
to see whether the query species is in it or not. If the similarity score from the top 
rank match is higher than the t, it means that the system can confirm that the query 
species is present in the search database. Otherwise, it is absent from the database.    
5.5.1 Modification in Similarity Measures 
Through the experiment, it was found that the similarity measures explored in 
Chapter 4 are not accurate. This is because the similarity score is affected by the 
count of neighbourhoods contained in an acoustic event, which is reflected by n in 
Equation 5.1. With the increase of n, the score will be reduced compared to the 
actual score.   
                                          (5.1) 
To address the inaccuracy in similarity calculation, a modification is made. In 
particular, we compute the maximum score (Smax) shown in Equation 5.2 for a 
particular call. The final score is computed through dividing S by maximum score 
(Smax) for the exact match. 
 
 , where  = 1.0                                  (5.2) 
This improved the accuracy of the similarity measures used in Chapter 5 to 
some extent.  
5.5.2 Indexing 
Indexing here is to pre-calculate features for speeding up the matching process 
on a large audio collection. An audio file (Di) in the search database is represented 
by a set of regions (r). The matrix of spectrogram for Di is divided into overlapping 
regions along time frames. This operation allows the variations of bird calls in 
frames. Here the shift for neighbouring regions is chosen as half of the region size, 
five frames. So Di   (m = the total number of regions in Di). In 
this step, a region can be parametrised as   where f refers to the low 
frequency bin index, t is start frame index, and fc is the 6-d features. The generated 
index for each Di is stored into a csv file and the index item is distributed as a matrix. 
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5.5.3 Comparative Features 
In the experiment, MFCCs, ∆MFCC, and ∆∆MFCC are used as the baseline for 
feature comparison. The method for MFCCs extraction is modified from (Lee, Chou, 
et al., 2006). According to the time domain boundary of each bird call, MFCCs are 
first extracted from each frame of the acoustic event. Then, the averaged MFCCs of 
all frames within one bird call are calculated as Equation 5.3. 
                                                 (5.3) 
where   is the  MFCCs,  is the number of frames for one event,  is DCT 
result of each filtered amplitude spectrum. The final feature is then represented by 
the normalised  in Equation 5.4. 
                                                          (5.4) 
To further explore the performance of the proposed spectral ridge feature, 
∆MFCCs and ∆∆MFCCs (parameters commonly used in automatic speech 
recognition) are also employed for comparison. 
5.5.4 Experiments on Dataset III 
The experiments here are to present the results and apply the results to 24 hours 
of recordings. For retrieval performance evaluation, the success rate is calculated, 
which reflects how many queries obtain correct retrieval within top rank. Notice GFT 
and SBC are not present in the recording, so the total query count calculated here is 
110 rather than 120. From Table 5.4, we find that spectral ridge methods, both SR 
and ISR, perform better than MFCCs based features. Among these feature sets, the 
improved spectral ridge (ISR) method achieves the best result, which yields correct 
retrievals for 71% of all queries within the top five. The spectral ridge method 
obtains 55%. In contrast, MFCCs features obtain lower rate (around 35%); this 
illustrates they are not suitable for detecting birdcalls in field recordings. The three 
MFCCs features perform better for detecting broadband calls, e.g. RLK, TRC and 
SCC, but they show poor performance in other birdcalls. One reason is that they 
capture information in the whole frequency band within an interval of bird call such 
that it is sensitive to noise and insufficient to find similar calls when overlapping 
calls happen in time. In addition, we find that there is little difference among MFCCs, 
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∆MFCCs and ∆∆MFCCs. This shows that MFCCs are not suitable for representing 
bird calls.  
To examine the performance for detecting species, the average accuracy within 
top five for four feature sets is computed and shown in Table 5.4.  Since we have 
five queries for each species, the accuracy value can be 0.0, 0.2, 0.4, 0.6, 0.8 or 1.0. 
When accuracy is 1.0, it means that all queries obtain correct retrievals. 
Table 5.4 Success rate for various features 
Success 
Rate(N) 
MFCCs ∆MFCCs ∆∆MFCCs SR ISR 
Top 1 0.20 0.20 0.19 0.27 0.39 
Top 3 0.32 0.31 0.22 0.43 0.56 
Top 5 0.33 0.36 0.35 0.55 0.71 
 
To determine the species’ presence or absence, a threshold (t) is set for the 
similarity score (s). If s is lower than t, it indicates that the querying species is absent.  
When t = 0.5, the retrieval results demonstrate that the improved spectral ridge 
(SR+C, and SR+C+B) and spectral ridge (SR) can detect the majority of species’ (21) 
presence, except for LFC, GFT, and SBC. LFC is actually recorded in the search 
database but the calls have many variations, which cause retrieval errors given the 
queries. In contrast, both MFCCs and ∆MFCCs identify 14 bird species but 
∆∆MFCCs find 15 species. These results show that ISR achieves best performance in 
detecting species in the database.  
It is instructive to compare performance on individual species Table 5.5. An 
accuracy of 1.0 indicates that the correct response is present in the top five returns 
for each of the five queries. Note that no GBT or SBC calls are present in the 24-
hour recording and consequently the correct responses to the ten queries for these 
two species are not to return any matches. These two species are shown at the bottom 
of Table 5.5 and it will be observed that no matches are found with a similarity score 
less than a threshold of 0.5. A threshold on returns is useful if the object of the 
queries is to determine species presence/absence. 
It is significant that the MFCCs feature set performs well on those birds having 
broad-band calls (e.g. RLK, TRC and SHE1) and poorly on the remainder. This 
weakness can be explained by the investigation in that the cepstral transform loses 
frequency information, which is particularly important for distinguishing bird species. 
In summary, MFCCs features are not suitable for representing bird calls.  
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Table 5.5 Average accuracy at top five for 24 bird species  
(- indicating species not existing in the database) 
Species  Accuracy (C = 5) 
∆MFCCs SR SR+C SR+C+B 
BCD 0.0 0.4 0.4 0.8 
BCK 0.0 0.2 0.2 0.6 
BHE 0.2 0.2 0.2 0.2 
BSC 0.0 0.2 0.2 0.8 
EWB 0.2 1.0 1.0 1.0 
EYR 0.0 0.8 0.8 0.8 
GFT - - - - 
GST 0.0 0.8 0.8 0.8 
GWS 0.0 0.6 1.0 1.0 
LFB 0.4 0.2 0.2 0.6 
LFC 0.0 0.0 0.0 0.0 
LHE 1.0 1.0 1.0 1.0 
OBO 0.2 0.2 0.2 0.2 
RFW 0.6 0.8 0.8 0.8 
RLK 1.0 0.2 0.6 0.6 
SBC - - - - 
SCC 0.6 0.2 1.0 1.0 
SVE 0.2 0.4 0.4 0.4 
SHE1 0.8 1.0 1.0 1.0 
SHE2 0.6 1.0 1.0 1.0 
SPD 0.6 1.0 1.0 1.0 
TRC 1.0 1.0 1.0 1.0 
WTH 0.0 0.2 0.4 0.4 
YFH 0.4 0.6 0.6 0.6 
av 0.36 0.55 0.63 0.71 
 
Spectral ridge features are improved when calculated after ridge compression 
(SR(C)) and in conjunction with a buffer zone around the query call (SR (CB)). The 
best retrieval result is 71%. The ridge compression technique alone (SR) obtains poor 
performance in detecting parrot shriek structures, such as SCC and RLK but this 
problem is addressed by the spectrogram compression process. Another drawback in 
SR is dealing with the queries of short calls, like BCD, OBO and BSC, because they 
can match to similar components of larger calls. This problem can be solved by 
surrounding the query with a “buffer zone” in which no acoustic energy should 
appear. This idea improves retrieval on four of the 24 species. In summary, the 
extraction of spectral ridge features (SR) combined with ridge compression (SR (C) 
to detect diffuse calls) and the use of a surrounding combining with compression (SR 
(CB) achieves the highest retrieval rate (Table 5.5).  
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Nevertheless, the method still performs poorly for three species, LFC, BHE 
and OBO. The calls of LFC and BHE are highly variable, which makes accurate 
retrieval difficult. OBO is a short, narrow bandwidth call and its queries not only 
matched parts of other calls but also background noise. It should be recalled that the 
24-hour recording used in this study contained the calls of 80 bird species and no 
editing was done to remove the many forms of background noise that occur in the 
environmental recordings.  
5.6 SUMMARY 
To generate more robust features, several improvements were made to the 
original spectral ridge method. The purpose of this chapter is to address the 
drawbacks in the initially designed spectral ridge method (in Chapter 4).  
To achieve the goal, several strategies have been employed. First, to deal with 
the detected false ridges, an additional filtering step is explored.  Second, the 
difficulty in detecting shriek calls can be addressed using spectrogram downscaling. 
Third, for short and large call confusion, a buffer zone region representation is 
developed.  
For the validation of the improved algorithm, experiments were conducted on 
the same dataset as the spectral ridge experiment described in Chapter 4. 
Furthermore, a study was carried out by comparing the improved method, the 
original method and a baseline method, the Song Scope approach based on cepstral 
coefficients and Hidden Markov Model.  
The experimental results show that the explored solutions are effective to deal 
with the issues, to most extent. The features perform well in characterising and 
distinguishing various birdcall structures. In contrast to a HMM-based method, it 
achieves better performance when a large amount of training data is not available. 
The improved method overcomes the drawbacks of our original method. Overall, the 
experiments demonstrate that the modified method indeed improved the retrieval 
performance.  
An experiment was conducted by applying the developed retrieval system with 
the robust feature extraction to a 24-hour recording containing undefined 
environmental noise as well as some 60 bird species that had not been seen prior to 
development of the system. This is particularly significant since a bird call 
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classification system must be retrained for each new occurrence of a species and 
even to accommodate regional variation. The flexibility of the developed system 
makes it particularly useful for real-world ecological studies as opposed to systems 
that work with fixed databases. Another advantage in the developed retrieval system 
lies in that it can allow users to provide a threshold to determine the querying 
species’ presence or absence. This demonstrates that birdcall retrieval can offer a 
useful means for a potential ecological application, bird species presence or absence.   
Admittedly, it increases the complexity of the improved ridge feature algorithm 
by involving repeated ridge detection, which may make the retrieval system 
inefficient to search in large datasets. To address this issue, a more compact feature 
set and an efficient matching method are required and will be discussed in the next 
chapter (Chapter 6).  
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Representation for Birdcall 
Retrieval 
As discussed in Chapter 5, a more efficient search algorithm is required. To 
achieve the goal, this chapter presents an acoustic event-based algorithm to improve 
the searching speed and offers a compact feature representation for fast feature 
comparison.  Section 6.1 states the problems in the developed method in previous 
chapter (Chapter 5). To solve the problem, an event-based representation algorithm is 
presented in section 6.2. Experimental results are discussed in section 6.3 and a 
summary is given in section 6.4.  
6.1 PROBLEM STATEMENT  
The previous chapters, Chapter 4 and Chapter 5, mainly focus on the 
exploration of generalised features for retrieving a wide range of birdcalls. As 
indicated in the summary of Chapter 5, the developed spectral ridge feature is robust 
for searching similar birdcalls with the query in environmental recordings. On the 
other hand, it brings a high computation cost.  Notice that there is always a 
compromise between accuracy and efficiency. Generally speaking, it is hard for an 
algorithm to achieve both. In this study, accuracy is first considered because the 
work in previous Chapters focuses on a small dataset. However, when it comes to a 
large dataset, which is dataset III, the retrieval speed becomes a challenge to 
overcome. 
Considering the efficiency, a drawback is found in previous searching methods. 
Recall the system designed in the previous two chapters requires finding matching 
candidates based on the provided query. This step can be termed as “search for 
candidates”. To reach the goal, the matching method used in previous work is query-
based region matching. This method follows a rule that if the underlying 
neighbourhood of a candidate region overlaps 50 percentage of the query region, it 
will be considered as a candidate to compare. It is designed for allowing more 
potential candidates. However, it may search overloaded candidates and therefore 
more work is required to improve it.  
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 In addition, the local descriptor based on neighbourhood may contain 
redundant information, which can lead to large computation costs. Therefore, how to 
compress the features becomes an important task.  
Most importantly, the expectation of the research is the application of the 
developed algorithm on the large dataset. Therefore, improving the retrieval speed is 
necessary.  
6.2 EVENT REPRESENTATION   
With the purpose of improving retrieval speed, a more efficient search 
algorithm, event-based search, and a compact feature set, are developed. In particular, 
the established retrieval system first converts a one-minute audio recording to a noise 
reduced spectrogram, and four types of ridge events are automatically detected from 
the spectrogram. Then, an event-based search method is explored to locate 
candidates. For feature extraction, a dimension reduced feature is calculated from the 
located events. The similarity measure employs a Euclidean distance for computing 
the similarity score.  In summary, the flowchart of the event presentation algorithm is 
presented in Figure 6.1.  
 
Figure 6.1 Flowchart of event representation 
6.2.1 Ridge Event Detection 
Since many birdcalls exhibit ridge characteristics (see Figure 6.2), the 
developed ridge detection in section 5.2 is utilised for automatic ridge event 
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detection. Here a ridge event can be a syllable or a basic component in bird 
vocalisations. The event detection algorithm contains two major steps: spectral ridge 
detection and event generation.   
 
                                                  (a)                                              (b)         
 
                                                    (c)                                             (d)     
Figure 6.2 Example of birdcalls in the study 
(a) Eastern whipbird (two clicks), (b) Rufous whistler (chirps), (c) Bush Stone curlew (constant 
frequency), and (d) Grey Fantail (multiple acoustic elements) 
1) Spectral ridge detection 
The improved ridge detection method discussed in Chapter 6 is used to detect 
ridge points. To implement the ridge detection, the noise reduced spectrogram 
(Figure 6.3 (a)) is first prepared using the same technique as in section 4.1.1. Then, 
spectral ridges are detected by convolving the spectrogram with 5×5 masks, one 
mask for each ridge orientation. A set of four masks are designed for the directions 0, 
π/4, π/2, and 3π/4 radians. A spectrogram cell is assigned a ridge direction 
corresponding to the mask yielding maximum convolution score, only if the score 
exceeds 6 dB. Notice that the discontinuous intensity values in the spectrogram 
results in broken neighbourhood ridges. Therefore, a 5×5 Gaussian kernel G with σ = 
1.4 is used to smooth the detected ridge points. Figure 6.3 (b) shows the effect of 
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smoothing – the ridges are marked with different colours to differentiate the four 
directions, blue- π/2, red-0, green- π/4, and purple-3π/4. 
2) Event detection 
After the spectral ridge detection, an acoustic event detection (AED) algorithm 
(Michael  Towsey et al., 2012) is adapted to automatically form ridge events. The 
event detection is applied separately for each of the four ridge directions. The 
algorithm initiates an iterative spider search on the matrix of ridge points and 
generates a list of events. Each event, e, is parametrised as Equation 6.1: 
                           (6.1) 
where fmax and fmin denote the maximum frequency (higher bound) and minimum 
frequency, ts  and te denote the time start and time end of the event, and area denotes 
the area of the event in spectrogram cells (or image pixels). Here o is the orientation 
of the ridges inside the event. 
A small area threshold is required to remove small events. In this application, 
the threshold is set to 10% of the largest event in the one-minute spectrogram.  
The final output of event detection is a list of events shown in Figure 6.3 (c). 
As can be seen in the figure, each event is bounded by a rectangle. Ridge events for 0 
and π/2 directions are far more numerous than those for π/4 and 3π/4 directions. 
6.2.2 Searching for Candidates 
Given a query birdcall, this procedure aims to search through the one-minute 
spectrogram to locate the matching candidates.  It is achieved by event alignment 
rather than point matching in Bardeli’s work (2009) for fast search.  
A query in this study is a region in the spectrogram defined by rectangle 
bounds that encloses all the syllables in a single call (see the examples in Figure 6.2). 
After event detection, the query is represented a set of events that fall within the 
query region. Among these events, we define the one with largest area as the 
dominant event. The dominant event is used as an anchor to align the query with 
potential candidates in the database. The query dominant event is aligned with each 
possible candidate event in a one-minute recording. To limit the number of similarity 
calculations, three conditions are imposed.  
 
 105 
 105 
 
(a) Noise reduced spectrogram 
 
(b) Smoothed spectral ridges 
 
(c) Event detection on spectral ridges 
Figure 6.3 Spectral ridge event detection results 
Condition check 1 
The candidate event must have same orientation as a query anchor event, 
otherwise, move to the next candidate event. 
Condition check 2 
 If fmin of a candidate event is not within range fmin (query) ± 500Hz, then move 
to the next candidate event. 
Condition check 3 
The anchor event is aligned with the temporal centre of the candidate event. 
Calculate the fractional overlap ( ) between the anchor and candidate 
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events according to the Equation 6.2, 6.3, and 6.4. If  is < 0.5, move to 
the next candidate event. 
                           (6.2) 
where 
                  (6.3) 
               (6.4) 
If a candidate location survives these three tests, a candidate region is bounded 
corresponding to the bounds of the query.  
After the candidate event search, a candidate region is generated by enlarging 
the detected event into a region the same size as the query call region.  
6.2.3 Feature Extraction 
Since birdcalls in this study tend to have varied dimensions in frequency and 
duration, a block descriptor used in human object detection (Dalal & Triggs, 2005) is 
adapted for a birdcall descriptor. First, a birdcall region is divided into non-
overlapping 11×11 blocks (Figure 6.4). The height of each block is approximately 
550 Hz in frequency and the width is about 127 milliseconds in time. In a retrieval 
task, compact features are required to improve the search speed.  To achieve this 
goal, we extract features that describe the distribution of ridge points in each column 
of blocks and each row of blocks.  
 
Figure 6.4 A compact block descriptor for a simplified birdcall 
A birdcall region is divided into non-overlapping 11×11 blocks, the features are calculated from each 
row (R) or col (C) rather than each block for compact representation. 
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First, to describe the distribution of ridge points in one row of blocks within a 
birdcall region using Equation 6.5: 
                                          (6.5) 
where i is an index over rows in the birdcall region, pi represents the fraction of row 
cells containing a ridge point and o denotes the dominant orientation of the i th row. 
Likewise, column feature vectors are calculated in the same way.  
 
In the end, a birdcall region R is represented using Equation 6.6: 
                           (6.6) 
where the ri are the features for the Nr rows and the ci are the features for the Nc 
columns) in the region. Nr and Nc will of course vary with the size of the birdcall 
region but will be identical for query and candidate. The region is represented by 
 where  is the maximum frequency and  is the time start index. 
Feature normalisation is required prior to calculation of region similarity. The 
discrete ridge orientations (0, π/4, π/2, and 3π/4 radians) were ‘normalised’ as 0, 
+0.5, 1, and -0.5, respectively. The other features were normalised to the range of   
[0, 1] by Equation 6.7: 
                                          (6.7) 
6.2.4 Similarity Score 
The Euclidean distance between the query and candidate features is given by 
Equation 6.8:  
                       (6.8) 
where i is an index over the D elements of feature vectors fq and fc, which describe 
the query and candidate neighbourhoods respectively. The distance is converted to a 
similarity score using Equation 6.9: 
                                               (6.9) 
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where D is the number of elements in the feature vector. Note that the feature values 
are normalised in [0, 1] and therefore  equals the maximum possible Euclidian 
distance.  
The candidates are ordered by the similarity score and only the top N matches 
will be displayed in the output results. 
6.3 EXPERIMENTS 
The event representation algorithm was tested on dataset I, which has 100 
query recordings and 100 recordings for search database. Given 100 queries (20 
birdcall classes × 5 individual calls), the developed algorithm searches through the 
database to find similar birdcalls to the query. The returned calls are ranked in a 
descending order according to the similarity score. An item in the returned list 
includes the boundary information of the call and audio file name. To check the 
retrieval results, the annotation data is utilised to check the match by comparing the 
boundaries and document name with ground truth data. 
6.3.1 Results 
First rank of correct match is a useful measure for evaluating a retrieval system. 
The best case is that the queries obtain correct retrieval at top one. Table 6.1 shows 
the results of average of first rank per class from 20 query call classes. 
For baseline methods, two histograms of oriented ridges (HOR) based 
approaches were investigated. One approach is a global descriptor, which utilises the 
overall distribution of four directional ridges to describe a birdcall region on the 
spectrogram. The descriptor counts the occurrences of oriented ridges in a birdcall 
region, and its feature dimension is fixed to four, no matter what size the birdcall 
region is. 
The other approach was a local descriptor, local histogram of ridges (HOR), 
designed in the Chapter 5. In the method, a birdcall region is divided into non-
overlapping neighbourhoods, each of which is represented by a 6 dimensional (6-d) 
feature vector. A neighbourhood feature vector consists of the four bins of HOR (4-
d) and the frequency entropy (1-d) and frame entropy (1-d). In the end, a list of 6-d 
feature vectors is concatenated to describe the birdcall. This approach aims to capture 
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the local property rather than the global one in the birdcall. Notice that the feature 
length is varied depending on the birdcall. 
Table 6.1 Average rank for 20 query call classes 
Query  
classes 
number 
Query Species  
scientific name 
Species 
common name 
Av. rank of first 
rank 
1 Macropygia 
amboinensis Brown Cuckoo-dove 
1.6 
2 Lichmera  
indistincta Brown Honeyeater 
2.2 
3 Burhinus 
 grallarius Bush Stone-curlew 
2.4 
4 Psophodes  
olivaceus Eastern Whipbird 
1.0 
5 Eopsaltria  
australis Eastern Yellow Robin 
1.8 
6 Rhipidura albiscapa Grey Fantail 1.4 
7 Colluricincla 
harmonica Grey Shrike-thrush 
1.2 
8 Pachycephala 
pectorails Golden Whistler 
3.2 
9 Myiagra rubecula Leaden Flycatcher 4.4 
10 Oriolus sagittatus Olive-backed Oriole 2.4 
11 Pachycephala 
rufiventris Rufous Whistler 
2.4 
12 Trichoglossus 
haematodus Rainbow Lorikeet 
6.2 
13 Chrysococcyx 
Iucidus Shining Bronze-cuckoo 
1.2 
14 Cacatua galerita Sulphur-crested 
Cockatoo 
1.8 
15 Zosterops laterails Silvereye 4.8 
16 Myzonmela 
sanguinolenta Scarlet Honeyeater (call) 
1.6 
17 Myzonmela 
sanguinolenta 
Scarlet Honeyeater 
(song) 
2.4 
18 Pardalotus striatus Striated Pardalote 1.2 
19 Corvus orru Torresian Crow 1.2 
20 Melithreptus 
albogularis 
White-throated 
Honeyeater 
2.2 
Average - - 2.28±1.40 
 
The developed feature in this chapter is compared with these two methods 
mentioned above and the results in terms of top-5 and top-10 success rate and feature 
dimension are shown in Table 6.2. The top-N success rate (Wu et al., 2003) reflects 
that the percentage of all queries (100 in this case) obtains correct matches among 
the first N returned instances. It is a single number, which can evaluate overall the 
retrieval performance for multiple queries.  
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Table 6.2 Retrieval performance on different feature sets 
Method Top-5 
SR 
Top-10 
SR 
Average 
number of 
candidates 
from 1-min 
file 
Average 
number of 
blocks per 
region 
Feature 
dimension 
per block 
Global 
HOR  
45% 62% 200-300 1 4 
Local 
HOR  
89% 100% 100-150 48 6 
Compact 
Local 
HOR 
87% 100% 30-50 16 2 
 
6.3.2 Discussion 
Table 6.1 illustrates that the compact local HOR method achieves good 
performance as the average of first rank for 20 call classes are quite low (less than 4) 
except for three call classes, Leaden Flycatcher, Rainbow Lorikeet and Silvereye. 
Investigation showed the reason for poor performance in retrieving silvereye is that 
the call varied a lot, and a component in silvereye sometimes can be lost. And they 
are often overlapping with other calls. The poor performance for Leaden Flycatcher 
is that it has many variations in the syllables. The duration of Rainbow lorikeet can 
be varied. So the ridge detection tends to yield vertical lines or broken.   
Table 6.2 compares the retrieval results of three methods. In particular, our 
method obtains the best result, 0.87 top-5 success rate. In contrast with the global 
descriptor, the local descriptor performs better. In terms of feature dimension, while 
the global histogram method yields a 4-d feature, it is not sufficient to differentiate 
the birdcall classes this is shown as the low success rate. Compared to the local 
descriptor with a 48×6 feature, our method (Compact local HOR) is more compact 
with a 32-d feature set and the top-5 and top-10 success rate are also improved. 
Remember that the local descriptor and our method yields variable feature vector 
length and the values shown in the table is calculated based on the average value 
over all birdcalls (100 queries) in the study.   
6.4 SUMMARY 
This chapter presents a compact feature representation for birdcall retrieval in 
environmental recordings. For a search on a large database, a compressed feature 
vector is required to characterise birdcall information.  
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In the chapter, an efficient search is presented based on event matching. In 
particular, a dimension reduced feature vector is formed to represent birdcalls using 
ridge events. The designed algorithm was tested on noisy recordings and the results 
show that it gains better performance in terms of first rank. Compared to the other 
two methods, the algorithm improved the retrieval accuracy and the length of the 
feature vector was reduced. This illustrates that a reduced feature representation is 
feasible while maintaining the accuracy. Based on the discussion on the results, it 
was found that the event representation can allow for variation in birdcalls to some 
extent. However, it failed to identify birdcalls when many variations happened. The 
variation is caused by birdcalls themselves and the complexity of environmental 
recordings. More work is required to deal with calls overlapping in frequency, as 
they are common in dawn chorus recordings.  
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Chapter 7: Conclusion and Future Work 
Automated analysis of a large volume of bioacoustic data has been an 
important research topic in species diversity studies, primarily because it can extend 
data analysis to large spatial and temporal scale and assist ecologists with less effort 
in many studies, such as species richness and species’ presence/absence.  
Many research efforts have been dedicated to automated bird species 
classification. Most existing algorithms focus on a limited number of species and 
particular types of birdcall. The algorithms are parametric, which require a large 
amount of training data to tune the parameters. However, some birdcalls do not 
produce many calls in the real world, which makes existing methods unsuitable. 
Feature extraction is the most important task in automated species recognition. The 
features developed by most previous work can achieve great performance in 
representing particular types of birdcall. Their application to a wide range of 
birdcalls becomes unavailable. A generalised feature extraction method is required 
for the recognition of multiple species and it should be effective when limited 
training data is available. To achieve this goal, this research developed several 
feature representation techniques for content-based birdcall retrieval from real-world 
recordings.  
7.1 SUMMARY OF CONTRIBUTIONS  
Three major contributions have been made by this thesis: 
1) Spectral ridge features  
A general feature extraction algorithm based on spectral ridge features was 
developed for a content-based birdcall retrieval system. The retrieval system was 
designed to test various feature extraction methods and similarity measures for 
conducting a content-based birdcall search in environmental recordings. The most 
important task in this stage was to find an effective and generic feature set for 
birdcall retrieval. The spectral ridge method gives the answer. In particular, spectral 
ridge based feature combinations were explored for representing birdcalls such that 
they can be used for similarity comparison. Meanwhile, comparative experiments 
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were conducted based on the developed spectral ridge method, the structure tensor 
method, and the histogram of gradients’ approach. Through examining the 
experimental results, we found that the spectral ridge method achieves the best 
retrieval performance.  In addition, new challenges are identified and required to be 
overcome. The spectral ridge method is the most important contribution in the thesis.  
It validates the hypothesis made in the beginning, a generic feature set is effective in 
characterizing multiple bird species for a content-based retrieval task.  
2) Robust feature representation 
The robust feature representation can be regarded as continuing part of the 
spectral ridge features. The aim of this method was to improve the original designed 
spectral ridge method.  It was achieved by a list of improvements in the algorithm of 
spectral ridge. The experimental results exhibit that the improved version of the 
method indeed boosts the retrieval performance in terms of accuracy and rank. 
Furthermore, the improved feature extraction method was applied to a large dataset 
for a potential application, species presence or absence study. Through the 
examination of the experimental results, the developed spectral ridge method is 
approved to be useful for the ecological application, compared to the other existing 
features. There is a requirement in improving the retrieval speed.  
3) Compact feature representation 
The first two contributions were made to explore useful features for effective 
birdcall retrieval while the compact feature representation was developed to improve 
the retrieval speed. This method was achieved by a ridge event-based representation 
which can improve the candidate search speed and enhance the feature comparison.  
To test the method, experiments were conducted on the small dataset and the results 
show that it can keep the accuracy and the features become more compact.  
7.2 SIGNIFICANCE 
Automated analysis of environmental acoustic recordings has been an 
important approach for long-term environmental monitoring. A major task in this 
approach is to identify vocal species present in the recordings. This thesis focused on 
bird sounds and presented a content-based retrieval method for birdcall identification 
from environmental recordings.  
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To achieve the birdcall retrieval from environmental audio data, a list of 
feature extraction algorithms were developed and examined in the study. The 
developed features make content-based birdcall retrieval system show several 
advantages. 
First, the retrieval system can exploit a small volume of audio data to train the 
algorithm to obtain good performance. The trained algorithm can then be applied to a 
large volume of untagged recordings to search for similar calls. This is especially 
useful for real-world birdsong recordings when birds seldom make calls. This 
approach taken allows automated species recognition with little annotation data.  
Second, the spectral ridge features not only focus on the selected bird species. 
They can also be applied to other animal sounds showing ridge characteristics, like 
those of koalas and frogs.  
Third, the developed retrieval system can be used to filter through the audio 
and isolate the segments that potentially contain bird species similar to species 
interest (querying species).  Thus, it can extend ecologists to large data with less 
effort and low cost.  
7.3 LIMITATIONS 
The algorithms reported in this thesis show promising results in retrieving the 
selected bird species.  However, there are several limitations, of which to be aware.  
First, the birdcall retrieval algorithms were tested on unique datasets that were 
collected in an open forest in Queensland, Australia. In order to apply this technique 
to other datasets, the retrieval system needs to train several parameters of machine 
learning methods used. This is to say that the application of this approach to other 
recordings may require more exploration on parameter tuning.  
Second, the developed features were meant to be generic for the selected 
species (24 bird species); this covers frequent birdcall structures defined by previous 
work. The generic feature here is not general enough to cover all bird species 
contained in the selected audio recordings. There are more than 90 bird species 
contained in the SERF site. In this thesis, the algorithms were only tested on 24 
species because of limited annotation data. The applications to other species need to 
be explored. 
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Third, the research put most effort into the effectiveness of the algorithm and 
less effort was dedicated to efficiency. The retrieval accuracy was improved at the 
cost of longer computation time. In particular, the candidate search mostly relies on 
the provided query. This step is a dynamic programming process, which may take a 
longer time to complete the search. Although the compact feature measures have 
been investigated to improve retrieval speed, how other techniques, such as indexing 
and pre-classification, can affect retrieval performance have not been explored. This 
will lead to future research.  
7.4 FUTURE WORK 
The limitations of this research as discussed in the last subsection provide 
motivations for future work. The developed algorithms can be further refined and 
optimised in order to achieve a better performance.  
In the future, more bird species will be investigated and other animal species 
may also be considered. To explore the re-productiveness of the developed 
algorithms, more experiments on other datasets should be considered. The datasets 
used in the study are valuable for other automatic birdsong analysis, such as 
classification. Therefore, it is worth publishing the datasets to public researchers.  
In order to analyse a large amount of audio recordings, more techniques on 
improving the retrieval speed, for example, an efficient indexing scheme, are 
required. Additionally, combining automatic segmentation and the spectral ridge 
method can be useful for preprocessing the search database before matching with the 
query. More work can be undertaken in this direction.  
To implement the semi-automated analysis on environmental recordings, a 
birdcall retrieval system using relevance feedback will be considered. This can be 
done through the citizen science project, which will be useful for tagging large 
volumes of audio recordings.  
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Appendices 
Appendix A-1. No.1-40 queries in the study 
Query ID Species 
(Common 
name) 
Duration(s) Minimum 
Frequency(Hz) 
Maximum 
Frequency(Hz) 
1 Brown 
Cuckoo-dove 
0.2 600 900 
2 0.22 650 900 
3 0.24 550 1000 
4 0.3 550 1000 
5 0.09 550 950 
6 Brown 
Honeyeater 
1.0 1765 3574 
7 1.15 1421 4134 
8 0.95 1851 3531 
9 1.05 1636 3660 
10 0.85 1550 3703 
11 Bush Stone-
curlew 
1.27 1650 2000 
12 0.6 1800 2000 
13 1.01 1600 2200 
14 1.55 1300 1650 
15 1.3 1700 2050 
16 Eastern 
Whipbird 
1.1 1000 4500 
17 1.6 800 8000 
18 1.3 1000 8000 
19 1.3 800 8000 
20 1.3 1000 5000 
21 Eastern Yellow 
Robin 
0.8 2000 4000 
22 1.0 1450 5000 
23 0.9 1500 5000 
24 0.9 1450 5100 
25 1.0 1400 5050 
26 Grey Fantail 1.0 4900 7400 
27 1.05 4750 7200 
28 1.2 4750 7200 
29 1.1 4800 7250 
30 1.2 4850 7200 
31 Grey Shrike-
thrush 
1.85 1000 2000 
32 1.48 1000 2000 
33 1.65 950 2000 
34 1.4 1300 2000 
35 1.0 1000 3000 
36 Golden Whistler 0.25 4500 6350 
37 0.15 4350 6100 
38 0.25 4400 6800 
39 0.87 2700 4200 
40 0.73 2100 5000 
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Appendix A-2. No.41-80 queries in the study 
Query ID Species 
(Common 
name) 
Duration(s) Minimum 
Frequency(Hz) 
Maximum 
Frequency(Hz) 
41 Leaden 
Flycatcher 
1.15 1981 4177 
42 1.1 1900 3800 
43 1.1 2500 3900 
44 1.1 2900 3900 
45 1.2 2500 4200 
46 Olive-backed 
Oriole 
0.5 1400 2000 
47 0.45 1350 1950 
48 0.35 1350 1950 
49 0.5 1350 1950 
50 0.3 1350 1950 
51 Rufous 
Whistler 
2.3 1750 5000 
52 1.4 1500 5500 
53 1.3 2000 6000 
54 1.9 1700 4400 
55 1.9 1722 4823 
56 Rainbow 
Lorikeet 
0.25 2500 7000 
57 0.23 2450 7000 
58 0.30 3000 7000 
59 0.10 2000 7000 
60 0.29 2500 7000 
61 Shining 
Bronze-cuckoo 
1.00 3200 4100 
62 1.00 3400 4100 
63 0.9 3300 4100 
64 0.9 3400 4200 
65 1.0 3300 4100 
66 Sulphur-
crested 
Cockatoo 
0.45 1750 3000 
67 0.30 1700 5500 
68 0.7 1700 4000 
69 0.7 1750 3000 
70 0.35 1750 4000 
71 Silvereye 0.3 4000 6000 
72 0.4 3500 5100 
73 0.3 3500 4800 
74 0.4 3500 5000 
75 0.4 3300 5000 
76 Scarlet 
Honeyeater 
(call) 
0.4 4950 7600 
77 0.5 5000 8800 
78 0.5 4700 8000 
79 0.4 4450 7500 
80 0.4 5250 8500 
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Appendix A-3. No.81-120 queries in the study 
Query ID Species 
(Common 
name) 
Duration(s) Minimum 
Frequency(Hz) 
Maximum 
Frequency(Hz) 
81 Scarlet 
Honeyeater 
(song) 
0.8 3800 7500 
82 1.0 2259 5727 
83 1.1 3500 6200 
84 1.0 3800 6800 
85 1.2 3900 7300 
86 Striated 
Pardalote 
0.4 1700 2900 
87 0.4 1700 3050 
88 0.47 1800 3000 
89 0.4 1600 2700 
90 0.4 1600 3000 
91 Torresian 
Crow 
0.25 500 2200 
92 0.30 500 1900 
93 0.20 1000 2050 
94 0.25 1000 2000 
95 0.25 1200 2200 
96 White-
throated 
Honeyeater 
0.45 4349 5943 
97 0.45 5000 6100 
98 0.50 4700 5800 
99 0.40 4393 6072 
100 0.40 4300 6000 
101 Brush Cuckoo 1.80 2000 3000 
102 2.10 2000 3000 
103 2.30 2200 3000 
104 1.80 2200 3200 
105 1.70 2500 3200 
106 Lewins 
Honeyeater 
1.80 1400 3200 
107 1.40 1500 3200 
108 2.30 1800 3000 
109 1.45 1800 4700 
110 1.70 1400 3300 
111 Little Friarbird 1.60 1400 2800 
112 1.30 1000 2200 
113 1.50 1500 2600 
114 1.50 1500 2600 
115 4.2 1300 2300 
116 Yellow-faced 
Honeyeater 
1.50 1700 4600 
117 1.70 1400 5000 
118 1.70 2000 5000 
119 1.70 1400 4500 
120 1.50 1300 4600 
 
 
