It is challenging to recognize facial action unit (AU) from spontaneous facial displays, especially when they are accompanied by speech. The major reason is that the information is extracted from a single source, i.e., the visual channel, in the current practice. However, facial activity is highly correlated with voice in natural human communications. Instead of solely improving visual observations, this paper presents a novel audiovisual fusion framework, which makes the best use of visual and acoustic cues in recognizing speech-related facial AUs. In particular, a dynamic Bayesian network is employed to explicitly model the semantic and dynamic physiological relationships between AUs and phonemes as well as measurement uncertainty. Experiments on a pilot audiovisual AU-coded database have demonstrated that the proposed framework significantly outperforms the state-of-the-art visual-based methods in terms of recognizing speech-related AUs, especially for those AUs whose visual observations are impaired during speech, and more importantly is also superior to audio-based methods and feature-level fusion methods, which employ low-level audio features, by explicitly modeling and exploiting physiological relationships between AUs and phonemes.
a specific set of facial muscles, and combinations of AUs can describe rich and complex facial behaviors. Besides the applications in human behavior analysis, an automatic system for facial AU recognition has emerging applications in advancing human-computer interaction, such as interactive games, computer-based learning, and entertainment. Extensive research efforts have been focused on recognizing facial AUs from static images or image sequences as discussed in the survey papers [4] [5] [6] , [10] .
Although great progress has been achieved on posed or deliberate facial displays, facial AU recognition suffers significantly for spontaneous facial behavior [7] , [8] . Furthermore, it is extremely challenging to recognize AUs that are responsible for producing speech. During speech, these AUs are generally activated at a low intensity with subtle changes in facial appearance and facial geometry and more importantly, often produce nonadditive appearance changes, which introduces challenges for detecting co-occurring AUs [3] . For instance, as illustrated in Fig. 1(a) , recognizing AU26 (jaw drop) from a combination of AU24 (lip presser) and AU26 is almost impossible from visual observations when voicing /m/. The reason is that the gap between teeth, which is the major facial appearance clue to recognize AU26 [3] , is invisible due to the occlusion by the pressed lips. In another example, when producing /O:/, as shown in Fig. 1(b) , AU27 (mouth stretch) would probably be recognized as AU26 because the gap between teeth is partially occluded by protruding lips, i.e., AU18 (lip pucker), and thus, looks much smaller than that when only AU27 is activated. The failure in recognition of speech-related AUs is because information is extracted from a single source, i.e., the visual channel. As a result, all speechrelated AUs are either represented by a uniform code [3] , [7] , i.e., AD 50, or totally ignored [8] , during speech. However, it is critical to identify and differentiate the AUs that are responsible for producing voice from those for expressing emotion and intention, especially during emotional speech.
Instead of solely improving visual observations of AUs, this paper aims to explore and exploit the relationships between facial activity and voice to recognize speech-related AUs. Specifically, there are two types of correlations between facial AUs and phonemes. First, some lower-face facial AUs and voice can be physiologically correlated since jaw and lower-face facial muscles are highly involved in speech production. These relationships are well recognized and have been exploited in natural human communications. For example, without looking at the face, people will know that the other person is opening mouth as hearing "ah." Following the example of recognizing AU26 from a combination of AU24 and AU26 as illustrated in Fig. 1(a) , people can easily guess both AU24 and AU26 are activated because of a sound /m/, although AU26 is invisible from the visual channel. Second, facial AUs and speech can be emotionally correlated, since both facial AUs and voice/speech convey human emotions in human communications. In this paper, we will focus on studying and exploiting the physiological relationships between facial AUs and speech, since these relationships are emotion and context independent, and can generalize better to various contexts.
Since speech can be represented by a sequence of phonemes, each of which is defined as the smallest sound unit in a language, the relationships between AUs and phonemes will be investigated and explicitly modeled in this paper. Specifically, a phoneme is usually produced by combinations of AUs; and, more importantly, different combinations of AUs are activated sequentially to produce different phases for the same phoneme. For example, /b/ is produced in two consecutive stages, i.e., closure and release, where AU24 + AU26 and AU25 (lips part) + AU26 are activated, sequentially. Because the physiological relationships between AUs and phonemes are dynamic and stochastic, varying in subjects and languages, we propose to systematically and probabilistically model these relationships by a dynamic Bayesian network (DBN). ], AU measurements obtained by visual-based AU recognition and phoneme measurements obtained by speech recognition are employed as evidence for the DBN model. Then, AU recognition is performed by audiovisual information fusion via DBN inference.
In summary, this paper has two major contributions. 1) A novel audiovisual AU recognition framework is proposed to make the best use of visual and acoustic cues, as humans do naturally. 2) Semantic and dynamic physiological relationships between AUs and phonemes as well as measurement uncertainty of AUs and phonemes are systematically modeled and explicitly exploited by a DBN model to improve AU recognition. Experimental results on a pilot audiovisual AU-coded database [9] demonstrate that the proposed framework yields significant improvement for speech-related AU recognition compared with the state-of-the-art visual-based methods, especially for those AUs, whose visual observations are severely impaired during speech. Moreover, the proposed method also outperforms the audio-based methods and the feature-level fusion methods, owing to explicitly utilizing the semantic and dynamic physiological relationships between facial AUs and phonemes.
II. RELATED WORK

A. Visual-Based Facial AU Recognition
As discussed in the survey papers [4] [5] [6] , [10] , most of existing approaches on facial AU recognition utilized information solely extracted from the visual channel, i.e., 2-D or 3-D features capturing the facial appearance/geometry changes caused by a target AU or AU combinations from static images or image sequences.
1) Human-Designed Facial Features: General purpose hand-designed features are widely employed for facial activity analysis. These features include 2-D features, such as Gabor wavelet features [11] [12] [13] [14] [15] [16] [17] , Haar wavelet features [15] , scale invariant feature transform features [18] , histograms of local binary patterns (LBPs) [7] , [19] , [20] , histograms of oriented gradients (HOGs) [21] , histograms of local phase quantization (LPQ) features [22] , and histograms of local Gabor binary patterns (LGBP) [8] , [23] . In addition, 3-D features, i.e., the spatio-temporal extensions of the aforementioned 2-D features, such as LBP-TOP [24] , LGBP-TOP [25] , [26] , LPQ-TOP [22] , HOG-TOP [27] , and dynamic Haar-like features [28] , [29] , have been employed to capture the spatio-temporal facial appearance changes caused by AUs.
2) Facial Features Learned From Data: Recently, feature learning has been widely employed to learn expression-related features directly from facial images. Specifically, features learned by sparse coding [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] or deep learning [42] [43] [44] [45] have been demonstrated to be effective on facial activity analysis. Most recently, convolutional neural networks (CNNs) based approaches [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] have shown promising performance for facial expression or AU recognition especially under real-world conditions. All of these visual-based methods employed features extracted solely from the visual channel. However, these visual-based features are inevitably affected by challenges caused by head movements, illumination changes, or occlusions introduced by facial hair, accessories, and more importantly, other co-occurring AUs as depicted by Fig. 1 for speech-related AU recognition.
B. Audio-Based Facial AU Recognition
Most recently, facial activity analysis from the audio channel has been briefly studied [66] [67] [68] . Lejan et al. [66] aimed at recognizing three facial activities, i.e., eyebrow movement, smiling, and head shaking given the information extracted from audio channel, where different groups of lowlevel acoustic features are extracted for each facial activity, respectively. Ringeval et al. [67] utilized low-level acoustic feature sets, i.e., ComParE and GeMAPS, for predicting facial AUs for emotion recognition. Our early work [68] employed mel-frequency cepstral coefficients (MFCC) features extracted from the audio channel for speech-related facial AU recognition. These methods only utilized low-level acoustic features without considering the semantic and dynamic relationships between facial activity and voice. As shown in our previous work [68] , AU recognition using low-level acoustic features performed worse than the visual-based approaches for most of the speech-related AUs. In contrast, our early work [9] developed a continuous time Bayesian network (CTBN) to recognize speech-related AUs exclusively from audio signals by modeling the relationships between AUs and phonemes. However, the information extracted from the visual channel was not employed. Furthermore, the CTBN model is sensitive to measurement uncertainty and does not work well for audiovisual fusion due to noisy visual measurements.
C. Audiovisual Information Fusion
The proposed framework takes advantage of information fusion of both visual and audio channels, and thus is also related to audiovisual information fusion, which has been successfully demonstrated in automatic speech recognition [69] , [70] and audiovisual affect/emotion recognition [5] . In the following, we will present a brief review on audiovisual affect/emotion recognition. There are three typical ways to perform audiovisual information fusion.
Feature-level fusion directly employs audio and visual features as a joint feature vector for affect/emotion recognition [5] , [71] . Recently, deep learning has been employed for learning features from both visual and audio input [58] , [72] . In our previous work [68] , two feature-level fusion methods were developed for speech-related facial AU recognition. Specifically, one method combined LBP and MFCC features selected from AdaBoost independently; and the other one integrated visual features learned by a CNN with MFCC features. However, these feature-level fusion methods often suffer from differences in time scales, metric levels, and noise levels in the two modalities [5] .
Model-level fusion [27] , [73] [74] [75] [76] [77] [78] [79] exploits correlation between audio and visual channels [5] and is usually performed in a probabilistic manner. For example, coupled [79] , tripled [73] or multistream fused HMMs [74] , [78] were developed by integrating multiple component HMMs, each of which corresponds to one modality, e.g., audio or visual, respectively. Fragpanagos and Taylor [75] and Caridakis et al. [76] used a recurrent neural network (RNN) to perform fusion of different modalities. Sebe et al. [77] employed Bayesian network (BN) to recognize expressions from audio and facial activities. Chen et al. [27] employed multiple kernel learning to find an optimal combination of the features from two modalities. Most of the existing feature-level fusion or model-level fusion approaches utilize only the low-level features from each modality, e.g., prosody [71] , [74] , [79] , MFCC [68] , [71] , [79] , and formants [71] for audio channel.
Decision-level fusion combines recognition results from two modalities assuming that audio and visual signals are conditionally independent of each other [5] , [55] [56] [57] [58] , [80] , [81] , while there are strong semantic and dynamic relationships between audio and visual channels.
In contrast to the major stream of visual-based facial AU recognition, we propose a novel framework for AU recognition by utilizing information from both visual and audio channels. Furthermore, the proposed work differs from the aforementioned audiovisual fusion methods by explicitly capturing and modeling the semantic and dynamic physiological relationships between voice and facial activity. These comprehensive relationships are crucial to describe natural human behaviors, but are neglected in the existing audiovisual fusion approaches.
III. AUDIOVISUAL FUSION FOR SPEECH-RELATED FACIAL ACTION UNIT RECOGNITION
A. Modeling Semantic Physiological Relationships Between Phonemes and AUs
A phoneme is defined as the smallest sound unit in a language. In this paper, a phoneme set defined by the CMU pronouncing dictionary (CMUdict) [82] is employed, which is developed for speech recognition and describes North American English words using 39 phonemes. 1 Since each phoneme is anatomically related to a specific set of jaw and lower-face muscular movements, different combinations of AUs are activated to produce different phonemes. Taking the word beige for example, a combination of AU24 and AU26 is first activated to produce the Closure phase of phoneme B These semantic physiological relationships are stochastic and vary among subjects. For example, AU20 (lip stretcher) is responsible for producing AE in at based on Phonetics [83] ; while some subjects do not activate AU20 in practice as found in our audiovisual AU-coded database. In addition, due to the noise in both visual and audio channels, the measurements of AUs and phonemes are not perfect. Instead of employing direct mappings from phonemes to AUs, we propose to use a BN to model these semantic relationships probabilistically.
Specifically, each target AU is associated with a node having two discrete states {0, 1} representing its absence or presence status. Phonemes are defined as unique acoustic events and are mutually exclusive at the same time. During speech, a set of phonemes are produced sequentially to speak a meaningful word; and the same phoneme would not repeat itself in two consecutive sound events. Thus, we employ a single node Phone with 29 discrete states representing 28 phonemes, which are involved in producing the words in our audiovisual database, plus one silence state denoted as SIL. Then, the node Phone can be in one of its 29 states at a certain time to ensure the mutually exclusive relationships among the phonemes.
1) Learning Semantic Physiological Relationships: Given a complete training set including the groundtruth labels of AUs and phonemes, a K2 algorithm [84] , implemented in the Bayes
Examples of the semantic physiological relationships between phonemes and AUs during speech. To produce a word beige, different combinations of AUs are activated successively. net toolbox (BNT) [85] , is employed to learn the semantic physiological relationships between Phone and the AU nodes. For a node X i , the K2 algorithm finds the set of parents, denoted as Par(X i ) by maximizing the following function [84] :
where K i is the number of all possible states that X i may take; M i is the number of all possible configurations of the parents of X i ; N ijk denotes the number of instances when X i is in its kth state and its parents take the jth configuration; and N ij = K i k=1 N ijk . A BN model learned by the K2 algorithm is shown in Fig. 4 , where the nodes represent random variables (Phone and AUs) and the directed links between them represent the conditional dependency. Particularly, the links between Phone and the AU nodes capture their semantic physiological relationships. In addition, since AUs are activated in combinations to produce a meaningful sound, the relationships among AUs are also captured in the BN model by the directed links among them.
B. Modeling Semantic and Dynamic Relationships Using Dynamic Bayesian Network
By studying Phonetics [83] , we know that there are strong physiological relationships between AUs and phonemes. More importantly, these relationships also undergo a temporal evolution. In particular, there are two kinds of dynamic relationships between AUs and phonemes.
On the one hand, as the facial muscular movements are activated before a sound is generated [86] [87] [88] , the probabilities of the AUs being activated increase and reach an apex as the phoneme is fully made, and then decrease while preparing to produce the next phoneme. On the other hand, different combinations of AUs are activated in different phases for sounding a single phoneme. For example, as illustrated in Fig. 5 , the phoneme B in be has two sequential phases. In the first phase, i.e., the Closure phase, the lips are pressed together as activating AU24; the upper and the lower front teeth are usually parted as activating AU26; and "the breath is held and compressed" [83] without emitting sound, i.e., the Phone node is in its silence state SIL. As a result, the lip movements (AU24 and AU26) occur earlier than the sound can be heard. In the second phase, i.e., the Release phase, the lips part by activating AU25 and the compressed breath is released suddenly as releasing AU24 [83] . Therefore, the physiological relationships between Phone and AUs change over time. In addition, since the duration of the Closure phase varies across different subjects and different words, these dynamic relationships are stochastic. Such semantic and dynamic relationships can be well captured by extending the BN (Fig. 4 ) to a DBN, which not only models the temporal evolution of AUs and phonemes but also models the temporal dependencies among them.
1) Learning Dynamic Physiological Relationships: Given a complete set of training data sequences D = {D 1 , . . . , D S }, the dynamic dependencies among AUs and phonemes, i.e., the transition model of a DBN, can be learned by maximizing the following score function:
where B tr is a candidate structure of the transition model, and the two terms are the log likelihood and the log prior of B tr , respectively. For a large data set, the first term can be approximated using Bayesian information criterion [89] as
where θ B tr is a set of model parameters;θ B tr is the maximum likelihood estimation of θ B tr ; q is the number of parameters in B tr ; and S is the number of data samples in D. In (3), the first term gives the maximum log likelihood of B tr and the second term penalizes the model complexity. In this way, we can learn a DBN model as shown in Fig. 6 denoted by the solid links. Specifically, there are two types of dynamic links: 1) selfloops and 2) directed links across two time slices, i.e., from the (t − 1)th time slice to the tth time slice. The self-loop at each AU node represents the temporal evolution of each AU; while the self-loop at the Phone node denotes the dynamic dependency between two phonemes. For instance, a consonant is followed by a vowel at the most of time, and hence the probability of a consonant followed by a vowel is much higher than that of a consonant followed by another consonant. The directed links across two time slices characterize the dynamic dependency between two variables, e.g., the dynamic physiological relationships between phonemes and AUs as well as the dynamic relationships among AUs.
2) Incorporating Domain Knowledge in the DBN Structure: As shown in Fig. 6 , the dynamic dependency between AUs in the (t − 1)th time slice and Phone in the tth time slice, however, are not learned from data. This is because the penalty, i.e., the second term in (3), for adding a link from an AU node to Phone is much higher than that from Phone to AU for the 29-state Phone node. Therefore, we refine the learned DBN model by combining the expert knowledge, i.e., the facial muscular movements are activated before sounding a phoneme [86] [87] [88] . Specifically, the dynamic links from AUs to Phone across two successive time slices are manually added as depicted by the red dashed links in Fig. 6 .
As shown in Fig. 6 , a comprehensive DBN model is constructed. There are two types of nodes in the DBN model: 1) measurement nodes and 2) hidden nodes. The measurement nodes, denoted by the shaded nodes, represent the measurements of AUs denoted by O v and the measurement of the phoneme denoted by O p , whose states can be obtained by visual-based AU recognition and speech recognition, respectively. The hidden nodes are denoted by the unshaded nodes, whose states need to be estimated via probabilistic inference. This DBN model is capable of modeling various interactions in the scenario of audio-visual AU recognition including the semantic and dynamic physiological relationships between AUs and phonemes, semantic and dynamic relationships among AUs, the dynamic relationships between different phonemes, the temporal evolution of AUs, as well as measurement uncertainty.
C. Learning Model Parameters
Given the model structure as shown in Fig. 6 , the DBN parameters, specified as a set of conditional probabilistic tables (CPTs) associated with each node, can be learned from a set of training data D = {D 1 , D 2 , . . . ., D S }. The DBN can be considered as an expanded BN consisting of two time slices of static BNs connected by dynamic links. Hence, in addition to learning the CPTs within the same time slice as that does for a static BN, the transition probabilities associated with the dynamic links are also learned. Since the training data is complete in this paper, the parameters of the DBN can be estimated using maximum likelihood estimation.
D. Audiovisual AU Recognition via DBN Inference
Given all available observations from both visual and audio channels until the tth time slice, i.e., O 1:t v and O 1:t p , AU recognition can be performed through probabilistic inference via the DBN model. Specifically, the posterior probability of the target AUs given all the observations, i.e., p(AU t |O 1:
, where AU t represents all target AUs at the tth time slice, can be factorized and computed by DBN inference. In this paper, a forward-backward inference algorithm implemented in the BNT is employed [85] . Then, predictions of the target AUs can be made by maximizing the posterior probability
IV. MEASUREMENT ACQUISITION
To perform probabilistic inference using the DBN model, the measurements of AUs and the phoneme at each time slice are required. However, signals in different channels are usually sampled at different time scales. For example, the images are sampled at 60 frames/s and audio tracks are continuous in our audiovisual database. Here, we show how to get AU measurements and phoneme measurements and how to align the measurements from two channels frame by frame.
A. Extracting AU Measurements
AU measurements can be obtained using any advanced visual-based facial AU recognition method. In this paper, two state-of-the-art visual-based AU recognition methods, i.e., LBP-based method [8] and LPQ-based method [22] are employed to extract AU measurements. Then, audiovisual information fusion is performed based on the two types of AU measurements, respectively.
For preprocessing purposes, the face regions across different facial images are aligned to remove scale and positional variance [91] and then cropped to 96 × 64, which are further divided into 7 × 7 grid. From each grid, LBP histograms with 59 bins and LPQ histograms with 256 bins are extracted, respectively.
For each target AU, an AdaBoost classifier is employed to select the most discriminative features from either LBP or LPQ feature pool and construct a strong classifier to perform facial AU recognition for each target AU. The binary classification results obtained from AdaBoost classifiers will be fed into the DBN model as the AU measurements. Hence, we have two types of AU measurements based on the two kinds of visual features, respectively. Note that, any visual-based AU recognition method can be adopted to extract measurements of AUs.
B. Extracting Phoneme Measurements
In this paper, a state-of-the-art speech recognition toolkit, i.e., Kaldi toolkit [90] , is employed to obtain the phoneme measurements. Specifically, 13-D MFCC [92] features are extracted and employed in Kaldi toolkit [90] to get word-level speech recognition results, which are further automatically divided into phoneme-level segments by the Kaldi toolkit as shown in Fig. 7 . In order to obtain a phoneme measurement for each time slice, which should be also synchronized with the AU measurements, the continuous phoneme segments are discretized according to the sampling rate of the image frames, i.e., 60 frames/s in our experiment. As illustrated in Fig. 7 , the first row shows the continuous phoneme-level segments for the word gooey; the second row shows a sequence of image frames to be aligned to; and the last row shows the frame-byframe phoneme measurements, which are synchronized with the image frames and will be fed into the DBN model as the measurements for Phone for audiovisual AU recognition.
V. EXPERIMENTAL RESULTS
A. Audiovisual AU-Coded Dataset
In this paper, the pilot AU-coded dataset presented in our previous work [9] is employed to demonstrate the proposed audiovisual AU recognition framework. The audiovisual database consists of a clean subset and a challenging subset, containing 9 and 6 subjects of different races, ages, and genders, respectively. Two subjects appear in both subsets. The database includes 12 words 2 containing 28 phonemes 3 and the most representative relationships between AUs and phonemes. Please refer to [9] for more details about the dataset.
B. Methods in Comparison
Experiments have been conducted on the audiovisual AUcoded dataset to demonstrate the effectiveness of the proposed framework, as shown in Fig. 6 , in improving the recognition performance for speech-related AUs. In this paper, we built Fig. 7 . Aligning continuous phoneme segments with image frames for the word gooey. The top row gives the phoneme-level segments obtained by Kaldi toolkit [90] . The bottom row depicts the discretized sequence of phoneme measurements, where the same color indicates the same phoneme in the continuous phoneme-level segments. The vertical lines in-between represent a sequence of image frames, to which the phonemes will be aligned. Best viewed in color. the proposed approach upon two state-of-the-art visual-based methods, i.e., LBP-based and LPQ-based methods, denoted as DBN-LBP-AV+E and DBN-LPQ-AV+E, 4 respectively. Each method is first compared with the state-of-the-art visualbased methods utilizing the same features. Furthermore, they are compared with three baseline audiovisual fusion methods to demonstrate the effectiveness of explicitly modeling and employing the semantic and dynamic physiological relationships between AUs and phonemes in audiovisual fusion. TheLBP-based baseline methods are described as follows.
Ada-LBP-V employs a state-of-the-art visual-based AU recognition approach [8] using LBP features, as described in Section IV.
DBN-LBP-V employs a state-of-the-art DBN-based model [16] to model the relationships among AUs and used as a dynamic visual-based baseline. The structure of DBN-LBP-V is obtained by eliminating the "Phone" node and its measurement node from the DBN-LBP-AV+E structure depicted by Fig. 6 .
Ada-LBP-AV developed in our early work [68] , employs a feature-level fusion scheme that extracts features from both visual and audio channels, i.e., histograms of LBP features and MFCC features. Specifically, given an input wave file, MFCCs are extracted using window size l = 16.67 ms with a frame-shift s = 16.67 ms by Kaldi toolkit [90] . To include more temporal information, seven frames, i.e., three frames before and after the current frame along with the current one, are concatenated as the final MFCC feature for each frame. The extracted LBP and MFCC features are integrated into a single feature vector and employed as the input for AdaBoost to make predictions for the target AU.
BN-LBP-AV employs a static BN model with a structure illustrated in Fig. 4 plus measurement nodes for all AUs and the Phone node. The BN-LBP-AV only considers the semantic relationships between AUs and phonemes as well as the semantic relationships among AUs, while the dynamics of AUs and phonemes are ignored.
DBN-LBP-AV employs the learned DBN structure denoted by the solid links in Fig. 6 , which does not model the dynamic dependencies between AUs in the (t − 1)th time slice and phonemes in the tth time slice.
The LPQ-based baseline methods are defined in the same way, whose model structures are the same as those of the LBP-based equivalents. For all methods evaluated, a leaveone-subject-out training/testing strategy is employed, where the data from one subject is used for testing and the remaining data is used for training.
C. Experimental Results and Data Analysis on the Clean Subset
We first evaluate the proposed DBN-LBP-AV+E and DBN-LPQ-AV+E on the clean subset.
1) Experimental Results of LBP-Based Methods:
Quantitative experimental results of LBP-based methods are reported in Fig. 8 in terms of F1 score, false positive rate (FPR), and true positive rate (TPR) for the seven speechrelated AUs. 5 As shown in Fig. 8 , all the audiovisual fusion methods outperform the static visual-based method, i.e., Ada-LBP-V. Specifically, the overall recognition performance is improved from 0.416 using the Ada-LBP-V to 0.463 (Ada-LBP-AV), 0.658 (BN-LBP-AV), 0.666 (DBN-LBP-AV), and 0.696 by the proposed DBN-LBP-AV+E, in terms of the F1 score, which demonstrates that information from the audio channel indeed helps the recognition of speech-related AUs.
All the fusion methods, except the feature level fusion method, i.e., Ada-LBP-AV, perform better than the dynamic visual-based method, i.e., DBN-LBP-V. The performance of Ada-LBP-AV is inferior to that of DBN-LBP-V because subjects in the clean subset were asked to produce the words and display the lip movements clearly, and thus the relationships between AUs, explicitly modeled by DBN-LBP-V, are strong. Furthermore, as shown in Fig. 8 , the proposed DBN-LBP-AV+E framework outperforms all methods compared in terms of the F1 score (0.696), the FPR (0.071), and the TPR (0.732). In the following, we will compare the proposed DBN-LBP-AV+E with each baseline method side by side. Fig. 1 , the visual cues for recognizing AU26 and AU27 are severely impaired by occlusions introduced by the presence of other AUs during speech. However, the information from the audio channel is not affected and thus, more reliable. b) Comparison between Ada-LBP-AV and DBN-LBP-AV+E: As shown in Fig. 8 , DBN-LBP-AV+E outperforms Ada-LBP-AV, a feature-level fusion method, for all target AUs. Specifically, the F1 score is improved from 0.463 (Ada-Fusion) to 0.696 (DBN-LBP-AV+E). The performance improvement mainly comes from two aspects. First, the proposed DBN-LBP-AV+E benefits from the remarkable achievements in speech recognition: the speech recognition performance of the Kaldi toolkit [90] in terms of the word-level and phoneme-level error rates are 2.8% and 7%, respectively, on the clean subset in our experiments. Hence, it makes more sense to employ accurate phoneme measurements than to use low-level acoustic features directly. Second, it is more effective to explicitly model and exploit the semantic and dynamic physiological relationships between AUs and phonemes than to employ the audiovisual features directly. For example, the TPR of AU26 increases from 0.635 (Ada-LBP-AV) to 0.730 (DBN-LBP-AV+E) with a drastic decrease in the FPR from 0.338 (Ada-LBP-AV) to 0.136 (DBN-LBP-AV+E) by employing the physiological relationships between the phonemes and AUs as shown in Fig. 1 .
c) Comparison between BN-LBP-AV and DBN-LBP-AV+E:
Both AUs and phonemes are dynamic events and their dynamics are crucial in natural communications. By modeling both the semantic and dynamic relationships between AUs and phonemes, the recognition performance of using DBN-LBP-AV+E is better than that of using BN-LBP-AV for all target AUs in terms of all metrics. For example, there are strong dynamic relationships between phonemes and AU24 (lip presser), e.g., AU24 is activated in the Closure phase of B in be before the sound is emitted, as depicted in Fig. 5 . As shown in Fig. 8 , the recognition performance of AU24 gains a significant improvement using DBN-LBP-AV+E: the F1 score increases from 0.394 (BN-LBP-AV) to 0.560 (DBN-LBP-AV+E).
d) Comparison between DBN-LBP-AV and DBN-LBP-AV+E:
Since AUs are the major mechanism to produce the voice, they are activated before the sound is produced [86] . As shown in Fig. 8 , the DBN-LBP-AV+E outperforms the DBN-LBP-AV for all target AUs in terms of F1 score, which demonstrates the effectiveness of integrating this expert knowledge into the learned DBN model.
In addition to the three metrics, an ROC analysis is conducted for each AU to further demonstrate the performance of the proposed framework. As show in Fig. 9 , each ROC curve is obtained by plotting the TPR against FPR at different thresholds over the predicted scores. The performance of the proposed DBN-LBP-AV+E model is better or at least comparable with that of the baseline methods on all the target AUs except for AU20. As shown in Fig. 9 , the performance of the fusion-based methods is inferior to that of the dynamic visual-based method, i.e., DBN-LBP-V, because the relationships between AU20 and the phonemes are weak due to large variations among subjects. For example, although AU20 is responsible to producing the phoneme AE in chaps according to phonetics [83] , some subjects did not activate AU20 during speech.
Furthermore, Fig. 10 gives an example of the system outputs, i.e., the estimated probabilities of AUs, by DBN-LBP-AV+E and DBN-LBP-AV, respectively. As shown in Fig. 10 , when sounding a word chaps, the probabilities of AUs increase when they are preparing to sound a phoneme and decrease rapidly after the sound is emitted. As the facial movements are activated before the sound is generated, the probability of AU22 increases and reaches above 0.5, i.e., the activation threshold, before the phoneme CH is made. The solid vertical yellow line represents the onset time point of AU22 labeled manually, while the dashed line shows the estimated activation time of AU22. The closer those two lines are, the better the prediction is. By integrating the expert knowledge, DBN-LBP-AV+E can better predict the activation of an AU given the measurements. In another example, AU27 was not detected by DBN-LBP-AV shown in the bottom plot, because the visual-based classifier fails to detect AU27. However, the dynamic relationships between AUs and phonemes utilized by DBN-LBP-AV+E can help to predict AU27 despite the poor visual measurements.
2) Experimental Results of LPQ-Based Methods: The quantitative experimental results using LPQ features are reported in Table I in terms of the F1 score. Not surprisingly, the proposed DBN-LPQ-AV+E outperforms all the compared methods in terms of F1 score (0.679).
The performance improvement on both the LBP-based method and the LPQ-based method demonstrates that the proposed method can be built upon any advanced visual-based AU recognition method, and consistently improve the performance for speech-related AUs recognition.
D. Experimental Results and Data Analysis on the Challenging Subset
Experiments were conducted on the challenging subset to further demonstrate the advantage of integrating audio information with visual cues for speech-related AU recognition in the wild, where the AU recognition system is challenged by large head movements and occlusions introduced by facial hair and accessaries.
The proposed DBN-LBP-AV+E and DBN-LPQ-AV+E models and the baseline methods were trained and tested on the challenging subset using a leave-one-subject-out strategy. Since the challenging subset contains only six subjects, the data in the clean subset was employed as additional training data, except those of the two subjects who also appear in the challenging subset to ensure a subject-independent context. In particular, the data of five subjects from the challenging subset along with the data of seven subjects from the clean subset is used for training, while the remaining one subject Fig. 11 . DBN model learned from the challenging data for audiovisual AU recognition: the solid links representing the learned DBN structure and the red dashed links denoting the expert knowledge integrated into the learned structure.
from the challenging subset is employed for testing. The structures of the DBN-LBP-AV and DBN-LBP-AV+E trained on the challenging subset are shown in Fig. 11 .
1) Experimental Results and Discussion: Quantitative experimental results on the challenging subset are reported in Fig. 12 for LBP-based methods, in terms of F1 score, TPR, and FPR for the seven speech-related AUs. From Fig. 12 , we can find that all the audiovisual fusion methods outperform the methods employing only visual information (Ada-LBP-V and DBN-LBP-V). 6 Specifically, as the head movements and occlusions are introduced in the challenging subset, the visual observations of AUs become unreliable, which is reflected by the drastic drop in performance of the visual-based methods, i.e., 0.372 (Ada-LBP-V) and 0.368 (DBN-LBP-V) in terms of the F1 score. In contrast, the information extracted from the audio channel is less affected. Thus, the performance is improved from 0.372 (Ada-LBP-V) to 0.448 (Ada-LBP-AV), 0.608 (BN-LBP-AV), 0.548 (DBN-LBP-AV), and 0.622 by the proposed DBN-LBP-AV+E Experimental results for LBP-based and LPQ-based methods on both subsets are reported in Table I , in terms of the F1 score. On the challenging subset, both DBN-LBP-V and DBN-LPQ-V have performance comparable to Ada-LBP-V and Ada-LPQ-V, respectively, since the visual observations become unreliable under challenging settings. Moreover, the dynamic dependencies between AUs and phonemes become more important. More temporal links between phonemes and AUs are learned from the challenging subset ( Fig. 11 ) than those learned from the clean subset (Fig. 6 ). In addition, by incorporating the expert knowledge, the proposed DBN-LBP-AV+E and DBN-LPQ-AV+E improve the performance by 0.074 and 0.072 compared with the DBN-LBP-AV and DBN-LPQ-AV, respectively, in terms of F1 score.
A paired t-test has been conducted to demonstrate that the performance improvement is statistically significant. The null hypothesis is that the performances of the baseline visualbased method or the feature-level fusion method and the proposed method are "no difference." The p-values of the proposed method against the baseline visual-based methods or the feature-level fusion methods are all less than 0.001 on both clean and challenging subsets for LBP/LPQ-based methods. Therefore, the performance improvement of the proposed method is statistically significant over the visual-based methods, more importantly, the feature-level fusion method.
E. Comparison With More State-of-the-Art Visual-Based and Audio-Based Methods
To further demonstrate the effectiveness of the proposed framework, two more state-of-the-art visual-based methods and seven state-of-the-art audio-based methods are implemented and evaluated on the AU-coded audiovisual database using a leave-one-subject-out cross-validation strategy.
1) Visual-Based Methods LGBP-SVM: One of the visualbased methods employs a kind of human-crafted feature, i.e.,
LGBP features [8] , [23] . Specifically, 400 LGBP features are selected by AdaBoost and employed to train an SVM classifier for each target AU.
IB-CNN-LIP: The other visual-based method is based on a deep learning model, i.e., incremental boosting CNN (IB-CNN) [59] . Since only the lower-part of the face is responsible for producing the speech-related AUs, a two-stream IB-CNN is developed to learn both appearance and shape information, particularly, from the lip region along with the landmarks on the lips.
2) Audio-Based Methods: SVM-GeMAPS and LSTM-GeMAPS: The first two audio-based methods employ a kind of low-level acoustic feature set, i.e., GeMAPS [67] , on top of which, SVMs and long-short term memory (LSTM) networks are employed to produce the predictions for target AUs, denoted as SVM-GeMAPS and LSTM-GeMAPS, respectively. Specifically, 18-D GeMAPS features are extracted given the audio signals using openSMILE [93] . An SVM is trained for each target AU using LIBSVM toolkit for SVM-GeMAPS and an LSTM network implemented in TensorFlow library [94] is trained to learn the temporal dependencies over time for LSTM-GeMAPS. The employed LSTM network consists of three hidden layers with 156, 256, and 156 hidden units, respectively.
SVM-GeMAPS and LSTM-ComParE:
The third and the fourth audio-based methods are based on another kind of low-level acoustic feature set, i.e., ComParE [67] . Similar to SVM-GeMAPS and LSTM-GeMAPS, an SVM and an LSTM network are trained for each target AU on top of the extracted 130-D ComParE features, respectively.
Ada-MFCC: The fifth audio-based method is based on MFCC features. In particular, 13-D MFCC features are extracted from audio signals, and a cubic spline interpolation approach [68] is employed to align the extracted features with image frames. Moreover, three frames before and after the current frame along with the current one, which makes it seven frames in total are concatenated as the MFCC feature vector for the current image frame. The final MFCC features are employed as the input to train an AdaBoost classifier for each AU.
DBN-A and CTBN-A:
The last two audio-based methods are from our previous work [9] , which recognize speech-related AUs using phoneme segments by modeling the relationships between facial AUs and phonemes with a DBN model and a CTBN model, respectively.
3) Experimental Results and Discussion: Experimental results of all methods in comparison can be found in Table II , in terms of F1 score.
LGBP and IB-CNN-LIP recognize AUs based on only visual clues, where the appearance changes for speech-related AUs are subtle, and sometimes "invisible" in the visual channel. SVM-GeMAPS, LSTM-GeMAPS, SVM-ComParE, LSTM-ComParE, and Ada-MFCC employ only low-level acoustic features without considering the physiological relationships between AUs and phonemes. As illustrated in Table II , the proposed DBN-LBP-AV+E and DBN-LPQ-AV+E, as well as DBN-A and CTBN-A developed in our previous work [9] , outperform all the other methods consistently by a large margin, in terms of the F1 score. The improvement mainly comes from explicitly modeling the semantic and dynamic relationships between phonemes and AUs.
By utilizing both acoustic and visual information, the proposed methods, i.e., DBN-LBP-AV+E (0.696) and DBN-LPQ-AV+E (0.679) outperform the DBN-A (0.515) and CTBN-A (0.653) employing only audio information on the clean subset, thanks to the usage of the decent visual measurements obtained from the "clean" images. The proposed methods also outperform the audio-based DBN-A on the challenging subset. However, CTBN-A achieved better performance than the proposed audiovisual fusion approaches on the challenging subset, which is primarily due to two reasons. First, since most of challenges are intentionally introduced into the visual channel in the challenging subset, the visual measurements are much less reliable than those on the clean subset as shown in Table I . Second, since CTBNs directly model the dynamic relationships along continuous time without predefining any granularities as in DBNs, the relationships between facial AUs and phonemes are better captured by CTBNs. However, CTBNs cannot handle noisy measurements well and thus, are not suitable for audiovisual fusion, especially with noisy visual measurements. Thus, in this paper, DBNs are employed for the audiovisual fusion for speech-related facial AU recognition.
VI. CONCLUSION
Facial activity is not the only channel for human communication, where voice also plays an important role. This paper presents a novel audiovisual fusion framework for recognizing speech-related AUs by exploiting information from both visual and audio channels. Specifically, a DBN model is employed to capture the comprehensive relationships for audiovisual AU recognition including the semantic and dynamic relationships among AUs, the temporal development of AUs, the dynamic dependencies among phonemes, and more importantly, the semantic and dynamic physiological relationships between phonemes and AUs. Experimental results on a pilot audiovisual AU-coded dataset have demonstrated that the proposed DBN framework significantly outperforms the state-of-the-art visual-based methods as well as audio-based methods by integrating audio and visual information in facial activity analysis. More importantly, the DBN model also beats the featurelevel fusion by comprehensively modeling and exploiting the relationships in a context of audiovisual fusion.
In the future, we plan to enrich the pilot audiovisual database with more challenging data including emotional speech, and then extend the current framework to recognizing a larger set of AUs including upper-face AUs by modeling and exploiting more complicated relationships in natural human communications.
