Abstract-Resource allocation is an important component of many Cloud computing and datacenter management problems. For infrastructure as a service (IaaS) in the Cloud, the Cloud service provider allocates computing resources such as processor, memory, and storage. In addition to the computing infrastructures, the Cloud service provider in the future would also allocate bandwidth for some applications that require guaranteed bandwidth service to transmit a large amount of data. This type of guaranteed bandwidth service can be provided by provisioning a distinct connection from end-to-end, e.g., by provisioning wavelength(s) in a wavelength division multiplexed wavelength routed network. In this paper, we focus on interdatacenter network-aware optimal resource allocation in the Cloud from the customer's perspective. We develop a mixed integer linear programming (MILP) optimal mathematical model and heuristics (Best-Fit and Tabu search) to solve the budget optimized joint-resource allocation problem to minimize the rental cost for each customer. The experimental results show that our heuristics can achieve an approximate optimal solution to the MILP solution and can reduce the customer's rental cost by at least 30%. The Best-Fit heuristic with shortest job execution time first and simplest job structure first (SSF) scheduling policies have a better performance in terms of the traffic blocking rate. The traffic blocking rates under both scheduling policies are 5-25% less than other policies. The Tabu search-based heuristic with SSF job scheduling policy has a better performance in terms of the traffic blocking rate than other job scheduling policies. In addition, the Tabu search-based heuristic also reduces the blocking rate by 4-30% compared with the Best-Fit heuristic under any job scheduling policy.
I. INTRODUCTION
T HE challenges for resource allocation in Grids/Clouds mainly include several aspects: resource modeling, resource selection and optimization, resource offering and treatment, resource discovery and monitoring [1] . Thus developing solutions to cope with resource allocation challenges is an important topic in the field of Grid/Cloud computing. A lot of studies have been carried out on the resource allocation for Grid/Cloud networks with different emphases. However, some studies only target the computing resource allocation or merely network resource allocation in Grid/Cloud environment. From a practical aspect, users are offered infrastructure services from data centers in a Grid/Cloud network to complete their computing intensive tasks, and they might also have requirements for data transmission between the executing tasks that are distributed in the Grid/Cloud networks. This situation leads to the challenge of considering network-aware joint resource allocation in Grid/Cloud optical networks.
In the field of Grid computing networks, the open science grid provides distributed computing resources to meet the needs of research and academic communities at all scales [2] . To maintain and improve distributed high throughput computing services, managing resources responsibly and efficiently becomes an essential task. HTCondor [3] is a specialized management system in Grid computing networks that provides a job queueing mechanism, scheduling policy, resource monitoring and resource management. The HTCondor system picks a submitted job in the queue, checks the requirements of computing resources by the job and processes the resource allocation for the job (e.g., checks if there are enough resources in the Grid to be allocated, updates the resource status in the Grid). However HTCondor does not deal with the network resource allocation. The task of integrating network resource management with the current HTCondor system is in progress [4] .
In Cloud computing networks, as we know, the IaaS consumers are offered a wide diversity of Cloud resources from multiple, distributed Cloud providers, such as Amazon elastic compute cloud (EC2) [5] and Google compute engine (GCE) [6] at distinct hourly cost rates. Customers pay for the resources they need under the "pay-as-you-go" model in current Cloud computing network business model. Therefore from the customer's perspective, what they want intuitively is to obtain resources from the Cloud for their jobs at low rental cost. In this paper, we focus on the network-aware resource selection and optimization problem in the Cloud network from the customer's perspective: minimize the total rental cost for each user to obtain their required resources. The network communication across distributed datacenters (inter-datacenter communication) in the Cloud is considered in this paper; the intra-datacenter network communication between machines within one datacenter is out of the scope of this paper. The job collector in our joint resource allocation simulator collects all the submitted jobs from users first. Then the resource allocator which has the whole view of all the resources in the Cloud will allocate required resources for the collected jobs and update the available resources in the Cloud, as shown in Fig. 1 . The resource allocation simulator can be invoked for multiple rounds, and in each round it deals with the resource allocation for a batch of jobs. Due to the emergence of cloud computing and various cloud services which are remote and geographically distributed, datacenters interconnected by optical networks have attracted much attention of network operators and service providers [7] . Optical wavelength division multiplexing (WDM) lightpaths in the form of "lambda service" offer guaranteed bandwidth connectivity for applications across the Cloud. Scheduling of optical layer resource reservations is an active area of study [8] [9] . Nowadays, the traffic is growing so fast in the Cloud environment and more and more data intensive applications need to transmit a large amount of data. In this case, there is a need for the Cloud provider to offer high bandwidth for data transmission for such applications, with the purpose of reducing data transmission delay or increasing the reliability. For example, On-demand secure circuits and advance reservation system has been implemented and deployed on ESnet to provide multi-domain, high-bandwidth virtual circuits that guarantee end-to-end network data transfer performance [10] . Thus we consider utilizing the optical network to provide guaranteed network bandwidth in the Cloud environment according to customers' requirements. In our problem we investigate the wavelength reservation in optical networks to complete the bandwidth resource allocation for the jobs that need high bandwidth to transmit data, such as scientific projects running in the Grid/Cloud environment [11] .
II. RELATED WORK
The Grid/Cloud computing network model allows resources to be supplied according to users' requirements which could lead to overall cost reduction [12] . Solving resource allocation problems remains a very important topic in the area of Grid/Cloud computing.
In the related field of Grid [13] computing, investigations such as [14] [15] have been carried out on resource allocation or task scheduling based on distinct requirements or objectives. Nejad et al. [16] investigates the dynamic VM provisioning and allocation problem for the auction-based model. An integer program is formulated and greedy and optimal mechanisms are designed for the problem. The proposed mechanisms achieve promising results in terms of revenue for the Cloud provider.
In addition, a lot of studies have been also carried out for emphasizing different aspects of the resource allocation problems in the Cloud. Nonde et al. [17] proposes an energy efficient virtual network embedding approach to deal with the on-demand allocation of network resources for the Cloud. Alicherry and Lakshman [18] develops efficient resource allocation algorithms in distributed Clouds that aim at minimizing the communication costs and latency. To reduce the bandwidth cost, the authors propose an algorithm to choose data centers in the Cloud that are close to the user. The objective is to minimize the maximum distance between selected data centers. Wang et al. [19] proposes a new cloud brokerage service that reserves a large pool of instances from Cloud providers and serves customers with price discounts. The dynamic strategies are proposed for the broker to make reservations with the objective of minimizing their service costs. Setty et al. [20] focuses on the cost-effective resource allocation in the Cloud and provides answers to three cost relevant fundamental questions. Also related with the cost aspect of resource allocation, Liu et al. [21] investigates how to dynamically allocate resources to optimize resource provisioning cost, while satisfying QoS requirement specified by individual customers simultaneously. The authors propose a decentralized Cloud firewall framework for individual Cloud customers and propose novel queuing models to solve this problem. In our previous work [22] , we investigate the cost-optimized joint resource allocation problem over multi-layer network structure (IP/MPLS-over-OTN-over-WDM) from the Cloud provider's perspective. A different CapEx model for multi-layer network is defined in the paper. The target of the work is to minimize the total CapEx of completing the joint resource allocation for the Cloud provider.
Moreover, to solve the problem of allocating resources to the requests while maintaining high resource utilization, many approaches, such as heuristic algorithms, statistical methods, and soft computing techniques have been investigated by researchers. Pandit et al. [23] utilizes a variation of multi dimensional bin packing to model the resource allocation problem and presents an efficient resource allocation algorithm using simulated annealing. Sedaghat et al. [24] proposes a Peer to Peer resource management approach, which is comprised of a number of agents, to address the problem of resource management for large scale data centers. Tsai et al. [25] proposes an important differential evolution algorithm to optimize task scheduling and resource allocation based on the described cost and time models on Cloud computing environment. Liu et al. [26] investigates the problem of jointly optimizing the service cost and resource utilization for Clouds. A nonlinear integer programming model is formulated for the optimal reservation problem and a fine-grained heuristic algorithm is proposed to reduce its computational complexity and obtain quasi-optimal solutions. This paper, different from other works, first designs a new resource allocation model which combines computation resources and network resources together. Second, submitted jobs that are modeled as directed multi-stage graphs with single source/destination node are considered in this paper and these bring more constraints for the joint resource allocation problem. Each job consists of a number of sequential tasks or parallel tasks or both. The adopted job structures are reasonable in practical Clouds, since when a user submits a job to the Cloud computing network, the job may contains several tasks which can be executed in parallel or must be executed sequentially. Third, we introduce the temporal parameters for our Cloud resource allocation problem. Fourth, the optical network is adopted to provide guaranteed bandwidth for users by reserving wavelengths along the established optical paths. The joint resource scheduling model proposed by us uses budget minimized resource allocation. The objective of our model is to minimize the budget (total rental cost) for each user to obtain enough resources for executing his/her submitted jobs, while allowing the Cloud providers to accept as many job requests from users as possible.
III. PROBLEM MODELING

A. Description
In a Cloud network, a large amount of resources including computing resources are distributed among the various physical hosts or VMs. How to allocate available computing resources (processor, storage) and network resources (optical transponder (OT), wavelength and physical links such as optical fibers) in WDM layer of network to the submitted jobs properly to make sure each user incurs the minimum rental cost is the problem that we investigate.
A user submits a single job which consists of several tasks to the scheduler in the Cloud network. The job needs to obtain a certain amount of processor and storage resources for execution and a certain amount of network bandwidth for data transmission between related tasks with minimum rental cost.
B. Assumptions
To simplify our model and also to keep it reasonable for realistic joint resource allocation in Cloud networks, we make the following assumptions.
1) A node in the topology stands for a datacenter. Each node has potentially, different processor and storage capacities. Each link in the topology is bi-directional. 2) Jobs arrive one by one and are collected by the resource allocator first, then the allocator will process them together (batch processing). 3) Execution cycle, noted as S max , is slotted into 24 time slots. Each time slot is 1 h, noted as s. Jobs should be completed within one execution cycle. 4) We know that Grid computing tasks are often broken down into multiple subtasks and connected using a directed acyclic graph (DAG) to form a grid workflow [27] . So in our paper here, we suppose a job consists of one or multiple dependent/independent tasks. Independent tasks in one job can be executed in parallel, while dependent tasks must be executed sequentially. A job structure can be modeled as a directed multi-stage graph with a single source/destination node (a DAG), as shown in Fig. 2 , similar with the structures we used in our previous work [22] . 5) The required processor and storage resources by each task, must be allocated from the same datacenter node. 6) The network bandwidth is reserved for the whole task execution duration to guarantee the real time transmission of the generated intermediate data. 7) Occupied resources will be released once the execution of a task is completed.
C. Optical Network Model
To guarantee the bandwidth for the network resource reservation, there is a need to setup an optical circuit in the WDM layer of the network and allocate bandwidth to the user. In our problem, each pair of OTs is used as the two ends of an optical circuit established to transmit optical signals. Each link in the network topology is bi-directional (comprising of two unidirectional fibers one in each direction) and consist of several wavelength channels at specific bandwidth. We assume each fiber link in our optical network model has 40 wavelengths and each wavelength has 10 Gb/s bandwidth. Each transponder pair is responsible for one optical path that reserves one wavelength along the path. Note that our formulation can be easily adapted to handle higher data rates (e.g., 100 Gb/s per wavelength) and various wavelength numbers on each fiber link (e.g., 100 wavelengths on each fiber link). The simplified optical network model in this paper does not consider the limitations due to optical signal reach and regeneration of optical signals.
In the Cloud network, each node which owns a large amount of resources can be seen as a datacenter, with its own intra-data center network. However we consider only bandwidth reservation for traffic across data centers in this paper. The optical layer network we considered in this paper is the packet optical transport network. The integrated packet optical transport network simplifies the network and increases efficiency. The packet flows can be flexibly delivered directly from dc to dc.
D. Cost Model
All Cloud providers charge users for processor, storage and network resources including API calls and data transfer. Our price model is based on the "pay-as-you-go" method, in which customers pay the resource bills according to how many resources they use and how long they use the resources. Based on our study of Amazon EC2 and Google GCE price models [28] [29] , we propose three price models (for processor, storage and network resources). The values in the price model are parameters and can be changed for specific cloud providers, if needed in the future.
For the processor resource price model, we introduce the concept of compute power of each node, which can be measured by the number of cores of a single processor. We assume that if the compute power is larger (a processor has more cores) at one node, the processor unit price is higher. Two boundaries are proposed to divide processor capacity into three levels as shown in Table I . For the storage resource price model, the storage resource price depends on the storage amount which is measured in GB, on each node. The more storage resources a node has, the less storage unit price it will have, as is shown in Table II .
For the network resource price model, the network resource price is divided into the price of OT and the price of common cost for using optical fibers. In DWDM networks, wavelength cost is usually modeled by two parts: optical OT cost and the common cost. The common cost includes optical system device cost, fiber cost, optical amplifier cost, installation cost, etc., [30] . So in this paper we incorporated the cost of optical system devices, such as optical amplifiers, into the common cost while using optical fibers. The common cost is modeled as price per mile of the links. The price of OT resource depends on region and node type. We divide the network topology into three regions (US-east, US-west and US-central), in which the east region has lowest transponder unit price followed by central region, and the west has the highest transponder unit price. Different node types have price variation within a single region. The key junction node which has higher traffic load should maintain more transponder resources with higher unit price. The network resource price model is shown in Table III . 
IV. MILP FORMULATION
We develop an MILP mathematical model for our problem to assign resources to the jobs submitted by users. In the MILP formulations, we have three types of inputs: the resource model in terms of network topology which indicates the node/link information, and the resource information on each node/link; the submitted jobs from consumers that contains the budget, start/finish time and other information; the current traffic in the Grid/Cloud from which the current status of the resources on each node/link could be obtained.
A. Inputs
In the following, we describe the three parts of the input for this network-aware joint resource allocation problem in detail.
The resource modeling inputs indicate the number of nodes/links in the network topology and also the resources on each node/link. Node = (n, P n , D n , OT n , cp n , cd n , cot n ) and Link = (src l , des l , Len l , cl l ). Here src l is the source node of current link; des l is the destination node, the meaning of other elements is described in Table V .
The demand inputs indicate the jobs submitted by users. Job = (j, ST ime j , F T ime j , Bud j ) and the tasks of a job T ask = (t, j, tST ime jt , C ID , P ID ). t is the task id; j is the job id that current task belongs to; P ID and C ID are the ID of the parent and child tasks of current task. The meaning of other elements is described in Table V. The current traffic inputs indicate the resources that are being used in the network. Node status (n, α 
B. Objective and Constraints
The objective of our problem is to complete the resource allocation for all jobs in the submission set (we call it as full-fit) while minimizing the total rental expenditure for all jobs.
Objective: 
Time Constraints:
Required Resource Constraints:
where
Resource Capacity Constraints:
where ∀n ∈ N, s ∈ S. Budget Constraints:
Full-Fit Constraints:
The total expenditure of a job in the objective Equation (1) consists of processor cost, storage cost and OT cost for tasks, network bandwidth cost and fiber link cost for transporting data which are shown in Equation (2), in which Dur j t is noted as the duration of task t in job j. The objective function is subjected to the following constraints. Equation (3) requires that if task k of job j is dependent on task i in the same job, task k must execute after the execution of task i. Equation 4 guarantees that each job should complete its execution in one execution cycle. Equations (5)- (8) require that in the indicated time duration, a task obtains the required resources if its job is not dropped. Equation (9) guarantees that a task gets resources (processor, storage, transponder) from the same node. Equations (10)- (13) show that the allocated resources on each node/link in each time slot cannot exceed the amount of the currently available resources on this node/link. In the formulations, we do not have wavelength continuity constraints. We suppose that a wavelength converter is available on each intermediate node along the routing path so that the optical signal can be transmitted via any available wavelength. Equation (14) bounds the total expenditure of each job to the budget given by the user. Equation (15) gives the full-fit constraint which means that all jobs in the submission set need to be satisfied.
The number of variables can be calculated by 9NS + 2L + 5J + JT (2 + 3S + 3SN + T + N ), while the number of constraints can be calculated by T J(3S + T + 1) + 3(J + NS). For a five jobs inputs and two topologies (10-node and GCE topologies) we investigated in Section VI, the number of variables are 1 108 974 and 8 767 244 correspondingly, and the number of constraints are 642 377 and 5 025 037 (the numbers are obtained through the IBM OPL CPLEX optimization studio [31] during simulations) correspondingly.
The optimal solution of the MILP model can be obtained by CPLEX optimization software for small instances. However as described in Section VI, the problem cannot be solved in polynomial time for large instances [32] , [33] . for t ∈ T j do 5:
if t has parent then 6:
if parent is done then 7:
for n ∈ V do 8:
Find n for t with minimum resource cost; 9:
end for 10:
if no node available for t then 11:
Block current job j, go to next job; 12:
Release the allocated resources for current job; 13:
Update resource on selected node n; 15:
Update //bandwidth allocation for current job 25:
Update total cost C j of current job j; 26: end for 27: return j ∈J C j ; V. HEURISTIC ALGORITHMS Two heuristics are developed to solve our joint resource allocation problem while consuming less time. Given a series of submitted jobs, Cloud resource information, and current traffic situation in the Cloud network, our objective is to allocate resources to the jobs with minimal budget according to user's distinct requirements. We consider the job scheduling first, and then allocate resources in the Cloud network for each job.
The resource allocator schedules the jobs in the set sequentially. However, different scheduling orders of jobs may impact the final optimized rental cost. To investigate the effect of job scheduling on budget optimization, we conduct experiments Compute path cost; 7:
Update path cost for current job j; 8: end for 9: end for with several sorting policies as shown in the following, which are already described in our previous work [34] .
1) First come first served (FCFS). Jobs are scheduled according to their arrival order. 2) Shortest job execution time first (STF). Jobs which occupy the resources for a shorter time will be scheduled first. 3) Random schedule (Random). Submitted jobs in the queue will be scheduled in a random order. 4) Early start time job first (ESTF). The job which starts executing earlier will be scheduled first. 5) Simple job structure first (SSF). The job consisting of fewer sub-tasks are seen as having a simple job structure, and will be scheduled first. After the job scheduling order is fixed, the resource allocation procedure needs to be carried out by the resource allocator. We implement the Best-Fit heuristic and Tabu search based heuristic to complete the resource allocation procedure. With the heuristics, we also explore the scenario where jobs are blocked when required resources are not available (Best-Fit). In such a case, the heuristics will attempt to minimize the total budget for the accepted jobs.
A. Best-Fit Heuristic
The Best-Fit heuristic comprises of two steps: computing resource allocation and network resource allocation. For each task in a job, we need to allocate processors, storage and OTs from the distributed datacenter nodes first. The nodes with lowest rental cost for computing resources and transponder resources will be selected for the tasks of a job. Then, with the selected nodes for each task, we set up paths between related nodes to allocate bandwidth. Each OT is used for setting up one circuit and uses one wavelength on the corresponding link. When allocating resources for tasks in a job, we need to consider the dependency between tasks as well, so that a child task cannot be allocated resources before the completion of its parent task. If there are not enough resources (on each node) for some task(s) in a job, the whole job will be blocked. The Best-Fit heuristic is shown in Algorithm 1 and Algorithm 2.
B. Tabu Search Based Heuristic
The Best-Fit heuristic is a greedy method and we would like to find a better method to solve such optimization problems. So we propose the Tabu search based heuristic to solve our Random move to generate neighbor solution: Neighbor; 10:
if Neighbor ∈ Tabulist then 11:
Move operation, generate new neighbor; 12: else 13:
CurrSol := Neighbor; //set current solution 14:
if optimization problem with the hope of obtaining solutions with lower budgets and reduce the traffic blocking rate (BR) for the input demands. The basic concept of tabu search as described by Glover (1986) is "a meta-heuristic superimposed on another heuristic" [35] . The overall approach is to avoid entrenchment in cycles by forbidding or penalizing moves which take the solution, in the next iteration, to points in the solution space previously visited. In our Tabu search based heuristic, we use the solution obtained by Best-Fit heuristic as the initial solution, and adopt random move to find neighbors. The termination condition in the heuristic here is the moving times we required. In general we require the moving times should be twice than the number of the candidates in the solution pool, to increase the probabilities of visiting each candidate solutions through random move [36] . The heuristic is shown in Algorithm 3.
VI. RESULTS AND ANALYSIS
The simulations are carried out on a Linux server with 16 GB memory for both MILP model and heuristics on two topologies, which are a 10-node mesh topology (see Fig. 4 ) and a real 20-node GCE datacenter locations topology in US (available in [34] , fig. 5 ). In addition a software tool, IBM OPL CPLEX optimization studio is used to simulate the MILP model. In the experiments, each job is generated randomly and consists of a random number of tasks (1-10). The required amount of resources of each task is also generated randomly. Each execution cycle lasts for 24 h, so the start/end time of the execution of each task in within 24 h. The size of a data set is defined as the number of jobs in that data set. In the experiments, for every data set size (20 jobs, 100 jobs, etc.), we randomly generate ten groups of data sets with the same data set size. Therefore, the total expense saving ratio and BR for each number of jobs is represented in terms of the average value of the ten groups with 95% confidence interval.
The joint resource allocation results for MILP model are obtained using OPL Optimization first. This rental cost for each job is minimized and we show the resource allocation situation on each node of 10-node topology with ten input jobs in Fig. 3 . We know that each node has a different amount of resources and different resource rental costs. From the graph we can see that the nodes with less unit resource costs will be chosen to allocate resources to as many users as possible, and thus the resources on these nodes have higher utilization. The unit rental cost of processor resources is dominant in deciding the node selection rather than the other two resources.
The CPLEX Optimization software can usually return the optimal results for our problem, but it is also very time consuming. For the MILP formulations, more than 1 h is needed to generate the solution for 40 input jobs on a 10-node network topology. In addition, the MILP model cannot be solved in polynomial time for large-scale data sets [32] . Hence for the larger GCE topology we report results using only our heuristic methods. Fig. 5 shows the optimal resource allocation results of five input jobs obtained using CPLEX and Best-Fit heuristic with different job scheduling policies. The number in the legend is the time used to complete joint resource scheduling for all input jobs with the corresponding method. We also compare the total expense obtained by OPL and Best-Fit heuristic on the 10-node network topology for different number of input jobs, see Table VII . The comparison in this table and in Fig. 5 show that the Best-Fit heuristic we implemented with different job sorting policies can complete the resource allocation on Cloud network topology efficiently and fast.
We compare the actual rental expenditure of each job with the original budget for executing this job under different job scheduling policies based on the Best-Fit scheduling algorithm. We define each user's original budget as the total money the user needs to pay if the resources with the most expensive unit price are allocated to the job submitted by the user. The expense saving ratio of job j is defined as ESR j = B ud j −C j B ud j . Fig. 6 shows each user's expense saving ratio in the 10-node topology with traffic load of five input jobs. More tests are carried out under different traffic loads on the 10-node topology, and the results show that for each job submitted by a user, the expenditure decreases by least 30%. Especially for smaller jobs, which have simpler job structures and less resource requirements we can achieve a higher expense saving ratio which is nearly 70%. We also test the Best-Fit heuristic with different job sorting methods on GCE topology and obtain similar results. The jobs submitted to the scheduler can reduce their expenditure by .5%.
For the 10-node topology, with distinct input job numbers, the optimal solutions obtained through Tabu search heuristic are as good as those obtained by Best-Fit heuristic, and are approximate with the accurate solutions obtained by CPLEX. In the previous Fig. 6 , we presented the expense savings ratio for a single job, and here we will present the expense saving ratio for all jobs in the input data set. For the GCE topology, when the size of given input data sets varies from 10 to 70 (input sets have 10 to 70 jobs), the Tabu search based heuristic obtains nearly the same results for total cost compared to the Best-Fit heuristic, so we only show the saving ratio obtained by Tabu search results in Fig. 8. Fig. 8 shows the total expense savings ratio when given different number of jobs in the input data set (full-fit with no blocking) under each job scheduling policy. We can see that when given input data sets with different sizes, the total expense savings ratio is around 57%. So our methods can reduce more than half of the original estimated budget for customers.
With the increase of traffic load, Cloud network topologies with limited resources cannot satisfy all of the job's requirements. If one or more tasks in a job cannot obtain enough resources during its execution period from any datacenter, or a child task starts executing before its parent task (see BestFit scenario description in Section V-A), the whole job will be blocked. The BR for an input set is BR = J b lo ck J , in which J block is the number of blocked jobs, J is the total number of jobs in a data set. We compare the changes in BR for different input traffic loads under different job sorting policies on the 10-node topology (shown in Fig. 9 ). From the graph we can see that when the number of input jobs is less than 70, the BR is 0 for all scheduling methods. After that, along with the increase of the number of input jobs, the BR increases. The BR with ESTF policy increases faster than others. In addition, SSF policy has a better performance in terms of BR compared to other policies. We can see from the graph that when the input consists of 120 jobs, BR with SSF is nearly 66.7% lower than that with ESTF.
The BR comparison on GCE topology is also carried out, which is shown in Fig. 10 . We can see from the figure that ESTF policy still results in higher BR than other job scheduling policies, while SSF always maintains a minimum value of BR. Therefore, compared with other job sorting policies, SSF is a better choice for Best-Fit resource allocation heuristic.
We also examine the BR of our proposed Tabu search heuristic for the optimization problem. The results show that, similar to Best-Fit heuristic, the Tabu search heuristic with SSF job scheduling policy also performs much better in terms of the BR, and has lower BR than other job scheduling policies. Fig. 11 shows us the BR results for various job scheduling policies for the GCE network topology with Tabu search heuristic (Experimental results on 10-node topology are similar and we do not include the figure here due to space limitations). We can see that the BR under SSF is 50% better than that under ESTF when number of input jobs is 130.
In addition, the Tabu search heuristic reduces the BR significantly compared with the Best-Fit heuristic for our problem.
In Fig. 12 we compare the BR of Best-Fit and Tabu search heuristics under SSF job scheduling policy for the GCE topology. The BR is reduced by 4-25% than the Best-Fit heuristic. According to the statistics of all the simulation results, the Tabu search heuristic can reduce the BR by 4-30% than the Best-Fit heuristic under different job scheduling policies.
VII. CONCLUSION
In this paper, we develop an MILP model, and propose BestFit and Tabu search based heuristics based on several distinct job scheduling policies to solve the optimal joint resources scheduling problem in the Grid/Cloud network from the user's point of view. For the input traffic we consider different job structures which consists of parallel or sequential tasks. We also consider the network resource allocation, which consists of OT allocation and bandwidth reservation for inter-data center communication in the WDM layer of the network. The MILP model can solve our problem with an optimal manner, but it is time consuming when the input size is large. We can obtain an approximate optimal solution through our proposed heuristic algorithms within a very short time. From the experimental results, we observe that two heuristics with different job scheduling policies can reduce the user expense by at least 30% of their original budget. In addition, the Best-Fit algorithm with STF and SSF scheduling policies have a better performance on the traffic BRs. The traffic BRs under both scheduling methods are 5-25% less than other methods. In addition, the Tabu search based heuristic will equal or outperform the Best-Fit heuristic, and both can achieve approximate optimal solutions to the corresponding MILP solver results. The experimental results show that the Tabu search based heuristic with SSF job scheduling policy blocks less traffic, i.e., it has a lower BR than other job scheduling policies. In addition, the Tabu search based heuristic also reduces the BR by 4-30% compared with Best-Fit heuristic under any job scheduling policy.
In this paper, we only consider joint resource scheduling for submitted jobs during one cycle. We will consider continuous scheduling of the input traffic and the dynamic demands in our future work. We will also consider the use of elastic optical networks [37] [38] in the Cloud. In addition, we will incorporate multiplexing technologies to support applications with low bandwidth requirements. Finally, we will consider the intra-data center network communication for the bandwidth-guaranteed resource allocation problem in the future.
