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Optimizacija je metoda, ki omogoča iskanje najboljše rešitve zastavljenega problema. 
Srečujemo jo na vseh področjih človekovih aktivnosti. Velikega pomena je tudi na 
področju avtomatike. 
 
V okviru pričujočega dela smo preučili nekatere programsko podprte možnosti, ki so 
pripravljene v okviru obeh orodij programa MATLAB. Gre za tako imenovano Orodje 
za optimizacijo in Orodje za globalno optimizacijo. Med številnimi možnostmi, ki so 
v okviru omenjenih orodij na voljo, smo opisali in testirali dve funkciji za globalno in 
dve za lokalno optimizacijo ter dve hibridni kombinaciji. 
 
V drugem poglavju smo opisali glavne značilnosti in oblike klica posameznih funkcij. 
Izbrali smo funkciji, ki omogočata globalno optimizacijo z metodo, imenovano 
genetski algoritem (ga) ter metodo simuliranega ohlajanja (simulannealbnd). Sledi pa 
tudi opis lokalnih funkcij fminsearch (le-ta je na voljo že v samem MATLABu) ter 
fmincon. Prva omogoča neomejeno optimizacijo, druga pa omejeno. To pomeni, da 
lahko omejimo področje preiskovanja upoštevajoč poznavanje problema. Orodji za 
optimizacijo omogočata tudi nekatere kombinacije klicev posameznih funkcij. V 
pričujočem delu smo preizkušali dve možnosti. 
 
V tretjem poglavju smo predstavili rezultate optimizacije za tri skupine problemov in 
sicer matematične funkcije, probleme modeliranja in načrtovanja vodenja. Da bi bili 
rezultati čim bolje urejeni in pregledni, smo zgradili grafični vmesnik in ga povezali z 
orodjem LABI (Laboratorij matematičnih modelov in multivariabilnih sistemov) v 
okviru katerega so na voljo tudi številne funkcije za analizo dinamičnih sistemov. 
Uporabnik lahko opazuje potek posameznih optimizacijskih problemov in končne 





Četrto poglavje: Zaključek povzema pomembnejše ugotovitve, med katerimi velja 
omeniti naslednje: 
- metode lokalne optimizacije so uspešne v primeru, ko lahko relativno dobro 
ocenimo bližino optimuma in število parametrov, ki so podvrženi optimizaciji 
ni veliko, 
- v primeru kompleksnih problemov je optimiranje bolje pričeti z eno od 
globalnih metod, čeprav le-te praviloma ne najdejo pravega optimuma, 
- če je v optimiranje vključena simulacija, moramo biti pozorni na numerično 
stabilnost rešitve in stabilnost sistema, 
- izreden potencial imajo hibridne oziroma kombinirane metode, kjer 
optimizacijo pričenjamo z eno od globalnih metod, ki ji sledi uporaba ene od 
lokalnih metod, 
- tudi rezultati kombiniranih rešitev niso enolični. 
 
 
Ključne besede: optimizacija, globalna optimizacija, hibridna optimizacija, dinamični 






Optimization is a method to search for the best solution of the given problem. It can 
be found in all areas of human activity. One of the great importance it is also in the 
field of automation. 
 
In the context of the present work we examined some software-based options, that are 
prepared with two MATLAB tools. These are so-called Optimization toolbox and 
Global optimization toolbox. Among many options, that are available among many 
mentioned toolboxes, we examined and tested two functions for global optimization, 
two for local optimization and two for hybrid realizations. 
 
In the second chapter, we described main features and forms of individual call 
functions call. Presented are two functions that allow us global optimization. These are 
a method called genetic algorithm (ga) and method called simulated annealing 
(simulannealbnd). We also described local functions fminsearch (it is available in basic 
MATLAB) and fmincon. Function fminsearch allows unlimited optimization, while 
function fmincon realizes limited optimization. This means that we can limit the scope 
of investigation according to the knowledge of the problem. Optimization toolboxes 
allow also some combination calls of individual functions. We tested two options in 
present work. 
 
In the third chapter, we presented results of the optimization of three groups of 
problems through mathematical functions, problems of modelling and control design. 
To gain orderliness and transparency of obtained results we have built a graphical 
interface and connected it with the toolbox LABI (Laboratory of mathematical models 
and multivariable systems). Number of functions for analyzing dynamic systems are 
also available inside LABI. User can observe course of individual optimization 





Chapter four (Conclusion) summarizes major findings, among which we have to 
mention the following:  
- local optimization methods are effective in cases where we can do relatively 
good estimation of optimum proximity and the number of optimization 
parameters is small. 
- in case of complex optimization problems it is better to start with one of the 
global methods, which generally do not find a real optimum, 
- if simulation is integrated in optimization, we have to pay attention to the 
stability of numerical solution and stability of the system, 
- there is extraordinary potential for hybrid or combined methods, where we start 
optimization with one of the global methods followed by one of local methods, 
- results of the combined solution are not unique. 
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Kadar v vsakdanjem življenju govorimo o optimizaciji, imamo običajno v mislih 
izboljšave, ki se lahko nanašajo na stvari, ljudi, postopke in podobno. Optimizacijo 
razumemo kot aktivnosti, oziroma kot procese, s katerimi skušamo doseči 
najugodnejše stanje glede na dane možnosti. 
 
V matematičnem smislu je optimum maksimalna ali minimalna vrednost funkcije. 
 
V inženirskem smislu pa gre pri optimizaciji za postopke (rečemo jim tudi algoritmi 
ali metode), s katerimi skušamo poiskati najboljšo možno rešitev problema glede na 
definiran kriterij, oziroma glede na definirano kriterijsko funkcijo. Naloga kriterijske 
funkcije je, da predstavi želene lastnosti rešitve. Nemalokrat so si želene lastnosti 
nasprotujoče. Primer, pri katerem naletimo na takšno situacijo, je potovanje z 
avtomobilom iz kraja A v kraj B, kar si želimo narediti čim hitreje in ob čim manjši 
porabi goriva. Optimizacija naj bi v tem primeru odgovorila, kako naj vozimo, da 
bomo čim bolje hkrati zadostili zastavljenima ciljema. 
 
V inženirski praksi lahko za iskanje boljših rešitev uporabljamo številne metode, 
zaradi njihovih različnih lastnosti (relativnih prednosti in slabosti) pa postajajo 
zanimive tudi različne kombinacije metod, ki lahko še dodatno izboljšajo končni 
rezultat. 
 
Optimizacijske metode lahko razdelimo glede na številne kriterije. Najprej omenimo 
delitev metod na parameterske in strukturne [1, 2]. Prva skupina metod je precej večja, 
vendar predpostavlja samo iskanje primernih vrednosti prametrov rešitve, medtem ko 
struktura problema, ki ga optimiramo, ostaja praviloma nespremenjena in jo mora 
ustrezno definirati načrtovalec. V drugem primeru pa pričakujemo tudi spreminjanje 
strukture problema, kar je v splošnem še težavnejša, oziroma kompleksnejša naloga. 
V okviru pričujočega dela smo se posvetili le nekaterim parametrskim optimizacijskim 
metodam. 
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Tudi parametrske metode se med seboj močno razlikujejo. V sodobnem času večkrat 
uporabljamo izraz globalna optimizacija, ki predstavlja nasprotje lokalni. Med metode 
globalne optimizacije običajno štejemo tiste [1-5], ki vrednosti parametrov med 
optimizacijskimi postopki spreminjajo tudi ob uporabi različnih naključnih sprememb. 
Praviloma se s pomočjo tega mehanizma lahko izognejo temu, da bi računanje obtičalo 
v lokalnem optimumu kriterijske funkcije. Metode globalne optimizacije so se razvile 
kasneje in pogosto temeljijo na posnemanju različnih naravnih pojavov, kakršni so na 
primer evolucija, ohlajanje vročih snovi, rojenje, gibanje mravelj, polzenje kapljic in 
podobno [4]. 
 
Optimizacija lahko poteka tako, da pri izračunih upoštevamo različne omejitve, ali pa 
le-te niso eksplicitno predpisane. Tako govorimo o omejeni, oziroma neomejeni 
optimizaciji. Če se zavedamo, da gre iskati »najboljšo rešitev« le znotraj določenih 
vrednosti parametrov, ker je sicer lahko na primer fizikalna interpretacija problema 
nesmiselna, se bomo osredotočili predvsem na uporabo omejene optimizacije. 
 
Postopek optimizacije nadalje lahko poteka tako, da skušamo zadostiti en sam cilj. 
Ciljev, ki jih skušamo hkrati zadostiti pa je lahko tudi več. V prvem primeru govorimo 
o optimizaciji z upoštevanjem enega cilja (ang. single-objective optimization), v 
drugem pa o optimizaciji z upoštevanjem večih ciljev (ang. multi-objective 
optimization). 
 
Optimizacijski problem, kjer so cilji optimizacije in omejitve opisani z linearnimi 
funkcijami, imenujemo metode linearnega programiranja, v nasprotnem primeru pa 
uporabljamo izraz nelinearno programiranje [6]. 
 
Učinkovito izvajanje izračunov optimizacije zahteva uporabo računalnika in ustrezne 
programske podpore. V okviru pričujočega dela smo se odločili za uporabo programa 
MATLAB [7], v okviru katerega sta na voljo kar dve orodji (angl. toolbox) v podporo 
izračunom pri optimizaciji in sicer Orodje za optimizacijo (ang. Optimization 
Toolbox) [8] in Orodje za globalno optimizacijo (ang. Global Optimization Toolbox) 
[5], ki so ga razvili iz predhodnika z imenom Genetski algoritmi. Poleg omenjene 
1. UVOD 3 
 
 
metode, poznane pod istim imenom, podpira tudi nekatere druge, posebej pa moramo 
opozoriti tudi na možnost uporabe, oziroma izvedbe tako imenovane hibridne 
optimizacije, to je kombiniranja nekaterih metod, saj je na takšen način mogoče 
zmanjšati vpliv pomanjkljivosti posameznih pristopov in sicer tako na samo reševanje 
(skrajševanje časa računanja), kot tudi na kvaliteto rešitve (večja verjetnost, da 
računanje ne obtiči v lokalnem optimumu, doseganje večje bližine globalnega 
optimuma). 
 
Struktura pričujočega dela je naslednja. V drugem poglavju smo na kratko predstavili 
obe orodji, ki sta za optimizacijo na voljo v MATLABu, pri čemer smo posebno 
pozornost namenili nekaterim izbranim metodam iz obeh orodij in funkciji fminsearch, 
ki je na voljo že v samem MATLABu. Opisali smo tudi načine uporabe omenjenih 
funkcij ter grafični vmesnik, ki je lahko koristno izhodišče za definicijo obravnavanega 
optimizacijskega problema. V tretjem poglavju smo predstavili tri skupine problemov, 
s pomočjo katerih smo analizirali uspešnost omenjenih metod. V prvo skupino smo 
vključili nekatere matematične funkcije, ki so poznane kot zanimive pri vrednotenju 
različnih optimizacijskih metod, v drugi skupini smo obravnavali nekatere probleme, 
povezane z modeliranjem dinamičnih sistemov, tretja skupina pa prikazuje uspešnost 
načrtovanja vodenja dinamičnih sistemov ob uporabi izbranih optimizacijskih metod. 
Nekatere pomembnejše ugotovitve in predloge nadaljnjih raziskav smo povzeli v 
zaključku. 
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2. PROGRAMSKA PODPORA OPTIMIZACIJI 
MATLAB [7] je program, ki se je v zadnjih letih zelo uveljavil, posebno v akademskih 
krogih. Razlog je v tem, da ponuja podporo pri reševanju številnih inženirskih 
problemov, poleg tega pa omogoča uporabniku tudi zelo preprosto širitev programskih 
zmožnosti z dodajanjem, oziroma gradnjo lastnih datotek. 
 
V povezavi s problemi optimizacije so v MATLABu na voljo številne funkcije, ki so, 
kot smo že omenili, organizirane v dve programski orodji, v Orodje za optimizacijo 
(ang. Optimization Tolbox) [6, 8] in Orodje za globalno optimizacijo (ang. Global 
Optimization Tollbox) [5], v samem Matlabu pa je poleg tega mogoče uorabljati tudi 
funkcijo fminsearch. 
 
Vse od omenjenih funkcij podpirajo tako imenovano parametrsko optimizacijo, ki se 
izvaja s sekvenco naslednjih korakov [1, 9]: 
1. korak: določitev začetne vrednosti parametrov, ki jih optimiramo, 
2. korak: ovrednotenje kriterijske funkcije, 
3. korak: testiranje pogojev ustavitve izračuna, 
4. korak: določitev spremembe parametrov, oziroma njihovih novih vrednosti, 
5. korak: skok na 2. korak. 
 
Kriterijska funkcija je za potek optimizacijskega izračuna ključna, saj njeno 
ovrednotenje pove, kako dober je rezultat pri trenutni izbiri parametrov. V povezavi z 
inženirskimi simulacijskimi problemi kriterijske funkcije pogosto definiramo z izrazi 
naslednjih oblik [1, 9], ki jih imenujemo integralski kriteriji: 
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kjer s spremenljivko e(t) navadno označimo tako imenovani pogrešek, ki je pogosto 
definiran kot razlika med želeno in dejansko vrednostjo opazovane spremenljivke. 
Praviloma si želimo, da bi bila vrednost spremenljivke e(t) in posledično tudi 
integralskega kriterija 𝐽𝑖 čim manjša. 
 
V optimizacijskih orodjih MATLABa je na voljo poseben grafični uporabniški 
vmesnik, kjer lahko relativno preprosto definiramo svoj problem in nato preizkušamo 
različne rešitve. V tej aplikaciji lahko izbiramo med dvajsetimi optimizacijskimi 
algoritmi in v nekaterih primerih lahko realiziramo tudi uporabo kombinacije metod, 
kar imenujemo hibridna optimizacija. Ker so lastnosti vgrajenih optimizacijskih metod 
različne, se oblika grafičnega vmesnika prilagaja izbrani metodi. Pogosto so 
uporabniku ponujene tudi prednastavljene vrednosti parametrov izbranega 
optimizacijskega algoritma. 
 
V nadaljevanju smo predstavili način uporabe štirih optimizacijskih funkcij in tudi 
nekaterih hibridnih opcij. Odločili smo se za testiranje, primerjavo in vrednotenje dveh 
globalnih metod in sicer genetskega algoritma (ime ustrezne funkcije v MATLABu 
je ga) ter metode simuliranega ohlajanja (ime ustrezne funkcije v MATLABu je 
simulannealbnd) ter dveh metod iz druge skupine (lokalne metode) in sicer Nelder-
Mead simpleks (direktne iskalne) metode, ki jo lahko uporabljamo s klicem funkcije 
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fminsearch. S klicem funcije fmincon, ki smo jo tudi testirali, pa lahko z ustrezno 
nastavitvijo vhodnih spremenljivk izbiramo tudi uporabo različnih omejitev. Funkcija 
fmincon sodi v nabor funkcij iz Orodja za optimizacijo. 
2.1 Uporaba funkcije ga 
Genetski algoritmi (GA) spadajo v skupino evolucijskih algoritmov. Evolucijski 
algoritmi so bili razviti z namenom, da na zelo poenostavljen način posnemajo naravno 
evolucijo. Metode iz te skupine so poleg genetskega algoritma tudi: genetsko 
programiranje, evolucijsko programiranje, programiranje z izražanjem genov, 
nevronska evolucija in diferencialna evolucija [5, 10].  
 
Funkcija ga predstavlja realizacijo genetskega algoritma v orodju GOT. Posebnost te 
metode je, da tvori skupine rešitev, ki jih imenujemo populacije. Iz vsake populacije 
nato generiramo potomce, ki pripadajo naslednji populaciji. Generiranje potomcev 
poteka s ciljem, da se razvijajo predvsem tiste lastnosti, ki so ocenjene kot boljše glede 
na definirane kriterije [1, 2]. Podobno kot v naravi tudi pri optimizaciji z ga ni 
zaželeno, da imamo v populaciji samo »najboljše« osebke, ampak je dobro, da 
ohranjamo, posebno v zgodnejših fazah računanja, tako imenovano biotsko 
raznovrstnost, oziroma z drugimi besedami, tudi osebke s slabšo oceno. 
 
Optimizacija z genetskimi algoritmi poteka ob izvajanju naslednjih korakov [1]: 
 
1. korak: definicija začetne generacije, oziroma populacije 
 
Generacija, oziroma populacija, kot ji tudi rečemo, sestoji iz določenega števila 
osebkov. Osebek ali kromosom je sestavljen iz ene skupine parametrov, ki 
predstavljajo potencialno rešitev obravnavanega primera. 
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Vzemimo kot primer matematični model, ki je predstavljen v obliki naslednje prenosne 
funkcije: 
 
𝐺(𝑠) =  
𝑏0
𝑠2 + 𝑎1 ∗ 𝑠 + 𝑎0
 
 
Parametri tega modela so konstante 𝑎0, 𝑎1 in 𝑏0. Trojica {𝑎0, 𝑎1, 𝑏0} je lahko osebek 
ali kromosom, če želimo določiti s pomočjo optimizacije matematični model, ki se bo 
dobro prilegal meritvam. Grafično je osebek ilustriran na sliki 2.1.1. 
 
𝑎0 𝑎1 𝑏0 
Slika 2.1.1: Osebek ali kromosom, ki sestoji iz treh parametrov 
 
Populacijo, to je skupino osebkov, lahko torej predstavimo, kot je ilustrirano na sliki 
2.1.2. 
 
1 𝑎0,1 𝑎1,1 𝑏0,1 
2 𝑎0,2 𝑎1,2 𝑏0,2 










n-1 𝑎0,𝑛−1 𝑎1,𝑛−1 𝑏0,𝑛−1 
n 𝑎0,𝑛 𝑎1,𝑛 𝑏0,𝑛 
Slika 2.1.2: Populacija z n-osebki 
 
V tem primeru sestoji populacija iz n osebkov. Vsaka od prikazanih n kombinacij 
osebkov predstavlja eno od možnih rešitev problema. 
 
Metoda GA je največkrat realizirana tako, da generiramo začetno populacijo z 
naključnim izborom. V splošnem je to prednost, saj se ni potrebno truditi z ustrezno 
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začetno nastavitvijo parametrov. Hkrati takšna definicija začetnih vrednosti 
parametrov zmanjšuje možnost, da bi iskanje obtičalo v lokalnem minimumu. 
 
Omenimo tudi, da so parametri, ki so podvrženi optimizaciji, pri numerični obravnavi 
najpogosteje zakodirani. Čeprav ni nujno, da je vedno tako, je največkrat uporabljeno 
dvojiško kodiranje. To pomeni, da vsak parameter predstavimo z nizom ničel in enic. 
 
2. korak: vrednotenje uspešnosti osebkov posamezne populacije 
 
Ko smo generirali populacijo, je potrebno vsako potencialno rešitev, oziroma vsak niz 
parametrov (osebek) ovrednotiti, kot je ilustrirano na sliki 2.1.3. 
 
1 𝑎0,1 𝑎1,1 𝑏0,1  𝑜𝑐𝑒𝑛𝑎1 
2 𝑎0,2 𝑎1,2 𝑏0,2  𝑜𝑐𝑒𝑛𝑎2 












     . 
n-1 𝑎0,𝑛−1 𝑎1,𝑛−1 𝑏0,𝑛−1  𝑜𝑐𝑒𝑛𝑎𝑛−1 
n 𝑎0,𝑛 𝑎1,𝑛 𝑏0,𝑛  𝑜𝑐𝑒𝑛𝑎𝑛 
Slika 2.1.3: Populacija z ocenjenimi, oziroma ovrednotenimi osebki 
 
3. korak: testiranje pogojev ustavitve izračuna 
 
Potek optimizacije lahko prekinejo različni pogoji. Eno možnost predstavlja dovolj 
visoka kvaliteta rešitve. Če na primer opazujemo pogrešek e in je le-ta enak nič (ali 
dovolj blizu te vrednosti), ali pa zastavljeni pogoj povsem drži za kriterij 𝐽𝑖, ki smo ga 
uporabili, je računanje mogoče zaključiti. Osebek i (i=1, … , n), ki ustreza najboljši 
oceni 𝐽𝑖, predstavlja optimalno rešitev problema. Poudariti je potrebno, da GA ne najde 
nujno pravega optimuma. Raziskave pa so pokazale, da se mu običajno dovolj približa, 
da je za inženirske rešitve kljub temu uporaben. 




Računanje seveda lahko prekinejo tudi drugi pogoji, kot so dovoljeni čas računanja, 
maksimalno predpisano število generacij, dejstvo, da se kriterijska funkcija neha 
spreminjati, ali kakšen drug pogoj, ki ga sami definiramo glede na obravnavani primer. 
Če pogoj zaustavitve računanja ni izpolnjen, nadaljujemo pri naslednjem koraku [1]. 
 
4. korak: razmnoževanje – določitev nove populacije 
 
Iz populacije staršev tvorimo novo populacijo, to je populacija otrok, s posnemanjem 
reprodukcije pri živih organizmih, torej ob upoštevanju uspešnosti staršev ter ob 
posnemanju selekcije križanja in mutacij. Velikost populacije je največkrat 
konstantna, čeprav to s stališča samega algoritma ni nujno. 
 
V literaturi je mogoče najti številne predloge [1, 2, 4], kako realizirati omenjene 
operacije. Ker je iz evolucije znano, da imajo uspešnejši osebki več potomcev, lahko 
na takšen način tvorimo novo populacijo. To pomeni, da skopiramo (kloniramo) v 
novo populacijo osebke, ki so boljše ocenjeni in sicer je njihovo število pri tem 
sorazmerno z uspešnostjo [1]. 
 
Znana je tudi izvedba reprodukcije z ruleto [1]. V tem primeru posamezni osebki 
predstavljajo odsek rulete, širina odsekov pa je premo sorazmerna uspešnosti osebkov. 
Potomce izberemo z naključnimi zadetki na tako določenem prikazu. Ugotovljeno je 
bilo [1], da takšno generiranje potomcev ne odraža vedno najbolje uspešnosti staršev. 
 
Nove potomce lahko tvorimo tudi s križanjem (ang. crossover). Križanje poteka tako, 
da naključno izberemo dva osebka (starša), naključno izberemo mesto križanja (ang. 
crossing site) in zamenjamo dedni material, kot je prikazano na sliki 2.1.4.  




Slika 2.1.4: Mesto križanj 
 
Če izberemo le eno mesto križanja, govorimo tudi o enomestnem, ali enostavnem 
križanju. Obstajajo pa tudi kompleksnejše rešitve, pri katerih lahko izvedemo menjave 
več-ih podnizov. Križanje, ki zagotavlja izmenjavo genetskega materiala, navadno 
izvajamo z izbrano stopnjo verjetnosti. 
 
Nove potomce lahko generiramo tudi z mutacijo, kar pomeni, da naključno izbranemu 
osebku z določeno verjetnostjo spremenimo enega ali več znakov v nizu in dobimo 
potomca. Na takšen način je tudi omogočeno naključno preiskovanje prostora rešitev.  
 
5. korak: skok na 2. korak 
 
Omenili smo, da je metoda GA realizirana tudi v MATLABu kot m-funkcija in sicer 
v orodju GOT [5, 9] in jo torej lahko kličemo iz ukazne vrstice, uporabljamo pa lahko 
tudi pripravljeni grafični vmesnik, kot je ilustrirano na sliki 2.1.5. Grafični vmesnik 
odpremo z ukazom »optimtool«.  
 
 
Omenimo, da okno ni vidno v celoti, saj lahko prikaz interaktivno še spreminjamo, 
oziroma se pomikamo navzdol ter opazujemo še dodatne možnosti, s katerimi lahko 
vplivamo na potek računanja in na prikaz rezultatov. 
  




Slika 2.1.5: Grafični vmesnik za definicijo optimizacijskega problema pri uporabi funkcije ga (zgornji 
del okna, ki se izriše na zaslonu) 
 
Če kliknemo v prikazanem oknu na desni strani na opis možnosti, ki so na voljo, lahko 
ugotovimo, da so za izvajanje GA dejansko na voljo štiri funkcije in sicer: 
ga … ki išče minimum definiranega problema ob uporabi GA,  
gamultiobj … išče minimum večih kriterijskih funkcij ob uporabi GA, 
gaoptimget … prikaže nastavljene vrednosti parametrov optimizacijskega problema, 
gaoptimset … omogoča nastavitev vrednosti parametrov optimizacijskega problema. 
 
V nadaljevanju smo podrobneje preučili samo iskanje minimuma ene kriterijske 
funkcije, torej smo se osredotočili na uporabo funkcije ga. 
 
Prednost definicije optimizacijskega problema s pomočjo grafičnega vmesnika je v 
tem, da je na grafičen način jasno nakazano, kaj mora uporabnik definirati, hkrati pa 
so pri mnogih potrebnih izhodiščnih nastavitvah podane tudi prednastavljene 
vrednosti, ki so ustrezne pri reševanju mnogih problemov. 
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Vse nastavitve, ki jih izberemo v grafičnem oknu, lahko generiramo v programsko 
kodo. V grafičnem vmesniku izberemo zavihek »File« in kliknemo na »Generate 
Code« 
 
Identično lahko izvajamo optimizacijo tudi s pomočjo komandne vrstice v 
komandnem oknu MATLABa, pri čemer lahko funkcijo ga kličemo na naslednje 
načine:  
 
1.) x = ga(fitnessfcn,nvars) 
2.) x = ga(fitnessfcn,nvars,A,b) 
3.) x = ga(fitnessfcn,nvars,A,b,Aeq,beq) 
4.) x = ga(fitnessfcn,nvars,A,b,Aeq,beq,lb,ub) 
5.) x = ga(fitnessfcn,nvars,A,b,Aeq,beq,lb,ub,nonlcon) 
6.) x = ga(fitnessfcn,nvars,A,b,Aeq,beq,lb,ub,nonlcon,options) 
7.) x = ga(fitnessfcn,nvars,A,b,[],[],lb,ub,nonlcon,IntCon) 
8.) x = ga(fitnessfcn,nvars,A,b,[],[],lb,ub,nonlcon,IntCon,options) 
9.) x = ga(problem) 
10.) [x,fval] = ga(fitnessfcn,nvars,...) 
11.) [x,fval,exitflag] = ga(fitnessfcn,nvars,...) 
12.) [x,fval,exitflag,output] = ga(fitnessfcn,nvars,...) 
13.) [x,fval,exitflag,output,population] = ga(fitnessfcn,nvars,...) 
14.) [x,fval,exitflag,output,population,scores] = ga(fitnessfcn,nvars,...) 
 
Funkcijo ga lahko kličemo z različnimi vhodnimi podatki, s katerimi vplivamo na 
potek računanja in z različnimi izhodnimi parametri, ki se bodo nahajali ob koncu 
optimizacije v delovnem prostoru MATLABa po končani optimizaciji. 
 
Pri vseh oblikah klica funkcije ga prestavlja izhodni parameter x iskano rešitev, torej 
najboljšo nastavitev iskanih parametrov, ki ima dimenzije 1 x nvars, pri čemer je nvars 
število optimiranih parametrov. Vhodni parameter, ki je prisoten pri vseh oblikah klica 
te funkcije, je fitnessfcn in predstavlja ime datoteke s kriterijsko funkcijo.  
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Če kličemo funkcijo ga v obliki, kot je opisna pod točko 1.), išče funkcija minimum 
kriterijske funkcije pri čemer vrednosti parametrov, ki jih le-ti lahko zavzamejo, niso 
omejeni. Rezultat optimizacije je x, to je vektor s parametri, ki zagotavljajo najmanjšo 
vrednost kriterijske funkcije. 
 
Če kličemo funkcijo ga v obliki, kot je opisana pod točko 2.), funkcija določi minimum 
kriterija ob upoštevanju linearne neenakosti oblike: 
 
𝐴 ∗ 𝑥 ≤ 𝑏 
 
Če ima problem m linearnih omejitev in nvars parametrov, potem je: 
- A matrika dimenzije m x nvars, 
- b vektor dolžine m. 
 
Če kličemo funkcijo ga v obliki, kot je opisana pod točko 3.), le-ta določi minimum 
kriterija ob upoštevanju linearne enakosti oblike: 
 
𝐴𝑒𝑞  ∗ 𝑥 ≤  𝑏𝑒𝑞 
 
kot tudi ob upoštevanju linearne neenakosti oblike: 
 
𝐴 ∗ 𝑥 ≤ 𝑏 
 
Če pogoja neenakosti ne želimo definirati, naj bosta A in b prazna. 
 
Če kličemo funkcijo ga v obliki, kot je opisana pod točko 4.), definiramo še spodnjo 
(lb) in zgornjo (ub) mejo optimiranih parametrov. Če omejitve ne želimo definirati, sta 
ta dva vhodna parametra lahko prazna. 
 
Če kličemo funkcijo ga v obliki, kot je definirana pod točko 5.), kot vhodni parameter 
definiramo še nonlcon, to je funkcijo, ki kot vhodni parameter sprejme vektor x, vrne 
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pa vektorja C in 𝐶𝑒𝑞, ki predstavljata nelinearni neenakosti in enakosti. Funkcija ga 
minimizira kriterijsko funkcijo tako, da je: 
 
𝐶(𝑥) ≤ 0 
in 
𝐶𝑒𝑞(𝑥) = 0 
Če omejitev ni, podamo lb in ub kot prazna podatka. 
 
Če kličemo funkcijo ga v obliki, kot je definirana pod točko 6.), se optimizacija izvaja 
pri prednastavljenih pogojih, razen tistih, ki so definirane v strukturi options, ki jo je 
mogoče definirati ob uporabi funkcije gaoptimset. 
 
Če kličemo funkcijo ga v obliki, kot je definirana pod točko 7.), se minimizacija 
kriterija izvaja tako, da spremenljivke, ki so naštete v IntCon, zavzemajo celoštevilčne 
vrednosti.  
 
Opomba: Kadar upoštevamo celoštevilčne omejitve, funkcija ga ne upošteva linearnih 
ali nelinearnih omejitev, samo neenake omejitve. 
 
Če kličemo funkcijo ga v obliki, kot je definirana pod točko 8.), se minimizacija 
kriterija izvaja ob celoštevilčnih omejitvah in s prednastavljenimi vrednostmi 
optimizacijskih parametrov, razen tistih, ki so definirani v strukturi options. 
 
Če kličemo funkcijo ga v obliki, kot je definirana pod točko 9.), le-ta poišče minimum 
kriterija, kjer je kriterij struktura. 
 
Če kličemo funkcijo ga v obliki, kot je definirana pod točko 10.), funkcija vrne tudi 
fval, ki je vrednost kriterijske funkcije pri končni nastavitvi parametrov x. 
 
Če kličemo funkcijo ga v obliki, kot je definirana pod točko 11.), funkcija vrne tudi 
exitflag, ki je celo število, ki pojasnjuje razlog, zakaj je bil izračun prekinjen. Ta lahko 
zavzame vrednosti, kot so prikazane v tabeli 2.1.1. 




Tabela 2.1.1: Pomen parametra exitflag 
exitflag Pomen 
1 Brez nelinearnih omejitev 
Srednja kumulativna sprememba kriterijske funkcije preko 
StallGenLimit generacij je manj kot TolFun, poleg tega pa je 
kršenje omejitve manjše od TolCon.  
Z nelinearnimi omejitvami 
Velikost komplementarnega merila (glej definicije v priročniku 
[5]) je manj kot √𝑇𝑜𝑙𝐶𝑜𝑛, podproblem je rešen ob uporabi 
tolerance, ki je manjša od TolCon. 
 
2 Zadoščena je zahteva glede kriterijske funkcije, omejitve pa so kršene 
za manj kot TolCon. 
3 Vrednost kriterijske funkcije se ni spremenila StallGenLimit 
generacij in kršenje omejitev je manjše od TolCon. 
4 Razlika med iteracijami (generacijami) je manjša od strojne 
natančnosti in kršenje omejitev je manjše od TolCon. 
5 Dosežena je minimalna limita kriterija FitnessLimit in kršenje 
omejitev je manjše od TolCon. 
0 Preseženo je maksimalno število generacij Generations. 
-1 Optimizacija je prekinjena z izhodno, ali plot funkcijo. 
-2 Najden ni bil noben znan razlog. 
-4 Prekoračen je čas zastoja pri izračunu StallTime. 
-5 Prekoračen je čas izračuna TimeLimit. 
 
Pomen parametrov StallTime, TolCon, StallGenLimit,…, ki smo jih navedli v tabeli 
2.1.1, bomo pojasnili v nadaljevanju. 
 
Če kličemo funkcijo ga v obliki, kot je definirana pod točko 12.), funkcija vrne 
tudi output, to je strukturo, ki vsebuje izhodne podatke iz vsake generacije in druge 
informacije o obnašanju algoritma. Struktura output vsebuje naslednja polja:  
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 rngstate - stanje MATLABovega naključnega generatorja števil tik pred 
začetkom računanja; uporabiti je mogoče vrednosti tega stanja za 
ponovitev računskih rezultatov; 
 generations - število izračunanih generacij; 
 funccount - število ovrednotenj kriterijske funkcije; 
 message - razlog za zaustavitev računanja; 
 maxconstraint - maksimalna vrednost kršitve, če obstaja. 
 
Če kličemo funkcijo ga v obliki, kot je definirana pod točko 13.), funkcija vrne 
tudi matriko population, ki vsebuje vrstice, v katerih se nahajajo osebki zadnje 
populacije. 
 
Kadar obstajajo celoštevilčne omejitve, funkcija ga ne uporablja za zaustavitev 
direktno vrednosti kriterijske funkcije, temveč korenske vrednosti kriterijske 
funkcije. 
 
Če kličemo funkcijo ga v obliki, kot je definirana pod točko 14.) funkcija vrne tudi 
spremenljivko scores, to so ocene zadnje populacije. 
 
Pri optimizaciji z ga lahko uporabljamo tudi funkcijo gaoptimset, s pomočjo 




2. options = gaoptimset 
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3. options = gaoptimset(@ga) 
4. options = gaoptimset(@gamultiobj) 
5. options = gaoptimset('param1',value1,'param2',value2,...) 
6. options = gaoptimset(oldopts,'param1',value1,...) 
7. options = gaoptimset(oldopts,newopts) 
 
Če uporabljamo obliko, predstavljeno pod točko 1. brez vhodnih in izhodnih 
parametrov, funkcija izpiše celoten seznam parametrov s trenutno nastavljenimi 
vrednostmi. 
 
Če uporabljamo obliko, predstavljeno pod točko 2., generiramo strukturo 
imenovano options, z ustreznimi parametri, kar pomeni, da bodo pri izračunu 
uporabljene prednastavljene vrednosti. 
 
Če uporabljamo obliko, predstavljeno pod točko 3., bomo uporabljali 
prednastavljene vrednosti optimizacije, ki so predvidene pri metodi GA. 
 
Če uporabljamo obliko, predstavljeno pod točko 4., bomo uporabljali 
prednastavljene vrednosti pri optimizaciji večih kriterijev. 
 
Klic funkcije, kot je predstavljen pod točko 5., omogoča nastavitev posameznih 
lastnosti, ostale ohranijo prednastavljeno vrednost. 
 
Klic funkcije, v obliki, kot je predstavljena pod točko 6., najprej privzame stare 
nastavitve, kot so definirane v oldplots, nato pa ponastavi definirane parametre. 
 
Klic funkcije v obliki, kot je predstavljena pod točko 7. pa kombinira dve 
nastavitvi, trenutno, definirano z oldplots in novo newplots. Tisti parametri, ki v 
newplots niso prazni, se ponastavijo, ostali pa ostajajo nespremenjeni. 
 
V tabeli 2.1.2 podajamo opis parametrov, ki definirajo potek optimizacije in 
njihovih vrednosti, ki jih nastavljamo v povezavi s funkcijo ga. Vrednosti, ki so 
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podane v zavitem oklepaju, so prednastavljene. Oznaka 𝐼∗ nakazuje, da ga ignorira 
ali ponastavi ta parameter za mešane celoštevilčne probleme. 
 
Tabela 2.1.2: Parametri, ki definirajo potek optimizacije ob uporabi funkcije ga [5] 
Parameter Opis Vrednosti 




CrossoverFcn 𝐼∗ Ročica funkcije, ki jo 
uporablja algoritem za 








CrossoverFraction Delež populacije v naslednji 
generaciji, ki ne vsebuje 
elitnih potomcev, ustvari 
funkcijo križanja. 
Pozitiven skalar | {0.8} 
Display Raven prikaza. 'off' | 'iter' | 'diagnose'| 
{'final'} 
DistanceMeasureFcn 𝐼∗ Ročica funkcije, ki računa 
razdaljo meritve 
posameznikov, preračuna v 
odločitveno spremenljivko, 
ali v oblikovni prostor 





EliteCount Pozitivno celo število 
specificira, koliko 
posameznikov trenutne 
generacije ima zagotovilo, 
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da preživi do naslednje 
generacije. 
FitnessLimit Če kriterijska funkcija 
doseže vrednost 
»FitnessLimit«, se algoritem 
ustavi. 
Skalar | {-Inf} 







Generations Pozitivno celo število, ki 
določa maksimalno število 
generacij. 
Pozitivno celo število 
{100*numberOfVariables} 
HybridFcn 𝐼∗ Ročica funkcije nadaljuje 
optimizacijo, ko se ga ustavi 
ali  
matrika z navedeno hibridno 
funkcijo in njeno strukturo.  
Function handle | 
@fminsearch | 
@patternsearch | @fminunc 
| @fmincon | {[]} ali 
1 od 2 celic matrike | 
{@solver, hybridoptions}, 
kjer je: solver = fminsearch, 
patternsearch, fminunc, ali 
fmincon {[]} 
InitialPenalty 𝐼∗ Začetna vrednost 
»kršitvenega« parametra. 
Pozitivni skalar | {10} 
InitialPopulation Določi začetno populacijo za 
genetski algoritem.  
Matrika | {[]} 
InitialScores 𝐼∗ Začetni rezultati, ki se 
uporabljajo za določanje 
primernosti kriterijske 
funkcije. 
Stolpni vektor | {[]} 
MigrationDirection Smer migracije. 'both' | {'forward'} 
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MigrationFraction Skalar med 0 in 1 določa del 
posameznikov v vsaki 
podpopulaciji, ki prehajajo k 
naslednji podpopulaciji. 
Skalar | {0.2} 
MigrationInterval Pozitivno celo število, ki 
določi število generacij, ki 
zavzamejo prostor med 
prehodi posameznikov med 
podpopulacijami. 
Pozitivno celo število | {20} 





NonlinConAlgotithm Nelinearno omejen 
algoritem. 
{'auglag'} | 'penalty' 
OutputFcns Funkcije, ki jih ga kliče ob 
vsaki iteraciji. 
Ročica funkcije ali celica 
matrik ročic funkcije | {[]} 
ParetoFraction 𝐼∗ skalar med 0 in 1 določa 
delež posameznikov za 
ohranjanje prvega Pareta. 
Skalar | {0.35} 
PenaltyFactor 𝐼∗ parameter kazenske 
posodobitve. 
Pozitiven skalar | {100} 
PlotFcns Matrika ročic funkcije, ki 















@gaplotstopping | {[]} 
PlotInterval Pozitivno celo število, ki 
določa število generacij med 
zaporednimi klici funkcije za 
grafični prikaz rezultatov. 
Pozitivno celo število| {1} 
PopInitRange Matrika ali vektor, ki določa 
obseg (število) 
posameznikov v začetni 
populaciji. 
Matrika ali vektor  | {[-
10;10]} za neomejene 
komponente, {[-
1e4+1;1e4+1]} za nezvezne 
komponente, {[lb;ub]} za 
zvezne komponente. 
PopulationSize Velikost populacije. Pozitivno celo število | {50} 
za mešane celoštevilske 
probleme. 
PopulationType Niz, ki opisuje vrsto 
podatkov populacije, mora 
biti dvojni vektor 
('doubleVector'), za mešane 
celoštevilske probleme. 
'bitstring' | 'custom' | 
{'doubleVector'} 
SelectionFcn 𝐼∗ Ročica funkcije, ki izbere 







StallGenLimit Izračun se ustavi, če je 
povprečna relativna 
sprememba vrednosti 
najboljše kriterijske funkcije 
po »StallGenLimit« 
generacijah manjša ali enaka 
»TolFun«. 
Pozitivno celo število | {50} 
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StallTimeLimit Algoritem se ustavi, če ni 
boljših rezultatov kriterijske 
funkcije. 
Pozitiven skalar | {Inf} 
TimeLimit Algoritem se ustavi po 
»TimeLimit« sekund. 
Pozitiven skalar | {Inf} 
TolCon »TolCon« se uporablja za 
določanje izvedljivosti glede 
nelinearnih omejitev. 
Pozitiven skalar | {1e-6} 
TolFun Algoritem se ustavi, če je 
povprečna relativna 
sprememba vrednosti 
najboljše kriterijske funkcije 
po »StallGenLimit« 
generacijah manjša ali enaka 
»TolFun«. 
Pozitiven skalar | {1e-6} 
UseParallel Paralelno računa kriterijsko 
funkcijo in nelinearne 
omejene funkcije. 
true | {false} 
Vectorized Preverja, če je funkcija 
vektorske oblike. 
'on' | {'off'} 
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2.2 Uporaba funkcije simulannealbnd 
 
Funkcija simulannealbnd je realizirana na osnovi metode simuliranega ohlajanja [3] 
in se tudi nahaja v Orodju za globalno optimizacijo [5]. Metoda posnema fizikalni 
proces ohlajanja snovi. Optimizacijski algoritem v vsakem koraku naključno določi 
novo vrednost iskanih parametrov, pri čemer pa je oddaljenost nove rešitve od trenutne 
odvisna od verjetnostne porazdelitve v merilu, ki je proporcionalno tako imenovani 
trenutni temperaturi [3,5]. Algoritem upošteva vse nove vrednosti, ki zmanjšajo 
vrednost kriterijske funkcije, z določeno verjetnostjo pa tudi rešitve, ki jo povečujejo. 
Na takšen način skuša odpraviti problem, da bi pri računanju obtičala v katerem od 
lokalnih minimumov preiskovanega problema. Med potekom optimiranja tako 
imenovani vzrok ohlajanja poskrbi za ustrezno nižanje temperature. Sorazmerno z 
nižanjem temperature algoritem zmanjšuje prostor preiskovanja in se bliža iskanemu 
rezultatu – minimumu kriterijske funkcije. 
 
Glavni koraki metode simuliranega ohlajanja so naslednji [3]: 
 
1. korak: izbira začetne nastavitve parametrov; 
2. korak: vrednotenje zaustavitvenega pogoja; če je pogoj izpolnjen, se izračun 
ustavi, sicer nadaljujemo pri naslednjem koraku; 
3. korak: generiranje sosednje rešitve; 
4. korak: vrednotenje nove rešitve; če je trenutna ocena boljša, sprejme novo 
rešitev, če ni boljša, sprejme novo rešitev z določeno verjetnostjo; 
5. korak: znižanje temperature v skladu z urnikom ohlajanja; 
6. korak: skok na 2. korak. 
 
Še podrobneje je algoritem opisan v [3]. 
 
Tudi v primeru uporabe funkcije simulannealbnd lahko optimizacijo izvajamo s 
pomočjo grafičnega vmesnika, kot je ilustriran na sliki 2.2.1. Na sliki 2.2.1 ni 
prikazana celotna vsebina okna, ampak samo zgornji del. 





Slika 2.2.1: Grafični vmesnik za definicijo problema pri uporabi funkcije simulannealbnd (zgornji 
del) 
 
Tudi funkcijo simulannealbnd lahko kličemo iz ukazne vrstice v komandnem oknu 
MATLABa. Oblike klica so v primeru te funkcije naslednje [3,5]: 
 
1.) x = simulannealbnd(@objfun,x0) 
2.) x = simulannealbnd(@objfun,x0,lb,ub,options) 
3.) [x, fval] = simulannealbnd(@objfun,x0,lb,ub,options) 
4.) [x, fval, exitflag] = simulannealbnd(@objfun,x0,lb,ub,options) 
5.) [x, fval, exitflag, output] = simulannealbnd(@objfun,x0,lb,ub,options) 
 
Pomen vhodnih parametrov v obravnavani funkciji, ki jih seveda lahko nastavljamo 
tudi preko grafičnega vmesnika [3,5], je naslednji: 
objfun ... ime kriterijske funkcije, ki jo želimo minimizirati; v ta namen zgradimo m-
funkcijo (objfun.m), kjer definiramo želeni kriterij; pred imenom funkcije moramo 
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uporabiti ob klicu funkcije znak @; ime kriterijske funkcije lahko definiramo tudi 
preko grafičnega okna (slika 2.2.1); 
x0 ... začetna nastavitev optimiranih parametrov; ker je parametrov, ki jih optimiramo, 
navadno več, gre najpogosteje za vektor začetnih nastavitev optimiranih parametrov, 
lahko pa je tudi skalar; 
lb ... spodnja meja parametrov x; če je ne želimo definirati, uporabimo kot vhodni 
parameter prazno matriko; v tem primeru algoritem nastavi pripadajoče vrednosti na -
Inf, torej na minus neskončno; 
ub ... zgornja meja parametrov x; če je ne želimo definirati, uporabimo kot vhodni 
parameter prazno matriko; v tem primeru algoritem nastavi pripadajoče vrednosti na 
Inf, torej na plus neskončno; 
options ... pa je struktura, s pomočjo katere nastavljamo parametre izvajanja algoritma; 
če ni definirana, funkcija privzame prednastavljene vrednosti; v oknu grafičnega 
vmesnika je nastavljanju teh parametrov namenjen srednji del okna (vidno na sliki 
2.2.1). Če pa kličemo optimizacijo iz ukazne vrstice, lahko uporabljamo naslednjo 
obliko nastavljanja parametrov optimizacije: 
 
options=saoptimset('ime možnosti 1', vrednost možnosti 1, 'ime možnosti 2', vrednost 
možnosti 2, …) 
 
Izhodni parametri funkcije so naslednji: 
x ... rezultirajoča nastavitev optimiranih parametrov, ki je lahko skalar ali vektor; 
fval ... vrednost kriterijske funkcije pri rezultirajoči nastavitvi parametrov x; 
exitflag ... opisuje pogoj zaustavitve izračunavanja; ta parameter lahko zavzame 
naslednje vrednosti: 
      1 ... pomeni, da je srednja vrednost spremembe kriterijske funkcije manjša od 
vrednosti, ki je definirana s parametrom TolFun  po številu iteracij, ki je definirano s 
parametrom StallIterLimit; 
      5 ... pomeni, da je dosežena vrednost določena s parametrom ObjectiveLimit; 
      0 ... pomeni, da je prekoračeno maksimalno definirano število ovrednotenj 
kriterijske funkcije ali maksimalno dovoljeno število iteracij; 
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     -1 ... pomeni, da je optimizacijo prekinila izhodna funkcija (output) ali pa funkcija 
za risanje (plot funkcija); 
     -2 ... algoritem ni našel izvedljive rešitve (rešitve, ki bi ustrezala preiskovalnemu 
področju); 
     -5 ... pomeni, da je prekoračena časovna omejitev. 
 
Zelo podroben opis možnosti, ki so na voljo pri tej metodi je opisan v priročniku 
Orodja za globalno optimizacijo [5]. 
 
2.3 Uporaba funkcije fminsearch 
 
Funkcijo fminsearch dobi uporabnik že z nakupom samega MATLABa. Vseeno pa je 
potrebno poudariti, da je vključena tudi v kontekst uporabe obeh optimizacijskih orodij 
in v grafični vmesnik, ki smo ga omenjali pri prejšnjih dveh poglavjih. Funkcija sodi 
med parametrske, neglobalne in neomejene metode. Minimum funkcije išče na podlagi 
simpleks algoritma Nelder-Mead [7]. 
 
Simpleks je v enodimenzionalnem prostoru točka, v dvodimenzionalnem prostoru ima 
obliko trikotnika in v tridimenzionalnem prostoru ima simpleks obliko piramide. 
Simpleks metoda se uporablja na področju linearnega programiranja.  
 
Algoritem išče minimum neomejeno. Za pričetek izvajanja algoritma metoda 
potrebuje začetno točko začetne vrednosti parametrov iskanja. 
 
Simpleks metoda velja za zelo uporabno direktno optimizacijsko metodo. Uporablja 
se za iskanje minimuma kriterijske funkcije, kjer je računanje gradienta težko ali 
nenatančno. Če začetne parametre podamo dokaj »blizu« minimuma funkcije, 
algoritem skoraj zagotovo najde pravi minimum [11]. V nadaljevanju bomo opisali 
okviren potek algoritma Nelder-Mead. 
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Algoritem Nelder-Mead je simpleks točk n + 1 za n dimenzionalni vektor x. Najprej 
naredimo simpleks okrog začetne točke x0 z dodajanjem 5% k vsaki komponenti x0(i) 
do x0 [7]. Nato eno izmed točk, kjer je kriterijska funkcija trenutno največja, 
zamenjamo z novo točko, do katere naredimo nov simpleks. Vrednost funkcije v novi 
točki primerjamo z vrednostjo v prejšnjem oglišču simpleksa, nato pa postopno 
dodajamo nove elemente po nadaljnji proceduri okrog predhodnega simpleksa. Ta 
postopek ponavljamo, dokler ni simpleks premer manjši od določene tolerance ali 
zaustavitvenega kriterija, ki ga predhodno nastavimo [13]. Zaustavitveni kriterij 
predstavlja minimalno razdaljo med točkami simpleksa, to pomeni, da ko so vse točke 
dovolj skupaj, se algoritem ustavi.  
 
Možne operacije s simpleksom so zrcaljenje, razširitev in krčenje od predhodnega 
simpleksa. 
 
Na sliki 2.3.1 je viden primer operacij s simpleksom. Na vsaki osi sta podana 
parametra. Zadnja rešitev s simpleksom je oranžen trikotnik. 
 
Začetek (rdeč trikotnik)  Zrcaljenje (zelen trikotnik)  Zrcaljenje (moder trikotnik) 
 Razširitev (rjav trikotnik)  Krčenje (moder trikotnik)  Zrcaljenje (rumen 
trikotnik)  Zrcaljenje (siv trikotnik)  Krčenje (oranžen trikotnik) 
 
 
Slika 2.3.1: Primer operacij s simpleksom.  
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Optimizacijo s funkcijo fminsearch lahko poženemo iz ukazne vrstice, ali pa 
uporabimo grafično okno.  
 
Možne oblike klica funkcije fminsearch iz ukazne vrstice so naslednje: 
 
1.) x = fminsearch(objfun,x0) 
2.) x = fminsearch(objfun,x0,options) 
3.) x = fminsearch(problem) 
4.) [x,fval] = fminsearch(...) 
5.) [x,fval,exitflag] = fminsearch(...) 
6.) [x,fval,exitflag,output] = fminsearch(...) 
 
Če kličemo funkcijo, predstavljeno pod prvo točko, funkcija prične z iskanjem pri 
začetni točki x0 in vrne vrednost x, ki je lokalni minimum funkcije, ki jo podamo za 
optimizacijo (objfun). x0 je lahko skalar, vektor ali matrika. »objfun« je ročica funkcije 
m-datoteke s kriterijsko funkcijo. 
 
Funkcija pod točko 2.) išče minimum z optimizacijskimi parametri, ki jih 
specificiramo v strukturi »options«. Optimizacijske parametre lahko definiramo s 
funkcijo optimset. Strukturo »options« bomo predstavili nadaljevanju. 
 
Če kličemo funkcijo v obliki 3.), iščemo minimum problema (problem), kjer je 
»problem« struktura z naslednjimi polji: 
 objfun: kriterijska funkcija (Objective function – poimenovanje v 
grafičnem vmesniku), 
 x0: začetna točka za x, 
 solver: optimizacijski algoritem funkcije fminsearch, 
 options: struktura, ki jo ustvarimo s pomočjo optimset. 
 
Če kličemo funkcijo v obliki 4.), vrne »fval«, ki je vrednost kriterijske funkcije 
»objfun« pri rešitvi x. 
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Če kličemo funkcijo v obliki, kot je predstavljena v točki 5.), vrne izhodno vrednost 
»exitflag«, ki opisuje pogoj zaustavitve izračunavanja pri funkciji fminsearch. Ta 
parameter lahko zavzame naslednje vrednosti: 
 1 … fminsearch konvergira k rešitvi x; 
 0 ... pomeni, da je bilo prekoračeno maksimalno definirano število 
ovrednotenj kriterijske funkcije, ali pa maksimalno dovoljeno število 
iteracij; 
 -1 ... algoritem je bil prekinjen z zunanjo funkcijo. 
 
Klic funkcije pod točko 6.) vrne tudi strukturo »output«, ki vsebuje informacije o 
optimizaciji: algoritem »Nelder-Mead simplex direct search«, število vrednotenj 
kriterijske funkcije (funcCount), število iteracij (iterations) in izhodno sporočilo [12]. 
 
Slika 2.3.2 prikazuje grafični vmesnik z izbrano optimizacijsko metodo fminsearch. 
 
 
Slika 2.3.2: Grafični vmesnik za definicijo optimizacijskega problema pri uporabi funkcije 
fminsearch. 
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V prvem oknu imenovanem »Solver« lahko izbiramo med različnimi optimizacijskimi 
algoritmi. Izbrali smo funkcijo imenovano fminsearch, ki jo opisujemo v tem 
poglavju. 
 
V okno »Objective function«  je potrebno vpisati ime  kriterijske funkcije, katere 
minimum iščemo. Funkcijo je potrebno predhodno definirati v funkcijski datoteki. Pod 
oknom »Objective function« je še okno »Start point«, v katerega vpišemo začetno 
točko optimizacije. 
 
V oknu z imenom »Run solver and wiev results« operiramo s potekom optimizacije, 
povzročimo lahko zagon, pavzo ter zaustavitev optimizacije. V spodnjem delu okna se 
izpiše rezultat in poročilo optimizacije. 
 
V oknu »Options« lahko določimo različne nastavitve optimizacijske metode in sicer: 
 
MaxFunEvals – največje število možno število ovrednotenj kriterijske funkcije. 
Prednastavljena vrednost je 200 - kratno število optimiranih parametrov (200 * 
numberOfVariables). 
 
MaxIter – največje možno število iteracij optimizacije. Privzeta vrednost je 200 - 
kratno število optimiranih parametrov (200 * numberOfVariables). 
 
Razlika med »MaxFunEvals« in »MaxIter« je v tem, da ena iteracija lahko potrebuje 
več ovrednotenj kriterijske funkcije z različnimi parametri. Med optimizacijo 
algoritem običajno naredi več ovrednotenj, kot je iteracij. 
 
Z »X tolerance« določimo zaustavitev, ko je po uspešnem koraku optimizacije razdalja 
od prejšnje najboljše točke do trenutne najboljše točke manjša od nastavljene 
tolerance. 
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Z določitvijo »Function tolerance« se algoritem po uspešno izvedenem koraku 
optimizacije ustavi, če je toleranca manjša od razlike med vrednostjo funkcije v 
prejšnji točki in vrednostjo funkcije v trenutni točki. 
 
Vse nastavitve poteka optimizacije lahko definiramo z ukazno vrstico v obliki:  
options = optimset(options,'Ime možnosti 1',Vrednost prve možnosti, 'Ime možnosti 2', 
Vrednost druge možnosti,…); 
 
Ime možnosti … npr. X tolerance. 
Vrednost možnosti … npr. 1.e-3. 
 
Function value check preveri, če je končna vrednost funkcije veljavna. Če funkcija 
vrne kompleksno vrednost, ali ne vrne številke, se v komandno okno izpiše napaka 
(»error«). 
 
Funkcija omogoča izrisovanje grafov med optimizacijo. Za izrisovanje grafov moramo 
obkljukati možnosti izrisovanja pod oknom Plot functions.  
 
Izrisovanje grafov lahko poženemo tudi iz ukazne vrstice v naslednji obliki:  
options = optimset (options,'PlotFcns', {  @optimplotx @optimplotfunccount  
@optimplotfval }); 
 
Funkcija fminsearch omogoča prikaz grafov na naslednji način: 
@optimplotx …. povzroči risanje grafa trenutnih točk, 
@optimplotfunccount …. izrisuje število izračunov pri vsaki iteraciji, 
@optimplotfval …. izrisuje vrednost funkcije glede na iteracije. 
 
Slika 2.3.3 prikazuje primer grafičnega prikaza poteka optimizacije z vsemi tremi 
nastavitvami za izrisovanje grafov. 
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Zunanja funkcija (OutpuFcn) navede eno ali več funkcij, ki jih lahko definiramo sami. 




Slika: 2.3.3: Grafični prikaz poteka optimizacije. 
 
Z uporabo ukaza naslednje oblike:  
options = optimset (options,'Display', 'iter')  
zahtevamo, da se na koncu vsakega koraka v komandno okno izpiše vrednost 
kriterijske funkcije pri vsaki iteraciji, vsaki izbrani točki in informacija s kakšnim 
simpleksom je algoritem iskal minimum in pa tudi prikaz končnega sporočila 
optimizacije. 
  
34 2. PROGRAMSKA PODPORA OPTIMIZACIJI 
 
 
Klic funkcije v obliki: 
options = optimset (options,'Display', 'final')  
prikaže samo končno sporočilo o optimizaciji. 
 
Klic funkcije v obliki:  
options = optimset (options,'Display', 'final')  
prikaže sporočilo samo, če funkcija ne konvergira [7]. 
2.4 Uporaba funkcije fmincon 
 
Fmincon spada med omejene, gradientne metode. Za potek optimizacije lahko 
izbiramo med algoritmi, ki jih ponuja funkcija fmincon »Trust region« ali Področje 
zaupanja, »Active set« ali Aktivna množica, »Sequential quadratic programming-
SQP« ali Sekvenčno kvadratno programiranje in »Interior point« ali Notranja točka. 
V nadaljevanju smo okvirno opisali algoritma Področje zaupanja in Aktivna 
množica.[8,15] 
 
Področje zaupanja (Trust region) 
 
Področje zaupanja ali »Trust region« je področje okrog podane točke optimizacije. 
Predstavljati si moramo primer, kjer gre za neomejeno optimizacijo f(x) in kjer je 
vhodna spremenljivka funkcije vektor, izhodna spremenljivka pa skalar. Recimo, da 
smo v točki x, v n-prostoru in bi radi prišli v točko, kjer ima funkcija nižjo vrednost. 
Osnovna ideja je, da aproksimiramo funkcijo f z enostavnejšo funkcijo q, katera 
razumno oponaša funkcijo f v soseščini N okrog točke x. Soseščina v tem primeru 
pomeni področje zaupanja [8,15]. 
 
Min {q(s), s ∈ N} 
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Trenutna točka se posodobi z x+s, če velja f (x+s) < f(x), drugače trenutna točka ostane 
ista in področje zaupanja se zmanjša oziroma prilagodi. To se ponovi tolikokrat, dokler 
ne najde rešitve ali pa se optimizacija prekine. 
 
Aktivna množica (Active set) 
 
Cilj omejene optimizacije je preoblikovati optimizacijski problem v enostavnejši 
podproblem, ki ga je nato mogoče rešiti in ga lahko uporabimo kot osnovo za nadaljnjo 
reševanje problema. Algoritem »Active set« določi, katera omejitev bo najbolj vplivala 
na rezultat optimizacije. Algoritem sekvenčnega kvadratičnega programiranja deluje 
na podoben način kot »Active set« [8,15]. 
 
Optimizacijo s funkcijo fmincon lahko poženemo iz ukazne vrstice ali pa uporabljamo 
grafično okno, kot je prikazano na sliki 2.4.1.  
 
Grafično okno ni vidno v celoti, pri možnostih nastavitve optimizacijske metode se 
lahko pomikamo navzdol ter izberemo še druge parametre, ki na spodnji sliki niso 
vidni. 
 
Začetne točke je potrebno podati dovolj blizu minimuma funkcije, da najde ustrezno 
rešitev. 
 
Tudi v primeru uporabe funkcije fmincon je pričakovati, da določena rešitev ne bo 
uporabna, če se bodo začetne vrednosti nahajale zelo daleč od ustrezne rešitve, 
oziroma od pravega optimuma. 




Slika 2.4.1: Grafični vmesnik za definicijo optimizacijskega problema pri uporabi funkcije fmincon 
(zgornji del okna, ki se izriše na zaslonu). 
 
Funkcijo fmincon lahko kličemo na naslednje načine: 
 
1.) x = fmincon(objfun,x0,A,b) 
2.) x = fmincon(objfun,x0,A,b,Aeq,beq) 
3.) x = fmincon(objfun,x0,A,b,Aeq,beq,lb,ub) 
4.) x = fmincon(objfun,x0,A,b,Aeq,beq,lb,ub,nonlcon) 
5.) x = fmincon(objfun,x0,A,b,Aeq,beq,lb,ub,nonlcon,options) 
6.) x = fmincon(problem) 
7.)  [x,fval] = fmincon(___) 
8.)  [x,fval,exitflag,output] = fmincon(___) 
9.)  [x,fval,exitflag,output,lambda,grad,hessian] = fmincon(___) 
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Če kličemo funkcijo fmincon v obliki kot je prikazana pod točko 1.), funkcija prične 
optimizacijo pri podanih začetnih vrednosti parametrov, ki so definirani z x0 in 
poskuša najti minimum kriterijske funkcije v področju linearne neenakosti A*x ≤ b. 
x0 je lahko skalar, vektor ali matrika. Vhodni parameter x0 je lahko skalar, vektor ali 
matrika. 
 
S klicem funkcije opisane pod točko 2.) iščemo minimum kriterijske funkcije skladno 
z linernimi enakostmi aeq * x = beq in A * x = ≤ b, če ni neenakosti, potem sta A = [] 
in b = [], torej prazna podatka.  
 
Če kličemo funkcijo podano pod točko 3.), funkcija definira niz spodnjih in zgornjih 
mej iz podanih spremenljivk x tako, da je rešitev kriterijske funkcije vedno v območju 
lb ≤ x ≤ ub, sicer sta ponovno A = [] in b = []. Če je x(i) navzgor neomejen, je ub (i) 
neskončna in če je x(i) neomejen navzdol, je lb (i) neskončna v negativno smer. 
 
Če kličemo funkcijo fmincon tako, kot je opisana pod točko 4.), funkcija podredi 
optimizacijo za nelinearne neenakosti c(x) ali enakosti ceq(x), definiranih v nonlcon. 
Funkcija fmincon optimizira tako, da je c(x) ≤ 0 in ceq(x) = 0. Če ni določenih mej, 
upošteva lb = [] in ub = []. 
 
Če kličemo funkcijo fmincon tako, kot je opisana pod točko 5.), lahko določimo 
dodatne nastavitve funkcije, kot na primer izrisovanje grafov, shranjevanje podatkov 
itd. 
 
Če kličemo funkcijo v obliki, kot je opisana pod točko 6.), funkcija išče minimum za 
optimizacijski problem, kjer je problem struktura. 
 
Če kličemo funkcijo v obliki, kot je podana pod točko 7.) in v prazno polje vnesemo 
katerokoli nastavitev, funkcija vrne vrednost kriterijske funkcije pri vrednosti x. 
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Če kličemo funkcijo, kot je opisana pod točko 8.), funkcija dodatno vrne vrednost 
exitflag, ki opisuje razlog za zaustavitev optimizacije in strukturo output z 
informacijami o postopku optimizacije. 
 
Če kličemo funkcijo, kot je definirana pod točko 9.), funkcija dodatno vrne vrednost: 
 lambda – struktura s polji vsebuje Lagrangove množilnike pri rešitvi x; 
 grad – gradient kriterijske funkcije pri rešitvi x; 
 hessian – vrednost Hessian kriterijske funkcija pri rešitvi x [8]. 
 
2.5  Hibridna optimizacija 
Hibridna optimizacija je izraz, ki pomeni kombinacijo optimizacijskih metod. V 
okviru MATLABa, oziroma opazovanih orodij, je izraz hibridna optimizacija 
povezana z možnostjo, da izhodna globalna optimizacijska metoda avtomatsko 
prenese svoj končni rezultat računanja izbrani lokalni metodi. Optimizacija je v celoti 
končana, ko z optimizacijo zaključi tudi lokalna metoda. 
 
Genetski algoritem na primer lahko doseže območje blizu optimuma relativno hitro, 
vendar pa lahko potrebuje veliko dodatnih izračunov, da doseže konvergenco. 
Tehnika, ki se pogosto uporablja je, da določimo majhno število generacij, da pridemo 
bližje optimumu. Nato za naprej uporabimo optimum genetske optimizacije kot 
začetek drugega optimizacijskega algoritma, ki je hitrejši in bolj učinkovit za lokalno 
iskanje optimuma [5].  
 




3. fminunc in 
4. fmincon. 
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Pri uporabi funkcije gamultiobj lahko v hibridni kombinaciji nadaljujemo le z 
uporabo funkcije fgoallattin. 
 
Pri simuliranem ohlajanju, oz. pri uporabi funkcije simulannealbnd pa lahko hibridno 




2. patternsearch ali 
3. fmincon. 
 
Vzporedno hibridne optimizacije definiramo z nastavitvijo optimizacijskih parametrov 
tako, da v komandno vrstico poleg nastavitev osnovne funkcije vpišemo še vrstico z 
nastavitvami parametrov hibridne funkcije (primer za hibridno optimizacijo funkcij ga 
in fminsearch): 
 
hybridopts = optimset (options, nastavitve parametrov funkcije fminsearch)  
V vrstico z nastavitvami osnovne funkcije poleg izbrane hibridne funkcije dodamo 
hybridopts: 
opt_nastavi = gaoptimset ('HybridFcn', { @fminsearch, hybridopts}, ostale 
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3. OPTIMIZACIJSKI PROBLEMI IN ANALIZA 
UČINKOVITOSTI 
3.1  Grafični vmesnik LABI 
Ob spoznavanju in testiranju funkcij za optimizacijo, ki smo jih predstavili v prejšnjem 
poglavju, smo zgradili številne datoteke. Te datoteke smo uredili po vzoru orodja 
LABI [13], to je orodje, ki združuje številne datoteke namenjene ilustraciji 
modeliranja, simuliranja in načrtovanja vodenja sistemov. Omenjeno orodje vključuje 
tudi mnoge funkcije za analizo sistemov, kar razširja možnosti študije dinamičnih 
sistemov, ki so nemalokrat povezani tudi z optimizacijo. 
 
Izhodiščno grafično okno, ki ga odpremo s klicem datoteke pogacnik.m, je prikazano 
na sliki 3.1.1. 
 
 
Slika 3.1.1: Izhodiščno grafično okno zgrajenega grafičnega vmesnika 
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Tako izhodiščno, kot ostala okna vmesnika, so bila zgrajena s ciljem, da bi izboljšala 
preglednost, oziroma urejenost pripravljenih datotek, hkrati pa bi omogočala 
enostavno demonstracijo primerov ter enostavno dopolnjevanje, ali prilagajanje 
datotek reševanju drugih podobnih problemov. Okna so razdeljena v tri glavne dele. 
Zgornji del podaja naslov trenutnega nivoja, osrednji del vsebuje gumbe, ki omogočajo 
predstavitev obravnavane problematike, gumbi v spodnjem okvirju pa omogočajo 
prekinitev ogleda (pritisk na gumb konec), vrnitev na višji nivo (nazaj). V spodnjem 
okvirju je tudi gumb info. Če pritisnemo nanj, se izpišejo informacije, oziroma 
pojasnila, ki so pomembna v povezavi s trenutnim nivojem. 
 
Poudarimo še, da je v imenu grafičnega okna (povsem na vrhu okna) v oklepaju vedno 
podano tudi ime datoteke, katere izvajanje je povzročilo prikaz grafičnega okna. Tako 
je omogočena tudi dobra sledljivost datotek, ki se izvajajo. 
 
V splošnem so gumbi grafičnega vmesnika lahko aktivni (gumbi so prikazani na sliki 
3.1.1), lahko pa so tudi neaktivni, V takšnih primerih je napis na gumbih svetlo siv. 
Izvajanje, ki ga predvideva takšen gumb, ni omogočeno. Do takšnega primera lahko 
pride, če vsi potrebni podatki za določen izračun še niso prisotni v delovnem prostoru 
MATLABa, ali pa potrebna datoteka (ki jo predvidevamo narediti) še ne obstaja. 
 
Gumbi prvega okna na sliki 3.1.1 omogočajo odpiranje datotek z najavo pričujočega 
diplomskega dela (najava), odpiranje datotek s celotnim besedilom naloge (diplomsko 
delo), pa tudi pregledovanje nekaterih datotek, iz katerih smo črpali informacije, 
potrebne pri nastanku pričujoče diplome (literatura). 
 
Pritisk na gumb optimtool odpre grafično okno MATLABovega grafičnega vmesnika 
za optimizacijo, ki smo ga že predstavili. 
 
Ob pritisku na gumb primeri se odpre grafično okno, kot je prikazano na sliki 3.1.2. 
 




Slika 3.1.2: Dostopanje do treh skupin pripravljenih problemov 
 
Opisane funkcije za optimizacijo smo testirali s pomočjo treh skupin problemov, kot 
je prikazano na sliki 3.1.2 in sicer smo jih testirali pri: 
 
- optimizaciji matematičnih funkcij, 
- optimizaciji problemov modeliranja in 
- optimizaciji problemov vodenja 
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3.2  Optimizacija matematičnih funkcij 
Če na grafičnem oknu, kot je prikazano na sliki 3.1.2 kliknemo na gumb z imenom 
skupina 1 se prikaže slika 3.2.1. 
 
 
Slika 3.2.1: Grafično okno treh matematičnih problemov (funkcija banana, funkcija Easom in funkcija 
DeJong) 
 
Pri testiranju učinkovitosti optimizacijskih metod načrtovalci pogosto uporabljajo 
nekatere matematične funkcije, ki lahko predstavljajo precejšnjo težavo za reševanje 
z optimizacijskimi metodami. Z matematičnimi funkcijami lahko predhodno 
preizkušamo, kako se »obnašajo« posamezne optimizacijske metode, kar nam pozneje 
lahko pomaga pri izbiri le-teh za reševanje težavnejših problemov. Med omenjene 
matematične funkcije sodijo tudi funkcija banana, funkcija Easom in funkcija DeJong, 
ki smo jih testirali na 6 različnih načinov in sicer: 
 
- s funkcijo fminsearch 
- fmincon 
- ga 




- hibrid 1 (ga in fminsearch) 
- hibrid 2 (simulannealbnd in fmincon). 
 
V primeru hibrid 1 smo testirali kombinacijo funkcij ga in fminsearch. V primeru 
hibrid 2 pa funkciji simulannealbnd in fmincon. 
 
3.2.1 Rezultati optimizacije funkcije banana 
 




Slika 3.2.2: Grafično okno prvega primera matematičnih funkcij – funkcija banana 
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Če na sliki 3.2.2 zgoraj, kliknemo na gumb opis problema, se nam odpre datoteka z 
opisom primera funkcije banana. Opisana so okna grafičnih vmesnikov v zvezi z 
optimizacijo funkcije, za boljše razumevanje pripravljenih datotek. V datoteki je na 
kratko opisana tudi matematična funkcija banana. V prvem stolpcu je tudi gumb 
optimtool, ki nam odpre grafični vmesnik za optimizacijo. 
 
Iskali smo minimum funkcije banana, ki je opisana z naslednjo enačbo: 
 
𝑦 = 100 ∗ +[1 −  𝑥(1)]2                          (3.2.1) 
 
Obravnavano funkcijo za vrednosti obeh neodvisnih spremenljivk smo narisali v 
območju med 0 in 1 kot je ilustrirano na sliki 3.2.3. Očitno je, da je pravi minimum pri 
vrednosti x(1) = x(2) = 1, ko je y = 0. Če na grafičnem oknu, kot ga prikazuje slika 
3.2.2 pritisnemo na gumb graf funkcije se nam odpre graf funkcije banana ki jo 
prikazuje slika 3.2.3. 
 
 
Slika 3.2.3: Grafična predstavitev opazovane funkcije banana, ko se neodvisni spremenljivki nahajata 
na intervalu med 0 in 1  
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Optimizacijo funkcije banana z vsako od omenjenih metod lahko opazujemo s 
pritiskom na gumbe drugega stolpca, kot so prikazani na sliki 3.2.2. Če kliknemo na 
prvo možnost, to je gumb z oznako fminsearch, se odpre grafično okno, kot je 
prikazano na sliki 3.2.4. 
 
 
Slika 3.2.4: Grafično okno optimizacija funkcije banana z algoritmom fminsearch 
 
Za namene optimizacije smo pripravili 3 datoteke, to so: kriterijska funkcija, 
kriterijska funkcija, izhodna funkcija in skript z datoteko za izvajanje optimizacije. 
Vsebino datoteke s kriterijsko funkcijo uporabnik lahko opazuje s pritiskom na gumb 
kriterij (glej sliko 3.2.4). Datoteko z izhodno funkcijo lahko odpremo s klikom na 
gumb izhodna f. Ta datoteka poskrbi za shranjevanje rezultatov optimizacije med samo 
optimizacijo tako, da jih na koncu optimizacije lahko predstavimo v pregledni obliki. 
S klikom na gumb komandna dat. 1 odpremo glavni program za optimizacijo. S klikom 
na gumb optimizacija 1 pa štartamo optimizacijski izračun z uporabo funkcije 
fminsearch. Komandna datoteka poskrbi tudi za shranjevanje rezultatov tako, da si jih 
uporabnik lahko brez ponovnega izračunavanja ogleda s pritiskom na gumb prikaz 
rezultatov. Vse ostale primere smo uredili na enak način. S pritiskom na gumb prikaz 
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rezultatov pa tudi povzročimo risanje spreminjanja kriterijske funkcije v odvisnosti od 
iteracij, kot prikazuje slika 3.2.5.  
 
 
Slika 3.2.5: Potek optimizacije funkcije banana z algoritmom fminsearch, graf v odvisnosti kriterijske 
funkcije od iteracij 
 
Končni rezultat optimizacije (fminsearch): 
𝑥1 = 9.998765e-01                                J = 1.60999e-08 
𝑥2 = 9.997502e-01 
 
Parametre optimizacije smo definirali z ukazom optimset: 
 
opt_nastavi=optimset('TolX',1.e-12,'TolFun',1.e-12, 'Display','iter', 
'OutputFcn',@poga_mat_pr_01_fminsearch_izhodna, 'PlotFcns', { @optimplotfval 
},'MaxIter',50) 
 
Iz podanega rezultata je razvidno, da se je funkcija fminsearch, pri začetnih vrednostih 
nastavljenih pri 𝑥1= 0,5 in 𝑥2= 0,5, relativno hitro približala pravi rešitvi. Omenimo, 
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da lahko izbor začetne nastavitve parametrov ključno vpliva na potek optimizacije, ki 
se lahko zaključi tudi neuspešno, če so začetne vrednosti daleč od pravih. Zaradi 
nezahtevnosti problema in značilnosti same optimizacijske metode smo vedno prišli 
do zelo podobnega rezultata. Kot smo omenili, že v samem opisu optimizacijske 
metode, fminsearch išče minimum v okolici podanih začetnih točk. 
 
Na zelo podoben način smo pripravili tudi datoteke za optimizacijo funkcije banana s 
pomočjo funkcije fmincon. Vsebino datotek in rezultate optimizacije lahko 
opazujemo s klikom na gumb fmincon, kot je prikazano na sliki 3.2.2. Parametre 
optimizacije smo nastavili z ukazom: 
 
opt_nastavi=optimset('TolX',1.e-12,'TolFun',1e-12, 'Display','iter', 
'OutputFcn',@poga_mat_pr_01_fmincon_izhodna,'PlotFcns', { @optimplotfval 
},'MaxIter',50) 
 
Rezultati optimizacije pa so vidni na sliki 3.2.6.  
 
Slika 3.2.6: Potek optimizacije funkcije banana z algoritmom fmincon, graf v odvisnosti kriterijske 
funkcije od iteracij  
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Končni rezultat optimizacije (fmincon): 
𝑥1 = 9.999954e-01                                J = 2.08379e-11 
𝑥2 = 9.999909e-01 
 
V tem primeru je funkcija dosegla končno vrednost kriterijske funkcije J = 2.08379e-
11 in praktično popolnoma natančno določila parametra 𝑥1 in 𝑥2. Iz slike 3.2.6 vidimo, 
da je optimizacija potrebovala le 25 iteracij. Omenimo, da je v primeru uporabe 
funkcije fmincon za razliko od funkcije fminsearch potrebno definirati tudi zgornjo 
in spodnjo mejo za definiranje parametrov. Učinkovitost optimizacije je tudi v tem 
primeru odvisna od definiranih parametrov, postavitve začetne točke,  poleg tega pa 
tudi od določene zgornje in spodnje meje. 
 
Naslednja metoda, ki smo jo preizkušali v primeru funkcije banana je genetski 
algoritem (ga). V tem primeru smo izbiro nekaterih začetnih vrednosti parametrov 
optimizacije prepusti sami metodi, metoda je sama določila nekatere parametre. 
 
Parametre optimizacije smo nastavili z ukazom gaoptimset na naslednji način: 
 
opt_nastavi=gaoptimset('Display','iter', 
'OutputFcns',@poga_mat_pr_01_ga_izhodna, 'PlotFcns', { @gaplotbestf 
},'Generations', 50) 
 
Glede na stohastični značaj optimizacijske metode je pričakovati, da bo ob vsakem 
zagonu rezultat optimizacije drugačen. Rezultat enega izmed poskusov je ilustriran na 
sliki 3.2.7. 
 
Končni rezultat optimizacije (ga): 
𝑥1 = 1,804704                                J = 0,65603 
𝑥2 = 3,247748 
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Kljub temu, da metodi ne moremo definirati začetnih parametrov, se je metoda precej 




Slika 3.2.7: Potek optimizacije funkcije banana z algoritmom ga, graf v odvisnosti kriterijske funkcije 
od generacij 
 
Četrta metoda, ki smo jo preizkušali je metoda simuliranega ohlajanja (klic funkcije 
simmulannealbnd). V tem primeru smo parametre optimizacije nastavili na naslednji 
način, z ukazom saoptimset: 
 
opt_nastavi=saoptimset('Display','iter','OutputFcn',@poga_mat_pr_01_sa_izhodna,' 
MaxIter', 500,'PlotFcns', { @saplotbestf }) 
 
Ker gre ponovno za metodo, ki vključuje naključne pojave, lahko uporabnik pričakuje, 
da bo končni rezultat vsakega poskusa drugačen, en optimizacijski rezultat je prikazan 
na sliki 3.2.8. 
 




Slika 3.2.8: Potek optimizacije funkcije banana z algoritmom simulannealbnd, graf v odvisnosti 
kriterijske funkcije od iteracij 
 
Končni rezultat optimizacije (simulannealbnd): 
𝑥1 = 2,16182                                J = 1,3587 
𝑥2 = 4,66407 
 
Metoda simulacijskega ohlajanja se je odrezala najslabše od vseh, da je metoda dobila 
nek smiselni rezultat smo morali povečati omejitev iteracij kot vhodni parameter iz 50 
na 500. 
 
Ko uporabljamo hibridni način optimizacije, imamo možnost optimizacijo pričeti z 
eno od globalnih metod, v drugem delu pa uporabiti eno od lokalnih metod 
optimizacije. V naših primerih smo kot prvo možnost uporabljali kombinacijo funkcij 
ga in fminsearch (hibrid 1). Enega od poskusov ilustrirata sliki 3.2.9 in 3.2.10. Slika 
3.2.9 ilustrira spreminjanje kriterijske funkcije od števila generacij.  
  




Slika 3.2.9: Potek optimizacije funkcije banana z algoritmom ga, graf v odvisnosti kriterijske funkcije 
od generacij (prvi del hibrida) 
 
Slika 3.2.10: Potek optimizacije funkcije banana z algoritmom fminsearch, graf v odvisnosti 
kriterijske funkcije od iteracij (drugi del hibrida)  
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Ko se je optimizacija z genetskim algoritmom končala (bili so izpolnjeni pogoji 
zaustavitve), je funkcija ga posredovala njene končne rezultate (𝑥1, 𝑥2in končno 
vrednost kriterijske funkcije) z nastavitvami parametrov funkciji fminseach, ki je v 
naslednjih 50 iteracijah dosegla končno vrednost kriterija J =  in tako zelo izboljšala 
končni dosežen rezultat funkcije ga. Rezultat optimizacije z fminsearch je prikazan 
na sliki 3.2.10.  
 
Končni rezultat optimizacije (hibrid 1): 
𝑥1 = 9.999949e-01                                J = 2.90919e-11 
𝑥2 = 9.999896e-01 
 
Ugotovili smo, da je sistem s hibridno optimizacijo, vedno našel minimum, nasprotno 
kot primeru, ko se je izvajala optimizacija le z genetskim algoritmom. 
Na podoben način smo preizkušali tudi drugo hibridno kombinacijo. V tem primeru 
smo izbrali kot globalno metodo funkcijo simulannealbnd, kot lokalno pa fmincon. 
Rezultat ilustrirata sliki 3.2.11 in 3.2.12. 
 
Slika 3.2.11: Potek optimizacije funkcije banana z algoritmom simulanneabnd, graf v odvisnosti 
kriterijske funkcije od iteracij (prvi del hibrida)  




Slika 3.2.12: Potek optimizacije funkcije banana z algoritmom fmincon, graf v odvisnosti kriterijske 
funkcije od iteracij (drugi del hibrida) 
 
Končni rezultat optimizacije (hibrid 2): 
𝑥1 = 9.999955e-01                                J = 2.00559e-11 
𝑥2 = 9.999810e-01 
 
Prvi del hibrida (simulannealbnd) se je pričakovano obnesel slabo, po zaslugi metode 
fmincon smo v drugem delu hibrida dobili povsem pravilen končni rezultat. 
 
3.2.2 Rezultati optimizacije funkcije Easom 
 
Predstavitev funkcije Easom in rezultate smo organizirali na podoben način kot pri 
funkciji banana, glej sliko 3.2.13. Za začetek na grafičnem oknu, ki ga prikazuje slika 
3.2.1 kliknemo na gumb funckija Easom, da se nam odpre grafično okno primera 
funkcije Easom. 
 




Slika 3.2.13: Grafično okno drugega primera matematičnih funkcij – funkcija Easom 
 
V prvem stolpcu imamo gumb opis problema, ki nas poveže z opisom primera, gumb 
optimtool, ki nam odpre grafični vmesnik optimization toolbox in gumb graf funkcije, 
ki nam prikaže graf funkcije Easom.  
 
Funkcija Easom je dvodimenzionalna, ima dve spremenljivki, 𝑥1 in 𝑥2. V iskanem 
prostoru funkcije minimum zaseda zelo majhno področje, funkcija je unimodalna z 
optimumom v centru iskanega prostora. Globalni minimum je en sam in se nahaja v 
točki (𝜋, 𝜋) [16]. 
 
Matematični zapis funkcije Easom: 
 
𝑓(𝑥) = − cos(𝑥1) cos(𝑥2) exp(−(𝑥1 − 𝜋)
2 − (𝑥2 − 𝜋)
2)         (3.2.2) 
 
Globalni minimum: 
𝑓(𝑥) = −1 , 𝑥 = (𝜋, 𝜋) 
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Spodnja slika 3.2.14 prikazuje graf funkcije Easom. 
 
 
Slika 3.2.14: Grafična predstavitev opazovane funkcije Easom 
 
Ponovno smo izvedli preizkušanje z vsemi šestimi metodami, ki jih uporabnik lahko 
opazuje s klikom na pripravljene gumbe, kot so prikazani na sliki 3.2.14. Vse funkcije 
so prikazane na enak način kot pri prejšnji funkciji in tudi ugotovitve so precej 
podobne. Izpostavimo lahko rezultate, ki smo jih dobili s kombinacijo metod (hibridi). 
Rezultat pridobljen s kombinacijo genetskega algoritma (ga) in fminsearch (hibrid 1) 
prikazujeta sliki 3.2.15 in 3.2.16. Rezultat pridobljen s kombinacijo funkcij 
simulannealbnd in fmincon (hibrid 2) pa prikazujeta sliki 3.2.17 in 3.2.18. 
 
Končni rezultat optimizacije (hibrid 1): 
𝑥1 = 3.141593                                J = -1 
𝑥2 = 3.141593 
 
Iz poteka optimizacije je razvidno, da je že sama metoda z genetskim algoritmom 
dosegla prej dober rezultat, metoda fminsearch pa je rezultat samo še izboljšala do 
popolnoma natančne vrednosti. 




Slika 3.2.15: Potek optimizacije funkcije Easom z genetskim algoritmom, graf v odvisnosti kriterijske 
funkcije od generacij (prvi del hibrida) 
 
Slika 3.2.16: Potek optimizacije funkcije Easom z algoritmom fminsearch, graf v odvisnosti 
kriterijske funkcije od iteracij (drugi del hibrida) 




Slika 3.2.17: Potek optimizacije funkcije Easom z algoritmom simulannealbnd, graf v odvisnosti 
kriterijske funkcije od iteracij (prvi del hibrida) 
 
Slika 3.2.18: Potek optimizacije funkcije Easom z algoritmom fmincon, graf v odvisnosti kriterijske 
funkcije od iteracij (drugi del hibrida) 
Končni rezultat optimizacije (hibrid 2): 
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𝑥1 = 3.141593                                J = -1 
𝑥2 = 3.141593 
 
Da smo dobili pravi končni rezultat je bilo potrebno večkratno ponavljanje 
optimizacije, kombinacija zadnjih dveh metod se ne obnese vedno najbolje. Večkrat 
se je zgodilo, da je metoda simulannealbnd pripeljala do zelo oddaljene točke, iz 
katere metoda fmincon ni več našla prave rešitve. 
 
3.2.3 Rezultati optimizacije funkcije DeJong 
 
Izbrane metode smo preizkušali na tako imenovani funkciji DeJong, ki jo prikazuje 
enačba 3.2.3. 
 
Peta DeJongova funkcija je multimodalna, dvodimenzionalna funkcija z veliko 
kapljičastimi minimumi na večinoma ravni površini. 
Funkcija je običajno predstavljena na kvadratnem območju v mejah: xi ∈ [-65, 65], za 
vse i = 1, 2; saj ima na tem področju 25 lokalnih minimumov. Globalni minimum se 
nahaja v točki [-32,-32]. 
 
 
a =  (
−32 −16 0
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𝑓(𝑥) =  (0.002 +  ∑
1





          (3.2.3) 
 
Slika 3.2.19 prikazuje graf funkcije DeJong. 
 
 




Slika 3.2.19: Grafična predstavitev opazovane funkcije DeJong 
 
Funkcija je zelo »zanimiva« za iskanje minimumov, saj velikokrat »zaidemo« v 
napačen minimum in ne najdemo globalnega minimuma. Pri genetskih algoritmih in 
algoritmu simuliranega ohlajanja je potrebno narediti nekaj ponovitev, da najdemo 
globalni minimum. Pri algoritih fminsearch in fmincon je bilo potrebno začetno točko 
iskanja postaviti v bližino globalnega minimuma, da smo dobili pravi končni rezultat. 
Če smo začetno točko postavili drugam, smo običajno prišli v najbližji minimum 
(lokalni minimum). Še najbolje sta se odrezala hibrida, ki pa tudi nista vedno našla 
prave rešitve. Ugotovitve so tudi v tem primeru povsem skladne z funkcijama Easom 
in banana. Glede na to, da ima funkcija veliko število minimumov, je bilo pričakovati, 
da bodo pristopi, ki najprej uporabljajo lokalne metode precej bolj uspešne od lokalnih. 
Tudi v tem primeru je uporaba lokalnih metod v zadnji fazi optimizacije končni 
rezultat še izboljšala. 
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3.3  Optimizacija problemov modeliranja 
Če na grafičnem oknu, kot je prikazano na sliki 3.1.2, kliknemo na gumb skupina 2, 
se odpre grafično okno, kot je ilustrirano na sliki 3.3.1. 
 
 
Slika 3.3.1: Grafično okno, ki omogoča izbiro med dvema optimizacijskima problemoma modeliranja 
 
Izbiramo lahko med opazovanjem dveh primerov. Prvi je nekoliko enostavnejši, saj 
iščemo le ustrezno nastavitev štirih parametrov matematičnega modela, drugi pa je 
nekoliko bolj kompleksen, saj je v tem primeru optimizaciji podvrženih devet 
parametrov modela. V obeh primerih smo preizkušali uporabo istih funkcij, pa tudi 
parametre optimizacije smo ohranjali nespremenjene. Pritisk na gumb Primer 1 odpre 
grafično okno, kot je prikazano na sliki 3.3.2 zgoraj, medtem, ko pritisk na gumb 
Primer 2 odpre grafično okno, ilustrirano na sliki 3.3.2 spodaj. 
 
V dveh primerih smo optimizacijo izvajali na šest različnih načinov (glej drugi stolpec 
v grafičnih oknih na sliki 3.3.2) in sicer z uporabo funkcij fminsearch, fmincon, ga, 
simulannealbnd, preizkušali pa smo tudi dve vrsti hibridne optimizacije. Pri prvi smo 
kombinirali funkciji ga in fminsearch, pri drugi pa simulannealing in fmincon. 
 




Slika 3.3.2: Grafično okno 1. primera (zgoraj) in 2. primera (spodaj) 
 
3.3.1 Rezultati prvega primera 
Kot je vidno na sliki 3.3.2 zgoraj, lahko uporabnik v povezavi s prvim primerom klikne 
na gumb opis problema. To povzroči odpiranje datoteke s pojasnili, ki zadevajo 
optimizacijo prvega problema, kar omogoča boljše razumevanje pripravljenih datotek. 
V prvem stolpcu je omogočeno tudi odpiranje grafičnega vmesnika (optimtool) za 
optimizacijo ter dostop do funkcij za analizo (analiza) modela, ki se trenutno nahaja v 
delovnem prostoru MATLABa.  




S pritiskom na zgornji gumb prvega stolpca lahko odpremo simulacijsko datoteko, kot 
je prikazana na sliki 3.3.3. 
 
 
Slika 3.3.3: Simulacijska datoteka, ki smo jo uporabljali za izračun kriterijske funkcije pri prvem 
primeru 
 
V tem primeru smo učinkovitost funkcij za optimizacijo preizkušali pri ocenjevanju 
oziroma optimizaciji štirih parametrov prenosne funkcije modela sistema, ki so v 
simulacijski shemi označeni z a0, a1, b0 in b1. Iz zgornje prenosne funkcije na sliki 
3.3.3 vidimo, da naj bi uspešna rešitev dala rezultat a0=6, a1=5, b0=1 in b1=1. V 
simulacijski shemi smo tvorili tudi izračun kriterijske funkcije v obliki: 
 
𝐽 = ∫ 𝑒2(𝑡) 𝑑𝑡                         (3.3.1) 
 
Dobro prileganje optimiranih parametrov zahteva, da je vrednot kriterija J čim manjša. 
Pri optimizaciji smo upoštevali končno vrednost kriterija J, to je vrednost ob koncu 
simulacijskega teka, ki se je izvedel ob vsakem klicu kriterijske funkcije. 
 
Če kliknemo na gumb z oznako fminsearch v grafičnem oknu, kot je prikazano na sliki 
3.3.2 zgoraj, se odpre grafično okno, ki je ilustrirano na sliki 3.3.4. Omenimo, da so 
3. OPTIMIZACIJSKI PROBLEMI IN ANALIZA UČINKOVITOSTI 65 
 
 




Slika 3.3.4: Grafično okno, kjer lahko opazujemo rezultate optimiranja s funkcijo fminsearch za prvi 
obravnavani problem 
 
Funkcija gumbov v prvem stolpcu je identična tistim, ki smo jih predstavili za okno 
na sliki 3.3.2. 
Če kliknemo na gumb kriterij, se odpre m-funkcijska datoteka, ki skrbi za 
izračunavanje kriterijske funkcije J v vsaki iteraciji izračuna. Uporabnik lahko na 
takšen način enostavno preveri njeno vsebino in jo po potrebi popravi. 
 
Zgradili smo tudi tako imenovano izhodno datoteko, ki jo lahko odpremo s klikom na 
drugi gumb drugega stolpca. S pomočjo te datoteke smo beležili spreminjanje 
optimiranih parametrov in kriterijske funkcije med optimizacijo, ki smo jih na koncu 
shranili na datoteko za kasnejši prikaz. 
 
Izdelali smo tudi dve komandni datoteki (odpremo ju lahko s klikom na gumba 
komandna dat. 1 in komandna dat. 2), v katerih se nahajajo vsi ukazi, ki so potrebni 
za izvedbo optimizacije. Datoteki se razlikujeta predvsem glede na to, kako smo izbrali 
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začetne vrednosti optimiranih parametrov. V prvem primeru smo vsem priredili 
začetno vrednost 1, v drugem pa vsem začetno vrednost 0. 
 
Pogoje optimizacije smo v obeh komandnih datotekah definirali na enak način in sicer 
z naslednjim ukazom: 
 
opt_nastavi=optimset('TolX', 1.e-4, 'TolFun', 1.e-4, 'MaxIter', 500, 'MaxFunEvals', 
1000, 'Display', 'iter', 'OutputFcn', @poga_prim_01_izhodna_c) 
 
S klikom na gumba optimizacija 1 ali optimizacija 2 je mogoče opazovati, kako 
spreminjanje parametrov vpliva na podobnost odziva obeh sistemov v simulacijski 
shemi na sliki 3.3.3. Ob koncu optimizacije se rezultati shranijo na datoteko in ob kliku 
na gumba prikaz rezultatov 1 ali 2 si lahko še enkrat ogledamo rezultate izvedenih 
izračunov. Na podoben način smo pripravili tudi okna grafičnega vmesnika pri uporabi 
drugih optimizacijskih funkcij. 
 
V primeru, če kliknemo na gumb prikaz rezultatov1, se v ilustracijo izrišejo sproti, kot 
so prikazani na sliki 3.3.5. Slika 3.3.5a prikazuje primerjavo odziva optimizacija 
modela (rdeča izvlečena krivulja) in odziv prvega referenčnega sistema (modri krogi) 
ter vrednost kriterijske funkcije ob koncu simulacijskega teka (J=9,06 * 10−14), ki 
kaže, da je optimizacija našla pravo rešitev zelo natančno. 
 
Na sliki 3.3.5b je ilustriran spreminjanje kriterija J v odvisnosti od števila iteracij, na 
sliki 3.3.5c pa spreminjanje optimiranih parametrov. Kriterij J je najhitreje padal v 
prvih dvajsetih iteracijah, čeprav so se za dobro ujemanje parametri modela v 
nadaljevanju še precej spreminjali. 
 
V primeru, ko smo optimizacijo štartali z začetnimi vrednostmi vseh parametrov na 
nič (rezultate lahko opazujemo s klikom na gumb prikaz rezultatov 2), pa je dobljen 
rezultat precej slabši, kot je ilustrirano na sliki 3.3.6. 
 




Slika 3.3.5: Rezultati optimizacije prvega primera problema modeliranja s funkcjo fminsearch, ko so 











Slika 3.3.6: Rezultati optimizacije prvega modelirskega problema s funkcijo fminsearch, ko so začetne 
vrednosti optimiranih parametrov enake 0 
  




Rezultat modeliranja je v tem primeru prenosna funkcija naslednje oblike: 
 
𝐺(𝑠) =
0,11021 (𝑠 − 0,4458)
(𝑠 + 0,6102) (𝑠 − 0,4458)
                         (3.3.2) 
 
Ki očitno ne more predstavljati primerne rešitve iskanega problema, saj je model celo 
nestabilen. 
 
Pri enako nastavljenih pogojih smo preizkušali tudi učinkovitost funkcije fmincon. 
Rezultate optimizacije ilustrirata sliki 3.3.7 in 3.3.8. Slika 3.3.7 prikazuje primer, ko 
smo nastavili začetne vrednosti parametrov enake 1, slike 3.3.8 pa za primer, ko smo 
nastavili začetne vrednosti parametrov na 0. V obeh primerih smo morali definirati 
tudi spodnjo in zgornjo mejo znotraj katerih smo algoritem spreminjali vrednosti 
parametrov. Za vse štiri parametre smo spodnjo mejo nastavili na vrednost 0, zgornjo 
pa na vrednost 30. 
 




Slika 3.3.7: Rezultat optimizacije prvega modelirskega problema s funkcijo fmincon, ko so začetne 
vrednosti optimiranih parametrov enake 1 
 




Slika 3.3.8: Rezultat optimizacije prvega modelirskega problema s funkcijo fmincon, ko so začetne 
vrednosti optimiranih parametrov enake 0 
 




0,13862 (𝑠 + 36,43)
(𝑠 + 1,7419 ± 𝑗 5,1866 )
                             (3.3.3) 
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Določeni model je sicer stabilen, vendar preveč oscilatoren, da bi ga lahko ocenili kot 
zelo uspešen rezultat. Tisto kar zbode v oko, je dejstvo, da se v tem primeru 
optimizacija zaključi že po četrti iteraciji in sicer zaradi tega, ker je bil izpolnjen pogoj, 
ki je zahteval, da je predvidena sprememba kriterijske funkcije dovolj majhna. Seveda 
bi bilo mogoče z nadaljnjim spreminjanjem parametrov optimizacije rezultat izboljšati 
(o čemer smo se tudi prepričali). V primeru, ko smo nastavili začetne vrednosti 





(𝑠 + 8,073) (𝑠 + 0,001307)
                      (3.3.4) 
 
Očitno je tudi v tem primeru podobno kot pri uporabi funkcije fminsearch, ustreznost  
začetne izbire parametrov zelo pomembno za uspeh optimizacije. 
 
V primeru, ko smo kot optimizacijsko metodo izbrali genetski algoritem, začetna 
izbira parametrov, oziroma začetne populacije ni potrebna, prav tako ni potrebno 
definirati območja preiskovanja. Pripadajoča funkcija v takšnem primeru določi 
celotno začetno generacijo naključno. Parametre optimizacije smo v obravnavanem 
primeru nastavili z ukazom oblike: 
 
opt_nastavi=gaoptimset('PopulationSize',100, 'EliteCount',2, 'Generations',200, 




Kriterijska funkcija pa je bila seveda tudi pri uporabi funkcije ga ista, kot v prejšnjih 
dveh primerih. Pri tako definiranih pogojih je pričakovati, da dobimo pri vsakem 
optimizacijskem teku drugačen končni rezultat. Izračun smo ponovili sedemkrat, 
uspešnost posameznih poskusov (modre krivulje) in najboljši rezultat (rdeča 
odebeljena krivulja) pa so prikazani na sliki 3.3.9. 
 




Slika 3.3.9: Rezultati optimizacije prvega modelirskega problema s funkcijo ga (sedem zaporednih 
ponovitev je prikazanih z modro, najboljši rezultat je prikazan z rdečo odebeljeno krivuljo) 
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Najboljši rezultat (shranjen je na datoteki rezi_mod_ga_004-mat) določa prenosno 
funkcijo naslednje oblike: 
 
𝐺(𝑠) =
1,0311 𝑠 + 0,4693 
(𝑠2 + 5,3123 𝑠 + 2,8395) 
=
1,0311 (𝑠 + 0,1653)
(𝑠 + 4,7093) (𝑠 + 0,6029)
       (3.3.5)  
 
Grafi na sliki 3.3.9 kažejo, da se zaradi naključnih mehanizmov računanja, vrednosti 
parametrov spreminjajo zelo različno, pa tudi limite vrednosti kriterijske funkcije so 
precej različne. Parametri v prikazovanih poskusih niso dosegli pravih vrednosti. 
 
S poskusi smo nadaljevali ob uporabi metode simuliranega ohlajanja, oziroma ob 
uporabi funkcije simulannealbnd. Pri uporabi te funkcije smo predvideli omejitve pri 
iskanju optimalnih parametrov in sicer zopet v območju od 0 do 30 za vse štiri 
parametre. Preučili smo tudi vpliv izbire začetnih parametrov na uspešnost 
optimizacijskega rezultata. Zaradi naključnih mehanizmov, ki vplivajo na potek 
računanja je, podobno kot pri genetskem algoritmu, tudi ta rezultat je po vsaki 
optimizaciji drugačen kljub enako nastavljenim pogojem optimiranja. Na sliki 3.3.10 
so ilustrirani rezultati sedmih poskusov, če smo začetne vrednosti parametrov nastavili 
na 1, medtem ko so na sliki 3.3.11 prikazani rezultati za primer, če smo začetne 
vrednosti parametrov nastavili na 0. 
 




Slika 3.3.10: Rezultat optimizacije prvega modelirskega problema s funkcijo simulannealbnd (sedem 
zaporednih ponovitev je prikazanih z modro, najboljši rezultat pa z rdečo odebeljeno krivuljo), ko so 
bile začetne vrednosti parametrov nastavljene na 1 
 




Slika 3.3.11: Rezultati optimizacije prvega modelirskega problema s funkcijo simulannealbnd (sedem 
zaporednih ponovitev je prikazanih z modro, najboljši rezultat je prikazan z rdečo odebeljeno 
krivuljo), ko so bile začetne vrednosti parametrov nastavljene na 0 
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Omenimo še, da smo v primeru uporabe metode simuliranega ohlajanja nastavili 
parametre optimizacije s pomočjo naslednjega ukaza: 
 
opt_nastavi=saoptimset('TolFun',1e-6, 'MaxIter',Inf, 'InitialTemperature',100, 
'Display','iter', 'OutputFcns',@poga_prim_01_izhodna_saa) 
 
V povezavi z metodo simuliranega ohlajanja smo naleteli tudi na izrazite probleme 
povezane z numerično stabilnostjo simulacije, ki jo v splošnem lahko pričakujemo 
tako pri odprtozančnih, kot tudi pri zaprtozančnih problemih. Metode v začetnih 
poskusih namreč spreminja vrednosti zelo živahno in precej bolj izrazito od drugih 
preiskuševalnih metod, ker seveda pri simulaciji lahko povzroča precejšnje numerične 
probleme. Težavo smo v obravnavanem primeru rešili tako, da smo simulacijsko 




Slika 3.3.12: Simulacijska shema za izračun kriterijske funkcije pri uporabi metode simuliranega 
ohlajanja 
 
Shema omogoča zaustavitev simulacijskega teka brez napake, če postane izhod 
optimiranega modela večji od smiselno pričakovanih vrednosti. Poleg tega smo izbrali 
Eulerjevo integracijsko metodo s konstantnim korakom izračuna, ki je za takšne 
situacije precej bolj robustna od metod s spremenljivim korakom računanja. Metodo s 
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spremenljivim korakom izračuna smo v tem primeru uporabili samo za testiranje 
končnega rezultata. 
Najboljši rezultat sedmih poskusov z metodo simuliranega ohlajanja, pri začetnih 
pogojih enakih 1 (ki je shranjen na datoteki rezi_mod_sa_002.mat), je določil 
optimirani model v obliki: 
 
𝐺(𝑠) =
0,9859 𝑠 + 1,3635 
(𝑠2 + 5,4837 𝑠 + 8,1320) 
=
0,9859 (𝑠 + 1,3635)
(𝑠 + 2,7418 ± 𝑗 0,7837)
          (3.3.6) 
 
V primeru, ko so bile začetna stanja parametrov enaka 0, je bil dobljeni najboljši 
rezultat glede na vrednost kriterijske funkcije sicer nekoliko slabši, vendar bi rezultat 
vseeno lahko ocenili kot sprejemljiv (glej primerjavo odzivov na sliki 3.3.11a). 
Določen optimalni model je bil v tem primeru enak:  
 
𝐺(𝑠) =
0,9282 𝑠 + 1,6480 
(𝑠2 + 5,4427 𝑠 + 9,8741) 
=
0,9282 (𝑠 + 1,7754)
(𝑠 + 2,7214 ± 𝑗 1,5711)
    (3.3.7) 
 
Tudi v primeru uporabe metode simuliranega ohlajanja lahko zaključimo, da je metoda 
dokaj robustna na izbiro začetnih vrednosti parametrov. Pričakovati je, da bodo končni 
rezultati večih poskusov med seboj različni, pri čemer praviloma nobeden med njimi 
ni nujno prava iskana optimalna rešitev. 
 
Na osnovi predstavljenih rezultatov lahko zaključimo, da sta se obe testirani globalni 
metodi izkazali kot dokaj učinkoviti v začetni fazi preiskovanja prostora, nekoliko 
slabše pa v drugi fazi, ki naj bi zagotovilo zelo kakovosten končni rezultat. V 
MATLABu je mogoče uporabljati kar veliko število optimizacijskih algoritmov, zato 
načrtovalec seveda lahko pri klicanju in kombiniranju le-teh dokaj fleksibilen, oziroma 
inovativen. 
 
Že samo programsko orodje za optimizacijo, kot smo opisali v prejšnjem poglavju, 
omogoča tako imenovano hibridno optimizacijo, ki omogoča začasen klic dveh funkcij 
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in sicer najprej ene globalne, nato pa še ene lokalne, ki nadaljuje optimiranje s 
parametri, ki jih je določila globalna metoda. 
 
Mi smo se odločili za realizacijo hibridne optimizacije in sicer dveh njenih kombinacij: 
uporabo funkcije ga smo kombinirali s funkcijo fminsearch, funkcijo 
simulannealbnd pa s funkcijo fmincon. Klic obeh kombinacij smo naredili z enim 
klicem, ampak ločeno in sicer zaradi enostavnejšega nadzora nad potekom računanja 
in shranjevanjem podatkov. 
 
Prvo hibridno optimizacijo smo realizirali z datoteko, ki je uporabila vse shranjene 
rezultate, ki smo jih določili pri uporabi funkcije ga (glej sliko 3.3.9). Vsakega od 
določenih rezultatov smo uporabili za definiranje začetnih vrednosti parametrov pri 
klicu funkcije fminsearch. Optimizacijske parametre smo nastavili enako, kot pri 
optimizaciji s to funkcijo. Za vsakega od sedmih shranjenih rezultatov od funkcije ga 
je funkcija fminsearch izvedla optimizacijo in rezultate prikazala tudi grafično na 
način, kot je ilustrirano na sliki 3.3.13. 
 




Slika: 3.3.13: Najboljši rezultat hibridne optimizacije prvega modelirskega problema (kombinacija ga 
in fminsearch), rezultat uporabe ga je prikazan z modro krivuljo, rezultat uporabe fminsearch pa z 
odebeljeno vijoličasto krivuljo 
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Zanimiva se zdi ugotovitev, da je bila vseh sedmih primerih optimizacije končna 
vrednost kriterijske funkcije J zelo majhna (v razredu od 10−13 do 10−14), parametri 
pa skoraj povsem točni in da najboljši končni rezultat ni bil dobljen z uporabo 
najboljšega rezultata pri optimizaciji z genetskmi algoritmi. 
 
Na podoben način smo preizkušali tudi drugo hibridno kombinacijo, to je optimizacija 
s funkcijo simulannealbnd, ki smo jo nadaljevali z uporabo funkcije fmincon. V tem 
primeru smo izvedli dve skupini optimizacijskih tekov in sicer smo uporabili shranjene 
rezultate simuliranega ohlajanja pri začetnih parametrih 1 (sedem shranjenih 
rezultatov) in rezultate simuliranega ohlajanja, ko smo začetne vrednosti parametrov 
nastavili na 0 (še sedem dodatnih rezultatov). Za obe skupini poskusov smo pripravili 
ustrezne datoteke, ki so iz pripravljenih datotek prebrale začetne vrednosti parametrov 
in nadaljevale z optimizacijo. Najboljši končni rezultat prve in druge skupine je 
prikazan na slikah 3.3.14 in 3.3.15. 
 




Slika 3.3.14: Najboljši med rezultati hibridne optimizacije prvega modelirskega problema 
(kombinacija simulannealbnd in fmincon) pri čemer so bile vse začetne nastavitve parametrov enake 
1, rezultati uporabe simulannealbnd so prikazani z modrimi krivuljami, rezultati z uporabo fmincon 
pa z odebeljenimi vijoličastimi krivuljami 
 




Slika 3.3.15: Najboljši med rezultati hibridne optimizacije prvega modeliskega problema (kombinacija 
simulannealbnd in fmincon) pri čemer so bile začetne vrednosti parametrov enake 0, rezultati 
uporabe simulannealbnd so prikazani z modrimi krivuljami, rezultati uporabe fmincon pa z 
odebeljenimi vijoličastimi krivuljami 
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𝑠2 + 5𝑠 + 5,9999
                            (3.3.8) 
 





𝑠2 + 5𝑠 + 5,9999
                              (3.3.9) 
 
Pripadajoča vrednost kriterijske funkcije je enaka 9,706*10−14, kar je bil tudi najboljši 
doseženi rezultat med vsemi prikazanimi. 
 
Poudarimo, da so bili vsi končni rezultati zelo dobri. Kriterijska funkcija je dosegla 
vrednost v razredu 10−13, kar zadošča za odlično prileganje optimiziranega modela 
referenčnim podatkom. 
 
3.3.2 Rezultati drugega primera 
 
Drugi primer s področja modeliranja smo zasnovali povsem identično prvemu. Edina 
pomembna razlika je bila v številu optimiziranih parametrov, ki smo jih želeli povečati 
in tako ugotoviti, kako to potencialno vpliva na potek optimizacije pri izbranih 
funkcijah. Tako smo se odločili, da bomo še vedno kot referenčni model ohranili 




𝑠2 + 5𝑠 + 6
             (3.3.10) 
 
V tem primeru smo iskali ustrezno predstavitev v prostoru stanj: 
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?̇?(t) = A x(t) + b u(t) 
y(t) = c x(t) + d u(t) (3.3.11) 
 
kjer je za dani primer matrike A dimenzije 2x2, b je vektor dimenzij 2x1, c je vektor 
dimenzij 1x2, d pa je skalar. Naloga optimizacije pri definiranem problemu je 
določitev devetih parametrov tako, da bo vhodno-izhodni ekvivalent čim bolj podoben 
prenosni funkciji (3.3.10). 
 
Poudarimo, da smo pri vseh opazovanih primerih uporabe optimizacijskih funkcij 
ohranili parametre same optimizacije nespremenjene. 
 
Tudi pri drugem modelirskem problemu smo najprej preizkusili uporabo funkcije 
fminsearch in sicer za dve začetni nastavitvi parametrov. V prvem primeru smo 









               𝑐 = [0,9 0,2], 𝑑 = 0      (3.3.12) 
 
V drugem primeru pa smo definirali vse elemente enake 0. 
 
Rezultat optimizacije je za prvi primer ilustriran na sliki 3.3.16, za drugi pa na sliki 
3.3.17. 
 




Slika 3.3.16: Rezultati optimizacije drugega modelirskega problema s funkcijo fminsearch, ko so 
začetne vrednosti optimiziranih parametrov definirane z enačbo (3.3.12) 
 
 




Slika 3.3.17: Rezultati optimizacije drugega modelirskega problema s funkcijo fminsearch, ko so 
začetne vrednosti optimiziranih parametrov zapisa v prostoru stanj vse enake 0 
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0,0051𝑠2 + 1,007 𝑠 + 0,6618 
𝑠2 + 4,968 𝑠 + 3,988
=
0,0051 (𝑠 + 197,4) (𝑠 + 0,6593)
(𝑠 + 3,961) (𝑠 + 1,007)
           (3.3.13) 
 
V drugem primeru pa kot: 
 
𝐺(𝑠) =
0,1725𝑠2 + 0,0144 𝑠 + 0,00018 
𝑠2 + 0,0873 𝑠 + 0,0011
=
0,1725 (𝑠 + 0,0687) (𝑠 + 0,0143)
(𝑠 + 0,0717) (𝑠 + 0,0156)
    (3.3.14) 
 
Drugi od obeh predstavljenih rezultatov je očitno slabši od prvega. Prvi model je tudi 
izrazito slabši kot pri prvem primeru, kar pa ne drži za drugi sistem, ki v tem primeru 
ni stabilen. 
Do podobnih ugotovitev smo prišli tudi ob uporabi funkcije fmincon. V tem primeru 
smo za razliko od prvega primera omogočili, da se vsi optimirani parametri 
spreminjajo v območju med -30 in 30. Rezultati so za primer, ko smo začetne vrednosti 
nastavili, kot kaže slika (3.3.12), ilustrirani na sliki (3.3.18), za primer, ko so bile 
začetne vrednosti parametrov enake 0 pa na sliki (3.3.19). 
 




Slika 3.3.18: Rezultati optimizacije drugega modelirskega problema s funkcijo fmincon, ko so 
začetne vrednosti optimiranih parametrov definirane z enačbo (3.3.12) 
 




Slika 3.3.19: Rezultati optimizacije drugega modelirskega problema s funkcijo fmincon, ko so 
začetne vrednosti optimiranih parametrov zapisa v prostoru stanj vse enake 0 
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Rezultirajoči matematični model je bil pri začetnih pogojih (3.3.12) enak: 
 
𝐺(𝑠) =
0,03523𝑠2 + 0,8192 𝑠 + 0,3804 
𝑠2 + 4,0695 𝑠 + 2,31
=
0,03523 (𝑠 + 22,78) (𝑠 + 0,474)
(𝑠 + 3,387) (𝑠 + 0,682)
    (3.3.15) 
 
Ko so bili začetni pogoji enaki 0, pa je bil optimirani model oblike: 
 
𝐺(𝑠) = 0,16813 
 
Vidimo, da je v primeru uporabe funkcije fmincon in pri neugodnih začetnih 
vrednostih parametrov, ki so bili enaki 0, funkcija za optimirani rezultat določila samo 
statičen sistem. 
 
Naslednja metoda, ki so jo preizkusili na drugem primeru, je genetski algoritem. Iz 
enakih razlogov, kot pri prejšnjem primeru, smo tudi sedaj izvedli sedem poskusov, 
katerih rezultati so ilustrirani na sliki 3.3.20. 
 




Slika 3.3.20: Rezultati optimizacije sedmih poskusov drugega modelirskega problema s funkcijo ga, 
začetne vrednosti parametrov prve generacije so bile izbrane naključno 
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Z modrimi krivuljami so prikazani rezultati sedmih poskusov, najboljši rezultat pa je 




0,000136𝑠2 + 1,05 𝑠 + 0,9922 
𝑠2 + 5,435 𝑠 + 5,985
=
0,000136 (𝑠 + 7728) (𝑠 + 0,9451)
(𝑠 + 1,534) (𝑠 + 3,901)
    (3.3.16) 
 
Nobeden od določenih rezultatov ni točen, vendar so vsi odzivi dokaj podobni 
želenemu. 
 
Naslednja metoda, ki smo jo testirali na drugem primeru, je simulirano ohlajanje, kjer 
smo ponovno preizkušali dve situaciji in sicer tisto, ko so začetni pogoji parametrov 
definirani z enačbo (3.3.12) in ko so enaki nič. Za vsakega od omenjenih primerov 
smo izvedli sedem poskusov, kot so prikazani na slikah 3.3.21 in 3.3.22. V obeh 
primerih je najboljši rezultat ilustriran z rdečimi odebeljenimi krivuljami. 
 




Slika 3.3.21: Rezultati optimizacije sedmih poskusov drugega problema s funkcijo simulannealbnd 
pri začetnih parametrih, kot so definirani z enačbo (3.3.12), rdeče krivulje so rezultati najuspešnejšega 
poskusa 
 




Slika 3.3.22: Rezultati optimizacije sedmih poskusov drugega problema s funkcijo simulannealbnd 
pri začetnih parametrih enakih 0, rdeče krivulje prikazujejo rezultat najuspešnejšega poskusa 
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0,01739𝑠2 + 0,7955 𝑠 + 0,3667 
𝑠2 + 4,176 𝑠 + 2,18
=
0,01739 (𝑠 + 45,28) (𝑠 + 0,4657)
(𝑠 + 0,6114) (𝑠 + 3,565)
    (3.3.17) 
 




0,05144𝑠2 + 0,884 𝑠 + 0,6872 
𝑠2 + 3,648 𝑠 + 4,221
=
0,05144 (𝑠 + 16,37) (𝑠 + 0,8161)
(𝑠 + 1,8239) (𝑠 + 0,9458)
    (3.3.18) 
 
V nadaljevanju predstavljamo še dva hibridna optimizacijska poskusa. V prvem 
primeru smo ponovno kombinirali rezultate funkcije ga, kot so ilustrirani na sliki 
3.3.20 in funkcijo fminsearch. Rezultat, ki je na koncu dosegel najboljšo vrednost 
kriterijske funkcije, je ilustriran na sliki 3.3.23. 
 




Slika 3.3.23: Najboljši rezultat hibridne optimizacije 1 drugega modelirskega primera (kombinacija ga 
z fminsearch), rezultat uporabe ga je prikazan z modro krivuljo, rezultat uporabe fminsearch pa z 
odebeljeno vijoličasto krivuljo 
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Ponovno smo ugotovili, da najboljšega končnega rezultat nismo dobili z uporabo 
začetnih vrednosti, ki so pripadale najboljšemu med rezultati dobljenimi s funkcijo ga. 
V hibridni kombinaciji velja torej izvesti preizkus z vsemi delnimi rezultati globalne 
optimizacije. Rezultirajoči optimalni model je imel v tem primeru naslednjo obliko: 
 
𝐺(𝑠) =
2,86 ∗ 10−8𝑠2 +  𝑠 + 1 
𝑠2 + 5 𝑠 + 6
=
2,86 ∗ 10−8 (𝑠 + 3,496) (𝑠 + 1)
(𝑠 + 2) (𝑠 + 3)
    (3.3.19) 
 
Vidimo, da je rezultat skoraj povsem točen, napačen je le koeficient pri 𝑠2v števcu 
prenosne funkcije, pa še tega bi verjetno načrtovalec, glede na ostale parametre, 
ovrednotil kot ničnega. Dosežena konča oblika odziva je bila v vseh sedmih poskusih 
sprejemljiva, kriterij pa je dosegel vrednosti v razredu 10−6 do 10−14. 
 
Končno smo preizkusili še drugo hibridno optimizacijo, to je kombinacija med 
uporabo funkcije simulannealbnd in fmincon. Izvedli smo 14 poskusov, prvih sedem 
je predstavljalo nadaljevanje za rezultate, kot so prikazani na sliki 3.3.22. Najboljša 
med vsemi primeri sta prikazana na slikah 3.3.24 in 3.3.25. 
 




Slika 3.3.24: Najboljši rezultat hibridne optimizacije 2 drugega problema (kombinacija 
simulannealbnd in fmincon), rezultat uporabe simulannealbnd, pri začetnih pogojih enačbe 3.3.12, 
je prikazan z modro krivuljo, rezultat uporabe fmincon pa z odebeljeno vijoličasto krivuljo 
 




Slika 3.3.25: Najboljši rezultat hibridne optimizacije 2 drugega problema (kombinacija 
simulannealbnd in fmincon), rezultat uporabe simulannealbnd, pri začetnih pogojih enakih 0, je 
prikazan z modro krivuljo, rezultat uporabe fmincon pa z odebeljeno vijoličasto krivuljo 
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Rezultirajoča prenosna funkcija je za primer na sliki 3.3.24 enaka: 
 
𝐺(𝑠) =
0,01409𝑠2 +  1,106𝑠 + 1,495 
𝑠2 + 6,183 𝑠 + 8,931
=
0,01409 (𝑠 + 77,1) (𝑠 + 1,376)
(𝑠 + 3,883) (𝑠 + 2,3)
    (3.3.20) 
 
Medtem, ko je najboljši rezultirajoči model v drugem primeru naslednji: 
 
𝐺(𝑠) =
−0,009091𝑠2 +  0,9458𝑠 + 1,064 
𝑠2 + 4,875 𝑠 + 6,387
=
−0,00909(𝑠 − 105,2)(𝑠 + 1,114)
(𝑠 + 2,437 ± 𝑗 0,6676)
  (3.3.21) 
 
Kljub temu, da smo v primeru, kot je ilustriran na sliki 3.3.25 pričeli z ničelnimi 
začetnimi pogoji, ki so precej bolj oddaljeni od prave rešitve kot prvi primer, je 
najboljši med vsemi doseženimi rezultati v tem primeru celo boljši. Vedno seveda ni 
tako, je pa ugotovitev vsekakor zanimiva. 
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3.4  Optimizacija problema vodenja 
Pri problemih vodenja se velikokrat srečujemo z optimizacijo regulatorja, ki ima 
strukturo PID (proporcionalno-integrirno-diferenčni regulator) [3, 14]. Pri takšnem 
regulatorju navadno optimiramo le tri parametre. Glede na povedano je jasno, da so 
posebno hibridni pristopi optimiranja zelo uspešni tudi v primeru večjega števila 
parametrov. Zato smo se odločili, da bomo preizkusili nekoliko zahtevnejši 
regulacijski problem, kjer bo šlo za optimizacijo prehitevalno-zakasnilnega 
regulatorja, kjer pa bo optimizacija podvržena tudi struktura regulatorja, ne le njegovi 
parametri. V ta namen smo najprej zgradili simulacijsko shemo v Simulinku, kot je 
prikazana na sliki 3.4.1. 
 
 
Slika 3.4.1: Simulacijska shema za izračunavanje kriterija J 
 
V izbranem primeru smo se odločili, da bomo regulator načrtovali za sistem, ki ga 




0,5 𝑠3 + 1,5 𝑠2 + 𝑠
            (3.4.1) 
 
Prehitevalno-zakasnilni regulator (kompenzator) je dinamična struktura, ki jo lahko 
predstavimo v naslednji obliki [14]:  
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𝐺𝑅(𝑠) = 𝐾𝐾 ∗ 𝐺𝑃𝑅𝐸𝐻(𝑠) ∗ 𝐺𝑍𝐴𝐾(𝑠)            (3.4.2) 
 
Kjer je KK ojačanje regulatorja, prehitevalni del regulatorja lahko predstavimo s 











             (3.4.3) 
 
Kjer 𝛼 določa razmerje med lego pola in ničle prehitevalnega dela tega dela 
regulatorja. Da dosežemo prehitevalni značaj, mora ležati ničla bliže imaginarni osi 
kot pol, kar pomeni, da mora ležati na intervalu med 0 in 1. Red prehitevalnega dela 
regulatorja n in s tem njegova struktura sta v našem primeru tudi podvržena 
optimiranju in sicer na takšen način, da parameter KKXX v simulacijski shemi lahko 
med optimiranjem zavzame le štiri celoštevilske vrednosti in sicer 1, 2, 3 in 4. Če je 
KKXX enak 1, je n=0 in prenosna funkcija prehitevalnega regulatorja je 1. Če je 
KKXX 2, 3 ali 4, pa je red n enak 1, 2 ali 3. 
 
Za zakasnilni del regulatorja smo tudi predvideli štiri možne strukture. Izbira med 
njimi se izvrši glede na vrednost parametra KKYY, ki je tudi podvržen optimizaciji in 
lahko zavzame samo štiri vrednosti in sicer 1, 2, 3 in 4. Če je KKYY 1, je rezultat 
optimiranja zakasnilnega regulatorja:  
 
𝐺𝑍𝐴𝐾1 =  1               (3.4.4) 
 





               (3.4.5) 
 
Če je KKYY=3 je: 
 










                (3.4.6) 
 










                (3.4.7) 
 
V tem primeru 𝛽 določa razmerje med položajem ničle in pola regulatorja in mora biti 
večja od 1, da lahko zakasnilni značaj regulatorja, ki zahteva negativen fazni zasuk. 
 
Pri delovanji sistemov vodenja si vedno želimo, da bi bil odziv čim bolj podoben 
pripadajočemu referenčnemu signalu. Če definiramo kriterijsko funkcijo kot funkcijo 
signala pogreška, na primer: 
 




𝐽 = ∫|𝑟(𝑡) − 𝑦(𝑡)| 𝑑𝑡 = ∫|𝑒(𝑡)| 𝑑𝑡                    (3.4.9) 
 
Ima regulator pogosto neželeno veliko ojačanje, zaprtozančni sistem pa je prehiter. 
Problem rešujemo tako, da ustrezno preoblikujemo kriterijsko funkcijo. Pogoste so 
rešitve, ki v kriterijsko funkcijo vključijo tudi ustrezno obtežen regulirni signal, na 
primer: 
 
𝐽 = ∫ 𝑘1𝑒
2(𝑡) 𝑑𝑡 = ∫ 𝑘2𝑢
2(𝑡) 𝑑𝑡                    (3.4.10) 
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V našem primeru smo se odločili za drugačno strategijo in sicer smo želeli načrtovati 
(optimirati) tak regulator s katerim bomo dosegli, da se bo zaprtozančni sistem obnašal 




𝑇𝑍𝑍 ∗ 𝑠 + 1
             (3.4.11) 
 
kjer je 𝑇𝑍𝑍 časovna konstanta sistema in smo jo v našem primeru nastavili na vrednost 
2. Kot je razvidno iz slike 3.4.1, smo kot kriterij upoštevali: 
 
𝐽 = ∫(𝑦1(𝑡) − 𝑦(𝑡))
2 𝑑𝑡                 (3.4.12) 
 
kjer je 𝑦(𝑡) odziv zaprtozančnega sistema, 𝑦1(𝑡) pa odziv sistema prvega reda pri 
istem signalu vzbujanja. Tako definiran kriterij implicitno izraža željo po: 
- neoscilatornem zaprtozančnem odzivu, 
- določeni hitrosti prehodnih pojavov zaprtozančnega sistema, v tem primeru se 
lahko nadejamo, da bo pretežni del prehodnega pojava izzvenel v približno 
petih časovnih konstantah 𝑇𝑍𝑍,  
- doseči želimo, da je enosmerno ojačanje zaprtozančnega sistema enako 1, to 
pomeni, da ne bomo imeli pogreška v ustaljenem stanju pri dlje trajajočih 
motnjah ali spremembah referenčnega signala (signali stopničastih oblik), 
- ker predstavlja sistem prvega reda zakasnitev, se nadejamo, da regulirni signal 
ne bo prezahteven. 
 
V tem primeru smo se odločili, da bomo izvajali hibridno optimizacijo in sicer smo 
izbrali kombinirano uporabo funkcij ga in fminsearch. Razlog, zaradi katerega smo 
se odločili za ta način reševanja je v tem, da je zaradi načina spreminjanja parametrov 
ta pristop manj kritičen glede numerične stabilnosti pri simulaciji, kot pa metode 
simuliranega ohlajanja. Poleg tega genetski algoritem ne zahteva definicije začetnih 
optimiranih parametrov. Pri vrednotenju kriterija, torej pri simulaciji, smo uporabljali 
enotsko stopnico. Optimirani parametri najboljše rešitve med sedmimi poskusi so bili 
naslednji: 




 KKX = 3 
 KKY = 1 
 KK = 314,1695 
 T1 = 0,7674 
 T2 = −3,6724 ∗ 10
−3 
 α = 0,0399 













∗ 1           (3.4.13) 
 
Vidimo, da je v tem primeru v končno rešitev vključen le dvojni prehitevalni regulator. 
 
Odziv zaprtozančnega sistema na stopničasto referenco amplitude 1 je v primerjavi z 
želenim odzivom sistema prvega reda prikazan na sliki 3.4.2a, pripadajoči regulirni 
signal pa je viden na sliki 3.4.2b, vrednost kriterija v odvisnosti od števila iteracij pri 
drugem delu optimizacije pa je prikazan na sliki 3.4.2c. 
 




Slika 3.4.2: Odziv optimiranega sistema (rdeče odebeljene krivulje) 
a) odziv želenega sistema 1. reda (zeleni krogci) in določenega zaprtozančnega sistema (rdeča 
krivulja), če je referenca stopnice, ki nastopi pri t = 1 
b) regulirni signal optimiranega sistema, 
c) spreminjanje kriterijske funkcije v odvisnosti od števila iteracij pri uporabi funkcije 
fminsearch 
 
Na osnovi prikazanega lahko zaključimo. Da je hibridna optimizacija lahko zelo 
uspešna tudi pri kompleksnejših regulacijskih problemih. Nadaljnje izboljšave 
prikazanega rezultata je mogoče zagotoviti predvsem s prilagajanjem kriterijske 





4. ZAKLJUČEK  
V pričujočem delu smo predstavili nekatere funkcije, ki so na voljo za optimizacijo v 
orodjih programa MATLAB. Preučevali smo funkciji ga in simulannealbnd, ki 
omogočata izvajanje globalne optimizacije ter funkciji fminsearch in fmincon, ki sta 
namenjeni tako imenovani lokalni optimizaciji. Poleg tega smo preizkušali tudi dve 
obliki hibridne optimizacije in sicer kombinacijo funkcij ga in fminsearch ter 
kombinacijo funkcij simulannealbnd ter fmincon. 
 
Eksperimente, ki smo jih pri tem pripravili, smo razdelili v tri skupine in sicer 
optimizacija matematičnih funkcij, problemov modeliranja in tudi vodenja. Vse 
omenjene poskuse smo uredili s pomočjo grafičnega vmesnika, tako da lahko 
uporabnik samo s pritiskom na gumbe vmesnika opazuje opisane rezultate, ali ponovi 
optimizacijski poskus. 
 
Ugotovili smo, da so tudi na področju modeliranja in načrtovanja vodenja nekatere 
rešitve lahko izredno uspešne. Mednje moramo vsekakor uvrstiti obe predstavljeni 
obliki hibridne optimizacije. 
 
V prihodnje bi lahko pozornost posvetili tipičnim problemom, ki jim srečujemo pri 
predstavljenih primerih, kot so: 
- strukturna optimizacija, 
- zmanjševanje zahtevnosti regulirnih signalov, 
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