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Abstract
We show that if Kn − I , the complete graph on n vertices with a 1-factor removed, can be
decomposed into cycles of a !xed odd length m for all n in the range m6 n¡ 3m that satisfy
the obvious necessary conditions, then Kn − I can be decomposed into m-cycles for all n ¿ m
satisfying the necessary conditions. c© 2002 Published by Elsevier Science B.V.
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1. Introduction
The problem of the existence of a decomposition of a complete graph into cycles of
a !xed length has been around for at least four decades (see for example the survey
in [5]). Since the existence of such a decomposition requires that the degrees of all
vertices be even, the complete graph must have an odd number of vertices. However,
this question can be extended to graphs with an even number of vertices in which
every vertex has even degree. A natural way of creating such graphs that are very
‘close’ to complete graphs is to remove a 1-factor from a complete graph with an
even number of vertices. The question now becomes the following: When does Kn
or Kn − I , whichever is appropriate, admit a decomposition into cycles of a !xed
length m?
In addition to the condition on the parity of n, there are two more obvious necessary
conditions, namely, that 36m6n and that the cycle length m divides the number of
edges in either Kn, that is, n(n− 1)=2, or Kn−I , that is, n(n− 2)=2. Not one example is
known where these three necessary conditions are not suAcient—hence the following
conjecture.
∗ Contact address: Department of Mathematics and Statistics, University of Regina, Regina SK, Canada S4S
0A2.
E-mail address: msajna@math.uregina.ca (M. $Sajna).
0012-365X/02/$ - see front matter c© 2002 Published by Elsevier Science B.V.
PII: S0012 -365X(01)00099 -1
436 M. 'Sajna /Discrete Mathematics 244 (2002) 435–444
Conjecture 1. The necessary conditions for the existence of a decomposition of Kn or
Kn − I into cycles of a !xed length m are also suAcient.
Alspach and Gavlas [1] have recently proved the conjecture for the case when m
and n are either both odd or both even. In their proof of the even case, they !rst show
that it is suAcient to consider n in the range m6 n¡ 2m. In the odd case, however,
they use a result by HoKman et al. [4] which shows that for m and n both odd, if the
conjecture is true for all n in the range m6n¡3m, then it is true for all n¿m. The
purpose of this paper is to prove the following analogue of their result for the case m
odd, n even.
Theorem 2. For m¿3 odd and n even; if Kn− I is Cm-decomposable for all n in the
range m6 n¡3m that satisfy the necessary condition n(n − 2) ≡ 0 (mod 2m); then
Kn − I is Cm-decomposable for all n¿m satisfying n(n− 2) ≡ 0 (mod 2m).
Theorem 2 brings us much closer to proving Conjecture 1 for m odd, n even; we
can now limit ourselves to n in the range m6n¡3m. The construction of an m-cycle
decomposition for this remaining case (as well as for the case m even, n odd) has now
!nally been completed by the author [6,7].
The referee has brought to our attention the work on cycle packings by El-Zanati.
Corollary 4.5 of [3] gives the following result: For a nonnegative integer v with v¡2m
and n ≡ v (mod 2m), if Kv − I is Cm-decomposable, then Kn − I is Cm-decomposable.
This result provides the inductive step for Cm-decompositions of graphs Kn − I with
n ≡ v (mod 2m) where m6v¡2m; however, it is vacuous in the case that v¡m. This
could be !xed by allowing m6v¡3m in the above corollary and by some additional
work analogous to the proof of our Theorem 2. However, since our result was obtained
independently and to preserve the self-containment of the paper, we would like to
present it in its entirety rather than augmenting the result of [3].
2. Denitions and terminology
The structure of the proof of Theorem 2 will be the same as in [4], however, a
signi!cant number of important details have to be changed. First we introduce the
terminology and notation, which diKers from that of [4], beginning with a few basic
de!nitions.
We use Kn to denote the complete graph on n vertices and, for n even, Kn − I to
denote Kn with a 1-factor I removed. OKn denotes the complement of Kn, Ks; t denotes
the complete bipartite graph with the bipartition sets of sizes s and t, and Kg(s) denotes
the complete g-partite graph with s vertices in each part.
An m-cycle, that is, a cycle of length m, is denoted by Cm. An n-cycle in a graph
with n vertices is called a Hamilton cycle.
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Denition 3. We write G=H1⊕H2 if G is the edge disjoint union of its subgraphs H1
and H2. If G=H1⊕· · ·⊕Hk , where H1; : : : ; Hk are all isomorphic to H , then G can be
decomposed into subgraphs isomorphic to H ; we say that G is H -decomposable and
that {H1; : : : ; Hk} is an H-decomposition of G. In particular, G is Cm-decomposable if
it can be decomposed into subgraphs isomorphic to an m-cycle.
Denition 4. The join G ./ H of the graphs G and H is the graph with vertex set
V (G) ∪ V (H) and edge set E(G) ∪ E(H) ∪ {uv: u ∈ V (G); v ∈ V (H)}:
Denition 5. Let G be a graph with vertex set V (G)={x0; : : : ; xk−1}. We de!ne G(2) to
be the graph with vertex set V (G(2))={xji : xi∈V (G); j∈Z2} and edge set E(G(2))=
{xj1i1 xj2i2 : xi1xi2 ∈ E(G); j1; j2 ∈ Z2}:
Notice that Kk(2) is isomorphic to the join Kk ./ Kk with a 1-factor removed; that
is, to K2k − I .
Denition 6. Let k be a positive integer and L a subset of {1; 2; : : : ; 	k=2
}. A circulant
X =X(k;L) is a graph with vertex set V (X ) = {u0; u1; : : : ; uk−1} and edge set E(X ) =
{uiui+h: i ∈ Zk ; h ∈ L}. The edge uiui+h, where h ∈ L, is said to be of length h, and L
is called the edge length set of the circulant X .
For a set S ⊆ Z we write −S={−s: s ∈ S} and, for any x ∈ Z, S+x={s+x: s ∈ S}.
Now let us set up the notation speci!c to the proof of Theorem 2. Let m= 2‘ + 1
be a !xed odd integer greater than 1 and let L denote the set {1; 2; : : : ; ‘}. We shall
view the graph K2m − I as Km(2) with vertex set V0 ∪ V1, where Vi = {u(i)j : j ∈ Zm}.
An edge u(0)j u
(0)
j+h (respectively, u
(1)
j u
(1)
j+h) is called an edge of left (respectively, right)
pure length h, where h ∈ L. An edge u(0)j u(1)j+h is called an edge of mixed length h,
where h ∈ Zm − {0}.
If A; C ⊆ L and B ⊆ Zm − {0}, de!ne Km(2)〈A; B; C〉 to be the spanning subgraph
of Km(2) whose edges are all those with left pure length in A, or mixed length in B,
or right pure length in C. Note that Km(2)〈A; B; C〉 is isomorphic to Km(2)〈C;−B; A〉,
as well as to Km(2)〈A; B + x; C〉 for any x ∈ Zm such that 0 ∈ B + x. Observe that
Km(2)〈A; ∅; ∅〉 is a disjoint union of a circulant X(m;A) and OKm. As already mentioned,
we label the vertices of K2m − I in such a way that K2m − I = Km(2)〈L;Zm − {0}; L〉.
3. The result
In this section we shall prove Theorem 2. The main ingredient of the proof is Lemma
13, where we show that the graphs Km(2) ./ OKt are Cm-decomposable for small enough
values of t. To prove Lemma 13, on the other hand, we need the following adaptation
of a result by Stern and Lenz [4,8]. Its proof is left to the reader.
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Fig. 1. The (m− s)-cycle C and the m-cycle C0 in Lemma 8.
Lemma 7 (HoKman et al. [4], Stern and Lenz [6]). Let G be a regular graph of
degree d and H = G × K2; that is; a graph with vertex set V (G) × Z2 and
with the vertices (u; i) and (v; j) adjacent if and only if either u = v; or i = j and
uv ∈ E(G). Then H is properly (d + 1)-edge colourable and each colour class is a
1-factor in H.
In the next four lemmas, also needed in the proof of Lemma 13, we show that certain
‘graphs with holes’ of type Km(2)〈A; B; C〉 ./ OKs are Cm-decomposable, following the
pattern of [4]. The vertices of OKs are denoted by w1; : : : ; ws. Note that for any graph
G, G ./ OK0 = G.
Lemma 8 (Type 1). Let m = 2‘ + 1. If s is an odd integer; 1 6 s 6 ‘; then
Km(2)〈∅; {1; 2; : : : ; m− 2s}; ∅〉 ./ OKs is Cm-decomposable.
Proof. First, let C be the (m− s)-cycle
u(0)0 u
(1)
1 u
(0)
−1 u
(1)
2 : : : u
(1)
(m−s)=2−1 u
(0)
−((m−s)=2−1) u
(1)
(m−s)=2 u
(0)
0
in Km(2)〈∅; {1; 2; : : : ; m − s − 1}; ∅〉. We use it to create a cycle C0 in Km(2)〈∅;
{1; 2; : : : ; m − 2s}; ∅〉 ./ OKs in the following way. Notice that the !rst m − 2s edges
of C use each of the mixed lengths 1; : : : ; m− 2s precisely once. Let the last s edges
be xiyi, i = 1; : : : ; s. Replace the edge xiyi in C by the 2-path xiwiyi, thus obtaining
an m-cycle C0 (Fig. 1). Finally, for j = 1; : : : ; m − 1, obtain Cj from C0 by adding j
to the subscripts of all vertices other than the wi. Following the lengths of the edges
at each vertex it is not diAcult to see that the m-cycles Cj are pairwise edge disjoint
and, since they contain m2 =m(m− 2s) + (2m)s edges altogether, that they use up all
the edges of Km(2)〈∅; {1; 2; : : : ; m− 2s}; ∅〉 ./ OKs.
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Lemma 9 (Type 2). Let m = 2‘ + 1. If s is an even integer; 0 6 s 6 ‘; then
Km(2)〈{‘}; {1; 2; : : : ; m− 2s− 1}; ∅〉 ./ OKs is Cm-decomposable.
Proof. Let C be the (m− s)-cycle
u(0)−‘ u
(0)
0 u
(1)
1 u
(0)
−1 u
(1)
2 : : : u
(0)
−(m−s−3)=2 u
(1)
(m−s−1)=2 u
(0)
−‘:
The !rst m−2s−1 edges of mixed lengths use each of the mixed lengths 1; : : : ; m−2s−1
precisely once. Replace the last s edges xiyi in C by the 2-paths xiwiyi to obtain the
m-cycle C0. Finally, for j = 1; : : : ; m− 1, obtain Cj from C0 as in Lemma 8.
Lemma 10 (Type 3). Let m = 2‘ + 1. If S ⊆ {2k − 1: 1 6 k 6 ‘}; then
G = Km(2)〈{‘}; S ∪ (S + 1); ∅〉 is Cm-decomposable.
Proof. For each 2k − 1 ∈ S we take two m-cycles:
Ck = u
(0)
−k u
(1)
k u
(0)
−k+1 u
(1)
k+1 · · · u(0)−k+‘−1 u(1)k+‘−1 u(0)−k+‘ u(0)−k
and
C∗k = u
(0)
−k−‘ u
(1)
k−‘ u
(0)
−k−‘+1 u
(1)
k−‘+1 : : : u
(0)
−k−1 u
(1)
k−1 u
(0)
−k u
(0)
−k−‘:
Since Ck and C∗k are vertex-disjoint on V1 and since they use distinct edges of left
pure length ‘, Ck and C∗k are edge-disjoint. They use 2‘ edges of each of the mixed
lengths 2k − 1 and 2k among them. The two remaining edges of mixed length 2k − 1
or 2k are u(0)−k+‘ u
(1)
k+‘ and u
(1)
k+‘ u
(0)
−k−‘, which snugly !t into the gap in the m-cycle
of the edges of pure left length ‘ caused by the removal of the two edges u(0)−k+‘ u
(0)
−k
and u(0)−k u
(0)
−k−‘, which were used in Ck and C
∗
k . Since the 2-paths u
(0)
−k1+‘ u
(0)
−k1 u
(0)
−k1−‘
and u(0)−k2+‘ u
(0)
−k2 u
(0)
−k2−‘ are edge disjoint for k1 = k2 and 1 6 k1; k2 6 ‘, the edges
remaining after the removal of the Ck and C∗k for all 2k − 1 ∈ S will necessarily
form an m-cycle. This additional m-cycle together with all the Ck and C∗k thus form a
Cm-decomposition of the graph G.
Lemma 11 (Type 4). Let m = 2‘ + 1. Let each of the sets A and B be either
L= {1; : : : ; ‘} or L− {‘}. Then Km(2)〈A; ∅; B〉 is Cm-decomposable.
Proof. By a result obtained by Bermond et al. [2], every connected circulant of
degree 4 can be decomposed into Hamilton cycles. Since X(m; {‘}) is an m-cycle and
X(m;L − {‘}) can be decomposed into connected circulants X(m; {1; 2}); : : : ;
X(m; {‘− 2; ‘− 1}) or X(m; {1});X(m; {2; 3}); : : : ;X(m; {‘− 2; ‘− 1}), depending on
whether ‘ is odd or even, the result follows.
For 16 i6 4, we’ll say that a graph G is of type i if it is isomorphic to the
Cm-decomposable graph of Lemma (i + 7).
440 M. 'Sajna /Discrete Mathematics 244 (2002) 435–444
Corollary 12. The graph K2m − I is Cm-decomposable.
Proof. Write K2m − I as Km(2)〈L;Zm − {0}; L〉 and decompose the latter into
Km(2)〈{‘};Zm − {0}; ∅〉, which is of type 3, and Km(2)〈L − {‘}; ∅; L〉, which is of
type 4.
We now turn to Lemma 13, which is a major building block in the proof of our
main result.
Lemma 13. Let t be a positive even integer. If t6m2 + 1=2; then (K2m − I) ./ OKt is
Cm-decomposable.
Proof. First write t = q‘ + r, where 16 r 6 ‘. Since t is even and t 6 m2 + 1=2 =
2‘2 + 2‘ + 1, we must have q6 2‘ + 16 m+ 2r − 2.
Recall that K2m − I is isomorphic to Km(2)〈L;Zm − {0}; L〉. We thus need to show
that G = Km(2)〈L;Zm − {0}; L〉 ./ OKt is Cm-decomposable.
Case 1: ‘ is even (and hence r is even). First decompose G = G1 ⊕ (G2 ./ OKq‘),
where
G1 = Km(2)〈{‘}; {1; : : : ; m− 2r − 1}; ∅〉 ./ OKr
and G2 = G3 ⊕ G4 with
G3 = Km(2)〈L− {‘}; ∅; L− {‘}〉
and
G4 = Km(2)〈∅; {m− 2r; : : : ; m− 1}; {‘}〉:
G1 is of type 2 and thus Cm-decomposable. G3 and G4 are both Cm-decomposable since
G3 is of type 4 and G4 is of type 3. There are m+2r−2 cycles in this decomposition
of G2. Since q6m+ 2r − 2, we can choose q of these cycles C1; : : : ; Cq and let their
union be the graph G5. Let the union of the remaining m + 2r − 2 − q m-cycles be
G6. We thus have G2 =G5 ⊕G6 with G6 already decomposed, and it only remains to
decompose G5 ./ OKq‘. Now G5 ./ OKq‘ can be decomposed into q graphs isomorphic
to Km(2)〈{‘}; ∅; ∅〉 ./ OK‘ (each corresponding to one of the C1; : : : ; Cq), which is of
type 2 and thus Cm-decomposable.
Case 2: ‘ and r are both odd (and hence q is odd). First decompose
G = G1 ⊕ (G2 ./ OKq‘), where
G1 = Km(2)〈∅; {1; : : : ; m− 2r}; ∅〉 ./ OKr
and
G2 = Km(2)〈L; {m− 2r + 1; : : : ; m− 1}; L〉:
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G1 is of type 1 and thus Cm-decomposable. It thus remains to decompose G2 ./ OKq‘.
Two subcases arise depending on the value of q.
Subcase 2.1: q62r − 1. We decompose G2 = G3 ⊕ G4 ⊕ G5, where
G3 = Km(2)〈L; ∅; L− {‘}〉;
G4 = Km(2)〈∅; {m− 2r + 1; : : : ; m− 2r + q}; ∅〉;
and
G5 = Km(2)〈∅; {m− 2r + q+ 1; : : : ; m− 1}; {‘}〉:
G3 and G5 are of types 4 and 3, respectively, and thus Cm-decomposable. On the
other hand, G4 ./ OKq‘ can be decomposed into q graphs isomorphic to Km(2)〈∅; {1}; ∅〉
./ OK‘, which is of type 1.
Subcase 2.2: q¿ 2r + 1. First decompose G2 = G3 ⊕ G4, where
G3 = Km(2)〈L; ∅; L〉
and
G4 = Km(2)〈∅; {m− 2r + 1; : : : ; m− 1}; ∅〉:
G3 is of type 4 and thus Cm-decomposable. We may assume that the decomposition
is symmetrical in the sense that if u(0)i1 : : : u
(0)
im u
(0)
i1 is an m-cycle in the decomposition,
then so is u(1)i1 : : : u
(1)
im u
(1)
i1 . Choose
1
2 (q − 2r + 1) cycles on the ‘left’ and the corre-
sponding 12 (q− 2r+1) cycles on the ‘right’ and let their union be the graph G5. Now
G5 ⊕ Km(2)〈∅; {m − 2r + 1}; ∅〉 can be decomposed into (q − 2r + 2) 1-factors by
Lemma 7 and Km(2)〈∅; {m−2r+2; : : : ; m−1}; ∅〉 is decomposed into (2r−2) 1-factors;
that is, q 1-factors altogether. Hence (G5 ⊕ G4) ./ OKq‘ is decomposed into q graphs
isomorphic to Km(2)〈∅; {1}; ∅〉 ./ OK‘, which are of type 1.
Case 3: ‘ is odd and r is even (and hence q is even). Decompose G = G1 ⊕
(G2 ./ OKq‘), where
G1 = Km(2)〈{‘}; {1; : : : ; m− 2r − 1}; ∅〉 ./ OKr
and
G2 = Km(2)〈L− {‘}; {m− 2r; : : : ; m− 1}; L〉:
G1 is of type 2 and thus Cm-decomposable. To decompose G2 ./ OKq‘, we again have
to consider two subcases with respect to q.
Subcase 3.1: q62r. Decompose G2 = G3 ⊕ G4 ⊕ G5, where
G3 = Km(2)〈∅; {m− 2r; : : : ; m− 1− q}; {‘}〉
is of type 3,
G4 = Km(2)〈L− {‘}; ∅; L− {‘}〉
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is of type 4, and
G5 = Km(2)〈∅; {m− q; : : : ; m− 1}; ∅〉:
Now G5 ./ OKq‘ can be decomposed into q graphs isomorphic to Km(2)〈∅; {1}; ∅〉 ./ OK‘,
which are of type 1.
Subcase 3.2: q¿2r + 2. First decompose G2 = G3 ⊕ G4 ⊕ G5, where
G3 = Km(2)〈∅; ∅; {‘}〉
is an m-cycle,
G4 = Km(2)〈L− {‘}; ∅; L− {‘}〉
is of type 4, and
G5 = Km(2)〈∅; {m− 2r; : : : ; m− 1}; ∅〉:
As in the case q¿2r +1 with r odd, decompose G4 ‘symmetrically’ and then choose
1
2 (q − 2r) of these m-cycles on the ‘left’ and the corresponding 12 (q − 2r) cycles on
the ‘right’ to form the graph G6. Now G5 ⊕ G6 can be decomposed into q 1-factors
using Lemma 7 and thus (G5⊕G6) ./ OKq‘ is decomposed into q graphs isomorphic to
Km(2)〈∅; {1}; ∅〉 ./ OK‘, which is of type 1.
This completes the proof.
Corollary 14. K2m+2 − I is Cm-decomposable.
Proof. K2m+2 − I is isomorphic to (K2m − I) ./ OK2. Since t = 2 6 m2 + 1=2 for all
m¿ 3, the graph is Cm-decomposable by Lemma 13.
We adopt the next theorem from [4] without proof and then we are ready to prove
Theorem 2.
Theorem 15 (HoKman et al. [4]). If g ¿ 3; the complete g-partite graph Kg(2m) is
Cm-decomposable.
Proof of Theorem 2. Suppose Kn−I is Cm-decomposable for some n in the range m6
n¡3m. Clearly, the necessary conditions m¿ 3 and n(n − 2) ≡ 0 (mod 2m) must be
satis!ed. It is now suAcient to prove that for all g¿1, Kn+2mg− I is Cm-decomposable
as well.
If m¿ 7, then n¡3m implies n¡m2 + 1=2. In this case we can use Lemma 13
to !nd a Cm-decomposition of Kn+2mg − I as follows. If g¿ 3, then Kn+2mg − I is
decomposed into the complete g-partite graph Kg(2m), g copies of (K2m− I) ./ OKn, and
Kn − I , which are Cm-decomposable by Theorem 15, Lemma 13, and the assumption,
respectively. If g= 1, then Kn+2m − I is decomposed into (K2m − I) ./ OKn and Kn − I ,
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which are both Cm-decomposable. If g=2, we decompose Kn+4m− I into (K2m− I) ./
OKn+2m and Kn+2m − I . The latter is Cm-decomposable by the previous observation and
the former is Cm-decomposable by Lemma 13, but as far as we know, this can be
done only for n+ 2m6m2 + 1=2; that is, for m¿11.
We thus need to consider the case m6 9, which means that m is a prime power.
Thus n(n − 2) ≡ 0 (mod 2m) and m6 n¡3m imply either n = 2m or n = 2m + 2,
whence n6m2 + 1=2 for m¿5. Assume for the rest of the paragraph that 56m69.
Following the same argument as above we can see that Kn+2mg− I is Cm-decomposable
for all g except possibly for g= 2. Now for g= 2 and n= 2m, our graph is K6m − I ,
which is decomposable into K3(2m) and three copies of K2m − I , and these graphs are
Cm-decomposable by Theorem 15 and Corollary 12, respectively. If n = 2m + 2, on
the other hand, we are dealing with the graph K6m+2 − I , which is decomposable
into K3(2m) and three copies of (K2m − I) ./ OK2, the latter being Cm-decomposable by
Corollary 14.
The remaining case is thus m=3. First let n=2m. K2m·(g+1)− I is Cm-decomposable
by Corollary 12 and by Theorem 15 whenever g = 1. A C3-decomposition of the
remaining case K12−I is found as follows. Consider a C3-decomposition of K13, which
we know exists by [1]. Remove a vertex v from K13 together with the six 3-cycles
that contain v. Since the six edges in these 3-cycles that are not incident with v are
independent, the remaining 3-cycles represent a C3-decomposition of K12 − I .
Finally, let m=3 with n=2m+2. For g¿2, the graph Kn+2mg−I=(K2m·(g+1)−I) ./ OK2
is decomposable into the complete (g+1)-partite graph K(g+1)(2m) and g+1 copies of
(K2m− I) ./ OK2, all Cm-decomposable. The remaining case is K14− I . First, decompose
it into K6 − I and (K8 − I) ./ OK6. The !rst graph is C3-decomposable by Lemma 12.
To decompose (K8 − I) ./ OK6, choose a 1-factorization {F1; : : : ; F6} of K8 − I . If we
let Fi = {x(i)j y(i)j : j=1; : : : ; 4} and denote the additional six vertices by w1; : : : ; w6, then
{wix(i)j y(i)j wi: i=1; : : : ; 6; j=1; : : : ; 4} is a decomposition of (K8−I) ./ OK6 into 3-cycles.
This completes the proof.
The following observation, which follows directly from Corollaries 12 and 14, and
from Theorem 13, exhibits two in!nite families of Cm-decomposable graphs.
Corollary 16. The graphs K2mg−I and K2mg+2−I are Cm-decomposable for all positive
integers g.
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