In this article, we consider the stochastic Cahn-Hilliard equation driven by space-time white noise. We discretize this equation by using a spatial spectral Galerkin method and a temporal accelerated implicit Euler method. The optimal regularity properties and uniform moment bounds of the exact and numerical solutions are shown. Then we prove that the proposed numerical method is strongly convergent with the sharp convergence rate in a negative Sobolev space. By using an interpolation approach, we deduce the spatial optimal convergence rate and the temporal super-convergence rate of the proposed numerical method in strong convergence sense. To the best of our knowledge, this is the first result on the strong convergence rates of numerical methods for the stochastic Cahn-Hilliard equation driven by space-time white noise. This interpolation approach is also applied to the general noise and high dimension cases, and strong convergence rate results of the proposed scheme are given.
Introduction
O) be the real separable Hilbert space endowed with usual inner product. In this article, we mainly focus on the following stochastic Cahn-Hilliard equation dX(t) + A(AX(t) + f (X(t)))dt = dW (t), t ∈ (0, T ]
X(0) = X 0 , * 1. LSEC, ICMSEC, Academy of Mathematics and Systems Science, Chinese Academy of Sciences, Beijing, 100190, China 2. School of Mathematical Science, University of Chinese Academy of Sciences, Beijing, 100049, China (emails: jianbocui@lsec.cc.ac.cn, hjl@lsec.cc.ac.cn, liyingsun@lsec.cc.ac.cn) where 0 < T < ∞, A : D(A) ⊂ H → H is the Neumann Laplacian operator and {W (t)} t≥0 is a generalized Q-Wiener process on a filtered probability space (Ω, F , P, {F t } t≥0 ). The nonlinearity f is assumed to be the Nemyskii operator of F ′ , where F is a polynomial of degree 4, i.e., c 4 ξ 4 + c 3 ξ 3 + c 2 ξ 2 + c 1 ξ + c 0 with c i ∈ R, i = 0, · · · , 4, c 4 > 0. A typical example is F = 1 4 (ξ 2 − 1) 2 , which is double well potential and corresponds to the stochastic Cahn-Hilliard-Cook equation.
Numerical approximations for SPDEs with globally Lipschitz continuous and regular nonlinearities have been studied over past decades. In contrast to the Lipschitz case, convergence and convergence rate of numerical approximation for SPDEs with non-globally Lipschitz continuous nonlinearity, become more involved recently (see e.g. [1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 13, 14, 15, 16, 17, 18, 20, 22, 23, 25, 28, 29, 30, 31] ) and are far from well-understood. Up to now, there have been some works focusing on the strong convergence and strong convergence rates of numerical schemes for the stochastic Cahn-Hilliard equation (see e.g. [12, 20, 21, 24, 26, 27] ). For instance, the authors in [20, 26] show the strong convergence and obtain the convergence rate in a large subsample space of the finite element method and its implicitly full discretization for Eq. (1) with d ≤ 3 driven by spatial regular noise. The authors in [21] study the exponential integrability of the spectral Galerkin method and deduce the strong convergence rate of the spectral Galerkin method for one dimensional Eq. (1) driven by trace class noise. For the strong convergence rate of numerical schemes for the linearized stochastic Cahn-Hilliard equation, we refer to [12, 27, 24] and the reference therein.
To the best of our knowledge, there exists no result about the strong convergence of numerical schemes for stochastic Cahn-Hilliard equation driven by space-time white noise, as well as about the strong convergence rates of the temporal discretization and full discretization for stochastic Cahn-Hilliard equation. The present work makes further contributions on the strong convergence rates of numerical schemes for SPDEs with non-globally monotone continuous nonlinearity, especially for stochastic Cahn-Hilliard equation driven by additive noise. Instead of studying the strong convergence problem in H directly, we use an interpolation approach to solve this problem. The main idea of the interpolation approach is firstly deducing the optimal spatial regularity estimates of the exact and numerical solutions in strong sense. Then we investigate the strong convergence in a large Sobolev space, such as a negative Sobolev space in the case of stochastic Cahn-Hilliard equation, and obtain the optimal strong convergence error estimate in this large space. Combining the established optimal regularity estimate and error estimate in the large space, with the interpolation inequality for the Sobolev space, we are able to obtain the optimal strong convergence rate of numerical scheme.
One main contribution of this article is applying the interpolation approach, and deducing the optimal strong convergence rate of the spectral Galerkin method for Eq. (1) driven by space-time white noise. We consider the spa-tial spectral Galerkin method, whose solution satisfies
where P N is the spectral Galerkin projection. To overcome the difficulty brought by both the non-globally monotone nonlinearity and the driven noise which is rougher than the trace class noise, we first show the optimal spatial and temporal regularity estimates of the exact and numerical solutions in Section 3 and Section 4. Inspired by the fact that the deterministic Cahn-Hilliard equation defines a gradient flow in H −1 for the energy functional, we focus on the strong convergence problem in H −1 . By using the equivalence between Eq. (1) and a random PDE, and the monotonicity of f in H −1 , we deduce the sharp strong convergence error estimate in H −1 . Then based on the Sobolev interpolation inequality, we recover the optimal strong convergence rate of the spectral Galerkin method for Eq. (1) driven by space-time white noise. Let
2 ), N ∈ N + and p ≥ 1. The numerical solution X N is shown to strongly converge to X and satisfies
Another main contribution is about the strong convergence rate of an implicit full discretization for Eq. (1) based on the interpolation approach and an appropriate error decomposition. Let δt be the time stepsize such that T = Kδt, K ∈ N + . The accelerated full discretization is defined as
with the initial data Y N (0) = X N (0), Z N (0) = 0, and Z N being the spectral projection of the stochastic convolution. Following the interpolation approach, we first prove the optimal regularity of the full discretization. Then by introducing an auxiliary process
Based on the monotonicity of f in H −1 and the interpolation arguments, we obtain the strong convergence of the proposed full discretization, i.e, let ( 
for a positive constant C(X 0 , T, p). We also remark that this approach is also available for deducing the strong convergence rates of numerical schemes for Eq. (1) driven by general noise for Eq. (1) with d ≤ 3 (see Section 5) .
The outline of this paper is as follows. In the next section, some preliminaries are listed. Section 3 is devoted to giving the useful regularity and a priori estimates of Eq. (1). In Section 4, we prove some a priori estimates of the numerical solutions, and use the interpolation approach to study the strong convergence rates of both the spectral Galerkin method and its accelerated implicit full discretization. Some applications of the interpolation approach to the cases d ≤ 3 and general noises are also discussed in Section 5.
Preliminaries
Given two separable Hilbert spaces (H, · H ) and ( H, · H ), L(H, H) and L 1 (H, H) are the Banach spaces of all linear bounded operators and the nuclear operators from H to H, respectively. The trace of an operator T ∈ L 1 (H) is
the space of Hilbert-Schmidt operators from H into H, equipped with the usual norm given by
The following useful property and inequality hold
where T * is the adjoint operator of T . Given a Banach space (E, · E ), we denote by γ(H, E) the space of γ-radonifying operators endowed with the norm T γ(H,E) = (
, where (γ k ) k∈N + is a sequence of independent N (0, 1)-random variables on a probability space ( Ω, F , P).
, 1 ≤ q < ∞ and E = C(O) equipped with the usual inner product and norm. We also need the following Burkerholder inequality in E,
where W is the H-valued cylindrical Wiener process and {e k } k∈N is an orthonormal basis of H. Next, we introduce some spaces associated with A and give some assumptions on
We denote by H k := H k (O) the standard Sobolev space. Define A = −∆, the Neumann Laplacian operator with
It is known that A is a positive definite, self-adjoint and unbounded linear operator on H. By extending A on H, A has an orthonormal eigensystem {(λ j , e j )} j∈N 
Throughout this article, we suppose that there exists some γ > 0 such that the covariance operator Q satisfies A
We denote L f is the one-side Lipschitz coefficient of f . In Sections 3 and 4, we assume that Q equals I and d = 1. In this case, it is known (see e.g. [19] ) that for any p ≥ 1 and
and for s ≤ t,
where Z(t) is the stochastic convolution. In Section 5, we consider the general case of Q and d ≤ 3. We also remark that X = LX + (I − L)X, where LX satisfies
and (I − L)X satisfies
3 A priori and regularity estimates of stochastic Cahn-Hilliard equation
In this section, based on the a priori estimates of both Z and Y, we present both the optimal spatial and temporal regularity estimates of the exact solution X for the one dimensional Eq. (1) driven by space-time white noise. For the well-posedness of Eq. (1), we refer to [2, 19] and the references therein. Now, we consider the p-th moment of X in the following lemma. 
for a positive constant C(X 0 , T, p).
it suffices to estimate the term (I − L)Y by the a priori estimate (5) of Z.
Before that, we give the estimate of (I − L)Y H −1 . For small ǫ > 0, it follows from the chain rule, Hölder and Young inequalities that
Then the Gronwall inequality leads that for t ≤ T ,
which also implies that
Due to the definition of L and
The a priori estimates of Z and LY yield the uniformly boundedness of both the p-th moment of
L 4 ds. Now we are in the position to give the a priori estimate of (I − L)Y . By applying the chain rule, integration by parts and the dissipative of −f , we obtain
By the equivalence of norms in H 1 and H 1 for the functions in H 1 , we have
From the uniformly boundedness of
which, together with the a priori estimates of both LY and Z and Hölder inequality, completes the proof.
Based on the a priori estimate of X , we give the regularity estimate of X.
Proof. Due to (5) , it suffices to give a regularity estimate for (I − L)Y . Before that, we give the following estimate of (I −L)Y (t) L 6 . The Sobolev embedding theorem, the smoothy effect of e −A 2 t and the Gagliardo-Nirenberg inequality yield that
From the Hölder inequality, the a priori estimates of both Z and LY and the estimate (9), it follows that for any p ≥ 1,
From the mild form of (I − L)Y (t) for Eq. (8), it follows that
By taking p-th moment and making use of the a priori estimates of LY (s)
we finish the proof.
Remark 3.1. Let the conditions of Proposition 3.1 hold. If in addition assume that (I −L)X 0 ∈ H β for β < 2, we can obtain the higher regularity of Y . Indeed,
we have
for β < 2.
for a positive constant C(X 0 , T, p) and 0 ≤ s ≤ t ≤ T .
Proof. Due to the continuity of Z (6) and the fact that LY (t) = LX 0 , we focus on the estimate of (
we obtain for some β < 2,
By taking p-th moment and using the a priori estimates of Y and Z, we get
Combining all the above estimates, we complete the proof.
Remark 3.2. Let the conditions of Proposition 3.2 hold. If in addition
we can obtain the higher temporal regularity of Y . Indeed, we have
Strong convergence rate of full discretization
After giving the optimal spatial and temporal regularity of X, we first show the semi-discretization and full discretization of Eq. (1) in this section. Then we focus on the strong convergence rate of the proposed full discretization. Denote P N the spectral Galerkin projection into the linear space spanned by the first N +1 eigenvectors {e 0 , e 1 , · · · , e N }. Then the spatial semi-discretization is
Let δt be the time stepsize such that T = Kδt, K ∈ N + . By using the accelerated idea, we propose the full discrete numerical scheme
where
To analyze the strong convergence rate of the proposed spectral Galerkin method, we introduce an interpolation approach, which is also used to study the strong convergence rate of the full discretization.
Strong convergence rate of spectral Galerkin method
The main idea of deducing the optimal convergence rates of numerical schemes lies on an interpolation arguments. Let us briefly describe it. First, we need to obtain the optimal regularity of the exact and numerical solutions in an interpolation space E θ1 , θ 1 ∈ R, which is similar to the idea in Section 3. Then we need the optimal convergence rate of the proposed numerical scheme in another interpolation space E θ0 , θ 0 ∈ R, θ 0 < θ 1 . By the interpolation inequality, we deduce the optimal convergence rate of the numerical scheme in any interpolation space between E θ0 and E θ1 .
In our case, the interpolation space E θ1 is the Sobolev space H γ , γ < 3 2 and E θ0 is the space H −1 . Notice that
It is obvious that the strong error estimate of X N − X can be split as
The first term is 0 due to the definition of L and P N , and the last term is controlled directly by
It meets a lot of troubles to give the strong convergence rate of numerical schemes for Eq.
(1) due to the nonlinear term Af (X). One of the main difficulties lies on the loss of the Gronwall inequality to deduce the convergence rate. Another difficulty is the lack of the regularity property of the exact solution due to the space-time white noise. If the driven noise has more regularity in space, such as the trace class noise, one can use the exponential integrability of numerical and exact solutions to deduce the strong convergence rate. To overcome these difficulties, we use the interpolation approach to deal with the term (I − L)(Y N − Y ) . The first step is the following optimal regularity of X N , which is obtained by the similar arguments in the proofs of Propositions 3.1 and 3.2.
Proof. Due to the boundedness of Z N , it only need to estimate ∇(I − L)Y N (t). From the property of e −tA 2 , it follows that for any small ǫ > 0,
which, together the a priori estimates of Y N and Z N , completes the proof.
2 ). Then we have the following estimate, for any small ǫ > 0,
where c(T, X 0 ) has finite p-th moment for any p ≥ 1.
The second step of the interpolation approach is proving the following optimal strong convergence rate of the spectral Galerkin method in H −1 . Before that, a useful lemma is introduced as follows.
→ H be the Nemyskii operator of a polynomial of second degree. Then it holds that for any β ∈ (0, 1) that
Proof. The equivalence of norms in H β and H β and Hölder inequality yield that for z ∈ H β ∩ E, β < 1,
According to the self-adjointness of g and the Sobolev embedding theorem, we have 
where x, ∇x ∈ E, (I − L)x ∈ H β and y ∈ H. 
where x ∈ W 2,∞ , (I − L)x ∈ H β and y ∈ H. We also have similar estimations in the cases d = 2, 3, where
2 ), N ∈ N + and p ≥ 1. There exists a positive constant C(X 0 , T, p) such that
Proof. From the property of the Galerkin projection and the triangle inequality, it follows that
Thus it suffices to estimate the term Y N − P N Y H −1 . By the chain rule, the integration by parts, the monotonicity of −f and the Young inequality, we have
It follows from Lemma 4.3 that for β ∈ (0, 1),
Then from taking L p (Ω) norm, the a priori estimates in Proposition 3.1, Corollary 3.1 and Corollary 4.1 and the Hölder inequality, it follows that for β ∈ (0, 1)
Taking square root on both sides, letting β close to 1 and using Hölder inequality, we complete the proof.
Based on the above two steps in Lemma 4.1 and Proposition 4.1, by using the interpolation inequality for interpolation Sobolev space, we deduce the optimal strong convergence rate of the proposed semi-discretization.
2 ), N ∈ N + and p ≥ 1. The numerical solution X N is strongly convergent to X and satisfies
Proof. From the triangle inequality, it follows that
X N (t) − X(t) L p (Ω;H) ≤ Y N (t) − Y (t) L p (Ω;H) + Z N (t) − Z(t) L p (Ω;H) = Y N (t) − Y (t) L p (Ω;H) + Z N (t) − Z(t) L p (Ω;H) ≤ Y N (t) − Y (t) L p (Ω;H) + C(t, p)λ − γ 2 N .
It suffices to estimate Y N (t) − Y (t) L p (Ω;H)
. By using the interpolation inequality, we have
Lemma 4.1 and Remark 3.1 yield that
Together with Proposition 4.1, we have
which completes the proof.
Strong convergence rate of full discretization
In this part, we extend the interpolation approach to the study of strong convergence rate of full discretization. For convenience, we denote Z
We recall the equivalent form of (14), i.e., X
To make sure that the implicit method is solvable, we take δt < min(1, 1 (L f −λ1)∨0 ). By the estimate for t k = kδt,
it suffices to estimate the first term
To apply the interpolation approach, we need the optimal regularity estimate of Y N k and the sharp strong convergence analysis of
,
for a positive constant C(X 0 , T, p) and
Proof. The proof is similar to that of Lemma 4.1. Since (18) taking inner product with (I − L)Y N k+1 in H −1 on both sides leads to
From the monotonicity of −f , the equivalence of norms in H 1 and H 1 for functions in H 1 , and the Young inequality, it follows that for some small ǫ > 0,
By taking the p-th moment, the priori estimate of Z N k and the fact that LY
Next we show the boundedness of (I − L)Y N k in H. By taking inner product on both sides of Eq. (18) 
2 )δt.
Thus it is concluded that for p ≥ 1,
Similar to the proof of Proposition 3.1, we need the boundedness of (I − L)Y N k L 6 . From the Sobolev embedding theorem, the smoothy effect of e −A 2 t , the Gagliardo-Nirenberg and Young inequalities, it follows that
2 δt.
The a priori estimates of Y
Now, we are in the position to give the desired regularity estimate. From the mild form of Y N k and the above a priori estimates, we have
For convenience, we assume that k > k 1 . Similar arguments in the proof of Proposition 3.2 yield that
Combining the above regularity estimates together, we finish the proof.
To deduce the strong convergence rate in time, we introduce an auxiliary process
Then we split the error of
The first error is bounded as the following lemma. The second error will be dealt with the interpolation arguments.
Proof. Denote 
By the properties of e −A 2 t and T k δt , the priori estimates of Y N and Z N and Lemma 4.2, the first term is estimated as for small ǫ > 0, γ < 3 2 ,
Similarly, by using the Talyor formula and the mild form of X N , we have
Then the smooth effect of e 
Similarly, we have
From the stochastic Fubini theorem, the Burkholder-Davis-Gundy inequality and Hölder inequality, it follows that for p ≥ 2,
Due to the continuity of Z N and Y N and Sobolev embedding theorem, we obtain for small ǫ > 0,
Combining (20) and the above regularity estimates, we complete the proof.
Similar arguments yield the following estimate in the negative Sobolev space.
Next, we show the optimal regularity of Y N k and the optimal convergence analysis of 
By using the a priori estimates of Y 
which completes the proof by the Hölder inequality.
Based on the interpolation method, Lemmas 4.6 and 4.7, we obtain the following convergence result. 
Together with Lemmas 4.5, 4.6 and 4.7, we obtain
2 ), N ∈ N + and p ≥ 1. There exist δt 0 ≤ 1 and C(X 0 , T, p) > 0 such that for any δt ≤ δt 0 , N ∈ N + , we have
Proof. Notice that
By using Lemma 4.5, Proposition 4.2 and Theorem 4.1, we complete the proof.
We also remark that the interpolation approach is also available for the numerical analysis on the strong convergence rates of the finite element method and the implicit Euler method for Eq. (1) and will be studied further.
Application to the cases of general noise and high dimension
Now we extend this approach to study the cases of general noise and high dimension. For convenience, we assume that γ ∈ (0, 4]. In the case that d = 1,
< ∞, we assume that Q commutes with A or γ > 1 2 . The result of the case γ > 4 is similar, we omit the details.
and p ≥ 1. In addition, assume that Q commutes with A or γ > 
and
Proof. The conditions on Q and A ensure that
According to (9) and the proof of Proposition 3.1, we have
Now it suffices to deduce the optimal regularity of (I − L)Y . From the mild form of (I − L)Y (t) for Eq. (8), it follows that if γ < 2, then
By taking the p-th moment and making use of the a priori estimates of LY (s) L 6 , (I − L)Y (s) L 6 and Z(s) H γ , we finish the proof for the case γ < 2. For the case γ ≥ 2, repeating the above arguments and using similar arguments in the proof of Lemma 4.3, we obtain for a small ǫ > 0,
If γ ∈ [2, 4), from the estimate of (I − L)X(s) H β , β < 2, it only suffices to bound the moment of X(s) W 1,∞ . By the Sobolev embedding theorem, we have for some small ǫ 1 and any p ≥ 1.
If γ = 4, based on the above estimate for the case γ < 4, we only need to estimate X(s) W 2,∞ . By using the Sobolev embedding theorem, we obtain
Combining the estimates in all cases of γ, we complete the proof of the optimal spatial regularity estimate (24) . Now we are in the position to show the temporal regularity estimate (25) . It is known that for s ≤ t, γ ≤ 4,
Similar arguments in the proof of Proposition 3.2 yield that if γ < 2,
It suffices to prove that for the case γ ∈ [2, 4], we have
The mild form of (I − L)Y yields that for a small
By taking the p-th moment and using the a priori estimates of Y and Z, we get
where C(T, X 0 , p) is some positive constant and t ∈ [0, T ]. Furthermore, if Q commutes with A and γ > 
where C ′ (T, X 0 , p) is some positive constant and t ∈ [0, T ].
Proof. If Q commutes with A or γ > and that for γ ∈ [2, 4] ,
≤ C(X 0 , T, p)δt.
Then combining the proof of the arguments in Theorem 4.2 and Proposition 4.2, and the interpolation equality, we complete the proof. Based on the above regularity estimates, we give the following strong convergence error estimate of the proposed numerical scheme. Since the Sobolev embedding L ∞ ֒→ H 1 does not hold, the convergence rate of the numerical scheme by the interpolation approach is not optimal. Thus we need to make use of the regularity properties of exact and numerical solutions in this case. ≤ C(T, X 0 , p)δt 2 .
Then repeat the above procedures for spatial error estimate and the arguments in Theorme 4.2, we completes the proof.
