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Abstract
A new 2-D full-wave code has been developed to simulate ordinary (O) mode
reﬂectometry signals caused by plasma density ﬂuctuations. The code uses
the ﬁnite-diﬀerence time-domain method with a perfectly-matched-layer ab-
sorption boundary to solve Maxwell’s equations. Huygens wave sources are
incorporated to generate Gaussian beams. The code has been used to simu-
late the reﬂectometer measurement of the quasi-coherent mode (60−250 kHz)
associated with Enhanced Dα (EDA) H-modes in the Alcator C-Mod toka-
mak. It is found that an analysis of the realistic experimental layout is
essential for the quantitative interpretation of the mode amplitude.
1
1 Introduction
The reﬂectometer in the Alcator C-Mod tokamak is an O-mode amplitude
modulated (AM) reﬂectometer viewing along the mid-plane on the low ﬁeld
side of the magnetic axis [1] [2]. AM reﬂectometers use upper and lower
sidebands around the carrier frequency, f0 ± ∆f , to produce a diﬀerential
signal for density proﬁle measurement. Density proﬁles can be reconstructed
from the measured group delays dφ/df  [φ(f+∆f)−φ(f−∆f)]/2∆f . The
reﬂectometer has ﬁve channels at 50, 60, 75, 88, and 110 GHz. All these ﬁve
channels can be used for density proﬁle measurements. The 88 GHz channel
of the reﬂectometer also measures the signal of each sideband independently
for density ﬂuctuations studies. Reﬂectometry has been invaluable in iden-
tifying the quasi-coherent density ﬂuctuations (60 − 250 kHz in lab frame)
associated with Enhanced Dα (EDA) H-modes (references [1] – [4]). Recent
analysis has identiﬁed the quasi-coherent mode as responsible for much of
the particle transport in the plasma edge.
Reﬂectometry is now a widely used tool for interpreting the behavior of
plasma ﬂuctuations. However, there is an incomplete understanding of the
method and its limitations (for a recent review, see reference [5]). Various
two-dimensional (2-D) models have been developed to interpret reﬂectometry
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ﬂuctuation measurements in recent years (see [6] – [12]). The cutoﬀ density
of the 88 GHz microwave channel (nc = 0.96 × 1020 m−3) is usually in the
H-mode pedestal region, which has a sharp density gradient (density scale
length ≤ 0.5 cm) and WKB approximation may fail. The quasi-coherent
ﬂuctuations have a poloidal wavelength λ⊥  1 cm as measured by the phase
contrast imaging (PCI) system. PCI measures line-integrated density ﬂuctu-
ations along 12 vertical chords. This wavelength corresponds to λ⊥/wb  1,
where wb is the incidence reﬂectometry microwave beam 1/e intensity half
width. A model including the beam proﬁle, plasma proﬁle and curvature
must be used to conﬁdently interpret these reﬂectometer measurements.
A new code based on an earlier 2-D full-wave code (Maxwell code) [6]
has been developed. The Maxwell code ﬁrst demonstrated the importance
of 2-D eﬀects in interpreting reﬂectometry measurements. The new code
incorporates additional electro-magnetic ﬁeld computation techniques and is
able to deal with Gaussian beam incidence and real plasma geometry.
We discuss the computation techniques used in the new 2-D full-wave
code, and show simulations of the quasi-coherent ﬂuctuations based on 2-D
realistic geometry and an experimental density proﬁle from an EDA H-mode.
Simulation results are also compared with experimental observations.
3
2 Computation techniques
The 2-D full-wave code discussed in this paper has been developed based on
an earlier code [6] to simulate O-mode (
E = Ez(x, y)
ez ‖ 
B) reﬂectometer
ﬂuctuation signals. We start from the normalized Maxwell’s equations in the
cold plasma approximation:
∂Hx
∂t
= −∂Ez
∂y
(1)
∂Hy
∂t
=
∂Ez
∂x
(2)
∂Jz
∂t
=
ne
nc
πEz (3)
∂Ez
∂t
= −4πJz + ∂Hy
∂x
− ∂Hx
∂y
(4)
where, 
ey is the vertical (poloidal) direction and 
ex is the horizontal (radial)
direction. Lengths are normalized to the vacuum wavelength of the incident
beam, λ0 (λ0 = 0.34 cm for 88 GHz microwave), times are normalized to the
microwave period, τ0 = 1/f0. The critical density, nc, is (f0/89.8)
2×1020 m−3
with f0 in GHz.
The computation domain setup is illustrated in Figure 1. We use the
standard ﬁnite-diﬀerence time-domain (FDTD) method as in [6] to calculate
electric and magnetic ﬁelds. The grid size ∆x = ∆y = 0.1λ0 and time
step ∆t = 0.05τo are used in order to obtain adequate precision and ensure
computational stability.
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Instead of a radiative boundary, as used in the Maxwell code, the new
code uses a perfectly-matched-layer (PML) as the absorption boundary [13].
Numerical tests show that the constructed PML in our code has a reﬂection
coeﬃcient less than 0.1% for incidence angles up to 830. Waves with near
grazing incidence to one side of the boundary are actually absorbed in other
sides of the PML. The PML ensures the reliability of long-time scale full-wave
simulation.
We use the Huygens sources technique [14] to generate the incident Gaus-
sian beam and also to separate reﬂected waves from the total ﬁelds in Maxwell’s
equations. A closed surface, Huygens surface, is constructed around the
plasma (see Figure 1). By analytically calculating the incident ﬁelds, 
Einc
and 
H inc, that would exist on the Huygens surface in the absence of plasma,
we determine the Huygens source current densities on the surface, 
Mh =
−
n × 
Einc and 
Jh = 
n × 
H inc, where 
n is an inward unit vector normal to
the surface. The ﬁelds inside the Huygens surface generated by 
Mh and 
Jh
are total ﬁelds, but the ﬁelds outside the Huygens surface are the outgoing
reﬂected waves only. In order to generate a Gaussian beam, we analytically
calculate 
Mh and 
Jh using the beam waist radius (1/e intensity radius) wb,
the distance from beam waist to plasma d and beam propagation angle θb,
where wb  2.2λ0, d  40λ0 and θb = −50 relative to +
ex for the Alcator
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C-Mod reﬂectometer. The Gaussian beam approximation is valid since the
plasma is in the far ﬁeld radiation region of the launch horn antenna.
The detected reﬂectometer signal is modelled as the integral of the com-
plex Ez across the receiving horn aperture after passing through a horn direc-
tivity ﬁlter. For the Alcator C-Mod reﬂectometer, the receiving horn views
at an angle of +50 relative to +
ex. The horn is modelled with 24 dB gain,
that is, the peak sensitivity is 102.4 times that of a 4π solid angle average.
The plasma is assumed to be static for each run of the simulation, and
the simulation time is long enough so that steady state is reached. The re-
ﬂectometer responses are the combination of many runs with identical initial
beam conditions but diﬀerent plasma ﬂuctuation phases.
3 Simulation of Alcator C-Mod reflectome-
ter:
The simulation has been performed based on the Alcator C-Mod reﬂectome-
ter geometry and experimental density proﬁle to study the measurement of
the quasi-coherent density ﬂuctuations in the EDA H-mode.
3.1 Simulation parameters
Figure 2 shows a typical EDA H-mode discharge. The Dα enhancement starts
at t  0.70 s shortly after the L-H transition at t  0.69 s. We use a tanh
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ﬁt for the experimental density proﬁle derived from a high spatial resolution
visible continuum array [15] (Figure 3):
n0(x, y = 0) = 0.8nc
[
1 + 0.025x/λ0 + tanh
(
x− 10λ0
2λ0
)]
(5)
where, x = 0 is the model plasma edge at the mid-plane (y = 0), and the
critical density nc = 0.96 × 1020 cm−3 for 88 GHz microwave. We use a
circularly shaped density proﬁle with the center at XP = 45λ0. The radius
of curvature, Xp, is estimated from EFIT reconstructed ﬂux surfaces.
A poloidal ﬂuctuation with λ⊥ = 4λ0 is introduced to model the quasi-
coherent density ﬂuctuations:
n˜coh(x, y)/n0 = η × exp
[−(x− 9.5λ0)2] cos (2πy/λ⊥ + φf) (6)
where, η is referred to as the quasi-coherent ﬂuctuation level n˜/n and φf is the
ﬂuctuations phase. The actual form also includes the plasma curvature. The
ﬂuctuation radial shape for x > xc  10λ0 is unimportant due to insigniﬁcant
microwaves penetration.
3.2 Simulation results
Figure 4 shows part of the computation domain with Ez contours and the
density critical layer for the realistic geometry simulation. The computation
domain is −17λ0 < y < 17λ0 and −42λ0 < x < 16λ0. The left Huygens
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surface is at x = −λ0. The Ez ﬁeld at x > −λ0 is the total ﬁeld of the incident
beam and the reﬂected waves while only reﬂected waves are propagating to
the left at x < −λ0. Interference patterns between the incident Gaussian
beam and reﬂected waves are clear for x > −λ0.
Figure 5 shows the phase response versus ﬂuctuation level for three dif-
ferent cases. ∆φ = φmax − φmin is the reﬂectometer phase response in one
period of the quasi-coherent mode. In the case of the 2-D full wave simulation
with plasma curvature, there is a nearly linear relation between ∆φ and η for
η ≤ 0.1. The 2-D full wave result without plasma curvature (slab geometry)
and a 1-D numerical calculation based on geometric optics are also shown.
The slab geometry result is smaller than that with curvature. The result
with plasma curvature is closer to the 1-D geometric optics calculation.
For real geometry, there is a limit of the mode amplitude that can be
measured by reﬂectometry. Asymmetry in the measured spectrum intro-
duces ellipticity in the complex plane of the reﬂectometer signals (Figure 6).
As the mode amplitude increases, the point (0, 0) may be enclosed by the
curve and the phase changes 2π for a ﬂuctuations period, which leads to the
phase runaway phenomenon [10] [12] [16]. For our simulation parameters,
phase runaway occurs at 0.125 < η < 0.15 as shown in Figure 6. For even
higher ﬂuctuations the linearity between the reﬂectometer phase and ﬂuctua-
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tion level breaks down due to large variations in the phase across the receiving
horn aperture even when no phase runaway exists. Figure 7 shows the phase
diﬀerence across the horn aperture for two ﬂuctuation phases φf = 0 and π
for diﬀerent ﬂuctuation levels η. For low ﬂuctuation level, the phase diﬀer-
ence is nearly constant across the aperture. For high ﬂuctuation levels, the
variation is large due to strong scattering. The reﬂectometer signal, which
is the integral of the Ez ﬁeld at the horn aperture after ﬁltering by the horn
directivity function, no longer linearly represents the ﬂuctuation level.
4 Experimental observations
A plot of the reﬂectometer phase response to the quasi-coherent mode in EDA
plasma versus PCI measured mode amplitude is shown in Figure 8. These
data are taken from 0.8 < t < 1.0 s for the discharge shown in Figure 2. PCI
signals are line-integrated density ﬂuctuations. Figure 8 shows a linear rela-
tion between the quasi-coherent ﬂuctuation levels in the reﬂectometer data
and the PCI signals. The ﬂuctuations levels are the integrated auto-spectral
densities around the coherent peak frequency, which occurs at ∼ 100 kHz in
this time period. The auto-spectral densities are calculated in a 2 ms time
window. We infer the ﬂuctuations level in Figure 8 to be 0.025 ≤ η ≤ 0.05
based on the simulation result for 2-D geometry with plasma curvature (Fig-
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ure 5). It is comparable to the level n˜/n ∼ 0.02− 0.04 estimated from PCI
measurement based on an assumed mode radial width ∆r  1 cm.
5 Conclusion
A new 2-D full-wave code has been developed to simulate O-mode reﬂectom-
etry with realistic geometry. The reﬂectometer measurement of the quasi-
coherent mode associated with the EDA H-mode has been studied using the
code based on Alcator C-Mod reﬂectometer parameters and a typical plasma
proﬁle. At low ﬂuctuation amplitudes, the reﬂectometer phase can correctly
represent the coherent ﬂuctuation level. Phase runaway is observed at some
ﬂuctuation levels. The linearity between reﬂectometer phase and ﬂuctua-
tion level breaks down at high ﬂuctuation amplitudes. The role of curvature
and receiving system geometry is shown to be critical for the quantitative
interpretation of reﬂectometry measurements, and leads to a result in broad
agreement with 1-D geometric optics for the EDA quasi-coherent mode at
low ﬂuctuation levels.
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Captions
Figure 1: The computation domain. The incident Gaussian beam is gen-
erated by sources on the Huygens surface. A perfect-matched-layer (PML)
is constructed as the absorption boundary. Outgoing waves near the receiv-
ing plane ﬁltered by a 2-D horn directivity function are used to model the
reﬂectometer measurement.
Figure 2: An Enhanced Dα H-mode discharge with 2 MW of ICRF heating
and 800 kA of plasma current. The plasma is in H-mode at 0.69 ≤ t ≤ 1.15 s.
The Dα enhancement starts at t  0.70 s shortly after the L-H transition.
Figure 3: The ne proﬁle derived from a high resolution visible continuum
array at t = 0.820 s of the discharge in Figure 2. The x-axis is shifted so that
n(x = 0) = 0 for the tanh ﬁt curve. The critical density nc = 0.96×1020 m−3.
The last closed ﬂux surface (LCFS) is also shown.
Figure 4: Electrical ﬁeld Ez contours at part of the computation domain
(−17λ0 < y < 17λ0 and −42λ0 < x < 16λ0). The critical layers are also
drawn with broken lines. Ez contours are drawn at
1
4
E0,
1
2
E0 and E0, where
E0 is the maximal incident Ez. The Huygens surface is at x = −λ0. No
ﬂuctuations in ﬁgure (a), while η = 0.025 in ﬁgure (b).
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Figure 5: Modelled reﬂectometer phase responses versus ﬂuctuation level.
∆φ = φmax− φmin is the reﬂectometer phase response over one period of the
quasi-coherent mode. The results without plasma curvature (slab) and a 1-D
numerical calculation are also shown.
Figure 6: Modelled reﬂectometer signal for one ﬂuctuation period in com-
plex plane. A0 is the incidence beam amplitude. Phase runaway occurs at
0.125 < η < 0.15 when point (0, 0) is enclosed by the curve. The linearity
between ∆φ and η is broken for higher ﬂuctuation levels.
Figure 7: The phase diﬀerence across the receiving horn aperture between
signals with φf = 0 and π. yhorn is the horn aperture center. For low ﬂuc-
tuation levels, the phase diﬀerence is nearly constant in the entire aperture.
For high ﬂuctuation levels, the variation is large.
Figure 8: Comparison of quasi-coherent ﬂuctuations levels measured by the
reﬂectometer versus PCI (0.8 < t < 1.0 s for the discharge in Figure 2). Data
are taken from time windows with low turbulence levels. A linear ﬁt is also
shown. The ﬂuctuations levels are integrated auto-spectral densities around
the quasi-coherent mode peak (∼ 100 kHz in this period).
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