Time-frequency analysis has recently undergone signi cant advances in two main directions: statistically optimized methods that extend the scope of time-frequency-based techniques from merely exploratory data analysis to more quantitative application, and generalized joint signal representations that extend time-frequency-based methods to a richer class of nonstationary signals. This paper fuses the two advances by developing statistically optimal detection and estimation techniques based on generalized joint signal representations. By generalizing the statistical methods developed for time-frequency representations to arbitrary joint signal representations, this paper develops a uni ed theory applicable to a wide variety of problems in nonstationary statistical signal processing.
Introduction
Many signal processing applications involve signals whose characteristics, deterministic or stochastic, change with time. Examples include radar, speech, communications, machine fault diagnostics, and geophysical and biomedical signal processing. Classical signal processing methods, based on stationary spectral analysis, are usually inadequate in such nonstationary scenarios.
Joint time-frequency representations (TFRs) provide a versatile set of nonparametric tools for the analysis and processing of nonstationary signals 1]. TFRs extend the fundamental concept of spectrum to nonstationary signals and facilitate a time-varying spectral analysis by representing signal characteristics jointly in terms of time and frequency. Although time-frequency-based techniques have shown a lot of promise in nonstationary signal processing, the use and development of new TFRs has been primarily geared towards exploratory data analysis: Using TFRs to provide a visual display of the time-varying spectral energy in the signal and then using this qualitative information as a starting point in further analysis/processing. Moreover, most techniques have been developed for deterministic, noise-free signal analysis. Most applications, on the other hand, involve noisy or random signals and often require detection, estimation or classi cation of certain nonstationary signal characteristics.
Recent work in statistically optimized time-frequency analysis has developed a promising theory for new techniques that go beyond exploratory data analysis and, for the rst time, enable TFRs to be fully exploited in real applications. These techniques include optimal nonstationary spectral estimation using TFRs 2, 3, 4, 5] and optimal quadratic detection using bilinear TFRs and time-scale representations (TSRs) 6, 7, 8] . Such statistical time-frequency-based techniques, by taking into account the e ect of random signals, noise and interference, have the potential of being successfully applied to real problems involving nonstationary signals. Some preliminary applications in machine fault diagnostics and biomedical engineering have been very encouraging 9, 10] .
Another recent advance in time-frequency analysis has been the development of a theory of generalized joint signal representations (JSRs) that extend the scope of TFRs to a broader class of nonstationary signals 1], 11]{ 19]. Generalized JSRs represent nonstationary signal characteristics in terms of quantities other than time and frequency (time and scale, for example) and have the ability to be \matched" to signals with radically di erent characteristics. For example, TSRs 20] such as the wavelet transform and the a ne class perform a \constant-Q" 1 analysis, and the hyperbolic class 21] is useful for \Doppler-invariant" analysis. Despite the proliferation of generalized JSRs, their development has again been primarily directed towards exploratory data analysis. However, to exploit generalized JSRs fully, statistical techniques need to be developed for their successful use in real applications.
In this paper, we fuse the two recent advances by developing statistically optimal detection and estimation techniques based on generalized JSRs. In particular, we extend the minimum mean-squarederror (mmse) estimation framework of 3] and the quadratic detection framework of 6, 8] to any arbitrary class of generalized bilinear JSRs. The result is a uni ed theory of quadratic detection and estimation techniques based on generalized JSRs that can be applied in a wide variety of nonstationary statistical signal processing scenarios. Not surprisingly, the optimal JSR estimators, being quadratic in the signal, depend on certain fourth-order statistics; the optimal JSR-based detectors, on the other hand, are characterized by second-order statistics. We rst provide a relevant description of the theory of generalized JSRs, and then develop the estimation theory followed by the detection framework.
Notation. All integrals are from ?1 to 1 unless explicitly labeled. All operators will be denoted by bold-faced letters. The only exception is the symbol that could represent either a kernel in Cohen's method or an operator in the covariance-based method.
A Brief Review of Generalized Theory
Throughout this section we assume that the signals of interest belong to L 2 (IR), the Hilbert space of niteenergy signals, equipped with the usual inner product 2 hx; yi Z x(t)y (t)dt : (1) Joint (bilinear) TFRs analyze signals in terms of time and frequency content and ideally should provide a measure of the time-varying spectral energy in the signal. A widely-used class of TFRs is Cohen's class 1] which can be characterized as (Cs)(t; f; ) = Z Z Z ( ; )s u + 2 s u ? 2 e ?j2 (u?t) e ?j2 f dud d ; (2) where s is the analyzed signal, and the two-dimensional (2d) kernel completely characterizes a particular where IF is the Fourier transform operator de ned as (IFs)(f) Z s(t)e ?j2 ft dt : (4) Another property of Cohen's class is that the TFRs are covariant to time and frequency shifts; that is, if we de ne the time and frequency shift operators as (T s)(t) s(t ? ) and (F s) e j2 t s(t), respectively, then (CT F s)(t; f; ) = (CF T s)(t; f; ) = (Cs)(t ? ; f ? ) : (5) Cohen's class is special in the sense that both the marginal and covariance properties are easily characterized.
Generalized JSRs extend the scope of TFRs to a richer class of signals by representing signal characteristics in terms of variables other than time and frequency. The idea is to represent signal characteristics in terms of variables that are better matched to a given class of signals. In existing literature, there are two main approaches to such generalizations: Cohen's general distributional method 1], and arbitrary JSR constructions based on covariance arguments 17, 18, 19 ]. Cohen's recent generalization is an extension of his original method (for TFRs) to arbitrary variables 1, 11]. Baraniuk also proposed a generalization based on group theoretic arguments 13] which was shown to be equivalent to Cohen's approach 15]. Although marginals are trivially characterized in Cohen's recipe, the covariance properties are neither guaranteed nor easily characterized. As we will see, covariance properties are crucial in a JSR-based detection framework and thus for such applications a covariance-based generalization is needed (the a ne class 20] was constructed using covariance arguments). In such generalizations, which have also been proposed recently 17, 18, 19] , the marginal properties become di cult to characterize except in well-known cases (such as the class of JSRs that are unitarily equivalent to Cohen's class of TFRs 12, 16, 18] ). We now provide a brief description of the two methods. Although we restrict our discussion to JSRs with respect to two variables, the results can be readily extended to more variables. The characteristic function, M, being the average (or expected value) of the function e ?j2 a e j2 b , can be computed directly from the signal using the quadratic form (Ms)( ; ) = M ( ; ) s; s (8) where M ( ; ) is a \characteristic function operator" corresponding to the function e ?j2 a e j2 b , an example being M ( ; ) = e ?j2 ( A? B) . The JSR, P, can then be recovered from (8) by using (7) . Since the operators A and B do not commute in general, there are in nitely many operator correspondences to the function e ?j2 a e j2 b , and together they de ne the entire class of JSRs with respect to the variables a and b. Since it is impossible to explicitly characterize all such correspondences, Cohen's has proposed a kernel method 1] that generates a whole class of JSRs by weighting a particular characteristic function, say M o , by a 2d kernel 3 (Ps)(a; b; ) = Z Z (M o s)( ; ) ( ; )e j2 a e ?j2 b d d ; (9) where, given a xed characteristic function M o , the kernel completely characterizes the class of JSRs. (10) analogous to joint probability density functions. The covariance properties, however, are neither guaranteed nor easily characterizable except in special cases. 24, 14, 19, 17] ; that is, the parameter set G is a group with the group operation de ned by 19, 17, 18] U (a;b) U (a 0 ;b 0 ) = U (a;b) (a 0 ;b 0 ) (within a phase factor) : (11) The appropriate covariance relation is the group operation; that is, the JSRs satisfy 19, 17, 18] ? PU ( is special in that it can be derived using either of the two methods.
Cohen's method

Optimum Estimation Framework
As mentioned in the Introduction, generalized JSRs can provide an accurate representation of a wide variety of nonstationary signal characteristics. Such information about the signal structure can be used for understanding the underlying physical mechanisms, or for further analysis or processing. However, in many applications the signal of interest is best modeled as random, and the signal measurements are often corrupted by noise or interference. In such practical nonstationary scenarios, the desired JSR of the signal of interest has to be estimated from corrupted observations. In this section, we develop optimal estimation techniques relevant in this context.
The theory that we develop is an extension of the minimum-mean-squared-error (mmse) estimation framework developed in 3] for Cohen's class of TFRs. As for notation in this section, we will denote random processes and random variables by uppercase letters, and deterministic signals, constants and particular realizations of random processes by lowercase letters. All integrals involving random functions will be interpreted as mean-square integrals 25].
Let X(t) and Y (t), t 2 T, be two random processes that we assume to possess nite fourth-order moments. In addition, we make the mild assumption that they have nite energy: Z T EjX(t)j 2 dt < 1 ; (14) and similarly for Y , where E denotes the expectation operator. Y denotes the underlying \desired" process whose nonstationary characteristics, as determined by a particular JSR, we are interested in estimating from the observed process X that is correlated in some way to Y ; for example, X could be a noise/interference corrupted version of Y .
We could be interested in two types of characteristics: Average characteristics that are the expected value of a particular JSR of Y , or realization-based characteristics that are the value of a particular JSR for each realization of the random process Y . Average characteristics measure the average distribution of signal energy as a function of the variables of interest, whereas realization-based characteristics measure the energy distribution of individual realizations of the process. Both types of characteristics expose the nonstationary structure of the process that is particularly matched to the variables of a given class of JSRs.
We now formulate the two estimation problems. Assume that we have chosen a class C of JSRs, corresponding to variables a and b, that is well-suited for processing the random processes X and Y . For example, for processes exhibiting a self-similar structure, the a ne class of TSRs may be used.
Average characteristics. The average characteristics of the desired process Y that we want to estimate are determined by the JSR, P( o ), where o is the characterizing kernel (Cohen's method) or operator (covariance-based method) that is chosen a priori 7 ; that is, Ef(PY )(a; b; o )g needs to be estimated from a realization of the observed process X. The class of estimators is the same class, C, of JSRs. The objective is to nd an estimator, equivalently a kernel or operator opt , that is optimal in the following mmse sense: (15) where d (a; b) = da db in Cohen's method and is the left Haar measure 26, 24] for the underlying group in the covariance-based method. Thus, the optimal estimator minimizes the mean-squared-error (mse), integrated over the a-b plane, between the desired expected JSR, Ef(PY )( o )g, and the estimate (PX)( ).
For example, the Wigner-Ville spectrum (WVS) 27, 28] (the expected value of the Wigner distribution) of the process Y may be estimated from a realization that is corrupted by 1=f-type noise, by using an optimal estimator from the a ne class of TSRs that perform a \constant-Q" processing appropriate for 1=f-type noise. Optimal WVS estimation using Cohen's class of TFRs was addressed in 3, 2].
Realization-based characteristics. Suppose that a JSR characterized by the kernel/operator r , the \reference" kernel, that we assume to have been chosen a priori 8 , generates useful JSRs for all realizations of the desired process Y . In this case, for each realization, y, of Y , we are interested in estimating the 7 The choice of o is, of course, a nontrivial problem, but it is tangential to the scope of the estimation framework. Our focus, in this section, is on optimally estimating a given JSR from corrupted observations. 8 See footnote 7. Same remarks apply to r.
JSR, (Py)(a; b; r ), from the corresponding realization, (16) Note that in this case we are interested in estimating the nonstationary characteristics of each realization of Y , individually, as opposed to the average characteristics over all realizations in the previous case. For example, in biological signals such as the electrocardiogram, each realization may carry useful information that has to be extracted from its nonstationary characteristics.
Having formulated the two estimation problems, we now characterize the optimal solutions in the two frameworks for generalized JSRs.
Optimal kernel solution in Cohen's method
The relevant characterization of JSRs in Cohen's method is (9) . We start by deriving the optimal kernel for estimating the average (expected) JSRs.
Average characteristics. Using the expression (9) for the JSRs in (15) , and using Parseval's relation, we get the following equivalent formulation for (15):
where we have interchanged the order of expectation and integration, which is justi ed if the integral in (17) is nite. 9 Since the integrand in (17) (20) B X ( ; ) = Efj(M o X)( ; )j 2 g ; (21) and S Y X is the support of B Y X ; that is, the set of points where jB Y X j is nonzero. Realization-based characteristics. Using similar arguments as above, the optimal kernel for realization-based estimation, solving (16) , is given by opt ( ; ) = We note from (19) and (22) that the optimal kernel depends on certain second-and fourth-order statistics of the processes: b B Y X and B X de ned in (23) and (21) depend on fourth-order statistics and B Y X de ned in (20) depends on second-order statistics. Also, the optimal estimator for average statistics e ectively depends on the statistics to be estimated. 11 However, the solution yields useful information about the structure of the optimal estimator that can be used to design estimators when only partial information, such as the supports of the expected ambiguity functions, is available 5]. It is also worth noting the similarity of the optimal kernel solution to the spectral domain Wiener lter solution for mmse estimation of a desired stationary process Y from a correlated stationary process X; B Y X and b B Y X replace the cross-spectral density of Y and X, and B X replaces the auto-spectral density of X. Finally, we note that the results presented in 3] (global estimation) are a special case of the above general results for Cohen's method.
Solutions for the covariance-based method
Characterization of the optimal estimators in the covariance-based method is slightly more involved compared to that for Cohen's method. For notational simplicity we de ne s (a;b) (t) (U (a;b) ?1 s)(t) ; t 2 IR ; (a; b) 2 G ; (24) for any signal transformed by U (a;b) ?1. The relevant equation in this method is (13) .
Average characteristics. Using (13) 
Recall that K is the kernel of the operator (see (27) ).
Realization-based characteristics. Using similar arguments as above, the optimal operator opt for realization-based estimation, solving (16) 
We again note from (31) and (34) that the optimal operator depends on certain second-and fourthorder statistics of the processes. Also, the characterization of the optimal operator in the covariance-based framework is a level more complex than that in Cohen's framework: the kernel of the operator is characterized via a linear integral equation as compared to the simple pointwise characterization in Cohen's method. 12 Example: Estimation using the a ne class. Let 
The optimal kernel for realization-based estimation is also characterized by the linear equation (44) 
We note that the optimal solution for the a ne class is simpler than the completely general solution. The operator kernel is de ned via an integral equation only in one variable; it is de ned pointwise in the other variable.
Local estimation
Thus far we have discussed estimation procedures that are global in the sense that the kernels/operators characterizing the JSRs are not a function of the variables a,b (analogous to the time-frequency invariant kernels in 3]). The optimality criterion, being the mse integrated over the entire a-b plane, also re ects the global nature of the problem. However, in some cases it might be more appropriate to allow the kernels to vary with the variables in order to better track the nonstationary structure of the processes. For example, in the case of TSRs, allowing the kernel to vary with time facilitates the TSR to be better matched to a possibly \time-varying Q" 13 of a process. We now brie y discuss such local estimation problems.
We start with local estimation of realization-based characteristics. The optimal a-b varying kernel/operator is one which solves the optimization problem 13 That is, the ratio of bandwidth to center frequency, of dominant signal components, is constant over frequency but changes with time.
where we note that the reference kernel 
Discussion
Sections 3.2 and 3.3 developed a mmse estimation theory based on generalized JSRs. The developed results allow optimal estimation of any JSR of a desired random process from realizations of a correlated random process. Procedures were developed for estimating both the expected value of the JSR or the value of the JSR for individual realizations. Since the theory applies to any class of bilinear generalized JSRs, the results allow optimal estimation of a wide variety of average and realization-based nonstationary characteristics of random signals form observations that are corrupted by noise and interference. Moreover, if two classes of JSRs have common members, the estimation of a JSR from the intersection of the two classes can be e ected by JSRs from either of the two classes. For example, the Wigner-Ville spectrum 27, 28] of a random process can be estimated using TFRs from Cohen's class or TSRs from the a ne class, since the Wigner distribution is a member of both classes. 15 The estimation theory encompasses generalized JSRs which analyze signals in terms of arbitrary variables of interest. Although the characteristics of such generalized JSRs are radically di erent from joint TFRs, in many cases, because of the fundamental importance of time and frequency, the nal objective is to obtain an estimate of signal energy as a function of time and frequency. This requires a remapping of the coordinates of the generalized JSR into time and frequency and is usually accomplished with a unitary axis transformation 12, 17] . Also, given a class of JSRs, a new class of JSRs having radically di erent properties can be de ned by unitarily preprocessing the signals to be analyzed 12, 15] . Although such input and output unitary transforms change the properties of a given class of JSRs, they are structurally equivalent to the original class of JSR via the principle of unitary equivalence 12, 16] . We now describe the e ect of such input and output unitary transforms on the optimal kernel/operator solutions.
Unitary equivalence. Suppose that we are given a class, C, of JSRs and consider a new class C 0 of JSRs that is unitarily equivalent to C via the unitary transformations U and V:
C 0 = fVPU : P 2 Cg :
How are the optimal estimators for C 0 related to those for C?
We rst examine the e ect of V. In global estimation, the postprocessing unitary transformation V has no e ect on the design of optimal estimators. The reason is that, by de nition of unitarity, 
where and 0 are the appropriate measures for the spaces to which the JSRs belong, and thus the optimality criteria (15) and (16) opt is the optimal kernel for the post-warped class C 0 = VC. Thus, the performance of the local estimators is not a ected by the warping V either; only the variation of the optimal estimator as a function of the variables is altered in a one-to-one fashion. Note that remapping of arbitrary variables into time and frequency is accomplished precisely through such an axis-warping transformation V 12, 17] .
The e ect of the preprocessing transformation U is simply determined by the altered form of the various statistics that are required for computing the optimal estimators. More precisely, the various statistics B Y X , b B Y X , B X , G Y X , b G Y X and G X de ned in (20) , (23), (21), (33), (35) and (32), respectively, and those used in the local estimation equation (52), are computed by replacing X and Y with UX and UY .
Optimum Detection Framework
Linear TFRs and TSRs have been used extensively for detecting transient, nonstationary signals in the presence of additive noise; the short time Fourier transform (STFT) and the wavelet transform (WT) are widely used in narrowband and wideband radar, respectively, for detecting deterministic targets with unknown range and velocity. The key observation in such TFR/TSR-based detectors is that the signal parameters (range/velocity) naturally correspond to the variables of the JSR (time-frequency shifts and time-scale shifts). However, a major limitation of linear TFRs/TSRs is that they constitute optimal detectors only for deterministic signals with possibly unknown phase or random amplitude. Quadratic TFRs/TSRs, on the other hand, facilitate optimal detection of arbitrary nonstationary random signals, with certain unknown parameters, in Gaussian noise 6, 8] .
Such unknown or random nuisance signal parameters are encountered commonly in practice. For example, in machine fault diagnostics, the faults occur at unknown time-o sets and often exhibit unknown modulations 9]. In other applications, such as sleep data classi cation, our experience has shown that scaling parameters also seem relevant. In general, however, due to the variety of nonstationary signals encountered in practice, the variables of time, frequency and scale are not adequate for accurately representing all such nuisance signal parameters.
Generalized JSRs provide the ability of detecting signals with parameters that are more general than time-frequency or time-scale shifts. Essentially, time-frequency or time-scale shifts are unitary operations, and generalized JSRs facilitate the detection of signals that have undergone more general parameterized unitary transformations; the parameters of the unitary transformation constitute the unknown (or random) signal parameters. This observation, and we will elaborate upon it later, makes the covariance-based approach the appropriate vehicle for the JSR-based detection framework. The underlying unitary transformations may model the e ect of channels or systems that produce nondissipative (energy preserving) signal distortion.
In this section, we develop an optimal detection framework based on JSRs that is a generalization of the theory developed in 6, 8] for TFRs and TSRs. For each class of covariance-based JSRs, we characterize the corresponding class of detection problems for which such JSRs constitute canonical detectors. We also explicitly characterize the form of the corresponding JSR-based detectors. The structure of the JSR detectors yields a useful subspace-based formulation in terms of linear JSRs which we discuss as well. We start with a brief review of relevant detection theory.
Classical detection theory
We consider the following binary hypothesis testing problem: H 0 : x(t) = n(t) H 1 : x(t) = as(t) + n(t) (57) where t 2 T, the observation interval, x is the observed signal, s is the signal to be detected, n is additive noise and a is a positive parameter. Based on the observed signal x, it has to be decided whether the signal is present (H 1 ) or not (H 0 ). The optimal decision is made by comparing a particular real-valued function of data, L(x), called the test statistic, to a threshold.
We are interested in JSR-based detectors and will be restricting our attention primarily to quadratic JSRs (as opposed to linear ones) because they can realize a richer class of detectors (we will brie y discuss linear JSR-based detectors as well). In this context, a key observation is that a quadratic JSR, say (Px)(a; b), realizes a quadratic function of the observed signal, x, at each (a; b) location. Thus, for optimal JSR-based detection, we focus on scenarios in which the optimal detector is a quadratic function of the observations. And, in order to exploit the degrees of freedom in a JSR (the ability to realize a di erent detector at each (a; b) location) we resort to composite hypothesis testing scenarios which involve certain nuisance signal parameters. 16 It is well-known that for detecting a Gaussian signal in Gaussian noise, the optimal test statistic is a quadratic function of the observations 25, 32] . The locally optimal test statistic for detecting a weak arbitrary second-order signal in Gaussian noise is also quadratic 25, 32] . We thus focus attention on these two detection scenarios 17 and assume that both s and n are zero-mean and independent of each other, n is a complex Gaussian processes characterized by the correlation function R n (t 1 ; t 2 ) = E n(t 1 )n (t 2 )], and s has nite second-order statistics characterized by R s (t 1 ; t 2 ); that is, E n(t 1 )n(t 2 )] = E s(t 1 )s(t 2 )] = 0 for all t 1 ; t 2 2 T. 18 Case I. Arbitrary Gaussian signal in white Gaussian noise. a = 1, s is Gaussian, and n is white with its real and imaginary parts independent and of equal power spectral densities so that R n (t 1 ; t 2 ) = N 0 (t 1 
in the case of detecting an arbitrary second-order signal in Gaussian noise, where E i denotes the expectation given that the i-th hypothesis is true.
Composite hypotheses
Recall that a JSR, (Px)(a; b), can realize a quadratic function of the observation, x, at each (a; b) location.
To exploit these degrees of freedom, we consider composite hypothesis testing scenarios in which, under H 1 , the signal, s, has two parameters that may be associated with the variables of the JSR; that is, the two hypotheses are H 0 : x(t) = n(t) H 1 : x(t) = as(t; ; ) + n(t)
17 Our development will show that certain composite hypothesis generalizations of these scenarios are naturally suited to JSR-based detectors. 18 Such processes exist 33] and are sometimes referred to as \circular." We also assume that perfect detection is not possible which, in particular, implies that the test statistics (58) and (60) Random parameters. For situations in which the parameters ( ; ) are random with known joint pdf, p( ; ), the optimal test statistic is di cult to compute analytically. Thus, in this case we propose the following suboptimal \MAP GLRT detectors " 8] in which the maximum a posteriori probability (MAP) estimate of ( ; ) is used in the GLRT:
O (x) + log p( ; ) and R n ). Since (65) is a quadratic form, if the parameters ( ; ) could be identi ed as the variables (a; b) of a class of JSRs, the various detectors could be easily and e ciently realized using those JSRs. So, the question is how should the signal s depend on the nuisance parameters ( ; ) so that they naturally correspond to the JSR variables (a; b)?
The covariance-based formulation is canonical for characterizing the appropriate signal dependence on the parameters. By equating the quadratic form (65) for the test statistics with the characterizing quadratic form (13) for covariance-based JSRs, we nd that for a given class of JSRs, characterized by the unitary operator U (a;b) in (13), the quadratic test statistics can be naturally realized by the JSRs if and only if the operator Q ) results in the requisite parameter dependence for the signal correlation function, but translating it into the dependence of the signal itself is fairly complicated, in general, and does not yield useful, meaningful answers. The covariance-based approach, however, naturally yields a meaningful signal model as evident from our discussion in the next section.
Signal model for JSR-based detectors
Recall from the form of the test statistics (58) , and detection and parameter estimation of hyperbolic chirps is discussed. 26 Our framework, based on the above proposition, provides a natural setting for optimal detection of arbitrary nonstationary random signals with unknown (or random) scale and hyperbolic time-shift parameters.
Similarly, the power class of TFRs 36] can be used for optimal detection of random signals that have undergone scale changes and \power time-shifts". Optimal detection frameworks based on Cohen's class and the a ne class, corresponding to the unitary operators U (t;f ) = T t F f and U (t;c) = T t D c , respectively, were developed in 6, 8].
Discussion
Composite quadratic hypothesis testing provides a general framework for optimal detection of random signals with a few uncertain nuisance parameters. Generalized JSR-based detectors impose a structure on the nuisance parameters that is relevant from a practical viewpoint, and provide a natural setting for implementing the optimal detectors based on a GLRT.
The Proposition in the last section encapsulates the main results of the JSR-based detection framework. We showed that in the composite hypothesis testing framework, the covariance-based method is U (a;b) ), just as the STFT and WT are covariant to time-frequency and time-scale shifts, respectively. Moreover, the linear transform T is the optimal matched lter for detecting the unitarily transformed deterministic signal, g (a;b) U (a;b) g, in additive Gaussian noise.
The JSR detector in (80) is then simply a weighted sum of the magnitude-squared outputs of a bank of linear a-b transforms corresponding to the eigenfunctions u k 's. 27 This yields a subspace-based interpretation of 25 As an extension of 31]. 26 An extension to generalized chirps is presented in 35] . 27 This structure in terms of linear transforms also suggests a natural implementation.
the JSR-based detectors: Essentially, (80) shows that the detection of any signal is accomplished by taking a weighted (nonlinear) projection onto the subspace spanned by the eigenfunctions of the signal correlation function. If the signal correlation function is rank-1, then the quadratic detector is e ectively reduced to the magnitude-squared output of a linear detector (matched lter). The e ect of the unknown or random parameters is taken into account by using the ML or MAP estimates of the parameters. In fact, the point (a; b) at which the maximum occurs in (74) is actually the ML/MAP estimate of the parameters.
Unitary equivalence. We now brie y discuss the relationship between classes of JSR-based detectors that are unitarily equivalent to each other. That is, given a class, C, of covariance-based JSRs, covariant to the family of unitary operators U (a;b) , we are interested in characterizing the detectors corresponding to any unitarily equivalent class, C 0 , as de ned in (53), for a given preprocessing transformation U and postprocessing transformation V. We restrict V to be an axis-warping transformation because the purpose of a postprocessing transformation is mostly to remap the arbitrary coordinates into time and frequency.
We rst analyze the e ect of U. As far as the e ect of V is concerned, the class C 0 = VC is still covariant to the operator U (a;b) , albeit with a covariance relation that is induced from (12) via V 14, 17, 18] . And thus, the underlying class of signals for which the JSRs constitute canonical detectors does not change; only the relationship between the parameters of the signal and the variables of the JSR is modi ed in an invertible fashion. It follows that the detection characteristics of the C 0 -based detectors are also the same as those of the original C-based detectors. Hence, the e ect of the postwarping transformation, V, is of no consequence in the detection framework.
Conclusions
Spurred by the interest in time-frequency-based techniques for nonstationary signal processing, recent research in time-frequency analysis has produced two major advances: a substantial theory for statistically optimal time-frequency techniques and a comprehensive theory for generalized joint signal representations. The theoretical developments in statistical time-frequency analysis provide new time-frequency methods that go beyond merely exploratory data analysis and, for the rst time, enable TFRs to be fully exploited in real situations. The theory of generalized JSRs facilitates nonstationary signal processing that, compared to conventional time-frequency analysis, can be well-matched to a broader class of nonstationary signals. This paper fuses the two advances by developing optimal detection and estimation techniques based on generalized JSRs, thereby producing a uni ed theory applicable to a wide variety of problems in nonstationary statistical signal processing.
By virtue of the estimation theory, any bilinear JSR of a signal of interest can be optimally estimated from an observed snapshot that is corrupted by random noise and/or interference. The signal of interest may itself be random, and the theory facilitates optimal estimation of both the expected value of the JSR (average statistics) and its value for each realization (realization-based statistics). Moreover, since the theory applies to any class of bilinear generalized JSRs, it provides optimal estimation of virtually any type of quadratic nonstationary statistics. Because of the demonstrated interference-suppression ability of TFR-based estimators 3, 39], we expect the generalized JSR-based estimators to possess that ability too.
The JSR-based detection theory provides optimal detection of noise-corrupted random signals that have undergone certain parameterized unitary transformations; the unitary transformations may model a variety of nondissipative signal distortions that give rise to a few uncertain signal parameters. Each such family of unitary transforms de nes, on one hand, a class of JSRs covariant to the unitary transforms, and on the other, a corresponding class of random signals for which those JSRs constitute canonical detectors. Such random signals, with a few random or unknown nuisance parameters (determined by the unitary transform), can serve as useful models in many applications such as machine fault diagnostics and biomedical signal classi cation. The special cases of TFR-and TSR-based detectors, that are also directly applicable in narrowband and wideband radar, respectively, were discussed in 8, 6] .
The form of the quadratic JSR-based detectors yields a very interesting and useful subspace-based interpretation in terms of corresponding linear JSRs. Following the approach in 8, 6] , this interpretation can be exploited to design optimal detectors based on partial signal information when only the eigenfunctions of the signal correlation function are known: ML estimates of the eigenvalues are used to determine such optimal detectors.
As is the case in most statistically optimal methods, the techniques developed in this paper require exact knowledge of certain statistics: Certain second-and fourth-order statistics for estimation, and secondorder statistics for detection. Due to the nonstationary nature of the signals involved, we cannot resort to asymptotic results as in the stationary case. Thus, an immediate issue of critical importance is the estimation of such statistics when they are not known a priori, or the development of techniques that do not assume such a priori knowledge. 28 A particular scenario of signi cant practical importance, in which such issues may be successfully handled, is when multiple realizations are available.
Finally, although the detection and estimation theories have been developed independently, it is conceivable that in more complex problems involving detection in the presence of a multitude of interference signals and noise, a fusion of the two techniques might yield promising results by preprocessing the observed data using estimation techniques to suppress interference, and then applying the detection procedures. Such, possibly suboptimal, combination of detection and estimation techniques may be necessary, and possibly fruitful, in complex real-world applications.
