Advances in bioinformatics have contributed towards a significant increase in available information. Information analysis requires the use of distributed computing systems to best engage the process of data analysis. This study proposes a multiagent system that incorporates grid technology to facilitate distributed data analysis by dynamically incorporating the roles associated to each specific case study. The system was applied to genetic sequencing data to extract relevant information about insertions, deletions or polymorphisms.
Introduction
Advances in genetic sequencing have made it possible to carry out massive sequencing and to perform studies on genetic sequencing in multiple patients [2] [3] . One area of medicine in its height of development and fundamental in the application of techniques that facilitate the automatic treatment of data and the extraction of knowledge is genomics. This increase in information has made it necessary to create systems that can perform a distributed analysis of information and be adapted to different types of analysis such as with genetic sequencing. The development of distributed applications and parallel computing currently requires the use of complex software and libraries [7] , while some, such as MPI and CUDA [8] , even use combinations of libraries. It has become necessary to develop systems that facilitate the creation of distributed systems that allow the distributed implementation and execution of different types of analyses+ by applying technologies such as grid computing [6] .
The rise in bioinformatics, primarily following the emergence of microarrays and sequencing in particular, has made it possible to generate great volumes of information [5] . With the appearance of expression arrays, specifically BAC arrays and more importantly Exon arrays [5] , it became necessary to create systems that would allow the distributed analysis of information to improve the output of algorithms. The use of NGS (next generation sequencing) has noticeably increased the amount of information, which has in turn led to an improvement in output and a reduction in execution time. As a result, it has become necessary to create systems that facilitate the management of distributed systems. These systems must facilitate the creation of algorithms that are executed in a distributed way, which enables the dynamic generation of control flows.
This study proposes the use of multiagent systems [9] capable of distributed execution performed by the integration of grid technology [6] . The multiagent system integrates agents to manage the roles in the case study that is being carried out. Within the context of this study, the proposed system focuses on detecting relevant patterns and mutations, insertions, deletions or polymorphisms, within the sequence data taken from patient samples provided by the Cancer Institute of the University of Salamanca. The analysis of sequencing data requires various types of processes: i) assembly [4] ii) alignment [4] and iii) knowledge extraction [5] in order to analyze sequence data. The Cancer Institute of the University of Salamanca is striving to develop tools to automate the evaluation of data and to facilitate the analysis of information. This proposal is a step forward in this direction and the first step toward the development of a multiagent system. This article is structured as follows: section 2 reviews the state of the art in genetic sequencing; section 3 presents the state of the art of multiagent systems and virtual organizations section 4 presents the proposed architecture and adapts the architecture to the case study; section 5 presents the results and conclusions.
Massive Analysis and Sequencing
Sequencing began in the 60s, although it was not until the 80s and the Sanger method [4] that gene and genome sequencing emerged. The sequencing process was a laborious manual process; following the development of automated sequencing in the late 80s the volume of information increased dramatically. The process of separating DNA fragments with automated sequencing was initially performed with gel electrophoresis [1] , subsequently replaced by capillary electrophoresis [1] , after which pyrosequencing [1] was developed. There are currently various types of NGS with different capabilities in base pairs. Zhang et al. [4] describe the different manufacturers. The length of the fragments of the base pairs can vary according to the sequencing used, from 25 bp to the 500 bp used with sequencing by the Roche company, which can perform denovo sequencing [4] . In the near future, the length of sequenced base pairs is expected to increase considerably; in fact, new research in techniques has developed SMRT (single molecule real time) sequencing, which can achieve 10,000 bp, facilitating the processes of new genome assembly and sequencing.
The human genome is estimated to be about 3,000 million base pairs long and contain around 25,000 genes [10] . Consequently, sequencing genome fragments of 500 bp at a time is costly and requires computational techniques that can join contig fragments to generate the complete genome. Sequencing is not usually applied to just any part of the genome; instead, specific exon sequences corresponding to the DNA code are selected. Exons are the part of the DNA that is represented in the messenger RNA. The regions that are transcribed in the messenger RNA can later be converted into proteins [11] , hence the relevance of its analysis and the detection of variants.
The study of variations in the coded regions is of vital interest in determining changes in proteins. Detecting these changes permits an improvement in diagnosis and treatment since proteins regulate the biological behavior of animal [18] and plant [17] organisms. The process of detecting variants requires the application of various algorithms that can compare the sequence data of one patient with a reference genome. The process of analysis is usually carried out by following these steps: assembly, alignment with the reference genome, and analysis of the variations detected. The processes of both assembly and alignment have been widely researched, resulting in the existence of many algorithms [4] . However, there are no semi-automated processes to facilitate the analysis of the detected variations. As a result, the process is performed manually by searching different data bases, making it quite costly with regards to both personnel and time.
Virtual Organizations and Multi-Agent Architectures
Nowadays, having software solutions at one's disposal that enforce autonomy, robustness, flexibility and adaptability of the system to develop is completely necessary. The dynamic agents organizations that auto-adjust themselves to obtain advantages from their environment seem a more than suitable technology to cope with the development of this type of system. These organizations could appear in emergent or dynamic agent societies, such as grid domains, peerto-peer networks or other contexts where agents dynamically group together to offer compound services. However, although on a theoretical level, technology seems to be able to allow the development of this new kind of system, it is still necessary to investigate theories, models, mechanisms, methods and tools in order to develop systems with reorganization capabilities that provide them with the ability to adapt themselves to environmental changes.
Multi-agent systems are characterized by being autonomous, reactive, proactive, socially skilled, etc., [19] and therefore are perfectly suited for creating organizational models in which each agent can send and receive messages with an individual, organization or actor in the real society that is being modelled [20] . Additionally, the interaction between agents can correspond to interactions existing in the real world [20] . Once the model has been established, a simulation is initiated and the system's behaviour is observed. If the agents possess adequate learning and adaptation capabilities, it is possible to obtain knowledge and detect behavioural patterns. There are many agent-based social simulation models that try to analyze different social phenomena [22] [20] . Schelling [21] carried out the first agent-based social simulation in which each person was represented by an agent and the interaction between these agents represented relevant social processes. Epstein and Axtell [22] developed the first large-scale agent-based model, Sugarscape, which allows entire societies to be modelled and different social processes such as death, sickness, sex, reproduction, culture, conflict, war, etc., to be observed. Nevertheless, there is still much work to be done, especially in the field of automated re-organization of virtual organizations [20] . In the framework of this research, we are especially interested in organizations characterized by the need of classification of massive amounts of data and the integration of multi-agent systems and web services can be highly recommended for this.
The integration of multi-agent systems with SOA and Web Service approaches has recently been explored [3] . Some developments are centred on communication between these models, while others are centred on the integration of distributed services, especially Web Services, into the structure of the agents. Oliva et al. [23] have developed a Java-based framework to create SOA and Web Services compliant applications, which are modelled as agents. Communication between agents and services is performed by using what they call "artifacts" and WSDL (Web Service Definition Language). Shafiq et al. [24] propose a gateway that allows interoperability between Web Services and multi-agent systems. Liu et al. [25] propose a multi-agent architecture to develop inter-enterprise cooperation systems using SOA and Web Service components and communication protocols. Walton et al. [27] present a technique to build multi-agent systems using Web Services, defining a language to represent the dialogs among agents. There are also frameworks, such as Sun's Jini and IBM's WebSphere, which provide several tools to develop SOA-based systems. Jini uses Java technology to develop distributed and adaptive systems over dynamic environments. Rigole et al. [26] have used Jini to create agents on demand in a home automation system, where each agent is defined as a service in the network. WebSphere provides tools for several operating systems and programming languages. However, the systems developed using these frameworks are not open at all because the framework is closed and services and applications must be programmed using a specific programming language that supports their respective proprietary APIs (Application Programming Interface).
These alternatives have been explored as possible solutions for virtual organizations based on data analysis. We can find several works in bioinformatics that mix the multi-agent system for example in data analysis [28] [32], genomic analysis [29] or in the genomic annotation [30] [31]. Gird computing is commonly used in the bioinformatics, we can see several studies about grid computing in the state of the art of [33] . The use of grid computing and multiagent system is recently studied to develop the load balancing [34] but the objective of the work is to create a multi-agent system to manage the workflow execute in the grid.
These alternatives have been explored as possible solutions for virtual organizations based on data analysis. It is possible to find several works in bioinformatics that use multi-agent systems. For example in data analysis [28] [32], genomic analysis [29] or in the genomic annotation [30] [31] . Grid computing is also commonly used in the bioinformatics. It is possible to find several studies about grid computing in the state of the art of bioinformatics [33] . The use of grid computing and multigent systems has been recently proposed to perform load balancing [34] , but the objective of this work is diferent: to create a multi-agent system to manage the workflow execute in the grid. In this sense, the work presented in this paper can be considered as innovative.
Proposed SMASasGC Architecture
Bioinformatic data analysis requires different processes and algorithms that vary according to the data recovered. Nevertheless, these different types of analyses all share a common characteristic, namely the high computing cost involved. It has become necessary to develop systems that facilitate the efficient development of distributed systems. In order to analyze distributed data in an efficient manner, grid technology [6] and multiagent systems [9] are integrated to produce a high performance hybrid architecture. The architecture created for this study contains three separate layers: the coordination layer contains agents assigned to maintain the algorithms specific to the case study; the control layer contains agents responsible for controlling the grid; and the specialization layer contains the agents and the processes specific to the case study. Figure 1 displays the agents that correspond to the coordination and control layer. These layers are independent of the case study, allowing their functionality to be reused. The coordination layer includes the administrator, analysis, workflow and directory facilitator agents. The administrator agent is in charge of storing and controlling project data for their subsequent analysis. Each project contains information about the flow of analysis and the results obtained by the applied algorithms. Additionally administrator agent includes all associated roles including the status of the project process, launched tasks, and the type of data associated with the different case studies. The analysis agent is in charge of recovering previous flows of analysis and storing new flows of analysis that may be used to recommend flows of execution with similar data. The workflow agent is responsible for creating new flows of execution based on existing algorithms for different types of analyses. Finally, the directory facilitator (DF) stores and administers existing algorithms for each of the possible types of analysis; its functionality is similar to that of a web services DF.
The control layer includes the agents responsible for controlling the state of execution for the grid. The dispatcher, hardware and controller agents are available in this layer. The dispatcher agent is in charge of recovering and distributing tasks between the nodes. The hardware agent controls machine resources available on the grid. The controller agent controls the machine load level to control the state of execution for the machines containing grid.
The specialization layer is composed of agents and processes that are executed in the grid nodes. These processes and agents are specific to each case study and are responsible for defining the hardware needs for their execution, and breaking the tasks down into subtasks that are sent to the dispatcher.
The different system agents are distributed according to the layers and the connections that each type of agent can make with the other types of system agents and services. For example, in order to carry out its task, the workflow agent at the administration layer uses a specific sequence to select agents from the analysis layer. In turn, the analysis layer agents select the process that are necessary to carry out the data study: the filtering agent at the analysis layer selects from the services and workflow that are appropriate for the data.
The figure 2 shows the functionality of the system. Basically, the administrator agent creates a project and stores the flow to analyze the data, the agents of the specialization layer break the tasks into subtasks that are sent to the dispatcher. Dispatcher agent distributes the task among the node and the nodes execute the tasks.
Sequence Analysis
The process of sequence data analysis varies according to the results that one wants to obtain. It normally requires a process of assembly, alignment and knowledge extraction to automatically process the data. As the architecture must be specific to this end, agents and processes specialized in performing these tasks are required. The agents are responsible for establishing the restrictions and procedures for distributing tasks along the grid nodes according to available resources.
The specialization layer in this case study was composed of the following agents: assembly, alignment and knowledge extraction. Each agent defines the following roles for the purpose of carrying out the task for which they were added to the system: manage available algorithms to execute the task; manage the resources needed to apply each algorithm; determine the preconditions for executing tasks; manage the nodes required to execute the tasks; break the tasks down into subtasks that are subsequently queued in the dispatcher.
Each agent in this stage has various processes that are executed through grid in a distributed manner. The processes can vary according to the algorithm that is selected in the workflow of the project created in the analysis.
Alignment
The alignment process consists of establishing the fragment of the reference genome that is most similar to the fragment of the patient being treated. The alignment algorithms are applied to different fields in addition to bioinformatics.
While there are many different ways to carry out the alignment process, performance is ultimately the most important factor. The alignment algorithms used are local, since the sequence to be aligned, or the contigs, is smaller in size than the reference genome. Local alignments are based on the Smith-Waterman algorithm [12] . The alignments can be given in pairs or groups according to the number of fragments that must be analyzed simultaneously. There are currently many alignment algorithms, but the most commonly used are BLAST (Basic Local Alignment Search Tool) [13] and BLAT (BLAST Like Alignment Tool) [14] . BLAT can perform an alignment faster than BLAST, but it cannot ensure that the final alignment is the best one possible, although performance is greatly improved. Additionally, there are many algorithms that can be found in different review articles such as [4] and [16] .
Assembly
The assembly process varies according to the size of each reading that is used. In this particular case, we chose to use the algorithm provided by the manufacturer of the sequencer being used. Different assembly algorithms can be seen in [4] and [16] . Roche provides the Newbler assembler [15] , which was used in this study.
Extraction of knowledge
The classification algorithms can be divided in: decision trees, decision rules, probabilistic models, fuzzy models, based on functions, ensemble. During the extraction of knowledge phase, different analyses of the variations were performed to detect the following types of alterations: SNP, point mutation not SNP and insertions and deletions. The process of detecting SNP and other point mutations is simple since it only involves searching information in databases that contain the previously published information. The process of detecting insertions and deletions has a higher level of difficulty because it is necessary to train the classifiers to detect these kind of mutations. The first step consist on classifying several alignment contigs (deletion, insertion or normal) and use the obtained information to train the classifier. After that, the system will use the classifier to classify new contigs. The variables used during the process are described in the results section.
Results and conclusions
SAMasGC is web-based system that integrates multi-agent system and grid computing to perform the sequencing analysis. The system incorporates GridGain to carry out the grid computing. The system allows to create a project and to incorporate files to the project. The user can select concretes workflow of analysis of the data, and the system divides the tasks into subtasks in order to distribute the analysis in different nodes using grid computing. The figure 3 shows Figure 3 : Screenshot of the graphic user interface of SAMasGC a screenshot of the graphic user interface of the system. The system was tested with 5 core 2 duo P9700 with 4GB of Memory, the computers were connected to an intranet with a transfer rate of 100 Mbit.
Genetic sequencing was applied to a data set taken from patients with leukemia. Specific genes were sequenced from a total of 8 patients, each of whom had approximately 110,000 sequence fragments that corresponded to the regions relevant to this study. The sequenced fragments vary in length for the different patients, as shown in figure 4 .
The version of the reference genome used in this study corresponds to HG18; this is because the information used as a reference in selecting the sequence regions was obtained in previous studies using the same version.
The system was tested to validate the generic architecture proposed and to validate the system's capacity for analyzing the proposed case study. The main goal in validating the architecture was to determine the efficiency of the system and its ability to distribute tasks according to the existing nodes. To validate the increase in performance, we selected the Newbler, BLAT. Figure 5 demonstrates the size of the contigs that were assembled once the Newbler algorithm was applied and executed on the grid.
The average sizes for each of the aligned patients are as follows: 1023.134 1356.855 1292.022 1251.492 1239.192 1306.707 1302.321 1362.151. After completing the assembly process, the fragments were aligned using the BLAT algorithm, which obtained PSL output files. The specific files used to predict the alterations are the following: matches, misMatches, repMatches, nCount, qNumInsert, qBaseInsert, tNumInsert, tBaseInsert, qSize, qStart, qEnd, tSize, tStart, tEnd, blockCount and blockSizes. The analyzed alterations are insertions, deletions and poly- The next step was to analyze the execution time in order to observe the system's scalability according to the number of nodes on which the processes were dropped. The execution time decrease linearly with the number of nodes in the system. The table 2 shows the execution times in seconds for several nodes.
The multiagent system has made it possible to integrate algorithms that can adapt to a specific case study, facilitating the distributed execution of workflows. The system facilitates the integration of algorithms for different case studies and reduces the execution time in an efficient Segmentation  691s  405s  241s  149s  Polymorphism 2340s  1145s  710s  468s manner, so long as it remains possible to improve performance by separating tasks for their more effective execution in grid technology.
