The effects of diffusion and spatial variation in Lotka–Volterra competition–diffusion system I: Heterogeneity vs. homogeneity  by He, Xiaoqing & Ni, Wei-Ming
J. Differential Equations 254 (2013) 528–546Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
The effects of diffusion and spatial variation in
Lotka–Volterra competition–diffusion system
I: Heterogeneity vs. homogeneity✩
Xiaoqing He a,∗, Wei-Ming Ni a,b
a School of Mathematics, University of Minnesota, Minneapolis, MN 55455, USA
b Center for Partial Differential Equations, East China Normal University, Minhang, Shanghai 200241, People’s Republic of China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 27 July 2012
Revised 22 August 2012
Available online 10 September 2012
Keywords:
Diffusion
Spatial heterogeneity
Lotka–Volterra competition
Co-existence
Stability
It is well known that the interactions between diffusion and spatial
heterogeneity could create very interesting phenomena. In this
series of two papers, using the classical Lotka–Volterra competition
system, we will illustrate the combined effects of dispersal and
spatial variations on the outcome of the competition.
In Part I, with the total resources being ﬁxed at exactly the same
level, we ﬁrst show that a heterogeneous distribution of resources
is usually superior to its homogeneous counterpart in the presence
of diffusion. Then we study the more general case when both
species have heterogeneous carrying capacities, but still with the
same total resources. Limiting behaviors of co-existence steady
states as the dispersal rates tend to 0 or ∞ are also obtained.
In Part II, we continue our investigation but under much broader
situations – including different strengths and distributions of the
resources, and with different competition abilities.
Published by Elsevier Inc.
1. Introduction
To begin our discussion, we ﬁrst recall the following logistic model proposed by Verhulst:
ut = u(a − u), t ∈R+ := (0,∞), (1)
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ment. It is obvious that the equilibrium u = a is globally asymptotically stable, i.e., for all initial value
u(0) > 0,
lim
t→∞u(t) = a.
When taking the effects of migration and spatial distribution of the resources into consideration, we
turn to the following evolution equation{
ut = du + u
(
g(x) − u) in Ω ×R+,
∂νu = 0 on ∂Ω ×R+,
(2)
where u(x, t) denotes the population density of the species at location x and time t , with dispersal
rate d > 0. The habitat Ω is a bounded region in Rn with smooth boundary ∂Ω . The zero Neumann
(no-ﬂux) boundary condition means that no individual crosses the boundary of the habitat; ∂ν = ν · ∇
where ν denotes the outward unit normal vector on ∂Ω . The function g(x) represents the local
carrying capacity or the intrinsic growth rate at x which reﬂects the situation of the resources and
thus may vary from point to point.
When g(x) ≡ a, i.e. when the resources are distributed uniformly, then similar to (1), all solutions
of (2) with non-trivial non-negative initial values converge to a in Ω as t → ∞. On the other hand,
if g(x) ≡ const with ∫
Ω
g  0, then all solutions of (2) with non-trivial non-negative initial values
converge to θd,g as t → ∞, where θd,g is the unique positive solution of
dθ + θ(g(x) − θ)= 0 in Ω, ∂νθ = 0 on ∂Ω. (3)
(See, e.g. [1] for the proof of existence and uniqueness results of (3).)
Note that θd,g enjoys the following important property very different from the case when g is
constant on 	Ω ∫
Ω
θd,g(x)dx >
∫
Ω
g(x)dx (4)
for all d > 0, as observed by Lou in [10]. Indeed, dividing the equation of θd,g in (3) by θd,g and
integrating over Ω , we obtain that∫
Ω
(g − θd,g)dx = −d
∫
Ω
|∇θd,g |2
θ2d,g
< 0, (5)
since θd,g ≡ const, as g ≡ const. This fact indicates that for any dispersal rate the system (2)with spatially
heterogeneous resources will always support a total population larger than the environment’s total carrying
capacity – a curious fact indeed.
Motivated by this observation, we would like to pursue further to understand the impact of spatial
heterogeneity in two competing species.
First, we consider the following 2× 2 Lotka–Volterra competition system⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ut = d1U + U
(
m(x) − U − V ) in Ω ×R+,
Vt = d2V + V (a − U − V ) in Ω ×R+,
∂νU = ∂νV = 0 on ∂Ω ×R+,
(6)U (x,0) = U0(x), V (x,0) = V0(x) in Ω,
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fore assumed to be non-negative, with corresponding migration rates d1 and d2. For simplicity, we
assume that both U0 and V0 are non-negative and non-trivial, i.e., not identically zero. Throughout
this paper, we will always assume that a > 0 is an arbitrary but ﬁxed constant and, except in Sec-
tion 5, m(x) satisﬁes the following hypothesis:
(M1) m(x) ∈ Cγ (	Ω) (γ ∈ (0,1)) is nonconstant, m(x) 0 on 	Ω and m := 1|Ω|
∫
Ω
m(x)dx = a.
In other words, we assume that species U and V are identical in their competition abilities; however,
the distribution of resources is heterogeneous for species U but homogeneous for V , while the two
have exactly the same total resources.
Indeed, we will show that the species U usually will have some advantage over the species V
during the competition; in particular, the semi-trivial steady state (0,a) can never be stable, which
implies that the species U will always survive!
Before we state our precise results, we introduce the following notation. For the two semi-
trivial steady states (θd1,m,0) and (0,a) of (6), the following three subsets of the ﬁrst quadrantQ := {(d1,d2) | d1,d2 > 0} are of interest:
ΣU :=
{
(d1,d2) ∈Q
∣∣ (θd1,m,0) is linearly stable},
ΣV :=
{
(d1,d2) ∈Q
∣∣ (0,a) is linearly stable},
Σ− :=
{
(d1,d2) ∈Q
∣∣ both (θd1,m,0) and (0,a) are linearly unstable}. (7)
(For the notion and characterization of linear stability and instability, see the beginning part of Sec-
tion 2 below. Also note that, from the theory of monotone ﬂow, for all (d1,d2) in Σ− , U and V always
co-exist!)
Theorem 1.1. Assume that (M1) holds. Then the following hold for system (6):
(i) ΣV = ∅.
(ii)
ΣU =
{
(d1,d2) ∈Q
∣∣ d2 > d∗2(d1)}, (8)
where d∗2(d1) is a continuous function of d1 deﬁned in R+ . Moreover,
lim
d1→0+
d∗2 = ∞, (9)
lim
d1→∞
d∗2 = 0. (10)
Thus in particular, for all d1,d2 small, (6) has a stable co-existence steady state.
(iii) For every ﬁxed d1 > 0, (θd1,m,0) is globally asymptotically stable for all d2 suﬃciently large.
(iv) Let (U , V ) be any steady state of (6). Then for any δ > 0, there exists a constant C(δ) such that for all
d2 > δ, we have
‖V ‖L∞(Ω)  C(δ)
d1
.
In particular, for all d2 > δ, we have
lim
d1→∞
(U , V ) = (a,0). (11)
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the curve d∗2. ΣV = ∅.
Fig. 2. Another scenario of ΣU , whose boundary
touches, or coincides with part of, d1-axis. ΣV = ∅.
Although it is not yet known if for all (d1,d2) ∈ ΣU , (θd1,m,0) is globally asymptotically stable,
Theorem 1.1(iv) asserts that at least for d1 large, the population density of species U dominates even
if U does not wipe out V completely. For an illustration of the curve d∗2 and the region ΣU , see Figs. 1
and 2.
Next, we turn to the case when both U and V have spatially heterogeneous resources:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ut = d1U + U
(
m1(x) − U − V
)
in Ω ×R+,
Vt = d2V + V
(
m2(x) − U − V
)
in Ω ×R+,
∂νU = ∂νV = 0 on ∂Ω ×R+,
U (x,0) = U0(x), V (x,0) = V0(x) in Ω,
(12)
where the functions m1(x) and m2(x) represent the (spatially inhomogeneous) carrying capacities or
intrinsic growth rates of U and V respectively.
We now recall one of the most interesting phenomena when spatial inhomogeneity is incorporated
into the model, namely, “the slower diffuser always prevails!” We state the precise result as follows.
Theorem 1.2. (See [2].) Suppose that m1(x) ≡ m2(x) ≡ m(x) and (M1) holds. Then the semi-trivial steady
state (θd1,m,0) of (12) is globally asymptotically stable when d1 < d2 , i.e. every solution of (12) converges to
(θd1,m,0) as t → ∞, regardless of initial conditions.
In the above theorem, the two species are identical except for their diffusion rates. Consequently
the (globally) stable and unstable regions for species U and V in Q := {(d1,d2) | d1,d2 > 0} are sep-
arated exactly by the line d1 = d2. It seems natural to ask what if the growth rates of two competing
species are different, i.e., m1 and m2 satisfy the following:
(M2) mi(x) ∈ Cγ (	Ω) (γ ∈ (0,1)) is nonconstant, mi  0 on 	Ω , i = 1,2, and m1 ≡ m2, but
∫
Ω
m1 =∫
Ω
m2.
It turns out that the dynamics of (12) changes a lot under condition (M2) as now (12) can support
many more stable co-existence steady states in terms of d1 and d2. To state our result precisely, sim-
ilarly as before, we deﬁne the following three subsets of the ﬁrst quadrant Q := {(d1,d2) | d1,d2 > 0}
for system (12):
Σ˜U :=
{
(d1,d2) ∈Q
∣∣ (θd1,m1 ,0) is linearly stable},
Σ˜V :=
{
(d1,d2) ∈Q
∣∣ (0, θd2,m2) is linearly stable},
Σ˜− :=
{
(d1,d2) ∈Q
∣∣ both (θd1,m1 ,0) and (0, θd2,m2) are linearly unstable}. (13)
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Both d˜∗2 and d˜∗1 are away from the d1- and
d2-axis respectively.
Fig. 4. Another scenario of Σ˜U and Σ˜V for (12).
The upper curve is d˜∗2 which could touch, or
coincide with part of, the d1-axis.
Theorem 1.3. Assume that (M2) holds. Then the following hold for system (12):
(i)
Σ˜U =
{
(d1,d2) ∈Q
∣∣ d2 > d˜∗2(d1)} (14)
and
Σ˜V =
{
(d1,d2) ∈Q
∣∣ d1 > d˜∗1(d2)}, (15)
where d˜∗2(d1) (resp. d˜∗1(d2)) is a continuous function of d1 (resp. d2) deﬁned in R+ . Moreover,
lim
d2→0+
d˜∗1 = lim
d2→∞
d˜∗1 = ∞, lim
d1→0+
d˜∗2 = lim
d1→∞
d˜∗2 = ∞. (16)
(ii) Σ˜U ∩ Σ˜V = ∅.
(iii) For every ﬁxed d1 > 0, (θd1,m1 ,0) is globally asymptotically stable for all d2 suﬃciently large. Symmetri-
cally, for every ﬁxed d2 > 0, (0, θd2,m2 ) is globally asymptotically stable for all d1 suﬃciently large.
Remark 1.4. It is easy to see from Theorem 1.3(i) and (ii) that Σ˜− contains a small neighborhood
of (0,0) in Q, and, there exists a sequence (d1,d2) ∈ Σ˜− with d1,d2 → ∞. Also we know from
the theory of monotone ﬂow that for all (d1,d2) ∈ Σ˜− , (12) has a stable co-existence steady state.
Moreover, Theorem 1.3(ii) implies that the two semi-trivial steady states can never be both stable. For
an illustration of d˜∗2, d˜∗1, Σ˜U and Σ˜V , see Figs. 3 and 4.
Remark 1.5. Theorem 1.1 shows that, given equal total amount of resources for species U and V ,
competition seems to favor heterogeneous distributions of resources. If the distributions of resources
are both heterogeneous, then Theorem 1.3 indicates that the competition between U and V has certain
“symmetries” and the two species are more comparable; consequently, the co-existence becomes a
much stronger possibility. It seems natural to ask that, among the class of heterogeneous distributions,
if there is a “most advantageous” distribution of resources for competition. We hope to return to this
problem in the future.
As mentioned before, for all (d1,d2) ∈ Σ− (resp. Σ˜−), system (6) (resp. (12)) has a stable co-
existence steady state. In Section 4, we will investigate various limiting behaviors of all steady states –
co-existence as well as semi-trivial – as d1 and d2 approach 0+ or ∞ in systems (6) and (12).
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results hold. We will indicate the necessary modiﬁcations in Section 5.
The rest of this paper is organized as follows. Section 2 contains some preliminaries. In Section 3,
we will give the proofs of Theorems 1.1 and 1.3. Finally, some limiting behaviors of steady states in
d1 and d2 for both systems (6) and (12) will be included in Section 4.
In [4], the second part of this series of papers, we will continue to study the combined effects of
diffusion, spatial heterogeneity (for more general m1 and m2), and general inter-speciﬁc competition
coeﬃcients in system (12).
2. Preliminaries
We begin by recalling the notions of linear stability and instability of steady states of system (6)
and (12). All concepts are introduced using (12) as a base model, as they apply equally well to (6).
As (12) generates a monotone dynamical system [5–7] preserving the order
(U1, V1) (U2, V2) if U1  U2 and V1  V2 in Ω,
it is well known that, to a large extent, the dynamics of (12) are determined by its steady states and
their stability properties. To be precise, we ﬁrst recall the notion of linear stability of a steady state.
Linearizing the corresponding elliptic system of (12) at a steady state (U , V ), we have⎧⎪⎨⎪⎩
d1Ψ1 + Ψ1(m1 − 2U − V ) − UΨ2 + λΨ1 = 0 in Ω,
d2Ψ2 + Ψ2(m2 − U − 2V ) − VΨ1 + λΨ2 = 0 in Ω,
∂νΨ1 = ∂νΨ2 = 0 on ∂Ω.
(17)
According to the Krein–Rutman Theorem [9,13], (17) has a principal eigenvalue λ1 ∈R, i.e. λ1 is sim-
ple and has the least real part among all eigenvalues. If (U , V ) is a trivial or semi-trivial steady state,
then the sign of the principal eigenvalue can be determined according to Lemma 2.4 below. In the
following, we call a steady state (U , V ) of (12) linearly stable (resp. linearly unstable) if the principal
eigenvalue λ1 of (17) is positive (resp. negative). It is well known that a steady state of (12) is linearly sta-
ble (resp. linearly unstable), then it is asymptotically stable (resp. unstable). (See e.g. Theorem 7.6.2 in [13].
Here the notion of stability and asymptotic stability are deﬁned in the standard dynamical system
sense.)
To characterize the principal eigenvalue of (17), we need to introduce the following eigenvalue
problem with indeﬁnite weight {
ϕ + λh(x)ϕ = 0 in Ω,
∂νϕ = 0 on ∂Ω,
(18)
where h ≡ constant, could change sign in Ω . We say that λ is a principal eigenvalue if (18) has a
positive solution. (Notice that 0 is always a principal eigenvalue.) The following result is standard.
Proposition 2.1. The problem (18) has a nonzero principal eigenvalue λ1 = λ1(h) if and only if h changes sign
and
∫
Ω
h = 0. More precisely, if h changes sign, then
(i)
∫
Ω
h = 0 ⇔ 0 is the only principal eigenvalue.
(ii)
∫
Ω
h > 0 ⇔ λ1(h) < 0.
(iii)
∫
Ω
h < 0 ⇔ λ1(h) > 0. Moreover, for
∫
Ω
h < 0, λ1(h) is given by the following variational characteriza-
tion:
λ1(h) = inf
{∫
Ω
|∇ϕ|2∫
Ω
hϕ2
∣∣∣ ϕ ∈ H1(Ω) and ∫
Ω
hϕ2 > 0
}
. (19)
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(v) λ1(h) is continuous in h;more precisely, λ1(h) → λ1(h) if h → h in L∞(Ω).
(vi) Suppose that h changes sign with ‖h‖L∞(Ω)  M and
∫
Ω
h < −C for all  = 1,2, . . . , where M,C are
two positive constants. If
∫
Ω
h+ → 0, then λ1(h) → ∞ as  → ∞.
The proofs of (i)–(v) are standard, and we refer to [14] for a proof of (vi).
It turns out that the indeﬁnite weight eigenvalue problem (18) is very much related to the follow-
ing eigenvalue problem {
dψ + h(x)ψ + μψ = 0 in Ω,
∂νψ = 0 on ∂Ω.
(20)
Denote μ1(d,h) as the ﬁrst eigenvalue of (20), then we have the following variational characterization
μ1(d,h) = inf
ψ∈H1(Ω)\{0}
∫
Ω
(d|∇ψ |2 − h(x)ψ2)dx∫
Ω
ψ2
. (21)
The following proposition collects some important properties of μ1(d,h) in connection with λ1(h).
For a proof, see e.g. p. 95 in [1] or p. 69 in [12].
Proposition 2.2. The ﬁrst eigenvalue μ1(d,h) of (20) depends smoothly on d > 0 and continuously on h ∈
L∞(Ω). Moreover, it has the following properties:
(i)
∫
Ω
h 0 and h ≡ 0 ⇒ μ1(d,h) < 0 for all d > 0.
(ii)
∫
Ω
h < 0 and h changes sign in Ω ⇒
{
μ1(d,h) < 0 for all d < 1/λ1(h),
μ1(d,h) = 0 if d = 1/λ1(h),
μ1(d,h) > 0 for all d > 1/λ1(h).
(iii) μ1(d,h) is strictly increasing and concave in d > 0. Furthermore,
lim
d→0
μ1(d,h) =min
Ω
(−h) and lim
d→∞
μ1(d,h) = −h
where h is the average of h.
(iv) μ1(d,h1) < μ1(d,h2) if h1  h2 and h1 ≡ h2 . In particular μ1(d,h) > 0 if h (≡)0.
Next we collect some useful properties of θd,g deﬁned by (3) and co-existence steady state
(U , V ) of system (12). Note that for any co-existence steady state (U , V ), by the Maximum Princi-
ple, U , V > 0 on 	Ω .
Lemma 2.3.
(i) Assume that g(x) is nonconstant,
∫
Ω
g  0 and g ∈ Cγ (	Ω). Then the following hold:
(a) d → θd,g is continuous from R+ to W 2,p(Ω) ∩ C2(	Ω). Moreover,
θd,g →
{
g+ as d → 0+,
g as d → ∞,
uniformly on 	Ω , where g+(x) = max{g(x),0}, and g is the average of g.
(b) ‖θd,g‖L∞(Ω) < ‖g‖L∞(Ω) . In particular, we have sup	Ω θd,g < sup	Ω g and inf	Ω θd,g > inf	Ω g.
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‖m2‖L∞(Ω) .
Proof. In (i)(a), the continuous dependence of θd,g in d can be proved by an application of Implicit
Function Theorem. (See Proposition 3.6 in [1] and remarks there.) The proofs of limiting behaviors
of θd,g as d goes to 0+ or ∞ are standard, see e.g. [12].
Except for inf	Ω θd,g > inf	Ω g , everything else in (i)(b) and (ii) can be proved by the same arguments
in Proposition 2.4 in [11]. (Note that no assumption on the sign of m1 and m2 is needed for (ii) here.) To see
that inf	Ω θd,g > inf	Ω g , if g is non-positive somewhere in Ω , then it is obviously true since θd,g > 0
in 	Ω . So we assume g > 0 in 	Ω .
First, by standard arguments, we have that:
θd,g(P ) 0 where θd,g(P ) = inf	Ω θd,g .
Now evaluating the equation of θd,g at P obtained from the above claim, we get θd,g  inf	Ω θd,g =
θd,g(P ) g(P ) inf	Ω g . Let w := inf	Ω g − θd,g . Then w  0 satisﬁes
dw + w
(
inf	Ω
g − θd,g − g
)
=
(
2θd,g − inf	Ω g
)(
g − inf	Ω g
)
 0 in Ω, ∂νw = 0 on ∂Ω.
Notice that inf	Ω g − θd,g − g < 0, so the Strong Maximum Principle (Theorem 9.6 of [3]) applies. Since
w is nonconstant, we see that w cannot attain a non-negative maximum in Ω . It also cannot attain
a non-negative maximum on ∂Ω (by Hopf Boundary Lemma). Hence inf	Ω g − θd,g = w < 0 in 	Ω . 
For linear stability of the trivial steady state (0,0) and the two semi-trivial steady states (θd1,m1 ,0)
and (0, θd2,m2 ) of system (12), we have the following relatively simple criterion. The proof uses the
same arguments as in that of Corollary 2.10 in [11], and is therefore omitted here.
Lemma 2.4. The linear stability of (θd1,m1 ,0), (0, θd2,m2 ) and (0,0) in system (12) are determined by the sign
of μ1(d2,m2 − θd1,m1 ), μ1(d1,m1 − θd2,m2 ) and min{μ1(d1,m1), μ1(d2,m2)} respectively. In particular,
(0,0) is always linearly unstable for any d1,d2 > 0.
We are going to use the following lemma derived from the theory of monotone dynamical system
repeatedly. (See, e.g., Proposition 9.1 and Theorem 9.2 in [5].)
Lemma 2.5. For any d1,d2 > 0, assume that every co-existence steady state of (12), if exists, is asymptotically
stable, then one of the following alternatives holds:
(i) There exists a unique co-existence steady state of (12) which is globally asymptotically stable.
(ii) System (12) has no co-existence steady state and either one of (θd1,m1 ,0), (0, θd2,m2 ) is globally asymp-
totically stable, while the other one is unstable.
The following proposition will be used in the proof of Theorem 1.1.
Proposition 2.6. Assume that m satisﬁes condition (M1), and that m − θd,m changes sign in Ω . Then
lim
d→∞
λ1(m − θd,m) = ∞. (22)
Proof. By (4) and Proposition 2.1, λ1(m − θd,m) is well deﬁned and positive. For notational conve-
nience, denote θ := θd,m , λ1 := λ1(m − θd,m) and ‖ · ‖∞ := ‖ · ‖L∞(Ω) . Let ϕ > 0 be the eigenfunction
corresponding to λ1 whose normalization is to be speciﬁed later. Then ϕ satisﬁes
ϕ + λ1 · (m − θ)ϕ = 0 in Ω, ∂νϕ = 0 on ∂Ω.
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0 =
∫
Ω
|∇ϕ|2 + λ1
∫
Ω
(θ −m)ϕ2
=
∫
Ω
|∇ϕ|2 + λ1
∫
Ω
(θ − θ¯ )(ϕ − ϕ¯)(ϕ + ϕ¯) + λ1
∫
Ω
(θ¯ −m)ϕ2
>
∫
Ω
|∇ϕ|2 − λ1‖ϕ + ϕ¯‖∞
2
∫
Ω
[
(θ − θ¯ )2 + (ϕ − ϕ¯)2]+ λ1dϕ2‖m‖2∞
∫
Ω
|∇θ |2
>
(
1− Cλ1‖ϕ + ϕ¯‖∞
2
)∫
Ω
|∇ϕ|2 + λ1
(
dϕ2
‖m‖2∞
− C‖ϕ + ϕ¯‖∞
2
)∫
Ω
|∇θ |2,
where in the last two inequalities we have used (5), Lemma 2.3(i)(b), and the Poincaré inequality
with the constant C only depending on Ω . Now suppose for contradiction that (22) is not true.
Then there exists some λ∗ ∈ [0,∞) such that passing to a subsequence of d if necessary, λ1 → λ∗ .
Since m − θ → 0 uniformly on 	Ω by Lemma 2.3(i)(a), standard elliptic regularity implies that ϕ must
converge to some constant as d → ∞. Now normalize ϕ such that for all d > 0,
sup
Ω
ϕ =
{
1
8Cλ∗ if λ
∗ > 0,
1 if λ∗ = 0.
Then ϕ → ϕ∗ ≡ 18Cλ∗ if λ∗ > 0, and ϕ → 1 if λ∗ = 0. Thus both terms in the last inequality above are
strictly positive for all d large, which is a contradiction. This ﬁnishes the proof of the proposition. 
3. Proofs of Theorems 1.1 and 1.3
We ﬁrst prove Theorem 1.3.
Proof of Theorem 1.3. First, we prove (i). By Lemma 2.4,
Σ˜U =
{
(d1,d2)
∣∣μ1(d2,m2 − θd1,m1) > 0}, Σ˜V = {(d1,d2) ∣∣μ1(d1,m1 − θd2,m2) > 0}.
By (4) and (M2), both
∫
Ω
(m2 − θd1,m1 ) < 0 and
∫
Ω
(m1 − θd2,m2 ) < 0 for all d1,d2 > 0. If for some
d1 > 0, m2 − θd1,m1 changes sign in Ω , then by Proposition 2.1(iii) and Proposition 2.2(ii), λ1(m2 −
θd1,m1 ) > 0 and
μ1(d2,m2 − θd1,m1) > 0 ⇔ d2 >
1
λ1(m2 − θd1,m1)
.
On the other hand, if d1 satisﬁes that m2−θd1,m1  0 on 	Ω , then μ1(d2,m2−θd1,m1 ) > 0 for all d2 > 0
by Proposition 2.2(iv). Now deﬁning
d˜∗2(d1) :=
{
0 ifm2 − θd1,m1  0 on 	Ω,
1
λ1(m2−θ ) otherwise,
(23)
d1,m1
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d˜∗1(d2) :=
{
0 ifm1 − θd2,m2  0 on 	Ω,
1
λ1(m1−θd2,m2 ) otherwise,
(24)
we obtain (14) and (15). Since m1  0, by Lemma 2.3(i)(a),
m2 − θd1,m1 →
{
m2 −m1 as d1 → 0+,
m2 −m1 as d1 → ∞,
uniformly on 	Ω . By (M2), m2 − θd1,m1 must change sign in Ω for all d1 small and large, and
∫
Ω
(m2 −
θd1,m1 ) → 0 as d1 approaches 0+ or ∞. Thus (16) follows from Proposition 2.1(i) and (v). It only
remains to show that d˜∗2(d1) and d˜∗1(d2) deﬁned by (23) and (24) respectively are continuous in R+ .
Set
I1 := {d1 > 0 |m2 − θd1,m1 changes sign in Ω},
I2 :=
{
d1 > 0
∣∣m2 − θd1,m1  (≡)0 in 	Ω}.
Then
R
+ = I1 ∪ I2.
Moreover, I1 equals the union of at most countably many open intervals, and by the previous argu-
ments there exists some ε > 0 such that
I1 ⊃ (0, ε) ∪
(
ε−1,∞).
Now, for given d1 ∈ ∂ I2, it suﬃces to show that when d′1 approaches d1 from the interior of I1,
λ1(m2 − θd′1,m1 ) → ∞, i.e. d˜∗2(d′1) → 0. But this follows immediately from Proposition 2.1(vi). The
proofs for the continuity of d˜∗1(d2) and limits of d˜∗1(d2) in (16) are similar. This completes the proof
of (i).
Next we prove (ii). Multiplying the equation of θd,g in (3) by θd,g and integrating over Ω , we
obtain that
d
∫
Ω
|∇θd,g |2 =
∫
Ω
θ2d,g(g − θd,g). (25)
Choosing θd1,m1 as a test function in the variational characterization for μ1(d1,m1 − θd2,m2 ), by (21)
and (25), we obtain that
μ1(d1,m1 − θd2,m2)
d1
∫
Ω
|∇θd1,m1 |2 +
∫
Ω
(θd2,m2 −m1)θ2d1,m1∫
Ω
θ2d1,m1
=
∫
Ω
(θd2,m2 − θd1,m1)θ2d1,m1∫
Ω
θ2d1,m1
. (26)
Similarly, choosing θd2,m2 as a test function in the variational characterization for μ1(d2,m2 − θd1,m1 ),
we obtain that
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d2
∫
Ω
|∇θd2,m2 |2 +
∫
Ω
(θd1,m1 −m2)θ2d2,m2∫
Ω
θ2d2,m2
=
∫
Ω
(θd1,m1 − θd2,m2)θ2d2,m2∫
Ω
θ2d2,m2
. (27)
Combining (26) and (27) together, we have
μ1(d2,m2 − θd1,m1)
∫
Ω
θ2d2,m2 + μ1(d1,m1 − θd2,m2)
∫
Ω
θ2d1,m1
−
∫
Ω
(θd2,m2 − θd1,m1)2(θd2,m2 + θd1,m1) 0, (28)
where both equalities hold if and only if θd2,m2 ≡ θd1,m1 . Thus it is impossible that both μ1(d2,m2 −
θd1,m1 ) > 0 and μ1(d1,m1 − θd2,m2 ) > 0. Therefore by Lemma 2.4
Σ˜U ∩ Σ˜V = ∅. (29)
By (16), (23) and (24), we have
∂Σ˜U =
{
(d1,d2)
∣∣m2 − θd1,m1 changes sign in Ω and d2 = 1/λ1(m2 − θd1,m1)}
∪ {(d1,0) ∣∣m2 − θd1,m1  0 on 	Ω}, (30)
and
∂Σ˜V =
{
(d1,d2)
∣∣m1 − θd2,m2 changes sign in Ω and d1 = 1/λ1(m1 − θd2,m2)}
∪ {(0,d2) ∣∣m1 − θd2,m2  0 on 	Ω}, (31)
as it is obvious that ∂Σ˜U does not touch d2-axis, and ∂Σ˜V does not touch d1-axis. Now, suppose
for contradiction that (ii) is not true. Then there exists (d1,d2) ∈ ∂Σ˜U ∩ ∂Σ˜V . In view of (16), (30)
and (31), (d1,d2) ∈ Q and satisﬁes that d2 = 1/λ1(m2 − θd1,m1 ) and d1 = 1/λ1(m1 − θd2,m2 ), i.e.,
μ1(d2,m2 − θd1,m1 ) = μ1(d1,m1 − θd2,m2 ) = 0. By (28), we must have θd2,m2 ≡ θd1,m1 , i.e.,
m1 − θd1,m1
d1
≡ m2 − θd2,m2
d2
.
Integrating the above identity over Ω , we obtain that
(d1 − d2)
∫
Ω
m1 = (d1 − d2)
∫
Ω
θd1,m1 .
Thus d1 = d2 by (4), which in turn implies that m1 ≡m2, contradicting (M2). This ﬁnishes the proof
of (ii).
Now we come to prove (iii). To show that (θd1,m1 ,0) is globally asymptotically stable for all
d2 large, it suﬃces to show that (12) has no co-existence steady state for all d2 large. Then by
Lemma 2.5(ii), (θd1,m1 ,0) must be globally asymptotically stable. Suppose this is not true. Then there
exists some d1 > 0 such that (12) has a co-existence steady state (Ud1,d2 , Vd1,d2) along a sequence
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dent of d1 and d2. By passing to a subsequence of d2 if necessary, we may assume that
lim
d2→∞
(Ud1,d2 , Vd1,d2) = (Ud1,∞, Vd1,∞).
Dividing the equation of Vd1,d2 by d2 and letting d2 → ∞, we conclude that the limiting function
Vd1,∞ satisﬁes that
Vd1,∞ = 0 in Ω, ∂νVd1,∞ = 0 on ∂Ω.
Thus by the Maximum Principle, Vd1,∞ ≡ ξ for some constant ξ  0. Setting
Wd1,d2 := Vd1,d2/‖Vd1,d2‖L∞(Ω),
then Wd1,d2 satisﬁes
Wd1,d2 + Wd1,d2
(
m2 − Ud1,d2 − Vd1,d2
d2
)
= 0 in Ω, ∂νWd1,d2 = 0 on ∂Ω.
By similar arguments as before, Wd1,d2 converges to some non-negative constant Wd1,∞ as d2 → ∞.
Since ‖Wd1,d2‖L∞(Ω) = 1, Wd1,∞ ≡ 1.
Integrating the equation of Vd1,d2 and then dividing by ‖Vd1,d2‖L∞(Ω) , we have∫
Ω
Wd1,d2(m2 − Ud1,d2 − Vd1,d2) = 0.
Letting d2 → ∞, we obtain that ∫
Ω
(m2 − Ud1,∞ − ξ) = 0. (32)
Thus
∫
Ω
(m1 − ξ) =
∫
Ω
(m2 − ξ) 0. By Proposition 2.5(a) in [11] or Lemma 2.4 in [8],
Ud1,∞ = θd1,m1−ξ .
However, since m1 =m2 and θd1,m1−ξ >m1 − ξ for any d1 > 0, we obtain a contradiction to (32).
Using similar arguments, we can show that (0, θd2,m2 ) is globally asymptotically stable for all d1
large. 
Remark 3.1. Note that with mild modiﬁcations, it is not hard to show that (29) holds for the following
system ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ut = d1U + U
(
m1(x) − U − cV
)
in Ω ×R+,
Vt = d2V + V
(
m2(x) − bU − V
)
in Ω ×R+,
∂νU = ∂νV = 0 on ∂Ω ×R+,
(33)U (x,0) = U0(x), V (x,0) = V0(x) in Ω,
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mi  0, and if equality holds, then mi ≡ 0,
and b, c > 0 with bc  1 (see Section 5). It is also possible to discuss the extension of Theorem 1.3(ii)
to (33). However, we will leave it to the interested readers to pursue in this direction.
Proof of Theorem 1.1. The two semi-trivial steady states for (6) are (θd1,m,0) and (0,a). For the linear
instability of (0,a), since
∫
Ω
(m − a) = 0 and m − a ≡ 0, by Proposition 2.2(i), μ1(d1,m − a) < 0 for
all d1 > 0. Thus (0,a) is linearly unstable for all d1,d2 > 0 by Lemma 2.4. This implies that ΣV = ∅,
which proves (i).
For (ii), we proceed as follows. By Lemma 2.4,
ΣU =
{
(d1,d2) ∈Q
∣∣μ1(d2,a − θd1,m) > 0}.
By (4) and (M1),
∫
Ω
(a− θd1,m) < 0 for all d1 > 0. If for some d1 > 0, a− θd1,m changes sign in Ω , then
by Proposition 2.1(iii) and Proposition 2.2(ii), λ1(a− θd1,m) > 0 and μ1(d2,a− θd1,m) > 0 if and only if
d2 >
1
λ1(a−θd1,m) . On the other hand, if a − θd1,m  0 on 	Ω for some d1 > 0, then μ1(d2,a − θd1,m) > 0
for all d2 > 0 by Proposition 2.2(iv). Now deﬁning
d∗2(d1) :=
{
0 if a − θd1,m  0 on 	Ω,
1
λ1(a−θd1,m) otherwise,
(34)
we thus obtain (8). By Lemma 2.3(i)(a) and (M1), as d1 → 0+ ,
(a − θd1,m) → (a −m)
uniformly on 	Ω . Thus a − θd1,m must change sign in Ω for all d1 small, and
∫
Ω
(a − θd1,m) → 0 as d1
approaches 0+ . So (9) follows from Proposition 2.1(i) and (v).
To prove (10), we set
J1 := {d1 > 0 | a − θd1,m changes sign in Ω},
J2 :=
{
d1 > 0
∣∣ a − θd1,m  (≡)0 in 	Ω}.
Given any sequence {d1,k} such that d1,k → ∞ as k → ∞, by passing to a subsequence of k, it suﬃces
to consider the following two cases:
(i) d1,k ∈ J1 for all k.
(ii) d1,k ∈ J2 for all k.
For case (i), our conclusion follows from Proposition 2.6. For case (ii), the conclusion follows from (34).
It only remains to show that d∗2 is continuous in R+ . We know that R+ = J1 ∪ J2, and J1 equals
union of at most countably many open intervals. Now, for given d1 ∈ ∂ J2, it suﬃces to show that
when d′1 approaches d1 from the interior of J1, λ1(a − θd′1,m) → ∞, i.e. d∗2(d′1) → 0. This follows
immediately from Proposition 2.1(vi). This completes the proof of (ii).
The proof of (iii) uses similar arguments as in that of Theorem 1.3(iii) above, and is therefore
omitted here.
Finally, we prove (iv). First we show that for all d2 > δ, any steady state solution (U , V ) of (6)
satisﬁes that ‖V ‖L∞(Ω) < C(δ)‖V ‖L1(Ω) , where C(δ) denotes a positive constant which only depends
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sume that (U , V ) is a co-existence steady state. Since both U and V are uniformly bounded in Ω by
Lemma 2.3(ii), the claim follows from standard L1 elliptic regularity estimates.
Next, multiplying the equation of V by V and integrating over Ω , we arrive at
0= d2
∫
Ω
|∇V |2 −
∫
Ω
(a − U − V )V 2
= d2
∫
Ω
|∇V |2 −
∫
Ω
(	U − U + 	V − V )(V − 	V )(V + 	V ) −
∫
Ω
(a − 	U − 	V )V 2
> d2
∫
Ω
|∇V |2 +
∫
Ω
(V − 	V )2(V + 	V )
2
− ‖V + 	V ‖∞
2
∫
Ω
(U − 	U )2 + d1V
2
‖m‖2∞
∫
Ω
|∇U |2
> d2
∫
Ω
|∇V |2 +
∫
Ω
(V − 	V )2(V + 	V )
2
+
(
d1	V 2
‖m‖2∞
− 2C(δ)	V
)∫
Ω
|∇U |2,
where we have used Hölder’s inequality, Poincaré inequality, and the identity∫
Ω
(a − 	U − 	V ) = −d1
∫
Ω
|∇U |2
U2
obtained by multiplying the equation of U by U and integrating over Ω .
Thus
‖V ‖L∞(Ω) < C(δ)	V < C(δ)d1 .
Since U = θd1,m−V , our conclusion (11) follows from Proposition 2.5(b) in [11]. 
4. Limiting behaviors of steady states
In this section, we mainly investigate, when d1 and d2 approach 0+ or ∞, the limiting behaviors
of co-existence steady states of (6) and (12).
Theorem 4.1. Assume that (M1) holds. Let (U , V ) be any co-existence steady state of (6), then
(i) limd1→∞ limd2→0+ (U , V ) = (a,0).
(ii) limd2→∞ limd1→0+ (U , V ) = (m − infΩ m, infΩ m).
(iii) limd1,d2→0+ (U , V ) = (u∗, v∗) uniformly on compact subsets of 	Ω \ {x ∈ 	Ω |m(x) = a}, where
u∗(x) =
{
m(x) if m(x) > a,
0 if m(x) < a,
and
v∗(x) =
{
0 if m(x) > a,
m(x) if m(x) < a.
Theorem 4.2. Assume that (M2) holds. Let (U , V ) be any co-existence steady state of (12), then
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(ii) limd2→∞ limd1→0+ (U , V ) = (m1 − infΩ m1, infΩ m1).
(iii) limd1,d2→0+ (U , V ) = (u˜∗, v˜∗) uniformly on compact subsets of 	Ω \ {x ∈ 	Ω |m1(x) =m2(x)}, where
u˜∗(x) =
{
m1(x) if m1(x) >m2(x),
0 if m1(x) <m2(x),
and
v˜∗(x) =
{
0 if m1(x) >m2(x),
m2(x) if m1(x) <m2(x).
The proof of Theorem 4.1 uses similar arguments as in that of Theorem 4.2. Thus we will only
prove the latter.
Proof of Theorem 4.2. We will prove (ii) here, as the proof of (i) is similar. Without loss of gener-
ally, we may assume that (d1,d2) ∈ Σ˜− and (Ud1,d2 , Vd1,d2) is any co-existence steady state solution
to (12). Passing to a subsequence of d1 if necessary, we may assume
lim
d1→0+
(Ud1,d2 , Vd1,d2) := (U0,d2 , V0,d2). (35)
First we show that,
‖V0,d2‖L∞(Ω) > inf
Ω
m1. (36)
Indeed, suppose that ‖V0,d2‖L∞(Ω)  infΩ m1. Since U0,d2 = (m1−V0,d2)+ by Proposition 2.5(a) in [11]
or Lemma 2.4 in [8], we have
U0,d2 =m1 − V0,d2 .
Thus as d1 → 0+ ,
m2 − Ud1,d2 − Vd1,d2 → (m2 −m1) uniformly on 	Ω.
However, since m1 =m2 and m1 ≡m2, by Proposition 2.1(v) and (i),
d−12 = λ1(m2 − Ud1,d2 − Vd1,d2) → λ1(m2 −m1) = 0,
which is contradiction.
By (35), for each d2 > 0, there exists some dˆ1 := d1(d2) > 0 small and a co-existence steady state
(Udˆ1,d2 , Vdˆ1,d2) of (12) with (d1,d2) = (dˆ1,d2) satisﬁes that
‖Udˆ1,d2 − U0,d2‖L∞(Ω) + ‖Vdˆ1,d2 − V0,d2‖L∞(Ω) <
1
d2
.
Thus letting d2 → ∞, we have
lim
d →∞
(U0,d2 , V0,d2) = lim
d →∞
(Udˆ1,d2 , Vdˆ1,d2). (37)2 2
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of (12) must satisfy that
lim
d1→0+,d2→∞
(Ud1,d2 , Vd1,d2) = (m1 − ξ, ξ) (38)
for some ξ ∈ [0, infΩ m1]. Then from (36) and (37), (ii) follows.
We now prove (38). By similar arguments as in the proof of (32) in Theorem 1.3(iii), passing to a
subsequence of d1 and d2 if necessary, we have
lim
d1→0+,d2→∞
(Ud1,d2 , Vd1,d2) = (U0,∞, V0,∞),
where V0,∞ ≡ ξ for some constant ξ  0 and U0,∞ = (m1 − ξ)+ and∫
Ω
(
m2 − (m1 − ξ)+ − ξ
)= 0.
Since m1 =m2, we must have ξ  infΩ m1.
The proof of (iii) uses the same arguments as in that of Theorem 4.1 in [8], and is therefore omitted
here. (Note that the extra assumption that d1 = d2 in [8] is not needed in the proof.) 
5. For sign-changingm(x),m1(x), andm2(x)
In this section, we relax the condition (M1) for (6) and (M2) for (12) to allow the intrinsic growth
rates to change sign in Ω . We will only indicate the necessary modiﬁcations from those in the previ-
ous sections.
Assume that m(x) satisﬁes the following condition for (6):
(M1′) m(x) ∈ Cγ (	Ω) (γ ∈ (0,1)) is nonconstant and 1|Ω|
∫
Ω
m(x)dx = a.
Note that we do not require m  0 in Ω any more. The main issue is that when d1 → 0+ , by
Lemma 2.3(i)(a), θd1,m →m+ which differs from m itself when m changes sign in Ω . A similar situ-
ation happens when we allow mi (i = 1,2) to change sign for (12) and corresponding modiﬁcations
will be made clear later in this section.
Theorem 5.1. Assume that (M1′) holds. Let ΣU , ΣV and Σ− be deﬁned as in (7). Then all statements in
Theorem 1.1 hold except (9) which should be replaced by
lim
d1→0+
d∗2 →
{∞ if m 0 on Ω,
1
λ1(a−m+) if m changes sign on Ω.
(39)
Proof. Indeed, suppose that m(x0) < 0 for some x0 ∈ Ω . Then by Lemma 2.3(i)(a), as d1 → 0+ ,
a − θd1,m → a −m+
uniformly on 	Ω . Since a −m+  a −m, ∫
Ω
(a −m+) < 0 and a −m+ changes sign, by Proposition 2.1,
lim
d1→0+
d∗2 =
1
λ1(a −m+) ∈ (0,∞). 
For illustration of the curve d∗2 and geometric shape of ΣU for (6) when m changes sign in Ω , see
Figs. 5 and 6.
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ble shape of ΣU which lies above the curve d∗2.
ΣV = ∅.
Fig. 6. m changes sign and satisﬁes (M1′). The
boundary of ΣU could touch, or coincide with
part of, d1-axis. ΣV = ∅.
Theorem 5.2. Assume that (M1′) holds, then all statements in Theorem 4.1 hold except for Theorem 4.1(ii)
which should be complemented by the following: Suppose that m changes sign in Ω , then for all d1 small and
d2 large, (θd1,m,0) is globally asymptotically stable.
The proof uses similar arguments as in that of Theorem 5.4(ii) below and is therefore omitted
here.
Similarly, condition (M2) in Theorem 1.3 can be relaxed to the following:
(M2′) mi(x) ∈ Cγ (	Ω) (γ ∈ (0,1)) is nonconstant, i = 1,2. m1 ≡m2 and
∫
Ω
m1 =
∫
Ω
m2 > 0.
In this case, (16) does not necessarily hold any more.
Theorem 5.3. Assume that (M2′) holds. Let Σ˜U , Σ˜V and Σ˜− be deﬁned as in (13). Then all statements in
Theorem 1.3 hold except
(i) (16) in Theorem 1.3(i) should be modiﬁed as follows:
(a) If m1 changes sign in Ω , then
lim
d1→0+
d˜∗2 ∈ [0,∞), lim
d1→∞
d˜∗2 = ∞. (40)
(b) If m2 changes sign in Ω , then
lim
d2→0+
d˜∗1 ∈ [0,∞), lim
d2→∞
d˜∗1 = ∞. (41)
(ii) Moreover, if m1 or m2 changes sign, then Theorem 1.3(ii) should be replaced by a weaker version (29).
(See Remark 3.1.)
Proof. Here we only show (40). The proof of the second half of (40) is the same as before. For the
ﬁrst half, suppose that m1(y0) < 0 for some y0 ∈ Ω . Then by Lemma 2.3(i)(a), as d1 → 0+ ,
m2 − θd1,m1 →m2 −m+1
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∫
Ω
(m2 −m+1 ) < 0. If m2 −m+1 changes sign in Ω ,
then for all d1 small, λ1(m2 − θd1,m1 ) exists and d∗2(d1) → 1/λ1(m2 −m+1 ) ∈ (0,∞) by Proposition 2.1.
If m2 −m+1  0 in Ω , then by Proposition 2.1(vi), either λ1(m2 − θd1,m1 ) exists for d1 small and
λ1(m2 − θd1,m1) → ∞, as d1 → 0+,
or d∗2(d1) = 0 for d1 small. 
Theorem 5.4. Assume that (M2′) holds.
(i) Suppose thatm2 changes sign inΩ , then for all d1 large and d2 small, (0, θd2,m2 ) is globally asymptotically
stable.
(ii) Suppose thatm1 changes sign inΩ , then for all d1 small and d2 large, (θd1,m1 ,0) is globally asymptotically
stable.
(iii) Let (U , V ) be any co-existence steady state of (12), then limd1,d2→0+ (U , V ) = (u˜∗, v˜∗) uniformly on
compact subsets of 	Ω \ {x ∈ 	Ω |m1(x) =m2(x) and m1(x) > 0}, where
u˜∗(x) =
{
m1(x) if m1(x) >m2(x) and m1(x) > 0,
0 if m1(x) 0 or m2(x) >m1(x) > 0,
and
v˜∗(x) =
{
0 if m2(x) 0 or m1(x) >m2(x) > 0,
m2(x) if m2(x) >m1(x) and m2(x) > 0.
Proof. We will prove (ii) here, as the proof of (i) is similar. To show that (θd1,m1 ,0) is globally asymp-
totically stable for all d1 small and d2 large, it suﬃces to show that (12) has no co-existence steady
state in view of Lemma 2.5(ii). Suppose this is not true. Then (12) has a co-existence steady state
(Ud1,d2 , Vd1,d2 ) along a sequence (d1,d2) with d1 → 0+ and d2 → ∞. By Lemma 2.3(ii) (which holds
true for general m1,m2 with exactly the same proof), both Ud1,d2 and Vd1,d2 are uniformly bounded
on 	Ω independent of d1 and d2. By passing to a subsequence of d1 and d2 if necessary, and using
similar arguments as in the proof of (32) in Theorem 1.3(iii), we obtain
lim
d1→0+,d2→∞
(Ud1,d2 , Vd1,d2) = (U0,∞, V0,∞)
where V0,∞ ≡ ξ for some constant ξ  0, U0,∞ = (m1 − ξ)+ and∫
Ω
(
m2 − (m1 − ξ)+ − ξ
)= 0. (42)
However, since m1 = m2 and m1 changes sign in Ω , (42) cannot hold for any ξ  0. Thus we get a
contradiction.
Again, the proof of (iii) uses the same arguments as in that of Theorem 4.1 in [8], and is therefore
omitted here. (Note that compared to Theorem 4.2(iii) only the deﬁnition of (u˜∗, v˜∗) is modiﬁed
accordingly.) 
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