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NEW CLOSED-FORM APPROXIMATIONS IN MULTI-ASSET
MARKET MAKING
(WORK IN PROGRESS)
DAVID EVANGELISTA AND DOUGLAS VIEIRA
Abstract. The job of market makers is to provide liquidity to other market
participants. The main source of risk for market makers is holding inventory and
the uncertainty of future price variation. In many cases, the market makers are in
charge of a large range of assets. However, managing the risk in the multiple asset
cases is an important task. We propose in this paper closed-form approximations
for the bid and ask quotes a market maker should set for optimally managing
the risk of his/her multi-asset market making book. Our work is an extension of
the paper “Optimal market making” by Gue´ant. We also consider generalizations
with asymmetric arrival rate intensities. Moreover, we consider the case where
the reference price is modeled with a drift and adverse selection.
1. Introduction
Market makers are the agents that provide liquidity to the markets. In the so-called
quote-driven markets, the bid and ask prices are set by a market maker. Thus,
the traders can only buy or sell on these quotes. In the order-driven markets, the
exchanges can designate the market makers to set bid and ask prices continuously.
Nonetheless, any market participant can participate in the business of liquidity pro-
vision. In contrast, high-frequency trading (HFT) firms voluntarily act as market
makers. In the terminology of Menkveld’s (see [20]), these agents are the new market
makers.
In the economics literature, market making strategies go back to the eighties. For
example, in [18], Ho and Stoll derived an optimal strategy for a monopolist dealer
in a single stock. Subsequently, Grossman and Miller [11] studied the risk faced by
market makers and the liquidity equilibrium level. This problem was addressed in
the mathematical finance literature much later in [1] by Avellaneda and Stoikov.
There, they developed a market making strategy in the context of HFT. Since this
seminal paper, many researchers considered the market making problem1. For in-
stance, [16] considered extensions to the multi-asset case and [5, 13] regarded the
adverse selection. The mathematical approach to the market making problem is
crucial build algorithms to automate the job of market makers.
D. Evangelista was partially supported by KAUST baseline and start-up funds and KAUST
SRI, Uncertainty Quantification Center in Computational Science and Engineering. We thank
Olivier Gue´ant (Universite´ Paris 1 Panthe´on-Sorbonne), Guillaume Bioche (BNP Paribas), Pierre
Cardaliaguet (Universite´ Paris-Dauphine), Diogo Gomes (KAUST), Levon Nurbekyan (KAUST),
Vardan Voskanyan (KAUST), Jiang Pu (Europlace Institute of Finance), and Andrei Serjantov
(BNP Paribas) for the contributions to this paper.
1Many academic papers addressed market making strategies for order-driven markets (for ex-
ample, the equities market) in the Avellaneda-Stoikov framework. However, these strategies are
adequate only for quote-driven markets (such as OTC markets), or at most, for some specific order-
driven markets with a small tick size.
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The source of profit of the market maker lies in the spread between the proposed bid
and ask prices. In fact, the spread is determined by the order flow of buy and sell
market orders of market participants. On the one hand, a tighter spread attracts
higher volume and thus smaller profits for each transaction. On the other hand,
setting the quotes away from the fair price introduces asymmetry to the flow on
each side. However, the market maker’s inventory is a stochastic process, and a
large inventory implies a large exposure to market risk. Therefore, there is a trade-
off between the quotes of the market maker and how it relates to his/her inventory
management.
In this paper, we propose a new closed-form approximation for market making in
the case of several assets. We build our work on the paper of Gue´ant [16]. There,
Gue´ant unified the approach to the market making problem a` la Avellaneda-Stoikov
under different objective functions. Moreover, he considered general shapes of mar-
ket order arrival rate intensities. Furthermore, he addressed and solved a partial
differential equation (PDE) when the intensity of market order arrival is symmetric
with respect to the bid and ask sides. Here, in contrast, we fully solve this PDE
under different models for the reference price. We provide optimal quotes not only
for the asymptotic regime, when the terminal time T goes to infinity, but also for
the time-dependent case.
The multi-asset market making is relevant, for instance, in the credits market. In our
framework, the market making of multiple assets gives rise to an interesting feature.
That is, our model exploit the correlation between the assets for risk management
– see [16] for an empirical study.
As in [16], the first objective function that we consider is the expected CARA2 util-
ity function on the terminal cash. We refer to the market making model under this
utility function as Model A. This objective function is the same as in the seminal
paper [1]. After this seminal paper, a number studies considered this utility function
– see, for instance, [13, 14, 16]. The second optimization criterion is the expected
value of the P&L minus a running penalty on the inventory. We refer to this utility
function as Model B. For example, the papers [3, 4, 5, 6] addressed this alternative
objective function. The paper [17] also considered market making models under
both optimization criteria; that is, the Model A and Model B in our setting. In fact,
each objective function has its own interpretation.
Our main results are Theorems 5.1, 6.1 and 7.1. First, in Theorem 5.1, we address
the case with symmetric market order arrival rate intensities. Next, in Theorem 6.1
we address the asymmetric case. To the best of our knowledge, this is the first paper
in the literature that considers asymmetric intensities in this modeling framework.
To obtain a solution in the closed-form approximations, we specialize the form of
the liquidation penalty. In our setting, we choose a quadratic penalty function. This
approach corresponds to the linear market impact model. In fact, there is a wide
debate on the form of market impact. Nevertheless, the linear form is a reasonable
choice and supported in the literature – see a recent work by Cont, Stoikov and
Kukanov in [24]. Finally, in Theorem 7.1, we explore some extensions in our model.
We address the case where the reference price has a drift and suffers from adverse
selection. It is particularly important to consider adverse selection in practice. As
2Constant Absolute Risk Aversion.
3pointed out in [5, 25], the market maker is frequently trading against HFT coun-
terparts. These HFT agents often possess short-term predictions of the direction of
the market. In turn, this feature introduces adverse selection to uninformed market
makers. In Theorems 5.1,6.1, and 7.1 we find both the time-dependent and asymp-
totic optimal quotes.
We end this introduction by outlining our paper. In Section 2, we formulate our
problem in details. We state the system of ODE which characterizes the optimal
quotes in multi-asset market making. In Section 3, we revisit the existing closed-form
approximations. Then, in Section 4, we derive the general PDE that approximates
the system of ODE stated in Section 2. In Section 5, we obtain the solution for
the case where the arrival rate of buy and sell market orders are symmetric. The
asymmetric case is solved in Section 6. Finally, we consider the extensions for drift
and adverse selection in Section 7.
2. System of ordinary differential equations characterizing the
optimal quotes
In this paper, our aim is to find closed-form approximations for the bid and ask
quotes that a market maker should set for optimally manage the risk of his/her
multi-asset market making book. To this extent, we first introduce the Problem 1
below. In fact, Gue´ant introduced this problem in [16]. However, in this paper,
we generalize this problem for the cases with drift and adverse selection. We end
this section by relating the optimal quotes with the value function, θ, that solves
Problem 1.
Modeling framework and notations. The modeling framework and notations
are precisely the content of [16, Section 5.1].
Here, we provide the notations we use in this paper. More precisely, i ∈ {1, . . . , d}
represents the asset i. We denote the asset’s reference price by (Sit)t, and Σ =
(ρi,jσiσj)16i,j6d the variance-covariance matrix associated with the process (St)t =
(S1t , . . . , S
d
t )t. Moreover, we model the bid and ask quotes by a 2d stochastic process,
respectively denoted by (S1,bt )t, . . . , (S
d,b
t )t and (S
1,a
t )t, . . . , (S
d,a
t )t. Next, (N
i,b
t )t and
(N i,at )a indicates the two point process modeling the number of transactions at the
bid and ask, respectively, for the asset i. Furthermore, we assume that the asset i
is traded at ∆i units, and denote the market maker inventory by (qt) = (q
q
t , . . . , q
d
t ).
We denote the set of positive definite matrices by S+d (R).
The following assumption was introduced in [16], and comprises the precise require-
ments to prove the existence and uniqueness (see details in [16]) of the Problem 1
that we present next.
Assumption 1. The market order arrival rate intensities satisfy
λ
i,b
t = Λ
i,b(δi,bt )1qt−<Q and λ
i,a
t = Λ
i,a(δi,at )1qt−>−Q,
where
δ
i,b
t = S
i
t − S
i,b
t and δ
i,a
t = S
i,a
t − S
i
t .
Moreover, we assume that
• Λi,b and Λi,a are twice continuously differentiable,
• Λi,b and Λi,a are decreasing, with ∀δ ∈ R, Λi,b
′
(δ) < 0 and Λi,a
′
(δ) < 0,
• limδ→+∞ Λ
i,b(δ) = limδ→+∞ Λ
i,a(δ) = 0,
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• ∀δ ∈ R,
Λi,b(δ)Λi,b
′′
(δ) < 2
(
Λi,b
′
(δ)
)2
and Λi,a(δ)Λi,a
′′
(δ) < 2
(
Λi,a
′
(δ)
)2
.
Problem 1. Let {ei}
d
i=1 be the canonical basis of R
d. For ∆i > 0, let Qi =
{−Q,−Q + ∆i,−Q + 2∆i . . . , Q − 2∆i, Q − ∆i, Q}. Moreover, let S+d (R) ∋ Σ =
(ρi,jσiσj)16i,j6d be a variance-covariance matrix. Then, find θ satisfying
0 = −∂tθ(t, q) +
1
2
γ
d∑
i=1
d∑
j=1
ρi,jσiσjqiqj
−
d∑
i=1
1qi<QiH
i,b
ξ
(
θ(t, q)− θ(t, q +∆iei)
∆i
)
−
d∑
i=1
1qi>−QiH
i,a
ξ
(
θ(t, q)− θ(t, q −∆iei)
∆i
)
, (2.1)
for i ∈ {1, . . . , d}, qi ∈ Qi, and t ∈ [0, T ], with the terminal condition
θ(T, q) = −ℓd(q
1, . . . , qd). (2.2)
Here, we define H i,bξ and H
i,a
ξ by
H
i,b
ξ (p) :=
{
supδ
Λb(δ)
ξ (1− exp(ξ∆
i(δ − p))) if ξ > 0
∆i supδ Λ
b(δ)(δ − p) if ξ = 0,
(2.3)
and
H
i,a
ξ (p) :=
{
supδ
Λa(δ)
ξ (1− exp(ξ∆
i(δ − p))) if ξ > 0
∆i supδ Λ
a(δ)(δ − p) if ξ = 0.
(2.4)
This problem comes from a stochastic optimal control optimization that comprises
two different objective functions. First, the case of ξ > 0 corresponds to the Model
A in [16]. In this case, the objective function is the expected CARA utility function
on the terminal cash. That is, the market maker objective is to maximize
E
[
− exp
(
−γ
(
XT +
d∑
i=1
qiTS
i
T − ℓd(q
1
T , . . . , q
d
T )
))]
, (2.5)
over (δ1,bt , . . . , δ
d,b
t )t, (δ
1,a
t , . . . , δ
d,a
t )t ∈ A
d are the admissible controls. Here, Ad
indicates the set of d-dimensional predictable process bounded from below. Next,
the case of ξ = 0 corresponds to Model B in [16]. In this case, the objective function
is the expected value of the P&L minus a running penalty on the inventory:
E
XT + d∑
i=1
qiTS
i
T − ℓd(q
1
T , . . . , q
d
T )−
1
2
γσ2
∫ T
0
d∑
i,j=1
ρi,jσiσjqitq
j
tdt
 . (2.6)
From [16, Theorem 5.1], there exists a unique function θ : [0, T ]×Πdi=1Q
i → R, C1 in
time, solution to Eq. (2.1) with terminal condition (2.2). Moreover, the verification
argument of the stochastic optimal control problems associated to Model A and
Model B are the content of [16, Theorems 5.2 and 5.3]. The optimal quotes as
5function of θ are the content of the next theorems (for details, see [16]). For the
case of model A, the result is the following:
Theorem 2.1. Let us consider the solution θ of Eq. (2.1) with terminal condition
(2.2) for ξ = γ.
Then, for i ∈ {1, . . . , d}, the optimal bid and ask quotes Si,bt = S
i
t − δ
i,b∗
t (for q
i
t− <
Qi) and Si,at = S
i
t + δ
i,a∗
t (for q
i
t− > −Q
i) are characterized by
δ
i,b∗
t = δ˜
i,b∗
γ
(
θ(t, qt−)− θ(t, qt− +∆
iei)
∆i
)
,
δ
i,a∗
t = δ˜
i,a∗
γ
(
θ(t, qt−)− θ(t, qt− −∆
iei)
∆i
)
,
(2.7)
where the functions δ˜i,b∗γ (·) and δ˜
i,a∗
γ (·) are defined by
δ˜i,b∗γ (p) = Λ
i,b−1
(
γH i,bγ (p)−
H
i,b
γ
′
(p)
∆i
)
,
δ˜i,a∗γ (p) = Λ
i,a−1
(
γH i,aγ (p)−
H
i,a
γ
′
(p)
∆i
)
.
For the model B, the result is the following:
Theorem 2.2. Let us consider the solution θ of Eq. (2.1) with terminal condition
(2.2) for ξ = 0.
Then, for i ∈ {1, . . . , d}, the optimal bid and ask quotes Si,bt = S
i
t − δ
i,b∗
t (for
qit− < Q
i) and Si,at = S
i
t + δ
i,a∗
t (for q
i
t− > −Q
i) are characterized by
δ
i,b∗
t = δ˜
i,b∗
0
(
θ(t, qt−)− θ(t, qt− +∆
iei)
∆i
)
,
δ
i,a∗
t = δ˜
i,a∗
0
(
θ(t, qt−)− θ(t, qt− −∆
iei)
∆i
)
,
(2.8)
where the functions δ˜i,b∗0 (·) and δ˜
i,a∗
0 (·) are defined by
δ˜
i,b∗
0 (p) = Λ
i,b−1
(
−
H
i,b
0
′
(p)
∆i
)
and δ˜i,a∗0 (p) = Λ
i,a−1
(
−
H
i,a
0
′
(p)
∆i
)
.
In the following sections, our focus is to find a closed-form solution to a PDE that
approximates the system of ODEs (2.1). Fist, introduce the existing closed-form
approximations in Section 3. Next, we present the case of symmetric market order
arrival rate intensity in Section 5. This case was stated in [16]. Subsequently, in
Section 6, we consider the asymmetric case. Finally, in Section 7, we extend the
reference price model to support effects of drift and adverse selection.
3. Existing closed-form approximations
The closed-form approximations in the market making literature started in with the
seminal paper [1] by Avellaneda and Stoikov. The main assumption in their model
(one-dimensional) is that the arrival rate intensities satisfy
λbt = Λ
b(δbt ) and λ
a
t = Λ
a(δat ), (3.1)
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where
δbt = St − S
b
t and δ
a
t = St − S
a
t
and where Λb and Λa are two positive and nonincreasing functions. There, Avel-
laneda and Stoikov formally wrote a PDE characterizing the optimal quotes for
general functions Λb and Λa. However, they focused on the specific cases where
the intensities decay exponentially, and are symmetric with respect to the reference
price. More precisely, they assumed that
Λb(δ) = Λa(δ) = Ae−κδ, A > 0, κ > 0. (3.2)
Subsequently, in [13], Gue´ant et al. introduced a change of variables – a` la Cole-
Hopf – that transformed the PDE stated in [1] into a linear system of ODEs. Then,
the authors solved this system of ODEs and characterized the value function with an
exponential tridiagonal matrix that can be solved numerically. Moreover, they found
a closed-form approximation in the asymptotic regime when the terminal time, T ,
goes to infinity. Furthermore, they expressed this closed-form approximation with
the eigenvector associated with the largest eigenvalue of the tridiagonal matrix. Fur-
thermore, they also extend their framework to the case where the reference price
is modeled with adverse selection, that represents a market impact. However, the
closed-form approximations they obtained only hold for the one dimensional case.
Next, in [16], Gue´ant introduced the assumptions, for Λb and Λa, described in the
beginning of the previous section (see Assumption 1). With this precise assumption,
Gue´ant proved the existence and uniqueness of the PDE introduced in [1], and the
verification theorems associated to each model (model A and model B present in the
previous section). To fully solve this equation, he used a change of variables that re-
duced the dimension of the problem from 4 to 2. Moreover, he also characterized the
optimal quotes depending on the value function under general forms of arrival rate
intensities comprising both the models A and B. In his paper, Gue´ant also found
closed-form approximations for the long time behavior; that is, when T → +∞.
Furthermore, he also introduced the multi-asset market making.
Moreover, another approximation has also been obtained by Gue´ant (see [26]) in the
one-dimensional case. This approximation is based on Namah-Roquejoffre technique
for large time behavior of solutions of Hamilton-Jacobi equations3. However, it is
specific to dimension 1 as well.
In the multi-asset case, also introduced in [16], another approximation has been
obtained. This formula is precisely the one that we generalize in this paper. In [16],
Gue´ant found the optimal quotes in the asymptotic regime with symmetric arrival
rate intensities. Here, we detail the proof of this formula, and obtain the general
cases with asymmetric arrival rate intensities, drift and adverse selection.
4. General approximated partial differential equation
Here, we approximate4 the system of ODEs in Eq. (2.1) by the PDE below.
3Some approximations are good around q = 0 (the one we deal with in this paper) and some ap-
proximations are better for |q| large, such as the one introduced in [26] using the Namah-Roquejoffre
technique.
4As pointed in [16], this approximation does not correspond to the fluid limit.
70 = −∂tΘ(t, q) +
1
2
γ
d∑
i=1
d∑
j=1
ρi,jσiσjqiqj −
d∑
i=1
(H i,aξ (0) +H
i,b(0))
+
d∑
i=1
(
H
i,b
ξ
′
(0)−H i,aξ
′
(0)
)
∂qiΘ(t, q)
−
d∑
i=1
1
2
(
H
i,b
ξ
′′
(0) +H i,aξ
′′
(0)
)
(∂qiΘ(t, q))
2
+
d∑
i=1
∆i
2
(
H
i,b
ξ
′
(0) +H i,aξ
′
(0)
)
∂2qiqiΘ(t, q), (4.1)
with the final condition
Θ(T, q) = −ℓd(q
1, . . . , qd). (4.2)
In fact, the above PDE comes from a Taylor expansion in ǫ, after removing the
boundaries associated with Q and −Q, of the expression
0 = −∂tΘ(t, q) +
1
2
γ
d∑
i=1
d∑
j=1
ρi,jσiσjqiqj
−
d∑
i=1
1q<QH
i,b
ξ
(
Θ(t, q)−Θ(t, q + ǫ∆iei)
∆i
)
−
d∑
i=1
1q>−QH
i,a
ξ
(
Θ(t, q)−Θ(t, q − ǫ∆iei)
∆i
)
. (4.3)
Accordingly, the expansion of H i,bξ and H
i,a
ξ in ǫ gives
H
i,b
ξ
(
Θ(t, q)−Θ(t, q + ǫ∆iei)
∆i
)
+H i,aξ
(
Θ(t, q)−Θ(t, q − ǫ∆iei)
∆i
)
= (H i,aξ (0) +H
i,b(0)) + ǫ
(
H
i,a
ξ
′
(0) −H i,bξ
′
(0)
)
∂qΘ(t, q)
+ ǫ2
(
1
2
(
H
i,a
ξ
′′
(0)(∂qΘ(t, q))
2 −∆iH i,aξ
′
(0)∂2qqΘ(t, q)
)
+
1
2
(
H
i,b
ξ
′′
(0)(∂qΘ(t, q))
2 −∆iH i,bξ
′
(0)∂2qqΘ(t, q)
))
+O
(
ǫ3
)
.
Then, Eq. (4.3) becomes Eq. (4.1) when we choose ǫ = 1 in the above expression
combined with Eq. (4.3).
5. Symmetric intensities
In order to carry out our reasoning, we first consider the symmetric case. That is,
we assume that ∀i ∈ {1, . . . , d}, we have Λi,b = Λi,a =: Λi. Consequently, Eq. (4.1)
becomes
0 = −∂tΘ(t, q) +
1
2
γ
d∑
i=1
d∑
j=1
ρi,jσiσjqiqj − 2
d∑
i=1
H iξ (0)+
d∑
i=1
−H i
′′
ξ (0)(∂qiΘ(t, q))
2 +
d∑
i=1
∆iH i
′
ξ (0)∂
2
qiqiΘ(t, q).
(5.1)
with the final condition (4.2).
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The next theorem provides a solution of Eq. (5.1) for quadratic penalty functions.
Theorem 5.1. Suppose that H iξ
′′
(0) > 0 for all i ∈ {1, . . . , d}. Moreover, suppose
that the penalty function, ℓd, satisfies
ℓd(q
1, . . . , qd) =
d∑
i=1
d∑
j=1
κi,jqiqj , where S+d (R) ∋ (κ
i,j) =: KT , (5.2)
and that Θ in Eq. (5.1) has the form{
Θ(t, q) = θ0(t)− q
∗θ2(t)q for all (t, q) ∈ [0, T ]× R
d
θ0(T ) = 0, θ2(T ) = KT ,
(5.3)
where for each t ∈ [0, T ], we have θ0(t) ∈ R and θ2(t) ∈ S
+
d (R).
Then, there exists Θ solving Eq. (5.1) where θ0 and θ2 in (5.3) are uniquely deter-
mined and θ2 is given by
θ2(t) =
1
4
D−1/2θ̂
(
I − e−θ̂(T−t)(θ̂ +K)−1(θ̂ −K)e−θ̂(T−t)
)
×
(
I + e−θ̂(T−t)(θ̂ +K)−1(θ̂ −K)e−θ̂(T−t)
)−1
D−1/2, (5.4)
where
D = diag(H1ξ
′′
(0), . . . ,Hdξ
′′
(0)), (5.5)
K = 4D1/2KTD
1/2, θ̂ =
√
2γ(D1/2ΣD1/2)1/2.
In particular, the asymptotic regime for θ2 verifies
θ2(t)→T→∞
1
2
√
γ
2
Γ (5.6)
where
Γ = D−
1
2 (D1/2ΣD1/2)1/2D−
1
2 . (5.7)
Remark 5.2. As we will see in the next subsection, it suffices to find the solution
for θ2 to obtain the approximation formulas for the optimal quotes.
Proof of Theorem 5.1. We divide the proof of this Theorem in three steps. First, we
decompose Eq. (5.1) into two equations – one for θ0 and another for θ2. Next, we
solve the corresponding equation for θ2. Finally, we obtain the asymptotic regime
for θ2.
Step 1. Using the ansatz (5.3), Eq. (5.1) becomes
0 = −θ′0(t) + q
∗θ2(t)q +
1
2
γq∗Σq − 2
d∑
i=1
H iξ(0)
−
d∑
i=1
H iξ
′′
(0)(e∗i θ2(t)q + q
∗θ2(t)ei)
2 − 2
d∑
i=1
∆iH iξ
′
(0)e∗i θ2(t)ei. (5.8)
Since (e∗i θ2(t)q + q
∗θ2(t)ei)
2 = 4q∗θ2(t)eie
∗
i θ2(t)q, we have
0 = −θ′0(t) + q
∗θ2(t)q +
1
2
γq∗Σq − 2
d∑
i=1
H iξ(0)
− 4
d∑
i=1
H iξ
′′
(0)q∗θ2(t)eie
∗
i θ2(t)q − 2
d∑
i=1
∆iH iξ
′
(0)e∗i θ2(t)ei. (5.9)
9The above equation is equivalent to
0 = −θ′0(t) + q
∗θ2(t)q +
1
2
γq∗Σq − 2
d∑
i=1
H iξ(0)
− 4q∗θ2(t)
(
d∑
i=1
H iξ
′′
(0)eie
∗
i
)
θ2(t)q − 2
d∑
i=1
∆iH iξ
′
(0)e∗i θ2(t)ei.
(5.10)
Finally, we decompose the previous expression as{
−θ′0(t)− 2
∑d
i=1H
i
ξ(0)− 2
∑d
i=1∆
iH iξ
′
(0)e∗i θ2(t)ei = 0
θ0(T ) = 0
(5.11)
and {
θ′2(t) +
1
2γΣ− 4θ2(t)Dθ2(t) = 0
θ2(T ) = KT ,
(5.12)
where D is the d× d diagonal matrix
D = diag(H1ξ
′′
(0), . . . ,Hdξ
′′
(0)).
Step 2. Let us solve (5.12). First, introducing the change of variables
θ3(t) = 4D
1/2θ2(t)D
1/2, (5.13)
Eq. (5.12) becomes {
θ′3(t) + 2γD
1/2ΣD1/2 − θ3(t)
2 = 0
θ3(T ) = 4D
1/2KTD
1/2 =: K
(5.14)
Because D1/2ΣD1/2 ∈ S++d , we can define
θ̂ :=
√
2γ(D1/2ΣD1/2)1/2. (5.15)
Accordingly, from Eq. (5.14), we have{
θ′3(t) = θ3(t)
2 − θ̂2
K = 4D1/2KTD
1/2.
(5.16)
Next, to solve (5.16), we write
z′(t) = −θ3(t)z(t),
with z(T ) to be chosen later. Differentiating the above equation, we obtain
z′′(t) = −θ′3(t)z(t) − θ3(t)z
′(t)
= (θ̂2 − θ3(t)
2)z(t) + θ3(t)
2z(t)
= θ̂2z(t).
Consequently,
z(t) = eθ̂(T−t)M1 + e
−θ̂(T−t)M2, (5.17)
where M1,M2 ∈Md(R) must satisfy
z(T ) =M1 +M2 and z
′(T ) = θ̂(M2 −M1).
Because z′(T ) = −Kz(T ), we deduce
(θ̂ +K)M2 = (θ̂ −K)M1.
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Note that θ̂,K ∈ S++d (R) implies that (θ̂ + K) is invertible. Hence, the above
expression yields
M2 = (θ̂ +K)
−1(θ̂ −K)M1.
Therefore, from (5.17), we deduce
z(t) =
(
eθ̂(T−t) + e−θ̂(T−t)(θ̂ +K)−1(θ̂ −K)
)
. (5.18)
Now, we can choose M1 = I so that z(T ) =
(
I + (θ̂ +K)−1(θ̂ −K)
)
.
Step 2a. Next, we show that z(t) in Eq. (5.18) is invertible. We write
z(t) = e−θ̂(T−t)(θ̂ +K)−1
(
(θ̂ +K)e2θ̂(T−t) + (θ̂ −K)
)
= e−θ̂(T−t)(θ̂ +K)−1
(
θ̂(e2θ̂(T−t) + I) +K(e2θ̂(T−t) − I)
)
.
Hence, z(t) is invertible iff θ̂(e2θ̂(T−t) + I) +K(e2θ̂(T−t) − I) is invertible. We have
the following cases:
(i) if t = T , then z(T ) = 2(θ̂ +K)−1θ̂, which is invertible.
(ii) if 0 < t < T , then e2θ̂(T−t) − I is invertible. Thus,
z(t) is invertible iff (θ̂(e2θ̂(T−t) + I)(e2θ̂(T−t) − I)−1 +K) is invertible.
To complete the proof, it sufices to show that
(θ̂(e2θ̂(T−t) + I)(e2θ̂(T−t) − I)−1 +K) ∈ S++d .
Since K ∈ S++d , it remains to show that θ̂(e
2θ̂(T−t) + I)(e2θ̂(T−t) − I)−1 ∈
S++d . Next, because θ̂ ∈ S
++
d , spectral decomposition yields θ̂ = P∆P
′.
Consequently,
θ̂(e2θ̂(T−t) + I)(e2θ̂(T−t) − I)−1
= P∆P ′(Pe2∆(T−t)P ′ + I)(Pe2∆(T−t)P ′ − I)−1
= (P∆e2∆(T−t)P ′ + P∆P−1)P (e2∆(T−t) − I)−1P ′
= P∆(e2∆(T−t) + I)(e2∆(T−t) − I)P ′.
Furthermore, note that ∆(e2∆(T−t) + I)(e2∆(T−t) − I) is a diagonal matrix
with positive entries. This implies that θ̂(e2θ̂(T−t)+I)(e2θ̂(T−t)−I)−1 ∈ S++d
and we conclude that z(t) is invertible for 0 < t < T .
Finally, from (i) and (ii), z(t) is invertible for t ∈ [0, T ].
Step 2b. Because z(t) is invertible for t ∈ [0, T ], we can write
θ3(t) = −z
′(t)z(t)−1. (5.19)
Using Eq. (5.18) we deduce
θ3(t) = θ̂
(
eθ̂(T−t) − e−θ̂(T−t)(θ̂ +K)−1(θ̂ −K)
)
×
(
eθ̂(T−t) + e−θ̂(T−t)(θ̂ +K)−1(θ̂ −K)
)−1
= θ̂
(
I − e−θ̂(T−t)(θ̂ +K)−1(θ̂ −K)e−θ̂(T−t)
)
× (I + e−θ̂(T−t)(θ̂ +K)−1(θ̂ −K)e−θ̂(T−t))−1
(5.20)
Moreover, using the change of variables (5.13), we obtain (5.4).
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Step 3. Finally, from the second expression in (5.20), we have that
θ2(t) −→T→∞
1
4
D−1/2θ̂D−1/2 =
1
2
√
γ
2
Γ (5.21)
where Γ = D−
1
2 (D1/2ΣD1/2)1/2D−
1
2 . 
5.1. Closed-form approximation for optimal quotes. In the asymptotic regime;
that is, when T → +∞, we obtain the closed-form approximations for the optimal
quotes by evaluating
θ(t, q)− θ(t, q +∆iei)
∆i
≃
√
γ
2
Γii 2qi +∆i
2
+
∑
1≤j≤d,j 6=i
Γijqj

and
θ(t, q)− θ(t, q −∆iei)
∆i
≃ −
√
γ
2
Γii 2qi −∆i
2
+
∑
1≤j≤d,j 6=i
Γijqj
 .
We plug these approximations into Eqs. (2.7) and (2.8) to obtain the general ap-
proximation formulas
δ
i,b∗
t ≃ δ
i,b∗
approx := δ˜
i∗
ξ
√γ
2
Γii 2qit− +∆i
2
+
∑
1≤j≤d,j 6=i
Γijqjt−
 (5.22)
and
δ
i,a∗
t ≃ δ
i,a∗
approx := δ˜
i∗
ξ
−√γ
2
Γii 2qit− −∆i
2
+
∑
1≤j≤d,j 6=i
Γijqjt−
 , (5.23)
where
δ˜i∗ξ (p) = Λ
i−1
(
ξH iξ(p)−
H iξ
′
(p)
∆i
)
. (5.24)
5.1.1. Special case: exponential intensities. In particular, if we assume that the
intensities satisfy
Λi(δ) := Λi,a(δ) = Λi,b(δ) = Aie−k
iδ,
we obtain
H iξ(p) := H
i,a
ξ (p) = H
i,b
ξ (p) =
Ai∆i
ki
Ciξ exp(−k
ip),
where
Ciξ =

(
1 + ξ∆
i
ki
)−(1+ ki
ξ∆i
)
if ξ > 0
e−1 if ξ = 0.
Moreover, the optimal bid-ask quotes verify
δ˜i∗ξ (p) := δ˜
i,b∗
ξ (p) =
{
p+ 1
ξ∆i
log
(
1 + ξ∆
i
ki
)
if ξ > 0
p+ 1
ki
if ξ = 0.
(5.25)
Therefore, we have
δ
i,b∗
t ≃

√
γ
2
(
Γii
2qit−+∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ijq
j
t−
)
+ 1
ξ∆i
log
(
1 + ξ∆
i
ki
)
if ξ > 0√
γ
2
(
Γii
2qit−+∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ijq
j
t−
)
+ 1
ki
if ξ = 0
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and
δ
i,a∗
t ≃
−
√
γ
2
(
Γii
2qit−−∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ijq
j
t−
)
+ 1
ξ∆i
log
(
1 + ξ∆
i
ki
)
if ξ > 0
−
√
γ
2
(
Γii
2qit−−∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ijq
j
t−
)
+ 1
ki
if ξ = 0,
where
Γ = D−
1
2 (D1/2ΣD1/2)1/2D−
1
2
and
D = diag(A1C1ξ k
1∆1, . . . , AdCdξ k
d∆d).
6. Asymmetric intensities
Here, we solve the general parabolic PDE presented in Eq. (4.1). In this case, we
allow the intensity functions, Λi,b,Λi,a for i ∈ {1, . . . , d}, to be different. Accordingly,
the next theorem provides a solution of Eq. (4.1) for quadratic penalty functions in
this more general setting.
Theorem 6.1. Suppose that H i,b
′′
(0),H i,a
′′
(0) > 0 for all i ∈ {1, . . . , d}. More-
over, suppose that the penalty function, ℓd, satisfies (5.2), and that Θ in Eq. (4.1)
has the form{
Θ(t, q) = θ0(t) + q
∗θ1(t)− q
∗θ2(t)q for all (t, q) ∈ [0, T ] × R
θ0(T ) = 0, θ1(T ) = 0, θ2(T ) = KT ,
(6.1)
where for each t ∈ [0, T ], we have θ0(t) ∈ R, θ1(t) ∈ R
d, and θ2(t) ∈ S
+
d (R).
Then, there exists Θ solving Eq. (4.1) where θ0, θ1 and θ2 in (6.1) are uniquely
determined, θ2 is given by
θ2(t) =
1
4
D
−1/2
θ
(
I − e−θ(T−t)(θ +K)−1(θ −K)e−θ(T−t)
)
×
(
I + e−θ(T−t)(θ +K)−1(θ −K)e−θ(T−t)
)−1
D
−1/2
, (6.2)
where
D = diag
(
1
2
(
H
1,b
ξ
′′
(0) +H1,aξ
′′
(0)
)
, . . . ,
1
2
(
H
d,b
ξ
′′
(0) +Hd,aξ
′′
(0)
))
, (6.3)
K = 4D
1/2
KD
1/2
, θ =
√
2γ(D
1/2
ΣD
1/2
)1/2,
and its asymptotic regime verifies
θ2(t)→T→∞
1
2
√
γ
2
Γ, (6.4)
where
Γ = D
− 1
2 (D
1/2
ΣD
1/2
)1/2D
− 1
2 . (6.5)
Moreover, the asymptotic regime of θ1 satisfies
θ1(t)→T→∞
1
2
D
−1
V, (6.6)
where
V =
(
H
1,b
ξ
′
(0)−H1,aξ
′
(0), . . . ,Hd,bξ
′
(0)−Hd,aξ
′
(0)
)
. (6.7)
Furthermore, suppose that K and θ commute. Then, θ1 is given by
θ1(t) =
1
2
D
−1
V −
1
2
e−
∫ T
T−t
4θ2(u)D duD
−1
V, (6.8)
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Proof. The proof of this Theorem is divided in four steps. We first decompose Eq.
(4.1) into three equations - one for θ0, one for θ1 and another for θ2. Next, as
in the proof of the previous Theorem, we find an explicit solution to the equation
involving θ2. Subsequently we obtain the asymptotic behavior of θ2. Finally, we
find the asymptotic regime for θ1 and its explicit formula.
Step 1. First, using the ansatz (6.1), Eq. (4.1) becomes
0 = q∗θ′2(t)q +
1
2
γq∗Σq − 4
(
d∑
i=1
1
2
(
H
i,b
ξ
′′
(0) +H i,aξ
′′
(0)
))
q∗θ2(t)eie
∗
i θ2(t)q
+ 4
(
d∑
i=1
1
2
(
H
i,a
ξ
′′
(0) +H i,bξ
′′
(0)
))
q∗θ2(t)eie
∗
i θ1(t)
− 2
(
d∑
i=1
(
H
i,b
ξ
′
(0)−H i,aξ
′
(0)
))
q∗θ2(t)ei − q
∗θ′1(t)
− θ′0(t)−
(
d∑
i=1
1
2
(
H
i,b
ξ
′′
(0) +H i,aξ
′′
(0)
)
e∗i θ1(t)e
∗
i θ1(t)
)
− 2
d∑
i=1
∆i
2
(
H
i,a
ξ
′
(0) +H i,bξ
′
(0)
)
e∗i θ2(t)ei
+
d∑
i=1
(
H
i,b
ξ
′
(0)−H i,aξ
′
(0)
)
e∗i θ1(t)−
d∑
i=1
(
H
i,b
ξ (0) +H
i,a
ξ (0)
)
. (6.9)
Then, we note that the above expression is equivalent to
0 = q∗θ′2(t)q +
1
2
γq∗Σq − 4q∗θ2(t)
(
d∑
i=1
1
2
(
H
i,b
ξ
′′
(0) +H i,aξ
′′
(0)
)
eie
∗
i
)
θ2(t)q
+ 4q∗θ2(t)
(
d∑
i=1
1
2
(
H
i,b
ξ
′′
(0) +H i,aξ
′′
(0)
)
eie
∗
i
)
θ1(t)
− 2
(
d∑
i=1
(
H
i,b
ξ
′
(0)−H i,aξ
′
(0)
))
q∗θ2(t)ei − q
∗θ′1(t)
− θ′0(t)−
(
d∑
i=1
1
2
(
H
i,b
ξ
′′
(0) +H i,aξ
′′
(0)
)
e∗i θ1(t)e
∗
i θ1(t)
)
− 2
d∑
i=1
∆i
2
(
H
i,a
ξ
′
(0) +H i,bξ
′
(0)
)
e∗i θ2(t)ei
+
d∑
i=1
(
H
i,b
ξ
′
(0)−H i,aξ
′
(0)
)
e∗i θ1(t)−
d∑
i=1
(
H
i,b
ξ (0) +H
i,a
ξ (0)
)
(6.10)
As in the proof of the previous Theorem, we decompose Eq. (6.10) into the following
equations (for θ0, θ1, θ2):
−θ′0(t)−
(∑d
i=1
1
2
(
H
i,b
ξ
′′
(0) +H i,aξ
′′
(0)
)
e∗i θ1(t)e
∗
i θ1(t)
)
−2
∑d
i=1
∆i
2
(
H
i,a
ξ
′
(0) +H i,bξ
′
(0)
)
e∗i θ2(t)ei
+
∑d
i=1
(
H
i,b
ξ
′
(0)−H i,aξ
′
(0)
)
e∗i θ1(t)−
∑d
i=1
(
H
i,b
ξ (0) +H
i,a
ξ (0)
)
= 0
θ0(T ) = 0,
(6.11)
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−θ′1(t) + 4θ2(t)Dθ1(t)− 2θ2(t)V = 0
θ1(T ) = 0
(6.12)
and {
θ′2(t) +
1
2γΣ− 4θ2(t)Dθ2(t) = 0
θ2(T ) = K
(6.13)
where
V =
(
H
1,b
ξ
′
(0) −H1,aξ
′
(0), . . . ,Hd,bξ
′
(0)−Hd,aξ
′
(0)
)
and
D = diag
(
1
2
(
H
1,b
ξ
′′
(0) +H1,aξ
′′
(0)
)
, . . . ,
1
2
(
H
d,b
ξ
′′
(0) +Hd,aξ
′′
(0)
))
.
Step 2. Note that Eq. (6.13) involving θ2 is the same as in the symmetric case
(see Eq. (5.12)). The only difference is the diagonal matrix, D. Therefore, from
Theorem 5.1, the solution of Eq. (6.13) is given by (6.2).
Step 3. Moreover, we also have
θ2(t)→T→∞
1
2
√
γ
2
Γ
where
Γ = D
− 1
2 (D
1/2
ΣD
1/2
)1/2D
− 1
2 .
Step 4. It remains to find the asymptotic behavior of Eq. (6.12) and its explicit
formula. First, using the change of variables, t→ T − t, we obtain, from (6.12),{
θ′1(t) = 2θ2(t)V − 4θ2(t)Dθ1(t) (6.14)
θ1(0) = 0. (6.15)
Remark 6.2. Indeed, we change the time direction using τ̂ → T − t. Accordingly,
from Eq. (6.12) we obtain{
θ′1(τ̂ ) = 2θ2(τ̂)V − 4θ2(τ̂)Dθ1(τ̂ )
θ1(0) = 0.
(6.16)
Moreover, we notice that the asymptotic regime of Eq. (6.12) when T → +∞ with
backward t, is equivalent to the asymptotic regime when τ̂ → +∞ of Eq. (6.16) with
forward τ̂ .
In the sequel, we relabel τ̂ to t and recall that Eq. (6.14) is forward in time. Fur-
thermore, the asymptotic behavior for θ1 in Eq. (6.14) is obtained when t → +∞,
meaning that T → +∞ in Eq. (6.12).
Step 4a. We claim that 12D
−1
V is the solution to (6.14) when t→ +∞. First, since
D ∈ S++d (R), we can write Eq. (6.14) as
θ′1(t) = a(t) (b− θ1(t)) , (6.17)
where
a(t) = 4θ2(t)D (6.18)
and
b =
1
2
D
−1
V. (6.19)
Let c(t) = b− θ1(t). Then, from (6.17) we have
c′(t) = −a(t)c(t).
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Multiplying the previous equation by the transpose of c(t), c(t)∗, we obtain
1
2
d
dt
‖c(t)‖2 = c(t)∗c′(t) = −c(t)∗a(t)c(t).
Because a(t) is similar to a positive definite matrix, there exists ζ > 0 such that
c∗(t)a(t)c(t) > ζ‖c(t)‖2,
which implies that
1
2
d
dt
‖c(t)‖2 6 −ζ‖c(t)‖2.
Using Gronwall’s inequality, we deduce
‖c(t)‖2 6 2e−ζtc(0) = 2e−ζtb.
The claim follows by taking the limit when t→ +∞. Finally, using the Remark 6.2,
we obtain (6.6).
Step 4b. Let us find a explicit representation for the solution of (6.14). First, let
t→ Φ(t) be the fundamental matrix solution to the homogeneous problem
θ′1(t) = −a(t)θ1(t) (6.20)
where a(t) is given in (6.18). Then, by the Variation of Parameters Formula (see [7,
Proposition 2.66]) and (6.15), we obtain
θ1(t) = 2Φ(t)
∫ t
0
Φ−1(s)θ2(s)V ds. (6.21)
However, if we assume that θ2(t)D is semiproper
5 then it is well known that Eq. (6.20)
possesses a solution given by
Φ(t) = e−
∫ t
0
a(u) du.
and in this case, we have that a(t) and e−
∫ t
0
a(u) du commute. Using the fundamental
solution, Φ, Eq. (6.21) can be written as
θ1(t) = e
−
∫ t
0
a(u) du
∫ t
0
e
∫ τ
0
a(u) dua(τ)b dτ.
Furthermore, since a(t) and e−
∫ t
0
a(u) du commute, we can write
e
∫ t
0
a(u) dub− b =
∫ t
0
(
e
∫ τ
0
a(u) du
)′
b dτ =
∫ t
0
e
∫ τ
0
a(u) dua(τ)b dτ.
Consequently,
θ1(t) = b− e
−
∫ t
0
a(u) dub,
and from (6.18)-(6.19) we have
θ1(t) =
1
2
D
−1
V −
1
2
e−
∫ t
0
4θ2(u)D duD
−1
V. (6.22)
Therefore, using the above expression and Remark 6.2, we obtain Eq (6.8).
Note that, since θ2(t) converges to a nonzero matrix when T → +∞, using (6.22)
and Remark 6.2 we conclude that
θ1(t)→T→∞
1
2
D
−1
V,
where θ1 solves Eq. (6.12). 
5That is, θ2(t)D commute with θ2(τ )D for given t, τ ∈ [0, T ]. In fact, this property is ensured
because we are assuming that K and θ commute.
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6.1. Closed-form approximation for optimal quotes. As before, we obtain the
closed-form approximations for the optimal quotes by evaluating
θ(t, q)− θ(t, q +∆iei)
∆i
≃ −
∆i
2
(D
−1
)iiV i +
√
γ
2
Γii 2qi +∆i
2
+
∑
1≤j≤d,j 6=i
Γ
ij
qj

and
θ(t, q)− θ(t, q −∆iei)
∆i
≃
∆i
2
(D
−1
)iiV i −
√
γ
2
Γii 2qi −∆i
2
+
∑
1≤j≤d,j 6=i
Γ
ij
qj
 .
To obtain the following approximation formulas, we insert the above approximations
into Eqs (2.7) and (2.8):
δ
i,b∗
t ≃ δ
i,b∗
approx := δ˜
i,b∗
ξ
−∆i
2
(D
−1
)iiV i +
√
γ
2
Γii 2qit− +∆i
2
+
∑
1≤j≤d,j 6=i
Γ
ij
q
j
t−

and
δ
i,a∗
t ≃ δ
i,a∗
approx := δ˜
i,a∗
ξ
−∆i
2
(D
−1
)iiV i −
√
γ
2
Γii 2qit− −∆i
2
+
∑
1≤j≤d,j 6=i
Γ
ij
q
j
t−
 ,
where
δ˜
i,b∗
ξ (p) = Λ
i,b−1
ξH i,bξ (p)− H i,bξ
′
(p)
∆i
 ,
δ˜
i,a∗
ξ (p) = Λ
i,a−1
ξH i,aξ (p)− H i,aξ
′
(p)
∆i
 .
6.1.1. Special case: exponential intensities. Let us assume that the intensity func-
tions satisfy
Λi,b(δ) = Ai,be−k
i,bδ, Λi,a(δ) = Ai,ae−k
i,aδ. (6.23)
As a consequence, we have
Hbξ(p) =
Ai,b∆i
ki,b
C
i,b
ξ exp(−k
i,bp), H i,aξ (p) =
Ai,a∆i
ki,a
C
i,a
ξ exp(−k
i,ap),
where
Cbξ =

(
1 + ξ∆
i
ki,b
)−(1+ ki,b
ξ∆i
)
if ξ > 0
e−1 if ξ = 0
, C
i,a
ξ =

(
1 + ξ∆
i
ki,a
)−(1+ ki,a
ξ∆i
)
if ξ > 0
e−1 if ξ = 0.
Moreover
δ˜
i,b∗
ξ (p) =
{
p+ 1
ξ∆i
log
(
1 + ξ∆
i
kb
)
if ξ > 0
p+ 1
ki,b
if ξ = 0.
and
δ˜
i,a∗
ξ (p) =
{
p+ 1
ξ∆i
log
(
1 + ξ∆
i
ki,a
)
if ξ > 0
p+ 1
ki,a
if ξ = 0.
17
Finally, we obtain the following approximation formulas
δ
i,b∗
t ≃

−∆
i
2 (D
−1
)iiV i +
√
γ
2
(
Γ
ii 2qit−+∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ij
q
j
t−
)
+ 1
ξ∆i
log
(
1 + ξ∆
i
ki
)
if ξ > 0
−∆
i
2 (D
−1
)iiV i +
√
γ
2
(
Γ
ii 2qit−+∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ij
q
j
t−
)
+ 1
ki
if ξ = 0
and
δ
i,a∗
t ≃

∆i
2 (D
−1
)iiV i −
√
γ
2
(
Γii
2qit−−∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ij
q
j
t−
)
+ 1
ξ∆i
log
(
1 + ξ∆
i
ki
)
if ξ > 0
∆i
2 (D
−1
)iiV i −
√
γ
2
(
Γ
ii 2qit−−∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ij
q
j
t−
)
+ 1
ki
if ξ = 0
where
Γ = D
− 1
2 (D
1/2
ΣD
1/2
)1/2D
− 1
2 ,
D = diag
(
1
2
(
A1,bC
1,b
ξ k
1,b∆1 +A1,aC1,aξ k
1,a∆1
)
,
. . . ,
1
2
(
Ad,bC
d,b
ξ k
d,b∆1 +Ad,aCd,aξ k
d,a∆d
))
,
and
V =
(
A1,bC
1,b
ξ k
1,b∆1 −A1,aC1,aξ k
1,a∆1, . . . , Ad,bCd,bξ k
d,b∆d −Ad,aCd,aξ k
d,a∆d
)
.
7. Extension: drift and adverse selection
In this section, we extend our model to include the case where the reference price
is modeled with drift and adverse selection. Suppose that the reference price of the
asset i is driven by
dSit = µ
idt+ σidW it + α
idNat − β
idN bt , S
i
0 given, (7.1)
where (W 1t , . . . ,W
d
t )t is a d-dimensional Brownian motion adapted to the filtration
(Ft)t∈R+ . In the dynamics (7.1), µ
i models the trend, and αi and βi model the
market impact of the asset i (see [13]).
In this case, the analogous of Eq. (2.1) for θ is
0 = −∂tθ(t, q)−
d∑
i=1
µiqi +
1
2
γ
d∑
i=1
d∑
j=1
ρi,jσiσjqiqj
−
d∑
i=1
1qi<QiH
i,b
ξ
(
θ(t, q)− θ(t, q +∆iei)
∆i
+ βi
qi +∆i
∆i
)
−
d∑
i=1
1qi>−QiH
i,a
ξ
(
θ(t, q)− θ(t, q −∆iei)
∆i
− αi
qi −∆i
∆i
)
, (7.2)
for ∀i ∈ {1, . . . , d}, qi ∈ Qi, and t ∈ [0, T ], with the terminal condition
θ(T, q) = −ℓd(q
1, . . . , qd). (7.3)
Moreover, the approximated parabolic PDE in this case is
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0 = −∂tΘ(t, q)−
d∑
i=1
µiqi +
1
2
γ
d∑
i=1
d∑
j=1
ρi,jσiσjqiqj
−
d∑
i=1
(
H i,b
(
βi
2
)
+H i,aξ
(
αi
2
))
+
d∑
i=1
(
H
i,b
ξ
′
(
βi
2
)
−H i,aξ
′
(
αi
2
))
∂qiΘ(t, q)
−
d∑
i=1
1
2
(
H
i,b
ξ
′′
(
βi
2
)
+H i,aξ
′′
(
αi
2
))
(∂qiΘ(t, q))
2
+
d∑
i=1
∆i
2
(
H
i,b
ξ
′
(
βi
2
)
+H i,aξ
′
(
αi
2
))
∂2qiqiΘ(t, q) (7.4)
with the final condition
Θ(T, q) = −ℓd(q
1, . . . , qd). (7.5)
Theorem 7.1. Suppose that H i,b
′′
(
βi
2
)
,H i,a
′′
(
αi
2
)
> 0 for all i ∈ {1, . . . , d}.
Moreover, suppose that the penalty function, ℓd, satisfies (5.2), and that Θ in Eq.
(4.1) has the form{
Θ(t, q) = θ0(t) + q
∗θ1(t)− q
∗θ2(t)q for all (t, q) ∈ [0, T ] × R
θ0(T ) = 0, θ1(T ) = 0, θ2(T ) = KT ,
(7.6)
where for each t ∈ [0, T ], we have θ0(t) ∈ R, θ1(t) ∈ R
d and θ2(t) ∈ S
+
d (R).
Then, there exists Θ solving Eq. (4.1) where θ0, θ1 and θ2 in (6.1) are uniquely
determined, θ2 is given by
θ2(t) =
1
4
D˜−1/2θ˜
(
I − e−θ˜(T−t)(θ˜ + K˜)−1(θ˜ − K˜)e−θ˜(T−t)
)
×
(
I + e−θ˜(T−t)(θ˜ + K˜)−1(θ˜ − K˜)e−θ˜(T−t)
)−1
D˜−1/2, (7.7)
D˜ = diag
(
1
2
(
H
1,b
ξ
′′
(
β1
2
)
+H1,aξ
′′
(
α1
2
))
,
. . . ,
1
2
(
H
d,b
ξ
′′
(
βd
2
)
+Hd,aξ
′′
(
αd
2
)))
. (7.8)
K˜ = 4D˜1/2KT D˜
1/2, θ˜ =
√
2γ(D˜1/2ΣD˜1/2)1/2,
and its asymptotic regime verifies
θ2(t)→T→∞
1
2
√
γ
2
Γ˜, (7.9)
where
Γ˜ = D˜−
1
2 (D˜1/2ΣD˜1/2)1/2D˜−
1
2 . (7.10)
Moreover, the asymptotic behavior of θ1 satisfies
θ1(t)→T→∞
1
2
D˜−1V˜ −
1
4
D˜−1Γ˜−1µ (7.11)
where
V˜ =
(
H
1,b
ξ
′
(
β1
2
)
−H1,aξ
′
(
α1
2
)
, . . . ,H
d,b
ξ
′
(
βd
2
)
−Hd,aξ
′
(
αd
2
))
. (7.12)
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Furthermore, suppose that K˜ and θ˜ commute. Then, θ1 is given by
θ1(t) = b(t)− b(T )e
−
∫ T
T−t
a(u)du
−
∫ T
T−t
b′(u)e−
∫ T
T−u
a(τ)dτdu e−
∫ T
T−t
a(u)du, (7.13)
where
b(t) =
1
2
D˜−1V˜ −
1
4
D˜−1θ2(t)
−1µ (7.14)
and
a(t) = 4θ2(t)D˜. (7.15)
7.1. Closed-form approximation for optimal quotes.
7.1.1. Special case: Exponential intensities. Assuming that the intensities satisfy
(6.2), we obtain the approximation formulas
δ
i,b∗
t ≃

1
4(D˜
−1)ii(Γ˜−1)iiµi − ∆
i
2 (D˜
−1)iiV i
+
√
γ
2
(
Γ
ii 2qit−+∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ij
q
j
t−
)
+ 1
ξ∆i
log
(
1 + ξ∆
i
ki
)
if ξ > 0
1
4(D˜
−1)ii(Γ˜−1)iiµi − ∆
i
2 (D˜
−1)iiV i
+
√
γ
2
(
Γ
ii 2qit−+∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ij
q
j
t−
)
+ 1
ki
if ξ = 0
and
δ
i,a∗
t ≃

−14(D˜
−1)ii(Γ˜−1)iiµi + ∆
i
2 (D˜
−1)iiV i
−
√
γ
2
(
Γii
2qit−−∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ij
q
j
t−
)
+ 1
ξ∆i
log
(
1 + ξ∆
i
ki
)
if ξ > 0
1
4(D˜
−1)ii(Γ˜−1)iiµi + ∆
i
2 (D˜
−1)iiV i
−
√
γ
2
(
Γ
ii 2qit−−∆
i
2 +
∑
1≤j≤d,j 6=i Γ
ij
q
j
t−
)
+ 1
ki
if ξ = 0
where
Γ = D˜−
1
2 (D˜1/2ΣD˜1/2)1/2D˜−
1
2 ,
D˜ = diag
(
1
2
(
A1,bC
1,b
ξ k
1,b∆1e−
β1
2
k1,b +A1,aC1,aξ k
1,a∆1e−
α1
2
k1,a
)
,
. . . ,
1
2
(
Ad,bC
d,b
ξ k
d,b∆de−
βd
2
kd,b +Ad,aCd,aξ k
d,a∆de−
αd
2
kd,a
))
,
and
V =
(
A1,bC
1,b
ξ k
1,b∆1e−
β1
2
k1,b −A1,aC1,aξ k
1,a∆1e−
α1
2
k1,a ,
. . . , Ad,bC
d,b
ξ k
d,b∆de−
βd
2
kd,b −Ad,aCd,aξ k
d,a∆de−
αd
2
kd,a
)
. (7.16)
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