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the geographic range and extent of research topics, provides
an estimation of ‘top’ researchers in a topic and by geographic
region, and is able to calculate a researcher’s Community of
Practice. We chose the CS domain for a number of reasons;
(i) we had a real interest in having such a set of services, (ii) it
is a domain that we understand, (iii) it is relatively accessible
and easy to communicate as a domain, (iv) we were able to
secure access to a wide range of content that was not subject
to industrial embargo, (v) it presented real challenges of scale
and scope.
Because of its rich, easily manipulatable representation of
the CS domain, CS AKTive Space supports the exploration
of patterns and implications inherent in the domain content.
CS AKTive Space allows all stakeholders in the CS domain,
from funding bodies to researchers, to explore their space
for associations and opportunities that were previously either
unavailable or too cumbersome to attempt to discover.
A critical component of CS AKTive Space is the interaction
design and the affordances it provides for information rep-
resentation and manipulation. The CAS interaction has been
informed by mSpace [1], an interaction model designed to
represent high dimensional domains through a deﬁned set of
manipulations on the dimensions of the domain, which we
describe further in Section III-D. With the CAS work, we have
begun to formalise the mSpace model; this formalism takes
us closer to a framework for automating the deployment of
mSpace interfaces for generalised AKTive Space applications.
In the following sections, we overview the attributes of the
CS AKTive Space application. We conclude with a discussion
of what a generic AKTive Space application would be, based
on our experiences with CAS, and look at the challenges for
automating the deployment of AKTive Spaces.
III. SYSTEM OVERVIEW
CS AKTive Space exploits a variety of visualisations and
multi dimensional representations that are designed to make
content exploration, navigation and appreciation direct and
intuitive [1], and integrates a number of knowledge services
to this end. The services supported by the application include
investigating communities of practice [2] and a researcher’s
prominence within their ﬁeld, considered both in terms of their
scholarly impact [3] and also of their cumulative research grant
income.
To be convincing, a Semantic Web application also requires
data on a large scale over which these services can operate. In
the long term, we expect the data on the Web to be marked up,
either mechanically or by hand. In the medium to short term,
however, suitable sources for our application domain were
not available. From the outset, we devoted effort to gathering
the data we needed, so that when the storage and processing
technologies had been built, the data would be there for them
to use.
CS AKTive Space exploits a wide range of semantically
heterogeneous and distributed content relating to Computer
Science research in the UK. For example, there are almost
2000 research active Computer Science faculty, there are
24,000 research projects represented, many thousands of pa-
pers, and hundreds of distinct research groups. These entities
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are described by a number of existing sources, such as in-
stitutional information systems (university web sites, research
council databases), bibliographic services and other third party
data sets (geographical gazetteers, UK Research Assessment
Exercise submissions).
This content is gathered on a continuous basis using a
variety of methods including harvesting and scraping of pub-
licly available data from institutional web sites [4], bulk
translation from existing databases, and direct submissions
by partner organisations, as well as other models for content
acquisition. In particular, we support both regularly scheduled
harvesting to identify and deal with changes to existing data