Introduction.
Let x(t), t^O, he a Markoff process with stationary transitions and values in an abstract space, and V(x) a non-negative function over that space. In this paper we shall study the limiting distribution of random variables (1.1) --f V(x(r))dr, «-»», u(t) J o where u(t) is a suitable normalization. If V(x) is the characteristic function of a set, ftaV(x(r))dT is the occupation time of the set. The principal result is that under suitable (but quite general) conditions the limiting distribution must be the Mittag-Leffler distribution (of an appropriate index). The method of proof is equally applicable to Markoff chains and, in particular, to sums of independent, identically distributed random variables. We thus obtain a considerable generalization and unification of previous results of Feller [l] , Chung and Kac [2] and Kallianpur and Robbins [3; 4] . It will be seen that the somewhat lengthy computations of these authors can be dispensed with by virtue of the elementary Tauberian theorem of Karamata.
Finally the distribution of the number of changes of sign in a sequence of partial sums of identically distributed random variables will also emerge as an application of our general theory. 2. A special cese. In order to illustrate the method and bring out clearly the role of assumptions under which the general theorem will be proved we shall first consider a special case.
Let x(t), t^O be the two dimensional Brownian motion, x(0) =0, and let V(x) he the characteristic function of a bounded plane set B of nonzero Lebesgue measure. Let us calculate the moments of f0V(x(T))dr. Consider e.g. the second moment
where P(x | y; t) =-e-n*-v\\int< 2irt ||x-y|| being the Euclidean distance between x and y. Introducing Laplace transforms we have * f e-"u2(t)dl = -( fv(xx)V(x2)Ko((2syi2\\xi\\)K0((2syi2\\x2-Xx\\)dxxdx2,
where Ko is the familiar Bessel function of the second kind appearing in virtue of the well known formula f e-'P(x\ y; t)dt = -f e-Ml^ll2/2<_ = -K0((2sy'2\\x -y\\). Since log 1/s is a slowly varying function we get by Karamata's Tauberian theorem (since uk(t) is nondecreasing and p*(0) =0)
It now follows immediately that lim Prob \-j V(x(r))dT < a\ = 1 -er", ct ^ 0.
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A somewhat more inclusive version of this theorem was proved by Kallianpur and Robbins [3] in a different way.
It should be noted that the theorem depends only on the "infinite" part nf the asymptotic expansion (2.1) and hence only on relatively superficial [March properties of the process x(t). The deeper properties (closely related to potential theory) are hidden in the "finite" part -log ||x -y||/ir. 3. Preliminaries to the general case. The special case considered above suggests a natural set of conditions to be imposed on a general Markoff process with stationary transitions. Let (fl, JF) be a measurable space and P(x, E; t) =Prob {x(2+s)££|x(s) =x], x£fl, ££$, t>0, be the transition probability for a Markoff process x(t), t^O, x(0)=x0, with values in fl. P(x, E; t) is a measure over J for fixed x, t and for each E a measurable function in (x, t) (with respect to J and the Lebesgue sets in 0^t< =°). Then for each 5>0, x, the Laplace transform e-"P(x, E; t)dt • 
where L(l/s) is slowly varying as s-*0, then
In fact from (3.2) and (3.1) it follows by an application of Karamata's Tauberian theorem that ' l n t \k\
ll Ch(l/t) J J and the numbers k\/Y(ak + l) are known to be (see Pollard [5] ) the moments of the Mittag-Leffler distribution ga(x), which belong to the determinate case. Unless O^a^l these numbers are the moments of no distribution. Setting s=\/t and using (4.4) we obtain (4.5). Estimate (4.6) follows in a similar way.
5. Proof of Theorem 2. We are now ready to prove Theorem 2. The proof is carried out in several steps which we separate for the sake of convenience.
1°. First we show that
and by (4.5) G(x)=0, contrary to the assumption of nondegeneracy of G.
Similarly for the positivity of the lim inf.
2°. Secondly, we show we might as well take (5.2) u(t) = (ix(t) = e( f'v(x(T))dr} . exists. Since the limiting distribution is nondegenerate this limit cannot be zero and hence may be taken to be 1.
3°. We now start with (4.4) which we rewrite in the equivalent way J G(e*'-*')dH(e«') = 1 -tr* , -°o < x' < oo.
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The left hand side of (5.8) is recognized as the convolution of the distribution functions G(ex) and H(ex). Since the characteristic function of the distribution 1-exp ( -exp x) is Y(l+i%)9*0 and since (by assumption) G is given, the distribution function H is uniquely determined. Thus (5.7) determines/^) uniquely and it follows that (5.6) can be replaced by the stronger statement (5.9) lim^iZ_L = /(0.
4°. From (5.9) it will now follow simply that/(/) =t", 0^a<l.
In fact,/(0 being monotonic, is continuous except for at most a denumera- Let us indicate the proof by considering case (b) and 7 = 1, the lattice being of span 1. Only minor modifications are necessary to treat the other cases. We can assume that B consists of exactly one point fc, and then setting E= {fc} we have, analogous to (6.4),
It is clear that for each fixed integer x, as z->1,
If dt
Now choose e>0 arbitrary and a corresponding ^ such that 10(0 | >l-e for |/| <ij. 
Since | k((l -z)t)\ >m the sum of the last two integrals is bounded by
The first integral is clearly asymptotic to u(z)
2 log--, 1 -z and since co(z) can be made to go to zero arbitrarily slowly we get P.(E) = -log-+ of log--). and furthermore assume that Fy has a density function p(x) whose characteristic function cj>(t) satisfies (7.2) <t>(t)^l -\t\y, Ky£2,t->0
and is absolutely integrable in (-oo, oo). (These assumptions can be relaxed but we choose them for the sake of convenience; actually (7.2) implies (7.1)). The appearance of E{ | F;| } in the normalizing constant in (7.3) was already noted in [2] . Formula (7.4) provides an explanation of this curious fact. We have thus demonstrated that, in a certain sense, condition (8.3) is also necessary.
