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Abstract. We are concerned with causality semantics in the executions
of Petri nets with range arcs. Range arcs combine (and subsume) the
distinctive features of inhibitor and activator arcs, and each such arc
provides a means of specifying a range (a finite or infinite interval of
non-negative integers) for the number of tokens in a place which makes
enabling of a given transition possible. We demonstrate that the existing
treatment of causality developed for Petri nets with inhibitor arcs based
on structures generalising partial orders can also be applied to the nets
with range arcs.
Keywords: theory of concurrency, Petri nets, weighted activator and
inhibitor arcs, range arcs, causality semantics, infinite processes, occur-
rence nets, step sequences.
1 Introduction
Petri nets are a formal model of concurrent systems that has been the subject
of extensive development and application in the past few decades (see, e.g., [4,
7, 20]). One of the key advantages of the Petri net approach is the apparent
ease with which the basic net models, such as that of Place/Transition nets
(PT-nets), can be extended to provide abstractions for computationally relevant
features of concurrent systems. Among extensions considered in the literature,
a prominent role has been played by inhibitor arcs, where the enabling of an
action (transition) can depend on some specific local states (or places) being
unmarked, and by activator (or read) arcs, where the enabling of an action
(transition) can depend on some specific local states (or places) being marked
by more tokens than just the number of those consumed when the transition
is fired. Both kinds of arcs are well suited to model situations involving testing
for a specific condition, rather than producing and consuming resources, and
proved to be useful in areas such as communication protocols [2], performance
analysis [5], and concurrent programming [8]. A relatively recent application area
for nets with activator and inhibitor arcs are membrane systems (also known as
P systems) a prominent new computational model [18, 19] inspired by the way
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living cells are divided by membranes into compartments where biochemical
reactions may take place. In particular, [14] outlines a way in which a judicious
use of activator and inhibitor arcs can provide mechanisms for dealing with
several salient behavioural features of membrane systems, such as promoters,
inhibitors and dissolving as well as thickening of membranes.
In this paper, we are concerned with causality semantics in finite and infinite
executions of PT-nets with range arcs (or PTR-nets). Range arcs subsume the
distinctive features of inhibitor and activator arcs, and can be thought of as
a succinct way of combining activator and inhibitor arcs (which then become
special cases of the more general kind of arcs). Each range arc specifies a finite
or infinite interval of non-negative integers (a range) for the number of tokens
in a place which makes enabling of a given transition possible. In membrane
systems a range arc can be used to model the influence of the concentration of
a certain molecule on a given reaction: enough to make its occurrence possible
but not too much to prevent it from occurring.
We continue the work of [10, 12, 13] which uses stratified order structures,
generalisations of partial orders, to provide a causality semantics of inhibitor
nets consistent with the operational semantics defined in terms of both finite
and infinite step sequences. In order to do so, one unfolds an inhibitor net into
an occurrence net with activator arcs reflecting the role of inhibitor arcs. The
resulting activator occurrence net (or process) allows one to extract a (labelled)
stratified order structure which describes precisely the causality relationships
between the events in a given run.
Our presentation (and indeed several technical details) will closely follow
the exposition in [12, 13]. In particular, we will take advantage of the so-called
semantical framework developed in [12] to provide a uniform platform on which
issues relating to executions, processes and causality can be expressed, and their
mutual consistency evaluated. We demonstrate that the existing treatment of
causality developed for Petri nets with inhibitor arcs and based on structures
generalising partial orders can also be applied to the class of nets with range arcs.
In doing so, we assume basic familiarity with the technical development in [12]
and avoid repeating explanations and discussions which can be found there. Also
important is that we do not repeat proofs developed for the finite case whenever
they would be applicable almost verbatim to the infinite case (but we do indicate
how the treatment of inhibitor arcs can be adapted to work also for activator
and range arcs). Note that this transfer of proofs is possible is mainly due to
the fact that when generating processes we work with finite objects as ‘stills’ of
ongoing behaviour; the only thing is that we never stop which has no impact
on the majority of properties and results relating to relationships between, say,
pairs of individual events. The argument used in the finite case typically refers
to the past history of an event, and so it readily carries over to the infinite case
due to the well-foundedness of causal structures and processes.
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2 Preliminaries
We use the standard mathematical notation. In particular, ⊎ denotes disjoint
set union, N the set of natural numbers (including 0) and N+ the set of positive
natural numbers.
Functions. Let P(V ) denote the powerset of a set V . The standard notation
for the composition of functions is used also in the case of two functions, f :
X → P(Y ) and g : Y → P(Z) with (g ◦ f) : X → P(Z) defined by g ◦ f(x)
df
=⋃
y∈f(x) g(y), for all x ∈ X . The restriction of f : X → Y to a set Z ⊆ X is
denoted by f |Z .
Binary relations. For a binary relation P ⊆ X × Y we will sometimes use an
infix notation and write xPy rather than (x, y) ∈ P . Moreover, domP
df
= {x |
(x, y) ∈ P}. The composition of two relations, P ⊆ X × Y and Q ⊆ Y × Z, is
given by P ◦Q
df
= {(x, z) | ∃y ∈ Y : (x, y) ∈ P ∧ (y, z) ∈ Q}. The restriction of a
relation P ⊆ X × Y to a set Z ⊆ X × Y is denoted by P |Z . By idX we denote
the identity relation on a set X . Relation P ⊆ X × X is reflexive if idX ⊆ P ;
irreflexive if idX ∩P = ∅; and transitive if P ◦ P ⊆ P . The transitive closure of
P is denoted by P+, and the transitive and reflexive closure by P ⋆.
Multisets. A multiset over a set X is a function m : X → N, and a subset of X
may be viewed through its characteristic function as a multiset over X . Multiset
m over X is finite if there are finitely many x ∈ X such that m(x) ≥ 1; the
cardinality of m is then defined as |m|
df
=
∑
x∈X m(x). The sum of two multisets
over X , m and m′, is the multiset given by (m + m′)(x)
df
= m(x) + m′(x) for all
x ∈ X .
Labellings. A labelling for a set X is a function ℓ : X → Z, where Z is a set of
labels, and we say that x ∈ X is z–labelled if ℓ(x) = z. Labelling ℓ can be lifted in
a special way for a multiset m over X to a mapping ℓ〈m〉 : Z → N∪ {∞}, in the
following way: for each z ∈ Z, ℓ〈m〉(z) = ∞ if there are infinitely many x ∈ m
such that ℓ(x) = z; otherwise ℓ〈m〉(z)
df
=
∑
{x∈X|ℓ(x)=z}m(x). If ∞ /∈ ℓ〈m〉(Z)
then ℓ〈m〉 can be treated of as a multiset over Z. For example, if ℓ(p) = ℓ(q) = a
and ℓ(r) = b then ℓ〈{p, p, q, r, r}〉 = {a, a, a, b, b} and ℓ〈{p, q}〉 = {a, a}.
Sequences. We use the notation σ = 〈xi〉I to represent an infinite x1x2 . . . or
finite x1x2 . . . xn sequence σ, including the empty one ε. In the former case
I = N+ and in the latter I = {1, 2, . . . , n} or I = ∅, respectively. For example,
〈xyz〉
N+
= xyzxyzxyz . . . . We will also denote I0
df
= I ∪ {0}. If all the xi’s are
sets then
⋃
σ
df
=
⋃
i∈I xi. If each xi is a finite multiset, then σ is a step sequence.
For a sequence of finite sets σ = 〈Xi〉I and a function ℓ :
⋃
i∈I Xi → Z we
write ℓ(σ)
df
= 〈ℓ(Xi)〉I and ℓ〈σ〉
df
= 〈ℓ〈Xi〉〉I . If Xi, i ∈ I, are sets and for each
Xi we have a function ℓi, such that ℓi(x) = ℓj(x) whenever x ∈ Xi ∩ Xj , then
ℓ =
⋃
k∈I ℓk is the function defined by ℓ(x)
df
= ℓi(x) if x ∈ Xi.
4 Jetty Kleijn and Maciej Koutny
Intervals. The set of all (finite and infinite) intervals of natural numbers will
be denoted by INT. Moreover, if int ∈ INT, then we will denote by intmin and
intmax its left and right end, respectively. Note that intmin ∈ N and intmax ∈
N ∪ {∞}.
Petri nets. A net is a triple N
df
= (P, T,W ) such that P and T are disjoint sets,
and W : (T × P ) ∪ (P × T )→ N. The elements of P and T are respectively the
places and transitions of N , and W is its weight function. In diagrams, places
are drawn as circles, and transitions as rectangles. If W (x, y) ≥ 1 for some
(x, y) ∈ (T × P ) ∪ (P × T ), then (x, y) is an arc leading from x to y. As usual,
an arc is annotated with its weight if the latter is greater than 1.
The pre- and post-multiset of a transition (or place) x are multisets of places
(resp. transitions), preN (x) and postN (x), respectively given by
preN (x)(y)
df
=W (y, x) and postN (x)(y)
df
=W (x, y) .
We assume that preN (x) and postN (x) are non-empty for every transition x. If
it is clear which net we are dealing with, we may omit the subscript and simply
write pre(x) and post(x).
A marking is a multiset M of places.1 In diagrams, it is represented by
drawing in each place p exactly M(p) tokens (small black dots).
A step is a non-empty finite multiset U of transitions. It is enabled at a
marking M if M(p) ≥
∑
t∈T U(t) · preN (t)(p) for all p ∈ P . In such a case, U
can be executed leading to the marking M ′ given by
M ′(p)
df
=M(p)−
∑
t∈T
U(t) · preN (t)(p) +
∑
t∈T
U(t) · postN (t)(p)
for all p ∈ P . We also write M [U〉M ′.
A (possibly infinite) sequence σ = 〈Ui〉I of non-empty steps is a step se-
quence from a marking M0 if there are markings 〈Mi〉I satisfying Mi−1[Ui〉Mi
for every i ∈ I. Moreover, the sequence of alternating markings and steps,
µ = M0〈UiMi〉I will be called a mixed step sequence from M0. For a finite
I, if I = ∅ then σ = ε is a step sequence from M0 to M0; otherwise σ is a
step sequence from M0 to Mn, where n is the largest index in I. If σ is a step
sequence from M we write M [σ〉, and if σ is a step sequence from M to M ′ we
write M [σ〉M ′, calling M ′ reachable from M . If we want to make it clear which
net N we are dealing with, we may add a subscript N and write [·〉N rather than
[·〉.
3 Semantical framework
In this section, we instantiate the generic semantical framework of [12], which
aims at a systematic presentation of processes and causality semantics for dif-
ferent classes of Petri nets. The concrete setup is shown in Figure 1, and its
1 For technical reasons, we do not require that M be finite.
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various components are described in the rest of this section. Since the causality
structures and nets used to model processes needed for treating PTR-nets are
the same as those used for inhibitor nets in our previous works, the exposition
recalls and summarises parts of that given in [13].
NR ∈ PNR IFLAON
STS LSTS
IFLSOS
α
ω πNR
φ
λ
ǫ
ı
κ
Fig. 1. The semantical setup, where bold arcs indicate mappings to powersets and the
dashed arc indicates a partial function. The meaning of the various semantical domains
is as follows: PNR are PT-nets with range arcs; STS are step sequences for executions
of nets in PNR; IFLAON are nets used to define processes of nets in PNR; LSTS are
labelled step sequences for (labelled) executions of nets in IFLAON ; and IFLSOS
are structures capturing the causality in nets belonging to IFLAON .
3.1 Nets with range arcs PNR and their executions STS
The family PNR of nets we consider consists of PT-nets with range arcs (or
PTR-nets). A PTR-net is a tuple NR
df
= (P, T,W,R,M0) such that und(NR)
df
=
(P, T,W ) — its underlying net — is finite (i.e., P and T are finite sets), R :
P × T → INT is a mapping defining range arcs, and M0 is the initial marking.
Let R(p, t) be the interval associated as a range arc with (p, t) ∈ P × T ; let
R(p, t)min = k and R(p, t)max = m. Depending on the specific values of k
and m, our drawing conventions, related terminology, and intuitions will be as
follows:
– k = 0 and m =∞. Then the range arc has no impact on the enabledness of
t and is omitted.
– k = 0 and m ∈ N. Then the range arc is called an inhibitor arc, p is an
inhibitor place of t, and t can only be executed if p does not contain more
thanm tokens. In diagrams, we draw an arrow from p to t with a small white
circle as arrowhead and annotated with the weight m if m > 0.
– k > 0 and m = ∞. Then the range arc is called an activator arc, p is an
activator place of t, and t can only be executed if p contains at least k
tokens. In diagrams, we draw an arrow from p to t with a small black circle
as arrowhead and annotated with the weight k whenever k > 1.
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– k > 0 and m ∈ N. Then p is both an inhibitor and activator place of t, and
t can only be executed if p contains at least k tokens and no more than m
tokens. In diagrams, we draw an arrow from p to t with a tiny white circle
inside a small black circle as arrowhead and annotated with k,m.
NR is an inhibitor net if there are no activator places, and an activator net if
there are no inhibitor places.
The notations introduced previously for transitions, places, markings, and the
result of executing a step of transitions are defined for NR through its underlying
net. The enabling of steps, however, needs to be re-defined: in NR, a step U is
enabled at a marking M if it is enabled at M in und(NR) and, in addition, for
every transition t occurring in U and every place p, we have M(p) ∈ R(p, t).
The above definition of enabledness is based on an a priori condition: the
activator and inhibitor places of transitions occurring in a step should obey
their respective constraints before the step is executed, an approach we also fol-
lowed in [12, 13]. Moreover, in membrane systems this seems to be the natural
approach. In an a posteriori approach (see [3]), the condition would be strength-
ened so that the range place property must also be true after executing U . Yet
another definition for enabling when activator arcs (or rather read arcs) are
involved is given in [24].
Step sequences and related notions are defined as for ordinary nets, using
the modified notion of enabledness. We use step sequences, with STS the do-
main consisting of all step sequences, to model the operational (or behavioural)
semantics of a PTR-net NR. We define the set of step sequences of NR as the
set ω(NR) comprising all step sequences starting from the initial marking M0.
p
r
s = rcpl
q
v
f
n
t uc
2
1,2
3
(a)
p rq
f
n
t
2
(b)
Fig. 2. Two PTR-nets modelling producer/consumer systems.
Figure 2 shows two PTR-nets modelling simple producer/comsumer systems;
in each case, the buffer place q links the producer part (on the left) with the
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consumer part (on the right). If we look at that in Figure 2(a), the following can
be noted:
– the range arc between place r and transition n has the annotation 1,2 in-
dicating that new items can only be added to the buffer place q under the
normal production mode (by n) if there is at least one consumer but no more
than two waiting for them;
– the activator arc (of weight 3) between r and transition f means that if there
are too many (3 or more) customers waiting for items, then fast producing
of new items starts and 2 items are added in one production cycle (this is
implied by the standard arc of weight 2 between f and q); and
– the inhibitor arc (of weight 0) between r and transition c means that the
production of items can be cancelled provided that there are no consumers
waiting for items.
Similarly, if we consider the net in Figure 2(b), then:
– the activator arc (of weight 1) between place q and transition n means that
the normal production of items is carried out only if the buffer place is
non-empty; and
– the inhibitor arc (of weight 0) between q and transition f indicates that as
soon as the buffer place becomes empty, two items can be produced in a
single production cycle.
We will also consider the class PNCR ⊂ PNR of PT-nets with comple-
mented inhibitor places (or PTCR-nets). This means that every inhibitor place
p has a designated complement place, denoted by pcpl , such that preNR(p) =
postNR(p
cpl) and postNR(p) = preNR(p
cpl). For technical convenience we as-
sume that p 6= pcpl and (pcpl)cpl = p. (Note that we can always copy places in
a PTR-net with their initial marking and each of their incoming, outgoing, and
range arcs without affecting the step sequence semantics of the net.) We will use
bndNR(p) = bndNR(p
cpl)
df
=M0(p) +M0(p
cpl) to denote the common bound on
the number of tokens in the two places. It can easily be seen that for any marking
M reachable from the initial one, it is the case thatM(p)+M(pcpl) = bndNR(p).
If it is clear which net we are dealing with, we may omit the subscript and simply
write bnd(p). Note that of the two nets in Figure 2, only (a) is a PTCR-net.
Indeed, the only inhibitor place r has a complement place s, and bnd(r) = 3.
On the other hand, the only inhibitor place q in (b) does not have a complement
(in fact, no such complement can be added to the net as the marking on q can
grow unboundedly).
3.2 Causal structures IFLSOS
IFLSOS are initially finite labelled stratified order structures (or ifso-structures)
used to define an abstract causality semantics of PTR-nets in accordance with [13].
An ifso-structure is a tuple ifsos
df
= (X,≺,<, ℓ), where: X is a countable set (the
domain); ℓ is a labelling for X ; and ≺, < are two binary relations over X such
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that for all x, y, z ∈ X the following hold: (C0) there are only finitely many y
such that y < x; (C1) < is irreflexive; (C2) ≺ is included in <; (C3) x < y < z
and x 6= z implies x < z; and (C4) x < y ≺ z or x ≺ y < z implies x ≺ z. In
diagrams, ≺ is represented by normal arcs, and < by dashed arcs. We sometimes
omit arcs that can be deduced using (C1)–(C4) (see Figure 3(f)).
The ♦–closure ([10]) is an operation which constructs an ifso-structure from
a relational structure rs = (X,≺,<, ℓ), where: X is a countable set; ℓ is a
labelling for X ; and ≺, < are two binary relations over X . The ♦–closure of
such a structure is rs♦ = (X,≺′,<′, ℓ), where
≺′
df
= (≺ ∪ <)⋆◦≺◦(≺ ∪ <)⋆ and <′
df
= (≺ ∪ <)⋆\idX .
We say that rs is ♦–acyclic if ≺′ is irreflexive, and ♦–initially finite if for every
x in X there are only finitely many y such that y <′ x. As stated in [13], rs♦ is
an ifso-structure iff rs is ♦–acyclic and ♦–initially finite.
3.3 Activator occurrence nets IFLAON
The acyclic nets IFLAON underpinning abstract processes of PTR-nets are
initially finite labelled activator occurrence nets (or ifao-nets). An ifao-net [13]
is a tuple AON
df
= (B,E,Q,A, ℓ) such that:
– und(AON )
df
= (B,E,Q) is a countable underlying net (i.e., B and E are
countable sets) such that Q ⊆ (B × E) ∪ (E × B), and A ⊆ B × E is a set
of activator arcs.
Note that the weight function Q is treated as a binary relation which always
returns 0 or 1. Similarly, the range arc function always returns (0,∞) or
(1,∞), and we set A to comprise all those pairs (b, e) ∈ B × E for which
(1,∞) is returned.
– For every b ∈ B, |preAON (b)| ≤ 1 and |postAON (b)| ≤ 1.
– The structure rsAON
df
= (E,≺loc,<loc, ℓ|E) is ♦–acyclic and ♦–initially fi-
nite, where ≺loc and <loc are relations respectively given by (Q ◦Q)|E×E ∪
(Q ◦A) and A−1 ◦Q.
– ℓ is a labelling for B ∪ E.
The various notations introduced above are defined for transitions in E
(called events), places in B (called conditions) and markings of AON through
its underlying net and the enabling rule for range arcs. Thus, in AON , a step
U is enabled at a marking M if it is enabled at M in und(AON ) and there is
no event e and condition b such that U(e) ≥ 1, (b, e) ∈ A, and M(b) = 0. If
U is enabled at M and it occurs, then the resulting marking is defined as for
ordinary nets, and, similarly, step sequences, reachability and related notions
can be defined as for ordinary nets, using the modified notion of enabledness.
Moreover, the set minAON
df
= {b ∈ B | |preAON (b)| = 0} is called the implicit
initial marking of AON .
The relations ≺loc and <loc represent local information about the causal
relationships between the events contained in AON , and Figure 3(a,b,c) shows
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how they are derived. These causal relationships can be extracted by the mapping
κ using the notion of ♦–closure, by stating that the ifso-structure generated by
AON is κ(AON) = (E,≺AON ,<AON , ℓ|E)
df
= rsAON
♦ (see Figure 3(d,e)). Note
that, as stated in [13], κ(AON) is indeed an ifso-structure.
(a)
e f
(b)
e f
(c)
e f
(d)
e
f g
(e)
e f
g
(f)
e f
g
Fig. 3. Two cases defining e ≺loc f (a, b); one case defining e <loc f (c); an ifao-net (d)
with identity labelling; the ifso-structure it generates (e); and an abbreviated drawing
of this ifso-structure where an arc has been omitted as it could be deduced using C4
(f). Notice that e ≺AON g, whereas e ≺
⋆
loc g does not hold.
It is easy to check that the underlying net und(AON ) of an ifao-net AON
is a standard occurrence net [1, 21], and so one can refer to well-established
properties of occurrence nets.
Proposition 1 ([13]). Let σ = 〈Ei〉I be a step sequence.
1. If σ is a step sequence of AON from minAON then the Ei’s are mutually
disjoint finite sets.
2. σ is a step sequence of AON from minAON iff σ is a step sequence of
und(AON ) from minAON and for all i ∈ I and e ∈ Ei, f ≺loc e implies
f ∈
⋃
j<i Ej, and f <loc e implies f 6∈
⋃
j>i Ej.
Marking reachability. Let AON
df
= (B,E,Q,A, ℓ) be an ifao-net and ON =
und(AON ) be its underlying occurrence net. We will say that a set S of condi-
tions has a finite past if there are only finitely many events e such that (e, b) ∈ Q+
for some b ∈ S.
We first recall a few notions and results taken from the theory of occurrence
nets [21]. A configuration of ON is a finite set D ⊆ E which comprises events
together with their causal predecessors, i.e., e ∈ D, f ∈ E and (f, e) ∈ Q+ im-
plies f ∈ D. We denote this by D ∈ cnf(ON ). A slice of ON is a maximal w.r.t.
set inclusion set S ⊆ B with finite past, such that the conditions it comprises
are causally unrelated, i.e., (S × S) ∩Q+ = ∅. We denote this by S ∈ sl(ON ).
It can be seen that sl(ON ) coincides with the set of all markings reachable in
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ON from minAON ; and that cnf(ON ) coincides with the sets of events which
can be executed by finite step sequences starting from minAON .
For ifao-nets, we need two kinds of configurations and slices (see [12]). A finite
set D ⊆ E is a strong configuration of AON , denoted by D ∈ scnf(AON ), if
e ∈ D and (f, e) ∈≺+loc implies f ∈ D; similarly, D is a weak configuration of
AON , if e ∈ D and (f, e) ∈ (≺loc ∪ <loc)+ implies f ∈ D.
The two kinds of slices for ifao-nets are defined using two relations general-
ising the idea of causally related conditions: slin(AON )
df
= (Q◦ ≺⋆loc ◦Q)|B×B
and wlin(AON )
df
= (Q ◦ (≺loc ∪ <loc)⋆ ◦Q)|B×B. A strong (weak) slice of AON
is a maximal w.r.t. set inclusion set S ⊆ B with finite past, such that the condi-
tions it comprises are incomparable w.r.t. slin(AON ) (resp. wlin(AON )), i.e.,
(S × S) ∩ slin(AON ) = ∅ (resp. (S × S) ∩wlin(AON ) = ∅). We denote this
by S ∈ ssl(AON ) (resp. S ∈ wsl(AON )). Clearly, cnf(ON ) ⊇ scnf(AON ) ⊇
wcnf(AON ) and wsl(AON ) ⊆ ssl(AON ) ⊆ sl(ON ), and if A = ∅ then all
inclusions become equalities.
For the ifao-net in Figure 3(d), the markingM reached after executing f is a
strong slice, but not a weak one. In general, strong slices of AON coincide with
the markings reachable from minAON in AON , and the weak ones with those
from which in addition all the ‘yet unused’ events can be executed.
Proposition 2 ([13]). Let M ∈M if M is a marking of AON reachable from
minAON . Moreover, M ∈M′ if M ∈M and there is a step sequence σ′ of AON
from M such that σσ′ comprises all the events of AON. Then
ssl(AON ) =M = {mar(D) | D ∈ scnf(AON )}
wsl(AON ) =M′ = {mar(D) | D ∈ wcnf(AON )} ,
where mar(D)
df
= minAON ∪ {b | ∃e ∈ D : (e, b) ∈ R} \ {b | ∃e ∈ D : (b, e) ∈ R}.
3.4 Labelled step sequences of acyclic nets and causal structures
We use labelled step sequences LSTS to model the operational semantics of ifao-
nets. A labelled step sequence is a pair ̟
df
= (σ, ℓ) such that σ = 〈Xi〉I is a step
sequence consisting of mutually disjoint finite sets, and ℓ is a labelling for the
set
⋃
σ called the domain of ̟. Moreover, for every x in this domain, ind(̟,x)
is the index of the unique set Xi such that x ∈ Xi. With ̟ we also associate the
step sequence φ(̟)
df
= ℓ〈σ〉 = 〈ℓ〈Xi〉〉I , thus defining the function φ of Figure 1.
For an ifao-net AON = (B,E,Q,A, ℓ), the set of labelled step sequences
λ(AON ) comprises all ̟ = (σ, ℓ|E) such that σ is a step sequence of AON from
minAON and E =
⋃
σ. Note that λ is well-defined due to Proposition 1(1).
Similarly, the set ǫ(ifsos) of labelled step sequences of an ifso-structure ifsos =
(X,≺,<, ℓ) comprises all ̟ = (σ, ℓ) such that X =
⋃
σ and for all x, y ∈ X :
x ≺ y implies ind(̟,x) < ind(̟, y), and x < y implies ind(̟,x) ≤ ind(̟, y).
Related to ǫ is a partial mapping which allows one to associate a causal
structure with a set of labelled step sequences. The ifso-structure intersection
Processes of Nets with Range Arcs 11
of a non-empty set LSTS of labelled step sequences with the same domain X
and labelling ℓ is defined as ı(LSTS)
df
= (X,≺,<, ℓ), where ≺ and < are binary
relations on X such that for all x, y ∈ X : x ≺ y if ind(̟,x) < ind(̟, y) for all
̟ ∈ LSTS, and x < y if ind(̟,x) ≤ ind(̟, y) for all ̟ ∈ LSTS .
3.5 Aims and properties
Figure 1 shows mappings defining and relating three different views on the se-
mantics of a PTR-net NR. An overall goal is to demonstrate that these different
semantics agree in the sense that the processes (IFLAON ) of NR and their
associated causal structures (IFLSOS) describe relations between events con-
sistent with the chosen operational semantics (STS) of NR. In particular, the
(as yet undefined) mapping α associates with NR a non-empty set of ifao-nets
(processes) satisfying certain axioms, and an ifao-net is given an operational
semantics through the mapping λ which associates with it a non-empty set of
labelled step sequences. Labelled step sequences can be interpreted as ordinary
step sequences (of the original PTR-net NR) by forgetting some irrelevant infor-
mation through the total function φ. Finally, the (also not yet defined) partial
function πNR gives, for each step sequence of NR, a non-empty set of ifao-nets
which can be viewed as operationally defined processes of NR.
The paper [12] formulates three specific aims which, when fulfilled, mean
that the axiomatic and behavioural process definition as well as the operational
semantics of nets in PNR are in full agreement: the axiomatic processes of
NR (defined through α) coincide with the operational processes of NR (defined
through πNR ◦ω); the operational semantics of NR (defined through ω) coincides
with the operational semantics of the processes of NR (defined through φ◦λ◦α);
and the causality in a process of NR (defined through κ) coincides with the
causality structure implied by its operational semantics (defined through ı ◦ λ).
More formally, we have the following:
Aim 1 α = πNR ◦ ω.
Aim 2 ω = φ ◦ λ ◦ α.
Aim 3 κ = ı ◦ λ.
The two corollaries below provide further justification of the consistency of
the process and abstract causality semantics of the PTR-net NR with its opera-
tional semantics given by the function ω (which captures its dynamics through
step sequences).
Corollary 1. ω = φ ◦ λ ◦ πNR ◦ ω.
Corollary 2. ω = φ ◦ ǫ ◦ κ ◦ α.
As shown in [12], the above consistency results hold whenever the five prop-
erties formulated below are satisfied.
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Property 1. The following functions are total: (i) ω, (ii) α, (iii) λ, (iv) φ, and (v)
πNR|ω(NR). Moreover, the following functions never return the empty set: (vi)
ω, (vii) α, (viii) λ, and (ix) πNR|ω(NR).
Property 2. For all σ ∈ STS and AON ∈ IFLAON ,
σ ∈ ω(NR) ∧AON ∈ πNR(σ) iff AON ∈ α(NR) ∧ σ ∈ φ(λ(AON )) .
Property 3. The following functions are total: (i) κ, (ii) ǫ, and (iii) ı|λ(IFLAON).
Moreover, the following function never returns the empty set: (iv) ǫ.
Property 4. ı ◦ ǫ = idIFLSOS.
Property 5. λ = ǫ ◦ κ.
In the rest of this paper, we will show that the above five behavioural prop-
erties are indeed satisfied for the concrete set-up in Figure 1, after providing
the definitions of two mappings, α and πNR. First, we look at those behavioural
properties which are independent of α and πNR.
Proof of Properties 1(i and vi):
Follows from the definition and the fact that the empty step sequence is executed
by every PTR-net. ⊓⊔
Proof of Properties 1(iii, iv and viii), 3, 4 and 5:
See [13]. ⊓⊔
Thus Aim 3 is fulfilled (see [12]). Next, similarly as in [12, 13], we will define
two pairs of mappings α and πNR: one for PTCR-nets, and the other for general
PTR-nets. In each case, we will then show Properties 1(ii, v, vii, ix) and 2.
4 Process semantics of PTCR-nets
Let NCR = (P, T,W,R,M0) be a PTCR-net, fixed for the rest of this section. We
start with an operational process definition which takes a step sequence and con-
structs a corresponding ifao-net. Note that this definition, as well as the further
three process definitions, are all conservative extensions of the corresponding
ones given in [13] for inhibitor nets. Moreover, if we omit all the aspects relating
to range arcs, then the process definitions coincide with those defined for the
PT-net (P, T,W,M0) underlying NCR.
Definition 1. Let σ = 〈Ui〉I be a step sequence of NCR. A complement acti-
vator process ( ca-process) generated by σ is a labelled net with activator arcs
AON = (B,E,Q,A, ℓ)
df
=
( ⋃
k∈I0
Bk,
⋃
k∈I0
Ek,
⋃
k∈I0
Qk,
⋃
k∈I0
Ak,
⋃
k∈I0
ℓk
)
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obtained as the limit of a sequence 〈Nk〉I0 of nets, where for k ∈ I0:
Nk = (Bk, Ek, Qk,Ak, ℓk)
df
=
(
k⊎
i=0
Bi,
k⊎
i=0
Ei,
k⊎
i=0
Qi,
k⊎
i=0
Ai,
k⊎
i=0
ℓi
)
is constructed in the following way (here and later the sets of conditions, events
and arcs do not contain any elements other than those specified explicitly).
– For i ∈ I0, ℓi : Bi ∪ Ei → P ∪ T is a labelling defined below.
– E0 = ∅ and for i ∈ I, Ei comprises a distinct event for each transition
occurrence in Ui. The event corresponding to the j-th occurrence of t in Ui
is t–labelled and denoted by ti,j.
– B0 comprises a distinct condition for each place occurrence in M0. The con-
dition corresponding to the j-th occurrence of s in M0 is s–labelled and de-
noted by sj.
– For i ∈ I and for every e ∈ Ei, Bi comprises a distinct condition for
each place occurrence in post(ℓi(e)). The condition corresponding to the
j-th occurrence of p in post(ℓi(e)) is p–labelled and denoted by p
e,j.
– Q0 = ∅, and for i ∈ I and every e ∈ Ei:
• We add an arc (e, pe,j) to Qi for each pe,j ∈ Bi.
• We choose a disjoint (i.e., Bf∩Bg = ∅ whenever f 6= g) set of conditions
Be ⊆ Bi−1\domQi−1 such that ℓi〈Be〉 = pre(ℓi(e)) and add an arc (b, e)
to Qi for each b ∈ Be.
– A0 = ∅, and for i ∈ I and every e ∈ Ei and every p ∈ P :
• If p is the complement of an inhibitor place of ℓi(e) then we choose a set
Dpe of exactly
max{bnd(p)−R(pcpl , ℓi(e))
max, R(p, ℓi(e))
min}
conditions in Bi−1\domQi−1 labelled by p.
• If p is not the complement of an inhibitor place of ℓi(e) then we choose
a set Dpe of exactly R(p, ℓi(e))
min conditions in Bi−1\domQi−1 labelled
by p.
Then we add (b, e) to Ai for each b ∈ Dpe .
We will denote this by AON ∈ πcplNCR(σ).
Figure 4 shows a ca-process generated by σ = {n, u}{f}{t, t, t}{c} for the
PTCR-net in Figure 2(a) (recall that rcpl = s and bnd(r) = bnd(s) = 3). It
also shows the corresponding ifao-structure.
Note that testing whether an inhibitor place contains no more than m tokens
is represented by testing for the presence of (at least) bnd − m tokens in its
complement place. It may happen that Dpe ∩ D
p
f 6= ∅ for e 6= f . Crucially, as
the next result indicates, the required sets Dpe can always be found (that the
required sets Be can also be found follows from the properties of the standard
process semantics of PT-nets).
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Fig. 4. A ca-processes and the corresponding ifao-structure generated by σ =
{n, u}{f}{t, t, t}{c} for the PTCR-net in Figure 2(a).
Proposition 3. Assuming the notation from Definition 1, let i ∈ I, e ∈ Ei and
p ∈ P .
1. If p is the complement of an inhibitor place of ℓ(e) then:
|{b ∈ Bi−1\domQi−1 | ℓ(b) = p}|
≥ max{bnd(p)−R(pcpl , ℓ(e))max, R(p, ℓi(e))min} .
2. If p is not the complement of any inhibitor place of ℓ(e) then:
|{b ∈ Bi−1\domQi−1 | ℓ(b) = p}| ≥ R(p, ℓ(e))
min .
Proof. Consider the PT-net N = (P, T,W,M0) underlying NCR and the labelled
occurrence net (B,E,Q, ℓ) underlyingAON . First we observe that σ is also a step
sequence of N from M0. Moreover, (B,E,Q, ℓ) is a process of N generated by σ
(see Definition 6.2 from [12]). Then it follows from the standard properties of the
process semantics of PT-nets (see Fact 6.3 from [12]), that µ = ℓ〈F0〉〈Uiℓ〈Fi〉〉I ,
where Fi = Bi\domQi is a mixed step sequence of N from M0. Hence µ is also
a mixed step sequence of NCR from M0 since the way markings are calculated
as the result of executing a step of transitions is the same for both N and NCR.
Therefore, by the transition enabling rules of PTR-nets, and the key property of
complemented places (i.e., M(p)+M(pcpl) = bnd(p), for all markings reachable
from M0), the inequalities in (1) and (2) hold. ⊓⊔
It is not difficult to verify that every ca-process as defined in Definition 1 is
an ifao-net.
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Proposition 4. If σ ∈ ω(NCR) then πcplNCR(σ) ⊆ IFLAON .
Proof. In view of a similar result (Proposition 8.3) proved in [12], all we need to
do is check that rsAON
df
= (E,≺loc,<loc, ℓ|E) is ♦–initially finite for the AON
in Definition 1. This follows directly from the finiteness of steps in σ and the
following observation: if e ∈ Ei and f ∈ Ej then e ≺loc f implies i < j, and
e <loc f implies i ≤ j. ⊓⊔
We next provide an axiomatic definition for the ca-processes of PTCR-nets.
Definition 2. A complement activator process (or ca-process) of NCR is de-
fined to be an ifao-net AON = (B,E,Q,A, ℓ) such that
– ℓ is a labelling function for B ∪ E such that ℓ(B) ⊆ P and ℓ(E) ⊆ T .
– For every e ∈ E, pre(ℓ(e)) = ℓ〈pre(e)〉 and post(ℓ(e)) = ℓ〈post(e)〉.
– For every e ∈ E and every p ∈ P :
• If p is the complement of an inhibitor place of ℓ(e) then
|{b ∈ ℓ−1(p) | (b, e) ∈ A}|
= max{bnd(p)−R(pcpl , ℓ(e))max, R(p, ℓ(e))min} .
• If p is not the complement of an inhibitor place of ℓ(e) then |{b ∈ ℓ−1(p) |
(b, e) ∈ A}| = R(p, ℓi(e))
min.
– minAON is finite and M0 = ℓ〈minAON 〉.
We will denote the set of ca-processes of NCR by αcpl(NCR).
Every ca-process generated by a step sequence of NCR satisfies Definition 2
and is therefore a ca-process of NCR.
Proposition 5. If σ ∈ ω(NCR) then πcplNCR(σ) ⊆ α
cpl(NCR).
Proof. Assume the notation from Definition 1. By Proposition 4, AON is an ifao-
net and, by construction, also the other conditions in Definition 2 are satisfied.
Hence AON ∈ αcpl(NCR). ⊓⊔
We now can complete the discussion of the behavioural properties for the
PTCR-nets.
Proof of Property 1(v and ix):
Follows from Definition 1 and Proposition 4. ⊓⊔
Proof of Property 1(ii and vii):
Follows from Definition 2 and Proposition 5. ⊓⊔
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Proof of Property 2:
(=⇒) Suppose that σ ∈ ω(NCR) and AON ∈ πcplNCR(σ). By Proposition 5, we
have AON ∈ αcpl(NCR). To show σ ∈ φ(λ(AON )), we proceed as follows.
Assume the notation from Definition 1, and let Fi = Bi\domQi for all i. By the
standard properties of processes of PT-nets (Fact 6.3 from [12]), µ = F0〈EiFi〉I
is a mixed step sequence of the occurrence net underlying AON from minAON .
Moreover, by construction, for every Ei and every e ∈ Ei we have (b, e) ∈ A⇒
b ∈ Fi−1. Hence µ is a mixed step sequence of AON from minAON . This and
ℓ〈〈Ei〉I〉 = σ yields σ ∈ φ(λ(AON )).
(⇐=) Suppose that AON ∈ αcpl (NCR) is defined as in Definition 2.
Let us first consider any mixed step sequence ζ = G0〈DiGi〉J of AON from
minAON . By the standard properties of processes of PT-nets (Fact 6.6 from [12]),
ℓ〈ζ〉 is a mixed step sequence of the PT-net underlying NCR. In order to show
that ℓ〈ζ〉 is also a mixed step sequence of NCR, it suffices to prove that for all
i ∈ J , e ∈ Di and p ∈ P , it is the case that ℓ〈Gi−1〉(p) ∈ R(p, ℓ(e)). The latter
follows from the fact that e is enabled at Gi−1, Definition 2 and the fact that
the total number of tokens in a pair of complement places is invariant over the
behaviours of the PT-net underlying NCR. Hence ℓ〈ζ〉 is a mixed step sequence
of NCR and, as a consequence, φ(λ(AON )) ⊆ ω(NCR).
We still need to show that if σ ∈ φ(λ(AON )), then AON ∈ πcplNCR(σ). This can
be done by first constructing from σ and the PT-net underlying NCR (thanks
to the standard properties of processes of PT-nets, see Fact 6.9 from [12]), the
occurrence net underlying AON by applying Definition 1 without the part relat-
ing to range arcs. After that one can re-run the construction adding the sets of
activator arcs Ai as prescribed in the last part of Definition 1 obtaining AON .
That this is possible can be shown using the same argument (Proposition 8.11)
as in [12]. ⊓⊔
Consequently, we may conclude that for PTCR-nets the axiomatic (αcpl )
and the behavioural process definitions (πcplNCR) agree (Aim 1). Moreover, the
operational semantics of these nets coincides with the operational semantics of
their processes (Aim 2).
5 The general case
Since now we cannot rely on complements of inhibitor places, another feature is
needed to test that an inhibitor place does not contain too many tokens. The
solution in [12, 13] was to add ‘on demand’ new artificial conditions (labelled by
the special symbol uprise) to fulfill this role.
Let NR = (P, T,W,R,M0) be a PTR-net fixed for the rest of this section.
If p ∈ P and t, w ∈ T are such that R(p, t)max 6= ∞ and preNR(w)(p) +
postNR(w)(p) 6= 0, then we denote w
p
⊸ t, or simply w ⊸ t. Similarly, for an
ifao-net AON = (B,E,Q,A, ℓ), if b ∈ B and e, f ∈ E are such that (b, e) ∈ A
and preAON (f)(b)+postAON (f)(b) 6= 0, then we denote f
b
⊸•e, or simply f⊸•e.
The main idea behind the construction presented next is to ensure that if
w ⊸ t then any two occurrences, f of w and e of t, are adjacent to a uprise-
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labelled condition so that f⊸•e, and thus are related in the corresponding causal
structure.
Definition 3. Let σ = 〈Ui〉I be a step sequence of NR. An activator process
(or a-process) generated by σ is a labelled net with activator arcs
AON = (B,E,Q,A, ℓ)
df
=
( ⋃
k∈I0
Bk ∪ B˜k,
⋃
k∈I0
Ek,
⋃
k∈I0
Qk,
⋃
k∈I0
Ak,
⋃
k∈I0
ℓk
)
obtained as the limit of a sequence 〈Nk〉I0 of nets, where for k ∈ I0:
Nk = (Bk ⊎ B˜k, Ek, Qk,Ak, ℓk)
df
=
(⊎k
i=0 B
i ⊎
⊎k
i=0 B˜
i,
⊎k
i=0 E
i,
⊎k
i=0 Q
i,
⊎k
i=0 A
i ⊎
⊎k
i=0 A˜
i,
⊎k
i=0 ℓ
i
)
is constructed as in Definition 1, except that B˜0 = A˜0 = A0
df
= ∅ and, for k ∈ I:
– ℓk(b)
df
= uprise for all b ∈ B˜k.
– If e ∈ Ek and f ∈ Ej (for j < k) are such that ℓk(f)⊸ ℓk(e) then we create
exactly one condition b ∈ B˜k and add two arcs: (f, b) ∈ Qk and (b, e) ∈ A˜k.
– If f ∈ Ek and e ∈ Ej (for j ≤ k) are such that ℓk(f)⊸ ℓk(e) then we create
exactly one condition b ∈ B˜k and add two arcs: (b, f) ∈ Qk and (b, e) ∈ A˜k.
– For every e ∈ Ek and every p ∈ P , we choose a set Ape of exactly R(p, ℓk(e))
min
conditions in Bk−1\domQk−1 labelled by p. Then we add an arc (b, e) ∈ A
k
for each b ∈ Ape.
We will denote this by AON ∈ πNR(σ).
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Fig. 5. An a-process generated by σ = 〈{f}{n, t, t}{t}〉
N+
for the PTCR-net in Fig-
ure 2(b).
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Definition 3 is illustrated in Figure 5 for the PTR-net in Figure 2(b) (which
we recall is not a PTCR-net) and one of its infinite step sequences. For clarity, we
omitted uprise-conditions contributing causality relationships which can be deduced
from other existing arcs. For example, let x be the topmost t-event and y be
the leftmost f -event. Definition 3 creates an additional uprise-condition b such that
(b, y) ∈ A and (b, x) ∈ Q, creating a weak precedence y < x. However, we
already have a stronger precedence y ≺ x thanks to the q-condition in-between
the events y and x.
In the construction of Definition 3, whenever an event f is introduced before
an event e and ℓ(f)⊸ ℓ(e), then this will always lead to f ≺ e in the generated
ifso-structure. Similarly, whenever an event e is introduced not later than an
event f and ℓ(f)⊸ ℓ(e), then this will always lead to e < f .
All a-processes generated by step sequences as described in Definition 3, are
ifao-nets. This can be proved in the same way as Proposition 4, now however
referring to Proposition 9.5 from [12].
Proposition 6. If σ ∈ ω(NR) then πNR(σ) ⊆ IFLAON .
Next we propose the following axiomatic definition for the a-processes of
PTR-nets.
Definition 4. An activator process (or a-process) of NR is an ifao-net AON =
(B ⊎ B˜, E,Q,A ⊎ A˜, ℓ) satisfying the following:
1. ℓ(B) ⊆ P and ℓ(E) ⊆ T .
2. The conditions in B˜ = dom
eA
are labelled by the special symbol uprise.
3. minAON ∩B is finite and M0 = ℓ〈minAON ∩B〉.
4. For all e ∈ E, pre(ℓ(e)) = ℓ〈pre(e)∩B〉 and post(ℓ(e)) = ℓ〈post(e)∩B〉.
5. For all e ∈ E and p ∈ P , |{b ∈ ℓ−1(p) | (b, e) ∈ A}| = R(p, ℓ(e))min.
6. For all b ∈ B˜, there are unique g, h ∈ E such that (b, h) ∈ A˜, ℓ(g) ⊸ ℓ(h)
and pre(b) + post(b) = {g}.
7. For all e, f ∈ E, if ℓ(f) ⊸ ℓ(e) then there is exactly one c ∈ B˜ such that
f
c
⊸•e.
8. For all e ∈ E and S ∈ ssl(AON ), if pre(e) ∪ {b | (b, e) ∈ A ∪ A˜} ⊆ S then,
for every place p ∈ P , ℓ〈S ∩B〉(p) ≤ R(p, ℓ(e))max.
We will denote the set of a-processes of NR by α(NR).
Definition 4(1,3,4) guarantees that the occurrence net underlying AON is a
valid process of the PT-net underlying NR. Definition 4(6) describes the imme-
diate neighbourhood of a uprise–labelled condition, which has to correspond to an
inhibitor place in NR. Conversely, Definition 4(7) requires that whenever events
in AON represent transitions related through an inhibitor place, there should be
a uprise–labelled condition relating these events. Definition 4(5) ensures that each
activator constraint present in NR is satisfied. Definition 4(8) refers to Proposi-
tion 2, and requires that the strong slices of AON (i.e., markings reachable from
minAON ) properly reflect the inhibitor constraints present in NR: an event can
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only occur at a strong slice if the numbers of conditions corresponding to tokens
in the inhibitor places of its counterpart in NR are not excessive.
Every a-process generated by a step sequence of NR is an a-process of NR.
Proposition 7. If σ ∈ ω(NR) then πNR(σ) ⊆ α(NR).
Proof. The proof is along the same lines as that of the corresponding result
(Proposition 9.4) in [12]. The conditions other than (8) from Definition 4 are
guaranteed by construction as well as by the standard properties of processes
of PT-nets (as before, ignoring all aspects relating to range arcs — including
the auxiliary conditions — gives an axiomatic process definition for PT-nets, see
Definition 6.5 from [12]). The remaining condition can be proved as the corre-
sponding condition for inhibitor arcs. This is possible since the proof in [12] is
based on the causality relationships between pairs of events, and so the potential
infinity of conditions does not matter. ⊓⊔
We now can establish the remaining behavioural properties for general PTR-
nets.
Proof of Property 1(v and ix):
Follows from Definition 3 and Proposition 6. ⊓⊔
Proof of Property 1(ii and vii):
Follows from Definition 4 and Proposition 7. ⊓⊔
Proof of Property 2:
(=⇒) Suppose that σ ∈ ω(NR) and AON ∈ πNR(σ). By Proposition 7, we have
AON ∈ α(NR). To show σ ∈ φ(λ(AON )), we proceed as follows. Assume the
notation from Definition 3, and let B̂ =
⋃
i∈I0
Bi, Fi = (Bi ∪ B˜i)\domQi and
Gi = Bi\domQi for all i ∈ I0. By the standard properties of processes of PT-
nets (Fact 6.3 from [12]), µ = G0〈EiGi〉I is a mixed step sequence of the net
(B̂, E,Q|( bB×E)∪(E× bB)) from minAON ∩ B̂. Furthermore, if we consider the net
(B,E,Q) then µ′ = F0〈EiFi〉I is a mixed step sequence from minAON since the
places in B \ B̂ have each a single adjacent directed arc and so have no impact
on the executability from minAON . Now, if we consider AON then, similarly
as in [12] (see Proposition 9.5), for every Ei and every e ∈ Ei we have that
(b, e) ∈ A ∪ A˜ ⇒ b ∈ Fi−1. Hence µ′ is a mixed step sequence of AON from
minAON . This and ℓ〈〈Ei〉I〉 = σ yields σ ∈ φ(λ(AON )).
(⇐=) Suppose that AON ∈ α(NR). Assume the notation from Definition 4.
Let us first consider any mixed step sequence ζ′ = G0〈DiGi〉J of AON from
minAON , and let ζ = F0〈DiFi〉J where Fi = Gi ∩ B for all i ∈ J0. By the
standard properties of processes of PT-nets (Fact 6.6 from [12]), ℓ〈ζ〉 is a mixed
step sequence of the PT-net underlying NR. In order to show that ℓ〈ζ〉 is also a
mixed step sequence of NR, it suffices to prove that for all i ∈ J , e ∈ Di and p ∈
P , it is the case that ℓ〈Fi−1〉(p) ∈ R(p, ℓ(e)). The latter follows from the fact that
e is enabled at Gi−1, Gi−1 ∈ ssl(AON ) (by Proposition 2) and Definition 4(5,8).
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Hence ℓ〈ζ〉 is a mixed step sequence of NR, and as a consequence, φ(λ(AON )) ⊆
ω(NR).
We still need to show that if σ ∈ φ(λ(AON )), then AON ∈ πNR(σ). This can
be done by first constructing from σ and the PT-net underlying NR (thanks
to the standard properties of processes of PT-nets, see Fact 6.9 from [12]), the
occurrence net underlying AON (without the auxiliary conditions) by applying
Definition 3 without the part relating to range arcs. After that one can re-run the
construction adding the auxiliary conditions and sets of activator arcs Ai∪ A˜i as
prescribed in the last part of Definition 3 obtaining AON . That this is possible
can be shown using the same argument (Proposition 9.10) as in [12]. ⊓⊔
Consequently, also for general PTR-nets the axiomatic (α) and the behaviour-
al process definitions (πNR) agree (Aim 1). Moreover, the operational semantics
of these nets coincides with the operational semantics of their processes (Aim 2).
The two ways of deriving and defining processes of PTR-nets with comple-
mented inhibitor places are not too distant. The resulting causality structures
are the same for a wide range of nets. For example, using an argument simi-
lar to that used in the proof of Proposition 9.14 in [12], one can show that if
a PTCR-net NCR is such that RNCR(p, t)
max ∈ {0,∞}, for all p and t, then
κ(αcpl (NCR)) = κ(α(NCR)).
Branching activator occurrence nets. We end with a result (not directly related
to the semantical framework and the main focus of this paper) indicating that ac-
tivator occurrence nets could provide a basis for an efficient verification technique
for PTR-nets in the same way as occurrence nets provide a basis for unfolding
based model checking for the class of PT-nets (in the style of, e.g., [11, 17]). To
formulate the desired result, we need to allow conflicts between conditions and
events (in the style of the branching processes of [6]).
A finite branching activator occurrence net (or fbao-net) is a tuple AON
df
=
(B,E,Q,A, ℓ) which is defined in exactly the same way as an ifao-net except that
the sets of conditions and events are assumed to be finite, and the requirement
that |postAON (b)| ≤ 1 (for every b ∈ B) is dropped.2 The default initial marking
of AON is minAON
df
= {b ∈ B | |preAON (b)| = 0}.
Theorem 1. The problem of finding whether a given set of conditions is a mark-
ing reachable from the default initial marking of an fbao-net is NP-complete.
Proof. Let AON
df
= (B,E,Q,A, ℓ) be an fbao-net and M ⊆ B. Since the prob-
lem of finding whetherM is a marking reachable from minAON in the branching
occurrence net underlying AON is NP-complete (see [22]), all we need to es-
tablish is that checking whether M is reachable from minAON can be done in
non-deterministic polynomial time. Let us pick any sequence σ = 〈Ei〉I of sets
of events such that no event in E occurs more than once in σ. Such a sequence
2 In a more complete discussion, we would also assume that no event is in a self-
conflict. This means that there are no events e, f, g such that e 6= f , preAON (e) ∩
preAON (f) 6= ∅, e 6= g ⇒ e ≺AON g and f 6= g ⇒ f ≺AON g.
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contains less than |E| elements and to check whether it is a legal step sequence
from minAON to M in AON can be done in polynomial time. (Note that an
event can be adjacent to at most 2 · |B| arcs, and that if σ is legal then it is also
a legal step sequence of the branching occurrence net underlying AON . Thus,
by the standard properties of the latter, no intermediate marking can have more
than |B| tokens.) Moreover, only sequences of such form need to be considered
in order to decide the reachability of M from minAON , which again follows from
the fact that if σ is legal then it is also a legal step sequence of the branching
occurrence net underlying AON , and the standard properties of the latter. ⊓⊔
6 Concluding remarks
In this paper we have instantiated the semantical framework of [12] in order to
provide a consistent causality treatment for the class of PTR-nets which combine
in a straightforward way the key features of nets with weighted activator and
inhibitor arcs. The results have confirmed earlier expectations that activator
arcs can be dealt with using the same approach and techniques as those which
proved to be successful in case of inhibitor nets (see, for example, the conclusions
in [10]). There are at least two interesting directions for follow-up research.
A first would be a further development of the semantical framework by pro-
viding a treatment involving an extension of Mazurkiewicz traces [15, 16], and
thus linking the net-oriented and language-oriented observation of complex con-
currency phenomena related to activator and inhibitor arcs. It is known that
this is possible for the class of Elementary Net Systems with inhibitor arcs for
which [10] has provided a right extension of Mazurkiewicz trace theory based on
two structural relationships between individual actions playing the role of inde-
pendence relation, namely simultaneity and serialisability, leading to the notion
of a comtrace. We feel that it is possible to adapt comtraces in order to provide
a right tool for general PTR-nets, e.g., by following the ideas contained in [9] for
(non-safe) PT-nets where the notion of local trace has been introduced for the
identification of different observations of the same concurrent run.
A second direction for future research would be to use the results obtained
here in the definition of branching processes of PTR-nets, leading to an exten-
sion of the theory developed in [6] and its subsequent application to the model
checking of bounded PTR-nets. This direction has already been explored for a
variant of safe nets with activator arcs (called read arcs) in [23].
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