Abstract-A two-stage state and parameter estimation algorithm for linear systems has been developed. Stage 1 uses a stochastic approximation method for state estimation, while stage 2 considers parameter estimation through a linear Kalman filter. These two stages are conpled in a bootstrap manner. The algorithm is computationally much simpler than the usual extended Kalman filter. A fourth-order numerical example has been solved, and results have been compared with those obtained using an extended Kalman filter.
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~NTRODUCTION
The use of minicomputers and microprocessors for adaptive control of processes has necessitated the need for a computationally simpler identification algorithm. A common technique for state and parameter estimation of the state-variable models of a process has been the extended Kalman filter (e.g., see [I] - [2] ). This method is known to have the problems of increased computation, storage requirements, and divergence. Two-stage estimation techniques have recently been employed [3] to overcome these difficulties. In [3] , linear Kalman filters have been employed in two stages and no precaution has been taken against divergence in the state estimator because of parameter uncertainty.
In the present note. a computationally simpler two-stage estimation algorithm has been developed for estimating states and parameters of a linear system. Stage 1 deals with the state estimation with assumed nominal values of the parameters. A convergence-based stochastic-approximation algorithm [4] has been proposed in stage 1 which also gives savings in computation. In stage 2, a parameter dynamic model and a pseudo-parameter measurement equation are developed and a linear Kalman filter is employed for obtaining the parameter estimates. The parameter-measurement equation contains the state-variable terms that are substituted by their recent estimates available as output of stage 1. These two stages are coupled together in a bootstrap manner [SI. The complete procedure and algorithm are given in the sequel.
THE PROCEDURE
We consider the following discrete-time model of a linear system:
where x(k) is the n-vector state, u(k) is the m-vector input, y(k) is the r-vector output, 8 is the p-vector parameter assumed constant but unknown. The state noise vector w(k) and the measurement noise vector (k) are mutually independent and assumed zero mean white Gaussian with constant covariances Q and R, respectively. The parameter model is described by 1.
-0.
C.
-C. Note: The number of iterations is 1OOO.
In stage 1, models (1) and (2) are considered for state estimation, where 0 is replaced by assumed nominal value 8". The following algorithm is used for state estimation:
where
i(k/k-]) = A(B")i(k-I/k-I)+ B(8")u(k-1) and K,(k) is the gain chosen on the basis of stochastic approximation as The rem T(k) is a scalar sequence that satisfies Dvoretzky's special theorem [4] to ensure convergence. A common choice of T(k) is a/(b + k)
, where a and b are positive constants. In stage 2, the estimates i(k) are substituted in place of x(k) in (4) and a Kalman filter algorithm is used for obtaining the minimum variance estimates of parameter vector 8. These estimates are then fed back to the state estimator of stage 1 which updates the state estimates. The updated state estimates are then used in stage 2 to get improved parameter estimates. These switchings between the two stages are thus continued in a bootstrap manner [5] until the parameter estimates converge.
A NUMERICAL EXAMPLE
A fourth-order system described by models (1) and (2) The results of parameter estimates are given in Table 1 . These results 
2 has also been computed for the two cases with R=0.01 and plotted in Fig. 1 . It can be observed that a better rate of convergence is obtained in the case of the proposed two-stage algorithm. The computer time for IO00 iterations of the extended-filter algorithm was 2.6 limes more than that of the two-stage algorithm. In the case of higher noise variance R = 0.1, the extended Kalman filter has diverged.
IV. CONCLUSIONS
The use of stochastic approximation in stage 1 of the proposed two-stage estimation algorithm checks the divergence in the state estimator and also makes the algorithm computationally simpler. The method previously described is suitable for systems with time-varying parameters where only (3) has to be suitably modified. In case of unknown noise statistics, one may go for adaptive estimation of the noise covariance in stage 2. However, this remains an area of future investigation.
