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Abstract The Composite Finite Element Mesh 
method is useful for the estimation of the discretiza-
tion error and, in addition, for the nodal solution 
improvement with a small increase in the computa-
tional cost. The technique uses two meshes with dif-
ferent element size to discretize a given problem and, 
then, it redefines the resulting linear system. On the 
other hand, Multigrid methods solve a linear system 
using systems of several sizes resulting from a hier-
archy of meshes. This feature motivates the study of 
the application of the Multigrid strategy together 
with the Composite Mesh technique. In this work, it 
is proposed a Multigrid method to solve problems 
where the Composite Mesh is applied. The goal of 
the proposal is to achieve both, the advantages of the 
Multigrid algorithm efficiency and the solution im-
provement given by the Composite Mesh technique. 
The new method is tested with some elliptic prob-
lems with analytical solution.  
Keywords Multigrid method, Composite Mesh, 
Numerical solution improvement. 
I. INTRODUCTION 
In this work, a Multigrid (MG) technique able to solve 
the linear system arising from the application of the 
Composite Mesh (CM) strategy is presented. The appli-
cation of the Finite Element Method (FEM) to discretize 
a partial differential equation leads to a linear system, 
which could be solved with some MG strategy in a very 
efficient way. Of course, the element size used to dis-
cretize the problem domain directly affects both the 
computational cost, through the size of the linear sys-
tem, and the error level. For a given problem, the idea 
behind the CM strategy is to perform a linear combina-
tion between the discrete systems of equations comput-
ed with FEM using two meshes of different element 
size. These meshes must have nodes in common. Typi-
cally, one mesh is the homogeneous refinement of the 
other one. With an appropriate choice of the coefficients 
of the linear combination, the CM technique could give 
a better nodal solution than those obtained from each 
mesh individually without increasing the computational 
cost significantly (Bergallo et al., 2000). Although the 
CM method has been tested for several kind of prob-
lems (Sarraf, 2011), the best performance of the strategy 
was found for elliptic problems where the solution has a 
high degree of regularity (Sonzogni et al., 1996; 
Bergallo et al., 2000).  
The MG method is a well known strategy useful for 
solving differential equations using a hierarchy of 
meshes defined over the problem domain (Lallemand et
al., 1992; Wesseling, 1992; Koobus et al., 1994; 
Venkatakrishnan and Mavriplis, 1994; Mavriplis, 1995; 
Chan et al., 1997; Briggs et al., 2000; Arnold, 2001; 
Okusanya, 2002; Kim et al., 2004). MG algorithms are 
applied to a wide range of problems, primarily to solve 
linear and nonlinear boundary value problems. One of 
the first applications of the MG techniques was to ellip-
tic problems, which remain today as one of the typical 
applications of the method.  
Since both MG and CM methods use meshes with 
different degree of refinement grouped in a hierarchy of 
grids and are suitable for elliptic problems, the motiva-
tion to integrate these strategies arises. In this paper we 
describe the proposed method, which is applied to some 
elliptic test problems with analytical solution on un-
structured meshes, where discretization errors are ana-
lyzed.
II. MULTIGRID METHOD 
Let ȍ be a bounded domain in d with boundary ȍ,
d=1, 2, 3 being the space dimension. Consider the fol-
lowing elliptic differential equation with homogeneous 
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Assume that the operator L is self-adjoint, i.e.  
(Lu, v)=(u, Lv) for any u, v  H  L2(ȍ) and that it is 
positive in the sense that (Lu, u)>0 for all uH, u0,
where the subspace H contains smooth functions which 
vanish on ȍ. With these properties, to solve the 
boundary value problem given by Eq. (1) is formally 
equivalent to minimize the quadratic functional  
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which means to find the argument that minimizes F
over all the functions in H.
Given a triangulation of ȍ with element size h, de-
noted by ȍh, let Hh be the finite subspace of H consist-
ing on the functions uh which are continuous in ȍ, poly-
nomial in each element and vanish on the boundary do-
main. Then, the discrete problem is written as follows  







  (4) 
Since the operator L is positive and self-adjoint, the 
problem of determining the function u H which satis-
fies Eq. (3) and (Lu,v)=(f,v) for all v H are equivalent 
(Briggs et al., 2000). Hence, to solve Eq. (4) is equiva-
lent to find uh Hh so that  
    hhhhh HfvL  vvu allfor,,  (5) 
In order to solve Eq. (5) in its weak form, let İhi be a 
function of a base for Hh, with İhi such that İhi(Nj)=Gij, Nj
being the nodes of ȍh. Then, choosing the test functions 
vh as the basis functions İhi and after assembling all the 
rows of the matrix and their corresponding right-hand 
side, a discrete system of the form Ahuh=fh is obtained.  
Given two meshes, where the first is an homogene-
ous refinement of the second one, the two-grid iteration 
is the basis for building the MG method. In summary, 
this iteration is composed by the following steps:  
1.  A few iterations with some iterative method such as 
Gauss-Seidel or damped Jacobi are performed in 
order to smooth out the residue rh=fhíAhǌh. This 
step will reduce the high frequency components of 
the error but not completely the low frequency 
ones. The new residue, which seems relatively 
smooth, can be properly approximated on a coarser 
mesh. 
2. The residue is projected on the coarse mesh where 
the error equation is solved. This action minimizes 
the low frequency components of the error because 
they behave as high-frequency ones on the coarse 
mesh.  
3. Finally, this solution on the coarse mesh is trans-
ferred to the fine mesh where it is used to improve 
the approximation of step 1.  
Firstly consider the relaxation step, where the main 
goal is to provide an inexpensive method for the elimi-
nation of oscillatory errors in the approximation ǌh. This 
objective can be achieved carrying out local changes in 
the following way: ǌhĸ ǌh í sİhi, where s is a suita-
ble step size. The choice of s is carried out in the sense 
of minimizing the functional over all the possible choic-
es, i.e.  




H  (6) 
The abstract formulation for the correction process 
on the coarse mesh can be stated as follows: Let HHHh
be the space of the coarse grid, i.e. the set of piecewise 
polynomial functions associated with a standard coarse 
grid ȍH. The goal is to correct the approximation ǌh
with a function ǌHHH that will approximate the new 
smooth error. The correction is : ǌhĸǌh+ǌH. The choice 
of ǌH is made in order to find the best correction in the 









In the process of adding a function ǌHHH to a function 
ǌhHh, appropriate coefficients must be found in order 
to write ǌH as a function of Hh. Then, the prolongation 
operator IHh is sought to carry over ǌh=IHhǌH (Briggs et 
al., 2000).
To determine the coarse grid operator AH corres-
ponding to the operator Ah, it is necessary to work with 
nodal vectors and to transfer the minimization principle 
to matrix terms. Let Ni, i=1,..., M be the nodes of the 
mesh ȍh. Then, the system Ahuh=fh is equivalent to the 







  (8) 
where Fh(vh)Ł(Ahvh,vh)/2í(fh,vh). Similarly, the problem 
of the coarse mesh correction is equivalent to the matrix 














Therefore, the version of Ah in the coarse mesh is 
obtained by performing the computation AH=(IHh)T Ah
IHh where (.)T denotes transpose matrix.  The matrix 
(IHh)T takes a vector from the fine grid and gives a vec-
tor in the coarse mesh, i.e. it is a restriction operator. 
Consequently, it makes sense having IhH = (IHh)T.
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Therefore, since Fh(ǌh) is independent of wH, to mini-
mize Fh(ǌh+IHhwH) is equivalent to minimize FH(wH) on 
the vectors wHM/2, which is the correction scheme for 
the coarse mesh.  
The MG algorithm is obtained by applying the two 
grid iteration recursively. Specifically, the problem in 
the coarse mesh is solved by a two-grid iteration involv-
ing a coarser mesh. This procedure is applied at each 
mesh level until a coarse enough grid is obtained in 
which the system could be solved by a direct method. A 
MG iteration from the finest grid to the coarser one and 
returning to the fine one, is called cycle. The exact 
structure of a cycle depends on the value of Ȗ, the num-
ber of iterations of two grids in each intermediate step. 
The case Ȗ=1 is called V-cycle, while Ȗ=2 is called W-
cycle.  The main procedure of the MG method is given 
by Algorithm 1, where in the conditional line 6, ||.||2 rep-
resents the Euclidean norm for vectors. 
Algorithm 1: Main procedure for MG solver
Input: grid levels n, number of pre-smoothing steps Ȟ1,
number of post-smoothing steps Ȟ2, number of re-
cursive MG step calls Ȗ, tolerance for stopping crite-
rion tol, and maximum number of MG iterations 
maxit.
Output: solution on the finest level u.
1 procedure main (n, Ȟ1, Ȟ2, Ȗ, tol, maxit, u)
2 linear_systems_mg (n, f, A)
3 u0:= 0
4 for i :=1 to maxit do 
5 u := mg_alg (n, f, A, Ȟ1, Ȟ2, Ȗ, u0)
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Algorithm 2: Computes the matrices for each MG level 
and the rhs vector for the finest grid. 
Input: number of grids n.
Output: right-hand side vector for finest mesh f, and ar-
ray of matrices A.
1 procedure linear_systems_mg (n, f, A)
2 generate coarsest mesh M[1]
3 compute matrix A[1] for mesh M[1]
4 for i := 2 to n do
5 obtain M[i] by re¿ning mesh M[i-1]
6 compute matrix A[i] for mesh M[i]
7 end
8 compute rhs vector f for mesh M[n]
Algorithm 3: Multigrid solver. 
Input: grid level k, rhs vector fk, array of matrices 
A, Ȟ1, Ȟ2, Ȗ, and initial guess uk0
Output: MG solution uk.
1 function mg_alg(k, fk, A, Ȟ1, Ȟ2, Ȗ, uk0)
2 uk := smoother (A[k], fk, uk0, Ȟ1)
3 rk := fk - A[k] uk // compute residue 
4 fk-1 := restrict (rk) // restrict residue 
5 if (k = 2) then            // coarsest level 
6 wkí1 := A[k-1]-1fkí1
7 Else
8 u0kí1:= 0
9 for l:= 1 to Ȗ do 




14 wk := prolong (wkí1) // prolong corr. 
15 uk := uk + wk
16 uk := smoother (A[k], fk, uk, Ȟ2)
17 return uk
The computation of the mesh hierarchy and the ma-
trices for each level is performed by Algorithm 2, where 
the container A is a vector in which the i-th “element” is 
the matrix of the i th MG level.
The pseudo-code for the MG solver is given by Al-
gorithm 3. Here, function smoother applies some it-
erative method in order to smooth out the residue. The 
functions restrict and prolong perform the tasks 
of restricting and interpolating of vectors between grids 
of different levels, respectively. 
III. COMPOSITE MESH TECHNIQUE 
















where ȍd and n is the outward unit normal to ȍ. In 
general, the boundary domain is formed by parts with 
Dirichlet conditions (īD) and Neumann conditions 
(īN=ȍ\īD). The function f(x) is the source term and 
(x)> 0 xȍ is the diffusivity coefficient. 
 The composite finite element mesh applied to ellip-
tic problems can be used to improve the numerical solu-
tion without an appreciable increase in the computation-
al cost and also to estimate the discretization error 
(Sonzogni et al., 1996; Bergallo et al., 2000; Sarraf et 
al., 2007).  In the h version, the method consists in re-
place the discrete operator for a given mesh (the fine 
mesh), by a linear combination of the discrete operators 
corresponding to this mesh and a coarser mesh with 
nodes in common with the first one. In this case, the in-
terpolation polynomials retain the same degree in both 
meshes. Then, assuming that the fine mesh is obtained 
from the homogeneous refinement of the other grid, the 
connection between both meshes is forced with the 
shared nodes. The participation factor of each mesh in 
the compound model, i.e. the coefficient in the linear 
combination between the meshes, is introduced in such 
a way to minimize the discretization error.  
Let ȍH be a discretization of the problem domain ȍ
and ȍh the mesh obtained by a homogeneous refinement 
of ȍH. The element size of meshes ȍH and ȍh are H and 
h, respectively. After discretizing the problem (11) with 
FEM, the systems of equations Ahuh=fh and AHuH=fH are 
obtained with meshes ȍh and ȍH, respectively. Now, we 
define the discrete operator AHh as a representation of 
matrix AH into the space of the matrix Ah. A natural 
choice for the computation of that matrix is to use the 
prolongation operator presented in the last section, as 
AHh = IHh AH. This definition is quite general, since the 
election of the prolongation operator could lead to dif-
ferent methods with dissimilar performance. In this 
work, we use the injection operator (Briggs et al.,
2000), which has proven to work fine for the CM meth-
od (Sonzogni et al., 1996; Bergallo et al., 2000). The 
modified matrix proposed in the CM technique ACM is 
computed as a linear combination of matrices Ah and 
AHh. Vectors fHh and fCM are defined in an analogous 
way.  
Then, the approximate solution by the CM method 
uHh is obtained from the following system (Sonzogni et
al., 1996)  
> @  +  =Į HhhHhHhh ffuAA )1()1( DDD   (12) 
When Į=1, the solution in the fine mesh is recovered 
and with Į ĺ 0 the solution tends to the corresponding 
solution in the coarse grid. The coefficient Į depends on 
the regularity of the analytical solution of the problem 
(Bergallo et al., 2000; Sarraf, 2011).  
The asymptotic error of the numerical approxima-
tion has the form (Sonzogni et al., 1996)  
)( qph hOChuu    (13) 
where h is the mesh size, C is a constant independent of 
h and q>p. Therefore, an extrapolation analysis of the 
error leads to the following estimation (Sonzogni et al., 
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The improvement introduced by the CM method 
with respect to the FEM solution is realized in the nodal 
values of the solution and, thus, it must be evaluated us-
ing a discrete norm of the error. Let Ni, i =1,... ,M be the 
nodes of the fine mesh and Hh the discrete space associ-
ated with ȍh. The interpolant ʌhu of u in the space Hh is 
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de¿ned as  
.,,1),()( MiNuNu iih "  S  (15) 
Then, the solution of Eq. (12) is a better approximation 
to ʌhu in Hh than the FEM solution. This fact is verified 
in the tests presented in section V. 
IV. MULTIGRID METHOD TO SOLVE 
COMPOSITE MESH PROBLEMS 
As pointed out above, the main objective of this paper is 
the integration of the MG and CM techniques for solv-
ing elliptic problems. Suppose that there are n levels in-
volved at each MG iteration and that the mesh corre-
sponding to the j-th level is obtained from the (jí1)-th 
homogeneous refinement of a given initial mesh (corre-
sponding to level 1). Now, we introduce m “mixing” 
levels, 1m<n, in which the standard linear operators of 
the MG method are replaced by the linear combination 
proposed in the CM strategy. In the k-th level of mix, 
1km, the grids of levels ník+1 and ník take part in 
the mesh composition.  In other words, for level k:
AkCM = ĮAník+1+(1íĮ)(IhH)kAník replaces matrix Aník+1,
where Aník+1 and Aník are the matrices corresponding to 
levels ník+1 and ník, respectively; and (IhH)k is the 
prolongation operator from level ník to level ník+1.
The right-hand side vector of the highest grid level is 
replaced by the linear combination proposed by the CM 
strategy, i.e. fn=Į fn+(1íĮ)(IhH) fn-1. Figure 1 outlines the 
strategy.
The proposed method uses the same MG main algo-
rithm (Alg. 1) changing the procedure which computes 
the linear systems called at line 2. The pseudo-code for 
the computation of the modified matrices is presented in 
Algorithm 4.  
With the same set of parameters (smoother, number of 
pre- and post-smoothing steps, etc.) the resolution of 
each level increases the computational cost if the grid 
mixture is introduced for such level. This occurs be-
cause the mixture of the meshes increases the bandwidth 
of the matrix for a given level. Therefore, the number of 
mixing levels m should be kept as low as possible while 
keeping the full error reduction attainable by the CM 
technique. As will be shown in the numerical examples, 
the finer the mesh, the higher the decrease in the nodal 
error produced by the CM strategy with respect to FEM. 
Hence, an increase in the levels of mixing is expected 
with that of the grid levels. 
V. NUMERICAL TESTS 
In order to show the effectiveness of the proposed 
MGCM (Multigrid for Composite Mesh) strategy, we 
will consider three different two-dimensional problems 
with analytical solution. For these tests, we use in the 
analysis the standard l norm (||a||=maxi |ai|) and the 
Euclidean norm (||a||2=(6i ai2)1/2) for vectors.  The error 
e is computed as the difference uíuh, where u and uh
are the nodal values of the analytical and the numerical 
solutions, respectively.
A. Poisson problem with constant coefficients  
Figure 1: Multigrid for Composite Mesh (V -cycle).  
Algorithm 4: Computes the matrices for each level and 
the rhs vector for the finest grid. 
Input : number of grids n, number of mixing levels m,
and mixing coefficient Į.
Output: right-hand side vector for finest mesh f, com-
pute array of matrices A.
1 procedure linear_systems_mgcm (n, m, Į, f, A)
2 generate coarsest mesh M[1]
3 compute matrix A[1] for mesh M[1]
4 for i := 2 to n do
5 obtain M[i] by refining mesh M[i-1]
6 compute matrix A[i] for mesh M[i]
7 end
8 compute rhs vector fn for mesh M[n]
9 compute rhs vector fn-1 for mesh M[n-1]
10 fnp := prolong ( fn-1)
11 for j := 2 to m do
12 Ap:= prolong (A[n-j])
13 A[n-j+1] := Į A[n-j+1]+(1- Į) Ap
14 end
15 f := Į fn+(1- Į) fnp







yxfyxu  (16) 
The source term is defined such that the analytical solu-





















In this case, the domain is discretized by an unstruc-
tured grid with 82 triangular elements and 52 nodes. 
This grid is the coarsest mesh of the problem and the 
grid sequence is obtained by homogeneous refinement. 
The parameters selected for this problem consist in three 
steps of pre- and post-smoothing of damped Jacobi with 
relaxation parameter 0.7 (Briggs et al., 2000).  The tol-
erance applied to the residue for the convergence of the 
linear system is 1 × 10í6. The participation factor for the 
mesh composition is obtained taking into account the 
regularity of the exact solution, giving Į =4/3 (Bergallo 
et al., 2000; Sarraf, 2011).  
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The number of iterations to achieve convergence 
(it.), the number of grid levels (n) and a measure of the 
elapsed computational time are shown in Table 1 for the 
V -cycle and in Table 2 for the W -cycle. In the MGCM 
case, the number of mixing levels (m) is also included. 
The increased computational time of the MGCM 
method is due to the fact that the matrix of the system is 
less sparse than in the “standard” MG case. Regarding 
the behavior of the proposed strategy in section IV for 
solving the CM problem with MG, we conclude that the 
MGCM method preserves the features of the original 
MG method. This assertion is based on the fact that the 
number of iterations needed to reach convergence, with 
and without “mixture”, seems to remain constant. Fig-
ure 2 presents the Euclidean norm of the residue as a 
function of the number of iterations for the case with 
five grid levels for the V and W-cycles. As can be ob-
served, the curves for the MG and MGCM methods 
seem to be superimposed with a slightly difference for 
the W-cycle.
For the V-cycle with six grid levels, two levels of 
mesh composition are used in order to achieve the full 
error reduction that the CM technique should give.  
Nevertheless, for the W-cycle only one mixing level was 
sufficient in all the solved cases. In Fig. 3 the nodal er-
ror as a function of the discretization size (h) for both 
norms is presented. In this figure, we refer with FEM 
and CM as the MG and MGCM solutions, respectively.  
Table 1: Results of the V -cycle for the Poisson problem with 
constant coefficients. 
n MG MGCM 
it. time[s] it. time[s] m
3 7 1.42×10-1 7 9.26×10-2 1 
4 7 3.42×10-1 7 2.88×10-1 1 
5 7 1.38 7 1.83 1 
6 7 5.13 7 5.09 1 
6 - - 8 5.73 2 
Table 2: Results of the W -cycle for the Poisson problem with 
constant coefficients. 
n MG MGCM 
it. time[s] it. time[s] m
3 6 1.26×10-1 6 1.26×10-1 1 
4 5 3.06×10-1 6 3.47×10-1 1 
5 5 1.29 5 1.52 1 
6 5 6.08 5 5.23 1 
Figure 2: Residual norm as a function of the number of itera-
tions for the Poisson problem with constant coefficients and 
five grid levels. 
Figure 3: (a) Euclidean and (b) infinity norm of the nodal error 
as a function of the discretization size h for the Poisson prob-
lem with constant coefficients. 
A noticeable feature is the error reduction rate of the 
CM technique. 
B. Poisson problem with variable coefficients  
Consider the following elliptic problem with variable 





















where (x,y) = 1+xy2 and u(x,y) = sin(5ʌx) cos(3ʌy).
The mesh and the whole set of parameters are the same 
as in the previous test.  Tables 3 and 4 show the results 
for the V-cycle and W-cycle, respectively.  In Fig. 4 it 
can be observed the reduction of the error when the CM 
technique is used. In this case the convergence rates of 
the proposed MGCM strategy and the standard MG 
method are similar, in particular for one mixing level.  
Figure 5 shows the Euclidean and infinity norms of 
the nodal error as a function of the discretization size.  
In this case, it is mandatory to use two mixing levels for 
the V-cycle with six grid levels in order to achieve the 
expected rate in the error reduction.  
C. Laplace problem in a L-shaped domain  
Let the Laplace problem in  the  L-shaped domain : = 
(-1,0) × (-1,1)(0,1)×(0,1) where the exact solution in 
polar coordinates is given by 








2sin),( 3/2rru  (18) 
The mesh of the first level is an unstructured grid with 
82 elements and 52 nodes. Again, we use three steps of 
pre- and post-smoothing of damped Jacobi with factor 
0.7. The participation factor for the mesh composition is 
obtained taking into account the regularity of the analyt-
ical solution, resulting Į =25/3/(25/3-1) (Grisvard, 1986; 
Sarraf, 2011). The methods are assumed to reach the 
convergence when the Euclidean norm of the residue is 
less than 1 × 10í6.
The number of iterations to achieve convergence 
(it.), the number of grid levels (n) and the elapsed com-
putational time are presented in Table 5 and 6 for the V-
cycle and W-cycle, respectively. For the MGCM strate-
gy, the number of mixing levels m is also indicated.  
Figure 6 shows the norm of the nodal error as a 
function of the mesh size. Again, a reduction of the  
error norm can be reached when the MGCM technique 
is applied. In this case the relative reduction of the error 
between MG and MGCM is smaller than in the previous 
example because of the lower regularity in the analytical 
solution.
VI. CONCLUSIONS 
In this work we propose a Multigrid method able to 
solve the linear system arising from the application of 
the Composite Mesh technique. The strategy is based on 
the substitution of the linear operator defined by the MG 
method in some “mixing” levels. The substitute linear 
operator in a given mixing level is computed as a linear 
combination of the matrix in the current level and the 
matrix corresponding to the immediate inferior (coarser) 
level. The coefficient of the linear combination depends 
on the regularity of the analytical solution of the elliptic 
PDE (Partial Differential Equation) problem. The re-
sults of the solved problems show that the new method 
introduces a slight degradation of the Multigrid conver-
gence, which is reflected in the elapsed time for the res-
olution of the linear system. The best performance of 
the proposed method was found for the W-cycle, partic-
ularly in cases where the analytical solution of the prob-
lem has high regularity. Nevertheless, a great re- 
duction in the nodal error is obtained with the MGCM 
technique respect to the “standard” MG method which, 
in this study, corresponds to the numerical solution of 
the Finite Element Method. 
Table 3: Results of the V-cycle for the Poisson problem with 
variable coefficients. 
n MG MGCM 
it. time[s] it. time[s] m
3 7 7.52×10-2 7 7.66×10-2 1 
4 6 2.03×10-1 6 2.09×10-1 1 
5 6 9.09×10-1 6 9.66×10-1 1 
6 6 3.93 6 4.06 1 
6 - - 8 5.96 2 
Table 4: Results of the W-cycle for the Poisson problem with 
variable coefficients. 
n MG MGCM 
it. time[s] it. time[s] m
3 6 9.47×10-2 6 9.54×10-2 1 
4 5 2.68×10-1 6 3.23×10-1 1 
5 5 1.13 5 1.14 1 
6 5 4.67 5 4.28 1 
Figure 4: Residual norm as a function of the number of itera-
tions for the Poisson problem with variable coefficients using 
five grid levels. 
Figure 5: (a) Euclidean and (b) infinity norm of the nodal error 
as a function of the discretization size h for the Poisson prob-
lem with variable coefficients. 
Table 5: Results of the V-cycle for the Laplace problem in a L-
shaped domain. 
n MG MGCM 
it. time[s] it. time[s] m
3 7 1.79×10-1 8 2.16×10-1 1 
4 7 7.93×10-1 8 9.39×10-1 1 
5 7 2.87 8 3.43 1 
6 7 12.0 7 12.8 1 
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Table 6: Results of the W-cycle for the Laplace problem in a 
L-shaped domain. 
n MG MGCM 
it. time[s] it. time[s] m
3 7 2.58×10-1 8 2.99×10-1 1 
4 6 1.00 7 1.17 1 
5 6 3.53 7 4.29 1 
6 6 14.6 7 17.8 1 
Figure 6: (a) Euclidean and (b) infinity norm of the nodal error 
as a function of the discretization size h for the Laplace prob-
lem in a L-shaped domain. 
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