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A B S T R A C T
This article compares the accuracy of return value estimates from stationary and non-stationary extreme value
models when the data exhibits covariate dependence. The non-stationary covariate representation used is a
penalised piecewise-constant (PPC) model, in which the data are partitioned into bins defined by covariates
and the extreme value distribution is assumed to be homogeneous within each bin. A generalised Pareto model
is assumed, where the scale parameter can vary between bins but is penalised for the variance across bins, and
the shape parameter is assumed constant over all covariate bins. The number and sizes of covariate bins must
be defined by the user based on physical considerations. Numerical simulations are conducted to compare the
performance of stationary and non-stationary models for various case studies, in terms of quality of estimation
of the 𝑇 -year return value over the full covariate domain. It is shown that a non-stationary model can give
improved estimates of return values, provided that model assumptions are consistent with the data. When the
data exhibits non-stationarity in the generalised Pareto tail shape, the use of non-stationary model assuming
a constant shape parameter can produce biases in return values. In such cases, a stationary model can give a
more accurate estimate of return value over the full covariate domain as only the most extreme observations
(regardless of covariate) are used to estimate tail shape. In other cases, the assumption of a stationary model
will ignore key features of the data and be less reliable than a non-stationary model. For example, if a relatively
benign covariate interval exhibits a long (or heavy) tail, extreme values from this interval may influence the
𝑇 -year return value for very large 𝑇 . However the sample of peaks over threshold, with high threshold, used to
estimate a stationary model in this case may not include sufficient observations from this interval to estimate
the return value adequately.
1. Introduction
Accurate estimation of extreme events is important in offshore and
coastal engineering. Under-estimation of the magnitude of extreme
events can lead to structural failures, whilst over-estimation can lead
to overly-conservative and expensive designs and inefficient allocation
of limited resources. Return periods of extreme events are usually
estimated by fitting a statistical model to observed or modelled data
and extrapolating into the tail of the distribution. The accuracy of
estimated return values is dependent on numerous factors, including (a)
quality of historic data (henceforth ‘‘dataset’’), (b) length of dataset, (c)
characteristics of the actual data-generating distribution, (d) misspec-
ification of the statistical model, and (e) method used to estimate the
statistical model.
Bias in metocean data obviously leads to bias in estimates of ex-
tremes. Random errors in metocean data lead to positive bias (i.e. a
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tendency to estimate return values that are higher than the true return
values), since the distribution of random errors is convolved with the
distribution of the variable (Forristall et al., 1996; Brooker et al., 2004).
Shorter datasets lead to higher variance in estimates of extremes, but
can also increase bias, since bias in parameter estimators for various
distributions can vary with the number of observations. Similarly,
the shape of the tail of the distribution affects both the bias and
variance of estimates of extreme values, with estimates of longer-tailed
distributions having a higher variance for a given sample size. Biases
in parameter estimates also vary with the shape of the tail (see e.g.de
Zea Bermudez and Kotz (2010), Kang and Song (2017)).
Model misspecification refers to differences between the ‘‘true’’
characteristics of the data (and the data-generating model respon-
sible for it) and the assumptions made in the statistical model. At
https://doi.org/10.1016/j.oceaneng.2020.107406
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present, the most commonly applied method for estimating extremes
of metocean variables is the peaks-over-threshold (POT) method (see
e.g. Coles (2001), Jonathan and Ewans (2013)). The POT method
makes the following key assumptions about the data: (1) observations
are independent and identically distributed (IID) given covariates, and
(2) exceedances of a sufficiently high threshold follow a generalised
Pareto (GP) distribution. The GP distribution describes the asymptotic
behaviour of independent threshold exceedances from a max-stable
data-generating distribution. As threshold level increases, theory sug-
gests that the closeness of the conditional distribution of peaks over
threshold to the GP form improves. The appropriateness of the GP
distribution is therefore based on the threshold being sufficiently high
that the asymptotic approximation is valid, with too low a threshold
leading to increased bias in the estimated extreme values due to the GP
distribution not being an appropriate model. The choice of threshold is
a trade-off between increased bias from setting the threshold low and
increased variance from setting the threshold high, so that there are
fewer observations. The rate of convergence of threshold exceedances
from the data-generating distribution to the GP distribution may how-
ever be slow. That is, a very large threshold might be required for
the GP form to be considered a reasonable approximation, making
practical inference difficult for finite samples. For this reason, a number
of ‘‘pre-asymptotic’’ parametric distributional forms, or ‘‘penultimate
approximations’’, have been proposed (Beirlant et al., 2012; Gomes,
2014); the idea being that the data-generating distribution is in some
sense ‘‘closer’’ to the penultimate approximation than to the asymptotic
distribution for finite threshold. However, since the GP model is the
most widely used at present it has been applied in the present work
and the use of penultimate approximations is not pursued further
here. In addition, a large literature on non-parametric alternatives for
estimation of distributional tails exists (see e.g. Hill (1975), Dekkers
et al. (1989)).
Regarding the assumption that observations are IID given covari-
ates, metocean variables typically exhibit serial correlation, so the
assumption of independence is not true if a model is fitted to all
observations. This is dealt with by declustering the data, where only
the largest observation in each storm are considered so that storm
maxima can be considered approximately independent. The criterion
for what determines independent storms is usually defined in terms
of a minimum separation in time. A rigorous treatment of the cor-
relation between successive extreme events can be made by plotting
the extremogram (Davis and Mikosch, 2009), an analogue of the au-
tocorrelation function for sequences of extreme events, although care
must be taken to first remove the seasonal signal from the data which
introduces a longer-range correlation. An example of the use of the ex-
tremogram to define a declustering time-scale was presented by Mackay
and Johanning (2018), which showed that a time-scale of around 5 days
was sufficient for the datasets considered in that study. Alternatively,
declustering times can be defined based on more heuristic arguments
about the average time scales for weather systems to pass over a site,
typically taken to be in the range of 2–5 days. Ewans and Jonathan
(2008) discuss a physically-motivated approach to declustering time
series of significant wave height, 𝐻𝑠, based on the assumption that
the peak severities of different storm events, given covariates, are
statistically independent. Storm events are identified from time-series
of sea-state 𝐻𝑠. A storm event corresponds to the time interval between
the 𝐻𝑠 up-crossing of some threshold level and the subsequent down-
crossing of the threshold. In addition, storm intervals separated by less
than 24 h are merged. The threshold can be defined e.g. in terms of a
covariate-dependent quantile of sea-state 𝐻𝑠. The peak value of sea-
state 𝐻𝑠 during the storm interval then defines the storm peak 𝐻𝑠.
Values of storm peak 𝐻𝑠 for different storms are taken to be statistically
independent.
The distributions of many metocean variables, such as (significant
or individual) wave heights, wind speeds and storm surge, exhibit
dependence on other variables, referred to as covariates. For example,
many studies have considered the dependence of wind speeds or wave
heights on the direction of origin of the storm and the time of year
(season) (Fawcett and Walshaw, 2006; Méndez et al., 2008; Ewans
and Jonathan, 2008; Randell et al., 2015; Jones et al., 2016). Wave
heights and wind speeds are also dependent on large-scale climatic
indices such as the North Atlantic Oscillation (NAO) (Woolf et al.,
2002) or the El Niño Southern Oscillation (ENSO) (Bromirski et al.,
2005). Moreover, most studies tacitly assume that the distribution of
metocean variables are stationary in time, neglecting the effects of the
changing climate which have been observed in some studies (Reguero
et al., 2019; Cattrell et al., 2019).
In this study we focus on the effects of periodic covariates such as
season and direction and defer consideration of longer-term variations
in climate to future work. Specifically, we quantify differences in the
performance of models which account for the covariate effects and
those that do not (referred to here as constant or stationary models).
Obviously, stationary models cannot produce estimates of seasonal or
directional extremes, so our interest here is in which model gives the
more accurate estimates of return values for the full covariate domain,
typically referred to as annual (omniseasonal) or omnidirectional return
values; we use the term ‘‘omnicovariate’’ where necessary below for
clarity. The quality of historical data is not considered here, but all the
other factors listed above influence the comparison between stationary
and non-stationary models and therefore need to be considered.
There has been some debate in the literature about the circum-
stances in which non-stationary models should be applied and whether
stationary or non-stationary models produce more accurate estimates of
omnicovariate return values. The motivation for using non-stationary
models is that their underpinning assumptions better reflect the char-
acteristics of the data and our physical understanding. Non-stationary
models assume that the distributions of independent peaks over
(covariate-dependent) threshold, conditional on covariates, tend to-
wards a GP distribution. Under this assumption, now consider the
highest threshold value (on the covariate domain) for which the GP
distribution is a reasonable approximation. For this threshold value, the
omnicovariate distribution is a convolution of the GP distributions over
the covariate domain and therefore not a GP distribution itself. If we
now increase the threshold yet further, we expect to eliminate the influ-
ence of all values of covariate except those contributing to the extreme
tail of the omnicovariate distribution and that the resulting distribution
of threshold exceedances would be ‘‘closer’’ to a GP distribution once
more. It may therefore be expected that a high threshold would be
required for stationary models to give a similar level of performance
as non-stationary models. However, it is also reasonable to expect that
the most information about the shape of the tail of the omnicovariate
distribution is contained in the largest observations. In applied extreme
value analysis there is a maxim that ensuring a good fit to the bulk
of the data does not guarantee a good fit to the tail. It is therefore
reasonable to ask whether modelling less extreme observations (in a
non-stationary model) reduces the bias and variance of return values.
Model complexity is another consideration. Stationary models are
simpler to implement and have fewer parameters to estimate. Whilst
the complexity of non-stationary models is not an argument against
their use on its own, practical considerations aside, it may be expected
that the larger number of parameters that need to be estimated for
non-stationary models would increase the variance of those estimates.
The need to estimate more parameters is traded off against two ef-
fects. Firstly, due to the larger number of parameters, non-stationary
models offer a more flexible (hence potentially more accurate) fit to
the data. Secondly, non-stationary models are typically fitted to a
larger proportion of the observations, increasing the sample size. From
this discussion it is apparent that theoretical arguments alone cannot
justify the use of a stationary or non-stationary model exclusively. From
the practitioner’s perspective, the challenge is knowing which type of
model gives the most accurate estimates of extreme values in a given
situation.
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Many of the earlier studies on the use of non-stationary models
(e.g. Carter and Challenor (1981), Morton et al. (1997), Anderson et al.
(2001)) compared their performance to stationary models in situations
where the true return values were not known. In these studies it is
not possible to conclude which type of model is more accurate, only
that results differ. Jonathan et al. (2008) presented a comparison of
stationary and non-stationary models using simulated data where the
observations are drawn from two distinct distributions, representing
storms from two directions. They demonstrate that in the cases they
consider the non-stationary models give lower bias in estimates of
return values. Mackay et al. (2010) argued that these results were not
representative of real situations, where the distribution of a variable
will vary smoothly with direction, season or other covariate, rather
than changing sharply at the boundary of two sectors. Mackay et al.
(2010) presented the results of simulations where the distribution of
storm peak 𝐻𝑆 conditioned on season varied continuously through
the year. Piecewise-constant models were fitted, where the data were
divided into a number of discrete bins and independent fits were made
in each bin. It was shown that the piecewise-constant models performed
worse in estimating omniseasonal return values than the stationary
models, with higher bias and variance in all cases considered, and with
both bias and variance increasing with the number of bins used. It was
explained that the reason the non-stationary models performed worse
in these case studies was due to the independent estimates of the GP
shape parameter in each bin. As the number of bins increases, the
sample size in each bin decreases and the variance of the parameter
estimates increases. A high estimate of the GP shape parameter in
one bin is not compensated for by a low estimate in another bin and
therefore leads to a positive bias in the annual return values. Jonathan
and Ewans (2011) argued that the results in Mackay et al. (2010)
were due to a fortuitous choice of extreme value threshold for the
stationary model and that there was no way of knowing in practice
where the correct threshold should be set. Jones et al. (2016) extended
the study of Jonathan et al. (2008) using more sophisticated covariate
representations (splines, Fourier series and Gaussian processes), and
suggested that the performance of stationary models in estimating
omnicovariate models is in general more variable than the performance
of a non-stationary model.
The purpose of the present study is to extend the results of Jonathan
et al. (2008) and Mackay et al. (2010) in an attempt to provide further
guidance on the relative performance of stationary and non-stationary
models in realistic situations. We extend the results from Mackay et al.
(2010) in two main ways. Firstly, case studies are constructed where
the threshold for both the stationary and non-stationary models can
be varied, so that the effect of threshold choice can be examined. Sec-
ondly, we consider a penalised piecewise-constant (PPC) non-stationary
model (Ross et al., 2018, 2019). In this model the data are parti-
tioned into bins defined by covariates, and the GP scale parameter
is allowed to vary between bins but the shape parameter is constant
over all bins. The likelihood function used to estimate the parameters
is penalised for the variance in the scale parameter over all the bins,
with the roughness penalty selected using cross-validation to maximise
predictive likelihood.
More advanced non-stationary models than the PPC model have
been proposed, which have the objective of providing optimally flex-
ible descriptions of the systematic variability of extreme values with
covariate (e.g. Zanini et al. (2020)). Typically, a regression approach
underpins these models (e.g. Northrop et al. (2016)). A suitable set
of basis functions for the covariate domain is defined, and the value
of each of the extreme value model parameters (on the covariate
domain) is then defined as a linear combination of basis functions;
the basis coefficient vector is estimated statistically. Suitable bases for
one-dimensional covariate domains include splines and Fourier series.
Basis functions with compact support, such as B-splines, are advanta-
geous computationally; PPC exploits a piecewise-constant basis in one-
dimension. There are numerous variants of spline parameterisations.
These include P-splines (penalised B-splines, Eilers and Marx (2010)),
for which squared differences of neighbouring basis coefficients are pe-
nalised to increase the smoothness of the representation, and adaptive
regression splines (e.g. Biller (2000)), for which locations of spline basis
knots are also estimated to optimise model fit. Useful bases for higher-
dimensional covariates include thin-plate splines (e.g. Wood (2003)),
suitable kernels (e.g. radial basis functions), and Voronoi tessellations
(e.g. Bodin and Sambridge (2009)); bases for higher-dimensional co-
variates can also be formed from tensor products of lower-dimensional
bases (e.g. Raghupathi et al. (2016)). Higher-dimensional bases formed
from tensor products of penalised B-splines admit efficient computation
using generalised linear additive models (Currie et al., 2016).
The motivation for using the PPC model over more advanced forms
of non-stationary model is that is represents a good compromise be-
tween simplicity, robustness and flexibility. The PPC model represents
a step up in complexity from binning the data and fitting independent
models in each bin (the non-stationary model considered by Mackay
et al. (2010)), where the additional complexity of the roughness pe-
nalisation makes the model more robust to increasing uncertainties
from dividing the data into bins. The complexity of the PPC model
is determined by the number of bins used, rather than the number
of covariates. It can therefore be used for multidimensional covariate
problems without modification, making it very flexible.
As with previous studies, the scope of the current study is nec-
essarily limited to a relatively small number of case studies. Hence
the conclusions drawn here may not be applicable universally. The
results presented apply to the PPC model and similar types of non-
stationary model. However, we have also attempted to draw more
general conclusions that extend to other types of non-stationary model.
In particular, the conclusions about the effects of binning the data
and assuming a piecewise-constant distribution apply to other types of
model that take this approach, and the conclusions about the effects
of assuming a stationary shape parameter are likely to be applicable
to any non-stationary model that makes this assumption. Moreover, as
discussed further in Section 3, since the PPC model only considers the
total level of variability between bins, the particular choice of patterns
of covariate dependence are not restrictive.
The paper is organised as follows. A brief overview of the theory
and model assumptions is presented in Section 2. The design of the
simulation case studies is described in Section 3. In Section 4 we
examine the effect of non-stationarity in the data on the shape of the
tail of the omnicovariate distribution, and the effect this has on quality
of estimation from return values from a stationary fitted model. The
effect of partitioning the data into bins and fitting a piecewise-constant
non-stationary model is considered in Section 5. Section 6 summarises
the results of the simulation studies. Finally, conclusions are given in
Section 7.
2. Theory and assumptions
2.1. Return values from a non-stationary distribution
In the present study we consider estimation of the distribution of an
arbitrary variable, 𝑋, where 𝑋 could be interpreted as storm-peak 𝐻𝑠
or another environmental variable, showing dependence on covariates.
It is assumed that storm peaks are sufficiently separated in time that
adjacent observations are independent. Further, it is assumed that 𝑋
follows some arbitrary distribution, with parameters dependent on one
or more covariates. In the current study we consider the influence of a
single covariate, denoted 𝑡, which could be interpreted as the time of
year (season) or mean wave direction at the storm peak.
Denote the cumulative distribution function (CDF) of 𝑋 conditional
on a particular choice of 𝑡 as 𝑃𝑆 (𝑋 ≤ 𝑥|𝑡). For simplicity, it is assumed
that 𝑡 ∈  = [0, 360). It is further assumed that the occurrence rate of
storm peaks, 𝜌𝑡(𝑡), is dependent on 𝑡, where the rate is defined as the
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number of storms per year per unit covariate. The probability that a










is the expected number of storms per year.
The unconditional CDF of 𝑋 for a storm selected at random, denoted
𝑃𝑅𝑆 , is obtained by integrating the conditional CDF over the covariate
domain, weighted by occurrence
𝑃𝑅𝑆 (𝑋 ≤ 𝑥) = ∫
360
0
𝑃𝑆 (𝑋 ≤ 𝑥|𝑡) 𝑝𝑡(𝑡) d𝑡. (3)
The 𝑇 -year return value, 𝑥𝑇 , is then the solution of




2.2. Penalised piecewise-constant (PPC) model
Consider a sample 𝐷 = {𝑥𝑖}𝑛𝑖=1 of 𝑛 values of peaks over threshold
for a random variable𝑋. Further, let {𝑡𝑖}𝑛𝑖=1 be the corresponding values
of a covariate 𝑡 on some domain  . We assume a single covariate,
but extension to more complex covariate domains is straightforward
as explained in Ross et al. (2018). We make inferences about extreme
values of 𝑋 given 𝑡, for 𝑡 ∈  .
The piecewise-constant model uses a particularly simple description
of non-stationarity with respect to covariates. For each observation in
the sample, the value of covariate 𝑡𝑖 is used to allocate the observation
to one and only one of 𝑁𝑏𝑖𝑛 covariate intervals (or bins) {𝐶𝑘}
𝑁𝑏𝑖𝑛
𝑘=1 by
means of an allocation vector 𝐴 such that 𝑘 = 𝐴(𝑖) and  = ⋃𝐶𝑘. For
each 𝑘, all observations in the set {𝑥𝑖}𝐴(𝑖)=𝑘 with the same covariate
interval 𝐶𝑘 are assumed to have common extreme value characteristics.
A non-stationary GP model is then estimated using cross-validated
roughness-penalised maximum likelihood estimation. For covariate in-
terval 𝐶𝑘, the extreme value threshold 𝑢𝑘 > 0 is assumed to be
a quantile of the empirical distribution of 𝑋 in that interval, with
specified non-exceedance probability 𝜓 ∈ (0, 1), with 𝜓 constant across
intervals, and estimated by counting. Threshold exceedances are as-
sumed to follow the GP distribution with shape 𝜉 ∈ [−0.5,∞) and scale
𝜎𝑘 > 0, with CDF





1 + 𝜉(𝑥 − 𝑢𝑘)∕𝜎𝑘





, 𝜉 = 0
(6)
per covariate interval 𝐶𝑘. 𝐹𝐺𝑃 is defined on 𝑥 ∈ (𝑢𝑘, 𝑥+𝑘 ) with 𝑥
+
𝑘 = 𝑢𝑘 −
𝜎𝑘∕𝜉 when 𝜉 < 0 and ∞ otherwise. The parameters 𝑢𝑘, 𝜎𝑘 and 𝜉 are the
threshold, scale and shape parameters, respectively. Since estimation of
the shape parameter is particularly problematic, 𝜉 is assumed constant
(but unknown) across covariate intervals, and the reasonableness of
the assumption assessed by inspection of diagnostic plots. Parameters
𝜉, {𝜎𝑘} are estimated by maximising the predictive performance of a
roughness-penalised model, optimally regulating the extent to which
{𝜎𝑘} varies across intervals, using a cross-validation procedure.




















where , {𝑢𝑘}, {𝜎𝑘} and 𝜉 are functions of marginal extreme value
threshold non-exceedance probability 𝜓 , and 𝜉 is constant across the
𝑁𝑏𝑖𝑛 intervals {𝐶𝑘}. The negative log likelihood, penalised for the
roughness of {𝜎𝑘} across intervals, is then












where 𝓁∗ is a function of both 𝜓 and roughness coefficient 𝜆𝜎 and ?̄? is







For given 𝜓 and 𝜆𝜎 , estimates for 𝜉 and {𝜎𝑘} are found by minimising
𝓁∗. The minimisation is conducted using a simplex search method (La-
garias et al., 1998). The search is initialised using first guess of 𝜉 = 0
(where the caret ˆ denotes an estimate of a parameter) and the moment
estimates of 𝜎 in each interval. The optimisation is constrained to




≤ 𝑢𝑘 − 𝜎𝑘∕𝜉 when 𝜉 < 0. A
random 10-fold cross-validation is then used to select the value ?̂?𝜎 of
𝜆𝜎 and corresponding 𝜉, {?̂?𝑘} which, for each 𝜓 , maximises predictive
performance. In the PPC model, if 𝜆𝜎 = ∞ then the model has only one
degree of freedom for 𝜎, whereas if 𝜆𝜎 = 0 then the fitted model has
𝑁𝐵𝑖𝑛 degrees of freedom for 𝜎. For intermediate values, the ‘‘effective’’
degrees of freedom for 𝜎 is at some intermediate value.
In a typical application, the complete PPC modelling procedure is
repeated for a number of bootstrap resamples of the original sample to
capture sampling uncertainty. Moreover, for each sample, the extreme
value model is evaluated for multiple thresholds with non-exceedance
probability 𝜓 drawn at random from the interval 𝜓 ⊆ (0, 1) on
which model performance is deemed reasonable from inspection of
diagnostics. However, in the current study, where the model is applied
in a large number of Monte Carlo simulated datasets, only the original
sample is used. Moreover, as we wish to study the effect of threshold
level on the estimates, the PPC model is fitted for several values of 𝜓
and the results compared directly.
The method used to fit the PPC model is relatively simple. It is
conceivable that other methods such as Markov Chain Monte Carlo
(MCMC) could potentially improve results. However, this would repre-
sent a significant step up in terms of complexity. As mentioned above,
the motivation for using the PPC model is for its balance between
simplicity and flexibility. Examples of non-stationary models using
MCMC can be found in e.g. Hansen et al. (2020), Zanini et al. (2020).
Once the PPC model has been estimated the omnicovariate distri-
bution is obtained using the discretised form of (3):






𝑛𝑘𝐹𝐺𝑃 (𝑥|𝜉, 𝜎𝑘, 𝑢𝑘), (10)






Return values can then be estimated using (4). For consistency, the
stationary model used in this work is a special case of the PPC model
with a single covariate bin and no roughness penalisation.
2.3. Assessment criteria
The performance of the stationary and non-stationary models are
assessed in terms of the bias, standard deviation (STD) and root-mean-
square error (RMSE) of estimated model parameters and return values
over 𝑁 realisations of Monte Carlo simulated datasets. Let ?̂? denote an
estimator of either a model parameter or return value, 𝜃. The expected







bias(?̂?) = 𝐸(?̂?) − 𝜃, (13)
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Fig. 1. Comparison of GEV and GP probability density functions (PDFs) and cumulative distribution functions (CDFs, shown as the tail) for the case 𝑢 = 𝜇 = 0, 𝜎 = 1, 𝜉 = 0.
Table 1
Model parameters used in the second set of case studies. See Eqs. (20)–(22) for
functional forms of data-generating GEV distribution model parameterisations.
𝛼 𝛽 𝛾
Case 1 0, 1, 2, 3 0 0
Case 2 0 0.25, 0.5 0
Case 3 1 0.25, 0.5 0














(?̂?𝑗 − 𝜃)2 = bias
2(?̂?) + STD2(?̂?), (15)
where ?̂?𝑗 is the estimate corresponding to the 𝑗th Monte Carlo simulated
dataset (henceforth referred to as a ‘‘trial’’ for brevity).
3. Design of case studies
Previous simulation studies comparing stationary and
non-stationary models have generated data from a GP distribution,
where the parameters depend on covariate values. The limitation
of this type of study is that the minimum threshold for which the
stationary model can be applied is the maximum threshold value over
all covariates, since below this level the distribution is not defined for
all covariate values. To overcome this limitation, a model is required for
the distribution of all storm-peak data, not just the tails. This could be
achieved by using a two-part model with a parametric distribution for
the body of the distribution and a GP model for the tail. The problem
with this approach is that the choice of distribution for the body is
arbitrary and it is difficult to ensure continuity of the density function
on the boundary between body and tail.
In our simulations we have opted to simulate from the gener-
alised extreme value distribution (GEV) rather than the GP distribution,
avoiding the need for a two-part model. Previous investigations (details
available from the authors on request) with measured data also show
that the GEV distribution is a reasonable model for storm-peak 𝐻𝑆 . The
GEV is the asymptotic distribution of ‘‘block maxima’’ of fixed block
size (e.g hourly, daily or weekly maxima). Storm peak data can be
considered block maxima in a sense, where the block size is related to
the method used for identifying storm peaks, although the block size is
not strictly constant. However, we are not using the GEV to generate
data to conduct a block-maxima analysis. Instead, we are using the
GEV to generate data for a non-stationary POT analysis (using the PPC
model). A POT analysis can be applied to data generated from any
distribution. The motivation for using the GEV as the data-generating
distribution in the current study, is that it has the convenient property
that the tail converges to the GP distribution with the same shape
parameter, in the sense illustrated below. The CDF of the GEV can be
written as
𝐹𝐺𝐸𝑉 (𝑥) = exp(−𝑧), (16)
where 𝑧 is defined in the same way as the for the GP distribution in (6).
In the tail of the distribution 𝑧 is small. As 𝑧→ 0 we have exp(−𝑧) → 1−𝑧
and 𝐹𝐺𝐸𝑉 (𝑥|𝜇, 𝜎, 𝜉) → 𝐹𝐺𝑃 (𝑥|𝜇, 𝜎, 𝜉). That is, the GEV and GP CDFs
converge, with common scale and shape parameters, and GEV location
parameter 𝜇 equal to the GP threshold 𝑢, as illustrated in Fig. 1 for the
case 𝜇 = 0, 𝜎 = 1, 𝜉 = 0.
It is well known that there is a relation between block-maxima
modelled using the GEV distribution and threshold exceedances mod-
elled using the GP distribution (see e.g. Coles (2001)). However, the
argument above merely relates to the similarity of the functional forms
of the GEV and GP tails, and is not the same as the argument associating
the GP distribution for peaks over threshold when the GEV is used for
block maxima.
Fitting a GP model to a dataset with GEV as the data-generating
model will introduce some bias at lower threshold values, due to
the mismatch between the fitted model and data-generating model
(see Fig. 1). The resulting bias and STD of parameter and quantile
estimates when fitting the GP distribution to GEV data is examined in
the Appendix. The bias in parameter and quantile estimates are slightly
higher when a GP model is fitted to GEV data than when a GP model
is fitted to GP data. However the STD is slightly lower, resulting in
an RMSE that is comparable. The use of the GEV distribution as the
data-generating model rather than the GP distribution will therefore
not significantly influence the results.
For the PPC model, the likelihood is penalised on the variance of
the scale parameter. The difference between the estimates of the scale
parameters in adjacent bins is not considered explicitly, only the total
variance over all bins. The complexity of the PPC model is therefore
determined by the total number of covariate bins only and not the
number of covariates used. Therefore, the case studies considered here
focus on a single covariate and the results can be expected to apply to
cases with multiple covariates.
Ocean Engineering 207 (2020) 107406
6
E. Mackay and P. Jonathan
Fig. 2. Illustration of some of the case studies considered. Black dots: Simulated 20 year datasets. Coloured lines: Quantiles at non-exceedance probabilities of 𝜓 = 0.6, 0.9, 0.99,
0.999 and 0.9999. See Eqs. (20)–(22) and Table 1.
We now consider two sets of case studies. In the first, the GEV
parameters are assumed to vary linearly with covariate 𝑡, and in the
second the parameters are assumed to vary sinusoidally with 𝑡. The
parameters in the first set of case studies are defined as
𝜇 = 𝑎𝑡∕360, 𝑎 ∈ [−3, 3], (17)
𝜎 = 1 + 𝑏𝑡∕360, 𝑏 ∈ [0, 2], (18)
𝜉 = −0.1. (19)
The first set of case studies is designed to illustrate the effect of fitting
a stationary extreme value model to data from a non-stationarity data-
generating distribution, and is similar to the PPC fit in a specific
covariate bin (see Section 4). The parameters in the second set of case
studies are defined as















where different choices of 𝛼, 𝛽 and 𝛾 are also considered. As the
PPC model does not directly account for the difference in parameter
estimates between adjacent bins on the covariate domain, it is mainly
the level of variation between bins that influences model fit and not the
pattern of variation. The assumption of sinusoidal variation in model
parameters is therefore not particularly restrictive. However, it will be
shown in Section 6.2 that the level of non-stationarity of the data within
a bin does influence model fit.
The second set of case studies is designed to be more representative
of a real situation and are used to compare the performance of the
stationary and non-stationary models. The GEV parameters for each
case are listed in Table 1. The first case with 𝛼 = 𝛽 = 𝛾 = 0 is
included to illustrate the effect of increasing the number of bins on the
estimated omnicovariate return values in absence of covariate effects
and is discussed in Section 5. The subsequent cases illustrate the effect
of different patterns in the variation of the data-generating distribution
parameters and are discussed in Section 6.
For each case, simulations are conducted as follows. The sample size
is fixed at 1440 observations (this corresponds to a mean time between
storm peaks of 5 days and a dataset length of 20 years, if a year is
assumed to last 360 days, as defined in Section 2). The occurrence
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Fig. 3. True return values for the four cases described in Table 1.
rate is assumed to be constant with covariate, so the values of the
covariate 𝑡 are simulated as uniformly distributed numbers in [0, 360).
After the values of 𝑡 have been simulated, GEV parameters are defined
for each storm peak, conditional on 𝑡 and a random value of 𝑋 is
generated. The PPC model is fitted to the data using between 1 and 8
(or sometimes 12) bins, with bin edges spaced evenly over the covariate
domain, with the first bin centred at 𝑡 = 0. The threshold for the GP
model in each bin is defined as the empirical quantile corresponding
to a fixed non-exceedance probability, 𝜓 , where the levels are set at
𝜓 = 0.6, 0.7, 0.8, 0.9. For the cases where the observations are parti-
tioned into 8 bins this gives approximately 𝑛 = 72, 54, 36, 18 threshold
exceedances per bin respectively.
For each case 10,000 trials were performed. The estimation of the
optimal penalty via cross-validation is the most time consuming step in
estimating the PPC model. To reduce computation, the optimal penalty
is estimated for only the first 100 trials; subsequent trials use the
median penalty from the first 100 trials. The estimated optimal penalty
showed very little variation over the first 100 trials, justifying the use
of the median value in the remaining trials.
Examples of simulated datasets for four of the cases (see Eqs. (20)–
(22) and Table 1) are shown in Fig. 2, together with the theoretical
quantiles at non-exceedance levels of 𝜓 = 0.6, 0.9, 0.99, 0.999 and
0.9999. Since we have defined the location parameter to be sinusoidally
varying about zero, there are some observations that are negative,
which is not representative of some environmental variables such as
storm peak wave heights or wind speeds. This could be rectified by
adding an offset to 𝜇, which would have the effect of offsetting all the
observations. However, the choice of offset would be arbitrary, so has
been left as zero. The return values for each case, calculated from (3)
and (4), are shown in Fig. 3.
In Case 1, the location parameter varies with 𝑡 whilst other parame-
ters remain constant. The result is an offset in the return value curves,
which grows with 𝛼. The offset in the return values does not change
much with return period. In Case 2, the scale parameter varies with
𝑡 while other parameters are held constant. The resulting distribution,
shown in Fig. 2 is ‘pinched’ in the middle. This pattern of variation
is less representative of real situations, but is included for illustration.
The resulting effect on return values grows with return period. In Case
3, both the scale and location parameters vary with 𝑡, which is more
representative of real situations. Finally, in Case 4 all the parameters
are non-stationary. When 𝛾 = −0.2 there is a change in the gradient of
the return value curve that occurs at a return period of approximately
100 years. For other values of 𝛾 the return value varies smoothly
with return period. In Case 4 both the stationary and PPC models are
misspecified, since the PPC model assumes a constant shape parameter.
The assumption of a stationary shape parameter is commonly used in
oceanographic applications (e.g. Davison and Smith (1990), Anderson
et al. (2001)). It is therefore interesting to assess how well the PPC
model performs in this situation. The cases with 𝛾 = ±0.2 may be less
realistic for metocean variables, due to the positive shape parameter in
some sectors. However, they are instructive to include as they illustrate
some potentially important effects.
The performance of the stationary and non-stationary models is
assessed in terms of bias, STD and RMSE in the 100-year and 1000-
year return values. As the size of the return values differs between
cases, we need to compare the relative size of the uncertainties in
estimates. To achieve this, we have normalised the bias, STD and RMSE
by the size of the true return values. This means that the normalised
results are influenced by the arbitrary choice of the mean value of the
location parameter 𝜇. For a larger mean value of 𝜇 the true return
values would increase and the normalised bias, STD and RMSE would
be reduced. However, since any normalisation is somewhat arbitrary,
we have opted to use this convention. The choice of normalisation used
here does not influence the conclusions of the study in terms of which
model performs better, the choice of normalisation only influences the
relative magnitude of the effects.
4. Fitting a stationary model to data from a non-stationary data-
generating distribution
Here we examine the effect of non-stationarity in the
data-generating model on the tail of the estimated omnicovariate
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Fig. 4. Normalised shape of upper tail of distributions with linear variation in parameters. Upper tail defined as exceedances of threshold with non-exceedance probability 𝜓 = 0.7.
Fig. 5. Estimated shape parameter for stationary model as a function of 𝑎 and 𝑏 for thresholds at 𝜓 = 0.7 and 0.9.
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Fig. 6. Bias in estimated omnicovariate return value, ?̂?𝑃 from stationary model as a function of 𝑎 and 𝑏 for thresholds at 𝜓 = 0.7 and 0.9. Return value defined as quantile of
distribution with non-exceedance probability 0.9999.
distribution using a stationary fitted model, so that the effect of non-
stationarity can be assessed in isolation, before considering the effect
of partitioning the data by covariate. The true data-generating model,
with a linear variation in parameters, is described in (17)–(19).
To illustrate the influence of non-stationarity on the shape of tail
of the distribution, we apply a normalisation, so that the tail shape
can be considered without the influence of varying location and scale
parameters. Suppose we wish to examine the shape of the tail above
threshold level 𝑢, corresponding to non-exceedance probability 𝜓 . De-
fine threshold exceedances as 𝑌 = 𝑋 − 𝑢 for 𝑋 > 𝑢. The conditional
distribution of threshold exceedances is
𝐹𝑌 (𝑦) = 𝑃 (𝑌 ≤ 𝑦|𝑋 > 𝑢) = 1 −
1 − 𝑃𝑅𝑆 (𝑋 ≤ 𝑦 + 𝑢)
1 − 𝜓
. (23)








(𝑦 − 𝑚)2𝑓𝑌 (𝑦)d𝑦, (25)
where 𝑓𝑌 (𝑦) = d𝐹𝑌 (𝑦)∕d𝑦 is the probability density function of threshold
exceedances. Fig. 4, shows the tail distribution 1 − 𝐹𝑌 (𝑦) against the
normalised quantity (𝑥 − 𝑢)∕𝑠, where 𝑢 is defined to correspond to a
non-exceedance probability of 𝜓 = 0.7, for various values of 𝑎 and 𝑏.
From the upper left plot, it is evident that for these values of 𝜉 and 𝜓
there is almost no change in the shape of the tail of the distribution for
a linear variation in location. However, for the upper left plot where
𝑏 = 2, when the scale is also non-stationary, increase in 𝑎 makes the
distribution appear marginally shorter-tailed. The lower plots show that
a non-stationary scale parameter has a more significant effect, making
the distribution longer-tailed with increasing 𝑏. However, the effect is
reduced slightly when there is also an increase in location parameter
𝑎. Similar trends (not shown) were observed for other choices of 𝜉 and
𝜓 .
Now we consider how non-stationarity affects bias in estimates
when fitting a stationary model. For each value of 𝑎 and 𝑏 a simulation
study was conducted as follows. The sample size was fixed at 𝑛 = 500
observations. For each simulation, covariate values were generated as
uniform random variables 𝑡 ∈ [0, 360). The parameters of the GEV con-
ditional on 𝑡 were defined according to (17) and (18) and a stationary
model (the PPC model with one covariate bin) was fitted at threshold
levels corresponding to 𝜓 = 0.7 and 0.9. For each value of 𝑎 and 𝑏,
10,000 random trials were conducted. Fig. 5 shows the mean of the
estimated shape parameter, 𝜉, as a function of 𝑎 and 𝑏 for thresholds at
𝜓 = 0.7 and 0.9. Note that only the mean 𝜉 can be shown, rather than
bias, since there is no ‘true’ shape parameter when 𝑎, 𝑏 ≠ 0 since the
data-generating distribution is in fact a non-stationary GEV integrated
over 𝑡 and is not GEV itself. In the case 𝑎 = 𝑏 = 0, the true shape
parameter is 𝜉 = −0.1. We observe a negative bias in 𝜉 due to two
effects: the known bias in maximum-likelihood estimators (Hosking and
Wallis, 1987) and the fact that we are fitting a GP distribution to GEV
data (see discussion in the Appendix). The trends in the mean 𝜉 with
𝑎 and 𝑏 are similar to the results indicated in Fig. 4. When 𝑏 = 0,
non-stationarity in the location has little influence on the estimated
shape parameter, but when there is non-stationarity in the scale then
the estimated shape becomes more negative with increasing 𝑎. It is also
clear that non-stationarity in the scale has more influence on the shape
that non-stationarity in the location.
Fig. 6 shows the bias in the estimated omnicovariate return value,
𝑋𝑃 , where the return value is defined to be the quantile at a non-
exceedance probability of 0.9999, corresponding to a return period
around 20 times the length of the observations. For the threshold at
𝜓 = 0.9 the non-stationarity has relatively little effect on the bias in
the return value, since much of the non-stationarity is removed by
the high threshold and the GP model is a good fit for the tail of the
distribution. In fact, for 𝑎 less than approximately 1.5, the bias actually
reduces with increasing 𝑏, since the positive bias introduced by the
non-stationary scale is compensated by the negative bias which results
from the parameter estimation method. For the lower threshold, the
bias initially increases with 𝑏 (becomes more negative) then decreases
again. The effect of non-stationarity in the location parameter has a
smaller effect. Overall, the change in the bias with 𝑎 and 𝑏 is relatively
small compared to the bias in the case of a stationary distribution at
𝑎 = 𝑏 = 0.
5. Fitting a non-stationary model to data from a stationary data-
generating distribution
If we are confident there is no non-stationarity in the data, then
there is obviously no need to apply a non-stationary model. It is,
however, instructive to consider the application of a non-stationary
model in this situation. PPC and similar models are designed so that, in
application to stationary data, a large roughness parameter 𝜆𝜎 would
be estimated, and the variability of estimated 𝜎 with covariate 𝑡 would
consequently be small, corresponding to an approximately stationary
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Fig. 7. Bias, STD and RMSE in 100-year omnicovariate return value as a function of number of bins used for fits to data from a stationary distribution (Table 1, Case 1, 𝛼 = 0)
at various threshold non-exceedance levels, 𝜓 . Top row: independent fits in each bin. Middle row: Constant shape parameter across all bins, with independent scale parameter
(i.e. PPC with 𝜆𝜎 = 0). Bottom row: Constant shape parameter across all bins, scale parameter penalised for variance (full PPC model with optimal 𝜆𝜎 ).
GP fit. However, it is interesting to study the practical performance
of PPC in this setting, in particular the effect of choice of number
of covariate bins and other characteristics of covariate binning. Since
we know the data-generating distribution is stationary, any effects
observed cannot be due to non-stationary in the dataset. We consider
the simplest case of a fit to data from a constant distribution (Case 1
of Table 1 with 𝛼 = 0).
We consider three model types with increasing complexity. In the
first model, independent fits to the data in each covariate bin are
performed. In the second model, the shape parameter is assumed to
be constant over all bins but the scale parameter fit is unconstrained
(i.e. PPC fit with 𝜆𝜎 = 0). The third model is full PPC, where the shape
parameter is constant over all bins and the scale parameter per bin is
chosen to maximise predictive performance. Note that in the case of a
single covariate bin, all models are equivalent.
The bias, STD and RMSE in the 100-year omnicovariate return
value, 𝑋100 are shown in Fig. 7 for fits using between 1 and 12 bins.
The results for the 1000-year return value are similar and are not shown
here. For the one-bin (stationary) fitted model there is a negative bias in
the estimate of 𝑋100, which is a result of previously-mentioned bias in
the maximum likelihood estimators and fitting a GP model to GEV data.
In the case of independent fits to each bin, the bias increases with the
number of bins used. This effect was reported by Mackay et al. (2010)
and is caused by the increased uncertainty in the shape parameter, with
a high estimate of 𝜉 in one bin not being compensated for by a low
estimate in another. The STD of estimates also increases with both the
threshold non-exceedance probability, 𝜓 , and the number of bins used,
since sample size per bin reduces with both 𝜓 and the number of bins.
The RMSE for the fits with 𝜓 = 0.6 decreases slightly from its value
in the 1 bin case to a minimum in the 3 bin case. We attribute this to
a balancing between the negative bias from parameter estimation and
positive bias from increased binning, resulting in a slightly lower RMSE.
For all other threshold levels, the RMSE increases monotonically with
the number of bins used.
For the PPC (𝜆𝜎 = 0) case, the performance of the fitted model is
much more stable as a function of the number of bins used, up to 8
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Fig. 8. Bias and STD in parameter estimates against number of bins for fits to data from a stationary distribution (Table 1, Case 1, 𝛼 = 0) using independent fits per bin at various
threshold levels.
bins. For more than 8 bins there is a large increase in both the bias and
STD of the estimates. For PPC (optimal 𝜆𝜎) model, the performance
is very similar to the PPC (𝜆𝜎 = 0) model up to 8 bins. However,
when using more than 8 bins, the performance of the full PPC model
is much more stable due to the influence of the roughness penalty on
𝜎. For more than 10 bins there is some increase in the bias from the
PPC model. It is thought that this bias results from lack of convergence
of the simple simplex-type optimisation algorithm used for maximum
likelihood inference. Nevertheless, the bias is still very small compared
with the other approaches even for 12 covariate bins.
The bias and STD in parameter estimates from the independent fits-
per-bin model are shown in Fig. 8, with the corresponding plots for full
PPC model (with optimal 𝜆𝜎) in Fig. 9. For the independent fits the bias
and STD increases with the number of bins used, due to the reduced
sample size in each bin. For the full PPC model, the results are again
considerably more stable as a function of number of covariate bins.
There is a small reduction in the bias with increasing number of bins
used. This is likely due to the increased influence of the 𝜎-roughness
penalty, which acts to optimise the performance of the model. The STD
in the estimates remains fairly constant with the number of bins used in
the full PPC model. For fits with 11 and 12 bins, the STD increases when
using a threshold at 𝜓 = 0.6, but reduces for the threshold at 𝜓 = 0.9.
Again, we attribute this effect at least in part to lack of convergence, for
large numbers of covariate bins, of the simplex optimisation algorithm
used in PPC.
We conclude from this study that the full PPC model provides a
good representation of stationary data-generating distributions (with
parameters considered), at least when the number of covariate bins
does not exceed 10. Therefore, for the studies reported in Section 3,
we focus on the fits using up to 8 bins. We note that more sophisti-
cated optimisation schemes (exploiting likelihood slope and curvature
characteristics, Davison, 2003; Raghupathi et al., 2016) are available
for more challenging applications.
6. Fitting a non-stationary model to data from a non-stationary
data-generating distribution
In this section we consider the performance of stationary and non-
stationary fitted PPC models for the four cases with sinusoidal param-
eter variation described in Section 3 (Eqs. (20)–(22) and Table 1),
samples of which are illustrated in Fig. 2. For these case studies the
true omnicovariate data-generating distribution is an integral of GEV
distributions over the covariate domain and therefore not itself a GEV
distribution. Hence it is not possible to assess performance in terms of
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Fig. 9. Bias and STD in parameter estimates against number of bins for fits to data from a stationary distribution (Table 1, Case 1, 𝛼 = 0) using the full PPC model with optimal
𝜆𝜎 at various threshold levels.
the parameter estimates from the fitted GP models. Instead we focus
on the estimating omnicovariate return values for which the true values
can be calculated from (4), as illustrated in Fig. 3. We consider the four
cases from Table 1 in turn.
6.1. Case 1: Data from distribution with non-stationary location parameter
Fig. 10 shows the bias, STD and RMSE of the estimated 100-year
omnicovariate return value as a function of the number of covariate
bins and threshold levels used in the (full) PPC model. Results for the
1000-year omnicovariate return value display similar trends and are
not shown here. The number of observations used for modelling is
dependent only on the threshold non-exceedance probability and not
on the number of bins used. However, the observations used for fitting
change depending on how the data are binned.
The fitted (one-bin) stationary model shows a negative bias, which
reduces with increasing threshold level, consistent with the results
shown in Fig. 6. For the lower threshold levels, the bias becomes
slightly more negative as 𝛼 increases and the amplitude of variation in
location parameter grows. In contrast, at 𝜓 = 0.9, the bias and STD does
not vary much with 𝛼. The reduction in bias with increasing threshold
is due to two effects. First, as threshold increases, there is less covariate
variation in sample of threshold exceedances form modelling. Secondly,
the GP distribution provides a better fit to the GEV distribution in the
tail, as discussed in the Appendix. For non-stationary fits, bias and
STD reduce initially as a function of increasing number of covariate
bins, up to 3 bins. Performance thereafter stabilises, with STD and
RMSE remaining approximately constant up to 8 bins. The stability in
performance of the PPC model with the number of bins used is due
to the use of the 𝜎-roughness penalty; as the number of bins used
increases, the optimal penalty also increases, so that the model does
not over-fit. The trend in bias with increasing number of bins for 𝛼 = 2
and 3 is somewhat more complex than might be anticipated. This is due
to the effect of the location of bin edges, which is discussed further in
Section 6.2. In general, the PPC model fitted using 5–8 bins using a
threshold at 𝜓 = 0.6 or 0.7 gives the best performance in this case.
6.2. Case 2: Data from distribution with non-stationary scale parameter
In a similar fashion to Section 6.1, bias, STD and RMSE in the 100-
year omnicovariate return values for Case 2 (Table 1) are shown in
Fig. 11. For the fitted (one-bin) stationary model, bias is negative for
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Fig. 10. Bias, STD and RMSE in 100-year omnicovariate return value for Case 1 (Table 1), as a function of the number of covariate bins and extreme value thresholds used. 𝜓
is the non-exceedance probability for the extreme value threshold.
𝛽 = 0.25, but slightly positive for 𝛽 = 0.5. Bias becomes more negative as
the number of bins increases in general, but there is an excursion in the
bias for the 3-bin model, most pronounced for 𝛽 = 0.5 and 𝜓 = 0.6, 0.7.
Despite the increasingly negative bias with the number of bins used
in the model, the STD and RMSE remains approximately constant for
more than 2 bins, due to 𝜎-roughness penalisation. For 𝛽 = 0.25, the
performance of the stationary (one-bin) and non-stationary models are
similar in terms of RMSE. For the case with 𝛽 = 0.5, the PPC model with
𝑁𝑏𝑖𝑛 ≥ 4 gives a small improvement in performance over the stationary
model.
The excursion for three-bin fits is due to the placement of the bin
edges. Fig. 12 shows the true tail distributions in each covariate bin
for a threshold level at 𝜓 = 0.6, when the data is partitioned into 2, 3,
4 or 5 bins, together with the omnicovariate distribution as reference.
The distributions in each bin have been normalised using the procedure
described in Section 4. In each case, the first bin is centred at 𝑡 = 0
and all bins are of equal width. For the two bin case, the distribution
in bin 1 is shorter-tailed than the distribution in bin 2. As the PPC
model assumes a constant GP shape parameter across bins, the value
of 𝜉 will be an average over the shape for each bin. For the three
bin case, the distribution in bins 2 and 3 has a longer tail than that
in bin 1, since there is a larger change in the scale parameter in
bins 2 and 3 than in bin 1 (see Fig. 2). As discussed in Section 4,
the non-stationarity in the shape parameter in bins 2 and 3 results
in the distribution being longer-tailed in these bins. The estimated
shape parameter over the three bins will be more influenced by the
two longer-tailed distributions in the lower sectors than the shorter-
tailed distribution in the higher sector in bin 1. For the cases with
four and five bins, there is less difference between the shapes of the
distributions in each bin, since the bins are smaller and the distribution
in each bin is more homogeneous. Examination of the distribution of 𝜉
showed that the estimates are indeed more positive for three-bin than
for other cases. For higher threshold levels, the size of the excursion
is reduced since the sample of threshold exceedances is smaller an
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Fig. 11. Bias, STD and RMSE in 100-year omnicovariate return value for Case 2 (Table 1), as a function of number of covariate bins and extreme value thresholds used. 𝜓 is the
non-exceedance probability for the extreme value threshold.
more homogeneous. In practice, where smooth variation of the data
with covariate is expected, it is not possible to define bins within
which there is a homogeneous population. This means that some bin
placement effects are unavoidable. However, increasing the number
of bins means that a piecewise-constant covariate model is a better
approximation to the true data-generating distribution, which should
improve the performance of the PPC model. Optimisation of bins widths
and locations for directional analysis of extreme conditions is discussed
in Ewans and Jonathan (2008).
To investigate the effect of bin placement further, additional sim-
ulations were conducted with random placement of the first bin edge
on [0, 360), whilst keeping bin widths constant. This procedure effec-
tively eliminated the excursion discussed above, but otherwise the
characteristics of the results (not shown) are similar to those shown
in Fig. 11. Cases 3 and 4 discussed below utilise random bin placement
for this reason. It is possible to optimise the number of bins used and
the placement of bin edges (see e.g. Zanini et al. (2020)). However,
this represents a significant step up from the PPC model in terms of
complexity and has not been pursued further here.
6.3. Case 3: Data from distribution with non-stationary location and scale
parameters
The corresponding STD and RMSE in omnicovariate return value
estimates for Case 3 (Table 1) using random bin placement (as de-
scribed in Section 6.2) are similar to those for Case 2 with random bin
placement, and are therefore not shown here. The bias for 𝛽 = 0.5 was
found to be somewhat more negative than that for Case 2, but of a
similar magnitude between 0 and -10%. The similarity in performance
of PPC models for Cases 2 and 3 agrees with results from Section 4;
the effect of non-stationary scale is similar regardless of whether the
location parameter is stationary or non-stationary.
6.4. Case 4: Data from distribution with non-stationary location, scale and
shape parameters
Fig. 13 shows the bias, STD and RMSE in the 100-year omnicovari-
ate return value estimates for the cases with 𝛾 = −0.1 and -0.2. The
data-generating distribution in the ‘‘benign’’ covariate interval has a
longer tail in than elsewhere (see Fig. 3). Results for 𝛾 = −0.1 show
a small negative bias (of 2%–4%) for the one-bin case and a small
positive bias (2%–4%) for the PPC model with 3 or more bins. Bias
for the two bin case is close to zero. STD is also relatively stable
as a function of the number of bins used. Since STD is larger than
bias, RMSE is also relatively stable. There is little difference between
stationary and non-stationary models in this case. Results for 𝛾 = −0.2
show a small negative bias for the stationary model. For non-stationary
models, bias increases with both the number of bins and threshold
level. This behaviour is related to the model misspecification: the PPC
model estimates a constant shape parameter by maximising predictive
likelihood over all bins. The shape parameter estimate will therefore be
influenced by the long tail for the benign sector, resulting in a positive
bias overall. STD is relatively stable with increasing number of bins
used. Due to the large bias effect, RMSE is lowest for the stationary
model and increases with the number of bins used.
Corresponding results for the 1000-year omnicovariate return value
are shown in Fig. 14. Now the effect of the long tail in the benign sector
is more pronounced (see Fig. 3). Results for 𝛾 = −0.1 are similar to
those in Fig. 13, but with slightly larger biases and STDs. For 𝛾 = −0.2
the stationary model displays a large negative bias, since it does not
account for the effect of the longer tail in the benign sector, which has
a stronger influence on the 1000-year return value than the 100-year
return value. Bias reduces with increasing number of bins used, up to
approximately four bins. Since PPC assumes a constant 𝜉, this reduction
in bias can only be explained by compensating optimal choices for bin
scale parameters. STD is slightly lower for the stationary model than
Ocean Engineering 207 (2020) 107406
15
E. Mackay and P. Jonathan
Fig. 12. Normalised distributions of threshold exceedances at non-exceedance probability 𝜓 = 0.6 for Case 2 (Table 1), 𝛽 = 0.5.
the non-stationary models, but due to the large negative bias in the
stationary model, RMSE is lowest for the non-stationary models using
four or more bins. RMSE for 𝜓 = 0.9 is higher than the fits using the
lower thresholds. It is likely that this is because of lack of evidence in
the sample of threshold exceedances to justify a large variation in the
scale parameter to account for the longer tails in the benign sector.
Fig. 15 shows the bias, STD and RMSE in the estimated omnico-
variate 100-year return values for the cases with 𝛾 = 0.1 and 0.2.
In these cases the distribution in the benign covariate sector has a
shorter tail. Trends in results are similar for both cases. Results from
the fitted (one-bin) stationary model indicate a negative bias, between
−2 and -12% depending on threshold level, with the highest threshold
giving the least biased results, as expected. Bias becomes more negative
with increasing number of bins used. This effect is the opposite to that
observed for the cases with negative 𝛾. The estimated shape parameter
is lower for the non-stationary models, due to the influence of the
shorter tails in the more benign sectors that do not contribute to the
overall return values. In contrast, the stationary model is not influenced
by the distribution in these benign sectors. RMSE is similar between
the stationary and non-stationary models and relatively constant as
a function of the number of bins. Overall, the performance of both
models is poor, due in part to model misspecification and in part
to difficulty of estimating data-generating distributions with positive
shape parameters. The results for the 1000-year return value (not
shown) are similar, but with larger bias and RMSE.
In practice, non-stationarity in the tail shape can be assessed by
examining diagnostic plots in each bin, comparing the model to the
data. This can be assessed in terms of the fit of the model to the tail of
the distribution, or by plotting empirical and modelled return values.
A systematic variation in the fit of the model between bins, with the
model over-predicting in some bins and under-predicting in other bins,
can indicate that there is non-stationarity in the tail shape. In this
case the use of more advanced non-stationary models discussed in the
introduction may be appropriate.
7. Conclusions
This study compared the performance of stationary and
non-stationary extreme value models in estimating omnicovariate re-
turn values in the presence of covariate effects, for samples of peaks
over threshold. The non-stationary model considered was a penalised
piecewise-constant (PPC) GP model, assuming a constant shape param-
eter, but covariate dependence of scale and extreme value threshold.
The effects of linear trends in the location and scale parameters of
the data-generating GEV model on the shape of the omnicovariate tail
distribution were examined. For the cases considered, linear variation
of the location parameter has only a small effect on the tail. Linear
variation in the scale parameter of the data-generating model results
in the omnicovariate distribution having a longer tail. Further, we
examined the performance of a stationary GP fit to non-stationary data-
generating distribution. For the cases considered, the change in bias due
to a linear variation in location or scale was small relative to the bias
for the case of a stationary data-generating distribution.
The effect of fitting a non-stationary piecewise-constant model to
data from a stationary data-generating distribution was also investi-
gated. It was found that when independent GP models are fitted per
covariate bin, bias and variance of estimated return values increase
with the number of bins used. When the shape parameter is constrained
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Fig. 13. Bias, STD and RMSE in 100-year omnicovariate return value for Case 4 (Table 1) with negative 𝛾, as a function of number of covariate bins and extreme value thresholds
used. 𝜓 is the non-exceedance probability for the extreme value threshold.
to be constant across all bins, and the values of scale per bin estimated
freely, it was shown that both bias and variance of estimates stabilise
as a function of number of covariate bins. For fits using more than
8 covariate bins, bias and variance increased significantly with the
number of bins used. This effect was greatly reduced in the PPC model,
where the likelihood maximised to estimate the model parameters is
penalised for the variance of estimated scale parameters over covariate
bins, with the roughness penalty estimated for optimal out-of-sample
predictive performance.
Further case studies involved datasets from data-generating dis-
tributions with sinusoidal parameter variation, estimated using a full
PPC model for threshold exceedances. For the cases considered, results
suggest that the PPC model performs better than a stationary model
in estimating return values given non-stationary location parameter in
the data-generating model and gives some improvement in performance
given non-stationary scale parameter in the data-generating model.
Care must be taken over the choice of the width and placement of
covariate bins to ensure that the data is as homogeneous as possible
within-bin. The choice of the number of bins and location of bin edges
can influence model performance when the within-bin data-generating
distribution is particularly inhomogeneous, in violation of PPC model
assumptions. Case studies with non-stationary shape parameter in the
data-generating model showed mixed results. Here both stationary and
non-stationary PPC fitting models were misspecified, and hence there
was less expectation that the non-stationary model would perform
better. Clearly additional case studies need to be considered, for which
the non-stationary model incorporates a non-stationary representation
for shape parameter should be made, for more useful comparison with
fits using a stationary GP.
In summary, a non-stationary extreme value model can give im-
proved estimates of omnicovariate return values compared with sta-
tionary models, provided that the characteristics of the data-generating
model, and the model to be estimated are consistent. However, the
relative performance of stationary and non-stationary extreme value
models in estimating an omnicovariate return value is problem specific;
either approach works reasonably well when the analysis is performed
carefully. When all that is needed from the analysis is an estimate
of an omnicovariate return value, a stationary fitted model may be
sufficient. However, when a set of return values corresponding to
multiple different partitions of the covariate domain is required, in
addition to the omnicovariate return value, the non-stationary model
exploiting suitable covariate representations is likely to provide a more
consistent and statistically efficient framework for inference.
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Fig. 14. As Fig. 13, but for 1000-year return value.
Fig. 15. Bias, STD and RMSE in 100-year omnicovariate return value for Case 4 (Table 1) with positive 𝛾, as a function of number of covariate bins and extreme value thresholds
used. 𝜓 is the non-exceedance probability for the extreme value threshold.
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Fig. 16. Bias and STD of estimators of GP shape and scale parameters and return values for a sample size of 𝑛 = 50. The return value 𝑋𝑃 is the quantile corresponding to
non-exceedance probability 0.999. Coloured lines are for GP fit to GEV data at different threshold levels with non-exceedance probability 𝜓 . Black lines are for GP fit to GP data.
Dashed black lines are theoretical bias and STD given by (26) and (27).
Appendix. Errors when fitting the gp distribution to gev data
This study addresses the relative performance of stationary and
non-stationary extreme value models, in the presence of covariate
effects. Maximum likelihood estimation, potentially penalised to ensure
optimal parameter smoothness, is used as discussed in the main text, in
conjunction with a GP distribution for exceedances of a high threshold.
It is instructive, in addition, to consider the performance of the maxi-
mum likelihood estimators for the GP parameters and extreme quantiles
in a stationary case. Moreover, in the current work, the data-generating
distribution is the GEV. It is important also therefore to assess the bias
and variance in parameter and quantile estimates for a GP fit to data
generated from a GP distribution, with a GP fit to data generated from
a GEV distribution.
There is a wide range of methods for estimating the parameters of
the GP distribution, differing in bias and variance characteristics, with
the performance depending on sample size and the value of the GP
shape parameter (see e.g. Mackay et al. (2011), Kang and Song (2017)).
The maximum likelihood (ML) estimators are asymptotically unbiased
and efficient (as the sample size tends to infinity the ML estimators
achieve the Cramer–Rao lower bound for the variance of an unbiased
estimator). However, the ML estimates do not achieve this asymptotic
property for small sample sizes and other methods can produce lower
bias and variance.
A key step in the estimation of the PPC model is the penalisation of
the likelihood function for the ‘‘roughness’’ of the GP scale parameter
estimates, which makes ML the most suitable computational framework
for inference. We therefore focus on the properties of ML estimators.
Various methods have been proposed for calculating the ML estimators
for the GP distribution (e.g. Grimshaw (1993), Chaouche and Bacro
(2006)) and the performance depends somewhat on the numerical
algorithm used. Convergence of the algorithm is sometimes problematic
and some methods can give results inconsistent with data, in the sense
that 𝜉 < 0 and max(𝑥) > ?̂?− ?̂?∕𝜉. In the PPC model, parameter estimates
are forced to be consistent with the data and the shape parameter is
constrained to be 𝜉 > −0.5, as described in Section 2.2. The asymptotic
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where 𝑛 is the sample size. This provides a lower bound for the
variance of unbiased parameter estimates for the stationary model. The
second-order bias in the ML estimators was derived by Giles et al.
(2016)
𝑛 bias (?̂?) = 𝜎
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(28)
A simulation study was conducted to compare the bias and vari-
ance of GP fits to GP and GEV data and to the theoretical values
given above. The aim was to investigate the influence of the threshold
level at which the GP distribution is fitted to the GEV. To make a
meaningful comparison, the sample size must be consistent between
the different threshold levels, which requires generating more extreme
GEV values for fits using higher threshold values. The approach taken
is summarised as (a) set shape parameter 𝜉, (b) set GEV threshold non-
exceedance probability 𝜓 , (c) set number of GP samples 𝑛𝐺𝑃 , (d) define





⌊⋅⌋ is the floor function, (e) generate 𝑛𝐺𝑃 samples from GP distribution
with 𝑢 = 0 and 𝜎 = 1 and fit GP distribution to all samples, and (f)
generate 𝑛𝐺𝐸𝑉 samples from GEV distribution with 𝜇 = 0 and 𝜎 = 1
and fit GP distribution to largest (1 − 𝜓)𝑛𝐺𝐸𝑉 ≈ 𝑛𝐺𝑃 samples. For each
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value of 𝜉 and 𝜓 , 100,000 trials were conducted. As the GP distribution
is fit to the GEV data at different threshold levels the estimated scale
parameter must be adjusted to allow consistent comparison. A feature
of the GP distribution is that if exceedances of threshold 𝑢0 follow a
GP distribution with parameters 𝜎𝑢0 and 𝜉, then for threshold 𝑢 > 𝑢0,
the exceedances are GP distributed with same 𝜉 and scale parameter
𝜎𝑢 = 𝜎𝑢0 + 𝜉(𝑢 − 𝑢0) (see e.g. Coles (2001)). The parameter 𝜎
∗ = 𝜎𝑢 − 𝜉𝑢
is therefore threshold-independent. We therefore compare estimates of
𝜎∗ rather than 𝜎. Note that since 𝑢 = 0 in this example the true value
is 𝜎∗ = 1.
Fig. 16 shows the results of the simulation study for a sample size of
𝑛 = 50. Results for 𝑛 = 200 yields similar results, and are not reproduced
here. In this example the return value 𝑋𝑃 is defined as the quantile
at a non-exceedance probability of 𝑃 = 0.999 for the GP data. The
bias of parameter estimates for fits to GP data agree reasonably well
with the theoretical values from (27) and (28), when 𝜉 > −0.1, but the
theoretical values depart significantly from the simulations when 𝜉 <
−0.1 due to the influence of singularity in the theoretical expressions
when 𝜉 = −1∕3. For the fits to the GEV data, the bias is larger than that
for the fit to the GP data. The bias reduces as the threshold increases
and the tail of the GEV converges to a GP distribution. The STD of
estimates (lower panel) for the fit to GP data is slightly above that
predicted by the asymptotic result. For lower values of 𝜉, STD is closer
to the asymptotic values. This is because the estimated shape parameter
is constrained to be greater than −0.5, restricting the range of values
that the estimates can take. The STD of 𝜉 for the fits to the GEV data
is slightly lower than that for the fit to the GP data. The STD for ?̂?∗
is lower for the fit to the GEV data for 𝜉 less than approximately −0.1
and higher than that for the fit to the GP data for larger values of 𝜉. For
the estimated return values, there is an increase in absolute bias for fits
to GEV data. There is a slight reduction in STD for the fits to the GEV
data, except for higher threshold case with 𝜓 = 0.9 and negative shape
parameter.
In summary, fitting a GP distribution to threshold exceedances from
a GEV data-generating distribution results in a slight increase in the bias
of parameter and quantile estimates relative to fitting to GP data, with
the bias decreasing as the threshold increases. STD of estimates in fits
to GEV data is generally slightly lower, meaning that RMSE in return
value estimates is comparable to that for fits to GP data. It therefore
seems reasonable to use a GEV model in the case studies in this work,
especially considering that the appropriate model for environmental
data is not known beforehand.
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