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Abstract
We prove the existence of nontrivial solutions for the Schrödinger equation −u+V (x)u = aγ (x)f (u)
in RN , where f is superlinear and subcritical at zero and infinity respectively, V is periodic and a(x)
changes sign.
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1. Introduction
In this paper we consider the existence of nontrivial solutions for nonlinear Schrödinger equa-
tions of the form
−u+ V (x)u = aγ (x)f (u) in RN, (1.1)
where γ > 0, aγ (x) = a+(x) − γ a−(x), a(x) changes sign, here we denote a+(x) =
max{0, a(x)}, a−(x) = a+(x)− a(x), and f is superlinear and subcritical.
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in [2,3] and [4]. Among other things, a “thickness” condition on a(x) is required in order to verify
the Palais–Smale condition, namely, it is required that Ω+ ∩ Ω− = ∅, where Ω+ = {x ∈ Ω:
a(x) > 0}, Ω− = {x ∈ Ω: a(x) < 0}. The “thickness” condition was removed in [16]. The idea
is to truncate the nonlinear term related to a−. Then the geometric conditions of the local linking
theorem are satisfied. This obviously implies the existence of a nontrivial solution of the modified
problem. Using the blow-up argument, one may get a L∞ uniform bound of the solutions to
modified problems. One then obtains a solution of the original problem.
The problem in RN was investigated in [7,9], etc. The authors of these works considered the
case that the linear operator possesses a discrete spectrum. The linear part of their equation is
then indefinite if the parameter lies in between two consecutive eigenvalues. Recently, in [10]
it was assumed that the linear operators have an essential spectrum. However, they required
that the spectrum σ(L) of the linear operator L = − + V satisfies the condition that σ(L) ∩
(−∞,0) consists of k nonzero eigenvalues of finite multiplicities. Hence the quadratic form
Q(u) = ∫
RN
(|∇u|2 + V u2) dx is negative on a finite dimensional space, provided that 0 is in
the gap of the spectrum σ(L). This implies that there exists a critical point described by the
minimax theorems having finite Morse index. Applying blow-up arguments, we see that the
solution of the related limiting problem has also finite Morse index. This in turn implies Liouville
type theorems for the limiting problem, that is, the bounded solutions of the limiting problem
with finite Morse index should be the trivial one. So one may get a uniform L∞ bound for
solutions of the original problem having finite Morse index, by showing a contradiction in the
blow-up argument. Furthermore, since the problem is in RN , the verification of the Palais–Smale
condition is more complicated. The first step is to get a uniform bound of the Palais–Smale
sequence in H 1 norm. This is done in [7,9] by showing a contradiction. Let {un} be a Palais–
Smale sequence, vn = un/‖un‖. By assumptions in [7,9], it is easy to show that vn converges
to zero in L2 norm if ‖un‖ → ∞, and then one may obtain a contradiction in a standard way.
Finally, once we obtain a Palais–Smale sequence {un} having finite Morse index of problem (1.1)
bounded in H 1 norm, passing to the limit, we know that the weak limit function is a solution of
problem (1.1). Using the fact that Morse indices are finite, it can be shown that the weak limit
function is nontrivial.
We assume in this paper that the potential function V (x) is periodic. It is well known that the
spectrum of the operator L in the whole space consists of the essential spectrum, and then the
quadratic form Q(u) is positive on an infinite dimensional subspace of H 1(RN) and negative
on the infinite dimensional complementary subspace if 0 is in the gap of the spectrum σ(L). So
the Morse index of the associated functional at a point is infinite, which does not give enough
information to establish a Liouville type theorem. The arguments above then cannot go through.
On the other hand, since we are assuming V is periodic, difficulties arise in showing that the
Palais–Smale sequence is bounded in H 1. To overcome the difficulties, we shall use the relative
Morse index introduced in [1] and [6]. We first estimate the relative Morse index of the critical
point given by local linking theorem, and then establish Liouville type theorem for solutions with
finite relative Morse index. This more general result is of independent interest. This leads to our
existence results.
Suppose throughout this paper that
(A1) V (x) ∈ C(RN) is periodic and 0 /∈ σ(−+ V );
(A2) a ∈ C1(RN) is sign changing, and 0 is a regular value of a(x), i.e. ∇a(x) 
= 0 for every
x ∈RN such that a(x) = 0 and lim sup|x|→∞ a(x) = a¯ < 0, a+ 
≡ 0;
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0 τ < 1 and f ′(t) 0, tf (t) 0 for t ∈R, where 1 <p < N+2
N−2 if N  3; 1 <p < ∞ if
N = 2;
(A4) there exists 0 < θ < 12 such that F(t) θtf (t) for t ∈R, where F(t) =
∫ t
0 f (s) ds.
Our main result is the following.
Theorem 1.1. Suppose (A1)–(A4) hold. Then there exists γ ∗ > 0 such that for 0 < γ < γ ∗
problem (1.1) possesses at least an H 1(R) nontrivial solution.
Let γ¯ = supγ ∗ so that problem (1.1) possesses at least a nontrivial solution if 0 < γ < γ¯ , it
is not clear if γ¯ is finite. By the elliptic regular theory, the solution obtained in Theorem 1.1 is a
classical one.
Theorem 1.1 will be proved by a variational method. First, we consider the problem in
balls BRn , Rn → ∞. It is difficult or even impossible to verify directly the structures required in
critical point theory for the associated functional, due to the presence of a−(x). Then we truncate
the nonlinear term f (t) for t large and try to find solutions of modified problems. Next, we shall
bound solutions of the modified problem in L∞ norm; then these solutions are actually solutions
of the original problem. The blow-up method is involved in the establishment of the bound, so
a Liouville type theorem is needed. It is revealed in [5] that a Liouville type theorem holds for
the solutions with finite Morse index. While what we are dealing with are strongly indefinite op-
erators, whose Morse indices are infinite, we need to use the relative Morse index introduced in
[1,6]. One then expects that Liouville type theorem holds for the solutions with the finite relative
Morse index. This is done in Section 2. In the blow-up argument, the finiteness of the relative
Morse index of solutions or the related problem in the whole space or the half space is inherited
from that of solutions to be bounded. In Section 2, we establish an estimate of the relative Morse
indices for critical points of strongly indefinite functional with local linking structure. Using this
argument, we may obtain a sequence of solutions {un} of problem (1.1) in balls BRn . To prove
Theorem 1.1, we shall bound the sequence of solutions {un} in H 1 norm. But the corresponding
critical values cn described in the local linking theorem are possibly unbounded, so some new
idea has to be developed. The theorem follows by passing to the limit and by showing that the
weak limit function is nontrivial; this is pursued in Section 3.
2. Estimates of relative Morse index of local linking
Let E be a Banach space with a direct sum decomposition E = E+ ⊕ E−. Consider two
sequences of subspaces:
E+0 ⊂ E+1 ⊂ · · · ⊂ E+, E−0 ⊂ E−1 ⊂ · · · ⊂ E−
such that
E± =
⋃
n∈N
E±n .
For every multi-index α = (α1, α2) ∈ N2, we denote by Eα the space Eα1 ⊕ Eα2 . We say α  β
if and only if α1  β1, α2  β2. A sequence {αn} ∈ N2 is admissible if, for every {α} ∈ N2 there
is m ∈ N such that nm implies αn  α. For every f :E → R, we denote by fα the restriction
of the function f on Eα .
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{uαn} such that {αn} is admissible and
uαn ∈ Eαn, lim sup
n
f (uαn) < ∞, f ′αn(uαn) → 0,
contains a convergent subsequence which converges to a critical point of f .
We say that f has a local linking at 0 if, for every small r > 0,
sup
∂Br (0)∩E1
f (u) < 0 < inf
∂Br (0)∩E2
f (u).
Let E be a real Hilbert space. For a closed subspace U ⊂ E, we denote by PU the orthogonal
projection onto U . Two closed subspaces U and W of E are called commensurable if the operator
PU − PW is compact. The relative dimensions of W with respect to U is defined by the integer
dimU W = dim
(
W ∩U⊥)− dim(W⊥ ∩U).
Consider a functional of the form
f (x) = 1
2
(Lx, x)+ h(x), (2.1)
where L is an invertible self-adjoint operator, h ∈ C1(E) and its gradient h′ :E → E is com-
pact. Let E+ and E− be the positive and negative eigenspaces of L, respectively. Denote by
U+(T ),U−(T ) the positive and negative eigenspaces of the operator T .
Let x be a critical point of the functional f . Assume that h is twice differentiable at x. The
relative Morse index of f at x with respect to the splitting E+ ⊕E− is the integer
M(E+,E−)(x) :=M(E+,E−)(x, f ) = dimE− U−
(
f ′′(x)
)
.
It is proved in [1] that
M(E+,E−)(x) = IL
(
f ′′(x)
)
,
where IL(f ′′(x)) is the relative Morse index defined in [6] by a Galerkin approximation.
Let E be a Hilbert space and f ∈ C2(E,R) have a form of (2.1). Suppose h is compact, that
is, it maps bounded sets into precompact sets. Therefore, f maps bounded sets into bounded
sets. Let E = H+ ⊕ H− which is an orthogonal decomposition of E, where H+ (H−) is com-
mensurable with E+ (E−). Let {Pn} be an approximation scheme of L, i.e. Pn → Id strongly,
while PnL − LPn → 0 in the operator norm as n → ∞. By Theorem 1.1 in [1], we can find
an invertible self-adjoint operator M whose positive and negative eigenspaces are H+ and H−
respectively and such that M − L is compact. So {Pn} is also an approximation scheme with
respect to M by Lemma 2.2 in [1]. Denote by P+,P− the orthogonal projections onto H+,H−.
Let E+n and E−n be the positive and the negative eigenspaces of PnMPn. Denote by P+n ,P−n
the orthogonal projections onto E+n ,E−n . By Theorem 2.3 in [1], PnMPn is invertible on En :=
Pn(E) for n large and so En = E+n ⊕E−n .
Inspired of Theorem 3.1 of [1], we have our main result in this section as follows.
Theorem 2.1. Suppose f and E are described as above and that
(i) f has a local linking at zero;
(ii) f satisfies (PS)∗ condition with respect to the decomposition of E by {En};
(iii) ∀m ∈N, f (x) → −∞, if |x| → ∞, x ∈ E−m ⊕E+, where E−m is a m-dimensional subspace
of E−.
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M(E+,E−)(x) dimE− H− + 1.
Proof. For A ⊂ E, denote by (A) := {x ∈ E: dist(x,A) < } the -neighborhood of A. Since
h′ is compact, f is Lipschitz on bounded sets. Hence there exists  > 0 such that
sup
(∂Br (0)∩H−)
f < 0 < inf
(∂Br (0)∩H+)
f.
Let S−n = ∂Br(0)∩E−n , S+n = ∂Br(0)∩E+n . We claim that S±n ⊂ (∂Br(0)∩H±) for n large
enough. In fact, if x ∈ S−n , then (r/‖P−x||)P−x ∈ ∂Br(0)∩H− and∥∥∥∥x − r‖P−x‖P−x
∥∥∥∥ ∥∥x − P−x∥∥+
∥∥∥∥P−x − r‖P−x‖P−x
∥∥∥∥
= ∥∥P+x∥∥+ ∣∣∥∥P−x∥∥− r∣∣
= ∥∥P+P−n x∥∥+ ∣∣∥∥P−x∥∥− ‖x‖∣∣

∥∥P+P−n x∥∥+ ∥∥P−x − x∥∥
= 2∥∥P+P−n x∥∥
 2r
∥∥P+P−n ∥∥<  (2.2)
for n large since P+P−n → 0 in the norm of operator by Proposition 2.7 in [1]. The restricted
function fn := fn|En satisfies the (PS)c condition for every c ∈ R, condition (iii) and the local
linking condition
sup
S−n
fn < 0 < inf
S+n
fn.
By the finite dimensional Linking Theorem, see Proposition 2 in [11], fn has a critical point xn
and the Morse index m(xn,fn) of fn at xn can be estimated as
m(xn,fn) dimE−n + 1.
For reader’s convenience, we sketch the proof. Indeed, as in the proof of Proposition 2 in [11],
there are two cases. In the first case, we suppose that there exists a sequence {αn} ⊂ N with
αn → +∞, so that the restriction function fn = f |Eαn admits a critical point xn with
fn(xn) c := sup
∂Br (0)∩H−
f and m(xn) dimE−n − 1. (2.3)
If the first case is not true, we have the second case, that is, for every n n0, fn has no critical
points at levels less than c, having the Morse index less than dimE−n − 1. Then we may show
as in the proof of Proposition 2 in [11] that ∂Br(0) ∩ E−n is contractible in the set {fn  c} for
all r > 0 small and the contraction has a continuous extension. Since fn has a local linking at
the origin, we may construct a critical value of fn as [14] so that fn admits a nonzero critical
point xn with
f (xn) inf
∂Br (0)∩E+n
f and m(xn) dimE−n + 1.
(See [11] and Theorems 8.8, 8.9 and 10.8 of [15] for the details.)
Hence, it follows from the (PS)∗ condition that, up to a subsequence, xn → x in E and
f ′(x) = 0. In the first case, f (x)  c < 0, x is a nonzero critical point of f ; in the second
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obtain a nontrivial critical point x of f .
Next, we estimate the relative Morse index of f at the critical point x.
Let Qn be the orthogonal projection onto kerf ′′(xn). In view of Proposition 2.3 in [1],
taking K as the closure of ⋃n[h′′(xn)+Qn] we get
IM
(
f ′′(xn)
)
= m(Pn(L+ h′′(xn)+Qn)Pn)−m(PnMPn)
m
(
Pn
(
L+ h′′(xn)
)
Pn
)−m(PnMPn)
= m(xn,fn)− dimE−n  1.
Since f ′′(xn) → f ′′(x), the semi-continuity properties of relative Morse index imply that
IM(f
′′(x)) 1. Then we conclude
M(E+,E−)(x) = IL
(
f ′′(x)
)= IM(f ′′(x))+ IL(M) 1 + dimE− H−. 
3. Proof of Theorem 1.1
We first consider the following problem on a ball BR = BR(0) ⊂ RN with R > 0 such that
Ω+ ⊂ BR ,{−u+ V u = aγ (x)f (u) in BR,
u = 0 on ∂BR. (3.1)
To solve problem (3.1), let pj ∈ (1,p), pj → p, aj → ∞ and
fj (t) =
⎧⎪⎨
⎪⎩
Aj |t |pj−1t +Bj , if t  aj ,
f (t), if |t | aj ,
A˜j |t |pj−1t + B˜j , if t −aj
be the cut-off function of f , so that fj remains in C1. Hence
fj (t) =
⎧⎪⎨
⎪⎩
(l + o(1))|t |pj−1t + apj o(1), if t  aj ,
f (t), if |t | aj ,
(l + o(1))|t |pj−1t + apj o(1), if t −aj .
Consider the following modified problem{−u+ V u = a+(x)f (u)− γ a−(x)fj (u) in BR,
u = 0 on ∂BR.
(3.2)
We know that the operator − + V on H 2(BR) ∩ H 10 (BR) has a discrete spectrum with
eigenvalues μ1  μ2  · · · → ∞. Since 0 is in a gap of the spectrum σ(− + V ) in the whole
space, namely, there exist α,β > 0 such that 0 ∈ (−α,β) 
⊂ σ(− + V ). For R > 0 large, we
have μi /∈ (− 12α, 12β), for every i ∈ N. Moreover, BR is bounded, there exists a finite j (BR) =
max{i | μi < 0}. So the eigenvalues of (−+ V,H 10 (BR)) are ordered as
μ1 < · · · μj(BR) < 0 <μj(BR)+1  · · · μk  · · · .
Let ψi , i = 1,2, . . . , be corresponding eigenfunctions. Set
E+ = span{ψj(BR)+i , i = 1,2, . . .}, E− = span
{
ψi, i = 1, . . . , j (BR)
}
. (3.3)
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Ij (u) = 12
∫
BR
(|∇u|2 + V u2)dx − ∫
BR
a+F(u)dx + γ
∫
BR
a−Fj (u)dx
associated with problem (3.2) is well defined on E = H 10 (BR) = E+ ⊕ E−. We denote by ‖ · ‖
the usual norm on E.
Proposition 3.1. Problem (3.2) possesses a nontrivial solution uj withM(uj ) 1.
Proof. We need only to verify the conditions in Theorem 2.1, that is
(i) Ij has a local linking at zero;
(ii) Ij (u) → −∞ as ‖u‖ → ∞ over any finite dimensional space;
(iii) Ij satisfies (PS)∗ condition.
The proof is essential as the proof of Proposition 3 of [16]. Actually, it is easy to show (i). In
fact, noting that μi /∈ (− 12α, 12β), for every i ∈N, we have for u ∈ E+, ‖u‖H 10 = r that
Ij (u)
1
2
‖u‖2 − (‖u‖2 +C‖u‖p+1)=
(
1
2
− 
)
r2 −Crp+1 > 0
for r > 0 small and 0 <  < 12 . Similarly,
Ij (u)−12‖u‖
2 + ‖u‖2 +C‖u‖pj+1 = −
(
1
2
− 
)
r2 +Crpj+1 < 0
for r > 0 small, 0 <  < 12 and u ∈ E−, ‖u‖ = r .
To prove (ii), it is sufficient to verify it for any finite dimensional eigenspace. We know from
Proposition 3 of [16] that for a subspace Y of H 10 generated by a finite number of eigenfunctions,
there exits δ > 0, depending on Y , such that∫
BR
a+|u|p+1 dx  δ‖u‖p+1, ∀u ∈ Y.
Therefore, for u ∈ Y ,
Ij (u) C
(‖u+‖2 − ‖u−‖2)−C‖u‖p+1 +C‖u‖pj+1 +C.
So Ij (u) → −∞ if ‖u‖ → ∞, u ∈ Y .
Now we verify (iii). For each n ∈ N, we let Yn denote the eigenspace span{ψk1, . . . ,ψkn},
kn ∈N and ki 
= kj if i 
= j . Let {un} ⊂ H 10 be a (PS)∗ sequence with respect to Yn, i.e.
un ∈ Yn, lim sup
n→∞
Ij (un) < ∞, I ′j |Yn(un) → 0.
It is sufficient to prove that {un} is bounded in H 10 (BR). Assume by contradiction that tn =‖∇un‖L2 = ‖un‖ → +∞ as n → +∞. Let vn = un/tn. For any θ ∈ (pj + 1,p + 1), since
θIj (un)− 〈I ′j (un), un〉 o(tn)+C, we get
t2n +
∫
a+|un|p+1 dx + γ
∫
a−|un|pj+1 dx  C
∫
|un|2 dx + o(tn)+C. (3.4)
BR BR BR
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BR
|a||un|pj+1 dx  C
∫
BR
|un|2 dx + o(tn)+C,
it implies
t
pj−1
n
∫
BR
|a||vn|pj+1 dx C
∫
BR
|vn|2 dx + o(1).
Since ‖vn‖ = 1, by Sobolev embedding vn → v0 in Lpj+1. In conclusion,
∫
BR
|a||v0|pj+1 dx=0.
By the assumption that a(x) 
= 0 a.e. in BR , we must have v0 = 0. It results∫
BR
v2n dx → 0.
Invoking (3.4), we obtain
1 C
∫
BR
|vn|2 dx + o
(
1
tn
)
+ C
tn2
→ 0.
It is a contradiction. This proves (PS)∗ condition. 
The second derivative of Ij is defined by〈
I ′′j (u)ϕ,ψ
〉= ∫
BR
(∇ϕ∇ψ + V ϕψ)dx −
∫
BR
a+f ′(u)ϕψ dx + γ
∫
BR
a−f ′j (u)ϕψ dx (3.5)
for ϕ,ψ ∈ H 10 (BR). The boundedness of relative Morse index provides more information for
solutions in analysis.
Let〈
I˜ ′′j (u)ϕ,ψ
〉= ∫
BR
(∇ϕ∇ψ + V ϕψ)dx −
∫
BR
a+f ′(u)ϕψ dx (3.6)
for ϕ,ψ ∈ H 10 (BR). Denote by U and U˜ the negative eigenspace of I ′′j (u) and I˜ ′′j (u) respectively,
where u is a solution of (3.2).
Lemma 3.1. Let E+(BR) and E−(BR) be defined as in (3.3):
(i) If there exist k functions ϕ1, . . . , ϕk ∈ H 10 (BR) such that〈
I ′′j (u)ϕi, ϕi
〉
 0, i = 1, . . . , k, 〈I ′′j (u)ϕi, ϕh〉= 0, i 
= h,
thenM(u) k − dimE−(BR).
(ii) If ϕ1, . . . , ϕk ∈ E+(BR) and E−(BR) ⊂ U , thenM(u) k.
(iii) If ϕ1, . . . , ϕk ∈ E+(BR), we haveM(u) k − dim(U˜ \U).
Proof. (i) follows from the fact that
M(u) = m(u)− dimE−  k − dimE−,
where m(u) is the Morse index of u.
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M(u) =M(E+,E−)
(
u, I ′′j
)= dimE− U,
where the relative dimension is defined as follows
dimE− U = dim
(
U ∩ (E−)⊥)− dim(U⊥ ∩E−),
we obtain
dimE− U = dim
(
U ∩ (E−)⊥) k.
Finally, we prove (iii). Recall that μ1 < μ2  · · ·  μk · · · are the eigenvalues of (− + V,
H 10 (BR)), where − + V is the Friedrichs’s extension of the operator, ψ1, . . . ,ψk, . . . are the
corresponding eigenfunctions, j (BR) := max{j : μj < 0} and E− = span{ψ1, . . . ,ψj (BR)}. Set
W− = U˜ . We have the decomposition H 10 (BR) = W− ⊕W+, where W+ is the orthogonal com-
plement of W−. By Theorem 1.1 of [1], there is an invertible self-adjoint operator M whose
positive and negative eigenspaces are W+ and W− respectively, and the operator M − (−+V )
is compact. By the property (ii) of [1, p. 406]
M(E+,E−)
(
u, I ′′j
)=M(W+,W−)(u, I ′′j )+M(E+,E−)(u,M)
= dimW− U + dimE− W−.
Since f ′(t) 0, we have E−(BR) ⊂ U˜ and U ⊂ U˜ , and then
dimE− W− = dim
(
W− ∩E+)− dim(W+ ∩E−)= dim(W− ∩E+) k
and
dimW− U = dim
(
U ∩W+)− dim(U⊥ ∩W−)= −dim(U⊥ ∩W−)= −dim(U˜ \U),
we have
M(E+,E−)
(
u, I ′′j
)= dim(W− ∩E+)− dim(U˜ \U) k − dim(U˜ \U),
this completes the proof. 
Remark 3.1. The result in Lemma 3.1 does not depend on j and R.
Proposition 3.2. Problem (3.1) possesses a nontrivial solution u with the relative Morse index
M(u) 1.
Proof. Let {uj } be a sequence of solutions (3.2) with M(uj )  1. It is sufficient to prove that
‖uj‖∞ = ‖uj‖L∞(BR) is uniformly bounded in j . Assume by contradiction that
Mj = ‖uj‖∞ = max
BR
uj = uj (xj ) → +∞
for some xj ∈ BR. The case Mj = maxBR(−uj ) is similar. Define
vj (x) = M−1j uj (λjx + xj ), x ∈ Bj =
1
λj
(BR − xj ),
where either λj = M
1−p
2
j or λj = M
1−p
3
j . Then vj satisfies
−vj + λ2jV (λjx + xj )vj
= λ2j a+(λjx + xj )f (Mjvj )− γ λ2j a−(λjx + xj )fj (Mjvj ). (3.7)
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satisfies either
−v = |v|p−1v in ω; v = 0 on ∂ω, (3.8)
or
−v = x+N |v|p−1v − γ x−Ng(v) in ω; v = 0 on ∂ω, (3.9)
where  > 0, 1 < p < N+2
N−2 , N  3 and ω = RN or ω = {x = (x1, . . . , xN) ∈ RN : xN > 0}. We
derive from Lemma 3.3 below that v ≡ 0 which contradicts to the fact v(0) = 1. The proof is
then complete. 
Now we derive Liouville type theorems for the problems (3.8) and (3.9).
For every function ϕ ∈ H 1(RN), let〈
J ′′(v)ϕ,ϕ
〉 := ∫
RN
|∇ϕ|2 dx − p
∫
RN
|v|p−2ϕ2 dx
and 〈
J ′′N(v)ϕ,ϕ
〉 := ∫
RN
|∇ϕ|2 dx − p
∫
RN
x+N |v|p−1ϕ2 dx + γ
∫
RN
x−Ng
′(v)ϕ2 dx.
Lemma 3.2. Let v be a solution of (3.8) or (3.9) obtained in the proof of Proposition 3.2. Then
there exists R0 > 0 such that〈
J ′′(v)ϕ,ϕ
〉
 0 or
〈
J ′′N(v)ϕ,ϕ
〉
 0
for every ϕ ∈ H 10 (RN \BR0(0)).
Proof. Suppose, by contradiction, that for any R > 0, there exists ϕ ∈ D(RN \ BR(0)) such
that 〈J ′′(v)ϕ,ϕ〉 < 0 or 〈J ′′N(v)ϕ,ϕ〉 < 0. Let vj (x) = Mj−1uj (λjx + xj ) be as in the proof
of Proposition 3.2, one knows from blow-up arguments that vj → v ∈ C2,αloc (RN) as well as
〈I˜ ′′j (vj )ϕ,ϕ〉 → 〈J ′′(v)ϕ,ϕ〉 or 〈J ′′N(v)ϕ,ϕ〉, where〈
I˜ ′′j (vj )ϕ,ϕ
〉= ∫
Ω
[|∇ϕ|2 + λ2jVjϕ2 − λ2j a+j f ′(Mjvj )ϕ2 + γ λ2j a−j f ′j (Mjvj )ϕ2]dx,
(3.10)
with Vj (x) = V (λjx+xj ), aj (x) = a(λjx+xj ). So for j large enough and ϕ ∈D(RN \BR(0)),
〈I˜ ′′j (vj )ϕ,ϕ〉 < 0. Since λj → 0 as j → ∞, we have xj + λj supp{ϕ} ⊂ BR for j large. Let
k = dimE−(BR)+ 2. Then the functions χj (x) = ϕ(x−xjλj ) are in D(BR) for i = 1, . . . , k and j
large, and χj satisfies〈
I ′′j (uj )χj ,χj
〉
= λN−2j
∫
Ω
[|∇ϕ|2 + λ2jVjϕ2 − λ2j a+j f ′(Mjvj )ϕ2 + γ λ2j a−j f ′j (Mjvj )ϕ2]dx
= λN−2〈I˜ ′′j (vj )ϕ,ϕ〉< 0. (3.11)j
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We say a solution v of (3.8) or (3.9) has finite index if the properties in Lemma 3.2 hold for v.
For g in (3.9), we denote G(t) = ∫ t0 g(s) ds.
Lemma 3.3. Let v ∈ C2(ω) ∩ C1(ω¯) be a bounded solution of (3.8) or (3.9) with finite index.
Suppose g in (3.9) satisfies for some positive constants C1,C2,C3,C4 > 0 the following condi-
tions:
(g1) C1G(t) tg(t)C2G(t);
(g2) C3|t |p+1  tg(t) C4|t |p+1;
(g3) g′(t)t2 − (p + 1)tg(t) < 0.
Then v ≡ 0.
Proof. Invoking Lemma 3.2, we conclude by Propositions 10 and 12 of [16]. 
Let Rn → ∞ and un be the solution of problem (3.1) with Bn = BRn(0), γ > 0 fixed and
M(un) 1.
Proposition 3.3. There exists γ1 > 0 such that for 0 < γ < γ1 we have
‖un‖∞  C,
where C > 0 does not depend on n.
Proof. Suppose Mn := ‖un‖∞ = maxBn un = un(xn) → +∞ (the case un(xn) → −∞ is simi-
lar). Since un(xn) 0 and V ∈ L∞(Rn), the equation in (3.1) shows that
γ a−(xn)f (Mn) CMn + γ a+(xn)f (Mn).
By assumption (A2), we see that {xn} is bounded. We may assume that xn → x0 as n → ∞.
Now we proceed as Proposition 3.2. Let vn be as the proof of Proposition 3.2, we see that the
limit function v satisfies either (3.8) or (3.9). The assertion will follow if we show v has finite
index. Suppose this is not true, there would have a function ϕ with compact support such that
〈I˜ ′′n (vn)ϕ,ϕ〉 < 0 for n large, where 〈I˜ ′′n (vn)ϕ,ϕ〉 is defined in (3.10). Arguing as Lemma 5
of [16], we see that a(x0) 0. We distinguish two cases to deduce a contradiction: (i) x0 ∈ Ω+,
(ii) a(x0) = 0.
In the case (i), after blowing up, the limit function v satisfies (3.8) in the whole space, and for
n large we have
〈
J˜ ′′n (vn)ϕ,ϕ
〉= ∫
Ω
[|∇ϕ|2 + λ2nVnϕ2 − λ2na+n f ′(Mnvn)ϕ2]dx < 0. (3.12)
Since f ′(t)  0, we know that E−(BR) ⊂ Un, where Un is the negative eigenspace of I˜ ′′n (vn).
Now, defining χn as χn(x) = ϕ(x−xnλn ), we see that {χn} satisfy (3.11) and they have disjoint
supports in a bounded domain. By the assumptions that V is bounded and λn → 0, we infer from
(3.12) that χn ∈ E+n . Lemma 3.1 then yields a contradiction toM(u) 1.
638 F. Liu, J. Yang / J. Math. Anal. Appl. 334 (2007) 627–645For the case (ii), the limit function v satisfies either (3.8) or
−v = x+N |v|p−1v − γ x−N |v|p−1v (3.13)
in the whole space. If v satisfies (3.8), we may get a contradiction as the case (i). Suppose now
that v satisfies (3.13). We claim that for γ > 0 small, the inequalities∫
RN
|∇ϕ|2 dx − p
∫
RN
x+N |v|p−1ϕ2 dx < 0 (3.14)
and ∫
RN
|∇ϕ|2 dx − p
∫
RN
x+N |v|p−1ϕ2 dx + γp
∫
RN
x−N |v|p−1ϕ2 dx  0 (3.15)
cannot be true for ϕ ∈ H 1(RN) \ {0} at the same time. Indeed, if the claim is false, let ω be the
subset of H 1(RN) \ {0} so that both inequalities hold. Then
α := − inf
ϕ∈ω
∫
RN
|∇ϕ|2 dx − p
∫
RN
x+N |v|p−1ϕ2 dx > 0
and
γ inf
ϕ∈ωp
∫
RN
x+N |v|p−1ϕ2 dx  α.
Since β := p infϕ∈ω
∫
RN
x+N |v|p−1ϕ2 dx > 0, we get a contradiction for γ > 0 small. Let Un
and U˜n be the negative eigenspace of I ′′n (u) and J˜ ′′n (u) respectively, the claim implies U˜n\Un = ∅
for γ > 0 small. Defining χn as before, we deduce by (iii) of Lemma 3.1 that M(u) > 1 for n
large, again a contradiction. The proof is complete. 
Proposition 3.4. There exists a positive constant C independent of n such that ‖un‖ C.
Proof. We argue by contradiction to show that ‖un‖ is bounded. Indeed, assume that ‖un‖ =
tn → ∞ and define vn = un/tn, then ‖vn‖ = 1. For each bounded domain Ω ⊂RN , we have, up
to subsequence, that
vn ⇀ v in H 10 (Ω), vn → v in Lq(Ω), 2 q < 2∗, vn → v a.e. in Ω.
Let cn be the corresponding critical value of un, that is,
cn = 12
∫
Bn
(|∇un|2 + V u2n)dx −
∫
Bn
aγ (x)F (un) dx.
We shall deduce a contradiction for the cases (i) cn > 0 and (ii) cn < 0, respectively.
Let us consider the case (i) first. We claim that v = 0 a.e. RN . Indeed, from (3.1) we have for
any ϕ ∈ C∞0 (RN) that∫
N
(∇vn∇ϕ + V vnϕ)dx −
∫
N
aγ
f (tnvn)
tn
ϕ dx = 0. (3.16)R R
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RN
aγ |vn|p−1vn f (tnvn)|tnvn|p−1tnvn ϕ dx →
∫
RN
aγ |v|p−1vϕ dx
for any ϕ ∈ C∞0 (RN). Passing to the limit in (3.16), we obtain∫
RN
aγ |v|p−1vϕ dx = 0
for any ϕ ∈ C∞0 (RN). Hence, v ≡ 0 if x ∈ Ω+ ∪Ω−. The claim follows.
Although {cn} may be unbounded, we claim that cnt2n → 0. Indeed, since un satisfies{−un + V un = aγ (x)f (un) in Bn,
un = 0 on ∂Bn, (3.17)
we have∫
Bn
(|∇un|2 + V u2n)dx =
∫
Bn
aγ unf (un) dx, (3.18)
and then
cn = I (un)− 12
〈
I ′(un), un
〉
=
∫
Bn
a(x)+
(
1
2
unf (un)− F(un)
)
dx −
∫
Bn
γ a(x)−
(
1
2
unf (un)− F(un)
)
dx. (3.19)
Since un is uniformly bounded in L∞ norm and suppa+ is bounded, by (A3)∣∣∣∣ 1t2
∫
Bn
a(x)+
(
1
2
unf (un)− F(un)
)
dx
∣∣∣∣ C
∫
suppa+
|vn|2 dx → 0. (3.20)
We write
cn +
∫
Bn
γ a(x)−
(
1
2
unf (un)− F(un)
)
dx =
∫
Bn
a(x)+
(
1
2
unf (un)− F(un)
)
dx. (3.21)
Take Rn > R > 0, R fixed such that a−(x) 12 if |x|R. Whence by Proposition 3.3 and (3.21),∫
suppa+
|un|2 dx  cn +
∫
BR
γ a(x)−
(
1
2
unf (un)− F(un)
)
dx
+
∫
Bn\BR
γ a(x)−
(
1
2
unf (un)− F(un)
)
dx. (3.22)
By Proposition 3.3 again,
1
t2n
∣∣∣∣
∫
γ a(x)−
(
1
2
unf (un)− F(un)
)
dx
∣∣∣∣ C
∫
|vn|2 dx → 0.
BR BR
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ct2  F(t), ct2  tf (t) if |t | δ; and ctp+1  F(t), ctp+1  tf (t) if |t | δ.
Therefore, by (A4),∫
Bn\BR
γ a(x)−
(
1
2
unf (un)− F(un)
)
dx
=
∫
Bn\BR
γ a(x)−
(
θunf (un)− F(un)
)
dx +
(
1
2
− θ
) ∫
Bn\BR
γ a(x)−unf (un) dx
 C
∫
Bn\BR
γ a(x)−unf (un) dx
 C
∫
{x∈Bn\BR : |un|δ}
|un|2 dx +Cδ
∫
{x∈Bn\BR : |un|δ}
|un|p+1 dx
 C
∫
{x∈Bn\BR : |un|δ}
|un|2 dx + δp−1Cδ
∫
{x∈Bn\BR : |un|δ}
|un|2 dx. (3.23)
Thus,
cn
t2n
+C
∫
Bn
|vn|2 dx 
∫
suppa+
|vn|2 dx + o(1). (3.24)
Since cn > 0 and
∫
suppa+ |vn|2 dx → 0, we obtain
cn
t2n
→ 0,
∫
Bn
|vn|2 dx → 0.
It follows from the fact
∫
Bn
|vn|2 dx → 0 that ‖∇vn‖22 → 1. So we derive from cn = I (un) that∫
Ω
aγ F (tnvn)
t2n
dx  1
2
+ o
(
1
t2n
)
. (3.25)
Taking ϕ = ζvn with ζ ∈ C∞0 (Ω) as a test function of Eq. (3.1), we deduce∫
Ω
|∇vn|2ζ dx −
∫
Ω
aγ unf (un)ζ
t2n
dx = o(1). (3.26)
Using the hypotheses (A3), we may derive that, see [8],∫
Ω
aγ (p + 1)F (un)ζ
t2n
dx =
∫
Ω
aγ unf (un)ζ
t2n
dx + o(1). (3.27)
Choose ζ ∈ C∞(Ω) so that 0 ζ  1, ζ = 1 if x ∈ BR , then by (3.25)–(3.27) we deduce0
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n
∫
Ω
aγ
F (un)
t2n
(1 − ζ ) dx
 1
2
− 1
p + 1 lim supn
∫
Ω
aγ unf (un)ζ
t2n
dx
= 1
2
− 1
p + 1 lim supn
∫
Ω
|∇vn|2ζ dx
 1
2
− 1
p + 1 > 0.
This is a contradiction. We conclude ‖un‖ is uniformly bounded in n if cn > 0.
Next, let us consider the case cn < 0.
By the concentration-compactness principle [13], we know that for the sequence {vn}, either
vanishing or no-vanishing happens. We say that {vn} vanishes if
lim
n→∞ sup
y∈RN
∫
y+BR
v2n dx = 0, ∀R < ∞ (3.28)
and {vn} does not vanish if there exist α > 0,R < ∞ and {yn} ⊂RN , such that
lim inf
n→∞
∫
yn+BR
v2n dx  α > 0. (3.29)
We shall show that both vanishing and nonvanishing do not occur, hence {vn} is necessarily
bounded in H 1(RN).
Firstly, we rule out vanishing.
Suppose by contradiction that vanishing happens. By Lemma I.1 of [13], we know that vn → 0
strongly in Lq(RN) for all q ∈ (2, 2N
N−2 ). Thus by (A3),∣∣∣∣
∫
RN
aγ vnf (vn) dx
∣∣∣∣ ‖vn‖22 +C‖vn‖p+1p+1. (3.30)
Letting n → ∞ and then  → 0 in (3.30), we obtain∫
RN
aγ vnf (vn) dx → 0. (3.31)
Similarly,∫
RN
aγ F (vn) dx → 0. (3.32)
Inspired of the work [12], let zn be an element in H 1(RN) such that
I (zn) = min
t∈[0,t] I (tun).
We claim that
lim I (zn) > −∞. (3.33)
n→∞
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cn
t2n
→ 0,
∫
Bn
|vn|2 dx → 0,
and we may obtain in the same way as the case cn > 0 a contradiction, the vanishing is then ruled
out.
Now, we prove (3.33). Suppose the contrary case happens, then for any M > 0 we have
lim sup
n→∞
I (zn) < −M.
Choosing wn =
√
Mvn, we see from (3.32) that
I (wn) = 12M
(∥∥v+n ∥∥2 − ∥∥v−n ∥∥2)−
∫
RN
aγ F (wn)dx
−1
2
M −
∫
RN
aγ F (wn)dx −34M.
This yields a contradiction:
−3
4
M  I (wn) I (zn) < −M.
Consequently, (3.33) holds, so vanishing does not happens.
Secondly, we turn to the nonvanishing case. Suppose nonvanishing happens, i.e. (3.29) holds.
If {yn} is bounded, we obtain immediately from (3.29) that∫
BR′
v2 dx  α > 0
for some R′ > R, which contradicts with the fact v = 0 a.e. RN . Hence, {yn} is unbounded. Let
u˜n(x) = un(x − yn) and v˜n = u˜n/‖u˜n‖. We may also assume for any bounded domain Ω ⊂ RN
that
v˜n ⇀ v˜ in H 10 (Ω), v˜n → v˜ in Lq(Ω), 2 q < 2∗, v˜n → v˜ a.e. in Ω.
Obviously, ‖u˜n‖ = ‖un‖ = tn → ∞ and u˜n satisfies
−u˜n + V (x − yn)u˜n = aγ (x − yn)f (u˜n). (3.34)
Using the argument in [8] again, by (A2), we may derive∫
RN
a¯|v˜|p−1v˜ϕ dx = 0
for all ϕ ∈ C∞0 (RN). As a result, v˜ = 0 a.e. RN . However, by (3.29), we have∫
BR
v˜2 dx  α > 0
a contradiction. The proof is complete. 
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Lemma 3.4. Let uγ be a solution of (3.1) obtained in Proposition 3.2. Then for γ > 0 bounded
there exists a positive constant C independent of γ such that ‖uγ ‖ C.
Proof. We argue by contradiction. Suppose there is a bounded sequence of positive numbers {γn}
and a sequence of corresponding solutions {un} such that γn → γ0  0 and ‖un‖ → ∞. We
assume γ0 = 0, otherwise we are done. Let tn = ‖un‖ = ‖∇un‖2, vn = un/tn. Then we may
distinguish the cases cn > 0 and cn < 0 to derive a contradiction as Proposition 3.3. The proof is
the same, we omit the detail. 
Proof of Theorem 1.1 (completed). Since {un} is bounded in H 1(RN), we may assume
un ⇀ u in H 1
(
R
N
)
, un → u a.e. RN and un → u in Lqloc
(
R
N
)
,
where 2  q < 2N
N−2 , if N  3 and 2  q < ∞ if N = 2. We also know that u is a weak so-
lution of problem (1.1). To complete the proof, we only need to show u 
≡ 0. We argue by
contradiction. Suppose u ≡ 0. Denote by I (u) := In(u) the corresponding functional of prob-
lem (3.1) with Bn = BRn(0), and by I ′′ the second derivative of I . Since for any ψni ∈ E−n =
span{ψn1 , . . . ,ψnj (Bn)}, the subspace of En = H 10 (Bn), on which the operator − + V is nega-
tive, for n large, we have
〈
I ′′(0)ψi,ψi
〉= ∫
Bn
[∣∣∇ψni ∣∣2 + V (ψni )2]dx −12α‖ψni ‖2,
where (−α,β), α,β > 0, is the spectral gap of the operator −+V in the whole space. Choos-
ing ϕn1 , ϕ
n
2 ∈ E+n , we may find n1 , n2 > 0 so that
〈
I ′′(0)
(
ψni + ni ϕni
)
,ψni + ni ϕni
〉= ∫
Bn
[∣∣∇ψni + ni ϕni ∣∣2 + V (ψni + ni ϕni )2]dx
−1
4
α
∥∥ψni ∥∥2 (3.35)
for i = 1,2. We may verify that {vn1 , . . . , vnj (Bn)} := {ψn1 + n1ϕn1 ,ψn2 + n2ϕn2 ,ψn3 , . . . ,ψnj (Bn)} are
linear independent.
We claim that there exists γ ∗ > 0 such that for 0 < γ < γ ∗, one has
〈
I ′′(un)vni , v
n
i
〉= ∫
Bn
[∣∣∇vni ∣∣2 + V (vni )2]dx −
∫
Bn
aγ (x)f
′(un)
(
vni
)2
dx < 0 (3.36)
for i = 1, . . . , j (Bn). Indeed, for a fixed R > 0, by the convergence of un → 0, for any  > 0
there exists n0 > 0 such that for n n0∣∣∣∣
∫
BR
aγ (x)f
′(un)
(
vni
)2
dx
∣∣∣∣< 13
∥∥vni ∥∥2. (3.37)
We may assume Rn > R, otherwise we are done. We note that {vn} ∈ L∞(Bn), and consequentlyi
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∣∣∣∣
∫
BRn\BR
aγ (x)f
′(un)
(
vni
)2
dx
∣∣∣∣

∣∣∣∣
∫
(BRn\BR)∩Ω+
a+(x)f ′(un)
(
vni
)2
dx
∣∣∣∣+
∣∣∣∣γ
∫
BRn\BR
a−(x)f ′(un)
(
vni
)2
dx
∣∣∣∣
 o(1)
∥∥vni ∥∥2 + γC
∫
BRn\BR
(
1 + |un|p
)(
vni
)2
dx
 o(1)
∥∥vni ∥∥2 + γC(1 + ‖un‖p)∥∥vni ∥∥2. (3.38)
By Lemma 3.4, ‖un‖ is uniformly bounded in γ , so we may choose γ > 0 such that∣∣∣∣
∫
BRn\BR
aγ (x)f
′(un)
(
vni
)2
dx
∣∣∣∣< 13
∥∥vni ∥∥2. (3.39)
Thus (3.36) follows from (3.35), (3.37) and (3.39) by a proper choice of  > 0.
Next, we prove that (3.36) implies M(un)  2, which contradicts to the fact M(un)  1.
Thus, u 
≡ 0 and the proof will be completed. In fact, set W− = span{vn3 , . . . , vnj (Bn)}, W+ the or-
thogonal complement of W− in H 10 (Bn). Then denoting by U the negative eigenspace of I ′′(un),
we deduce
dimW− U = dim
(
U ∩W+)− dim(U⊥ ∩W−) 4
and
dimE− W− = dim
(
W− ∩E+)− dim(W+ ∩E−)= −2.
Hence
M(un) = dimW− U + dimE− W−  2.
The conclusion then follows. 
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