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We propose a method to study the thermodynamic behaviour of small systems beyond the weak
coupling and Markovian approximation, which is different in spirit from conventional approaches.
The idea is to redefine the system and environment such that the effective, redefined system is again
coupled weakly to Markovian residual baths and thus, allows to derive a consistent thermodynamic
framework for this new system-environment partition. To achieve this goal we make use of the
reaction coordinate mapping, which is a general method in the sense that it can be applied to an
arbitrary (quantum or classical and even time-dependent) system coupled linearly to an arbitrary
number of harmonic oscillator reservoirs. The core of the method relies on an appropriate identi-
fication of a part of the environment (the reaction coordinate), which is subsequently included as
a part of the system. We demonstrate the power of this concept by showing that non-Markovian
effects can significantly enhance the steady state efficiency of a three-level-maser heat engine, even
in the regime of weak system-bath coupling. Furthermore, we show for a single electron transistor
coupled to vibrations that our method allows one to justify master equations derived in a polaron
transformed reference frame.
I. INTRODUCTION
Classical thermodynamics is a weak coupling theory in
the sense that boundary or surface terms of the system
are negligible compared to its bulk or volume properties.
This becomes particularly apparent in Maxwell’s collo-
quial description of the zeroth law of thermodynamics:
“All heat is of the same kind”[1]. By this statement he
meant that the laws governing the transformation of heat
are independent of how we put two different systems into
contact – a conclusion which obviously holds only if the
influence of this contact can be neglected. Other im-
plications of the weak coupling approximation are, for
instance, the extensiveness of internal energy or entropy
if we scale the volume of a system [2].
While the weak coupling approximation can be well
justified for macroscopic systems due to simple geomet-
ric arguments (the surface to volume ratio usually de-
creases with increasing volume), it is harder to justify
in the opposite limit when the volume of the system be-
comes very small. This, however, is the regime where
quantum and stochastic effects dominate. Then, in or-
der to link microscopic theory with thermodynamics, one
usually starts with a Hamiltonian of the form
H = HS +HE +HI (1)
where HS (HE) is the Hamiltonian of the system (envi-
ronment) and HI describes their interaction (the “con-
tact”). Assuming that the coupling HI is small, one then
performs a perturbative expansion up to second order
in HI which (under the additional assumption that the
environment is memory-less) yields a closed and Marko-
vian evolution equation for the system density matrix ρS ,
known as a (quantum) master equation (ME). We note
that similar assumptions are needed to derive (classical)
Fokker-Planck or Langevin equations. MEs derived this
way can then be shown to have a transparent thermo-
dynamic interpretation [3–5] and they provide the work
horse for the field of quantum and stochastic thermody-
namics, see Refs. [6–10] for recent reviews.
However, many interesting physical effects cannot be
captured with such a ME approach and thus, quantum
and stochastic thermodynamics is still restricted to a
small regime of applicability. Consequently, many groups
have started to look at thermodynamics in the strong
coupling and non-Markovian regime [11–37]. Though
these works present important theoretical cornerstones,
they are still far away from providing a satisfactory ex-
tension of thermodynamics beyond the weak coupling
limit. In particular, if one wishes to address the per-
formance of a steadily working heat engine, the general
results derived in Refs. [11–21] are not of great help be-
cause they either focus on integrated changes of thermo-
dynamic values (e.g., the total heat exchanged in a finite
time instead of the rate of heat exchange) and addition-
ally rely on an initially decorrelated system-environment
state [11–13] and/or coupling only to a single thermal
reservoir [11, 13–17]; or they remain very formal [18–
21]. Furthermore, model-specific studies are either based
on simple or exactly solvable models from the field of
quantum transport [22–25] and quantum Brownian mo-
tion [26–29], or spin-boson models [30–32] often in com-
bination with specific transformations applicable only to
special Hamiltonians (polaron transformations) [31, 33–
36]; or the investigations are restricted to numerical stud-
ies [37].
The goal of this paper is to close the gap between the
general results, which are often hard to apply in practice,
and studies restricted to overly-specific models. Here,
we propose a framework which allows to carry over all
2concepts known from the weak coupling regime of ther-
modynamics to the strong coupling and non-Markovian
regime.1 Our framework is general in the sense that it
can be applied to an arbitrary (quantum or classical2
and even driven) system coupled linearly to an arbitrary
number of harmonic oscillator heat baths. Thus, apart
from not being able to treat, e.g., fermionic reservoirs
at the moment, we capture many relevant situations en-
countered in the study of small-scale engines.
The general idea is to give up the system-environment
partition as it is dictated by the microscopic Hamilto-
nian (1). Instead, we define a new “supersystem” which
includes this part of the environment which is responsi-
ble for strong coupling and non-Markovian effects. By
construction the resulting supersystem would be coupled
weakly to Markovian residual baths and can be treated
within the standard framework of quantum or stochas-
tic thermodynamics. More specifically, to achieve this
idea, we will identify a collective degree of freedom in
the reservoir which is then incorporated into the descrip-
tion of the system. This collective degree of freedom is
known as a reaction coordinate (RC) [38], which will cap-
ture non-Markovian and strong coupling effects. For this
“supersystem” (original system plus RC) we will derive
the ME as usual allowing for a transparent interpretation
of the laws of thermodynamics. We note that a comple-
mentary analysis of quantum Otto cycles in the strong
coupling regime, also employing the RC mapping, ap-
pears in a related work by Newman et al. [39]. Apart
from the thermodynamic applications we propose here,
it has been shown that such a RC mapping and related
concepts can provide a very accurate method to investi-
gate the behaviour of open quantum systems for a variety
of problems [40–51]. Even more generally, it is possible
to apply this method iteratively by including several RCs
and in this way one can prove that every non-Markovian
environment can be mapped to a Markovian one [52–54].
Apart from adapting this general method to treat
heat engines in the strong coupling and non-Markovian
regime, we also consider concrete applications. In par-
ticular, we find that non-Markovian effects can signif-
icantly enhance the steady state efficiency even in the
weak coupling regime; a result which – to the best of our
knowledge – has not been found before. In addition, we
also investigate the relation between our method and the
widely used polaron transformation, showing that the RC
framework provides a means to justify particular polaron
transformed ME (PME), and reduces to it under special
circumstances.
1 We wish to remark that, though often correlated, the concepts of
strong coupling and non-Markovianity can be defined separately.
Especially, a system can be strongly coupled to an environment
but behave purely Markovian and, vice versa, it can be coupled
very weakly but behave strongly non-Markovian.
2 The notation we are using is adapted to the quantum mechan-
ical situation but all transformations carry over to the classical
situation, too.
Outline: We will start by introducing the general
technique of the RC mapping in Sec. II as far as it is
needed to make the present treatment self-consistent. Af-
ter having established this tool, we will present the gen-
eral thermodynamic framework based on it in Sec. III.
Particular applications to devices working out of equilib-
rium then follow in Sec. IV (efficiency study of a maser
heat engine in the non-Markovian regime) and Sec. V
(a single electron transistor (strongly) coupled to vibra-
tions). Final remarks about the range of validity, open
problems and the thermodynamic interpretation of the
method are given in Sec. VI.
II. REACTION COORDINATE MAPPING
We consider an arbitrary system with Hamiltonian
HS(t) coupled linearly via some system operator s to
a bath of harmonic oscillators (the coupling to several
baths follows straightforwardly from this treatment, see
next section). The total Hamiltonian is assumed to have
the typical Brownian motion form [55, 56]
H = HS(t) +
1
2
∑
k
[
p2k + ω
2
k
(
xk − ck
ω2k
s
)2]
(2)
with mass-weighted positions xk and momenta pk of the
bath fulfilling [xk, pl] = iδkl (we set ~ ≡ 1 throughout). It
is worth to point out that the completion of the square
is important for a number of reasons, e.g., to guaran-
tee a thermodynamically stable Hamiltonian for all cou-
pling strengths ck [57]. In the derivation of MEs one of-
ten neglects the quadratic system “renormalization” term
1
2
∑
k
c2k
ω2
k
s2 from the beginning, though its contribution is,
in principle, of the same order as the Lamb shift term.
An important result of the microscopic theory of Brow-
nian motion is that the effect of the bath on the system
can be captured solely by one special function known as
the spectral density (SD) of the bath:
J0(ω) ≡ π
2
∑
k
c2k
ωk
δ(ω − ωk). (3)
The SD is a positive function for ω > 0 and must fulfill
J0(ω)→ 0 for ω → 0 and ω →∞.
Now, the spirit of the RC method is to define the in-
teraction with the collective degrees of the freedom of
the bath as one new coordinate: the reaction coordinate
X1 (see Fig. 1). Hence, we seek a transformation which
maps ∑
k
ckxk = λ0X1 (4)
where λ0 is an unspecified parameter so far. More for-
mally, we perform a normal mode transformation of the
form
X = Λx, P = Λp. (5)
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FIG. 1. Sketch of the RC mapping. Before the mapping (left
figure) the system can be visualized as being coupled to a
large number of harmonic oscillators, see Eq. (2). After the
mapping (right figure) the system couples to the RC only,
but in turn the RC is coupled to a large number of residual
oscillators as described by the Hamiltonian (17).
Here, we used a vector notation for the collection of origi-
nal and transformed bath coordinates and momenta, e.g.,
x = (x1, . . . , xk, . . . , xN )
T describes the original bath co-
ordinates. For definiteness we considered a finite num-
ber of N bath oscillators (having the limit N → ∞ in
mind). Furthermore, Λ is an orthogonal N ×N matrix,
i.e., Λ−1 = ΛT , which guarantees that [Xk, Pl] = iδkl.
Thus, Λ has N(N−1)2 independent components which are
fixed by the requirement that the collection of residual
bath oscillators (i.e., all oscillators except the RC itself)
is of normal form. This leads to∑
k
ω2kΛlkΛmk = δlmΩ
2
l (6)
for l 6= 1 and m 6= 1 and allows us to map the Hamilto-
nian (2) to
H ′ = HS(t) +
δΩ20
2
s2 − λ0sX1 + 1
2
(
P 21 +Ω
2
1X
2
1
)
−X1
∑
k 6=1
CkXk +
1
2
∑
k 6=1
(
P 2k +Ω
2
kX
2
k
)
.
(7)
Here, we used Λ1k = λ
−1
0 ck which follows from Eq. (4).
Furthermore, we defined Ω21 ≡
∑
k ω
2
kΛ
2
1k and Ck ≡
−∑l ω2l ΛklΛk1. Finally, the system gets renormalized
due to δΩ20 ≡
∑
k ω
−2
k c
2
k and from [X1, P1] = i we can
deduce that λ20 =
∑
k c
2
k.
At this point we can already recognize an important
property of the mapping. Suppose that we scale the cou-
pling coefficients ck by ck 7→ αck for some α ∈ R. Then,
the only parameters influenced by this will be λ0 and
δΩ0, i.e., all information about the overall original sys-
tem bath coupling strength is captured in the system RC
coupling and a system renormalization term. The re-
maining terms, especially the new coupling coefficients
Ck, are independent of the initial coupling strength α.
Now, the crux of the matter is that we do not have to
determine Λ directly; instead, the normal mode transfor-
mation can be fully fixed by knowledge of the SD J0(ω)
only [38]. To see this we first of all note that all relevant
quantities of the system and RC itself can be expressed
in terms of the original SD as follows:
δΩ20 =
2
π
∫ ∞
0
dω
J0(ω)
ω
, (8)
λ20 =
2
π
∫ ∞
0
dωωJ0(ω), (9)
Ω21 =
2
πλ20
∫ ∞
0
dωω3J0(ω). (10)
The effect of the residual environment on the system and
RC is itself captured by the new SD
J1(ω) ≡ π
2
∑
k 6=1
C2k
Ωk
δ(ω − Ωk) (11)
and the remaining task is to relate J0(ω) to J1(ω). We
will here use the prescription given by Martinazzo et
al. [53] who have shown the following relation under rea-
sonable mild conditions3
J1(ω) =
λ20J0(ω)
|W+0 (ω)|2
. (12)
For completeness we will present a derivation of this re-
sult in Appendix A. Similar methods to link the SDs can
be found in Refs. [38, 48, 52, 54]. In Eq. (12), W0(z)
denotes the Cauchy transform of J0(ω) given by
W0(z) ≡ 1
π
∫ ∞
−∞
dω
J0(ω)
ω − z (13)
[we extended J0(ω) to negative values of ω via J0(−ω) =
−J0(ω)] and we introduced the notation
W+0 (ω) ≡ lim
ǫց0
W0(ω + iǫ) (ω ∈ R). (14)
Furthermore, one can also show that (see Ref. [53] or
Appendix A again)
λ20
δΩ20
= Ω21 − δΩ21, (15)
where we denoted the frequency renormalization term of
the RC by
δΩ21 =
∑
k 6=1
C2k
Ω2k
=
2
π
∫ ∞
0
dω
J1(ω)
ω
. (16)
Relation (15) allows us to rewrite the Hamiltonian (7) in
a Brownian motion form [49]
H ′ = HS(t) +
1
2
[
P 21 +
λ20
δΩ20
(
X1 − δΩ
2
0
λ0
s
)2]
+
1
2
∑
k 6=1
[
P 2k +Ω
2
k
(
Xk − Ck
Ω2k
X1
)2]
,
(17)
3 J0(ω) should be continuous and strictly positive for ω ∈ (0, ωR)
and zero for ω ≥ ωR where ωR denotes a cutoff frequency [53].
4which makes its thermodynamic stability evident. Hence,
the physical frequency of the RC is not given by Ω1 but
by the square-root of Eq. (15).
Finally, we note that the power of the RC mapping
also comes from the fact that it can be applied itera-
tively. This then yields a chain of RCs where the last
one is coupled to a residual environment. Remarkably,
the relation between the SDs, Eq. (12), still carries over
to this situation (replacing the index 0 by n and the in-
dex 1 by n + 1 where n labels the different RCs) and
also all other parameters can be defined in terms of the
SD as in Eqs. (8) to (10) [52–54]. Furthermore and very
importantly, the fixed point of this iteration scheme is a
Markovian SD [53] and the necessary conditions for con-
vergence to a Markovian SD were worked out in Ref. [54]
and are fulfilled for the situation considered here.4 Thus,
already at this time we can conclude that the dependence
on the initial coupling strength is absorbed by including
only one RC (a more critical discussion of this point is
shifted to Sec. VI) while strong non-Markovianity might
require several RCs.
III. NONEQUILIBRIUM THERMODYNAMICS
WITHIN THE REACTION COORDINATE
FRAMEWORK
We now imagine the situation where our system is cou-
pled to several reservoirs labeled by ν and where the
time-dependent driving is responsible for work extraction
and injection. The obvious generalisation of the Hamil-
tonian (2) to this situation is
H = HS(t) +
1
2
∑
k,ν
[
p2kν + ω
2
kν
(
xkν − ckν
ω2kν
sν
)2]
(18)
where the coupling to reservoir ν is mediated by the sys-
tem operator sν which might be all different for different
ν. A sketch of a possible scenario is shown in Fig. 2. We
can then decide to include zero, one or several RCs for
each reservoir depending on the coupling strength and
the shape of the SD. Again, all what we need to know
for this mapping are the SDs J
(ν)
0 (ω) for each reservoir
ν. The same transformations as introduced in Sec. II
will carry over in exactly the same way to the situation
of multiple reservoirs. It is in particular worth pointing
out that each RC mapping is a unitary transformation
only on the Hilbert space of bath ν, i.e., it leaves the
system part and all other baths fully untouched. This
4 In the theory of Brownian motion, Markovian behaviour is en-
sured by an Ohmic SD which scales linearly with ω up to a high
enough frequency cutoff ωR and then falls off to zero [55]. We
stress, however, that the correct definition of non-Markovianity
in the quantum mechanical context is non-trivial, may not be
guaranteed by this condition alone, and is under much debate at
the moment, see, e.g., [58–60].
Sys SysRCL RCR
FIG. 2. (color online). Sketch of a system coupled to a
hot reservoir (red, blurred oscillators) and a cold reservoir
(blue oscillators). After the mapping we have, as an exam-
ple, included one RC for each reservoir to account for non-
Markovian and strong coupling effects. Note, however, that
we do not have to include a RC if the reservoir is weakly
coupled and Markovian, or we might have to include two or
more RCs in case of strong non-Markovianity. After the map-
ping we then treat the system and RCs as one new system as
indicated by the shaded grey box.
feature allows us to really present a general thermody-
namic framework valid for any system, which is coupled
to its environment in the prescribed way.
After having included a sufficient number of RCs, the
next step is to define a new “supersystem” consisting out
of the original system and all RCs. The idea is then to
treat this supersystem within the standard Born-Markov-
secular (BMS) approximation, assuming that the bath of
the residual oscillators is in thermal equilibrium, and to
derive a Markovian ME for the supersystem. This ME
then has a transparent thermodynamic interpretation (as
we will review below for reasons of consistency) and this
is indeed the strength of our approach: by finding this
part of the environment which acts as an ideal, weakly
coupled and memory-less thermal bath we are able to
provide a formally clean definition of heat, which has a
very precise meaning in thermodynamics and does not
simply equal the energy flowing into the surroundings in
the general (i.e., non-Markovian and strongly coupled)
case. Besides this fact, it is worth pointing out here that
already including one RC can give remarkable numerical
results in agreement with the formally exact hierarchical
equations of motion method, as it was recently shown
by Iles-Smith et al. [48, 51]. Further research in this
direction was also conducted in Refs. [40–46].
The standard framework of quantum thermodynamics
starts with a microscopically derived ME of the form [4–
6, 8–10]
d
dt
ρ(t) = −i[H ′S(t), ρ(t)] +
∑
ν
L(ν)(t)ρ(t). (19)
Here, ρ(t) denotes the density matrix and H ′S(t) the
Hamiltonian of the supersystem, i.e., the system and
RCs. The time-dependence of H ′S(t) might result from
an initial time-dependence ofHS(t). For example, in case
of a single RC we have [see Eq. (17)]
H ′S(t) = HS(t) +
1
2
[
P 21 +
λ20
δΩ20
(
X1 − δΩ
2
0
λ0
s
)2]
. (20)
5Furthermore, the dissipators or thermal generators
L(ν)(t) are of Lindblad form [61] and fulfill local detailed
balance, i.e.,
L(ν)(t)e−βνH′S(t) = 0 (21)
where βν is the temperature of reservoir ν and which tells
us that the ratio of backward to forward transition rates
is given by a Boltzmann factor for the case of a Pauli rate
ME for a non-degenerate supersystem Hamiltonian [4].5
We remark that, strictly speaking, a ME of the form (19)
can only be derived for a slow time-dependence of HS(t).
However, using techniques from Floquet theory it is also
possible to derive a ME for (strong) periodic driving [61]
with a similar thermodynamic interpretation [8, 10, 62].
For an arbitrary driving HS(t) there is no guarantee to
find a simple ME for the system, but a thermodynamic
analysis can be still carried out [63] (see also the general
treatment [12]).
We now define the internal energy and entropy of the
supersystem via
E(t) ≡ tr{H ′S(t)ρ(t)}, S(t) ≡ −tr{ρ(t) ln ρ(t)}. (22)
The first law of thermodynamics then acquires the form
d
dt
E(t) = W˙ (t) +
∑
ν
Q˙(ν)(t) (23)
where we identified the rate of work (power) done on the
supersystem and the heat flow coming from reservoir ν
as6
W˙ (t) ≡ tr
{
ρ(t)
d
dt
HS(t)
}
, (24)
Q˙(ν)(t) ≡ tr
{
H ′S(t)L(ν)(t)ρ(t)
}
. (25)
In Eq. (24) we used that ddtH
′
S(t) =
d
dtHS(t). The second
law stipulates that the rate of entropy production S˙i(t)
is always positive,
S˙i(t) =
d
dt
S(t)−
∑
ν
βνQ˙
(ν)(t) ≥ 0. (26)
It is possible to prove Eq. (26) by use of Spohn’s inequal-
ity stating that [3]
− tr
{[
L(ν)(t)ρ(t)
] [
ln ρ(t)− ln ρ(ν)eq
]}
≥ 0 (27)
5 If we also allow for particle transport by coupling the system
to a particle reservoir with chemical potential µν , we have the
relation L(ν)(t)e−βν [H
′
S(t)−µνN
′
S ] = 0 instead where N ′S is the
particle number operator of the supersystem.
6 In presence of particle transport the heat flow Q˙(ν)(t) =
I
(ν)
E (t) − µνI
(ν)
M (t) is composed of an energy current
I
(ν)
E (t) = tr{H
′
S(t)L
(ν)(t)ρ(t)} and a matter current I
(ν)
M (t) =
tr{N ′SL
(ν)(t)ρ(t)} flowing into the supersystem. The first law
then predicts energy conservation, d
dt
E(t) = W˙ (t) +
∑
ν I
(ν)
E (t),
and particle number conservation, d
dt
N(t) =
∑
ν I
(ν)
M (t).
for every ν and ρ
(ν)
eq ≡ e−βνH′S(t)/Zν . By summing
Eq. (27) over ν we obtain the second law. At this point
we wish to emphasize that within our theory the reser-
voirs ν enter additively (or separately) in the first and
second law of thermodynamics, which is reminiscent of
the fact that the RC mapping can be applied to each bath
separately as indicated in Fig. 2. Especially, the temper-
atures (and chemical potentials) of the residual baths are
still the same and well-defined.
Finally, if the system is undriven it will eventually
reach a steady state and the first and second law become
0 = W˙ +
∑
ν
Q˙(ν), (28)
S˙i = −
∑
ν
βνQ˙
(ν) ≥ 0. (29)
To indicate that we are at steady state, we dropped the
time dependence on all quantities and for simplicity we
will exclusively focus on the steady state regime for the
rest of this paper. We also note that even for an undriven
system there might be still a work source present (i.e.,
W˙ 6= 0) by identifying a work reservoir appropriately,
see Sec. IV, or due to the possibility of particle transport
(“chemical work”), see Sec. V.
Before we proceed to illustrate our theory with exam-
ples of heat engines working out of equilibrium, it might
be worth to stress a simple consequence of our treat-
ment at equilibrium. If the supersystem is time inde-
pendent and in contact with only one reservoir at in-
verse temperature β, it will relax to an equilibrium state
ρ(t → ∞) ∼ e−βH′S such that the equilibrium state of
the original system is [48]
ρS(t→∞) ∼ trRC{e−βH
′
S}. (30)
In appendix B we will demonstrate that this state is
consistent to lowest order perturbation theory in the
coupling to the residual bath with the conventionally
used Hamiltonian of mean force as introduced by Kirk-
wood [64]. In particular, this state in general does not
equal the canonical equilibrium state of the system alone,
i.e., ρS(t → ∞) 6∼ e−βHS . Experimentally, deviations
from the canonical state e−βHS might be a clear indicator
for persistent system environment correlations making it
necessary to go beyond the Born approximation, e.g., by
using the RC mapping. Given the SD of the reservoir, it
should be then possible to test the prediction (30) in an
actual experiment.
IV. APPLICATION I: THREE-LEVEL-MASER
HEAT ENGINE
A. Standard treatment without RC
Possibly one of the simplest heat engine one can think
of consists of three time-independent levels described by
6FIG. 3. (color online). Sketch of the maser heat engine where
the working medium comprises three discrete levels and each
transition is coupled to a separate reservoir called the hot
(“h”, red), cold (“c”, blue) and work (“w”, green) reservoir.
The black arrows indicate the direction in which we define
energy flows to be positive.
the Hamiltonian
HS =
2∑
i=0
ǫi|i〉〈i| (31)
with ǫ0 < ǫ1 < ǫ2. The idea behind this engine is the
model of a simple maser which is lasing at a particular
transition, say 0↔ 1. This lasing corresponds to “work”
output and it is achieved due to population inversion be-
tween the levels |0〉 and |1〉. This in turn can be medi-
ated via a third level |2〉 due to the presence of two heat
reservoirs at different temperatures (called the “hot” and
“cold” reservoir respectively), also see Fig. 3 for a sketch.
Initially, this model was investigated in 1959 [65], but it
is still of interest today [66–70].
The coupling to the reservoirs is mediated by the sys-
tem operators
sh =
|0〉〈2|+ |2〉〈0|√
2ǫ
, (32)
sc =
|1〉〈2|+ |2〉〈1|√
2ǫ
, (33)
sw =
|0〉〈1|+ |1〉〈0|√
2ǫ
. (34)
Here, in units where ~ = 1, the parameter ǫ has units of
an energy or frequency such that sν has the same units
as the coordinates xk,ν of the bath oscillators. However,
in all numerical calculations which follow we will simply
set ǫ ≡ 1. Within the standard approach (BMS approxi-
mation for the system only) the thermal generators L(ν)
in Eq. (19) of each bath become
L(h) = J
(h)
0 (∆20)
ǫ
{[1 + nh(∆20)]D02 + nh(∆20)D20} ,
L(c) = J
(c)
0 (∆21)
ǫ
{[1 + nc(∆21)]D12 + nc(∆21)D21} ,
L(w) = J
(w)
0 (∆10)
ǫ
{[1 + nw(∆10)]D01 + nw(∆10)D10} .
Here, we have introduced the dissipator Dijρ ≡
|i〉〈j|ρ|j〉〈i| − 12{|j〉〈j|, ρ}, the Bose distribution
nν(∆ij) ≡ (eβν∆ij − 1)−1 and the SDs J (ν)0 (ω) of
bath ν are evaluated at the transition frequency
∆ij ≡ ǫi − ǫj .
Given the prescription of Sec. III, it is not hard to
compute the thermodynamic behaviour of our system.
At steady state the first law becomes 0 = W˙ + Q˙h + Q˙c
with W˙ ≡ Q˙w while the second law states that −βwW˙ −
βhQ˙
h − βcQ˙c ≥ 0. To quantify the performance of work
extraction (i.e., W˙ < 0), we introduce the efficiency of
the heat engine:
η ≡ −W˙
Q˙h
=
∆10
∆20
≤ βc − βh
βc − βw (35)
where the inequality is a consequence of the second law.
Furthermore and very remarkably, it is possible to show
that the efficiency of the maser heat engine is always
given by the ratio ∆10/∆20 independent of all other pa-
rameters (as long as W˙ < 0, of course).
Note that to completely justify the notion of a “work
reservoir”, we should take the limit βw → 0 [69, 70],
which complies with Sommerfelds notion of temperature
as the “work value of heat” [71]. In this limit the entropy
change −βwW˙ in the work reservoir w goes to zero, the
second law acquires the form −βhQ˙h−βcQ˙c ≥ 0 and the
efficiency (35) is bounded by Carnot efficiency ηCarnot =
1 − TcTh . Microscopically, however, we recognize that the
Bose distribution nw(∆10) diverges for βw → 0 (though
W˙ remains finite), unless we additionally require that the
bath SD scales like J
(w)
0 (∆10) = βw∆10Γw for small βw.
In this ideal limit we then obtain
lim
βw→0
L(w) = Γw(D01 +D10), (36)
i.e., the rates of upward and downward transitions are
equal. However, for all numerical results reported below
we take βw to be small but non-zero.
Now, our approach is to consider the situation where
it is actually not valid to apply this BMS ME for the
system only. For instance, this could be due to a struc-
tured (non-Markovian) SD. In this case, one should ac-
tually use a non-Markovian ME for the system (e.g., the
Redfield equation [61]). However, the thermodynamic
interpretation of non-Markovian MEs is not clear and
has not been established yet. In contrast, within our
approach we know that we can include a RC into our
description in order to account for non-Markovian effects
on the three-level system (3LS) while the 3LS and RC
evolve in a Markovian way. Any deviations from the
efficiency ∆10/∆20 then indicate non-Markovian and/or
strong coupling effects which we would be unable to de-
tect by using the naive ME approach outlined in this
section.
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FIG. 4. (color online). Plot of the SDs J
(c)
0 (ω) [Eq. (37),
blue, solid] and J
(c)
1 (ω) [determined by Eq. (12), orange,
dashed] over ω/ω0 for two different values of γ and d0:
γ = 0.035ω0 , d0 = 0.06ω0 (left) and γ = 0.47ω0, d0 = 0.67ω0
(right) and ωR = 3ω0 in both cases. We recognize a pro-
nounced peak at ω ≈ ω0 for small γ in J(c)0 (ω) whereas the
shape of J
(c)
1 (ω) remains rather unaffected.
B. Thermodynamics with RC
For definiteness we choose the SD of the cold bath to
be parameterized as
J
(c)
0 (ω) =
d20γω
(ω2 − ω20)2 + γ2ω2
Θ(ωR − ω), (37)
while we still assume that it is safe to apply the Markov
approximation with respect to the interaction with the
hot and work reservoir. Thus, by following the prescrip-
tion of Sec. II we obtain the modified system Hamiltonian
H ′S =
2∑
i=0
ǫi|i〉〈i|+ 1
2
[
P 21 +
λ20
δΩ20
(
X1 − δΩ
2
0
λ0
sc
)2]
,
(38)
and the SD J
(c)
1 (ω) of the residual cold bath is determined
by Eq. (12). In Fig. 4 we plot J
(c)
0 (ω) and J
(c)
1 (ω) for
comparison.
At this point it is noteworthy that similar models
have been also used in quantum biology to model light-
harvesting complexes [72, 73]. Indeed, guided by this
motivation, a number of researchers have started to in-
vestigate light-harvesting complexes from a heat engine
perspective [74, 75] though we wish to stress that the
models used there are not exactly the same as the one
used here. Furthermore, Ref. [74] models the work reser-
voir effectively as a zero temperature reservoir, which
causes divergences in the standard thermodynamic for-
malism. In Ref. [75] the polaron transformation was used
in order to access strong coupling effects. We will intro-
duce this transformation in Sec. V for a different model
to compare it with our RC method.
To proceed we first of all note that the system Hamil-
tonian can be alternatively written as
H ′S =
(
∆10 +
δΩ20
4ǫ
)
|1〉〈1|+
(
∆20 +
δΩ20
4ǫ
)
|2〉〈2|
− λ0√
2ǫ
X1(|1〉〈2|+ |2〉〈1|) + 1
2
(
P 21 +
λ20
δΩ20
X21
)
,
(39)
0.2
0.4
0.6
0.8
1
ef
fic
ie
nc
y
0 0.5 1 1.5 2 2.5 3 3.5 4
dimensionless level splitting ∆21/ω0
-0.0045
-0.003
-0.0015
0
di
m
le
ss
. w
or
k 
flo
w
/(Γ
0ω
0)
0.9 1 1.1
0.68
0.7
0.72
0.74
0.9 1 1.1
-1
-0.8
-0.6
-0.4
-0.2
0
FIG. 5. (color online). Comparison of the efficiency (top)
and the dimensionless work flow W˙/(Γhω0) (bottom) of the
non-Markovian heat engine including the RC (BMS ME: blue
solid lines; ME without secular approximation: black dots)
and the corresponding Markovian theory without RC from
Sec. IVA (orange dashed lines) as a function of the level
splitting ∆21/ω0. The insets zoom into the region indi-
cated by the grey box in the main figues. Parameters of the
SD (37) are d0 = 0.0104ω
2
0 , γ = 0.0176ω0, ωR = 588ω0,
and ω0 = 0.17. Furthermore, we chose ∆10 = 2.53ω0,
βwω0 = 0.0017, βhω0 = 0.17 and βcω0 = 17 (implying a
Carnot efficiency of ηCarnot = 0.99). Finally, to completely
specify the model we also need to fix the SDs of the hot and
work reservoir, which are determined by the coupling rates
Γw = 20Γh and Γh = 0.001, see Appendix C.
where we made use of the fact that we can choose the
ground state energy of the 3LS arbitrarily and set it to
ǫ0 ≡ 0. This Hamiltonian describes a Rabi model (har-
monic oscillator coupled to a two-level system) plus one
additional energy level |0〉. Especially note that the en-
ergy levels of state |1〉 and |2〉 get both shifted by the
same amount δΩ20/4ǫ. In the weak coupling (but non-
Markovian) regime – in which we wish to compare our
extended model with the one treated before – these terms
become negligible small.
To investigate the thermodynamic behaviour of our
system, we will now use a ME which is explicit concerning
the system-RC interaction, but treats the coupling to the
other reservoirs perturbatively and in a Markovian way.
Following standard procedures [6, 8, 9, 61] it is then pos-
sible to derive the BMS ME of the form (19) with time-
independent HamiltonianH ′S and dissipators L(ν). Thus,
the thermodynamic treatment follows straightforwardly
from Sec. III and is formally equivalent to the model of
Sec. IVA. Hence, the first and second law become at
8steady state
0 = ˙˜Qh + ˙˜Qc + ˙˜W, (40)
0 ≤ −βh ˙˜Qh − βc ˙˜Qc − βw ˙˜W. (41)
Now, however, we used a tilde on all energy flows be-
cause they are numerically different from the correspond-
ing quantities in Sec. IVA. Likewise we introduce the
efficiency of our engine for ˙˜W < 0 as
η˜ =
− ˙˜W
˙˜Qh
, (42)
which is also bounded by the Carnot efficiency in the
limit βw → 0.
Because it is not possible to diagonalize the Hamilto-
nian (39) in a simple manner, one has to treat the ME nu-
merically, and technical details of the derivation are pre-
sented in the Appendix C. We also note that we decided
to compare the ME based only on the Born and Markov
approximation (i.e., without secular approximation) with
the BMS ME. The latter is usually only well justified for
systems where the level spacing is much larger than the
level broadening. This becomes increasingly questionable
for more complex systems with many different (and not
always well separated) eigen frequencies. On the other
hand, the advantage of the BMS ME is that the resulting
generator is of Lindblad form and allows for a mathemat-
ically clear proof of Spohn’s inequality (27) [3, 8, 61]. In
the numerical results reported below, however, we never
found any violation of the second law even when we used
the ME without secular approximation.
Figs. 5, 6 and 7 show numerical results obtained from
the model without RC (dashed lines, see Sec. IVA) and
with RC [with (solid lines) and without (dots) secular
approximation] for a specific choice of parameters. This
choice was done to illustrate – from our point of view – in-
teresting features of Markovian and non-Markovian heat
engines. However, a detailed investigation of the model
is beyond the scope of the paper and would also be ques-
tionable because the model from Sec. IVA clearly is a
simplified toy model. Nevertheless, we wish to remark
that the qualitative behaviour of our numerical results
remains the same for a wide range of parameters. Fur-
thermore, we have focused on plots of the efficiency and
work, which are both of great interest in thermodynam-
ics: obviously, we want to have a large power output,
but on the other hand, a large power output does not
mean that our engine works more efficiently. In fact, if
we possess a heat engine with low power output but high
efficiency, we can also build a machine with high power
output and the same efficiency by running several of these
machines in parallel. Hence, we think efficiency is a more
universal quantity on which one should put more empha-
sis in the study of heat engines in the strong coupling
and non-Markovian regime.
Turning to the details, we can infer from Fig. 5 two
important points. First, our approach predicts an effi-
ciency enhancement of 10% to 20% in comparison to the
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FIG. 6. (color online). Comparison of the efficiency, the di-
mensionless work flow W˙/(Γhω0) and the dimensionless heat
flow Q˙(c)/(Γhω0) into the cold reservoir of the non-Markovian
heat engine including the RC (BMS ME: blue solid lines; ME
without secular approximation: black dots) and the corre-
sponding Markovian theory without RC from Sec. IVA (or-
ange dashed lines) as a function of γ [see Eq. (37)]. All pa-
rameters are as in Fig. 5 except that ∆20 = 4.12ω0.
standard theoretical framework from Sec. IVA. We here
note that it makes sense to compare the model without
and with RC because all parameters of the latter are
completely fixed by the initial model. We simply use two
different theoretical methods to study the same engine,
but only the latter allows to capture, e.g., non-Markovian
effects. The second point to note concerns the secular
approximation. Whereas for a large parameter regime it
seems to be remarkably well justified, it can also com-
pletely fail by predicting a nearly hundred times larger
power output for the case ∆21 ≈ ω0 (interestingly, this
effect cancels when we compute the efficiency). In fact, if
this resonance condition is met7, many energy levels are
very close to each other (though never exactly degener-
ate) and a naive application of the secular approximation
is not justified.
In Fig. 6 we show the efficiency, work and heat flow as
a function of γ. As we can infer from Eq. (37) (also
see Fig. 4) a smaller γ implies a stronger peaked SD
J
(c)
0 (ω). Thus, γ can be seen as a measure of the non-
Markovianity of the SD and Fig. 6 proves that this is
the cause of the efficiency enhancement. This justifies
our claim that non-Markovian machines can significantly
7 Note that ω0 equals the frequency of the RC for large cutoff
frequency ωR, see appendix C.
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FIG. 7. (color online). Comparison of the efficiency and
the dimensionless work flow W˙/(Γhω0) (inset) of the non-
Markovian heat engine including the RC (BMS ME: blue
solid lines; ME without secular approximation: black dots)
and the corresponding Markovian theory without RC from
Sec. IVA (orange dashed lines) as a function of the system-
RC coupling strength d0/ω
2
0 (note that d0 = λ0 in our case,
see appendix C). All parameters are as in Fig. 5 except that
∆20 = 4.12ω0.
outperform their Markovian counterparts even at steady
state.8 Physically, the reason for this can be traced back
to the Purcell effect which predicts an enhanced sponta-
neous emission rate for the 1 ↔ 2 transition in presence
of a (resonant) cavity [76] and thus allows for a stronger
population inversion between the states |0〉 and |1〉. By
including the RC we can indeed capture this effect which
is clearly beyond the “naive” Markovian treatment of
Sec. IVA. Furthermore, Fig. 6 also shows that we re-
cover the results from Sec. IVA in the limit of large γ.
In fact, for large γ the SD does not only become more
Markovian, but also the SD J
(c)
1 (ω) of the residual cold
bath is directly proportional to γ, see Eq. (C15), such
that the RC evolves on time-scales much shorter then the
3LS and can be adiabatically eliminated. Furthermore,
Fig. 6 also shows that the BMS ME of the supersystem
completely fails in this regime. This behaviour can be
traced back to the fact that the secular approximation
does not commute with the adiabatic elimination of the
RC, i.e., the time-scales involved in the coherent evolu-
tion of the system are of the same order as the dynamics
of the relaxation due to the residual cold bath.
Finally, Fig. 7 shows the thermodynamics as a func-
tion of the system-RC coupling strength d0 (or the cou-
8 Note that Ref. [37] also demonstrates an increased ability to ex-
tract work due to non-Markovian effects. However, Ref. [37] did
not study the efficiency and focused on transient effects, making
it unclear whether a steadily working heat engine can be better
than its Markovian counterpart.
pling strength between the 3LS and the cold reservoir,
respectively). Again, we can observe a strong efficiency
enhancement and an almost perfect agreement between
the secular and non-secular ME. Furthermore, we observe
that the efficiency decreases as a function of d0 while the
power output first increases up to a certain critical cou-
pling strength and then starts to decrease again (note
that the power output for the 3LS ME from Sec. IVA
reaches a constant value for d0 → ∞ instead). In fact,
for all parameters we have checked we always observed
a decreasing efficiency as a function of d0. Whether this
is a general feature or model specific remains an open
question, which might be eventually answerable within
the RC framework.
V. APPLICATION II: SINGLE ELECTRON
TRANSISTOR COUPLED TO VIBRATIONS
A. Model and RC mapping
As a second application we consider a single quantum
dot in contact with two fermionic reservoirs (typically
called a single electron transistor) and additionally cou-
pled to a bath of phonons. Related models have been
studied, e.g., in Refs. [33, 34, 77–80], in order to under-
stand electronic transport through molecules where the
phonon bath models molecular vibrations. Here, as well
as outlining another model applicable to the RC method,
we also wish to compare with the polaron transformation,
a technique frequently used to access the regime of strong
system-phonon coupling [31, 33–36, 79, 80]. We will dis-
cuss what we mean by that in more detail at the end of
Sec. VB.
The global Hamiltonian can be written as
H = Hdot +Hel +Hel-dot +Hph. (43)
The electronic part of the system is described by
Hdot = ǫd
†d, (44)
Hel =
∑
ν
∑
k
ǫkνc
†
kνckν , (45)
Hel-dot =
∑
ν
∑
k
(tkνckνd
† + t∗kνdc
†
kν) (46)
where d(†) and c
(†)
k,ν are fermionic annihilation (creation)
operators of the dot and the reservoir with associated on-
site energy ǫ and lead energy ǫkν . Furthermore, the dot
is connected to two leads ν ∈ {L,R} with tunneling am-
plitudes tkν . The interaction of the dot with the phonon
bath is assumed to be
Hph =
1
2
∑
q
[
p2q + ω
2
q
(
xq − hq
ω2q
d†d
)2]
. (47)
Here, we denoted the coupling coefficients to the phonon
bath by hq because we already use ckν for the electrons
in the fermionic reservoirs.
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Next, again in order to overcome the limitations of the
usual BMS ME we employ the RC mapping, this time
to the phonon bath. This transforms the system and
phonon part to [see Eq. (7)]
Hdot +Hph = (48)(
ǫ +
1
2
∑
q
h2q
ω2q
)
d†d− λ0d†dX1 + 1
2
(
P 21 +Ω
2
1X
2
1
)
−X1
∑
q
CqXq +
1
2
∑
q
(
P 2q +Ω
2
qX
2
q
)
.
We now identify our supersystem to be
H ′S = ǫ˜d
†d− λ0d†dX1 + 1
2
(
P 21 +Ω
2
1X
2
1
)
(49)
with ǫ˜ ≡ ǫ+ 12
∑
q h
2
q/ω
2
q whereas the interaction with the
phonon bath is described via HphI = −X1
∑
q CqXq and
the residual phonon bath Hamiltonian becomes HphB =
1
2
∑
q(P
2
q +Ω
2
qX
2
q ). Note that this does not exactly cor-
respond to the mapping (17), but now the Hamiltonian
is closer to the literature to which we wish to compare
our results [33]. Furthermore, the spectrum of H ′S is still
bounded from below for all coupling strengths λ0.
Below it will be convenient to work with the bosonic
ladder operators, which are related to position and mo-
mentum operators via
Xq =
1√
2Ωq
(
aq + a
†
q
)
, Pq = i
√
Ωq
2
(
aq − a†q
)
. (50)
In terms of these operators we have
H˜S = ǫ˜d
†d+Ω1
(
a†1a1 +
1
2
)
− λ0d
†d√
2Ω1
(
a1 + a
†
1
)
,
(51)
HphI = −
(
a1 + a
†
1
)∑
q
Cq
2
√
Ω1Ωq
(
aq + a
†
q
)
, (52)
HphB =
∑
q
Ωq
(
a†qaq +
1
2
)
. (53)
B. ME description
To deduce the BMS ME we need to diagonalize the
system Hamiltonian (51). This can be accomplished via
the unitary transformation (we introduce λ ≡ λ0/
√
2Ω1
for brevity)
U = exp
[
λ
Ω1
d†d
(
a1 − a†1
)]
. (54)
It transforms operators according to Ua1U
† = a1+
λ
Ω1
d†d
and UdU † = de−
λ
Ω1
(a1−a
†
1). Hence, applying (54) to H ′S
FIG. 8. (color online). This sketch shows the level structure
of the Hamiltonian (55) with eigenstates |n,m〉. The phonon
bath (red, vertical arrows) can induce transitions between
states |n,m〉 ↔ |n,m+ 1〉 whereas the electronic leads (blue,
diagonal arrows) always change the occupation number n of
the quantum dot. Furthermore, the jump of an electron in or
out of the system can be also accompanied by multi-phonon
transitions as exemplarily indicated with thin, dashed, ma-
genta lines.
yields
UH ′SU
† = ǫ¯d†d+Ω1
(
a†1a1 +
1
2
)
(55)
with ǫ¯ ≡ ǫ˜ − λ2/Ω1. This Hamiltonian is obviously in
diagonal form with eigenstates |n,m〉, where n ∈ {0, 1}
(m ∈ {0, 1, 2, . . .}) quantifies the electronic (bosonic) oc-
cupation, and eigenenergies Enm = ǫ¯n+ Ω1(m+
1
2 ).
Given the spectral decomposition of the Hamiltonian
it is simple to deduce the BMS ME, especially if the
spectrum is non-degenerate, which will generically be the
case (unless ǫ¯ coincides with Ω1). To completely specify
our model we choose to define and parametrize the SD
of the fermionic leads as
Γν(ω) ≡ 2π
∑
k
|tkν |2δ(ω − ǫkν) = Γνδ
2
ν
(ω − εν)2 + δ2ν
. (56)
Here, δν quantifies the width and εν the maximum of the
Lorentzian function. Furthermore, the SD of the residual
phonon bath is choosen to be ohmic with exponential
cutoff,
J1(ω) = Jphωe
−|ω|/ωR , (57)
which for large cutoff frequencies ωR corresponds to an
initial SD of the form (37) (as discussed at the end of
Appendix C). Further technical details concerning the
derivation of the BMS ME are provided in Appendix D.
A sketch of the resulting dynamics is provided in Fig. 8.
Before we proceed to show numerical results, let us
briefly explain an alternative way to treat strong system-
phonon interaction and to which we refer as the polaron
11
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FIG. 9. (color online). Plot of matter current versus bias
voltage for equal electronic tunneling rates ΓL = ΓR = Γ.
Previous results (bold curves, taken from [33]) are reproduced
when the coupling to the residual oscillators is much larger
than to the electronic leads (Jph ≫ Γ) and when the cutoff
Nc in the number of considered phonon modes is sufficiently
large. Other parameters have been chosen as δL = δR = 10Ω1,
εL = εR = 0, ωR = 10Ω1, ǫ˜ = 0, λ0 =
√
5Ω
3/2
1 .
ME (PME). Similarly to the RC mapping, also the PME
starts with a unitary transformation, which acts on the
bath and system Hilbert space though. This transforma-
tion usually has the form of a generalized displacement
operation such as (54). Then, within this displaced refer-
ence frame it is possible to treat the coupling as a small
perturbation again because the strong part is absorbed
in this new frame. Consequently, it is possible to derive
a ME valid for strong coupling for the system part only
(in our case here the quantum dot). In contrast, for our
treatment we explicitly include the RC as a part of the
(super) system and use the transformation (54) later on
only to formally diagonalize the supersystem.
C. Results
In Fig. 9 we plot the matter current from left to right
versus the difference in chemical potentials V = µL−µR
of the electronic reservoirs. First, we see that at low elec-
tronic temperatures, the current displays multiple steps,
which occur at Vi = 2∆Ei, where ∆Ei are the tran-
sition frequencies of the system. Thus, the steps enable
one to deduce the renormalized electron energy ǫ¯ and the
phonon frequency Ω1 from the electronic current. Fur-
thermore, if we truncate the phonon Hilbert space at a
small cutoff number Nc, we see that only few plateaus
are visible since the number of possible transitions is
bounded. Most notably, however, when both Nc is large
enough and the coupling between the RC and the resid-
ual oscillators is large, we reproduce earlier results based
on a PME [33] (solid curves). In fact, for a large cou-
pling between the RC and its environment, the RC will
thermalize on much shorter time-scales as compared to
the dot-lead evolution. This is exactly the regime of the
PME in which it is assumed ad hoc that the environment
in the polaron frame is equilibrated with respect to the
dot state. We thus see that the RC method gives us a
way to physically and mathematically justify the PME,
but in general will be also applicable beyond that regime.
Finally, we want to turn to the question whether it
is possible to use our setup as a thermoelectric device,
i.e., whether we can pump electrons against the bias due
to a temperature gradient between electronic leads and
phonon reservoir. From Fig. 9 we see that we have zero
current at zero bias even for different temperatures of the
electronic and phononic reservoirs (blue and turquoise).
This is due to the fact that we chose δL = δR and εL = εR
[see Eq. (56)], which makes our setup symmetric under
exchanging the labels L and R at zero bias. This makes
thermoelectric transport impossible and will be changed
now.
To quantify the irreversibility of our device we take a
look at the entropy production (29),
S˙i = −βLQ˙L − βRQ˙R − βphQ˙ph
= βel(µL − µR)IM + (βel − βph)IE ≥ 0.
(58)
For the last line we assumed equal temperatures in the
electronic leads βL = βR = βel and we used matter con-
servation IM ≡ +ILM = −IRM and energy conservation
IE ≡ IphE = −(ILE + IRE ).
When the electronic and phononic temperatures are
different (e.g. βel > βph), heat will flow between the
electronic and phononic reservoirs, and the device can
use a fraction of the heat to produce positive power
P = −(µL − µR)IM by transporting charges against the
bias. The positivity of the entropy production leads to
an upper bound for the efficiency of heat-to-power con-
version
η =
−(µL − µR)IM
IE
, (59)
which is defined for (µL − µR)IM < 0. As expected,
one can show that the upper bound is given by Carnot
efficiency.
To break the inherent left-right symmetry of our
model, it is necessary to use different energy dependen-
cies of the electronic tunneling rates. We therefore con-
sider the limit δL = δR = δ but εL 6= εR. To make the
effect rather strong we also have to consider δ smaller
than |εν |, but the use of the system as a thermoelectric
device does not require that Jph ≫ Γ. In Fig. 10 we
plot the generated power and heat current from the hot
phonon reservoir into the system versus the bias voltage.
First, we see that there exists a region where the gener-
ated power becomes positive, meaning that charges are
transported against the bias. This is only possible when
heat flows from the phonon reservoir to the two electronic
reservoirs, and within the region of positive power we can
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FIG. 10. (color online). Plot of dimensionless power (solid
black, dashed gray) and dimensionless energy current (solid
red, dashed orange) versus bias voltage for equal coupling
strengths to all reservoirs ΓL = ΓR = Γ = Jph/2. For
δL = δR = Ω1 (solid curves) the efficiency (solid blue, in-
set) – defined only in the region of positive power – reaches
about half Carnot efficiency at best. This is improved by nar-
rowing the bandwidth to δL = δR = 0.5Ω1 (dashed curves).
Other parameters have been chosen as εL = +5Ω1 = −εR,
ωR = 10Ω1, ǫ˜ = 0, λ0 = Ω
3/2
1 , βelΩ1 = 100, βphΩ1 = 0.01,
Nc = 10.
see that the efficiency (inset) in Eq. (59) becomes finite
and reaches for our chosen parameters about half Carnot
efficiency. We remark that a naive treatment of the quan-
tum dot alone within a BMS ME would always predict
IE = 0 because [Hdot, Hph] = 0 and thus, no transport
of electrons against the bias would be possible in this
framework. Having non-zero energy transport IE 6= 0
is indeed a higher order effect (i.e., beyond second order
perturbation theory).
VI. FINAL REMARKS
We have presented a framework which allows to in-
vestigate thermal machines beyond the standard weak
coupling and Markovian assumption. This treatment is
general in the sense that it can be applied to any system
where strong coupling effects and non-Markovianity are
caused by a linear coupling with a bosonic bath. Our
framework is by construction thermodynamically consis-
tent because we simply apply the standard framework
of quantum thermodynamics to an enlarged system. By
this procedure we also automatically avoid spurious ef-
fects like efficiencies beyond Carnot. Thus, in a certain
sense the RC mapping helps us to find the correct border
for which it is allowed to partition the “universe” into a
“system” and a “bath” part, i.e., the partition for which
it is justified to apply the Born approximation.
Then, within this framework we have observed that
non-Markovianity can indeed strongly enhance the effi-
ciency of a heat engine even in the weak coupling limit.
Furthermore, we also observed that strong coupling de-
creases the efficiency, though it is not clear at the moment
whether this is a general feature. As another applica-
tion we considered a single electron transistor coupled to
vibrations, which is an important model to understand
molecular transport. Besides studying its efficiency as
a thermoelectric device we have demonstrated that the
widely used PME follows from our treatment as a special
case and hence, justifying the PME.
Though we believe that we have introduced a very use-
ful and practical framework, one should also critically
question it. Especially, there might be (at first sight)
two weak points on which we would like to comment.
First, though it was shown in Refs. [53, 54] that the RC
mapping is guaranteed to give a quasi-Ohmic (Marko-
vian) SD after we have included a sufficent number of
RCs, it is not guaranteed that the resulting final SD is
also weak in the sense that it is justified to consider only
second order perturbation theory in the coupling to the
residual baths. Though we have seen in Sec. II that the
overall coupling strength of the original system to the
environment can be captured by using only one RC, the
resulting final SD in general depends on the shape of the
initial SD (but not on its “absolute value”) and might be
still large compared to parameters of the system, which
has to be checked in each case separately. Still, the RC
method allows us to go beyond the standard perturba-
tive approach in a reasonable way and furthermore, by
applying a conceptually similar yet technically different
mapping, one can show that also the resulting SD be-
comes small [81].
Second, one might object that the information about
what happens to the original system itself is somehow
lost. Indeed, it is true that we can only give expressions
for the heat flows, the power and the entropy production
for the supersystem, including the RCs, but we do not
know them for any particular subsystem. However, we
have already stated in Sec. III that the definition of heat
becomes unambiguous only in case of a weakly coupled
and memory-less thermal bath. In addition, we would
like to defend this approach by the following remarks.
First of all, the division of a thermodynamic system into
subsystems (e.g., system and reservoirs) is in fact some-
thing which is only possible in the weak coupling limit.
The very definition of “system” becomes ambiguous be-
yond that regime (also see the discussion on the zeroth
law in [8]). Second, accessing the statistics of the system
alone would require to incorporate explicit measurements
in our framework, a problem which was so far completely
ignored also in previous work on strong coupling and non-
Markovian thermodynamics. In fact, even in the weak
coupling regime one already relies on abstract tools such
as full counting statistics to access the statistics of energy
exchanges with a heat bath [6]. However, work is usually
regarded as a deterministic form of energy and as such
should be easily accessible in experiments, for instance,
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by counting electrons as required for Sec. V. If the RC
mapping is not directly applied to the “work reservoir”,
our framework is able to predict changed work statistics
which should be measurable in real experiments. Third
and finally, we point out that there has been progress to
understand the energetics of arbitrary multipartite sys-
tems locally [82, 83] and for special situations this is also
possible for the entropic balances [84, 85] (note that the
meaning of “bipartite” in Refs. [84, 85] is more restric-
tive than in Refs. [82, 83]). This opens up a new inter-
pretation of thermodynamics in the strong coupling and
non-Markovian regime by recognizing the role played by
the non-Markovian environment as an effective feedback
controller who acts back on the system based on the in-
formation stored about it. Thus, advances in the ther-
modynamic understanding of multipartite systems will
directly yield to new insights in the field of strong cou-
pling and non-Markovian thermodynamics.
ACKNOWLEDGMENTS
It is a pleasure to thank Javier Cerrillo, Mauro Cirio,
Massimiliano Esposito, Jake Illes-Smith and Ahsan Nazir
for valuable discussions as well as many participants
of the fourth COST quantum thermodynamics confer-
ence in Erice. In addition, we explicitly wish to thank
David Newman and Ahsan Nazir for sharing their related
manuscript on thermodynamics and the reaction coordi-
nate method prior to publication [39]. Furthermore, PS
is especially indebted to Rocco Martinazzo for very help-
ful correspondence concerning the RC mapping. Finan-
cial support of the DFG (SCHA 1646/3-1, SFB 910, and
GRK 1558) is gratefully acknowledged. NL is partially
supported by the FY2015 Incentive Research Project.
[1] J. C. Maxwell, Theory of Heat (Longmans, Greens, and
Co., London, 1871).
[2] E. H. Lieb and J. Yngvason, “The physics and mathe-
matics of the second law of thermodynamics,” Phys. Rep.
310, 1–96 (1999).
[3] H. Spohn, “Entropy production for quantum dynamical
semigroups,” J. Math. Phys. 19, 1227–1230 (1978).
[4] H. Spohn and J. L. Lebowitz, “Irreversible thermody-
namics for quantum systems weakly coupled to thermal
reservoirs,” Adv. Chem. Phys. 38, 109–142 (1979).
[5] R. Alicki, “The quantum open system as a model of the
heat engine,” J Phys. A 12, L103 (1979).
[6] M. Esposito, U. Harbola, and S. Mukamel, “Nonequi-
librium fluctuations, fluctuation theorems, and count-
ing statistics in quantum systems,” Rev. Mod. Phys. 81,
1665 (2009).
[7] M. Campisi, P. Ha¨nggi, and P. Talkner, “Colloquium:
Quantum fluctuation relations: Foundations and appli-
cations,” Rev. Mod. Phys. 83, 771 (2011).
[8] R. Kosloff, “Quantum thermodynamics: A dynamical
viewpoint,” Entropy 15, 2100–2128 (2013).
[9] G. Schaller, Open Quantum Systems Far from Equilib-
rium (Lect. Notes Phys., Springer, Cham, 2014).
[10] D. Gelbwaser-Klimovsky, W. Niedenzu, and G. Kurizki,
“Chapter twelve – thermodynamics of quantum systems
under dynamical control,” Adv. At. Mol. Opt. Phys. 64,
329 (2015).
[11] T. Speck and U. Seifert, “The jarzynski relation, fluctu-
ation theorems, and stochastic thermodynamics for non-
Markovian processes,” J. Stat. Mech. L09002 (2007).
[12] M. Esposito, K. Lindenberg, and C. Van den Broeck,
“Entropy production as correlation between system and
reservoir,” New J. Phys. 12, 013013 (2010).
[13] J. Ankerhold and J. P. Pekola, “Heat due to system-
reservoir correlations in thermal equilibrium,” Phys. Rev.
B 90, 075421 (2014).
[14] C. Jarzynski, “Nonequilibrium work theorem for a sys-
tem strongly coupled to a thermal environment,” J. Stat.
Mech. P09005 (2004).
[15] M. Campisi, P. Talkner, and P. Ha¨nggi, “Fluctuation
theorem for arbitrary open quantum systems,” Phys.
Rev. Lett. 102, 210401 (2009).
[16] R. Gallego, A. Riera, and J. Eisert, “Thermal machines
beyond the weak coupling regime,” New J. Phys. 16,
125009 (2014).
[17] U. Seifert, “First and second law of thermodynamics at
strong coupling,” Phys. Rev. Lett. 116, 020601 (2016).
[18] T. Kawamoto and N. Hatano, “Test of fluctuation the-
orems in non-Markovian open quantum systems,” Phys.
Rev. E 84, 031116 (2011).
[19] B. Leggio, A. Napoli, H. P. Breuer, and A. Messina,
“Fluctuation theorems for non-Markovian quantum pro-
cesses,” Phys. Rev. E 87, 032113 (2013).
[20] S. Vinjanampathy and K. Modi, “Correlations, opera-
tions and the second law of thermodynamics,” arXiv:
1411.7755 (2014).
[21] S. Vinjanampathy and K. Modi, “Entropy bounds for
quantum processes with initial correlations,” Phys. Rev.
A 92, 052310 (2015).
[22] M. Esposito, M. A. Ochoa, and M. Galperin, “Quantum
thermodynamics: A nonequilibrium Greens function ap-
proach,” Phys. Rev. Lett. 114, 080602 (2015).
[23] G. E. Topp, T. Brandes, and G. Schaller, “Steady-
state thermodynamics of non-interacting transport be-
yond weak coupling,” Europhys. Lett. 110, 67003 (2015).
[24] M. Esposito, M. A. Ochoa, and M. Galperin, “Nature of
heat in strongly coupled open quantum systems,” Phys.
Rev. B 92, 235440 (2015).
[25] A. Bruch, M. Thomas, S. V. Kusminskiy, F. von Oppen,
and A. Nitzan, “Quantum thermodynamics of the driven
resonant level model,” Phys. Rev. B 93, 115318 (2016).
[26] I. Kim and G. Mahler, “Clausius inequality beyond the
weak-coupling limit: The quantum Brownian oscillator,”
Phys. Rev. E 81, 011101 (2010).
[27] R. Adamietz, G.-L. Ingold, and U. Weiss, “Thermody-
namic anomalies in the presence of dissipation: from the
free particle to the harmonic oscillator,” Eur. Phys. J. B
87, 90 (2014).
14
[28] M. Carrega, P. Solinas, A. Braggio, M. Sassetti,
and U. Weiss, “Functional integral approach to time-
dependent heat exchange in open quantum systems: gen-
eral method and applications,” New J. Phys. 17, 045030
(2015).
[29] T. G. Philbin and J. Anders, “Thermal energies of clas-
sical and quantum damped oscillators coupled to reser-
voirs,” J. Phys. A: Math. Theor. 49, 215303 (2016).
[30] D. Segal, “Heat flow in nonlinear molecular junctions:
Master equation analysis,” Phys. Rev. B 73, 205415
(2006).
[31] L. Nicolin and D. Segal, “Quantum fluctuation theorem
for heat exchange in the strong coupling regime,” Phys.
Rev. B 84, 161414(R) (2011).
[32] K. Saito and T. Kato, “Kondo signature in heat trans-
fer via a local two-state system,” Phys. Rev. Lett. 111,
214301 (2013).
[33] G. Schaller, T. Krause, T. Brandes, and M. Espos-
ito, “Single-electron transistor strongly coupled to vibra-
tions: counting statistics and fluctuation theorem,” New
J. Phys. 15, 033032 (2013).
[34] T. Krause, T. Brandes, M. Esposito, and G. Schaller,
“Thermodynamics of the polaron master equation at fi-
nite bias,” J. Chem. Phys. 142, 134106 (2015).
[35] C. Wang, J. Ren, and J. Cao, “Nonequilibrium energy
transfer at nanoscale: A unified theory from weak to
strong coupling,” Sci. Rep. 5, 11787 (2015).
[36] D. Gelbwaser-Klimovsky and A. Aspuru-Guzik,
“Strongly coupled quantum heat machines,” J. Phys.
Chem. Lett. 6, 3477 (2015).
[37] B. Bylicka, M. Tukiainen, J. Piilo, D. Chruscinski, and
S. Maniscalco, “Thermodynamic meaning and power of
non-Markovianity,” arXiv: 1504.06533 (2015).
[38] A. Garg, J. N. Onuchic, and V. Ambegaokar, “Effect of
friction on electron transfer in biomolecules,” J. Chem.
Phys. 83, 4491 (1985).
[39] D. Newman, F. Mintert, and A. Nazir, In preperation
(2016).
[40] J. M. Jean, R. A. Friesner, and G. R. Fleming, “Appli-
cation of a multilevel redfield theory to electron trans-
fer in condensed phases,” J. Chem. Phys. 96, 5827–5842
(1992).
[41] V. May, O Ku¨hn, and M. Schreiber, “Density matrix de-
scription of ultrafast dissipative wave packet dynamics,”
J. Phys. Chem. 97, 12591 (1993).
[42] W. T. Pollard and R. A. Friesner, “Solution of the
redfield equation for the dissipative quantum dynamics
of multilevel systems,” J. Chem. Phys. 100, 5054–5065
(1994).
[43] B. Wolfseder and W. Domcke, “Intramolecular electron-
transfer dynamics in the inverted regime: quantum me-
chanical multi-mode model including dissipation,” Chem.
Phys. Lett. 259, 113 (1996).
[44] B. Wolfseder, L. Seidner, G. Stock, W. Domcke, M. Seel,
S. Engleitner, and W. Zinth, “Vibrational coherence
in ultrafast electron-transfer dynamics of oxazine 1 in
n,n-dimethylaniline: simulation of a femtosecond pump-
probe experiment,” Chem. Phys. 233, 323 (1998).
[45] L. Hartmann, I. Goychuk, and P. Ha¨nggi, “Controlling
electron transfer in strong time-dependent fields: Theory
beyond the golden rule approximation,” J. Chem. Phys.
113, 11159–11175 (2000).
[46] M. Thoss, H. Wand, and W. H. Miller, “Self-consistent
hybrid approach for complex systems: Application to the
spin-boson model with debye spectral density,” J. Chem.
Phys. 115, 2991–3005 (2001).
[47] R. Martinazzo, K. H. Hughes, and I. Burghardt, “Unrav-
eling a Brownian particles memory with effective mode
chains,” Phys. Rev. E 84, 030102 (2011).
[48] J. Iles-Smith, N. Lambert, and A. Nazir, “Environmental
dynamics, correlations, and the emergence of noncanon-
ical equilibrium states in open quantum systems,” Phys.
Rev. A 90, 032114 (2014).
[49] M. Bonfanti, K. H. Hughes, I. Burghardt, and R. Marti-
nazzo, “Vibrational relaxation and decoherence in struc-
tured environments: a numerical investigation,” Ann.
Phys. 00, 1–14 (2015).
[50] M. P. Woods and M. B. Plenio, “Dynamical error
bounds for continuum discretisation via gauss quadrature
rulesa lieb-robinson bound approach,” J. Math. Phys. 57,
022105 (2016).
[51] J. Iles-Smith, A. G. Dijkstra, N. Lambert, and A. Nazir,
“Energy transfer in structured and unstructured environ-
ments: master equations beyond the Born-Markov ap-
proximations,” J. Chem. Phys. 144, 044110 (2016).
[52] A. W. Chin, A´. Rivas, S. F. Huelga, and M. B. Ple-
nio, “Exact mapping between system-reservoir quantum
models and semi-infinite discrete chains using orthogonal
polynomials,” J. Math. Phys. 51, 092109 (2010).
[53] R. Martinazzo, B. Vacchini, K. H. Hughes, and
I. Burghardt, “Communication: Universal Markovian re-
duction of Brownian particle dynamics,” J. Chem. Phys.
134, 011101 (2011).
[54] M. P. Woods, R. Groux, A. W. Chin, S. F. Huelga,
and M. B. Plenio, “Mappings of open quantum systems
onto chain representations and Markovian embeddings,”
J. Math. Phys. 55, 032101 (2014).
[55] U. Weiss, Quantum Dissipative Systems (World Scien-
tific, 3rd ed, Singapore, 2008).
[56] C. Gardiner and P. Zoller, Quantum Noise (Springer-
Verlag, Berlin Heidelberg, 2004).
[57] G. W. Ford, J. T. Lewis, and R. F. O’Connell, “Quantum
Langevin equation,” Phys. Rev. A 37, 4419 (1988).
[58] M. M. Wolf, J. Eisert, T. S. Cubitt, and J. I. Cirac, “As-
sessing non-Markovian quantum dynamics,” Phys. Rev.
Lett. 101, 150402 (2008).
[59] H. P. Breuer, E.-M. Laine, and J. Piilo, “Measure for the
degree of non-Markovian behavior of quantum processes
in open systems,” Phys. Rev. Lett. 103, 210401 (2009).
[60] A. Rivas, S. F. Huelga, and M. B. Plenio, “Entan-
glement and non-Markovianity of quantum evolutions,”
Phys. Rev. Lett. 103, 050403 (2010).
[61] H. P. Breuer and F. Petruccione, The Theory of Open
Quantum Systems (Oxford University Press, Oxford,
2002).
[62] G. Bulnes Cuetara, A. Engel, and M. Esposito, “Stochas-
tic thermodynamics of rapidly driven quantum systems,”
New J. Phys. 17, 055002 (2015).
[63] S. Deffner and E. Lutz, “Nonequilibrium entropy produc-
tion for open quantum systems,” Phys. Rev. Lett. 107,
140404 (2011).
[64] J. G. Kirkwood, “Statistical mechanics of fluid mix-
tures,” J. Chem. Phys. 3, 300–313 (1935).
[65] H. E. D. Scovil and E. O. Schulz-DuBois, “Three-level
masers as heat engines,” Phys. Rev. Lett. 2, 262 (1959).
[66] E. Geva and R. Kosloff, “The quantum heat engine and
heat pump: An irreversible thermodynamic analysis of
15
the three-level amplifier,” J. Chem. Phys. 104, 7681–7699
(1996).
[67] E. Boukobza and D. J. Tannor, “Three-level systems as
amplifiers and attenuators: A thermodynamic analysis,”
Phys. Rev. Lett. 98, 240601 (2007).
[68] L. A. Correa, J. P. Palao, D. Alonso, and G. Adesso,
“Quantum-enhanced absorption refrigerators,” Sci. Rep.
4, 3949 (2014).
[69] R. Kosloff and A. Levy, “Quantum heat engines and
refrigerators: Continuous devices,” Annu. Rev. Phys.
Chem. 65, 365–393 (2014).
[70] L. A. Correa, J. P. Palao, G. Adesso, and D. Alonso,
“Optimal performance of endoreversible quantum refrig-
erators,” Phys. Rev. E 90, 062124 (2014).
[71] A. Sommerfeld, Atomic Structure and Spectral Lines
(Methuen & Co Ltd, London, 1923).
[72] N. Lambert, Y. N. Chen, Y. C. Cheng, C. M. Li, G. Y.
Chen, and F. Nori, “Quantum biology,” Nat. Phys. 9,
10–18 (2013).
[73] S. F. Huelga and M. B. Plenio, “Vibrations, quanta and
biology,” Contemp. Phys. 54, 181–207 (2013).
[74] N. Killoran, S. F. Huelga, and M. B. Plenio, “Enhancing
light-harvesting power with coherent vibrational interac-
tions: A quantum heat engine picture,” J. Chem. Phys.
143, 155102 (2015).
[75] D. Xu, C. Wang, Y. Zhao, and J. Cao, “Polaron effects
on the performance of light-harvesting systems: a quan-
tum heat engine perspective,” New J. Phys. 18, 023003
(2016).
[76] E. M. Purcell, “Spontaneous emission probabilities at ra-
dio frequencies,” Phys. Rev. 69, 681 (1946).
[77] J. Koch and F. von Oppen, “Franck-Condon block-
ade and giant Fano factors in transport through single
molecules,” Phys. Rev. Lett. 94, 206804 (2005).
[78] O. Entin-Wohlman, Y. Imry, and A. Aharony, “Three-
terminal thermoelectric transport through a molecular
junction,” Phys. Rev. B 82, 115314 (2010).
[79] S. Maier, T. L. Schmidt, and A. Komnik, “Charge trans-
fer statistics of a molecular quantum dot with strong
electron-phonon interaction,” Phys. Rev. B 83, 085401
(2011).
[80] A. J. White and M. Galperin, “Inelastic transport: a
pseudoparticle approach,” Phys. Chem. Chem. Phys. 14,
13809 (2012).
[81] J. Huh, S. Mostame, T. Fujita, M.-H. Yung, and
A. Aspuru-Guzik, “Linear-algabraic bath transformation
for simulating complex open quantum systems,” New J.
Phys. 16, 123008 (2014).
[82] H. Weimer, M. J. Henrich, F. Rempp, H. Schro¨der, and
G. Mahler, “Local effective dynamics of quantum sys-
tems: A generalized approach to work and heat,” Euro-
phys. Lett. 83, 30008 (2008).
[83] H. Hossein-Nejad, E. J. O’Reilly, and A. Olaya-Castro,
“Work, heat and entropy production in bipartite quan-
tum systems,” New J. Phys. 17, 075014 (2015).
[84] D. Hartich, A. C. Barato, and U. Seifert, “Stochastic
thermodynamics of bipartite systems: transfer entropy
inequalities and a Maxwell’s demon interpretation,” J.
Stat. Mech. P02016 (2014).
[85] J. M. Horowitz and M. Esposito, “Thermodynamics with
continuous information flow,” Phys. Rev. X 4, 031015
(2014).
[86] A. J. Leggett, “Quantum tunneling in the presence of
an arbitrary linear dissipation mechanism,” Phys. Rev.
B 30, 1208 (1984).
[87] G. Schaller and T. Brandes, “Preservation of positivity
by dynamical coarse graining,” Phys. Rev. A 78, 022106
(2008).
Appendix A: Mapping of the spectral densities
We will here prove Eq. (12) following the way of Mar-
tinazzo et al. [53]; for other derivations see Refs. [38, 48,
52, 54]. Because the system is completely arbitrary in our
treatment, we will choose for the moment without loss of
generality a particle with position q and momentum p
moving in a potential V (q) and coupled via the operator
s = q to the bath. The equations of motion according to
the original Hamiltonian (2) then take on the form
q¨ = −∂V
∂q
+
∑
k
ckxk −
∑
k
c2k
ω2k
q, (A1)
x¨k = −ω2kxk + ckq. (A2)
After Fourier transformation according to the definition
fˆ(z) ≡
∫ ∞
−∞
dteiztf(t) (ℑ(z) > 0), (A3)
we obtain
−z2qˆ = − ∂̂V
∂q
+
∑
k
ckxˆk −
∑
k
c2k
ω2k
qˆ, (A4)
−z2xˆk = −ω2kxˆk + ck qˆ. (A5)
Eliminating xˆk we can write
− ∂̂V
∂q
= Lˆ0(z)qˆ. (A6)
with the Fourier space propagator
Lˆ0(z) = −z2 −
∑
k
c2k
ω2k − z2
+
∑
k
c2k
ω2k
,
≡ −z2 −W0(z) + δΩ20.
(A7)
Here, we have introduced the Cauchy transform of J0(ω):
W0(z) ≡ 2
π
∫ ∞
0
dω
ωJ0(ω)
ω2 − z2 =
1
π
∫ ∞
−∞
dω
J0(ω)
ω − z (A8)
where we used J0(−ω) = −J0(ω). As Leggett no-
ticed [86], the SD of the bath is linked to the propagator
via
J0(ω) = − lim
ǫց0
ℑ[Lˆ0(ω + iǫ)] ≡ −ℑ[Lˆ+0 (ω)] (ω ∈ R).
(A9)
Especially within our notation we have J0(ω) =
ℑ[W+0 (ω)] what can be directly proven by use of the iden-
tity
δ(ω′ − ω) = lim
ǫց0
1
π
ǫ
(ω′ − ω)2 + ǫ2 . (A10)
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For the next step we look at the transformed Hamilto-
nian (7) to derive
q¨ = −∂V
∂q
+ λ0X1 − δΩ20q, (A11)
X¨1 = −Ω21X1 + λ0q +
∑
k
CkXk, (A12)
X¨k = −Ω2kXk + CkX1. (A13)
Playing the same game as above we can deduce that the
Fourier space propagator for the system coordinate is
Lˆ0(z) = −z2 − λ
2
0
Ω21 − z2 −W1(z)
+ δΩ20 (A14)
which must be the same as Eq. (A7). Furthermore,W1(z)
is defined analogously to Eq. (A8) with J0(ω) replaced
by J1(ω). Then, by comparison with Eq. (A7) we see
that
W0(z) =
λ20
Ω21 − z2 −W1(z)
. (A15)
Rearranging terms we obtain
W1(z) = Ω
2
1 − z2 −
λ20
W0(z)
(A16)
from which we can directly deduce the relation (12). Fur-
thermore, by noting that Wi(0) = δΩ
2
i (i = 0, 1) we can
also directly verify Eq. (15).
Appendix B: Non-canonical equilibriums states and
the potential of mean force
The Hamiltonian (or potential) of mean force is an
elegant way to express the exact reduced system state of
a thermal equilibrium system-bath state [64], which was
also used, e.g., in Refs. [14, 15, 17]. The central idea is
to introduce the Hamiltonian of mean force
H∗ ≡ − 1
β
ln
trE{e−β(HS+HI+HE)}
trE{e−βHE} (B1)
such that the reduced system state can be expressed as
ρS =
e−βH
∗
Z∗S
(B2)
with the partition function Z∗S = trS{e−βH
∗}. Indeed, it
is straightforward to show that Eq. (B2) coincides with
the reduced equilibirum state of system and environ-
ment, i.e.,
ρS = trE
{
e−β(HS+HI+HE)
trSE{e−β(HS+HI+HE)}
}
. (B3)
To see this it suffices to note that by definition Z∗S =
trSE{e−β(HS+HI+HE)}/trE{e−βHE}.
To explore the connection of Eq. (B2) with the equilib-
rium state (30) stated in the main text, we perform the
RC mapping on the global system-bath Hamiltonian:
HS +HI +HE = H
′
S +H
′
I +H
′
E (B4)
with H ′S = HS + HS-RC + HRC describing the system,
system-RC coupling and the RC respectively, and H ′I
describes the coupling to the residual bath described by
H ′E . Since this mapping is exact, we can express the
Hamiltonian of mean force (and consequently the parti-
tion function ZS) in terms of the transformed Hamilto-
nian:
e−βH
∗
=
trRC,E′{e−β(H′S+H′I+H′E)}
trRC,E′{e−β(HRC+H′I+H′E)}
. (B5)
Now, if it is justified to regard the coupling H ′I to the
residual bath as weak compared to all other contribu-
tions, we obtain to lowest (i.e., zeroth) order in HI the
Hamiltonian of mean force and partition function
e−βH
∗ ≈ trRC{e
−βH′S}
trRC{e−βHRC} , Z
∗
S ≈
trS,RC{e−βH′S}
trRC{e−βHRC} . (B6)
Here, we used [HRC, H
′
E ] = 0, which is guaranteed by
construction. Thus, to lowest order
ρS ≈ trRC{e
−βH′S}
trS,RC{e−βH′S}
(B7)
as described by Eq. (30) showing the consistency of our
approach with standard results from equilibrium statisti-
cal mechanics. Especially, note that it is computationally
relatively cheap to compute Eq. (30) as compared to the
exact result (B2).
Appendix C: ME without secular approximation for
application I
We here provide details for the derivation of the Born-
Markov ME based on the system Hamiltonian H ′S (39),
which treats the system-RC coupling non-perturbatively
while we are aiming at a perturbative treatment of
the coupling to the remaining reservoirs. The coupling
Hamiltonian is
HI =
∑
ν
H
(ν)
I =
∑
ν
sν ⊗Bν (C1)
with sh and sw given in Eqs. (32) and (34) and sc = X1
due to the RC mapping. Furthermore, for ν ∈ {h,w} the
coupling operators of the bath are Bν = −
∑
k ckνxkν
and the free bath Hamiltonian reads H
(ν)
B =
1
2
∑
k(p
2
kν +
ω2kνx
2
kν ). For ν = c the form of the operators remains the
same but we have to substitute xkc → Xkc, pkc → Pkc,
ckc → Ckc and ωkc → Ωkc.
Note that we are here neglecting renormalization terms
of the form 12
∑
k
c2kν
ω2
kν
s2ν which are of second order in the
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system-bath coupling. We will later on neglect any Lamb
shift terms as well which are also of second order. This is
consistent because the heat flows (25) are itself already
of second order in the coupling. The contribution due to
the renormalization and Lamb shift terms would then be
of fourth order in total, which is beyond the validity of
our perturbative approach.
After applying the Born and Markov approximation,
the formal starting point of the ME is the second order
equation in the interaction picture9 [8, 9, 61]
d
dt
ρ˜(t) = −
∑
ν
∫ ∞
0
dτtrν
{
H˜
(ν)
I (t)H˜
(ν)
I (t− τ)ρ˜(t)R(ν)0
−H˜(ν)I (t)ρ˜(t)R(ν)0 H˜(ν)I (t− τ) + h.c.
}
.
(C2)
Here, ρ˜(t) is the density matrix of the supersystem (in
the interaction picture) and R
(ν)
0 ∼ e−βνH
(ν)
B the equi-
librium density matrix of the reservoir. Furthermore,
the fact that the ME additively decomposes into con-
tributions from each reservoir ν is due to the fact that
trν{H(ν)I R(ν)0 } = 0.
After introducing the bath correlation function
Cν(τ) ≡ trν
{
B˜ν(τ)BνR
(ν)
0
}
, (C3)
the ME (C2) can be expressed as
d
dt
ρ˜(t) = −
∑
ν
∫ ∞
0
dτ (C4)
× {Cν(τ) [s˜ν(t)s˜ν(t− τ)ρ˜(t)− s˜ν(t− τ)ρ˜(t)s˜ν(t)]
+C∗ν (τ) [ρ˜(t)s˜ν(t− τ)s˜ν(t)− s˜ν(t)ρ˜(t)s˜ν(t− τ)]} .
If we split the correlation function into real and imagi-
nary part, Cν(τ) = ℜCν(τ) + iℑCν(τ), we can write
d
dt
ρ˜(t) =−
∑
ν
∫ ∞
0
dτℜCν (τ) [s˜ν(t), [s˜ν(t− τ), ρ˜(t)]]
− i
∑
ν
∫ ∞
0
dτℑCν(τ) [s˜ν(t), {s˜ν(t− τ), ρ˜(t)}] .
(C5)
Because
Cν(τ) (C6)
=
∑
k
c2kν
2ωkν
{
[1 + nν(ωkν)]e
−iωkντ + nν(ωkν)e
iωkντ
}
=
1
π
∫ ∞
0
dωJ (ν)(ω)
{
[1 + nν(ω)]e
−iωτ + nν(ω)e
iωτ
}
,
9 The interaction picture is defined by A˜(t) ≡
e+i(H
′
S+HB)tAe−i(H
′
S+HB)t.
we obtain
ℜCν(τ) = 1
π
∫ ∞
0
dωJ (ν)(ω) cos(ωτ) coth
βνω
2
, (C7)
ℑCν(τ) = − 1
π
∫ ∞
0
dωJ (ν)(ω) sin(ωτ). (C8)
Here, we used that 1 + 2nν(ω) = coth
βνω
2 . Finally, after
leaving the interaction picture the ME (C5) becomes
d
dt
ρ(t) =− i[H ′S , ρ(t)] (C9)
−
∑
ν
∫ ∞
0
dτℜCν(τ) [sν , [s˜ν(−τ), ρ(t)]]
− i
∑
ν
∫ ∞
0
dτℑCν (τ) [sν , {s˜ν(−τ), ρ(t)}] .
This form is still not very useful for numerical imple-
mentation. To achieve this goal we write
sν(−τ) =
∑
kl
sklν e
−iωklτ |k〉〈l| (C10)
with H ′S |k〉 = Ek|k〉 and ωkl ≡ Ek −El. Upon using the
identity ∫ ∞
0
dτe±iωτ = πδ(ω)± iP 1
ω
, (C11)
and neglecting the principal value (Lamb shift) terms, we
arrive at a ME of the form
d
dt
ρ(t) = −i[H ′S , ρ(t)]
−
∑
ν
[sν , [χν , ρ(t)] +
∑
ν
[sν , {Θν, ρ(t)}].
(C12)
The new operators appearing in this equation are given
as
χν =
1
2
∑
kl
J (ν)(ωkl) coth
βνωkl
2
sklν |k〉〈l|, (C13)
Θν =
1
2
∑
kl
J (ν)(ωkl)s
kl
ν |k〉〈l|. (C14)
Finally, the model is specified by choosing the SDs
of the baths as discussed in the main text. For the
work bath we again use J (w)(ω) = J
(w)
0 (ω) = βw∆10Γw
to mimic a constant SD in the infinite temperature
limit. The SD of the hot bath is parameterized by
J (h)(ω) = J
(h)
0 (ω) =
Γhω
∆20
Θ(ωR − ω) and for the cold
bath J (c)(ω) = J
(c)
1 (ω) is given by the relation (12) with
J
(c)
0 (ω) given in Eq. (37). We are especially interested in
the regime of a large cutoff frequency ωR ≫ 1 because
this allows by virtue of the residue theorem to evaluate
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J
(c)
1 (ω) exactly.
10 Then, for 4ω20 > γ
2, it follows that
J
(c)
1 (ω) = γωΘ(ωR − ω). (C15)
Furthermore, we also have λ0 = d0 and δΩ0 = d0/ω0
such that the frequency of the RC is λ0δΩ0 = ω0.
The secular ME requires to perform an additional ap-
proximation on top of the Born-Markov ME (C12). This
can be done by averaging the generator of the Born-
Markov ME in the interaction picture in time (similar to
a rotating wave approximation) [6, 61] or by dynamical
coarse graining of the time-evolution [9, 87]. We will skip
any details here because the secular ME is also reviewed
in Appendix D.
Appendix D: BMS ME for application II
For a non-degenerate system Hamiltonian, it is well-
known that the BMS ME yields a simple rate equation
(“Pauli ME”) in the eigenbasis of HS [4, 9, 61]. This can
be put into the form
P˙k =
∑
l
WklPl, (D1)
where Pk is the probability to find the system in state
|k〉 and the transition rate from energy eigenstate l to k
is given by
Wkl =
∑
αβ
γαβ(El − Ek) 〈k |Aβ | l〉
〈
k
∣∣A†α∣∣ l〉∗ . (D2)
Here, we assumed a general interaction Hamiltonian of
the form HI =
∑
αAα ⊗ Bα. Furthermore, the γαβ de-
note the Fourier transforms of the reservoir correlation
functions
γαβ(ω) =
∫ ∞
−∞
dτtrB {Bα(τ)BβR0} e+iωτ . (D3)
For our model from Sec. V, we identify the coupling
10 The residue theorem requires J0(ω) to be analytic (except for
isolated poles), which is – strictly speaking – never the case for a
hard cutoff Θ(ωR − ω). However, the discrepancy with the true
solution vanishs for ωR →∞.
operators
A1 = d, B1 =
∑
k
tkLc
†
kL, (D4)
A2 = d
†, B2 =
∑
k
t∗kLckL, (D5)
A3 = d, B3 =
∑
k
tkRc
†
kR, (D6)
A4 = d
†, B4 =
∑
k
t∗kRckR, (D7)
A5 =
1√
2Ω1
(a1 + a
†
1), (D8)
B5 = −
∑
q
Cq√
2Ωq
(aq + a
†
q), (D9)
and the non-vanishing correlation functions yield
γ12(ω) = ΓL(−ω)fL(−ω), (D10)
γ21(ω) = ΓL(+ω)[1− fL(+ω)], (D11)
γ34(ω) = ΓR(−ω)fR(−ω), (D12)
γ43(ω) = ΓR(+ω)[1− fR(+ω)], (D13)
γ55(ω) = J1(+ω)[1 + nB(+ω)]. (D14)
Here, we have used the definition of the fermionic SD (56)
and the SD of the residual oscillators is as usual defined
by
J1(ω) =
π
2
∑
q
C2q
Ωq
δ(ω − Ωq). (D15)
From Eq. (D2) and Eqs. (D10) to (D14) we see that the
rates additively decompose into left, right, and phonon
contributions and the total rate matrix in Eq. (D1) has
the structure W =WL+WR+W ph, where for k 6= l we
have
WLkl = γ12(El − Ek)
∣∣〈k ∣∣d†∣∣ l〉∣∣2
+ γ21(El − Ek)|〈k |d| l〉|2, (D16)
WRkl = γ34(El − Ek)
∣∣〈k ∣∣d†∣∣ l〉∣∣2
+ γ43(El − Ek)|〈k |d| l〉|2, (D17)
W phkl = γ55(El − Ek)
1
2Ω1
∣∣∣〈k ∣∣∣(a1 + a†1)∣∣∣ l〉∣∣∣2. (D18)
To make the transition rates explicit, we have to evaluate
the matrix elements of the system coupling operators,
too. The electronic jumps can be separated into pure
electronic transitions and bosonic excitations of the RC.
Denoting by |n˜′,m′〉 ≡ U |n,m〉 the basis in the original
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frame, we obtain
|〈n′,m′ |A1|n,m〉|2 =
∣∣∣〈n˜′,m′ ∣∣∣de− λΩ1 (a1−a†1)∣∣∣ n˜,m〉∣∣∣2
= δn′,0δn,1
∣∣∣〈m˜′ ∣∣∣e− λΩ1 (a1−a†1)∣∣∣ m˜〉∣∣∣2,
(D19)
|〈n′,m′ |A2|n,m〉|2 = δn′,1δn,0
∣∣∣〈m˜′ ∣∣∣e+ λΩ1 (a1−a†1)∣∣∣ m˜〉∣∣∣2,
(D20)
whereas the transitions triggered by the phonon reservoir
simply yield
|〈n′,m′ |A5|n,m〉|2 = δn,n
′
2Ω1
∣∣∣〈m˜′ ∣∣∣(a1 + a†1)∣∣∣ m˜〉∣∣∣2
=
δn,n′
2Ω1
[δm′,m+1(m+ 1) + δm′,m−1m] . (D21)
Having the rates at hand, we are now finally able to com-
pute the quantities shown in Sec. VC. A visualization of
the resulting rate equation, which has a highly connected
structure, is also provided in Fig. 8.
