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Characterisation of surfaces and interfaces has for a long time been of technologi-
cal and scientific interest. However the sensitivity of this regime to perturbation and 
the high experimental tolerances required to study structures and properties at the 
nanoscale mean that some ingenuity is required in order to develop a meaningful un-
derstanding of this important region. Optical spectroscopies represent an attractive 
option for such characterisation. Such techniques are described broadly as epioptics, 
and it is these we focus on here. 
We have modelled such systems using semi-imperical methods. We apply one such 
theoretical technique, Berreman's 4x4 matrix formalism, to simulate and compare the 
results of various epioptic spectroscopies when applied to model systems. We place 
particular emphasis on 45° reflectivity spectroscopy (45DR), developed by Bleckmann 
et al., and demonstrate its potential for the study of systems with surface regions of 
mixed isotropic and anisotropic character. We also demonstrate the superior surface 
sensitivity of 45DR when compared to spectroscopic ellipsometry (SE) and show that 
45DR is inherently more stable with regards to inaccuracies in bulk data. However, we 
also reveal that practical considerations lessen the potential impact of this technique. 
We continue the application of this matrix formalism to simulate the absorption, of 
molecular species onto model surfaces. We show that reflection anisotropy spec-
troscopy (RAS) is sensitive to both molecular orientation and substrate properties, and 
that a simple polarisable dipole model,enables us to reproduce the experimental spectra 
of Goletti et al. and Weightmann et al., who studied porphyrin and DNA base molecule 
absorption respectively. We also assess the effect of optical activity on RAS spectra. 
Finally we apply the derivative model, in which surface optical spectra are related to 
perturbations of bulk electronic transitions, to noble metal (110) RAS spectra. We 
demonstrate that this model describes, consistently and accurately, the spectra of these 
intrinsically anisotropic systems. Furthermore, we show that observed transition broad- 
ening in ion-bombarded systems can be explained in terms of quantum mechanical 
uncertainty derived from roughness induced localisation of near-surface electrons. 
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Chapter 1 
Introduction 
Figure 1 .1: The (771) surface of a body centred cubic structure. Note the anisotropy inherent 
in the row alignment as well as the presence of aligned step edges. 
Surfaces and interfaces are interesting because it is there that stuff happens. Chemical 
reactions occur, things stick, reconstructions form. Symmetry breaks down, bulk band 
structure is perturbed, entirely new electronic states are created. The richness of phe-
nomena means that surface science is a vibrant, exciting field driven by accessibility, 
lack of abstraction and real world applicability. 
1 
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The diversity of the field has led to a plethora of techniques being developed to char-
acterise this subtly complex region. This project is concerned solely with those tech-
niques which probe surface properties using light in the optical. Dubbed epioptic' 
techniquesby John McGilp in 1995 [1],  in this work we model their application using 
semi-empirical methods. 
In this chapter we introduce epioptics as a subject and discuss the technique of reflec-
tion anisotropy spectroscopy (RAS) in particular detail both for illustratory purposes 
and because this technique provides the focus for much of our work here. We then go 
on to briefly outline the contents of the remainder of this thesis. 
1.1 Surfaces and Light 
Optical photons are not an obvious choice for studying surface properties. By surface 
we mean, in this context, the upper one or two layers of atoms in a crystal or other 
solid. If we consider the skin depth of metal 2 which is given by [2] 
V:::2— W/20U 	 (1.1) 
where w is the frequency of the oscillation, a the conductivity of the metal and p,, the 
permeability of free space we can calculate the typical penetration depth of an optical 
photon. Taking typical values of w = 5 x 1015 s 1 and a = 5 x 107 c1-'m-1 we find 
that 
6 2nm, 
which represents a seemingly unacceptable level of interaction with the non-surface, 
or bulk, region. This is further emphasised when considering that similar calculations 
for a typical semiconductor result in an even greater skin depth. Clearly this represents 
1 From the Greek epi-, meaning upon. 
2The skin depth is depth of penetration at which an oscillating electric field decays to 1 /e of its 
initial strength 
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a problem- while our photon will interact with the surface region (it traverses it twice 
if reflected) it will also couple with several layers of bulk crystal. Extricating surface 
information from the corresponding experimental data is therefore likely to be non-
trivial. 
We must also consider here though that this apparent non-interaction with the surface 
layer actually constitutes a benefit of epioptic techniques. Surface studies generally 
require painstaking sample preparation, and any probe which interacts strongly with 
the upper monolayer or two is as likely to destroy the surface as inspect it; in this regard 
the weak interaction of optical photons is actually an advantage. We say that epioptic 
techniques are non-destructive. 
This general theme is continued when considering another potential advantage of op-
tical techniques. While other surface sensitive techniques might be constrained by 
requirements placed on ambient conditions (for example, ultra high vacuum (UHV)), 
the (defining) characteristic of light in the visual range of the spectrum- that it travels 
through any transparent medium- means that no such requirement exists for epioptic 
techniques. This flexibility has led to epioptic techniques being exploited in a range of 
circumstances not accessible to alternative techniques. 
A final advantage of these techniques is their simplicity. The primary component of 
almost all linear (see below) techniques is a light bulb. These are indubitably cheap 
and readily available, making epioptics an almost instantly accessible field. 
We now return to the problem of surface sensitivity- how do we discern surface char -
acteristics from the bulk encrypted data any optical experiment is bound to return? We 
answer this by example, discussing the technique of reflection anisotropy spectroscopy 
(RAS) in detail. 
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1.2 Reflection anisotropy spectroscopy 
A high proportion of surfaces are optically anisotropic. This means that their optical 
response differs according to the direction of polarisation of the light to which they 
are responding. The source of this anisotropy varies. The surface might simply be 
anisotropically structured, as in figure 1.1, or might reconstruct asymmetrically. Alter -
natively, an electronic state allowed only in the surface region, called a surface state, 
might exist, and this state might have a polarity which forces it to respond only to 
light polarised in a given direction. A molecular overlayer might bond to a previously 
isotropic surface, but then might orient itself in such a way as to reduce the symmetry 
of the system, or cause anisotropic strain across its bonding sites. 
if we compare this to the bulk properties of most unperturbed substrates, which are 
generally optically isotropic, we see a difference between bulk and surface properties 
which might be exploited to isolate the latter. This is the basis of RAS, a technique 
developed in its current form by David Aspnes [3] which was quickly utilised in studies 
of semiconductor epitaxy [4, 5, 6]. 
As its name might suggest, RAS measures the difference in (complex) reflectance for 
light polarised in two orthogonaL directions, normalised to the average reflectance. 
Mathematically, we have 
Ar = 	- ry 
r 
In practice, rx and r are not measured independently, but an RA spectrometer of the 
Aspnes design [7] is used to measure the normalised difference ratiometrically. As 
we are concerned almost exclusively with theoretical aspects, we eschew experimental 
detail here and instead refer the reader to [7].  We note that all experimental spectra 
reported in this work were collected using a spectrometer of the Aspnes design. 
While equation 1.2 relates exactly the quantity measured during the RAS experiment, 
it reveals little as to its relation the physical properties of the system. As we are con- 
(1.2) 
cerned primarily with modelling, it is vital that we bridge this gap. To do this we 
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introduce a simple model, used repeatedly in surface science generally as well as this 
work. 
1 2.1 The 3-phase model 
Incident, vacuum or ambient phase 
Surface phase, thickness d 
Bulk or substrate phase 
Figure 1.2: The three-phase model. 
The 3-phase model was introduced by Macintyre and Aspnes in 1971 [8],  and its ap-
plicability to surface science is immediately obvious. It is assumed that system can be 
modelled by three distinét, discontinuous layers or phases. These layers are individu-
ally homogeneous but not necessarily isotropic and have sharp well defined interfaces. 
The 3 phases are the substrate or bulk phase, the surface layer with thickness d, and the 
incident, vacuum or ambient phase. Note that these terms will used interchangeably 
throughout this text. 
RAS and the 3-phase model 
It is relatively straightforward to calculate the reflectance of light at any angle of in-
cidence for the 3-phase system, and this analysis is outlined in chapter 3. Applying 
such a Fresnel analysis, Selci et al. [9] calculated formulae for the normalised change 
in reflectance for a change in surface properties at normal incidence for light polarised 
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in a given direction. By subtracting these formulae for light polarised in orthogonal 
directions, it is possible to show that 
Lr 	47rid € - EY 	 (1.3) 
A Eb 1 
where A is the wavelength of incident light, 	are the dielectric functions of the 
surface phase for light polarised in the x and y directions respectively and e, is the 
dielectric function of the bulk crystal. 
This is a key result in terms of this work, and in the context of RAS interpretation 
across the entire field. It allows a direct link to be drawn between experimental data 
and the physical characteristics of the system at hand 3 . Equation 1.3 is central to the 
derivative model analysis we apply in chapter 6, and its various applications to other 
optical spectroscopieg are well described in [1]. 
For more detail relating to the RAS technique and its application, particularly to sys-
tems incorporating metals, we direct the reader to [10]. 
1.3 Thesis outline 
In chapter 2 we outline the electromagnetic theory and concepts on which the major -
ity of our modelling is based. We then extend this discussion in chapter 3 to include 
the application of electromagnetism to modelling epioptical systems. Particularly, we 
discuss the Berreman matrix formalism, and show how it can used to predict spectro-
scopic parameters of arbitrarily complex systems. 
Chapter 4 applies the modelling techniques layed out in the theoretical chapters to 
compare various optical spectroscopies, particular RAS, 450  reflectometry and spec-
troscopies ellipsometry. Experimental aspects of these techniques are also discussed. 
30f course why c,, - €., takes any given form is still somewhat of a mystery; we tackle this problem, 
partially at least, later in text 
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The methodology introduced in chapter 3 is then applied to modelling systems con-
sisting of a molecular adsorbate layer atop a substrate. The effect of factors such as 
adsorbate orientation and substrate properties on RAS spectra are investigated, and the 
results used to reinterpret several experimental studies in this field. Optical activity is 
also discussed. 
Finally we explore the noble metal (110) surfaces and their associated RAS spectra. 
Spectra are discussed in terms of a bulk dependent derivative model. We then conclude 
with some suggestions for future work. 
Chapter 2 
Electromagnetic Theory 
Objects with non-zero electric charge (quarks, electrons, ions, trees) interact with other 
charged objects and do so via their associated electric fields. A charged object with 
finite velocity in a given frame will also generate a magnetic field in that frame. These 
electric and magnetic fields behave differently inside materials than in vacuo, and by,  
studying the effect a material has on these fields it is possible to glean information 
as to the nature of that material. This requires a sound theoretical understanding of 
the interaction of field and matter; the basic tenets of such an understanding will be 
described in here, following the arguments of [2],  and in the following chapter various 
(macroscopic) schemes describing the particular case of optical fields incident upon 
solid substrates of varying degrees of complexity will be outlined. 




A point charge, or a charge distribution, has associated with it an electric field, E. This 
field can be represented by field lines, with direction given by the direction of these 
lines and strength given by their spatial density. If we define the flux of E through a 
given surface as 
I(D =f
E.cia 	 (2.1) 
S 
then it is clear that this flux is proportional to the magnitude of the field; or since this 
field strength is described by the density of field lines then flux is a measure of the 
number of field lines passing through the surface. This is illustrated in figure 2.1. 
Figure 2.1: Electric field lines passing through an arbitrary surface. The flux through the 
surface is proportional to the field strength at the surface and therefore to the density of field 
lines. 
Appealing to the principle of superposition of fields, whereby the total field of a charge 
distribution is given simply by the vector sum of its constituent parts, it is trivial to 
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show that by (say) doubling the charge in our system, we double the field strength and 
therefore the flux. If we now consider our (arbitrarily shaped) surface to be closed, 
it is not a wild leap to imagine that the flux through that surface is proportional to 
the enclosed charge, 1  and this is in fact the case. This is the essence of Gauss's law, 
mathematically expressed as 
iE.da==--fdr 	 (2.2) 
where p is the charge density within the volume V enclosed by the surface S. 
It is often convenient (and always neater) to express Gauss's law in its differential form. 
By appeal to the divergence theorem it is possible to write 
E.da = f(V.E)dT 
so that 




V.E = 1 p. 	 (2.3) 
Co 
2.1.2 Magnetostatics 
The Biot-Savart law 
Magnetostatics is the study of time independent magnetic fields which are created by 
steady movements of charge, or currents. The Biot-Savart law, as well as being the 
universal bane of the undergraduate physicist, describes the magnetic field generated 
by an infinitessimal element of line current dl and is given by 
dB(r) - 
	dI(r') x (r 
47 ir-r'13 
'The question of external charge producing fields which contribute to the flux is easily dismissed- as 
the surface is closed any field line entering it must also exit somewhere resulting in zero net flux. 
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The extension to the more general case of a volume current j(r') is straightforward, 





Ir - r'3 	
dr', 	 (2.4) 
which we shall use to derive expressions for the divergence and curl of the static mag-
netic field. 
Ampere's law 
Taking the curl of equation (2.4) we have 
/ 
V x B = 	[Vx(jx( 
4ri 	. 
Yo (V(r - r') - (j.V) 	dr', 	(2.5) iJ L Hr-r' 3 ) 
where the standard vector calculus identity is used to write the 2nd equation. Rewriting 
(r - r') - iEt 
r - r'13 - 
where R = r - r' and R is the unit vector in the direction of R, the calculation of the 
first term in equation (2.5) simplifies, since for any displacement vector R we have 
= 47r53 (R), 
where 53 (R) is the Dirac delta function. It is possible (though more involved) to show 
that the second term in equation (2.5) is zero (seô [2] for details), leaving us with 
V x B = Mo  f j(r')47r83 (r - r')47 
which simplifies trivially to 
V x B(r) = 	 (2.6) 
which is named for André-Marie Ampere, who first described it 1820. 
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The divergence of the magnetic field 
If we take the divergence of both sides of eqn (2.4) and using the vector calculus 
identity V.(A x B) = B.(V x A) - A.(V x B) we see that 
(r—r')'\ 
= 
	I (ir-r 13 
. (
V xi) —: (v 
X IF —FF13)) 
dT'. 	(2.7) 
It is important to note that the integration is over r' (i.e. we are summing the contri-
butions of the various elements of the current distribution) and the divergence taken 
with respect to r, the spatial ca-ordinate. The volume current, j(r') depends only on r', 
meaning V x j = 0. A little vector calculus shows us that the cross product in the 2nd 
term in eqn (2.7) is also identically zero, giving us the important result that 
(2.8) 
2.2 Maxwell 
2.2.1 Faraday's Law 
Michael Faraday was an experimental physicist who noticed that when he moved a 
loop of wire in a magnetic field a current was generated. And when he moved the 
magnet producing the field, and kept the wire stationary, a current was also generated. 
And finally, when he altered the strength of the magnetic field, yet again a current was 
generated in the wire. Faraday had noticed that a changing magnetic field induces an 
electric field and formalised this statement by writing 
EB 	 (2.9) 
dt 
which states that the electromotive force (or potential difference) round a current loop 
or wire is equal in magnitude to the rate of change of magnetic flux through that wire 
In other terms, 
(2.10) 
ic 	dt 
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—.da 	 (2.11) iC 	Js&t 
which by Stoke's theorem becomes 
is DB [v x E da = - .9t  .da. 	 (2.12) Js  
where the area integral in the preceding 2 equations is over any open surface bounded 
by our current loop. We can now write down the differential form of Faraday's law, 
and our understanding of electromagnetism circa 1830 will be complete: 
VxE=— 	 (2.13) 
at 
2.2.2 Maxwell's equations 
Maxwell's Correction 
Equations (2.3), (2.6),(2.8) and (2.13) give us an almost complete description of elec-
tromagnetism, in both the static and dynamic cases, bar one inconsistency. Taking the 
divergence of Amperes equation gives us 
x B) = 0V.j 	 (2.14) 
which appears reasonable, until we consider the non-static case. The divergence of a 
curl is always zero, making the left hand side of the equation trivial to evaluate. The 
right hand side is more complex: in the static case the current density is steady and we 
have zero also. In the non-static regime, this is no longer the case. The behaviour of 
the current density is governed by the continuity equation, thus 
ap 
V.j = 
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and can therefore be related to the electric field via equation (2.3) to give 
V.j = — E0V.E = V. 
(_6,,1E
). 	 (2.15) 
It would seem then to be rid of our "extra" divergence in equation (2.14) we might be 
able to add [—€0aE/atl to the right hand side of equation (2.6), and this is indeed the 
case. Maxwell demonstrated this rigorously, and further realised that the four disparate 
equations all described the behaviour of one unified and complete physical entity- the 
electromagnetic field, and for this the equations collectively bear his name. 
The equations 
The equations now known as Maxwell's equations are so fundamentally important 
(generally, and to the proceeding text) that although they have been stated above we 
reproduce them here: 
V.E = 	 (2.16) 
V.B = 0 	 (2.17)
aB 
VxE = - 	 (2.18) 
at 
V x B = /i0j+i0€. 	 (2.19) at 
These equations along with suitable boundary conditions and the electromagnetic force 
law F = q(E + v + B) contain all there is to know about the electromagnetic field; all 
that remains here for us is a little book keeping, followed by their solution for our area 
of particular interest. 
2.3 Matter 
The previous discussion is not based on any special assumptions about where our elec- 
tromagnetic field is: superficially Maxwell's equations as written in the previous sec- 
tion appear to be only applicable in vacuo but this is misleading. As long as any 
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charge and/or current is properly handled these equations are in fact entirely general. 
It is however standard operating procedure when dealing with electromagnetism ex-
vacuo to rephrase Maxwell's equations in a form which contains, explicitly, the elec-
tromagnetic properties of the material in question and here we shall briefly outline the 
arguments leading to the results of this reshuffle. 
2.3.1 Charge 
Bound charge, free charge and the dipole model 
An atom consists of a positively charged nucleus surrounded by one or more negatively 
charged electrons. In the presence of an electric field, a force acts on the nucleus, 
pushing it one way, while a force in the opposite direction to this onepulls the electrons 
in the other direction. This results in an asymmetric charge distribution: the atom has 
become polarised. If we now consider a rigid collection of these atoms- a solid- it is 
obvious that this solid will itself, in the presence of an electric field, become polarised. 
We quantify this as polarisation per unit volume, and call it P. 
If we consider a tube of such polarised material we see that under suitable conditions 
one end of the tube will have net negative charge —q and the other net positive charge 
+q. If the total dipole moment is given by p = PAl (the dipole moment per unit 
volume times the volume) and also by p = qi then obviously the area charge density 
on the end of the tube is 
O•b = IA = 
	 (2.20) 
assuming that the ends of our tube are perpendicular to its length. For an 'off—cut' end 
the area becomes A cos 1 0 and the area density becomes 
q cos 0 
A =Pcos0=P.ñ. 	 (2.21) 
Since this is the charge per unit area, we have a total charge on the surface of 
qb = abA = is P.da. 	 (2.22) 





Figure 2.2: Surface polarisation charge. The direction of E ensures a non zero charge density 
at the ends of the tube. Note that in the general case E and P are not co-linear. 
While our arguments here pertain to a tube, they are in fact fairly general, and apply to 
any polarisable lump of material. If we now note that if all this charge has somehow 
accumulated on the surface, but our lump remains electrically neutral, then the quantity 
of charge on the surface must equal the quantity of charge in the bulk, so we can write 
and therefore 
is P.da = JV (V.P)dr = - f pd'r (2.23) 
Pb = -v.p (2.24) 
which will become important in our rephrasing of Maxwell's equations. 
The observant reader will have noted the b subscript present on all charge densities 
in the previous analysis, which denotes that these densities, represent bound charge; 
that is, charge which exists, and is polarisable, but is unable to move freely throughout 
our solid. And example of this might be outer shell electrons of a covalently bonded 
semiconductor crystal, or core electrons in a metallic solid. The specification obvi-
ously suggests that there exists some non-bound charge density, and indeed there does: 
typically conduction electrons in a metal. We can now write the charge denoted in 
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equation (2.3) as a sum of these 2 contributions- 
P = P1 - 	 (2.25) 
allowing us to rewrite (2.3) as 
V.E = 	- V.P. 	 (2.26) 
€0 	€0 
We have suggested that the polarisation is induced by the electric field, and this is 
indeed the case. The relationship between field and polansation depends on the polar-
isability, x, of the material in question: the polarisation is given by 
Xii X12 X13 El 
P2  60 	7(21 X22 X23 E2 	= 7(E. 	(2.27) 
P3 X31 X32 X33 E3 
Equation (2.27) explicitly displays an important property of polarisation: because x 
is a tensor and not a scalar P is not necessarily in the same direction as E, nor is it 
generally the same in all directions. 
We can now further refine our re-expression of Gauss's law, by writing (2.26) as 
V.(€0E + €o7(E) = Pf,  
and if we now define the electric displacement field, D by 
D=€0E+P=€0(1+)E€E 
we can finally re-express Gauss's law as 




While this equation contains no physical content above that present in eqn. (2.3) it 
does bundle up all the physical properties of our system into one convenient entity, 
the permittivity €, defined by equation (2.29). The dielectric tensor, c, = 	is used EO 
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frequently in the following text, where for brevity it shall be referred to exclusively 
as €, dropping the subscript. The dielectric tensor depends on the microscopic and 
electronic properties of the material in question, and knowing it allows us to quantify 
all the electromagnetic (and therefore optical) properties of that material. Additionally, 
the inverse is also true. By studying electromagnetic interactions with a solid it is 
possible to garner information relating to the dielectric tensor and to therefore infer 
structural and electronic information relating to the material. The dielectric tensor 
is often referred to as the dielectric constant, which is misleading as it varies, often 
dramatically, with numerous factors including but not limited to temperature, strain 
and most importantly in our case, the wavelength of the electromagnetic field. 
2.3.2 Currents and magnetization 
Equation (2.6) shows us that the behaviour of the magnetic field depends on the current 
density in the region of the field. In analogy to the electric field case this current density 
can be partitioned according it physical origin, allowing a restatement of Ampere's law 
more appropriate to the treatment of magnetic fields in matter. In this work we deal 
exclusively with non-magnetic materials and because of this shall discuss the subject 
briefly, eschewing detail in favour of analogy with the electrical case. 
Current density has 3 sources, in contrast to charge density: bound current density, 
whose sources are the spins and angular momenta possessed by each electron in the 
solid, polarisation current density j, whose source is the movement of charge caused 
by changing polarisation, and finally free current density j1, caused by the movement 
of free charge. As such the current density can be written as 
.J =ib +j +i1. 	 (2.31) 
As an electric field induces polarisation so too does a magnetic field induce a magnetic 
dipole moment, called the magnetisation and denoted by M, which as in the electric 
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case is related to the bound current density: 
VxM=j b . 	 (2.32) 
Combining equations (2.31) and (2.32) with Ampere's law (2.6), realising that the 
polarisation current is simply the time rate of change of the polarisation, and rewriting 




Here we have defined the magnetic auxiliary field H as H = 	- M or H = 
110 
where p is the permeability of the material, the magnetic analogue to the permittivity 
of materials defined above. It should be noted that all materials discussed in this work 
are not magnetic 2 , meaning that everywhere we have ji = p,. 
Faraday's law and equation (2.7) both have no explicit dependence on current or charge 
distributions, and as such cannot be rewritten into our new convenient, material friendly 
form. We must now end our small book keeping exercise, and our attention turns to 
solving Maxwell's equation in order to simulate the electromagnetic response of a solid 
system. To do this the key region we must consider is the interface between the vacuum 
and our system, and we shall approach this by first calculating appropriate boundary 
conditions for our equations. 
2.4 Boundary conditions 
2.4.1 The Electric field 
The integral form of Gauss's law in materials is 
i D.da = qenc 	 (2.34) 
20r at the very least have an extremely small permeability. 
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Figure 2.3: A gaussian cylinder across the boundary of two materials. 
where the integral is over a closed surface such as the pilibox across the boundary of 
materials 1 and 2 shown in figure 2.3. If we make the pilibox infinitely thin then there 
will be no volume charge within our surface, and contributions to the area integral from 
the sides of the pilibox will be negligible. This means we can rewrite, the equation in 
the limit of a very thin pilibox as 
D 1 .a - D2.a = a1a. 	 (2.35) 
The scalar product simply picks out the component of D perpendicular to the surface, 
so 
(D1 - 	= a1a, 	 (2.36) 
which says that the component of D perpendicular to the surface is discontinuous 
across a boundary by an amount equal to the surface charge density at that boundary. 
Or, if there is no surface charge, then D1 is continuous across a boundary. 
A similar analysis can be performed to find the boundary conditions for the field par-
allel to the surface, albeit using the integral form of Faraday's law which is 
E.dl == 
is 
B.da. 	 (2.37) 
If we take the closed loop referred to in the left hand side of the equation to be the loop 
shown in figure 2.4, then allow the left and right edges of that loop to shrink we can 




Figure 2.4: An Ampérian loop across the boundary of two materials. 
rewrite (2.37) as 
(E1 - E2 )111 = 0 	 (2.38) 
since the left and right sides no longer contribute to the path integral and as the area of 
the loop is effectively zero there is no magnetic flux. This important result shows that 
the electric field parallel to the boundary is unchanged across that interface. 
2.4.2 The Magnetic field 
Similar reasoning can be applied to Ampere's law and equation (2.7) in their integral 
forms. Ampere's law can be written. 
i H.dl = ir + 
jD.da 	 (2.39) 
and if we follow the analysis used for the electric field and shrink the sides of the loop 
we see that the electric displacement flux, which is proportional to the size of the area 
of the loop, goes to zero, while the only current still within the loop is the surface 
current. This is fairly straightforward to deal with; but we will neatly sidestep it here 
by making the assertion that no materials considered here incorporate any free current. 
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We can therefore write 
(H1 - H2 )11 = 0, (no free currents) 	 (2.40) 
that is, the parallel component of the auxiliary field is continuous across boundaries 
when there are no free currents present. 
To find the boundary condition for the perpendicular component of the magnetic field, 
we follow exactly the argument pertaining to the electric displacement field, outlined 
in the previous section. Here though we note that the right hand side of equation (2.7) 
is zero, allowing us to write down the result that 
(B 1 - B2 ) 1 = 0, 	 (2.41) 
or that the component of the field perpendicular to the boundary is continuous. 
We are now in a position to write down the boundary conditions of Maxwell's equa-
tions, and we do so assuming there is no free charge nor are there free currents present 
in those situations in which we are interested. For an electromagnetic field incident 
upon a boundary between materials 1 and 2 the electric and magnetic field at the bound-
ary behave according to 
= (2.42) 
Ei l E (2.43) 
Bj'- = B' (2.44) 
---B. (2.45) 
2.5 Optics 
2.5.1 The Wave Equation 
In a vacuum there are neither charges nor currents, and so Maxwells equation's sim- 
plify significantly. In this case the substitution of equation (2.3) into the derivative with 
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respect to time of equation (2.6) results in an equation of the form 
1 02 E 
(2.46) 
€0 /.L 0 8t2 
This is easily recognisable as being a form of the wave equation, and if we look for 
solutions that look like 
E = E0 expi(k.r - wt) 	 (2.47) 
we see that the wave equation is satisfied for w 2/k 2 = (e0,a0 ) 1 , which represents a 
wave propagating with a speed c = A magnetic wave equation, identical in 
form to (2.46), is also easily obtainable from Maxwell's equations and has solutions of 
identical form. Historically the discovery that the electromagnetic field propagated as a 
wave with a speed identical to that measured for light was remarkable: while taken for 
granted today, the identification of the electromagnetic field with light was a shocking 
breakthrough. The study of the propagation of such waves, particular with frequency 
in the visual region of the electromagnetic spectrum, was (and is) called optics and it 
is this subject with which we are primarily concerned. 
2.5.2 Polarisation 
Figure 2.5: Transverse polarisation and the direction of propagation. The magnitudes of the 
electric and magnetic fields are not to scale. This wave is linearly polarised in the k direction. 
The previous section demonstrated that all solutions to Maxwell's equations must be 
plane waves of the form given by equation (2.47), but the converse is not necessarily 
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true. That is, all plane waves are not necessarily solutions of Maxwell's equations. If 
our plane wave is propagating in (say) the i direction, then the requirement that the 
divergence of the magnetic and electric fields (in free space) are zero constrains E and 
B such that E B = 0. Or in other words the electromagnetic field does not have 
a component in the direction of propagation; these waves are transverse waves. This 
along with Faraday's law means we can write 
/ 0 	—aiaz a,iay ) 	( E \ 	 / B 
a/az o 	—a/ax ei_wt) E0 	= _ei_wt) B 
—a/ay a/ax 0 	 0 	 o) 
which gives us, picking non zero components, —kEg = wB and kEox = wBg , or more 
compactly B = k/wi x E.This means that E and B are in phase, with identical phase 
velocity and are aligned perpendicularly (that is, the transverse oscillations associated 
with them are separated by a spatial angle of 900).  The relative amplitude of the two 




The direction of the transverse oscillation of the electric part of the EM field is called 
the polarisation [11], and while it is not necessarily a constant for any given wave in 
almost all cases in this work we will assume linear polarisation, which means the p0-
larisation direction of the wave remains in one direction at all times and at all locations. 
This is illustrated in figure 2.5. 
The wave equation in matter 
In an insulator there are (almost by definition) neither free charge nor free cUrrents.. 
In this case, Maxwell's equations are identical to those for the vacuum case, bar the 
rescaling of €,, and by the dielectric function € and the (relative) permeability tt. 
The wave equations therefore remain identical barring this rescaling, which gives us a 








where n, the refractive index, is given by 
n = 	 (2.50) 
Since all of our materials are non-magnetic, we have Ti = 
We now have the essential ingredients to begin to describe optical interactions and 
propagation; this will be applied to several systems, with varying degrees of complex-
ity, in the next chapter. 
Chapter 3 
Optics 
We are interested in surfaces, and how we might use light of optical frequencies to 
probe and plunder those surfaces for information. To adequately model this pillaging 
it is not enough to simply write down Maxwell's equations: we must apply them (and 
particularly their boundary conditions) to a suitably realised model of our experimental 
system. This obviously becomes more difficult as our system increases in complexity, 
and we present first (following some definitions and notation) solutions for very ba-
sic systems followed by a methodology which easily encompasses a whole range of 
system parameters and features. 
3.1 The Jones Matrices 
The experiments we are primarily concerned with simulating- reflection anisotropy 
spectroscopy, spectroscopic ellipsometry, 450  reflectometry- are all reflection spectro-
scopies. That is, the basis for these techniques is the measurement of how intçraction 
with our system changes an electric field on reflection. We therefore define the (com-
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Figure 3.1: Some definitions- the plane of incidence, the angle of incidence 0 and the s- and 
p- polarisation directions. 	 - 
where E are the incident and reflected electric fields respectively. Now, we know the 
electric field has a polarisation, and since the boundary condition (equations (2.45)) 
of Maxwells laws depend on the direction of the field it is obvious that reflectances 
should depend upon polarisation. We therefore define the .s and p polarisation direc-
tions as being those directions which are perpendicular 1 and parallel to the plane of 
incidence respectively. This is illustrated in figure 3.1. We can now define the s— and 





(3.2) r = Lj. 
\ i E1=O 
1 Serçjecht is German for perpendicular [12]. 
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Figure 3.2: Geometry for a simple reflection. 
If our system is optically anisotropic, which means it has optical properties which 
depend on the direction of polarisation, it is possible that light incident with purely p-
polarisation is reflected with a polarisation component in the s direction and vice vera. 
We can now write the cross reflectances as 
r8 = (E 




which allow us to complete the Jones Matrix formalism [13] by writing 
(E;) = (r rs ) ( E:\  
E 	r r 	E) 	
(3.4) 
The techniques we mean to simulate almost exclusively measure r8 s and rpp in some 
combination and extract surface information from them. Therefore to simulate the 
techniques, we must therefore be able to calculate the reflectances. 
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3.2 Simple Systems 
3.2.1 Reflection 
The most basic system we will consider is that of light incident from a medium with 
dielectric function €. onto a substrate medium with dielectric function E2. Depending 
on the physical properties of the two media various amounts of the incident energy 
are transmitted and reflected. The geometly and notation is shown in figure 3.2. The 
i subscript refers to the incident wave while the reflected wave is referred to by the 
subscript r, while the ks are the wave vectors of the various waves. 
If we assume no free charges or currents we can apply the boundary conditions stated 
as equations (2.45), all of which result, depending on which field we consider, in equa-
tions of the form 
X1 exp i(k 1 .r - wt) + Xr exp j(kr .F - wt) = Xt exp i(k.r - wt) 	(3.5) 
where the X represent the constant, vector part of the incident, reflected and trans-
mitted waves. Because at the boundary this equation must hold everywhere and at all 
times, the exponents must be exactly equal. At the boundary, z = 0 (say) so we have 
kx + ky = k rxx + kryy = kx + kt y, 	 (3.6) 
and since this applies everywhere we have, with x = 0 and y = 0 respectively, 
= krx =k tx and k iy = kry = 	 (3.7) 
The consequence of this is that all 3 waves must all be in the same plane. 
Taking components explicitly and using equation (3.7) gives us 
k i sin Oi = kr SjflOr = kt sinO. 	 (3.8) 
Now, all three waves have the same frequency, so if k = w/v then we must have 
k2 = k r  and therefore Oz = 0r the angle of incidence equals the angle of reflection- 
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this is the law of reflection! This implies that 
sin O 	
k 
= - sin 	
n2 
= - sin Ot , 	 (3.9) 
k, n i 
which is Snell's law, or the law of refraction. 
Reflectance of s polarised light. 
Figure 3.3: Geometry of s polarised reflection. The electric field, E, is out of the page. 
We now consider how much of the wave is reflected: in other words we aim to calculate 
the reflectances defined in section 3.1. If we do this for the simple case for reflection 
between two media the generalisation to a number of successive media and interfaces 
should be straightforward and we should be well on our way to describing the optical 
response of more complicated systems. 
To do this we consider the vector part of the boundary condition equations (the expo- 
nentials cancel). If we begin by thinking about s-polarised light, we see from figure 
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3.3 that the electric field has only a tangential component, so applying the boundary 
condition for the tangential E-field we obtain 
Ei+Er Et, 	 (3.10) 
while taking tangential and normal components of the magnetic field and applying the 
suitable boundary conditions gives us 
COSOZ(B - Br) 	
COSOt 
= B 	(tangential)  
Pi 
Sjfl (9i (B + Br) = sin Ot B 	(normal). 	 (3.12) 
The magnitudes of the magnetic and electric field in any given medium are related by 
and substituting this into equation (3.12) simply gives us equation (3.10) again. Mak-
ing the substitution into equation (3.11) on the other hand gives us a second equation 
in E, allowing us to eliminate Et from (3.10). So from (3.11) we have 
(E - Er) = E 	 (3.13) 
/t 1v1 
which, on neglecting magnetic properties and noting v cx n gives us 
cos 9ni 
E = 	(E, - Er ) 	 (3.14) 
COSOtfl2 
which is easily combined with (3.10) to give (with a little algebra) 
Er 	ni COS Oi - 2 COS  Ot 	
=
(3.15) 
Ej 	 2 COS9t + fli COSi  
P-polarised reflection and the normal limit 
The analysis for light polarised in the p direction is unsurprisingly near-identical to 
that for the .s-polarised case. Essentially the roles of the E and B fields are reversed in 
the algebra, which eventually yields 
Er 	fli COS Ot - 2 COS O 
= n2 cos O + ni Cos 	
(3.16) 
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In the limit of normal incidence, Oi = Ot = 0, the concepts of 's' and 'p' become 
meaningless: we no longer have a plane of incidence to be parallel or perpendicular to. 
In this case both expressions for the reflectances simplify to 
1-ti - 
(3.17) 
ni + fl2 
3.2.2 the Three phase model and beyond 
Figure 3.4: The three phase model. Our physical system is modelled as 3 distinct homoge-
neous phases, with discontinuous boundaries. 
Now that we have expressions for the simple case of a reflection at a single interface, 
we can begin to build the complexity of our system. If we consider, instead of only 
2 media, a system in which we introduce a 3rd, intermediate layer between the two 
then we have the three phase model discussed in chapter 1. This is illustrated in figure 
3.4 which is commonly applied in theoretical interpretation of surface spectroscopies. 
F' 
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Figure 3.5: Multiple reflections in the three phase system. 
Within the three phase model the layers are commonly labelled as incident, surface and 
substrate, and we label those 1,2 and 3 respectively. If the reflectance and transmittance 
of each interface between layers i and j are given as rij and t ij respectively, then the 
total reflectance (see figure 3.5) is given by the (infinite) sum of the multiple reflections 
caused by the stratified nature of the system. We can therefore write 
r = r 12 + t 12r23 t21 + t 12 t21 r12r 3 + t12 t21 r 2 r 3 + ... 	 (3.18) 
For each passage of the wave through the surface region it undergoes a phase shift 
(relative to the primary reflection) and damping characterised by 
	
/3 = 27rm2cos02 
d 	
(3.19) 
where dis the thickness of layer 2 and m2 is its refractive index. This must be correctly 
accounted for in (3.18) as follows: 
r = r 12 + t12r23 t21 e 	+ t12 t21 r12r 3e 4 + t12 t21r 2r 3e 6 + 
00 
= r12 + 4 2 t21 e 3r 	(r23ri2e_ 2 )n 
n=O 
= T12 + 
r2342t21e2 (3.20) 
1 + r12r23e2 
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which is the exact expression for reflection within the three phase model. Similar (and 
progressively more involved) techniques exist for ever increasing numbers of phases 
or layers. Surely though, there must be a better way? 
3.2.3 More complex systems 
Matrix representation 
We are concerned here with measuring the change in a vector, E, as it interacts with our 
model system. It would make sense therefore to represent the interaction as a matrix. 
We could then write something like 
= (System Matrix) x E 	 (3.21) 
which is actually what we have been doing, implicitly, so far. We could then find for 
example the reflectivity by calculating 
iE0tI - - F([System Matrix] 3 ), 	 (3.22) 
which says that the reflectivity is given by some function of the components of the 
system matrix. 
This seems like little more than a pedantic rewrite, but if we consider a multiphase sys-
tem, with numerous, stratified layers, then it provides a convenient and elegant method 
for phrasing our analysis. If for each layer we write down some matrix describing the 
transit of the E field through it, then the boundary conditions of Maxwell's equations 
(along with some suitably defined transition matrices) allow us to calculate the opti-
cal response of the entire system by simply multiplying these matrices together in the 
appropriate order. In the notation of equation (3.21) we can write this for n layers as 
(System Matrix) = (Layer Matrix) 1 x (Layer Matrix) 2 x ... x (Layer Matrix). (3.23) 
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This is very useful. If such schemes exist2 then the ever more complicated infinite 
sums we have to deal with during the compound reflection analysis would be replaced 
by calculating the matrix for each layer then performing a simple matrix multiplication. 
We can formalise such a treatment (for the case of isotropic media only) with the use 
of a 2x2 Transform Matrix. This method, by Abeles [14] uses the transform matrix, T, 
to relate the field E(z') at z' to the field E(z") at z" when z' and z" are separated by 
an isotropic (in the x - y plane) stratified media 
E(Y) = TE(z") 





E_(z') 	= 	T2 1 T22 	E_(z"))  
Here + refer to the direction in which the wave is travelling- in figure 3.3 the +-
direction would refer to the negative z-direction and — the positive z-direction. 
The Transform Matrix can be written as the product of partial transfer matrices, TEA, 
corresponding to layer A and which depend on the thickness and dielectric function 
of the layer, and transition matrices LAB,  dictated by Maxwell's boundary conditions, 
corresponding to the interfaces between layers A and B. So for n layers, T can be 
written 
T = L12Tp2L23Tp3L34 .T_lL(_l). 	 (3.25) 
The partial transfer matrices can be found by considering the phase and amplitude 
change as light travels through the associated medium, and the transition matrices can 
be found via the Fresnel co-efficiènts at each interface. For light incident from medium 





Where T21 , 11  are elements of the general Transform Matrix. Again, the s and p compo- 
nents are uncoupled, allowing each case to be treated separately- essentially by forming 
2They do. 
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distinct matrices for each polarisation. This formalism is thoroughly described in [11] 
and [15]. 
While treating light of different polarisations separately can yield results in specific 
cases- the thin film limit RAS formula is a typical example- it is not generally appli-
cable. As soon as the polarisation vector has a component not parallel to either of the 
optical axes of the system 3 things become more complex, and are not directly soluble 
via the simple Fresnel and matrix methods described above. 
The point is that the more complex the system and its associated model, the more 
complex the analytical descriptive scheme. We need a formalism that can handle gen-
eralised, arbitrarily complex systems rigorously and effectively. We now describe a 
methodology which goes some way to meeting these requirements. 
3.3 Berreman 
We have seen that a 2x2 matrix formalism allows us to predict, in a relatively elegant 
way, the optical properties of isotropic stratified media. Anisotropy can be accounted 
for (in some cases) simply by treating differing polarisations separately and applying 
massive algebraic patience. But what about an anisotropic system where the polarisa-
tion of the incident light is not parallel to the optical axis? Or a multilayered model 
involving anisotropy? Or a multi layered model including polarisation which is ... etc. 
etc. The problem is clear. We need a methodology which can consistently treat systems 
of arbitrary complexity. 
In 1970 Teitler and Henvis [16] pioneered such a technique. Rather than now dealing 
with a single component of incoming and outgoing wave as in the Abeles treatment, 
anisotropy makes it necessary to deal with 2 components of each wave 4 This work was 
3The optical axes are the co-ordinate axes of a basis in which the dielectric tensor is diagonal 
4Either the perpendicular components of one (auxiliary) field or one each of the electric and mag-
netic constituents of the electromagnetic wave. It matters not which is chosen as both fonnulations are 
equivalent. 
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preceded by Berreman and Scheffer [17] who derived an effectively equivalent tech-
nique concurrently to Teitler and Henvis to model reflection from cholesteric liquid 
film layers, and it is this version of the technique (or at least its subsequent general-
isation [18])  that we follow initially here, with the intention of deriving a method to 
predict the reflectances and transmittances of an system with an arbitrary number of 
layers with arbitrary alignment and optical properties. 
3.3.1 Maxwell rewritten 
It is possible to rewrite Maxwell's equations, in their differential form, as a pair of 
matrix equations. For example, Faraday's and Ampere's law for electromagnetic waves 
in a medium can be condensed into a single 6x6 matrix equation which looks like 
o 0 0 0—& Ô Ex D 
o 0 0 az 0 —0, Ev  D 
o 0 0 —3 ax 0 E. 18 DX = 
(3.27) 
o 8 0 0 0 HX C8t B 
-Di 0 ax 0 0 0 Hy  B 
o 0 0 0 Hz  B 





curl 0 )  H 	C8t B 
where we write t9/0i as 3. For brevity we rewrite this equation as 
RG= 1 -C 	 (3.29) 
cot 
and if our medium is linear (we assume it is, without exception) then we can relate G 
and C by 
C=MG. 	 (3.30) 
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Our discussion of the previous chapter suggests that the matrix M should be of the 
form 	 / 
(eO 
	
M= 	 (3.31) 
 0 p ) 
where €and /iare the dielectric and susceptibility tensors respectively. However, we 
must also take into account the effects of optical activity [15] whereby a medium can 
act to rotate the polarisation vector of an electromagnetic wave propagating through 
it. This effect is parameterised by the optical activity or gyroscopic tensors p and p', 
which form the upper right and lower left quadrants of M respectively. We have thus 
formulated the problem, and must now solve it, by calculating the field variables in 
terms of the physical properties of our medium. 
We begin by defining the geometry of our system. Without loss of generality we can 
define the plane of incidence to be the x - z plane. This means the wave-vector of the 
electromagnetic wave has no y-component. Additionally, since our system is homoge-
neous in the x - y plane, the component of the wavevector k in the x direction, k, is 
constant. We can therefore write E (and similarly the B, D and H fields) as 
E = E0 expi[kx + k(z)z - wt] 	 (3.32) 
and rewrite the differential operators a/ax, 3/ôy and a/at as 
ik 
ay 	0 
This allows the curl operator to be rewritten as 
o—a 	0 
curl = 	9z 0 —ik 	 (3.33) 
0 ik 	0 
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which, if we write our generalised field vector G as G = e_tX where X is the spatial 
part, means that equation (3.29) can be written as 
0 0 0 o—a 





0 0 ik 0 X3 
MX. 	(3.34) 
0 0 0 0 
—9 0 ik. 0 0 0 
x4 
X 5 
J o —ik 00 0 0 X 6 
This means we can now write down 4 differential equations and 2 algebraic equations 
relating the spatial parts of the generalised field vector X to the physical properties of 





az X4 = — M2 X+ikX 6 , 	 (3.36) 
azX2 = — M4 X, 	 (3.37) 
and
iW 
azx1 = 	 (3.38) 
where there is an implicit sum over repeated indices, and the algebraic equations are 
- 	kX 3 = — M3 X 
and 	 (3.39) 
kX 2 = 
It is now possible to use equations (3.39) to eliminate 2 variables from the set of 4 dif- 
ferential variables. Following Berreman, we choose, somewhat arbitrarily, to eliminate 
X3 and X6, which are the z components of the electric and auxiliary magnetic fields 
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respectively. The algebra, which is straightforward but tedious, gives 
X3 = e31 X1 + c32X 2 + cX4 + c35X 5 
X6 = c61X1+c62X2+cX4+c65X5 	 (3.40) 
with the co-efficients c given by 
C31 D = M61 M 36 - M31 M 66 , 
c32D = (M62 - ck1w)M36 - M32 M66 , 
c34D = M64 M36 - M34M66 , 
C35 D = M65 M36 - (M35 + ck /w) M66 , 
c61 D = M63 M31 - M33 M61 , 	 (3.41) 
c62D = M63M32 - (M62 - ck1w)M33, 
c64D = M63 M34 - M33M64 , 
c65 D = (M35 ± ck1w)M63 - M33 M65 
where 
D = M33 1V166 - M 36 IVf63 . 
Substituting equations (3.40) into the set of differential equations, we now have 4 linear 
differential equations in our chosen field parameters. 
We are  nearing our goal now: we have first order (this is important) equations relating 
field parameters to the physical properties of the medium 5 and all that remains is to 
write them in a more compact form, and solve them. 
5Although really we have had these from the outset, courtesy of Maxwell: what we now have are a 
reduced number of them. 
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3.3.2 The L\ matrix 
It is now possible to write our newly compressed set of equations in 4x4 matrix form. 





x2 	 x2 
= —o 	 (3.42) 
-x4 _ 4 ) 
or in a more compact form, 
= 	 (3.43) 
where 8 is 4x4 matrix determined by the components of M. We now skip forward 
24 years, to the Schubert modernisation of this technique [19]. Since we utilise, ex-
clusively, the Schubert formalism in our work here it is important to reconcile the 
differences in the two approaches. Schubert defines the generalised field vector 01  
differently to Berreman, so that the components of his matrix (Li) are identical in form 
•but assume different indices. For this reason, we give here the components of 8 as well 
6To ease notational burdens quantities and objects consistent with the Schubert formalism will be in 
upper case greek, Berreman lower case. 
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as their indices within the Schubert formalism. They are: 
811 = All = M51 + (M53 + ck/w)c3 1 + M56 c61 
512 = 	14 = M55 + (M53 + ck/w)c35 + M56 c65 
513 = '.12 = M52 + (M53 + ck/w)c 32 + M56 c62 
—514 = 	13 = M54 + (M53 + ck/w)c34 + M56 c64 
521 = '-41 = M11 + M13 c31 + M16 c61 
822 = 	44 = M15 + M13 c35 + M16 c65 
523 = 	42 = M12 + M13 c32 + M16 c62 
—524 = L43 = M1 + M13 c34 + M16 c64 	 (3.44) 
—531 = 	21 = M41 + M43 c31 + M46 c61 
—532 = 	24 = M45 + M43 c35 + M46 c65 
-533 = 	22 = M42 + M43 c32 + M46 c62 
534 = 	23 = M44 + M43 c34 + M46 c64 
541 31 = M21 + M23 c31 + (M26 - ck/w)c61 
542 = 	= M25 + M23 c35 + (M26 - ck/w)c65 
543 = 	1 32 = M22 + M23 c32 + (M26 - ck/w)c62 
-844 = —A33 = M24 + M23 c34 + (M26 - ck/w)c64 
Equation (3.43) constitutes a first order differential equation in our generalised field 
vector '. This can be integrated between an initial point, z0 , and z to give 
= exp(id5)(z o ) 	 (3.45) 
where d = z - z0 is the thickness of the material through which the wave propagates. 
The prefactor, which we shall label T, is called the transfer matrix, and it projects the 
initial wavevector through the material. It is uniquely and completely defined by its 
power series expansion: 
00 
T = exp(id5) = 	(id8Y. 	 (3.46) 
n=O 
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Within the scheme as laid out by Berreman, only for a few special cases is it possible 
to exactly calculate T, and Berreman presents these in his 1972 paper. Schubert [19] 
extended the scheme to make it entirely general, and we shall discuss this below. 
The M matrix 
Now that we have written down the relation between waves at different points within 
our sample, and related them to the components of the matrix M, it is a good time to 
say a few things about the physical parameters which go to make up M. The upper left 
quadrant is the dielectric tensor, which relates the auxiliary displacement field to the 
electric field and for the general anisotropic case takes the form 
I €ox 0 0 
60 	0 EOY 0 	 (3.47) 
0 0 Eoz) 
when the x y and z axes are parallel to the principal (optical) axes of the medium. In 
the isotropic case, all directions are equivalent and we have c ox = coy =co,and the 
dielectric tensor looks like E0 = El, where I is the identity matrix. If the co-ordinate 
system alters so that the optical and geometric axes are not co-linear, then we must 
calculate the dielectric tensor in the new basis by applying appropriate rotation tensors 
to E0 , giving 
= R'(0)R 1 ()R'()EoR(')R()R(0) 	 (3.48) 
A'A 	 (3.49) 
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where R(O, ', ) are the tensors describing rotation by 0, and q about the x, y and z 




R(0) = 	0 cos9 - •sin 0 






- sin 'b 0 cos 
cos 0 - -sino 0 
R(q) = 	sin 	cosq5 0 
0 0 	1 
This all means that the upper left quadrant of M (we'll call it ME ) looks like 
/ €11 E12 613 
ME = E 	C21 C22 623 	 (3.50) 
€31 €32 €33 ) 
The lower right quadrant of M, which we shall call M, characterises the magnetic 
properties of the medium. Since we shall be dealing, without exception, with non-
magnetic materials, the relative permeability is isotropic and takes the value of unity 
everywhere. Formally we have 
M1L I. 	 (3.51) 
The optical activity of the medium dictates the form of the remaining two quadrants. 
We will (for now) assume the medium does not exhibit optical activity, and so set 
M = 	0. 	 (3.52) 
This completes the matrix, making it possible to relate field components purely in 
terms of the physical properties of the system. 
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3.3.3 Berreman and Schubert- a translation 
It is possible using the transfer matrix defined in equation (3.45) to calculate the optical 
response of an arbitrarily complex system of stratified media. Since the transfer matrix 
projects the wavevector through a single medium, propagation through 2 or more me-
dia is described by a product of transfer matrices, one for each layer. Schubert defines 
J 	 Iivr ii 
Incicident 	
z=O 	z=4 z=4 	z=c41_ 1 	z= 
Figure 3.6: The geometry of the Schubert formulation of the 4x4 matrix formalism. 
the generalised field vector W differently to Berreman. In order to make the methodol-
ogy more transparent, and more easily relate the method to spectroscopy (specifically 




4r 	 (3.53) 
E 
Epr  
and related it to the exit or transmitted field vector via a general transfer matrix vis. 
E; T2 	T22 	T23 	T24 ° I 
[E] 
= 
T12 T13 	Tl4 ][E\ [Ti1 
(3 54) 
E T31 T32 T33 T34 - E J 
E T41 	T42 	T43 	T44 0 / 
where the 2nd and 3rd rows of the right hand vector are zero as there is no back tray- 
elling wave in the substrate medium. The generalised field vectors of Schubert differ 
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blatantly from those of Berreman. To calculate the general transfer matrix in terms of 
the transfer matrices defined in equation (3.46) we must relate the p and s components 
of the electric field to E and H in the Berreman field vector. 
This is relatively straightforward, requiring a simple application of the Maxwell bound-
ary conditions at the z = 0 interface. Because our media are non-magnetic, the mag-
nitudes of electric and magnetic field are linearly related via the speed of light, and 
therefore the refractive index n,, of our incident, or ambient, medium. The components 
of the alternate versions of the field vector are therefore easily related via a system of 
linear algebraic equations in the field components, which can be expressed in vector 
form as 
	
= (La ) ij W j . 	 (3.55) 
To find I' in terms of we evidently need L' which with some simple geometry and 
algebra is found to be 
o 	1 	1/fla COSO 	0 
o i 1/fla COS0 	0 
L 1 = 	 . 	 (3.56) 
1/cosO 0 	0 	1/Tha 
—1/cosO 0 	0 	1/fla 
It should be noted that Schubert defines 'I' slightly differently to equation (3.43), with 
(Er, E, III, Hy )T = (X 1 , X 2 , X4, X5)T.  This results in a slightly different 
formulation of the A matrix in Schubert's interpretation, with components given by 
equations (3.44). We must similarly relate the transmitted wave vectors in the two 
variants: this is even simpler, as the absence of a back travelling wave in the exit 
medium reduces the number of non zero components in the exit matrix, L 1 . This 
matrix is given by 
o 	0 /i - [fla/sSifl9] 2 0 
L1= 	_______________ 	 . 	(3.57) 
- [a/sS1119I 2 0 0 	0 
0 	 0 	n, 	0 
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where n3 is the substrate refractive index. 
Generating the general transfer matrix 
We revert again to Berreman and label the Berreman transfer matrix for layer i as 
as we will from now on refer to it as the partial transfer matrix. We have, for 
monochromatic light propagating through a series of n distinct, homogeneous layers 
1I)out = 	 (3.58) 
i=n,1 
which we can write in terms of the Schubert field vector 4' as 
L14' out = fl TLa 4'out . 	 (3.59) 
i=n,1 
To calculate the general transfer matrix, T, we need to rearrange this equation into the 
form given by (3.54). Left multiplying first by (Fli=n'l T)fl 1 (T)', and 
then by the inverse of the incident matrix L a , we have 
4'. = L fi 	T4' 	 (3.60) Zn 	a 
j=1,n 
which defines our general transfer matrix. All that remains is to calculate our partial 
transfer matrices, and solve for the Jones matrix components. 
Generating the partial transfer matrices 
The partial transfer matrix for a layer of thickness d for light with frequency w is 
defined by 
T = exp 1i-dl 	 (3.61) 
L 	i 
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with A defined by equation (3.44) and given exactly, in the non magnetic, non gy-
rotropic case by 
	
—k 	—k 	0 X €33 	 X33 	 €33 
= I I. 	(3.62) o o —1 	o L 
f231 - €21 k2 - E32€22 + C23 	0 	k €32 
E33 	 x €33 	 €33 
€fl - €13 	€12 - 	
€32 	 0 —k 	I 
€33 	 €33 x€33 / 
The problem now is that in order to evaluate T, we must somehow evaluate, or cur-
tail, an infinite sum. In his 1972 paper [18] Berreman suggested a number of systems 
for which this infinite sum was analytically calculable, and obviously when d is suffi-
ciently small curtailing the expansion at 0(2) or 0(3) is not an issue. However, as our 
purpose here is to create an generally applicable methodology it is necessary to find 
some way to calculate the partial transfer matrices exactly, for the general case. 
Schubert, following Wohier et al. [20], suggested that the Caley-Hamilton theory, 
which allows a rank n matrix to be expressed in terms of a power series in its eigenval-
ues of order n —1, might be used to calculate exactly the form of the partial transfer 
matrix. As such, it is possible to write the i1h  transfer matrix as 
(3.63) 
where the {0} are the solutions of the following equations 
3 
r 	1 
, I3q3 = exp I 
L
i— qkd i] 	 (3.64) I c 
j=o 	 - 
in which {q,} are the eigenvalues of L. These equations are easily solved numerically, 
leaving us with accurate partial and general transfer matrices. Now all that remains is 
to extract the Jones matrix components. 
3.3.4 Putting it all together• 
We now have a complete description of the interaction of our model system with light, 
defined by equation 3.54. We must now solve the system of equations abbreviated by 
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equation 3.54, which is an extremely straightforward exercise in high school algebra. 
We obtain for the Jones reflection matrix components 









— - E=O 
= (Epr) 
EO = 
T41 T13 - T11T43 
T31 T13 - T33T11 
T13T31 - T21T33 
T23T31 - T21T33 
T13T21 - T23T11 
T13T31 - T33T11 
T41T33 - T43T31 
T11T33 - T13T31 
Similar equations are easily found for transmission co-efficients, and these sets of co-
efficients are trivially related to spectroscopic variables. We are now in a position 




Epioptic techniques can be categorised, somewhat arbitrarily, as surface sensitive or 
surface specific. The latter, by design, yield data only if surface properties differ to 
those of the bulk, often exploiting the symmetry properties of the sample in question, 
while the former generally rely on high experimental sensitivity and fitting to isolate 
surface information. 
Intuitively, it would seem to the surface scientist that those techniques which fall into 
the former bracket might be superior. Often however this superiority comes only with 
the sacrifice of clarity- RAS spectra are for example notoriously difficult to interpret, 
while the dielectric function of a silicon oxide surface layer obtained from fitted el-
lipsometric data is refreshingly lucid. In this chapter we briefly consider the relative 
attributes of various reflection spectroscopies and then seek to answer the question: Is 
surface specificity better, in some quantifiable way? 
We approach this by exploring the strengths and weaknesses of 45 1 reflectometry 
(45DR),an as yet under exploited surface specific technique proposed relatively re-
cently by Bleckmann and co-workers[21]. We compare this to RAS, reflectivity based 
spectroscopies and Spectroscopic Ellipsometry, an extremely well established tool for 
the study of the solid state [11] whose surface sensitivity has only recently been ex- 
50 
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ploited (see [1] for an overview). The primary results of this chapter have been pub-
lished [22]. 
4.1 450 Ret lectometry. 
0.8 
Substrate only 
-- -- 5nm surface layer 
	
0.7 
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Figure 4.1: The Reflectivity Experiment.Calculated normal incidence reflectivities are shown 
for an Si substrate with an Si0 2 film of varying thickness representing a physically distinct 
surface region. It can be seen that a surface layer of 5nm - an order of magnitude thicker than 
that which might be encountered experimentally - alters the spectrum only slightly, particularly 
at low energies where the shift is barely perceptible. Obviously as a surface science tool 
reflectivity measurements are unsatisfactory- clearly more ingenuity is required. 
Obtaining surface specificity from an optical measurement requires some degree of in-
genuity. A commOn tactic is exploitation of the reduced symmetry often found at the 
surface. Second Harmonic Generation [23] for example is a non-linear optical tech-




CHAPTER 4. REFLECTION SPECTROSCOPIES 	 52 
non-specular photons as arising from electric dipole effects which are only parity-
allowed at the surface. Such non-linear techniques are certainly powerful within their 
sphere of applicability, but are generally complicated and expensive. Here though 
the focus will be linear epioptic techniques, which are in general more flexible, more 
tractable and less expensive. 
Such a technique is Reflection Anisotropy Spectroscopy (RAS) [10], introduced in 
chapter 1, which also exploits the symmetry of the majority of substrates, here by 
measuring the difference in complex reflectance for light polarised in two orthogonal 
directions at normal incidence. Bulk symmetry means that any difference in reflectance 
must be related to the in-plane anisotropy of the surface region. However, dependence 
on lateral anisotropy leaves RAS insensitive to any surface features which are isotropic 
in this plane. 
Other approaches also allow the isolation of the surface response. While reflectivity 
experiments are not, in general, sufficiently sensitive for detailed studies of surface 
effects, as evidenced by figure(4.1), Surface Differential Reflectivity (SDR) [24, 25] 
refines the reflectivity experiment by measuring the difference in normalised reflectiv-
ity before and after the surface has undergone some modification, typically oxidation. 
Analysis of the change in the spectrum allows the extraction of surface information. 
The requirement of some external perturbation or of a reference sample limits ex-situ 
studies, rendering ab-initio exploration of surface characteristics impossible. This is 
often referred to as the base line problem. 
In order to overcome the normal insensitivity of RAS and the baseline problem of 
SDR (and spectroscopic ellipsometry- see below) Bleckmann et al. [21] developed 
a technique which exploited a particular consequence of the Fresnel equations. That 
being, that for light incident at 45° upon a homogeneous and isotropic material the 
difference between the reflectivity for p-polarised light and the squared s-reflectivity 
is exactly zero. This can be shown by considering the expressions derived in chapter 
3 for p- and s-reflectivity for a system consisting of an incident medium of refractive 
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index n1 and exit medium of refractive index n2 
TilCOSOj - flC089t 4.1 
fliCOSOj + fl2C080  
- fl2CO 8 i - fllCOSOt rp 
- fllCOSOj + fl2COSOt 
where Oi and Ot are the angles of incidence and transmission respectively. These are 
related by Snell's law 
ni sin*Oi = n2 sin Ot. 	 (4.2) 
Combining equations (4.1) and (4.2), setting 0 = ir/4 and noting that for an incident 
medium consisting of vacuum or air n 1 =1, equations 4.1 can be manipulated to show 
R=R. Obviously our assumptions- that we have a mathematically sharp interface 
between ambient and substrate- are in general incorrect, but that is the very basis of 
the procedure. Any variance of the quantity R. - A45 from zero indicates some 
departure from bulk properties at the interface region. Measurement of the difference 
z 45  thereby constitutes a surface specific measurement. It has been demonstrated [21] 
that 45DR is sensitive to silver tarnish films and as such exhibits monolayer sensi-
tivity, and that it is sensitive to the intrinsic (and well documented) anisotropy of the 
Silicon (001) surface. Indeed, it was demonstrated that the 45DR and RAS spectra for 
this system where extremely similar, establishing that 45DR exhibits the anisotropic 
sensitivity of RAS without sacrificing the ability to detect isotropic surface properties. 
That z 45  = 0 in a geometrically perfect system has long been known, and was utilised 
by Schulz and Tangerlini [26] who while determining the optical constants of the noble 
metals calculated the ratio R/R and used any deviatiOn from unity to indicate an in-
tolerably ill-prepared sample. While this procedure was later questioned by Burge and 
Bennett [27], the potential for using this built-in fresnel baseline had been established. 
As has been noted, spectral interpretation in many epioptic techniques is not straight- 
forward, and 45DR is no exception. It has been shown within the 3-phase model [8] 
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that for a biaxially anisotropic surface layer (so that the dielectric tensor of the layer is 
given by E = diag(E, 6XX ,  e)) the difference L45 is given by 
145 = —R4i/${A} 
	
(4.3) 
with A defined by 
A-{
\ 	
- - (€ - €)} B} 
(€xb) 
- 	/XX€ZZ(€b - 1) 2 
andBby 
B = ( 2 +2(Eb _1) VIC7Z '\  
xxb 
Here - R ° is the reflectivity of the (theoretical) bare bulk crystal with dielectric func-
tion 6b  and 9 denotes the imaginary part. It is immediately obvious that this expression 
is unlikely to be useful in attempting spectral interpretation. In the case of an isotropic 
surface layer (so that E = IE where I is the identity matrix) it can easily be shown that 
equation (4.3) reduces to 
/( — €b) 2  \ = -R4irV9 €(i - 
Eb) 2 ) 
(4.4) 
which, while not obviously tractable, illustrates the keen sensitivity of the technique to 
differences between the bulk and surface regions; writing the complex dielectric func- 
tions E,,b  as 	we immediately see that A45  is highly dependent on both (€—€) 
and (€ — €'). 	is obviously highly dependent on the bulk dielectric function, and 
this is in fact typical of epioptic techniques and clearly illustrates the entanglement of 
bulk and surface properties endemic in all optical measurements. It might be stated 
that the purpose of techniques such as 45DR is to marginalise the effect of this bulk 
contribution. 
In theory, then, 45DR would seem to have potential. Since its conception however 
applications have been limited. Mochan and coworkers [29, 30] noted the potential of 
45DR for the study of excitonic effects in the near surface region, and demonstrated 
computationally its benefits in comparison to straight reflectivity measurements in this 
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area. This theme was continued by Silvio-Castilla and Perez-Rodriguez, who devel-
oped extensive formulae for the interpretation of 45DR spectra [31]. For example, by 
assuming a substrate with a dominantly real dielectric function (4.4) is simplified to 
L45 	—R47r\/(fb - 1)_2 [{} - 	 (4.5) 
which was recognised as being particularly useful for the detection and characterisation 
of optical phonons [32, 33]. 
4.2 Comparison with RAS. 
Here the investigation of Bleckmann et al. is extended to confirm the sensitivity of 
45DR to both isotropic and anisotropic surface features and, further to this, demon-
strate that these contributions can be isolated. By simulating surface optical response 
of gold in a given direction by a series of n Lorentzian peaks representing oscillations 
at frequencies w, intensities §j and full widths at half maximum F 3 (we are able to 
write the elements of the (spectrally varying, diagonal) dielectric tensor of the gold 
(110) surface region as 
€[11o] = 1 
S11O]/7r 	
(4.6) (iIO] = 
	
1 + 	
w - 	+ iF 110 /2 
s,°°' /r 
€Eo01] = 1 + 	- 	+ 
Using a three-phase model consisting of a surface region of 0.5nm with dielectric ten-
sor described by equations (4.6) with parameters given by table 4.2 and substrate region 
of isotropic gold, the matrix formalism described in chapter 3 was applied and various 
spectra were calculated. This simple (but physically unrepresentative) model repro-
duces the RAS spectra of the Au(1 10) surface rather well, as evidenced by figure 4.2. 
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FTransitio (eV) S F Polarisation 
1 1.7 3.5 1.5 [iTO] 
2 2.53 0.7 1.0 [001] 
3 3.85 1.2 1.0 [001] 
Table 4.1: Parameters used in (4.6) to simulate optical response of Au(1 10) surface. 
Note that in this figure, and throughout the text, wherever a (110) surface is considered 
we define I.r/r as 
Ar = 271101 	r[00l] 	 (4.7) 
r 	r[lI0] + r(ool] 
	
0.002 - 
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Figure 4.2: A:Simulated RAS for a 3-phase system consisting of gold substrate and surface 
layer with dielectric tensor given by equation (4.6).B: Experimental Au RAS spectra. 
The model was then expanded to include a thin (0.5nm) overlayer of isotropic copper. 
Here rather than representing a particular physical phenomena the copper overlayer 
provides a convenient means of simulating a sample combining both isotropic and 
anisotropic contributions to its surface response, although experiments echoing this 
arrangement have been performed [34, 35] albeit with a palladium overlayer in place 
of Cu. 45DR spectra were simulated for the two sample orientations in which the s- 
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Figure 4.3: Simulated LI 45  for a 4-phase system consisting of Au substrate, anisotropic surface 
layer and Cu overlayer. Dashed line is /.I45  following a sample rotation of 900 
polarisation axis was parallel to the optical axes of the anisotropic layer, and the results 
are shown in figure 4.3. Comparison of figures 4.2 and 4.3 emphasise the similarity of 
RAS and 45DR spectra demonstrated in [21]. Further inspection of figure 4.3 reveals 
that under a sample rotation of 900  the 45DR signal does not invert, as the RAS spectra 
would. This is due to the sensitivity of 45DR to isotropic features, and although men-
tioned obliquely in [21] (where it was noted that the effect of an isotropic surface film 
was subtracted from measurements of surface anisotropy), here it is demonstrated that 
these contributions to the signal can be isolated and studied independently. Using the 
methodology proposed in earlier work [36] the anisotropic and isotropic components 
of the signal can be isolated as follows. Calling the signal for perpendicularly aligned 
sample orientations as .j and All and noting that the anisotropic part of the signal 
will invert under rotation while the isotropic part will remain unchanged it is possible 
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Figure 4.4: A:Simulated L45 for a three phase system with Au bulk and anisotropic surface 
layer. B:As A., but with an isotropic Cu overlayer in place of the anisotropic one. C. and D: 
anis and Ai, as defined in the text. 
to write 
&znis = 	- All 
= 	j_+/.II. 	 (4.8) 
Where L(an)js  are the contributions to A45  from the (an)isotropic parts of the surface 
response. Here it is assumed that multiple contributions to A45  s are simply summa-
tive, which is clearly not the case. However, figure 4.4 demonstrates that this naive 
approach has some merit. The upper panels show A) 45DR for 3 phase systems with 
only an anisotropic surface layer as described above and B) with a simple Cu overlayer. 
The lower panels show L(an)is  as extracted from the spectra in figure 4.3 via equations 
(4.8). The similarities between spectra A, B and the RAS spectrum in figure 4.2 are 
obvious, the only major difference being the relative intensity of the features at 2.5eV 
and 3.5eV. The implication is that while the analytical expression for L45 may be in-
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parameters produce very similar spectra, so one might expect that the machinery of 
interpretation for RAS may be well applied to 45DR. 
Panels B and D of figure 4.4 show the isotropic part of the response and again the 
similarity between the 'pure' and the extracted spectra is clear, albeit with a distinct 
downward shift of the features at high photon energy, consistent with the anisotropic 
case. Obviously this is a consequence of the assumption that the contributions to the 
signal are summative breaking down. The primary feature of the isotropic spectrum, 
at r2.5eV, coincides with a critical point energy in the bulk electronic structure, once 
again emphasising the bulk contribution to the signal. The application of a derivative 
type model whereby the effect of the surface is modelled as a perturbation on the bulk 
electronic states and results in the signal being dependent on the energy derivative of 
the bulk dielectric function (see chapter 6), may be viable, although the dependence of 
the signal on the square of the bulk dielectric function means that a simple expression 
such as that derived in the RAS case is impossible to attain. 
4.3 Reflectivity 
It has has been noted above that measurements of reflectivity alone are seldom suf-
ficient in characterising surface properties. This is demonstrated in figure 4.1 which 
shows reflectivity at normal incidence of a three phase system consisting of a Si bulk 
phase and an Si0 2 overlayer of varying thickness (which may be thought of as a tarnish 
film but whose purpose here is primarily illustrative). The spectra (and all other spec-
tra in this chapter) where calculated using the matrix formalism described in chapter 
3. Dielectric function data are those calculated by Edwards and collated by Palik in 
[37]. It is immediately obvious that for an epilayer of as much as 5nm (an order of 
magnitude thicker than a surface scientist is typically concerned with) barely modifies 
the spectra, particularly in the energy regime where the substrate is non-absorbing, 
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Figure 4.5: Solid lines: reflectivity of bare silicon substrate as a function of angle of incidence. 
Dashed lines: reflectivities following addition of a 5nm 5i0 2 epilayer. Dotted line is L45 for the 
bare substrate as a function of incidence angle. 
It is possible to enhance the surface sensitivity of the reflectivity experiment, again 
exploiting the fundamental optical properties of the solid state. Snells law for a two 
phase system, that is 
n1 sirt01 = n2 sin02 	 (4.9) 
where 01 and 02 are the angles of incidence and refraction respectively and n 1 and m2 
are the refractive indices for the incident and exit media, predicts that the reflectivity 
for p—polarised light will drop to zero for a particular incidence angle, called the Brew-
ster angle, °B•  By choosing the angle of incidence to be at (or more usually around) 
the substrate Brewster angle and measuring only the p—reflectivity it is possible to 
minimise the effect of the substrate. 
This is illustrated in figure 4.5. Here reflectivities for a fixed photon energy (3eV in 
this case) were calculated as a function of angle of incidence for the SiJSi0 2 system 
detailed above, with the Si0 2 layer having a thickness of 5nm. The Brewster angle is 
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Figure 4.6: Solid lines: reflectivity of bare Au substrate as a function of angle of incidence. 
Dashed lines: retlectivities following addition of a 5nm Cu epilayer. Dotted line is z45 for the 
bare substrate as a function of incidence angle. 
easily identifiable at 800  and it is apparent that only around this angle are the effects of 
the surface film visible. This heightened sensitivity around OB  is exploited in surface 
photo absorption (SPA) [38] in what is essentially a refinement of the SDR technique. 
For absorbing media (ie metals) the refractive index n 2 in eqn (4.9) has an imaginary 
part which results in a non-zero reflection amplitude for p—polarised light at all angles. 
• This is demonstrated in figure 4.6. 
The pseudo-Brewster angle for absorbing media is that at which the p—reflectivity is 
minimised. From figure 4.6 it can be seen for Au with photon energy 3eV this angle is 
around 630.  Further inspection of the figure reveals though that at this angle sensitivity 
to the surface layer (in this case Cu) is not enhanced. It can be concluded that tuning of 
the incidence angle for absorbing media offers no improvement in surface sensitivity. 
It is important to note that °B  is dependant on the refractive index of the substrate and 
is therefore inherently specular in nature. To achieve optimal surface sensitivity across 
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the whole spectrum would require continual retuning of the incidence angle. Obvious 
impracticalities aside, this would make interpretation of any such spectra impossible. 
This is in contrast with 45DR which has a physical basis, which is that R - Rp 
0, which is independent of the physical properties of the substrate and, by 
implication, photon energy. Further, the 'baseline' implicit in this relation negates the 
requirement for surface modulation present in most reflectivity based spectroscopies. 
This section ends with a qualification: 45DR has inherent practical flaws not present 
in the other spectroscopies discussed so far. These flaws will be addressed further on 
in the text. 
4.4 Comparison with ellipsometry 
Ellipsometry is the study of the ellipticity of light, and it is very old. When Rothen in 
1945 suggested the use of a rotating analyser to quantify the elliptical polarisation of 
light [40], he was following in the footsteps of Brewster and Drude in the 1 800s who 
were themselves treading the path lain by Snell in the 16th and 17th centuries. - 
In its current incarnation, ellipsometry measures the ratio of reflectivities for .s— and 
p— polarised light. This is called p, the ellipsometric ratio. That is, 
rp 
p= — (4.10) 
As r8 and r are complex quantities they can be written as ra = I ri I e where a can 
be either s or p. This allows us to write p as 
p = 	 (4.11) 
We can now define two important quantities, JJ = tan' I LE I and A = - ö,, which rs 
are together known as the ellipsometric angles. The ellipsometric ratio can finally be 
defined as 
p=tanWe, 	 (4.12) 
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Figure 4.7: E!lipsometric angles calculated for a 0.5nm layer of Cu on Au and for a bare Au 
substrate. 
where 'I' and A characterise the amplitude and phase of p respectively. Typically, the 
ellipsometric angles constitute the output of an ellipsometry experiment. However, it is 
also possible to relate p directly to the dielectric function of the system being studied. 
Assuming the sample is homogeneous and isotropic with a sharp interface it is possible 
to write  Pi 
= sin2 o (i + tan2 o 	- 2) 
	
(4.13) 
L 1 +P  
Here 0 is, as usual, the angle of incidence which can be altered according to the particu- 
lar requirements of the experiment. A problem arises though- real sytems are typically 
not homogeneous, nor isotropic, nor do they display sharp interfaces. In the real world 
then the dielectric function in equation (4.13) must be replaced with an effective di- 
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electric function, (f), which is the dielectric function of a homogeneous system which 
produces the same optical response as the compound system. This compound system 
might typically consist of an isotropic substrate, an isotropic interface layer, and an 
anisotropic surface layer. (Obviously, in a physical system such layers would not be 
distinct; some degree of continuity must exist. However, it is assumed here that the 
discrete model is sufficiently accurate.) 
Taking into account these various contributions to any optical signal, it is clear (€) is 
insufficient in terms of describing the physical properties of the system: there are po-
tentially ten separate quantities of interest, those being the real and imaginary parts of 
the dielectric functions of the bulk and interface layers, as well as the two independent 
components of the surface dielectric tensor, and the thicknesses of the two surface lay-
ers. Obviously some manipulation of the data is required to extract information about 
the system to a sufficient degree of detail, particularly from the point of view of the 
surface scientist. 
Extraction of surface information then comes down to somehow finding the dielec-
tric function of the sUrface layer. Typically, this is via numerical least squares fit-
ting. W and Li are determined experimentally, and a suitable model is chosen. Model 
parameters, 1x2  }, which may be the dielectric functions of bulk and surface regions, 
or the thickness of the surface layer, or a combination of these, are varied and used 
to calculate the ellipsometric angles of the model system usually using the Berreman 
formalism described in chapter 3. A (non-linear) fitting algorithm is used to minimise 




({Li - Licaic } 2 	{'T'obs - Wcalc 2 
x = + 
), 	
(4.14) 
2N —M + 1  obs 	 obs n=1 
	
where X 0b5  is the experimentally determined value of X while X1 	X({x}, O} 
is the calculated X for the model system, which is obviously dependent on the model 
parameters {x}, of which there are M. The sum is over N measurements. For such an 
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approach to be tractable, the condition N > M must be met. A surface scientist might 
be interested in the real and imaginary parts of the surface dielectric function, and the 
thickness of this region. Assuming the bulk dielectric function is known (more on 
this later), this means the fit must be for 3 parameters, requiring 3 (or more) observed 
data points. The standard ellipsometry experiment yields 2 ((€), (€) or XF, L) which 
means further data must be collected. The standard approach to this is to vary 9, 
collecting data at varying angles of incidence at each photon energy. This is called 
variable or multiple angle ellipsometry (V- or MAE) [41] and its extension across the 
entire spectral range variable angle spectroscopic ellipsometry. An excellent example 
of the latter is described in [42]. 
4.4.1 How sensitive? 
It should be noted that the fitting approach described above might be applied to any 
optical technique: the applicability of ellipsometry to surface studies derives primarily 
from its extremely high sensitivity. This is illustrated in figure 4.7 which shows calcu-
lated ellipsometric angles for a system consisting of an Au substrate with and without 
a O.Snm Cu overlayer at differing angles of incidence. In both cases the addition of the 
surface layer has a small effect on the ellipsometric angle; however the high (general) 
sensitivity of the technique does allow such changes to be detected. It is also clear 
that for both IJ and A the surface modification is more noticeable around 68°, which 
is the (approximate) pseudo-Brewster angle for Au in the optical. This is due to the 
suppression of bulk p—reflectivity at °B  and is commonly used when applying SE to 
surface studies to further enhance sensitivity. The figure also shows the surface layer 
has a greater relative effect on iJ  than L, as might be expected when the absorbing 
nature of the layer is considered. 
Figure 4.8 shows equivalent spectra for the case of an SiJSi0 2 system, calculated for 
incidence angles of 75° ( °B for Si) and 45°. Here it is noted that the addition of 




- 75 degiees incidence 
	












1 	 2 	 3 	.4 	 5 	 6 
Photon Energy (eV) 
Figure 4.8: Ellipsometric angles calculated for a 0.5nm layer of S10 2 on Si (dashed curve) and 
for a bare Si substrate (solid curve). ASpectra where calculated using data by Jellison [39] 
(dot dashed curve) and Edwards [37] dotted curve) 
the surface layer modifies Asignificantly for 0 	9B while 'I'is barely modified, and 
that such modifications are greatly reduced in both cases for 0 = 450 The key point 
to note here though is that these (very small) changes are measurable with current 
SE instrumentation, which is capable of measuring (E)to 3 decimal places [441; as 
demonstrated in figure 4.9, SE is undoubtedly monolayer sensitive. 
While SE may be sensitive to monolayer level surface modifications', unambiguous de-
termination of surface properties is troublesome. If a multi-angle approach is imprac-
tical (and it often, is) accurate determination of the surface dielectric function depends 
on exact specification of bulk properties and the .angle of incidence 0. Silicon, due 
to its industrial importance 'and general ubiquitousness is amongst the most studied 
substances in existence, and one might expect that €sj is known exactly and unambigu-
ously. This however is not the case- figure 4.9 reveals differences of around 10% in 
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Figure 4.9: esi from [42](solid curve) (€) for 0.5nm of Si0 2 on Si (dashed curve) calculated 
from optical constants in [42]. Also shown are cs i from [37](dot-dashed curve) and from [39]. 
Esi as calculated by Edwards [37], Jellison [39] and Herzinger et al. 
The effect of such ambiguity is demonstrated in figure 4.8. The lower panel shows /. 
calculated using ESi from [37] (dotted curve) and [39] (dot-dashed curve) as well as 
from [42]. In some regions the effect of the addition of a surface film (dashed curve) 
is easily distinguishable from that of altering the substrate. Elsewhere however, the 
addition of a surface layer alters the .spectrum only as much as (or less than) alter -
ation of the bulk dielectric function. This is particularly evident in the region between 
2.5eV and 3.5eV, where the surface film spectrum is virtually indistinguishable from 
the spectrum calculated using Edward's data. 
A similar phenomena was noted by Herzinger et al. [42], who found indirect evidence 
of a thin ('-'-'mm) interface region between bulk silicon and stoichiometric oxide over-
layers. However even using a multi-sample, multi-angle, multi-wavelength approach 
they were unable to distinguish between this and alternative explanations for their data, 
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for example non local contributions to the interface optical response which are explic-
itly excluded from a linear stratified model. 
4.4.2 Sensitivity vs. Specificity 
It has been previously demonstrated that all optical surface science techniques display 
a strong dependence on the bulk characteristics of the surface in question. Indeed, it 
is possible using bulk based models alone to explain RAS spectra of the noble metals 
[89]. Should it then be any surprise that bulk properties have such effect on SE spec-
tra? While the answer to this question is no, it is important to realise that this is the 
wrong question. What should be asked is this- do bulk properties have more effect on 
SE and other surface sensitive techniques than on equivalent surface specific spectro-
scopies? And how fundamental is this effect? The latter question has been answered 
above. When it is impossible to distinguish between the effects of a minor bulk alter-
ation and the addition of an epilayer, the effect must be classified as rather significant. 
This is in marked contrast to 45DR (and other surface specific techniques, although for 
clarity here the focus is on 45DR). Figure 4.10 clearly illustrates this. A45  calculated 
for a 0.5nm of Si0 2 on Si using various Esi data are shown, and it is obvious all are 
clearly distinguishable from the bare substrate case, which gives an identically zero 
spectrum for any substrate. The area in which  ellipsometry spectra were most effected 
by substrate variances is shown in detail: maximum alteration in signal because of 
bulk alterations is of order 1%, and more importantly is impossible to confuse with the 
lack of a surface region. The contrast with SE is obvious and important: 45DR has 
a clear and constant baseline and detailed knowledge of the substrate is not required 
for interpretation, while SE has a far weaker (and spectrally dependent) condition and 
without in-situ tracking of surface flux the bulk optical response must be known, ex-
actly and unambiguously, for accurate interpretation of surface properties. It seems 
then, that surface specificity. and decreased bulk dependence of 45DR constitute a def- 
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Figure 4.10: A45  calculated for a 3-phase system with 0.5nm of Si02 on Si, with esi from [42] 
(solid curve), [39] (dashed curve) and [37] (dotted curve). 
mite advantage over surface sensitive techniques. The next section illustrates this and 
explicitly quantifies the bulk dependences of 45DR and SE 
Fitting 
In order to determine specifically the error incurred in using inaccurate bulk data in the 
extraction of surface properties ellipsometric and 45DR experiments were simulated 
and surface dielectric data were extracted numerically assuming incorrect substrate 
dielectric functions. Spectra were initially calculated (via the Berreman formalism) 
using Herzinger's data, allowing A, 'I', and A45  to be calculated for the 3-phase Si0 2 
(0.5nm)- Si system discussed previously. These spectra are shown above, in figures 
4.8 and 4.10, and here they will be labelled Exp ,Exp A45Exp This "experimental" 
data was then fitted for surface properties, assuming the substrate optical response. was 
described by the data of Edwards and Jellison. Figure 4.11 shows this schematically. 
Fitting was carried out using MINUIT, a function minimisation program designed to 
numerically minimise some function f({x}) by varying the parameters {x 2 }. Here 
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INPUT PROCESS OUTPUT 
Combine Herzinger data 1 
with surface data. I 
Calculate spectral nger _
"experimantal" data. 	I 
Vary surface dielectric, 	1 
fitting for experimental  
data using alternative 	I 
ie. non- Herzinger I 
bulk data. 	 J 
Figure 4.11: Schematic of simulation/fitting described in text. 
these parameters are the real and imaginary parts of the surface dielectric function, 
ESi0 2 =E1+I€2. In the ellipsometry case the function f({x}) was defined as 
(j,Exp 
- wCalc(f 1 f 2 )\ 2
(Exp - 




where the subscript on f denotes the implicit dependence on photon energy of all the 
quantities in the equation. XpCalc  and  ACall  are the ellipsometric angles as calculated 
using the incorrect (ie. Jellison or Edwards) bulk dielectric data. This equation is 
essentially a simplification of (4.14), with the weighting changed from experimental 
error, which is inappropriate in this case, to the experimental value itself. This was to 
allow for fair goodness of fit comparison with similar calculations for 45DR. Wcatc  and 
Ca1c are computed in an identical fashion to JIEXP  and A ExP albeit using alternative 
bulk information. By minimising this function, MINUIT is able to find values for 
which best fit the experimental data within the constrictions placed upon the bulk 
data. Although referred to as fitting, this essentially represents numerical solution of 
Maxwell's Equations within the constraints of the stratified model. For simplicity it 
was assumed throughout these calculations that the film thickness is know a-priori and 
was not a variable parameter. 
A similar process was performed on the experimental 45DR spectrum. The goodness 
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of fit parameter is in this case is given by 
f(€) - 
( Exp - 
	
2 Ca1c()\ 
- 	 j45Exp 	
) , 	
(4.16) 
where there is only one contribution to the function because the imaginaly part of €sjo2 
was held fixed at zero (silicon dioxide is non-absorbing within the spectral range) to 
enable a fair comparison to be made: 45DR yields only one real quantity, so a balanced 
trial requires that only one parameter may be allowed to vary. This is reflected in the 
dependence of f on €i alone. 
The fitting algorithm was checked by initially solving for ESi02  using the correct sub-
strate data, and this, as expected, produced the correct dielectric function to an arbitrary 
degree of precision. This is shown in figure 4.12 along with the results of fitting using 
the inaccurate substrate data. 
It is immediately obvious that inversion of 45DR results (diamonds and crosses) pro-
duces more accurate surface information than the equivalent analysis using SE spectra, 
in both the Edwards and Jellison substrate cases. As the Jellison data differs less from 
the experimental data than that by Edwards, it is appropriate to consider the two cases 
separately. 
Considering primarily the real part of the surface dielectric function, the 45DR Jellison 
fit provides a reasonable approximation of the actual surface data at all wavelengths, 
with a maximum divergence of around 10% at approximately 2.5eV, and with minimal 
error at high photon energy. At very low energy (2eV) the SE fit is actually as 
accurate as that using the 45DR spectrum. However above this energy the difference 
is significantly greater, even at the region of maximum divergence for the 45DR fit, 
where the SE case still has double the error of the 45DR one. At high photon energy 
the correct and derived data diverge rapidly. The obvious implication is that SE is 
acutely sensitive to bulk effects: indeed, at some energies this sensitivity is 150 times 
that of 45DR. 
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Figure 4.12: Solid (dashed) curves show real (imaginary) parts of€so2, from [42]. Also shown 
are real and imaginary csio,, as calculated by inverting simulations using e si from [42] with ESi 
from [37] (triangles and diamonds) and [39] (circles and crosses). 
Examining the results based on the Edwards data a similar pattern emerges. 45DR 
fitting provides an acceptable reproduction of the actual data, with a maximum error 
around 2.5eV of 20%, and a convergence of the fitted and actual values at high photon 
energy similar to the Jellison case. In contrast the SE fit yields the correct order of 
magnitude, but little else, failing to reproduce the experimental data in line shape or 
magnitude. Again, errors are as high as 100 times that of 45DR. 
Consideration of the iñiaginary part of the dielectric is also revealing. Fitting using the 
Edwards data (open triangles) produces a spectrum which oscillates about the actual 
value, while inversion using the Jellison data requires a non-physical negative c2 across 
almost the entire spectral range. 
Direct relation between inaccuracy of fitted data and the size of the surface contribu- 
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tion was confirmed by repeating the previous calculations using the Edwards data and 
45DR spectra with a surface layer of mm- double the thickness used in the calcula-
tions shOwn in figure 4.12. By doubling the surface thickness, one might expect to be 
doubling the contribution of the surface to the signal, therefore reducing the relative 
effect of bulk inaccuracies. This was indeed the case, with disparities between accurate 
and fitted data reduced by a factor of roughly one half across the spectral range. 
Aside: Analytical Inversion 
By making use of the fact that Si0 2 is non absorbing in the visible spectrum, it is 
possible in invert equation (4.4) for the surface dielect ric function. Writing (4.4) as 
G'(1(Es—b)2 \= K~ 	- Eb)2) 	 (4.17) 




+ BK) ± 	+ BK) 2 ± 4ACK 2 
2KA 
(4.18) 
where the constants A, B and C are given by 
A = 










(Eb_1) 2 ) 
Once more, the effect of the bulk on optical observables is clear, even more so when 
it is considered that the constant K depends on the bulk reflectivity. Simulations of 
z 45 for 0.5nm of Si02 on Si within the thin film limit differ by only around 3% from 
those calculated via full matrix calculations. However, using equations (4.18) and 
(4.20) it is impossible to extract an approximately correct ES0 2 (even with correct es) 
unless an unphysical thin 
('-'-' 
0.01m) is used. Analytical inversion via the thin film 
limit is clearly not appropriate. 
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4.5 Experimental Considerations 
The previous discussion has been dependent on 2 assumptions- that the stratified layer 
model accurately describes the systems of interest; and that the techniques discussed 
are equally viable (and accurate) experimentally. For the sake of comparison, the for -
mer assumption is less important than the latter, since any simulatory inaccuracies are 
present for each technique and have little effect on comparison. This is not the case 
for the latter, which is, in fact, entirely untrue. Here the possible contributions to ex-
perimental accuracy are somewhat arbitrarily divided into two categories- uncertainty 
in the angle of incidence and inherent experimental error. The latter is discussed first. 
Small difference, big trouble 
The quantity L 45 is very very small. The spectra shown in figure 4.10 demonstrate 
that typical signal strength in a 45DR experiment is ri10 3 . Currently4 45  is found by 
separately measuring R 8 and R and combing the measurements to find the difference. 
This gives A45  an experimental uncertainty of 
= V4R2(6R 8 )2 + (5R) 2 . 	 (4.20) 
Modern instrumentation and a certain degree of optimism allows the measurement of 
reflectivities to a maximum precision of around iO which combined with equation 
(4.20) gives a typical uncertainty of öL 45 1.4 x 10 4 . This equates to a relative 
uncertainty of 10%, large compared even to reflectivity measurements, which have an 
equivalent relative error of less than 0.1%. Ratiometric techniques, described below, 
are significantly more precise. 
It is already established that reflectivity experiments alone make for poor surface sci- 
ence, due to insensitivity and the fact that reflectivity spectra are generally flat and 
featureless. However, in modulating external parameters (E-field, temperature, stress 
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etc.) critical point energies in the derivatives of the optical response are found. 'Mod-
ulation' techniques [43] exploit this by valying these external parameters and studying 
the associated change in reflectivity. 
Modulation techniques are generally implemented by varying the external parameter 
of interest- this may, for example, be polarisation direction (RAS, SE) or surface con-
dition (SDR)- at some angular frequency w and using a lock-in amplifier to isolate 
those elements of the optical signal with varying time dependences. The intensity of 
detected light has a time dependence described in general by I with the sum 
over the various contributions to the signal. By calculating the ratios of suitable com-
ponents I/I the (normalised) change in reflectivity due to the modulation, LR/R 
can be found. 
The primary advantage of such a technique is its minimisation of experimental error. 
if R and /R have equal relative uncertainties 6, then the relative uncertainty in their 
ratio is The difference between this and the 45DR case is clear- no matter how. 
small the ratio LR/R is, its error is proportionately smaller. This is the essence of 
ratiometric measurement. 
It is obvious, then, that ratiometric techniques such as SE, and RAS, and SDR, offer 
greater precision and are therefore fundamentally more suited to the measurement of 
small surface effects than a technique such as 45DR. In its current state, 45DR is in-
trinsically unsuited for ratiometric measurement. It may be possible to follow the lead 
of Schulz and Tangerlini [26] and derive surface information not from the difference 
L 45 but form the ratio R/R, whereby any departure form unity might be ascribed to 
surface effects: Whether this would make interpretation (which is already non-trivial) 
more complex remains to be seen, but an improvement in experimental precision of a 
factor of two hundred is certainly worth investigating. 
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Figure 4.13: A45  spectra for 0.5nm S102 on Si for 8=45.000 , 45.02 0 , 45.05 0 . 
Angles 
While the inherent experimental uncertainty of the techniques under discussion gen-
erally relates to the precision of a given experiment, any uncertainty/inaccuracy in the 
angle of incidence will systematically effect the accuracy of the results. 
The dotted curve on figure 4.1 reveals that C9A45  /30 around 45° is not negligible. This 
places obvious constraints on the specification of the incidence angle in any 45DR ex-
periment. This is quantified in figure 4.13, where it can be seen that for an angular dis-
placement of 0.05° (the typical angular uncertainty inherent in modem spectrometers 
and ellipsometers) the whole spectrum shifts by 5 x 10 4 , which is comparable with 
the absolute magnitude of the spectrum. It should be noted that although the spectrum 
undergoes a significant shift, that shift is approximately uniform and the lineshape of 
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the spectrum is preserved. This is equivalent to. an uncertainty in the zero-position for 
45DR spectra- a problem not unique to 45DR and particularly common in RAS. 
Ellipsometry also suffers from the propagation of angular uncertainties into final spec- 
tra. Rossow and Richter [44] have pointed out that an errorin 0 of 0.05° results in a 
change in (€) of 0.1. While this is a small error when compared to the corresponding 
value for 45DR, it is certainly not negligible. 
The experimental restrictions of RAS require that the ideal experimental geometry-
that of normal incidence- is untenable, and an angle of incidence of somewhere around 
30 is in fact the norm for such experiments. In this case, careless selection of the 
polarisation directions can dramatically effect the accuracy of an experiment. RAS 
measures 
Ar = 2_— 	 . (4.21) 
r 
and by identifying the x— and y— directions with the s— and p— polarisation equa-
tions an incidence angle of 3 0 a non-zero signal even with no distinct (anisotropic or 
otherwise) surface layer. This is demonstrated in figure4. 14 which shows Lr/r for a 
bare copper substrate with 0= 3 0 . 
This effect, with specular variance of an order comparable to typical RAS spectra will 
grossly effect the accuracy of RAS spectra. 
This effect is however avoidable by careful choice of experimental geometry. By 
choosing x and y to be in directions rotated 45° from the s and p directions, such 
an effect is negated. Formally, if . and pare unit vectors in the s and p directions, then 
the x and y unit vectors are given by 
= ;=Ci3—.. 	 (4.22) 
If such a rotation is combined with azimuthal realignment of the sample so that the 
optical axes are parallel with the surface projection of the polarisation axes then the 
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Figure 4.14: Ir/r for a bare Cu substrate, 0=3 0 . 
inequivalence of x and y which causes the effect shown in figure 4.14 is negated. 
This is demonstrated in figure 4.15. Simulated RAS spectra at 0° and 3° incidence are 
shown for a system consisting of a glass substrate, indium tin oxide interface and a 
polymer surface film. Theis system is used here for illustrative purposes only. The up-
per panel of the figure shows an obvious discrepancy between normal and off normal 
incidence spectra. This is to be expected using the s and p geometry. The lower panel 
shows corresponding spectra using the alternative, rotated geometry. While the sp ge-
ometry gives an error of up to 10% for non normal incidence, the rotated geometry re-
duces this tenfold, so that the size of the effect is in fact so small as to be unmeasurable 
with standard instrumentation. Similar simulations with alternative model systems, 
for example the Au-Cu system described previously, yield similar results, although 
the glass-polymer results are shown here to illustrate that this effect is independent of 










1 	 2 	 3 	 4 	 5 
Photon Energy (eV) 
Figure 4.15: RAS for an ITO-Polymer system at 00  and 30  incidence. The top figure shows 
spectra with the x- and y-polarisations in eqn (4.21) in the s-and p- directions, while the lower 
figure shows spectra for x- and y- rotated by 45 0 . 
surface thickness or model complexity. 
4.6 Summary 
It is widely regarded that the reflectivity experiment does not constitute a surface sensi-
tive measurement, and this has been demonstrated here. We have also shown, however, 
that 45 0 reflectometry spectroscopy (which essentially measures only the reflectivity), 
proposed by Bleckmann et al [21], is a versatile and potentially powerful surface spe-
cific technique. 
Comparison with RAS 
For systems involving an anisotropic surface layer, we have demonstrated using a 4x4 
matrix formalism to simulate the optical properties of model systems that not only 
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- 	can 45DR detect the surface anisotropy, but can do so (theoretically) with a signal 
strength of the same order as reflection anisotropy spectroscopy (RAS). Furthermore, 
we have demonstrated that for a system containing distinct isotropic and anisotropic 
surface features, 45DR can detect (and isolate)each with equal sensitivity- offering 
information above and beyond that offered by RAS. We also demonstrated that the 
anisotropic part of the signal extracted via equations (4.8) has a lineshape very similar 
to that of the RAS spectrum, while the isotropic signal is almost identical to that for a 
system without an additional anisotropic response. 
Ellipsometry 
It is well established that spectroscopic ellipsometry derives its high degree of surface 
sensitivity from the high precision of the experiment itself: the techniques is not inher-
ently surface specific. Surface data are typically extracted by fitting to the experimental 
spectra using the optical properties of a suitable model system as parameters. SE is, 
however, by design a bulk probe, and the coupling of bulk and surface properties in the 
experimental 'output' affect the accuracy of derived surface characteristics. 
We demonstrated this by fitting to simulated experimental data, using the surface di-
electric function as the variable parameter. We found that by using different sets of 
bulk data- each of which equally credible- varying, often dramatically incorrect sur-
face properties are found. This is in contrast with the surface specific technique 45DR, 
which yielded data an order of magnitude more accurate, demonstrating that 45DR, 
a typical surface specific technique, is inherently less sensitive to fluctuations in bulk 
properties and conversely more sensitive to the surface region. 
Experiment 
We have thus far demonstrated that 45DR has some obvious advantages over other 
more widespread techniques. The nature of the actual experiment however undermines 
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this argument somewhat. Because other techniques are ratiometric, they exhibit a 
very high degree of experimental precision and accuracy- a feature that 45DR and 
its parent the reflectivity experiment cannot match. This is due to the large relative 
error propagation inherent in subtracting two quantities to find a small difference. We 
suggested however that by measuring the ratio R/R rather than the difference it is 
able to reduce the error by a factor of around 200. 
The angular tolerance of 45DR was shown to be particularly unforgiving, but compa-
rable to the demands on the ellipsometry experiment. Furthermore, calculations show 
that without carefully selecting the experimental geometry of the RAS experiment it is 
possible to introduce a large systematic error of an order as to be irritating in the thin 
film regime but fundamentally undermining in the surface science field. 
4.7 Conclusion 
450 reflectivity, despite its experimental limitations, constitutes a potentially powerful 
tool for the analysis of surfaces and thin films. It offers simultaneous anisotropic and 
isotropic sensitivity, which is, in theory at least, comparable to RAS in the anisotropic 
case and more intrinsically surface sensitive than spectroscopic ellipsometry in the 
isotropic one. Experimental imprecision might be minimised by altering slightly the 
methodology, although this may undermine the extraction of meaningful data, while 
angular constraints are of the same order as SE and are less demanding and more 
practical than the Brewster condition required for optimum surface sensitivity on other 
reflectivity based spectroscopies. 
Chapter 5 
Molecular Adsorption 
Exploring substrate/adsorbate systems using reflection anisotropy spectroscopy is be-
coming increasingly popular as a greater emphasis is placed upon cross disciplinary 
collaboration and it becomes clear that such systems exhibit great potential in nano-
engineering and self assembly. 
Theoretical interpretation of RAS spectra of these systems is not particularly advanced. 
It is generally based around a simple dipole polarisability model, simulating the optical 
response of the molecular layer(s) with a simple harmonic oscillator of appropriate en-
ergy and width. In this chapter we present a thorough simulatory study of the substrate 
adsorbate system within this model, using the Berreman formalism to allow a rigorous 
exploration of all the variables present in this deceptively complex system. We use our 
model to reinterpret the results of Weightman et al. [61] as well as those of Goletti et 
al. [62, 63]. 
By including a non-zero gyrotropic tensor in our simulations, and incorporating the 
Faraday effect into the surface dielectric function, we go on to show that RAS presents 
us with an intriguing possibility for the study of chiral (and therefore optically active) 
surface features. 
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5.1 RAS of molecular systems 
The development of RAS as an important technique has been strongly driven by the 
desire to characterise, understand and monitor deposition processes in semiconductor 
manufacture such as molecular beam epitaxy (MBE) and metal-organic vapour phase 
epitaxy [44]. A more modem analogue of these techniques is the deposition of molec-
ular layers, a process which is becoming ever more commonplace as the potential for 
nanoengineering and self assembly at the surface becomes ever clearer. 
One of the most attractive features of systems created by this process is that the molec-
ular layers are often ordered. Big molecules have dipole moments, which, if the layer 
is ordered, will typically favour one orientation over any other. Thus such systems are 
often intrinsically anisotropic, making the application of RAS to this area an intriguing 
option. We briefly outline some such studies below. 
Experimental Work' 
Reflection anisotropy studies of the adsorption onto surfaces have been relatively com-
monplace since the mid 1990s. In 1995 Scholz et al. investigated the adsorption of 
oxygen onto the rhodium (110) surface [64], while in the same year Pemble et al. stud-
ied the change in RA signal at a single energy of Cu(1 10) under adsorption of oxygen, 
methanoic and hexanoic acid [65].  Similar work by Hoffmann et al. [66], also in 1995, 
studied the adsorption of oxygen, nitrogen and carbon monoxide onto Cu(1 10) to help 
characterise the large resonance seen at 2.1eV in the RAS spectrum of that surface. 
Differential reflectance studies carried out by Jin and co-workers [67] the following 
year also probed the Cu(1 10)/CO system. 
In each of these cases the adsorbate interacts weakly with light in the optical so the 
effect of the molecules is observed indirectly via induced changes in the optical re- 
sponse of the surface, typically via the destruction of polarised electronic .states and 
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the related reduction in peak intensities of their associated transitions [66]. Frederick 
et al. realised that the intrinsic anisotropy of an ordered molecular layer lends itself 
well to the application of RAS, especially if the constituents of the molecular layer 
couple strongly with visible light. Choosing 9-anthracene carboxylic acid [68] and 
3-thiophene carboxylate [69] as adsorbates, these workers exploited the optical ad-
sorptions of these molecules to demonstrate that it is possible to determine molecular 
orientation using RAS. More recently, Goletti et al. have studied the adsorption of por-
phyrin Langmuir-Blodgett films onto Ag, Au and quartz substrates using RAS, again 
taking advantage of the sharp optical adsorption spectrum of the chosen adsorbate 
[62, 63]. 
Martin et al. have extensively applied RAS to the study of functionalising noble metal 
surfaces via adsorption of a variety of species of molecules [70, 71, 72], and in 2006 
Weightman and coworkers presented the first study of DNA base molecules on gold 
in an electrolyte ambient [61]. Even more recently, Hu et al. studied the growth of 
para-Sexiphenyl films' on clean and oxygen terminated Cu (110) surfaces [73]. 
Theory 
Theoretical interpretation of RAS spectra for adsorbate substrate systems is generally 
phenomenological and often empirical. In [69] ab-initio DFJ' calculations where car-
ried out to determine the electronic and orientational properties of the adsorbed species 
precisely, but this level of rigour is the exception and not the norm. 
In [62] and [63] for example spectra where identified as being superficially similar to 
the energy derivative of the dielectric function of the adsorbate species, and were inter-
preted as such, albeit with little justification. Mendoza et al. [74, 75] proposed a more 
credible explanation of these results based on the polarizable dipole model (PDM) 
[76, 77], demonstrating that the local field has a key part to play in the explanation of 
RA spectra of these systems. 
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Here we apply a simplified version of the PDM, ignoring the local field and relating 
optical spectra directly to the properties of individual molecules, modelled as single 
non-interacting polarizable dipoles. Neglecting the local field allows us to quantify the 
effects of other parameters on spectra, such as the properties of the substrate, allows the 
straightforward calculation of non-RAS epioptical spectra, and we are able to assess 
the empirical lorentzian oscillator approach which Weightman et al. used to describe 
spectra reported in [61]. We describe our model in the following section. 












/ I 	V I A 
-- / I 	I••. 
0 	 1 	 2 	 3 	 4 	 5 	 6 
Photon Energy (eV) 
Figure 5.1: The real (solid curve) and imaginary (dashed curve) parts of the dielectric function 
of a lorentzian oscillator with a resonance energy of 3eV. Calculated using equations (5.2) and 
(5.6) 
Molecules often interact extremely weakly with light of optical wavelengths- that is 







gion of the spectrum. Some molecules (generally big, biological ones) do have a strong 
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adsorption, typically at one distinct photon energy, in the visible range. Modelling sys-
tems incorporating the former is simple within our methodology and generally involves 
removing any RAS feature pertaining to surface states, which are typically destroyed 
by adsorption. Modelling systems in the latter category is slightly more involved. 
A single molecule is modelled by a point dipole which absorbs light with a resonant 
frequency w0 , and which has a polarisability given by 
- 	e2f0 /m 
(0—w 2 )—iw/r 
where f0 the oscillator strength and r the lifetime of the oscillation which is inversely 
proportional to the energy width of the absorption. The constants e and m are the 
electronic charge and mass. For comparison with the literature it is convenient to 
rephrase this equation as 
S. 
a0 (w) = 
(w - w 2) - iwF/2' 
(5.2) 
where S quantifies the strength of the absorption and F its full width at half maximum 
(FWHM). Dipoles are only excited by fields with components parallel to the dipole 
moment. If we assume that the dipole moment is, for now, parallel to the z axis, then 
the polarisability tensor is given by 
000 
a= 	000 
0 0 a0 
We then have a polarisation of a single molecule in an external field E ext of 




and from the definition of the displacement field and the dielectric function, 
D = f0E ext + po fEext . 	 (5.5) 
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We now have 
	
.10 	0 
€= 	01 	0 	. 	 (5.6) 
0 0 1-+-a0 
We now make a single, very important assumption. We assume that the dielectric 
function of a collection of aligned dipoles is the same as that for an individual dipole. 
This seems reasonable, but we are explicitly omitting the local field, that is the field at 
r produced by the other dipoles in our system. This effect is important but we neglect 
it in order to quantify the effect of other system variables. 
Figure 5.1 shows the real and imaginary parts of the zz component of the dielectric 
tensor calculated in this way. In order to simulate the molecular response for non z 
aligned molecules we must rotate the dielectric tensor as detailed in chapter 3. Any 
orientation is accessible via an angular displacement from the x axis of 9 and from 
the z axis of q.  This is illustrated in figure 5.2. If the surface dielectic tensor, €, is 
Figure 5.2: Geometrical notation within the dipole model system. 
defined for a z aligned molecular layer by equation (5.6), then for an arbitrarily aligned 
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molecular layer we have 
1 0 0 	a0 sin2 0 sin2 8 	—a0 sin 2  0 sin'q cos q a0 sin 0 sin9 cosO 
= 	0 1 0 + —ac, sin2 8 cos 0 sin q 	a0 sin2 8 cos2 0 	—a0 cos 0 sin 8 cos 8 
0 0 1 	a0 sinO cos 0 sin 	—a0 sin O'cos 20 	 a0 cos2 0 
(5.7) 
which follows from the orientational discussion of chapter 3 with ' = 0 0 . 
Figure 5.3 shows the RAS spectrum calculated using the dielectric function in figure 
5.1 aligned with 0 = 00 and q5 = 45° on a glass substrate. These spectra, and all others 
in this chapter, were calculated using the 4x4 matrix methods described in chapter 
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Figure 5.3: Real (solid curve) and imaginary (dashed curve) parts of the' RAS spectrum for e 
from fig.5.1 aligned at 45 0 to the z axis. Substrate is a simple glass. 
that of the dielectric function (this is actually due to 'the transparency of the simulated 
glass substrate); and that the peak is not at the same energy as the peak in the dielectric 
function. This shift, which is in this case due to the off-axis orientation of the molecular 
layer, will be discussed in depth below as will the effect of substrate on line shape. It is 
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Figure 5.4: Real part of the RA spectrum of glass-layer system discussed in the text. The 
inconsistencies with figure 5.3 are subtle, but important. 
important to note that this shift is not predicted within the thin film RAS limit applied 
by Frederick [68] and Weightman et al. [61]. Within the 3-phase model, RAS spectra 
are calculated using the standard thin film expression, 
r 	A Eb -1 
	 (58 
with c., and €, given by equations (5.2) and (5.6) with 8, w 0 and F chosen to give the 
correct lineshape. The fundamental flaw of this technique is that it is correct only when 
cij = OVi j, that is when the absorption is aligned parallel to the x or y axis. Not 
taking possible off axis alignment into account when analysing RAS spectra may be a 
mistake. For the case of our glass/molecular. layer system, we find that if we calculate 
the RAS spectra using the thin film limit with the same parameters for peak position 
and breadth, we obtain figure 5.4. The RAS spectrum obtained using the thin film limit 
differs from that in figure 5.3 in two obvious ways. Firstly, and most clearly, the peak 
magnitude is greater, by around a factor of 2. This is because within the thin film limit 
the dipole moment is exactly parallel with the polarisation vector of incident light, 
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while in the exact case the dipole moment is parallel with the plane of polarisation, but 
rotated 45° from the polarisation vector. This results in stronger field-dipole coupling 
in the first case which in turn results in a greater optical anisotropy. The thin film limit 
over-estimates molecular RAS spectra. 
The second key difference is that the peak shift present in the initial case is not nearly so 
pronounced in the thin film case. There is still a small shift from the expected value of 
3eV (of 0.02eV) but this is caused by the effect of the substrate, present in both cases 
but insignificant compared to the shift induced by polar re-alignment. This is more 
important than the first error: absolute magnitude of RAS spectra are rarely known 
accurately, and the coupling of surface thickness, d, with surface dielectric anisotropy - 
turns the selection of surface thickness (and therefore spectrum magnitude) into edu-
cated guesswork when modelling systems such as this. This makes oscillator strength 
S somewhat arbitrary. In contrast, peak position, and lineshape in general, are cru-
cially important in the interpretation of RAS spectra, so a model which systematically 
fails to reproduce this correctly is certainly not perfect. 
If the thin film limit fails to correctly predict line shape then fitting to experimental data 
using this methodology has potential for error. Weightman et al. took this approach 
in [61], in which the adsorption of cytosine and ciridine 5'-monophosphate onto the 
gold (110) surface by electrolysis was studied by RAS. The RA signal of the Au(l 10) 
surface was firstly simulated using the methodology described in section 3. While this 
approach has debatable physical justification, it does provide a convenient sytern for 
parameterising the RAS lineshape. Molecular response was then simulated using a 
series of peaks (each molecule has 2 non-trivial distinct dipole moments) of the form 
1+ 	
S/u 
(5.9) =  
wo - w + i1F/2 
combined with the thin film limit expression for RAS. There is an implicit assumption 
here that the RAS spectrum of a series of layers on a substrate is equal to the sum of 
the RAS signals of a series of identical single layers on the same substrate. This is, 
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within the thin film limit and assuming that all layers have equal thickness, true, and 
our calculations within the Berreman formalism that this is (to a reasonable degree of 
precision) correct in this case also. It does however make fitting for intensity of spectra 
somewhat arbitrary. 
Use of the incorrect formula for calculating the polarisability slightly undermines the 
analysis of Weightman et al., although it is interesting to note that within this frame-
work the peak positions, w0 , associated with the molecular transitions were found to 
be offset from the theoretical positions by 0.31eV and 0.1eV. This is likely due to a 
combination of heavy substrate screening and the failure of the 3 phase model to take 
into account out of plane dipole moment components, forcing it to predict incorrect 
resonance energies. These effects will be discussed in the forthcoming text. 
5.3 Epioptical molecular modelling 
5.3.1 Substrate Dependence 
In chapter 4 the large effect of substrate properties on optical spectra was discussed. 
While it is possible to marginalise this contribution, it is impossible to negate it entirely-
the penetration of optical photons into metals and semiconductors is unavoidable, mak-
ing the intrinsic coupling of bulk and surface properties in all optical spectroscopies 
a fact of life. Polarisable dipole models incorporating the local field include substrate 
effects only in a screening factor in the calculation of image dipole effects 1 , but in-
teraction of light with the substrate is, in the formulation of Mendoza [75],  explicitly 
neglected. 
The importance of the bulk contribution within this model is demonstrated by figure 
5.6. Here we have repeated the calculation used to produce figure 5.3 albeit using as 
'In the general PDM bulk effects are included by sununing the dipole contributions of many layers 
of dipoles. This is not the case in the application to modelling molecular systems however. 
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Figure 5.5: Real (solid curve) and imaginary (dashed curve) parts of the RAS spectrum for 
from fig.5.1 aligned at 45 0 to the z axis, with Si bulk dielectric data from [42] 
substrate Si, with dielectric data taken from [42]. While the general profile is similar, in 
each case, the peak is red-shifted for the silicon substrate while the intensity is reduced 
across the spectral range. 
The differences between the spectra are qualitatively explained by figure 5.6. The 
bulk properties are clearly different in each case. Features in the Si function might be 
related to the change in general line shape, while the relative difference in magnitude 
is likely related to the difference in magnitude of the respective RA spectra. It is not 
clear exactly how these are related so we seek to explore this here. 
We begin considering an extremely simple system. We calculate the RAS of a layer 
with EY = = 1 and c that shown in figure 5.1, which has resonant energy given 
by E0 = hu.' 0 = 3eV, width characterised by 1/w 0r = 0.25 and the effectively ar-
bitrary magnitude was chosen so as produce a RAS spectra of reasonable magnitude, 
with thickness d = mm. The dipole moment was kept parallel to the x axis so as to 
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Figure 5.6: Real (solid curve) and imaginary (dashed curve) parts of the dielectric functions of 
Glass (top panel) and Silicon (lower panel) 
minimise the number of variables to consider as well as allowing the use of the thin 
film limit in analysing our results. 
The substrate dielectric for this system was varied and RAS calculated using the Berre-
man matrix formalism for each new set of dielectric data. In each case the substrate 
dielectric was held constant across the entire spectral range in order to ease interpreta-
tion. 
We initially considered a substrate with a purely real refractive index. Although such 
substrates are rarely used in practise experiments using transparent substrates have 
taken place, such as the porphyrin/quartz studies presented in [62], and a purely real 
dielectric function represents an approximation to this system. More importantly, it is 
a useful limiting case to c ,nsider as a starting point. 
The results of these simulations are shown in figure 5.7. It is immediately apparent that 
there is no shift in peak position from that of the dipole resonance. This implies that 
- 	peak energy shifts caused by substrate properties require the substrate to be absorbing 
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Figure 5.7: Simulated Re(zr/r) for a molecular layer on a substrate with n = 2,4, 6,8. 
to some degree. We discuss this briefly in terms of the three phase thin film limit below. 
It is also immediately apparent that increasing the refractive index of the substrate re-
duces the amplitude of the observed spectra. Because we chose to orient our molecular 
layer with the transition parallel to the surface and the x-direction, we are able to use 
the thin film limit to describe our spectra. The RAS signal is given by 
which can be rewritten as 
AT 	.€ - Ey oc i 
r €bl 
(5.10) 
r 	\b — lJ 
where c is given by equation (5.2). Since we have 6b = n2 , then the relative intensity 
of spectra i and j for a substrate with purely real dielectric substrate is given by 
I 	n2 -1 
(5.12) 
Ii ni—i 
Consideration of relative peak heights in figure 5.7 confirms this: we have, for exam- 
ple, 1fl 2/1fl 6 = 0.028/0.0025 = 11.2 35/3, and a similar result for any other pair 
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of spectra. We must now add a caveat to a rather sweeping assertion made earlier in 
the text: that is, that the thin film limit does underestimate intensity, but only when the 
absorption is not parallel to the surface plane. 
We also note that the thin film limit expects the RAS spectra to be proportional to ia0 , 
so that the real part of the RAS signal is proportional to the imaginary part of a 0 , which 
implies there should be no shift in peak position which is what we see in figure 5.7. 
We now consider the effect of an absorbing substrate- that is one with a complex re-
fractive index and dielectric function. We follow the same methodology as previously, 
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Figure 5.8: Simulated Re(1r/r) for a molecular layer on a substrate with varying complex 
dielectric functions 
As the absorption of the substrate increases, we see two effects- the peak height is blue 
shifted while the spectra evolve from peak like to derivative like. We can again explain 
these effects in terms of the thin film limit of the three phase limit. Again our spectra 
are described by equation (5.10), although in this case Eb  is no longer real. If we rewrite 
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the equation as 
Lr 	. 	 S 
cx (5.13) - 
r (Eb - 1)(1 - (w/w0)2 -  
and express 6b  as Eb = €' + i€" it is straightforward to show that the denominator of 
equation (5.13) is given by 
D= 
1 (w' 2 ,(w'1 +i 
E" +E' (_ 	_E" (_) .(5.14) 
\W 0 J 	\W o J W 0T 	 \. W o J W 0T 
The real term will determine the position of maximum RA signal, while the imaginary 
term will determine the lineshape. To find the shifted peak position , we must set 
RD 0, and solve the resultant quadratic equation to find 
(5.15) 
w0 	2€w 0 'r 	4 €w,'rj 
It is immediately apparent that this formula predicts no peak shift for a purely real bulk 
dielectric function. Inserting the parameters used to calculate the spectra shown figure 
5.8 and choosing, say, €' = 4 and &' = 5 we find w1w 0 = 1.058, which gives since 
energy is proportional to frequency Epeak = 1.058E0 , and with E0 = 3eV 
öEpeak = 0.175eV 	 (5.16) 
while the figure suggests a shift of 0.1 eV. While the complexity of D makes this anal-
ysis somewhat naive and certainly imprecise this does give a qualitative feel for the 
origins of the peak shifts. The inaccuracy in predicting the shift is certainly due to 
the complexity of the imaginary term in equation (5.14). As &" increases this term 
becomes increasingly dependent on the square of the ratio w1w 0 , making our analy-
sis, essentially treating the RAS spectra as lorentzian peaks themselves, increasingly 
inaccurate. This is reflected in increasingly erroneous predictions of peak shift as 
increases. 
The shift in line shape from peak like to derivative like as €" increases can also be 
explained qualitatively. Rewriting the thin film RAS limit again, this time as 
Lr 
cx za 0 (E - 1) 	 (5.17) 
r 
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means we can write the real part as being proportional to 
Lr 
oc (€"1(ci) - ( E' - 1)(a0)). 	 (5.18) 
We see f" /e' increases, the real part of c, becomes progressively more dominant on de-
termining lineshape, which, along with figure 5.1 explains the evolution to a derivative 
like spectrum. 
Thin molecular films 
In [62] and [63] it was reported that during continued deposition of Langmuir-Blodgett 
and Langmuir-Schaeffer films onto quartz, silver and gold substrates that after the de-
position of 8-10 nominal monolayers a transition in line shape of the observed RAS 
spectra occurred, evolving from a peak like shape, essentially proportional the ob-
served optical absorption of the molecule, to a derivative like line shape. This was 
initially attributed to the signal being related to the derivative of the molecular dielec-
tric function [62], as well as orientational changes in the molecular layers [63]. This 
was later assigned to local field effects in [74]. 
We have demonstrated above a similar phenomenon- the shift from peak-like to derivative-
like lineshape- and suggest that the line shape changes reported in these papers may 
simply attributed to macroscopic changes in the system, whereby as the surface film - 
becomes increasingly thick, the substrate response becomes progressively less impor-
tant, essentially redesignating the deposited layer as the substrate. In the case of por-
phyrin on quartz for example the initial deposition (onto a non-absorbing, transparent 
substrate) would be expected to exhibit peak like RAS spectra if, as suggested in [63], 
the molecular response is modelled as a Lorentzian oscillator. Figure 5.7 illustrates the 
RAS spectra of such a system. As the thickness of the film is increased however, the 
bulk contribution is marginalised and the complex, anisotropic dielectric function of 
the molecular overlayers becomes the dominant factor, resulting in a shift to a deriva-
tive like spectrum. 
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We note that Goletti et al. did incorporate the shift from bulk to layer dominated prop-
erties in their model, but suggest the introduction of the layer derivative dielectric func-
tion was a needless complication necessitated by the use of the thin film limit in their 
model, which requires an isotropic substrate and surface layer with thickness d << ), 
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Figure 5.9: RAS of a simulated porphyrin layer on a quartz substrate. 
Modelling the system using the dielectric function of glass to represent quartz and a 
molecular layer dielectric function given by e y  = - 1, e = a0 with the parameters 
in a0 chosen to be consistent with figure 1 in [62] and assuming a nominal thickness 
of 5nm per monolayer, we simulated spectra in order to compare our model with the 
experimental data in [62] and the behaviour described in [63]. Figure 5.9 shows the 
calculated spectrum for 20 monolayers (i.e. a molecular film of thickness lOOnm) 
which, acknowledging the arbitrary nature of sign and overall magnitude in this proce- 
dure, reproduces the result of [62], in particular figure 2 of that work. While lineshape 
is not reproduced exactly, the key features are replicated surprisingly well considering 
the simplicity of our model. the spectrum shown here compares particularly well with 
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the model spectrum presented in that figure. 
In order to replicate the behaviour reported in [63] we then simulated spectra as cover- 
age was increased from two up to eight monolayers. These spectra are shown in figure 
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Figure 5.10: Real part of the RAS spectrum for molecular layers on a glass substrate. 
tra. The spectra remain predominately peak like until 12ML coverage, whereupon 
the spectra becomes predominantly derivative like. This is directly comparable to the 
findings of Goletti et al. in [63], in which a similar system albeit with a gold substrate 
was explored. It is also interesting to note that this entirely macroscopic, inherently 
simple model, predicts many of the features predicted by Castilla et al. [74] using the 
less intuitive local field polarizable dipole model. 
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5.4 Angular Dependence 
We have seen so far that our model predicts shifts in RAS resonances which depend 
on the physical properties of our substrate. Intuition suggests that the orientation of 
the molecular layer will also have an important effect on lineshape. If the resonance is 
parallel to the z axis we would expect an identically zero RAS response. Conversely, 
if the resonance is aligned with the x or y axis we expect a maximised signal. Since 
we would not predict a step like change at some intermediate alignment it must be 
assumed that spectral lineshape varies with alignment, and in this section we aim to 
explore this dependence. 
Glass and copper substrates 
We continue with the methodology of the previous section, modelling a simple system 
consisting of mm molecular layer with parameters identical to those used in the pre-
vious section. We initially choose a glass substrate to ease interpretation. Results are 
shown in figure 5.11. 
As 0 travels from 90° (aligned with the x axis, to 10° there is a continued blue shift of 
resonance energy. Analytical expressions for the RAS spectra are intractable within 
this model (off-diagonal dielectric tensor elements make a standard Fresnel analysis 
impossible, necessitating our numerical calculations) so we assume a phenomenologi-
cal approach here. 
We see two changes in the RAS spectrum as orientation changes. Firstly, we note 
a reduction in intensity as 0 decreases. The primary mechanism for this is the mis-
alignment of dipole moment with optical polarisation direction, resulting in reduced 
coupling of x polarised light with the molecular layer. This effect is artificially magni-
fied within this analysis however, as reduction of 0 would result in an increase in layer 
thickness d by a factor of sin 0. Since within the thin film limit (which with a surface 















/ , / •/ •1 	•.,° 
2 	 3 	 4 
Photon Energy (eV) 
Figure 5.11: J?zr/r for variously aligned layers on a glass substrate.O runs from 900 to 100, 
as peak position goes from 3eV to 3.4eV, in increments of 10 0 . 
thickness of mm << A is easily applicable in this case) RAS signal is proportional to 
surface thickness, our spectra are artificially scaled by a factor of 1/ sin 0. This must 
be taken into account if this model is applied in future. 
While lineshape remains essentially peaklike as 0 is altered, it is interesting to note that, 
in common with substrate changes, the energy of this peak alters as angle is changed, 
in this case to higher photon energy as the dipole moment aligns with the z axis. This 
shift is not linear in 0, and is plotted in figure 5.12. 
If the observed peak shift is a function of angle alone, then there would be obvious 
potential in relating such resonance changes directly to physical orientation during 
experimental studies. Unfortunately, experience dictates that these shifts should also 
have a sensitive dependence on substrate properties, and this is indeed the case. Figure 
5.13 shows the results of calculations identical to those shown in figure 5.11, albeit 
carried out using a Cu model substrate. 
It is immediately apparent on inspection of figure 5.13 that a change in substrate dra 
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Figure 5.12: Resonance energy shift against 0 
matically alters the properties of the spectra. As well as an obvious change to a partly 
derivative like lineshape (for all angles) it is also clear that the resonance shifts are 
inconsistent with those in the glass substrate case. It is particularly interesting to note 
that for 0 > 50° the shift is negative and the peak is red-shifted. This red shift was not 
observed in the glass substrate case, even with an identical surface layer and empha-
sises the importance of taking substrate effects into account when modelling optical 
spectra. The ease with which this can be implemented is one of the strengths of this 
particular model, and by properly accounting for the influence of the substrate it is pos-
sible that this model represents a potentially powerful tool for the determination of the 
physical properties of adsorbed molecular layers. We explore this in the next section. 
DNA on gold: orientation from Berreman 
Variation of RAS spectra with orientation has been demonstrated theoretically by Men- 
doza et al. [75], in particular the effect of the local field on resonance energy, and 
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Figure 5.13: R.r/r for variously aligned layers on a copper substrate. 
experimentally (albeit indirectly) by Weightman et al. in [61]. In the latter, as de- 
scribed briefly above, the RAS spectra were measured before and after the adsorption 
of the DNA base molecules cytosine (C) and cytidine 50-monophosphate (CMP) onto 
Au(1 10). Cancellation of the RAS signal for polarisation directions rotated 45 0 from 
the optical axes indicated that the optical absorptions associated with the molecules 
(each molecule has two energetically distinct transitions) are aligned with one of the 
optical axes. Modelling the absorptions as lorentzian oscillators and applying the thin 
film limit2 expression for RAS spectra confirmed that these transitions were aligned 
with the (110) direction. 
Density functional theory (DFT) calculations predict ir - ir  transitions with energies 
4.7(3)eV and 5.6(3)eV [78, 79] for C, but in order to fit correctly to the C/Au RAS 
spectrum Weightman et at. found transition positions of 4.29(5)eV and 5.5(1)eV where 
necessary. As the 3-phase, thin film limit does take substrate effects into consideration 
2 Since the expression used in this limit is dependent on a 3 phase system this approach is not actually 
correct. However, the only non-trivial result of this is that the amplitudes of the Lorentzian transitions 
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Figure 5.14: Left: Figure 3 from  [61] in which spectrum 6 is the RAS contribution attributed to 
the molecular C layer. Right: Simulated RAS of a molecular layer with an absorption at 4.7eV. 
Orientation of absorption is 9 = 900, with 9 reducing by 100  with each spectrum. The best fit 
to spectrum 6 in the left hand figure is to be found between 70° and 60 1 . 
(see above) this disparity in resonance energy may be due to orientational effects, and 
we explore this here. 
While the formula chosen to describe the Lorentzian transitions in [61] is incompati-
ble with our model, it is possible to compare our orientation dependent RAS spectra 
with the lineshapes reported in [61] as being derived from each separate transition. 
Figure 5.14 shows spectra calculated using an Au substrate (with data from [80] and a 
molecular layer with a resonance energy of 4.7eV and a width given by wr = 0.18. 
We see immediately that this model recreates the line shape of spectrum 6 in the left 
hand panel of figure 5.14 rather well, and importantly, using parameters consistent 
with those known for the C molecule. The position of the 4.1eV peak in spectrum 
6 is best matched by the 50° model spectrum. However this fails to predict correctly 
the y intercept, which is better reproduced by the 60° and 70 0 spectra. Indeed, the 
resolution of the dielectric data makes exact peak position impossible to distinguish 
precisely, and both the 60 0 and 70° spectra suggest a peak position of between 4eV and 
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4.13eV which implies that the actual orientation lies somewhere between these values. 
We suggest then that the 4.7eV transition of the C molecule is aligned at 65(5)° to 
the surface normal. Lack of high definition Au data at higher photon energy makes a 
similar analysis for the second, higher energy C absorption impossible. 
5.5 Optical Activity 
Many biologically important molecules are chiral. A chiral object is one which is dis-
tinguishable from its mirror image. For example, your right hand is chiral, but your 
nose (hopefully) isn't. Mathematically, an object is chiral if its symmetry group con-
tains an orientation reversing isometry. Chemically, molecules are regarded as chiral 
if it is impossible to superimpose a molecule on its isomeric mirror image. Such pairs 
are called enantiomers, and the two enantiomers of tartaric acid, a chiral molecule, are 









Figure 5.15: The enantiomers of naturally occurring tartaric acid: left is levotartaric acid, right 
dextrotartaric acid. 
While chirality appears superficially to be a chemical triviality, nothing could be fur -
ther from the truth. An often quoted example is that of thalidomide, of which one 
enantiomer functions as a treatment for morning sickness, while the other causes birth 
defects. Clearly, and tragically, the two effects are incompatible, so the understanding 
and separation of enantiomers is particularly vital in this case. 3 
3Although even enantiomeric separation is insufficient in this case as post separation transgenesis 
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It is obvious, then, that the study of chiral molecules is vital to understanding many 
biological processes. The study of chirally modified surfaces also has important appli-
cations in the fields of as enantio-selective catalysis. One such system, charaçterised 
by the adsorption of non-racemic (racemic mixes contain equal numbers of both enan-
tiomers) tartaric acid onto Cu(1 10), has been extensively studied using STM [82, 83], 
and tentatively probed using RAS [81], where the system was modelled very basically 
and it was suggested that azimuth dependent RAS (ADRAS) [84] may be useful in 
exploring the properties of this and similar systems. 
Conventional RAS and ADRAS, and their associated theoretical frameworks, have 
typically been concerned with measuring the surface anisotropy as defined by the dif-
ference in dielectric function in two perpendicular directions. In order to completely 
describe the systems we have been attempting to model it is important we quantify the 
effects of another feature of chiral molecules: that of optical activity. When linearly 
polarised light propagates through an optically active medium, for example a solution 
of a chiral molecules (sugar solutions for example), the polarisation vector of that light 
is rotated. This effect is small when considered in the context of a surface layer of 
nanometre scale, but in the thin film regime it is possible that a full treatment of the 
optical system requires that optical rotation be taken into account. It is also important 
to note that some crystals are optically active, quartz being the most common, so it is 
important to quantify the potential effect of this phenomenon. We therefore seek to 
identify the effect of optical activity on RAS spectra in order to analyse the importance 
of including this phenomena in our model. 
Optical activity is similar in effect to another phenomenon, known as the Faraday 
effect, whereby light travelling through a medium in the presence of a magnetic field 
has its polarisation vector rotated. Modelling a system incorporating the Faraday effect 
is more straightforward than including optical activity (and has potential applications 
of its own) so we shall initially explore the effect of this phenomenon on RAS spectra. 
from one enantiomer species to the other is possible 
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The Faraday effect 	 - 
The Faraday effect is easily introduced to our existing Berreman formalism 4. An 
isotropic medium of dielectric function € in the presence of a magnetic field in the 
z direction has a dielectric tensor given by 
€ igO 
€ 	—ig € 0 	 (5.19) 
00€ 
where g is the z component of the gyration vector g, given in this case by 
0 
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Figure 5.16: JILr/r for a magnetised Cu layer on a Cu substrate. 
4In fact, Berreman treated a very similar system in [18]. 
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components of the dielectric tensor are proportional to the applied magnetic field. Cal-
culating Ir/r for a Cu substrate and a mm magnetised Cu surface layer, we find the 
spectrum shown in figure 5.16. This is for illustratory purposes only, and as such we 
have chosen g = 1for all photon energies. This system is unphysical: g would in 
general be significantly smaller, while the whole sample would be magnetised and not 
simply a mm layer at the substrate/ambient interface. We choose this configuration to 
emphasise the analogy with an optically active surface film, and note that the signal is 
proportional to both g and, in the thin film limit, d, so reducing g in conjunction with 
a proportional scaling of surface layer thickness would produce a similar spectrum. 
We note that even though our system is isotropic, Lr/r is non-zero across the spec-
tral range. We are actually measuring an effect called the magneto optical Kerr ef-
fect (MOKE), whereby circularly polarised light has a speed in a magnetised medium 
which depends on its handedness (ie the direction of its rotation). MOKE in surfaces 
has been well studied [85],  and this phenomenon has recently been explored in con-
junction with RAS [86]. Using a conventional RAS spectrometer, it is possible to 
measure the MOKE and RAS signals simultaneously. The traditionally defined RAS 
spectrum is found by reversing the direction of the magnetisation (ie. reversing g) and 
taking the average of the two spectra. 
Since we have included no physical anisotropy in our model system, such a procedure 
should, and does, give zero RAS signal. This demonstrates that a naive experimentalist 
might mistake magneto-optical effects for actual anisotropy, and implies that optical 
activity, which similarly rotates the polarisation axis of propagating light, may have a 
similar effect. We explore this now. 
Calculating RAS for optically active layers 
Incorporating the effects of optical activity into the Berreman formalism is reasonably 
straightforward, and involves including a non-zero gyroscopic tensor in the upper right 
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quadrant of the matrix M matrix defined in chapter 3. This results in a modified differ -
ential transfer matrix, Li', which for the general case of arbitrarily anisotropic optical 
activity , described by a gyroscopic tensor g, has the following modified components 
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where Aij is the ijth component of the original differential transfer matrix, defined 
in chapter 3. The remaining components of Lare unchanged by the incorporation of 
gyroscopic effects. 
Spectra are then calculated as described in chapter 3. 
Quartz 
Gyrotropic tensor data for molecular species are not freely available in a form com-
patible with this analysis, so we consider a model system consisting of cr-quartz, an 
optically active crystal, and discuss the possible ramifications of these calculations in 
terms of adsorption of chiral molecular species. 
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Figure 5.17: J?r/r for an a-quartz overlayer on a glass substrate. 
Modelling the optical response of a system consisting of a glass substrate and a 5nm 
quartz overlayer described by the glass dielectric function with optical activity quanti-
fied by the gyrotropic tensor above, we calculated the RAS spectrum shown in figure 
5.17. While the spectrum is relatively featureless due. to the non-spectrally varying 
substrate dielectric and the explicit omission of spectral variance in the surface layer, 
we are able to gain insight into the potential impact of chirality in surface studies. 
The signal magnitude, of order iO across the entire spectral range, is comfortably 
within the experimenial tolerances of standard RAS equipment, and as such would sig-
nificantly skew any measurement of optical anisotropy. Further calculaiions, not shown 
here, indicate that within the thin film regime signal strength is directly proportional to 
surface thickness and the magnitude of the relevant gyrotropic tensor component. 
ll varies across the spectral range. 
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Laying aside the potential implications for studies in which quartz is used as substrate, 
we can quantify the potential effect of a chiral molecular overlayer by comparing the 
optical rotation of quartz to molecular solutions. Comparison of quartz with, for ex-
ample, dilute sucrose solution reveals that sucrose causes 3 times the optical rotation 
of quartz. This implies that a chiral and optically active molecular layer of thickness 
Snm will potentially have a similar or greater effect on RAS spectra than the quartz 
overlayer system featured in figure 5.17, and this must certainly be considered in the 
course of any adsorption experiment utilising and enantiomeric adsorbate. 
5.6 Summary 
In this chapter we have proposed a model whereby the optical response of an adsor-
bate/substrate system might be simulated by modelling the optical response of the 
adsorbate layer as that of a single polarisable dipole and incorporating this into the 
Berreman formalism described previously. While this explicitly omits local field ef-
fects, it is possible that these might be incorporated by relating the polarisability as 
calculated by Mendoza et al.. [75] to a dielectric tensor within the matrix formalism. 
We are able within this model to explore the effect of substrate and orientational ef-
fects. Existing models are able to account for one but not the other: this is perhaps the 
primary strength of this methodology. 
We firstly considered the effect of substrate variation on RAS spectra. We demon-
strated that altering the real part of the bulk dielectric function acts only to scale the 
spectra, which are still dominated by the response of the molecular overlayer. By then 
also allowing the imaginary part of the bulk dielectric function to vary, we showed 
that non zero bulk absorption led to peak shifting of the RAS spectra, so that RAS 
resonances were no longer commensurate with those of the molecular layer. We used 
this observation to suggest a mechanism whereby the results of Goletti [62, 63] were 
explained by the increased screening of bulk properties as successive molecular layers 




Alteration of the orientation of the surface absorption was then studied. Here it was 
also found that alteration in orientation away from the surface plane caused a shift in 
RAS resonance. We were able to apply this to, the data of Weightman et al.. [61] to 
determine the orientation of an adsorbate layer. 
Finally, we simulated the RAS response of a magnetised sample due to the magneto 
optical Kerr effect (MOKE) and extended this study to show that an optically active, 
isotropic surface region results in a non-zero RAS spectrum. 
5.7 Conclusion 
RAS has been shown to be a excellent sensor for substrate/adsorbate systems. We 
have proposed here a model for these systems, and demonstrated its effectiveness in 
interpreting experimental data. We also revealed the potential effect of chirality, and 
therefore optical activity, on RAS studies of these fascinating systems. 
Chapter 6 
The Noble Metals 
Figure 6.1: The (110) surface of a face centred cubic crystal. Au and Cu both exhibit this 
structure, whose intrinsic anisotropy makes for an excellent RAS model system. 
The noble metals, which include gold, silver and copper, are collectively characterised 
by chemical inertness. Within the field of surface science, where the preparation 
of suitably clean and well ordered samples is often the most difficult aspect of the 
work, this is a property which is highly desirable. This combined with the intrinsically 
anisotropic surface structure of the (110) surface of the face centred cubic structures 
of Au, Ag and Cu, shown in figure 6.1, make these metals extremely attractive to prac- 
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titioners of RAS, for whom these surfaces constitute excellent model cases. This is 
illustrated by figure 6.2 which shows the remarkable variation in the RAS of Cu(1 10) 
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Figure 6.2: RAS spectra for variously nanostructured Cu surfaces: a) clean, well ordered 
(110) surface, b) ion bombarded (110) surface, c) (771) surface, d) thermally roughened (110) 
surface. 
Furthermore, these systems have recently been exploited in studies involving molec-
ular adsorption and surface functionalising (see chapter 5 for a discussion) in which 
the understanding of the optical and electronic properties of the original unmodified 
surface is key to interpreting the properties and effects of the modification. 
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It is important then that a systematic understanding of the RAS spectra of these sys-
tems is obtained. Ab-initio studies are complicated by the need for non-local pseudo-
potentials, particularly for Cu, so semi-empirical methods have been developed to re-
late RAS spectra to electronic properties. These, and the application of RAS to metal 
surfaces in general, have been extensively reviewed [10]. 
Here we follow Sun et al. [87] by applying the derivative model of Rossow et al. [88] 
to interpret numerous noble metal RAS spectra after varying degrees, and types, of 
modification. We begin by describing the model, then go on to apply the derivative 
model to clean and well-ordered as well as nanostructured Au and Cu spectra, and 
propose a mechanism by which the RAS spectra of noble metal (110) surfaces are sys-
tematically modified by ion bombardment. We briefly discuss the RAS response of 
the well-ordered and modified Ag(1 10) spectra, and show that all 3 noble metal (110) 
surfaces have a RAS spectrum which can be systematically described by surface mod-
ification of the same bulk bands, and that this modification is consistently quantified 
by the derivative model. 
6.1 The Derivative Model 
A general lack of quantitative explanation of RAS spectra has, from the initial intro-
duction of the technique, been a limiting factor to the expansion of its application. The 
complexity and variety of the mechanisms by which solids respond to photons make 
isolating and studying any one effect fraught with difficulty, even with recent improve-
ment in ab-initio techniques for calculating the electronic structure of materials. 
Surprising insight can however be gained from consideration of data from the most 
rudimentary, and certainly most common, spectrometer available to us: the human 
eye. The golden lustre that we find so attractive has its origin in the optical, and 
therefore electronic, properties of Au: the reflection of EM waves up to the yellow and 
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absorption of waves of shorter wavelength renders gold its colour. We might expect 
therefore that optical spectroscopies when applied to Au might detect some feature 
related to this absorption edge, and cursory inspection of RAS spectra for this metals 
(110) surface show that this is indeed the case, featuring as they do an obvious feature 
at around 2.5eV. 
We are being somewhat disingenuous here of course; RAS measures the anisotropy 
of the surface, not (directly anyway) the properties of the bulk which dictate, amongst 
other things, colour. It is however interesting to note this correspondence between 
bulk properties and RAS response 1 . More convincing (or at least more scientifically 
rigorous) is the astonishing similarity of RAS response of the noble metals to the ther-
movariation spectra reported in [90], or the amazing co-incidence of the features of the 
Si(100) RAS response with bulk critical point energies. Clearly, the factor of 11E b - 1 
in the three-phase model expression for RAS hints at bulk involvement in dictating 
spectral form, but without an understanding of the physics of the system this remains 
an algebraic curiosity; we gain no scientific insight from it. 
We must relate the properties of the bulk crystal system- its physical and electronic 
structure- to the surface optical anisotropy. While several mechanisms exist for bridg-
ing this gap, it would seem logical to attempt to describe RAS response in terms of the 
bulk electronic structure, and its macroscopic optical analogue the dielectric function, 
and how these are effected by the perturbing influence of the surface. Before describ-
ing and applying a model which allows us to do just this, we make a slight diversion 
to consider a system in which the optical anisotropy is derived from the bulk: that is, 
the RAS of strained Cu. 
1 A similar quack analysis can be applied successfully to copper and silver. 
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Stress, strain and Cu 
Before considering the effects of a surface derived perturbation of bulk electronic struc-
ture, it is useful to consider a case where the bulk states are perturbed, slightly less 
subtley, by way of external stress. Unsurprisingly, one dimensional stretching of a Cu 
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Figure 6.3: RAS for a variously stressed Cu "dog-bone" sample. 
Figure 6.3 shows the RAS of anisotropically stressed Cu. As might be predicted, we 
see a larger signal than would be expected from a surface study; this is derived from the 
bulk pervasive nature of strain-induced anisotropy. We spurn experimental detail here 
as we seek only to illustrate the potential effect of bulk electronic structure on RAS 
spectra, but note that the sample is of a dog bone like form, and its cylindrical nature 
likely induces some systematic artifact in the spectrum which has not been accounted 
for here, as well as altering the metallurgy in a way which has not been compensated 
for. 
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By assuming that stress acts to anisotropically alter the gap energies of electronic tran-
sitions by a relative energy shift LE9 it is possible, by relating this perturbation to 
changes in the bulk dielectric function (Eb)  and applying a Fresnel analysis to show 
that the RAS spectrum for this system can be described by 
Ar 1 
(6.1) = Eg 	
- 
As LE9 is a constant 2 it is to be expected that the co-efficient of this term, which 
depends only on the dielectric properties of copper, should share features with the 
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Figure 6.4: Co-efficient of A Eg in equation (6.1). 
We see from figure 6.4 that numerous features of the experimental spectrum are well 
described by this energy derivative based model. It is important to note that because 
this models emphasises the relation between RAS signal and the energy derivative of 
the dielectric function we need only consider those regions of the spectrum where this 
derivative is large. As such we need only consider critical point energies and not the 
entire Brillouin zone. 
2This is not strictly true- it is actually only a constant around the energy of any given critical point 
transition 
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Features at 2.1eV and around 3.5eV are present in both experimental and model spec-
tra, implying there is a clear link, in this case, between RAS and perturbation of bulk 
properties. We now alter the source of this perturbation from strain to the presence of 
an anomalous surface region. 
Surface Theory 
The derivative model was first applied to the RAS of silicon by Rossow et al. in 1996 
[88] (albeit with only empirical justification) and we reproduce its key points here. 
Within the three phase model [8] RAS spectra are described by 
Lr 	4rid c., - cy 	 (6.2) 
A 6b 1 
where €x(y)  is the surface dielectric function for light polarised in the x(y) direction, Eb 
is the bulk dielectric function, and the other symbols have their usual meanings. If we 
assume the effect of the surface on bulk electronic transitions is to perturb them in gap 
energy by LEg and in transition width by AIF then we can, at a single critical point, 
relate the surface dielectric function to that of the bulk, albeit perturbed by these shifts 
in energy and width. If we realise that an anisotropic surface will induce an anisotropic 
perturbation, and therefore different energy and broadening parameters for the x and y 
directions, we can write 
= €b(E + LE - i/M) 
Ell E) = Eb(E + LE' - 
of which the first terms of the 2-dimensional Taylor expansion are 
b + (zE - iLF)--. 	 (6.3) 
We can now rewrite 6.2 in terms of bulk properties, giving 
Lir 47id/.Eg i/F&b 
(6.4) 
r 	A 	Eb' 
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where iE9 = 	- 	and L[ = 	- 	are the differences in gap and 
broadening shifts in the x and y directions. 
We now take the real part of equation (6.4) and note that it can be written in the form 
Ar 
X(E)zE 9 + Y(E)/M 	 (6.5) 
where if Eb - ' + ie" we have 
47rd 	1 	( 1 DE' 
X(E)=— 
A (c ! _1) 2 +€h/2 
and 
47rd 	1 	( i &/ 	&' \ 
A (€_l)2+€112 € aE 
These relations give us a convenient way of characterising RAS spectra. X and Y 
functions are easily calculable from known dielectric data, so we are able to easily 
compare these functions to experimental spectra, and therefore interpret RAS spectra 
in terms of the effect of the surface on bulk electronic transitions. 
Surface Application 
The derivative model has many strengths- it is simple, intuitive and directly relates 
macroscopic optical properties to surface electronic properties. These advantages 
mean nothing though if the model fails to predict experimental results. This how-
ever is not the case. The left hand side of figure 6.5 shows RAS spectra for clean (solid 
lines) and ion bombarded (dashed lines) noble metal (110) surfaces, while the right 
hand side shows the X(E) and Y(E) functions for each of the metals. It is strikingly 
apparent that each feature of the experimental RAS spectra has a corresponding feature 
in the appropriate X or Y function. 
Initially developed to explain the RAS signatures of semiconductor surfaces [88], the 
derivative model was first applied to noble metal RAS spectra by Sun et al. in 2003 
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Figure 6.5: RAS spectra of the clean and well ordered (solid line) and ion bombarded (dashed 
line) (110) surfaces of Cu (top) [91], Au (middle) [92] and Ag (bottom) [95] are shown on the 
left. Corresponding X (solid) and V (dashed) functions are' shown on the right. In each case 
the Y functions have been multiplied by -ito assist comparison with the experimental data. 
[87] who used it to explain the RAS spectrum for clean Cu(1 10) above 3eV. Further 
application of the derivative model to the clean and ion-bombarded copper (110) sur -
faces has been carried out by Martin et al. [91], while in 2004 the derivative model 
was applied to clean and modified Au(1 10) surfaces [92]. We begin by describing this 
study, and then move on to the discussion of Cu. 
6.2 RAS of Gold (110) 
In [92] a discussion of the RAS response of the Au(1 10) surface in terms of the deriva-
tive model was presented, and the first analysis of a nanostructured (by means of ion 
bombardment) surface in terms of surface modified bulk bands was reported. While 
this work is presented here, it should be noted that all experimental spectra were col-
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at the University of Liverpool. We begin by presenting the experimental data then dis-
cuss these results in terms of bulk band structure, in particular the derivative model and 
thermovariation of the bulk dielectric function. 
6.2.1 Experimental Data 
The clean (1 1O)-(1x2) Surface 
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Figure 6.6: Real part of the RAS spectra for the clean, well ordered Au(1 10) sUrface 
At room temperature gold assumes the (1x2) 'missing row' reconstruction [93], whereby 
every second row as shown in the uppermost layer in figure 6.1 is missing. The real 
part of the RAS spectrum of this system is shown in figure 6.6, and is characterised by 
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Figure 6.7: Temperature variation of RAS signal of Au(1 10)-(1x2) 
Temperature variation 
In order to better understand the origins of these features the RAS spectra were mea-
sured at various temperatures between 300K and 1000K. These spectra are shown in 
figure 6.7. it is obvious that the feature at 1.8eV (A) is unaffected by temperature 
change, while feature B reduces in intensity as temperature is increased but remains at 
around 2.5eV. In contrast feature C, which is positioned at 3.5eV at room temperature, 
is red-shifted to progressively lower energies as T increases. Peak D follows the same 
pattern , although at temperatures above 700K it is arguable as to whether this feature 
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Figure 6.8: Real part of RAS signal of Au(1 1 O)-(1 x2) surface after heavy Ar ion bombardment. 
The Au(11O)-(1x2) system was studied after bombardment by 0.5keV Ar ions for a 
time t> 35minutes, and the resultant spectrumis shown in figure 6.8. Below 3eV it is 
clear that the RAS signature is barely affected, but clearly for photon energies greater 
than this threshold the RAS spectrum is fundamentally altered, the primary effect of 
this being the evolution from peak- to derivative-like character of the feature C, found 
at 3.5eV. This, along with the other results described above, will be discussed in terms 
of bulk band structure in the following section. 
6.2.2 Analysis and discussion 
X(E) and Y(E) 
The functions X(E) and Y(E) for gold were calculated using values for the gold 
dielectric function from ellipsometric data [80]. Derivatives were calculated using a 
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Figure 6.9: X(E) (solid line) and Y(E) (dashed line) for Au as defined in section 6.1. 
centred difference scheme, so that for a set of dielectric data the derivative at energy 
Ej is given by 
5€ 	- 	- 
JE 
LEj 	 i+1 - i-i 
These functions are shown in figure 6.9. Their association with the dielectric function 
and therefore the electronic properties of bulk Au is made clear by considering the 
energetic co-incidence at around 2.5eV of the large peak like feature in X and the 
derivative like feature of Y with the onset of absorption at this energy in gold, as well 
as its corresponding characteristic colour. This is emphasised by figure 6.10 which 
shows the absorption spectrum of Au and in which this absorption edge is clearly 
visible. 
The clean surface 
Applying the derivative model to the RAS of the clean Au(1 10)-(1x2) surface yields 
significant insight. While in [92] this system was discussed in terms of a somewhat 
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Figure 6.10: The absorption spectrum for Au. 
simplified variant of the derivative model, here we present a fit in terms of the full 
functions X(E) and Y(E). 
It is clear from figure 6.11 that the model is well capable of reproducing the key fea-
tures of RAS spectrum. In each case the best fit is found with the broadening parameter 
LF set to zero, while the transition energy term LEg is finite with exact values as given 
in table 6.1. 
Energy (eV) /.Eg (eV) 
2.5 0.05 0.0 
3.5 0.14 0.0 
4.2 0.35 0.0 
Table 6.1: Parameters used to simulate the clean Au(1 10) RAS spectrum within the derivative 
model. 
The coupling of surface dielectric anisotropy with layer thickness d renders any anal- 
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Figure 6.11: The RAS spectrum of clean Au(110)-(1x2) fitted with the derivative model at 
critical point energies. 
ysis of these parameters semiquantitative at best, as the arbitrarily chosen thickness 
scales X(E) and Y(E) and subsequently LEg and LI': Consideration of the relative 
intensities of these parameters can however be extremely illuminating. Finite LE9 
and zero zF implies that the clean gold surface acts to alter the gap energies of bulk 
electronic transitions while leaving their width unaltered. 
Sun et al. [87] noted a similar phenomena when analysing the Cu(1 10) spectrum using 
the derivative model and proposed that the bulk bands associated with the transition 
have bandwidths extremely sensitive to co-ordination. Since the surface clearly acts 
to reduce co-ordination and more so does this anisotropically it is to be expected that 
the anisotropic surface topology induces band narrowing which depends on direction. 
In order that these bands preserve occupancy under narrowing they must necessarily 
shift their energy and hence the threshold energy of the electronic transitions. 'It is 
obvioUs that these shifts should be anisotropic, leading to non-zero A E.. These shifts 












The applicability of the derivative model to this system makes it clear that our basic 
assumption- that reflection anisotropy can be caused by anisotropic perturbation of 
bulk electronic wavefunctions- has some merit, and this empirical buttress is balanced 
soundly by the theoretical one represented by the mechanism proposed by Sun et al.. 
Having established then that the RAS signal of Au(1 10) is derived from these bulk 
states, we must now rigourise our treatment by identifying exactly which transitions 
correspond with the features of our spectrum. 
Temperature dependence and feature assignment 
In order to identify the bulk states involved in features C and D of the Au( 110) spectra 
their temperature dependence was monitored and quantified by workers at the Univer -
sity of Liverpool [92]. Temperature gradients are shown in figure 6.12, and compared 
to the optical thermovariation results of Winsemius [90]. Peaks C and D were found to 
have position gradients of —5.9 x 10 4eVJK and —9.9 x 10 4eVJK respectively. Tenta-
tively assigned to the transitions L'2 (E1 ) -* L and L'2 -+ L by energetic arguments, 
the consistency of the RAS calculated temperature dependence and thermovariation 
results for these transitions confirms this assertion. These results are summarised in 
table 6.2. 
Feature (eV) Temp. dep. (RAS)(eVK') Temp. dep. [90](eVK1)  Transition 
3.5 —5.9 x.10 4 —5.3 x iO L(E1 ) -~ L 
4.2 —9.9 x io —10.4 x 10 L'2 - L 
Table 6.2: Temperature dependence and associated assignments of peaks C and D in the 
Au(1 10) RAS spectrum. 
As previously noted the position of peak B at 2.5eV lacks the sensitivity to temperature 
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Figure 6.12: The temperature gradients of the positions of peaks C and D from figure 6.7 
dielectric function, and therefore our functions X(E) and Y(E), are dominated at this 
energy by the transition L3 - L' (E 1 ) so it is credible that we make the assignment 
of this transition to the RAS feature at this energy. Furthermore, Winsemius noted 
that this transition seemed to have little dependence on temperature which is in further 
accordance with our results. 
The derivative model and ion bombardment 
The RAS spectrum of Au(1 10) has been shown to be extremely sensitive to ion bom-
bardment, particularly in the region between 3eV and 4eV [94] and this is confirmed 
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Figure 6.13: Ion bombarded Au(1 10) fitted to using the derivative model with LEg , LF 5  0 
(solid line) and i.E9 = 0eV (dashed line) 
here. While the feature at 2.5eV remains unaffected by heavy etching, the high shoul-
der profile at 1.8eV reduces in intensity 3 and the feature at around 3.5eV clearly un-
dergoes a transition from peak like to derivative like character (the intermediate stages 
of this transition are described in [94]). 
Here we simulate the 3-4eV region of the RAS spectrum using the derivative model. 
We previously [92] identified broadening and gap parameters ofLF = —0.3eV and 
= 0eV as reproducing the RAS profile rather well. This is shown as the dashed 
line in figure 6.13. While lineshape is reproduced reasonably well, the entire structure 
is slightly redshifted relative to the experimental data, a systematic discrepancy which 
suggests this set of parameters is insufficient to completely describe the system. 
Furthermore, it has been noted [89] that the corresponding copper [91] and silver [95] 
bombarded (110) surfaces exhibit a combination of X and Y like character, which is 
inconsistent with the assignment of purely Y like character to the Au surface. We 
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propose here that a mixed character description of the RAS feature at 3.5eV allows a 
better fit to the experimental lineshape, and demonstrate this in figure 6.13. 
Choosing parameters /.F = —0.3eV and /Eg = —0.15eV allows us to generate the 
curve represented by the solid line in figure 6.13, which we propose better reproduces 
the experimental data. This combination of parameters removes the systematic redshift 
which characterises the fit containing only Y(E), as well as predicting the correct 
gradient at the point of inflection at 3.5eV. Furthermore these parameters generate a 
lineshape that better matches the RAS spectrum as photon energy increases from 4eV. 
We interpret these parameters as follows. Non zero /E9 implies that the band narrow-
ing mechanism suggested by Sun et al. also applies to the ion bombarded surfaces. The 
reversal in sign of this parameter under bombardment is somewhat confusing however. 
While ion bombardment will alter co-ordination around vacancy and adatom sites, it 
might be expected that average co-ordination, particularly when vacancies aggregate, 
should remain unchanged. Since RAS effectively measures the average anisotropy 
over a macroscopic region we would expect the iEg parameter to remain unchanged. 
Why this is not the case is unclear, but may be related to anisotropic surface diffusion 
somehow altering co-ordination. 
The presence of finite LF has been related in the past to surface disorder [92]  and 
we present here an explanation in terms of the uncertainty principle [89]. Ion bom-
bardment creates anisotropic (and anisotropically distributed) vacancy aggregates in 
the surface layer, which localise the previously infinite 4 Bloch-wavefunctions of the 
near surface electrons. In accordance with the uncertainty principle the reduction in 
uncertainty of x necessitates an increase in the uncertainty of wave vector for these 
electrons. This results in a broadening of energy width for the transition, which be-
cause the localisation is anisotropic, results in a non-zero Ar term. 
For simplicity we discuss this in terms of the free electron model in 2 dimensions, 
41n two dimensions anyway. 
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where the dispersion relation is given by 
h2 k 2 
2m 
(6.7) 
where h has its usual meaning, m is the mass of the electron and k its wave vector. In a 
perfect crystalline solid, the electronic wavefunction is infinite in extent and the wave 
vector k is known exactly. If the wavefunction is somehow localised, then the wave 
vector acquires some uncertainty Lk in accordance with the uncertainty principle, 







Figure 6.14: Schematic showing how uncertainty in wave vector can affect transition broaden-
ing. 
As shown in figure 6.14 an uncertainty in k smears out the previously exactly known 
electronic energy, and any transition broadens in energy by some amount &. We can 
relate & and /.k by taking the 2nd term of the Taylor expansion of the dispersion 
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relation, so that 
& = zk= h
2 k 1 
(6.9) 
While this analysis is based on the free electron model, it should be noted that typ- 
ical energy-wave vector gradients along WLF for Au [97] are of the same order of 
magnitude as those calculated according to the FEM. At the zone boundary we have 
k = ir/a, so taking typical values of lattice constant (a 	10' 0m) we find that a 
difference LF =AE., - 	in transition width requires a difference in localisation 
/x of around mm. Martin et at. have shown that ion bombardment of the Au(l 10) 
surfaces causes anisotropic defect morphology [94] on this approximate scale, lending 
credibility to the assignment of this effect as the origin of non-zero LF. Varying Ar 
parameters across the spectral range can be attributed to variations in topography of 
those bands involved in the individual transitions assigned to each feature. 
We now briefly discuss the RAS of the Cu(1 10) surface and show that its features can 
be described within the same derivative model framework. 
6.3 RAS of Copper (110) 
We now present an analysis in terms of the derivative model of the RAS of the Cu( 110) 
surface under ion bombardment and at various temperatures. All experimental spectra 
were collected at the School of Physics of the University of Edinburgh by Mr. Paul 
Lane. 
6.3.1 Experimental Data 
The Clean Copper surface 
Figure 6.15 shows the real part of the RAS spectrum for the clean Cu (110) surface at 
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Figure 6.15: Real part of the RAS spectra for the clean, well ordered (110) surface 
shoulder on this peak is likely an experimental artifact caused by a misalignment of the 
polariser and as such is not related to the properties of Cu, the peak itself is believed 
to be derived from a surface state transition [98] between states 0.4eV below [99] and 
1.8eV above [100] the Fermi level around the Y point of the surface Brillioun zone. 
The parities of these states require that a transition between the two can only be excited 
by a photon polarised in the [100] direction, leading to an optical anisotropy. Recently 
Sun et al. [10'1] proposed that this feature is derived from a combination of surface 
state transition and surface modified interband and Drude intraband transitions. While 
the derivative model was developed specifically to account for the surface modification 
of bulk band structure, surface state transitions are beyond its scope and as such we 
exclude this feature from our analysis, concentrating on features in the E > 3eV 
regime. 
We note that the primary'feature in our spectral range of interest is broad, negative 
going double-peak like feature at around E = 4.2eV. 
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Ion bombardment and temperature dependence 
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Figure 6.16: Real part of the RAS spectra for the ion bombarded (110) surface 
Figure 6.16 shows the real part of the RAS spectrum for Cu(1 10) following bombard-
ment by 0.5keV argon ions for 30 minutes. This system has recently been studied by 
Martin et al. [91], and the spectrum exhibited here is consistent with results reported 
in that paper. While the feature at 2.1 eV remains unchanged, it obvious that the pre-
viously peak like feature at 4.2eV develops strikingly derivative like character. This 
is directly comparable to the evolution of the Au( 110) spectra at around this energy 
under similar modification, and we might expect its cause to be consistent with that 
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Figure 6.17: The functions X(E) and Y(E) for copper. 
6.3.2 Analysis 
The functions X(E) and Y(E) 
Figure 6.17 shows X(E) and Y(E) for copper calculated using the centred difference 
algorithm described above with dielectric data taken from [37]. The similarities to the 
clean and bombarded RAS spectra are immediately obyious, if slightly misleading. 
While it is likely that the features in X and Y at high E are related directly to the clean 
and bombarded RAS spectra, it is important to note that while the large peak at 2.1eV 
in Y seems to be correspond with the peak at the same energy in the RAS spectra, 
this is likely little more than a co-incidence. The disappearance of this feature in the 
RAS spectra under absorption [98] and low temperature ion bombardment [96] implies 
that this peak is dominated by surface state transitions, not the bulk critical point bulk 
transition which is responsible for the features at this energy in X and Y. 
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The clean surface 
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Figure 6.18: Real part of RAS spectrum for clean Cu (110). Open circles are experimental 
data, solid line is derivative model fit with AE9 = 0.1eV, Lr = 0, dashed line is derivative 
model fit with LE9 = 0.07eV, LXI' = 0.035 
The negative peak like feature around 4.2eV has been attributed to anisotropic modi-
fication of bulk bands round the L-point of the surface Brillouin zone (SBZ), specif-
ically anisotropic modification of the 4.2eV L(E1 ) -* L transition [87, 91] shown 
schematically in figure 6.19. These authors noted that the spectrum in this region was 
well described by /.Eg = 0.1eV and LF = 0. Such a fit is shown in figure 6.18. 
Having identified the dominant features in this area of the spectrum as being derived 
from d-band transitions around the L-point of the Brillouin zone, it was suggested that, 
as described above for the Au case, the reduced co-ordination at the surface would re-
sult in d-band narrowing which necessitated a change in threshold energy in order to 
preserve occupancy. Since co-ordination at the surface is necessarily anisotropic (see 












Figure 6.19: Schematic of band structure of Cu [102] around the Fermi energy at the L point 
of the Brillouin zone. 
Figure 6.18 shows the clean experimental spectrum with derivative model fits to the 
feature around 4.2eV. Our experimental data feature a negative peak at 4.3eV, which 
is inconsistent with the literature [87, 91] where this peak has been previously been 
found at 4.2eV. This is made clear by the derivative model fit using LF = 0 (solid line) 
being relatively red shifted with respect to the experimental peak. Previous studies of 
this system using the derivative model have found that similar choice of parameters 
reproduces the experimental spectrum reasonably well [87]. 
The origin of this inconsistency is not clear. That the position of the low energy peak 
coincides well with previous studies suggests that a systematic experimental error is. 
not responsible. In the absence of STM data it is impossible to fully consider the 
precise nature of the structure of the surface, but it is possible that some departure from 
perfect order may be responsible, and following our discussion in the previous section 
it is interesting to consider this in terms of derivative model parameters. Finite L[' 
suggests, according to our previous assignment, that the surface is not perfectly ordered 
and some mechanism exists whereby surface electron wave functions are localised. 
However, low energy electron diffraction patterns suggested that the surface was well- 
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ordered. It was -however impossible to accurately determine the off-cut angle of the 
surface, so some departure from a perfect (110) surface is feasible. This would result 
in the presence of step edges and terraces, features which might have an effect on the 
spatial extent of electronic wave functions. 
The bombarded surface 
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Figure 6.20: Real part of RAS spectrum for AR bombarded Cu (110). Open circles are 
experimental data, solid line is derivative model fit with LE9 = —0.14eV, LF = —0.14. 
In [91] Martin etal. reported that the ion bombarded Cu(1 10) RAS spectrum was well 
described by the derivative model with parameters chosen as /Eg = —0.1eV, Ar = 
—0.1, and here we effectively confirm this result. Figure 6.20 shows the experimental 
bombarded spectrum along with the theoretical curve according to the derivative model 
with parameters LE9 = —0.14eV and LF = —0.14. It should be noted that, in this 




While our parameters do not exactly match those of Martin et al., it should be taken 
into consideration that, thickness-anisotropy coupling aside, absolute magnitudes of 
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RAS spectra are notoriously ephemeral entities, and any analysis relying on them is at 
best semi quantitative. It is important to realise, though, that the relative sizes of our 
parameters and Martin's are the same; and further that this is exactly the limit of our 
expectations. 
Our result in the case of Cu is qualitatively similar to our Au conclusions: the clean 
surface acts to perturb the gap energy of bulk electronic transitions, while the ion-
bombarded interface effects both gap and width of the substrate critical point absorp-
tions. The differences between the two cases, vis. different ratios E9 /L]I' for the 
etched case, may be due to differences in the initial surface reconstructions, specifi-
cally the presence of the Au(1 10)-(1x2) reconstruction. 
6.4 The silver (110) surface 
6.4.1 Experimental data 
We finally consider briefly the well ordered and bombarded Ag( 110) surfaces and their 
RAS spectra, which are shown in figure 6.21. Experimental spectra where collected 
by David Martin and co-workers at the University of Liverpool. It is obvious that the 
Ag spectra lack the superficial complexity of those associated with Cu and Au 5 . The 
clean surface is characterised by an intense, negative going peak at around 3.8eV, as 
well as very small peak at 1.7eV, associated with a surface state transition around the 
Y-point of the SBZ. This is directly analogous with more intense features at 2.1eV 
in the Cu(1 10) RAS spectrum. The bombarded spectrum is distinguished by intense 
derivative like feature, likewise centred around 3.8eV. 
Silver is more experimentally challenging than Au or Cu, as demonstrated by Bre-
mer et al. [104]who showed that lineshape is highly sensitive to sample preparation 
5This simplicity is deceptive. Ag is if anything more challenging analytically than Au and Cu as the 
transitions which determine the RAS spectra are energetically co-incidental. This results in a simple 
looking spectrum with a far from simple explanation. 
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Figure 6.21: Real part of RAS spectrum for Ag(1 10). Filled circles: well ordered surface, open 
circles: ion bombarded surface. 
methodology. Incidentally, these workers applied a phenomenological variant of the 
derivative model to model the Ag(1l0) RAS response and interestingly noted that the 
room temperature, highly stepped surface was modelled well using a non-zero Ar 
term, in close analogy to our results for Cu in the previous section. This suggests that 
the source of the Cu 4.2eV peak shift in figure 6.18 may well be related to surface step 
and terrace morphology. 
6.4.2 Analysis 
Once more appealing to the derivative model, we calculate X(E) and Y(E) for Ag 
using the centred difference algorithm described previously. The resultant curves are 
shown in figure 6.22. Here we see the most striking synergy between model curves 
and experimental spectra of the 3 cases we have thus far considered. 
The X(E) function clearly reproduces the experimental lineshape extraordinarily well, 
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Figure 6.22: The functions X(E) (solid line) and —Y(E) (dashed line) for Ag. 
while the derivative like feature which so clearly identifies the bombarded spectrum is 
obviously echoed in the form of the Y(E) curve. 
Figure 6.23 shows the derivative model fit to the spectrum of the well ordered surface. 
While the width of he curve is underestimated it is obvious that the positions of the 
primary features- the negative peak at 3.8eV, and the positive shoulder at around 4.2eV-
are reproduced at the correct energies and, less importantly, with the correct relative 
magnitudes. 
Application of the derivative model to the bombarded Ag spectrum exposes further the 
consistency of the physical origins of the noble metal RAS spectra. Shown in figure 
6.24 are the experimental and theoretical curves for this case. Once again we have 
non-zero /.Eg and Ar, implying that a common mechanism is at work in each of three 
cases. The selected parameters reproduce the spectrum extremely well, particularly the 
energy and relative magnitude of the features at 3.9eV and 4.2eV. 
While the energy of the 3.8eV peak is not reproduced exactly by the model calculation, 
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Figure 6.23: Experimental spectrum and derivative model fit with parameters LXE 9 = 0.01eV, 
Ar = 0 (solid line) 
we have found that by increasing the relative size of LE9 it is possible to exactly fit 
this peak position. It is vital to recall here that the derivative model does not require 
that the gap and broadening parameters be the same for every critical point transition, 
so if more than one transition contributes to the spectrum in the energy range of interest 
it is acceptable (and indeed expected) that more than one set of parameters is required 
to exactly describe the experimental data. 
6.5 Summary 
In this chapter we began by discussing the connection between bulk properties and epi-
optic spectra, in particular reflection anisotropy spectra. We illustrated this by relating 
strain induced anisotropy- a primarily bulk based phenomenon in this case- to RAS 




We then applied this derivative model to Au (110) and demonstrated that the RAS 
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Figure 6.24: Experimental bombarded spectrum and derivative model fit with parameters 
LE9 = 0.043eV, zF = —0.03 (solid line) 
spectrum of the clean well ordered surface could be well described by an anisotropic 
change in transition energies for critical point bulk electronic transitions. Within the 
lexicon of the derivative model, we quantify this through a non-zero AE, term and 
no zF term, and say the spectrum is X-like. Those bulk transitions responsible for 
RAS features were revealed by comparison of RAS temperature dependence and the 
thermovariation work of Winsemius [90], allowing us to assign the primary features of 
the clean Au RAS spectrum to modified bulk transitions around the L critical point of 
the BrilliOun zone. 
By extending the application of the model to the case of an ion bombarded surface 
we were able to show that etching acts to broaden bulk transitions in the near surface 
region, resulting in finite LF. We also demonstrated that a finite /Eg term is required 
to fully describe the etched spectrum, improving upon the analysis of [92]. We then 
suggested a mechanism in terms of the uncertainty principle to describe the, origin of 
anisotropic transition broadening. 
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L 3 	 . L(e 1 ) L(€ 1 ) 	.' L L'2 	.' L 1 (LEg , 	F) clean (Eg , SF), bomd. 
Cu 2.1eV (weak) 4.3eV (strong) 4.8eV (strong) (0.1,0)[91] (-0.14,-0.14) 
Ag 4.0eV 3.9eV 4.1eV (0.01,0) (0.04,-0.03) 
Au 2.5eV (strong) 3.6eV (strong) 4.2eV (strong) (0.14,0) (-0.15,-0.3) 
Table 6.3: Assignments of various spectral features of the noble metal (110) anisotropic re-
sponse. Feature assignments from [91] and [87] (Cu), [95] (Ag) and [92] (Au). Derivative 
model parameters form this work unless otherwise stated. 
We continued on to show that the RAS spectra of Cu and Ag can be described strikingly 
well by the derivative model and more so, in a qualitatively identical fashion to Au. 
Both are characterised by a non-zero /Eg for both the well ordered and bombarded 
surfaces, with finite Ar only in the bombarded case. This is summarised in table 6.3 
which contains parameters and assignments for the major features of each of the noble 
metals RAS spectra. 
It is quite remarkable that a macroscopic, simple and intuitive model should be able 
to explain, with great consistency, the superficially diverse spectra of these 3 noble 
metals, and more remarkable still that the same model accounts for the structure of the 
ion-bombarded spectra equally successfully. 
6.6 Conclusion 
We have seen in this chapter that by bridging the gap between microscopic and elec-
tronic properties and macroscopic optical properties the derivative model is able to 
reproduce, consistently, the noble metal well-ordered and clean RAS spectra. Line 
shapes of each of the clean spectra appear to be derived from anisotropic gap energy 
changes induced by the surface, while ion-bombardment also acts to perturb gap en-
ergy as well as transition breadth. We related this transition broadening to disorder 
induced anisotropic localisation of near surface electrons and the associated smearing 
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of wave vector caused by the quantum uncertainty principle. 
Chapter 7 
Future Work 
Clearly this work is far from exhaustive, and all aspects of epioptical modelling so far 
discussed has scope for extension and development. In this chapter we discuss this 
potential, considering each chapter in turn. 
7.1 Comparing spectroscopies 
The primary theme of chapter 4 is the potential applicability of 45°.spectroscopy. As 
such, the most obvious and compelling extension to the work is an experimental one. 
Typical studies might involve the noble metal (110) surfaces discussed in chapter 6, 
both to compare to the appropriate RAS spectra and to explore the currently un stud-
ied isotropic optical response of these surfaces. Obviously this option represents an 
attractive synergy between these two areas of work. 
Further synergy between chapters 4 and 6 might be found in the application of the 
derivative model to the interpretation of 45DR spectra. While the analytically simple 
RAS interpretation is likely unattainable in the 45DR case a numerical implementation 
would be extremely straightforward. 
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Experimental implementation of 45DR, probably the key factor in limiting its applica-
bility thus far, might be improved by measuring the ratio of squared seflectivity to p 
reflectivity instead of the difference. This may minimise error propagation, but has the 
potential to further complicate theoretical implementation. Clearly analytical work is 
required to quantify this, and such work would be an obvious extension to the results 
presented here. 
We mention finally the potential of 45DR as a further constraint in fitting ellipsometric 
data for sample information. The superior surface sensitivity of 45DR demonstrated 
in chapter 4 implies that, in surface terms, 45DR data may make for a more rigorous 
constraint than ellipsometry data alone. 
7.2 Molecular adsorption 
The polarisable dipole model introduced in chapter 5 is relatively untested, and as 
such requires further study. As more RAS adsorption studies are made, particularly 
with corroborative microscopy data, the model can be developed, tested and applied. 
Incorporating local field effects is the next logical theoretical step. Whether the summed 
dipole method of Castilla, Mendoza et at. is reconcilable with the matrix methods pre-
sented remains to be seen, but there is potential for exploration. Further theoretical 
exploration within the models current scope is also a key area in terms of future de-
velopment. The incorporation of several, variously oriented (with arbitrary optical 
properties)into the current incarnation of the model is a trivial step technically, but 
with potentially rich results. Likewise incorporation of initial surface anisotropy (such 
as that present in the (110) noble metal surfaces) would be straightforward. 
Perhaps the most intriguing extension suggested by the work presented in chapter 5 
is into optical activity and chirality. If, as is suggested by the results presented there, 
optically active adlayers generate a non-zero RAS signal then the viability of RAS for 
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studies of substrate adsorbate system is greatly increased as isotropic molecular layers 
become accessible to the technique as long as they exhibit optical activity. Isotropic 
optical activity is also easily isolated from optical anisotropy by rotation of the sam-
pie through 900,  analogous to reversing the magnetisation in MOKE experiments or 
rotating the azimuth in 45DR experiments as suggested in chapter 4. The results pre-
sented here are however very much preliminary in nature, and further theoretical work 
is clearly necessary before this (somewhat baffling) result is fully understood. 
7.3 Noble Metals 
While chapter 6 is relatively self contained, some obvious extensions to the work exist. 
To complete the treatment of noble metal (110) RAS in derivative model terms it is 
necessary to determine unambiguously the reason for the sign reversal of the LEg 
parameter following ion bombardment. Likewise, the disparity in the ratio LE9 /LF 
across the three systems studied following ion bombardment must be explained. 
As mentioned above, an expansion of the applicability of the derivative model across 
other optical spectroscopies is an attractive proposition, as is applying is RAS formu-
lation to other, non noble metallic systems. 
Chapter 8 
Conclusion 
Semi-empirical methods have been applied to the modelling of epioptical systems. 
It has been demonstrated that 45° reflectometry is simultaneously sensitive to both 
isotropic and anisotropic surface features. Comparison with spectroscopic ellipsom-
etry revealed that 45DR exhibits less sensitivity to inaccuracies in bulk data during 
analysis, and as such is the superior technique in this respect. However, it was also 
shown that experimental considerations place limitations in its applicability. 
Molecular adsorbate/substrate systems where modelled using a simple polarisable dipole 
model. Sensitivity of RAS spectra to molecular orientation and substrate properties 
was investigated, and it was shown that the model explained the results of Weightman 
et al. [61] and Goletti et al. [62, 63]. It was also demonstrated that optically active 
systems exhibit a non-zero RAS signal. 
Finally we demonstrated that a model based on the energy derivative of the bulk di-
electric function is able to accurately and consistently reproduce the RAS spectra of 
the clean and ion-bombarded noble metal (110) surfaces. Transition broadening fol-
lowing etching was explained in terms of localisation of near surface electrons and the 
associated uncertainty in wave vector required by the Heisenberg uncertainty principle. 
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