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The instant form and the front form of relativistic dynamics proposed by Dirac in 1949 can be
linked by an interpolation angle parameter δ spanning between the instant form dynamics (IFD)
at δ = 0 and the front form dynamics which is now known as the light-front dynamics (LFD) at
δ = pi/4. We present the formal derivation of the interpolating quantum electrodynamics (QED)
in the canonical field theory approach and discuss the constraint fermion degree of freedom which
appears uniquely in the LFD. The constraint component of the fermion degrees of freedom in LFD
results in the instantaneous contribution to the fermion propagator, which is genuinely distinguished
from the ordinary equal-time forward and backward propagation of relativistic fermion degrees of
freedom. As discussed in our previous work, the helicity of the on-mass-shell fermion spinors in
LFD is also distinguished from the ordinary Jacob-Wick helicity in the IFD with respect to whether
the helicity depends on the reference frame or not. To exemplify the characteristic difference of
the fermion propagator between IFD and LFD, we compute the helicity amplitudes of typical QED
processes such as e+e− → γγ and eγ → eγ and present the whole landscape of the scattering
amplitudes in terms of the frame dependence or the scattering angle dependence with respect to the
interpolating angle dependence. Our analysis clarifies any conceivable confusion in the prevailing
notion of the equivalence between the infinite momentum frame approach and the LFD.
I. INTRODUCTION
For the study of relativistic particle systems, Dirac [1]
proposed three different forms of the relativistic Hamil-
tonian dynamics in 1949: i.e. the instant (x0 = 0),
front (x+ = (x0 + x3)/
√
2 = 0), and point (xµx
µ =
a2 > 0, x0 > 0) forms. The instant form dynamics
(IFD) of quantum field theories is based on the usual
equal time t = x0 quantization (units such that c = 1
are taken here), which provides a traditional approach
evolved from the non-relativistic dynamics. The IFD
makes a close contact with the Euclidean space, develop-
ing temperature-dependent quantum field theory, lattice
QCD, etc. The equal light-front time τ ≡ (t+z/c)/√2 =
x+ quantization yields the front form dynamics, nowa-
days more commonly called light-front dynamics (LFD),
which provides an innovative approach to the study of
relativistic dynamics. The LFD works strictly in the
Minkowski space, developing useful frameworks for the
analyses of deep inelastic scattering (DIS), parton distri-
bution functions (PDFs), deeply virtual Compton scat-
tering (DVCS), generalized parton distributions (GPDs),
etc. The quantization in the point form (xµxµ = a
2 >
0, x0 > 0) is called radial quantization and this quan-
tization procedure has been much used in string the-
ory and conformal field theories [2] as well as in hadron
physics [3–5]. Among these three forms of relativistic
dynamics proposed by Dirac, however, the LFD carries
the largest number (seven) of the kinematic (or inter-
action independent) generators leaving the least number
(three) of the dynamics generators while both the IFD
and the point form dynamics carry six kinematic and
four dynamic generators within the total ten Poincare´
generators. Indeed, the maximum number of kinematic
generators allowed in any form of relativistic dynamics is
seven and the LFD is the only one which possesses this
maximum number of kinematic generators. Effectively,
the LFD maximizes the capacity to describe hadrons by
saving a lot of dynamical efforts in obtaining the QCD
solutions that reflect the full Poincare´ symmetries.
To link the LFD with the IFD which has been the
traditional approach, we introduce an interpolation an-
gle parameter spanning between the IFD and LFD. Al-
though we want ultimately to obtain a general formula-
tion for the QCD, we start from the simpler theory to dis-
cuss first the bare-bone structure that will persist even in
the more complicated theories. Starting from the scalar
field theory [6] to discuss the interpolating scattering am-
plitude with only momentum degree of freedom, we have
extended the discussion to the electromagnetic gauge de-
gree of freedom [7] and the on-mass-shell fermion [8]. In
particular, we discussed the link between the Coulomb
gauge in IFD and the light-front gauge in LFD [7] and
the chiral representation of the helicity spinors interpo-
lating between the IFD and the LFD [8]. In this work,
we entwine the fermion propagator interpolation with our
previous works of the electromagnetic gauge field [7] and
the helicity spinors [8] and fasten the bolts and nuts nec-
essary to launch the interpolating QED.
As we have already discussed the prototype of QED
scattering processes “eµ → eµ ” and “e+e− → µ+µ−”
involving a photon propagator in our previous work [8],
we present in this work the two-photon production ampli-
tude in the pair annihilation of fermion and anti-fermion
process “e+e− → γγ” as well as the Compton scattering
amplitude “eγ → eγ” involving a fermion propagator.
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2Since the effects of external fermions and bosons have
already been studied in our previous works [7, 8], we
will focus on the intermediate fermion propagator in this
work.
To trace the forms of relativistic quantum field theory
between IFD and LFD, we take the following convention
of the space-time coordinates to define the interpolation
angle[6–10]:[
x+̂
x−̂
]
=
[
cos δ sin δ
sin δ − cos δ
] [
x0
x3
]
, (1)
in which the interpolation angle is allowed to run from
0 through 45◦, 0 ≤ δ ≤ pi4 . The lower index variables
x+̂ and x−̂ are related to the upper index variables as
x+̂ = g+̂µ̂x
µ̂ = Cx+̂ + Sx−̂ and x−̂ = g−̂µ̂xµ̂ = −Cx−̂ +
Sx+̂, denoting C = cos2δ and S = sin2δ and realizing
g+̂+̂ = −g−̂−̂ = cos2δ = C and g+̂−̂ = g−̂+̂ = sin2δ = S.
All the indices with the wide-hat notation signify the
variables with the interpolation angle δ. For the limit
δ → 0 we have x+̂ = x0 and x−̂ = −x3 so that we re-
cover usual space-time coordinates although the z-axis is
inverted while for the other extreme limit, δ → pi4 we have
x±̂ = (x0 ± x3)/√2 ≡ x± which leads to the standard
light-front coordinates. Since the perpendicular compo-
nents remain the same (xĵ = xj , xĵ = xj , j = 1, 2), we
will omit the “ˆ” notation unless necessary from now on
for the perpendicular indices j = 1, 2 in a four-vector.
Of course, the same interpolation applies to the four-
momentum variables too as it applies to all four-vectors.
The details of the relationship between the interpolating
variables and the usual space-time variables can be seen
in our previous works Ref.[6–8].
In Ref.[7], we developed the electromagnetic gauge field
propagator interpolated between the IFD and the LFD
and found that the light-front gauge A+ = 0 in the LFD
is naturally linked to the Coulomb gauge ∇ · A = 0 in
IFD. We identified the dynamical degrees of freedom for
the electromagnetic gauge fields as the transverse photon
fields and clarified the equivalence between the contribu-
tion of the instantaneous interaction and the contribution
from the longitudinal polarization of the virtual photon.
Our results for the gauge propagator and time-ordered
diagrams clarified whether one should choose the two-
term form [11] or the three-term form [12–14] for the
gauge propagator in LFD. There has been a sustained
interest and discussion on this issue of the two-term vs.
three-term gauge propagator in LFD [15]. Our transverse
photon propagator in LFD assumes the three-term form,
but the third term cancels the instantaneous interaction
contribution. Thus, one can use the two-term form of the
gauge propagator for effective calculation of amplitudes
if one also omits the instantaneous interaction from the
Hamiltonian. But if one wants to show equivalence to the
covariant theory, all three terms should be kept because
the instantaneous interaction is a natural result of the
decomposition of Feynman diagrams, and the third term
in the propagator is necessary for the total amplitudes
to be covariant. We also see that the photon propaga-
tor was derived according to the generalized gauge that
links the Coulomb gauge to light-front gauge and thus
the three-term form appears appropriate in order to be
consistent with the appropriate gauge.
In Ref.[8], we derived the generalized helicity spinor
that links the instant form helicity spinor to the light-
front helicity spinor. For a given generalized helicity
spinor, the spin direction does not coincide with the mo-
mentum direction in general. Thus, we studied how the
spin orientation angle θs changes in terms of both δ and
the angle θ that defines the momentum direction of the
particle. In particular, the helicity in IFD depends on
the reference frame. If the observer moves faster than
the positive helicity spinor, then the direction of the
momentum becomes opposite to the spin direction and
the helicity of the spinor flips its sign. In contrast, the
helicity defined in LFD is independent of the reference
frame. We have detailed the increment of the angle dif-
ference θ − θs with the increment of the interpolation
angle δ in Ref.[8], which bifurcates at a critical interpo-
lation angle δc. We found this critical interpolation angle
δc = arctan
(
|P|
E
)
, where |P| and E are the magnitude of
the three-momentum and the energy of the particle un-
der investigation. The IFD and the LFD belong to sepa-
rately the two different branches bifurcated and divided
out at the critical interpolation angle δc. This bifurca-
tion indicates the necessity of the distinction in the spin
orientation between the IFD and the LFD and clarifies
any conceivable confusion in the prevailing notion of the
equivalence between the LFD and the infinite momentum
frame (IMF) approach [16] formulated in the IFD.
Now that the spinor has been interpolated between
IFD and LFD, we show in this work that the covariant
Feynman propagator Σ = /
q+m
q2−m2 of the intermediate vir-
tual fermion with the four-momentum q and the mass m
can also be decomposed into the two interpolating time-
ordered processes, one with the “forward moving” inter-
mediate fermion in the sense that its interpolating lon-
gitudinal momentum q−̂ is positive, i.e. q−̂ > 0 and the
other with the “backward moving” intermediate fermion
carrying the opposite sign of −q−̂, i.e. −q−̂ < 0. The
corresponding “forward” and “backward” amplitudes are
given by
ΣF =
1
2Q+̂
/QF +m
q+̂ −QF +̂
,ΣB =
1
2Q+̂
−/QB +m
−q+̂ −QB+̂
, (2)
where
QF +̂ =
−SqF −̂ +Q+̂
C
, (3)
QB+̂ =
−SqB−̂ +Q+̂
C
, (4)
and
Q+̂ =
√
q2−̂ + C(q
2
⊥ +m2), (5)
3with the 4-momenta qF = q and qB = −q which are those
of the off-shell fermion and anti-fermion, while QF and
QB are the corresponding on-shell 4-momenta. Only the
interpolating energies of the “forward” and “backward”
moving intermediate fermions, i.e. QF +̂ and QB+̂ are dif-
ferent from qF and qB , respectively, as given by Eqs. (3)
and (4). In the light-front limit δ → pi4 , i.e., C → 0, we
get
ΣF,δ→pi4 =
/qon +m
q2 −m2 , ΣB,δ→pi4 =
γ+
2q+
, (6)
where qon is the on-shell momentum 4-vector with its spa-
cial part equal to that of q while it satisfies the Einstein
energy-momentum relationship. Here, ΣB,δ→pi4 turns out
to be the instantaneous contribution in the light-front
propagator. This proves the usual light-front decompo-
sition of the fermion propagator given by [17]
1
/q −m =
∑
s u(q, s)u¯(q, s)
q2 −m2 +
γ+
2q+
, (7)
where the numerator /qon + m of ΣF,δ→pi4 in Eq. (6) is
replaced by the spin sum of the on-shell spinor product∑
s u(q, s)u¯(q, s).
In the next section, Sec. II, we present the formal
derivation of the interpolating QED. We outline two
different derivations of the Feynman rules for x+̂-ordered
diagrams formulated at any interpolation angle. The
first approach directly decomposes the covariant Feyn-
man diagram, and the second one utilizes the canonical
field theory and the old-fashioned perturbation theory.
We notice in particular the constraint fermion degree of
freedom which appears uniquely in the LFD, resulting in
the instantaneous contribution to the fermion propaga-
tor. The canonical field theory is studied for the entire
range of the interpolation angle 0 ≤ δ ≤ pi/4. Equations
of motion, free fields, gauge condition, momentum
and angular momentum tensor are examined, and the
Hamiltonian at constant x+̂ is found. In Sec. III,
we study the x+̂-ordered fermion propagator in more
detail. Taking a simple example, the annihilation of
fermion and anti-fermion into two scalar particles, we
show the characteristic behavior of the amplitudes as
the form interpolates between IFD and LFD. Both the
collinear and non-collinear cases are discussed examining
the angular momentum conservation. In Sec. IV, we
present the results for the e+e− → γγ process and
the Compton Scattering eγ → eγ. We compute all 16
helicity amplitudes and discuss the frame dependence
and/or the scattering angle dependence with respect to
the interpolation angle dependence. For the e+e− → γγ
amplitudes, the symmetry between the forward and
backward angle dependence is discussed. The limit to
the LFD (δ = pi/4) is analyzed and the comparison
with the well-known analytic results from the manifestly
covariant calculation is presented. Summary and conclu-
sions follow in Sec. V. In Appendix A, we derive Eq.(2)
and present the fermion propagator in the position
space which supplements the discussion in Sec. II A. In
Appendix B, we present the derivation of interpolating
QED Hamiltonian which supplements the discussion
in Sec. II B. In Appendix C, the manifestly covariant
fermion propagator is explicitly derived from the sum of
the interpolating time-ordered fermion propagators. In
Appendix D, we provide the relation between the center
of mass scattering angle and the apparent scattering
angle in a boosted frame and correspond the angular
distributions for the center of mass frame in Sec. III to
the apparent angle distributions in boosted frames. The
angular distribution and the frame dependence of the
e+e− → γγ helicity amplitudes are summarized in in
Appendices E and F, respectively.
II. FORMAL DERIVATION OF THE
INTERPOLATION OF QED
In our previous works, we studied in great detail the in-
terpolation of the photon polarization vectors, the gauge
propagator and the on-mass-shell helicity spinors. In this
paper, we complete the interpolation of the QED theory
by providing the final piece of the entity: the interpo-
lating fermion propagator. The form of this interpolat-
ing fermion propagator is derived. In subsection II A,
we decompose the covariant Feynman diagrams into x+̂-
ordered diagrams, from which a general set of Feynman
rules for any x+̂-ordered scattering theory is obtained.
In subsection II B, the canonical field theory approach is
studied and the corresponding Hamiltonian for the old
fashioned perturbation theory is derived.
A. Scattering Theory
Following what Kogut and Soper did in their light-
front QED paper [18]1, we regard the perturbative expan-
sion of the S matrix in Feynman diagrams as the foun-
dation of quantum electrodynamics. In this section, we
decompose the covariant Feynman diagram into a sum of
x+̂-ordered diagrams. We shall not be concerned with the
convergence of the perturbation series, or convergence
and regularization of the integrals in the present work.
1. Propagator Decomposition
In Ref. [7], we obtained the decomposition of the pho-
ton propagator given by
4DF (x)µ̂ν̂ =
∫
d2q⊥
(2pi)3
∫ ∞
−∞
dq−̂Θ̂(q−̂)
Tµ̂ν̂
2
√
q2−̂ + Cq
2
⊥
[
Θ(x+̂)e−iqµ̂x
µ̂
+ Θ(−x+̂)eiqµ̂xµ̂
]
+ iδ(x+̂)
∫
d2q⊥
(2pi)3
∫ ∞
−∞
dq−̂
nµ̂nν̂
q2−̂ + Cq
2
⊥
e−i(q−̂x
−̂+q⊥x⊥) (8)
where q+̂ =
(
−Sq−̂ +
√
q2−̂ + Cq
2
⊥
)
/C is the interpolat-
ing on-mass-shell energy and the explicit form of Tµ̂ν̂ is
given by
Tµ̂ν̂ ≡
∑
λ=±
∗µ̂(λ)ν̂(λ)
= −gµ̂ν̂ + (q · n)(qµ̂nν̂ + qν̂nµ̂)
q2⊥C+ q2−̂
− Cqµ̂qν̂
q2⊥C+ q2−̂
− q
2nµ̂nν̂
q2⊥C+ q2−̂
(9)
with the obvious familiar notation q · n = qµ̂nµ̂ and
q2 = qµ̂q
µ̂. Here, the polarization vectors µ̂(p,±) are
explicitly given in Ref. [7] and Tµ̂ν̂ given by Eq. (9) is ob-
tained in the radiation gauge for any interpolating angle,
i.e. A+̂ = 0 and ∂−̂A−̂ + ∂⊥ ·A⊥C = 0. As discussed in
Ref. [7], our interpolating radiation gauge links naturally
the Coulomb gauge in IFD (C = 1) and the light front
gauge in LFD (C = 0). One should also note that Θ̂(q−̂)
in Eq. (8) is the interpolating step function given by
Θ̂(q−̂) = Θ(q−̂) + (1− δC0)Θ(−q−̂)
=
{
1 (C 6= 0)
Θ(q+) (C = 0)
(10)
which was introduced to combine the results of C 6= 0
and C = 0.
Similarly, the manifestly covariant Klein-Gordon prop-
agator ∆F (x) in the position space given by
∆F (x) ≡
∫
d4q
(2pi)4
exp(−iqµ̂xµ̂) i
qµ̂qµ̂ −m2 + i
=
∫
d2q⊥dq−̂dq+̂
(2pi)4
exp [−i(q+̂x+̂ + q−̂x−̂ + q⊥ · x⊥)]
i
Cq2
+̂
+ 2Sq−̂q+̂ − Cq2−̂ − q2⊥ −m2 + i
(11)
can also be obtained by combining the results of C 6= 0 and C = 0 with the interpolating step function Θ̂(q−̂):
∆F (x) =
∫
d2q⊥
(2pi)2
∫ ∞
−∞
dq−̂
2pi
Θ̂(q−̂)
1
2
√
q2−̂ + C(q
2
⊥ +m2)
[
Θ(x+̂)e−iqµ̂x
µ̂
+ Θ(−x+̂)eiqµ̂xµ̂
]
, (12)
where the value of q+̂ in the exponent is taken to be the
interpolating on-mass-shell energy, i.e.
q+̂ =

(
−Sq−̂ +
√
q2−̂ + C(q
2
⊥ +m2)
)
/C, for x+̂ > 0,(
−Sq−̂ −
√
q2−̂ + C(q
2
⊥ +m2)
)
/C, for x+̂ < 0.
1 Although Kogut and Soper represented their work in Ref. [18]
as the QED in the infinite momentum frame, it actually was the
formulation of QED in the Light-Front Dynamics (LFD).
The detailed derivation of Eqs.(11) and (12) will be given
in Appendix A, where the pole integration is done explic-
itly.
The result for C 6= 0, i.e. Θ̂(q−̂) = 1, in Eq. (12) can
be obtained by noting the two poles for q+̂ in Eq. (11)
5given by
A+̂ − i′ =
(
−Sq−̂ +
√
q2−̂ + C(q
2
⊥ +m2)
)
/C− i′,
(13)
−B+̂ + i′ =
(
−Sq−̂ −
√
q2−̂ + C(q
2
⊥ +m2)
)
/C+ i′,
(14)
where ′ > 0. In order not to involve any contribution
from the arc in the contour integration, we evaluate the
q+̂ integral in Eq. (11) by closing the contour in the lower
(upper) half plane if x+̂ > 0 (x+̂ < 0). This produces
the desired decomposition for ∆F (x) with Θ̂(q−̂) = 1 in
Eq. (12) given by
∆F (x) =
∫
d2q⊥
(2pi)3
∫ ∞
−∞
dq−̂
1
2Q+̂
×
[
Θ(x+̂)e−iqµ̂x
µ̂
+ Θ(−x+̂)eiqµ̂xµ̂
]
, (15)
where we denoted the denominator factor in Eq. (12) by
Q+̂, i.e.
Q+̂ ≡
√
q2−̂ + C(q
2
⊥ +m2). (16)
Note here that the integration measure in Eq. (12) is the
invariant differential surface element on the mass shell,
i.e.
∫
d2q⊥
(2pi)3
dq−̂
2Q+̂
=
∫
d4q
(2pi)4
2piδ(q2 −m2). (17)
The result for C = 0, i.e. Θ̂(q−̂) = Θ(q+), in Eq. (12)
can also be obtained by noting the single pole for q+̂ = q
−
in Eq. (11) given by
q− =
q2⊥ +m
2
2q+
− i 
2q+
(18)
which should be taken in the contour integration of the
light-front energy q− variable without involving the arc
contribution in Eq. (11). Note here that this single pole
corresponds to A+̂ in Eq. (13) in the limit of C → 0.
This requires to close the contour in the lower (upper)
half plane of the complex q− space if x+ > 0 (x+ < 0),
as we explained essentially the same procedure for C 6= 0
case.
Due to the rational relation between q− and q+ given
by Eq. (18), the value of q+ must be positive to keep the
q− pole in the lower half plane for x+ > 0, while the
value of q+ must be negative to keep the q− pole in the
upper half plane for x+ < 0. This leads to the result
given by
∆F (x) =
∫
d2q⊥
(2pi)3
∫ ∞
0
dq+
1
2q+
× [Θ(x+)e−iq·x + Θ(−x+)eiq·x] , (19)
where q · x = q+x− + (q2⊥+m22q+ )x− − q⊥ · x⊥ noting x⊥ =
−x⊥. This result is identical to Eq. (12) for C = 0. Thus,
our result in Eq. (12) covers both C 6= 0 and C = 0 cases
together.
As the fermion propagator in the position space can
be obtained by
SF (x) = (i∂µ̂γ
µ̂ +m)∆F (x), (20)
we can now use Eqs. (12) and (20) to derive a decompo-
sition for the fermion propagator given by
SF (x) =
∫
d2q⊥
(2pi)3
∫ ∞
−∞
dq−̂Θ̂(q−̂)
1
2Q+̂
[
Θ(x+̂)(/q +m)e
−iqµ̂xµ̂ + Θ(−x+̂)(−/q +m)eiqµ̂xµ̂
]
+ iγ+̂
∫
d2q⊥
(2pi)3
∫ ∞
−∞
dq−̂Θ̂(q−̂)
1
2Q+̂
[
δ(x+̂)e−iqµ̂x
µ̂ − δ(x+̂)eiqµ̂xµ̂
]
, (21)
where the “+̂” component of q takes the corresponding
pole values, as mentioned before. Here, the differentia-
tion of Θ(x+̂) and Θ(−x+̂) in Eq. (12) with respect to
x+̂ gives us two terms: δ(x+̂)e−iqµ̂x
µ̂
and −δ(x+̂)eiqµ̂xµ̂ in
C 6= 0 case, and these two will cancel each other exactly
when an integration with respect to x+̂ is performed as
we show explicitly in the next subsection, so that they
don’t contribute to the Feynman rules. Therefore, we can
drop them from the decomposition. Thus, when C 6= 0,
the second line in Eq. (21) automatically drops off, and
the first line is the whole result. However, in the C = 0
case, the integration over q− = q+ (note that q−̂ is just
q− without hat when C = 0) goes from 0 to∞ instead of
−∞ to ∞ as denoted by the interpolating step function
Θ̂(q−̂). Thus, the two δ(x
+) terms resulting from differ-
entiating the Θ(x+) function do not cancel each other,
and the term proportional to δ(x+) is left over. This
term is the instantaneous contribution unique to the LF.
Thus, when we take C = 0, our fermion propagator re-
sult given by Eq. (21) coincides with the LF propagator
6previously derived by Kogut and Soper [18]:
SF (x)LF =
∫
d2q⊥
(2pi)3
∫ ∞
0
dq+
2q+
[
Θ(x+)(/q +m)e
−iq·x + Θ(−x+)(−/q +m)eiq·x
]
+ iδ(x+)γ+
∫
d2q⊥
(2pi)3
∫ ∞
−∞
dq+
2q+
e−iq
+x−+iq⊥·x⊥ . (22)
(a) (b)
(c) (d)
FIG. 1: Lowest-order tree level covariant annihilation
diagram in (a) position space and (b) momentum space.
Lowest-order tree level covariant scattering diagram in
(c) position space and (d) momentum space.
Note here that the interpolating wide-hat notations are
switched to the usual light front notations.
2. Rules for x+̂-ordered Diagrams
To find the rules for x+̂-ordered diagrams, we start
with the Feynman diagrams in coordinate space. The
amplitude for diagram shown in Fig. 1a for the process
of e+e− → γγ can be written as
iM =(−ie)2
∫
d4xd4y ∗µ̂(y)[ψ¯2(y)γ
µ̂
× SF (y − x)γν̂ψ1(x)]∗ν̂(x). (23)
Here, we use the plane wave solution of the Dirac equa-
tion for the electron and the charge conjugate plane wave
solution for the positron:
ψ1(x) = e
−ip·xu(p, s), (24)
ψ2(y) = e
ip′·yv(p′, s′), (25)
where p and s are the momentum and spin of the fermion.
The photon wave function is
µ̂(x) = e
−ik·xµ̂(k, λ), (26)
where µ̂(k, λ) is the polarization vector with momentum
k and helicity λ, the explicit form of which was given in
Ref. [7].
With the change of variables
x→ x, y → T = y − x, (27)
Eq. (23) becomes
iM =(−ie)2
∫
d4xd4T ei(k
′−p′)·T ∗µ̂(k
′, λ′)
[
v¯(p′, s′)γµ̂
×SF (T )γν̂u(p, s)
]
∗ν̂(k, λ)e
i(k+k′−p−p′)·x. (28)
The x integration immediately gives the total energy-
momentum conservation condition. After we plug in the
decomposed SF given by Eq. (21), we finish the T
+̂ in-
tegration using the following relations∫ ∞
−∞
dT +̂Θ(T +̂)eiP+̂T
+̂
=
i
P+̂ + i
, (29)∫ ∞
−∞
dT +̂Θ(−T +̂)eiP+̂T +̂ = − i
P+̂ − i
, (30)
where the causality of the relativistic quantum field the-
ory is assured with the ±i factor for the ±T +̂ region,
respectively. Thus, we get the interpolating energy de-
nominator factor of iPini+̂−Pinter+̂+i for each interme-
diate state. For the momentum assignment shown in
Fig. 1b, Pini+̂ = p+̂ + p
′
+̂
is the total “energy” of the
initial particles, and Pinter+̂ gives the total “energy” of
the intermediate particles, which is k+̂ + q+̂ + p
′
+̂
when
y+̂ > x+̂ and p+̂ − q+̂ + k′+̂ when y+̂ < x+̂. On the
other hand, the dT −̂d2T⊥ integration gives straightfor-
wardly (2pi)3δ(P in−̂ −P out−̂ )δ2(Pin⊥ −Pout⊥ ) at each vertex.
Lastly, the δ(T+) term in Eq. (21) gives an extra instan-
taneous contribution at the light-front (C = 0) and is
easy to calculate. Similar analysis can be done for the
process of eµ → eµ shown in Figs. 1c and 1d, with the
decomposition equation of the photon propagator given
by Eq. (8).
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FIG. 2: Vertices that appear in the x+̂-ordered
diagrams. When C 6= 0, only two kinds of vertices (a)
and (b) exist. When C = 0, all three vertices (a), (b),
(c) are present.
After the above analysis, with a little thought, one
can summarize and write down the rules for x+̂-ordered
diagrams as the following:
1. u(p, s), u¯(p, s), v(p, s), v¯(p, s), µ(p, λ), and 
∗
µ(p, λ)
for each incoming and outgoing external lines;
2. (/p+m) = Σsu(p, s)u¯(p, s) for electron propagators;
(−/p+m) = −Σsv(p, s)v¯(p, s) for positron propaga-
tors; Tµ̂ν̂ ≡
∑
λ=± 
∗
µ̂(λ)ν̂(λ) for photon propaga-
tors;
3. −ieγµ̂(2pi)3δ(P in−̂ −P out−̂ )δ2(Pin⊥−Pout⊥ ) for each ver-
tex as shown in Fig. 2a;
−e2 inµ̂nν̂
q2−̂ + Cq
2
⊥
(2pi)3δ(P in−̂ − P out−̂ )δ2(Pin⊥ −Pout⊥ )
× · · · γµ̂ · · · γν̂ · · ·
for each vertex as shown in Fig. 2b, where q−̂, q⊥
are the total momentum transfered;
− ie2γµγ+γν 1
2q+
(2pi)3δ(P+in − P+out)δ2(Pin⊥ −Pout⊥ ),
for each vertex as shown in Fig. 2c appearing only
if C = 0, i.e. only in LFD, where q+ = k′+ − p′+;
4. iPini+̂−Pinter+̂+ı for each internal line, where Pint+̂
and Pinter+̂ are the sums of energies for the initial
and intermediate particles;
5. an over-all factor of (2pi)δ(P in
+̂
− P out
+̂
) for the in-
terpolating energy conservation;
6. an integration∫
dq⊥
(2pi)3
∫ ∞
−∞
dq−̂
2Q+̂
Θ̂(q−̂)
for every internal propagating line, with m in
Eq. (16) being the mass of the exchanged particle.
The rules for x+-ordered diagrams on the light front,
first derived by Kogut and Soper [18], are reproduced by
taking C = 0 in the above rules. For instance, in rule
6, when C = 0, the integration limits of q−̂ = q− = q+
change to (0,∞), i.e.∫
dq⊥
(2pi)3
∫ ∞
0
dq+
2q+
for every internal line.
In the next subsection II B, we develop the canonical
field theory of quantum electrodynamics in any interpo-
lating angle. And we will see that it reproduces the Feyn-
man rules we obtained here.
B. Canonical Field Theory
1. Equations of Motion
The Lagrangian density for QED is
L = −1
4
Fµ̂ν̂F
µ̂ν̂ + ψ¯(iγµ̂Dµ̂ −m)ψ, (31)
where Dµ̂ = ∂µ̂ + ieAµ̂, and Fµ̂ν̂ = ∂µ̂Aν̂ − ∂ν̂Aµ̂. The
equations of motion are therefore
∂µ̂F
µ̂ν̂ = eJ ν̂ = eψ¯γν̂ψ. (32)
(iγµ̂∂µ̂ − eγµ̂Aµ̂ −m)ψ = 0, (33)
By converting the upper index components into lower
index components, Eq. (32) can be written as
(C∂2⊥ + ∂2−̂)A+̂
=(C∂+̂ + S∂−̂)∂⊥ ·A⊥ + (∂+̂∂−̂ − S∂2⊥)A−̂ − eJ +̂.
(34)
Next, we apply the generalized transverse gauge condi-
tion [7]:
∂−̂A−̂ + C∂⊥ ·A⊥ = 0, (35)
and Eq. (34) simplifies to
(C∂2⊥ + ∂2−̂)(CA+̂ + SA−̂) = (C∂
2
⊥ + ∂
2
−̂)A
+̂ = −eJ +̂C.
(36)
From Eqs. (35) and (36), we see that we can regard
A1 and A2 as the two independent free components,
while at any given “time” x+̂, A−̂ can be determined
by A1, A2, and A+̂ determined by A1, A2 and ψ. We
may take the boundary condition, A−̂(x
+̂, x1, x2,+∞) =
−A−̂(x+̂, x1, x2,−∞), which is consistent with the choice
made by Kogut and Soper for the light-front QED [18].
Then, the solution to Eq. (35) is found as
A−̂(x
+̂, x1, x2, x−̂)
=− 1
2
C
∫
dx′−̂(x−̂ − x′−̂)∂⊥ ·A⊥(x+̂, x1, x2, x′−̂)
=
1
2
C
∫
dx′−̂|x−̂ − x′−̂|∂−̂∂⊥ ·A⊥(x+̂, x1, x2, x′−̂),
(37)
8using the integration by parts and noting (x) = d|x|dx , i.e.
(x) =
{
1, x > 0,
−1, x < 0.
By a simple change of variablesX+̂ ≡ x+̂, X⊥ ≡ x⊥/√C,
X−̂ ≡ x−̂, Eq. (36) becomes
∇¯2A+̂ ≡
(
∂2
∂(Xi)2
+
∂2
∂(X−̂)2
)
A+̂ = −eJ +̂C (i = 1, 2),
(38)
which has the solution
A+̂ = e
∫
d2X′⊥dX ′−̂
J +̂(X ′)C
4pi
√
(X⊥ −X′⊥)2 + (X−̂ −X ′−̂)2
,
(39)
where the argument of J +̂(X ′) denotes the four-vector
X ′µ̂ ≡ (X ′+̂, X ′1, X ′2, X ′−̂) = (x′+̂, x′1√C , x
′2√
C , x
′−̂). In the
instant form limit (C→ 1), A−̂ → A3, A+̂ → A0, J +̂ →
J0 and the above solutions given by Eqs. (37) and (39)
agree with the instant form results. In the light-front
limit (C → 0), both A−̂ and A+̂ in Eqs. (37) and (39),
respectively, can also be easily shown to be consistent
with the light-front gauge A+ = 0 due to the apparent C
factor in the numerator.
However, we note that both A+̂ = −SA−̂/C + A+̂/C
and A−̂ = SA+̂/C−A−̂/C carry overall 1/C factor, and
thus A− in LFD, i.e. the C → 0 limit of A+̂ or A−̂,
does not vanish. In fact, the A+̂ component satisfies
the following constraint equation without containing any
time derivatives:
∇¯2(A+̂ +
SA−̂
C
) = (C∂2⊥ + ∂2−̂)(A+̂ +
SA−̂
C
) = −eJ +̂,
(40)
where the three dimensional Laplace operator reduces to
a one dimensional operator when C = 0.
From Eq. (37), we can find that the term −SA−̂/C in
the C→ 0 (or S→ 1) limit becomes
[−SA−̂/C]→ −12
∫
dx′−|x−−x′−|∂−∂⊥·A⊥(x+, x1, x2, x′−).
(41)
Also, from Eq. (39), we can see that the term A+̂/C in
the C→ 0 limit becomes[
A+̂/C
]
→ −e
2
∫
dx′−|x− − x′−|J+(x+, x1, x2, x′−),
(42)
where the X′⊥ integration can be made straightforwardly
by realizing the suppression of X′⊥ component in the
light-front (C → 0) limit of J +̂(X ′) and assigning Y =
X −X ′ to use∫
d2Y⊥
1
4pi
√
(Y⊥)2 + (Y −̂)2
=
∫
d(Y⊥)2
1
4
√
(Y⊥)2 + (Y −̂)2
= −1
2
|Y −̂| (43)
that becomes − 12 |x− − x′−| in LFD with the current
J+(x+, x1, x2, x′−) vanishing in the limit |x⊥| → ∞.
Combining Eqs. (41) and (42), we thus get the LFD re-
sult
A−(x+, x1, x2, x−)
=− 1
2
∫
dx′−|x− − x′−| [∂−∂⊥ ·A⊥(x+, x1, x2, x′−)
+eJ+(x+, x1, x2, x′−))
]
, (44)
which was also derived in Ref. [18] except for some su-
perficial differences in the conventions used. Eq. (44) was
noted in Ref. [19] as well.
To simplify the notations and make the derivations eas-
ier to follow, we may write
A−̂(x) = −C
∂⊥ ·A⊥(x)
∂−̂
, (45)
A+̂(x) = − eJ
+̂(x)C
C∂2⊥ + ∂2−̂
, (46)
instead of the explicit integral forms shown in Eqs. (37)
and (39). We also write A+̂ as
A+̂(x) = S
∂⊥ ·A⊥(x)
∂−̂
− eJ
+̂(x)
C∂2⊥ + ∂2−̂
, (47)
which represents A+̂ = −SA−̂/C + A+̂/C with A−̂ and
A+̂ given by Eqs. (37) and (39), respectively. Written
in this way, Eqs. (45) - (47) also show very clearly, that
only the A1 and A2 components of Aµ̂ are dynamical
variables.
For the fermion fields, Eq. (33) can be written as[
i
(
γ+̂∂+̂ + γ
−̂∂−̂ + γ
⊥ · ∂⊥
)
− e
(
γ+̂A+̂ + γ
−̂A−̂ + γ
⊥ ·A⊥
)
−m
]
ψ = 0, (48)
where the interpolating gamma matrices satisfy the usual
Clifford algebra {γµ̂, γν̂} = 2gµ̂ν̂ and the interpolating
metric is given by
gµ̂ν̂ = gµ̂ν̂ =
C 0 0 S0 −1 0 00 0 −1 0
S 0 0 −C
 . (49)
9If C 6= 0, Eq. (48) contains the interpolating time deriva-
tive ∂+̂ and thus all four components of ψ field are dy-
namical. However, if C = 0, then one may notice a
rather dramatic change of two components of ψ field from
being dynamical to the constrained components due to
{γ+, γ+} = γ+2 = 0 as well as {γ−, γ−} = γ−2 = 0,
while {γ+, γ−} = 2. This may be shown explicitly by
writing Eq. (48) for C = 0,[
i
(
γ+∂+ + γ
−∂− + γ⊥ · ∂⊥
)
−e (γ+A+ + γ−A− + γ⊥ ·A⊥)−m]ψ = 0, (50)
and splitting ψ into ψ+ = P+ψ and ψ− = P−ψ with the
projection operators P+ =
1
2γ
−γ+ and P− = 12γ
+γ−, i.e.
ψ = ψ+ + ψ− = P+ψ + P−ψ. (51)
Then, because γ+P− = 0, ψ− can be determined at
any light-front time x+ through the following constraint
equation
2 (i∂− − eA−)ψ− =
[
(i∂⊥ − eA⊥)γ⊥ +m
]
γ+ψ+,
(52)
which reduces in the light-front gauge A− = A+ = 0 to
2 (i∂−ψ−) =
[
(i∂⊥ − eA⊥)γ⊥ +m
]
γ+ψ+. (53)
Thus, the two components of ψ given by ψ− in LFD be-
come constrained in the sense that the time dependence
of ψ− is provided by the other fields that satisfy the dy-
namic equation with the light-front time derivative ∂+
such as A⊥ and ψ+. No new time-dynamic informa-
tion can be provided by the constrained field ψ−. As
done in Ref. [18], we may split this constrained field ψ−
into the “free” part ψ˜− and the “interaction” part Υ, i.e.
ψ− = ψ˜− + Υ, identifying from Eq. (53):
ψ˜− =
(iγ⊥ · ∂⊥ +m)γ+ψ+
2i∂−
, (54)
and
Υ =
−eγ⊥ ·A⊥γ+ψ+
2i∂−
. (55)
Then, as shown in Ref. [18], the light-front fermion
instantaneous diagram depicted in Fig. 2c corre-
sponds to the interaction Hamiltonian density given by
Υ¯(iγ−∂−)Υ. This reveals that the instantaneous con-
tribution to the fermion propagator given by Eq. (22) is
obtained through the “interaction” part of the constraint
field ψ−.
We may define
ψ = ψ˜ + δC0Υ. (56)
When C 6= 0, ψ = ψ˜ is the free fermion field. When C =
0, ψ can be split into ψ = ψ+ +ψ−, where only ψ+ = ψ˜+
is independent. The constraint field ψ− can be further
split into ψ− = ψ˜−+Υ, where Υ is the “interaction” part
of the field. We write ψ˜ = ψ˜+ + ψ˜−, then ψ˜ is the free
part of the field in any interpolating angle 0 ≤ δ ≤ pi4 .
We discuss this unique feature of the fermion propaga-
tor in LFD further illustrating the old-fashioned pertur-
bation theory in sub-subsection II B 4 and presenting the
physical processes such as the electron-positron annihila-
tion to the pair production of two photons (e+e− → γγ)
and the Compton scattering (eγ → eγ) in Sections III
and IV.
2. Free Fields
The Fourier expansion of the free fermion field ψ(x)
takes the form
ψ(x+̂,x⊥, x−̂) =
∫
d2p⊥dp−̂
(2pi)3(2p+̂)
∑
s=±1/2
[
u(s)e−ix
−̂p−̂−ix⊥·p⊥
× b(p⊥, p−̂; s;x+̂) + v(s)eix
−̂p−̂+ix
⊥·p⊥d†(p⊥, p−̂; s;x
+̂)
]
,
(57)
where the spinors of the particle (u) and the antiparticle
(v) satisfy the Dirac equation:
(γµ̂pµ̂ −m)u = 0, (58)
(γµ̂pµ̂ +m)v = 0. (59)
Here, we take u and v to be the generalized helicity
spinors uH and vH whose explicit expressions in the chi-
ral basis have been given in Ref. [8]. For simplicity, we
will omit the subscript “H” throughout this paper.
Plugging ψ given by Eq. (57) to the free Dirac equa-
tion,
(iγµ̂∂µ̂ −m)ψ(x+̂,x⊥, x−̂) = 0, (60)
and using the relations in Eqs. (58) and (59), we find that
b(p⊥, p−̂; s;x
+̂) and d†(p⊥, p−̂; s;x
+̂) satisfy the follow-
ing differential equations:
[iγ+̂∂+̂ − γ+̂p+̂] b(p⊥, p−̂; s;x+̂) = 0, (61)
[iγ+̂∂+̂ + γ
+̂p+̂] d
†(p⊥, p−̂; s;x
+̂) = 0. (62)
Solving these equations, we get
b(p⊥, p−̂; s;x
+̂) = e−ix
+̂p+̂ b(p⊥, p−̂; s; 0), (63)
d†(p⊥, p−̂; s;x
+̂) = eix
+̂p+̂ d†(p⊥, p−̂; s; 0). (64)
Since the time dependence decouples from the rest of the
operator, we may drop the time labels and define
b(p⊥, p−̂; s) ≡ b(p⊥, p−̂; s; 0), (65)
d†(p⊥, p−̂; s) ≡ d†(p⊥, p−̂; s; 0). (66)
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Then, the free fermion field can be summarized as
ψ(x) =
∫
d2p⊥dp−̂
(2pi)32p+̂
∑
s=±1/2
[
u(s)e−ix
µ̂pµ̂ b(p⊥, p−̂; s)
+v(s)eix
µ̂pµ̂ d†(p⊥, p−̂; s)
]
.
(67)
Following a similar procedure, we can also find the free
photon field as
Aµ̂(x) =
∫
d2p⊥dp−̂
(2pi)32p+̂
∑
λ=±
µ̂(p, λ)
[
e−ix
µ̂pµ̂ a(p⊥, p−̂; s)
+eix
µ̂pµ̂ a†(p⊥, p−̂; s)
]
,
(68)
where again the polarization vectors µ̂(p,±) are explic-
itly given in Ref. [7].
3. Energy-Momentum and Angular Momentum Tensors
Using Noether’s theorem, the conserved energy-
momentum tensor and angular momentum tensor can be
written as
T µ̂ν̂ = iψ¯γ
µ̂∂ν̂ψ − F µ̂λ̂∂ν̂Aλ̂ − gµ̂ν̂L, (69)
J λ̂µ̂ν̂ = xµ̂T
λ̂
ν̂ − xν̂T λ̂µ̂ + Sλ̂µ̂ν̂ , (70)
where
Sλ̂µ̂ν̂ = i
1
4
ψ¯γλ̂[γµ̂, γν̂ ]ψ + F
λ̂
µ̂Aν̂ − F λ̂ν̂Aµ̂. (71)
In particular, the total four-momentum and total angular
momentum given by
Pµ̂ =
∫
d2x⊥dx−̂T +̂µ̂, (72)
Mµ̂ν̂ =
∫
d2x⊥dx−̂J +̂µ̂ν̂ (73)
are constants of motion. In particular, the kinematic
generators which do not alter the interpolating time x+̂,
such as P1, P2, P−̂,M12,M2−̂,M1−̂, are provided by their
corresponding densities given by
T +̂i = iψ¯γ
+̂∂iψ − ∂iAj(∂+̂Aj − ∂jA+̂), (74)
T +̂−̂ = iψ¯γ
+̂∂−̂ψ − ∂−̂Aj(∂+̂Aj − ∂jA+̂), (75)
J +̂12 = x1T
+̂
2 − x2T +̂1 + 1
2
iψ¯γ+̂γ1γ2ψ
+A2∂+̂A1 −A1∂+̂A2 +A1∂2A+̂ −A2∂1A+̂, (76)
J +̂1−̂ = x1T
+̂
−̂ − x−̂T +̂1 +
1
2
iψ¯γ+̂γ1γ−̂ψ
+A−̂∂
+̂A1 −A1∂+̂A−̂ +A1∂−̂A+̂ −A−̂∂1A+̂, (77)
J +̂2−̂ = x2T
+̂
−̂ − x−̂T +̂2 +
1
2
iψ¯γ+̂γ2γ−̂ψ
+A−̂∂
+̂A2 −A2∂+̂A−̂ +A2∂−̂A+̂ −A−̂∂2A+̂, (78)
where A−̂ and A
+̂ are given by Eqs. (45) and (46), and
thus these operators involve only independent dynamical
fields ψ and Aj(j = 1, 2).
Finally, the most important operator of the theory is
of course the interpolating Hamiltonian density:
T +̂+̂ = ψ¯
(
−iγj∂j − iγ−̂∂−̂ +m
)
ψ + eAµ̂ψ¯γ
µ̂ψ
+
1
4
F µ̂ν̂Fµ̂ν̂ − F +̂j∂+̂Aj − F +̂−̂∂+̂A−̂, (79)
where the transverse index j is summed over according
to the summation convention.
4. Old-fashioned Perturbation Theory
With Eqs. (45) - (47), as well as Eqs. (54) - (56), we can
rewrite T +̂+̂ in terms of the independent degrees of free-
dom A1, A2, ψ˜, and separate out the interaction part of
the Hamiltonian density from the free part. The detailed
derivation is given in Appendix B. Eq. (79) becomes
H ≡ T +̂+̂ = H0 + V (80)
with
H0 = ¯˜ψ(−iγj∂j − iγ−̂∂−̂ +m)ψ˜
+
1
4
F˜ µ̂ν̂ F˜µ̂ν̂ − F˜ +̂j∂+̂A˜j − F˜ +̂−̂∂+̂A˜−̂, (81)
V = eA˜µ̂ ¯˜ψγµ̂ψ˜ + δC0Υ¯(iγ−∂−)Υ + 1
2
eφJ +̂, (82)
where we have defined A˜µ̂ as
(A˜+̂, A˜1, A˜2, A˜−̂) ≡ (S
∂⊥ ·A⊥
∂−̂
, A1, A2, A−̂), (83)
and
φ(x) ≡ A+̂(x)− A˜+̂(x) =
A+̂
C
= − eJ
+̂(x)
C∂2⊥ + ∂2−̂
= e
∫
d2X′⊥dX ′−̂
J +̂(X ′)
4pi
√
(X⊥ −X′⊥)2 + (X−̂ −X ′−̂)2
,
(84)
where we switched the simplified notation in the second
line into the expression of integration in the third one.
The capital X µ̂ ≡ (x+̂, x1√C , x
2√
C , x
−̂) is introduced previ-
ously above Eq. (38). Eq. (84) may be considered as a
generalization of Eq. (4.58) in Ref. [18] for the quanti-
zation interpolating between IFD and LFD.
We can then calculate the scattering matrix element
Sfi =< f |S|i > between the initial and final states |i >
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and |f > with the “old-fashioned” perturbation theory
expansion
Sfi = δfi − i2piδ(P+̂i − P+̂f )
× < f | [V + V (P+̂ − P+̂0 + i)−1V + · · · ] |i >, (85)
where P+̂0 =
∫
d2x⊥dx−̂H0 and V =
∫
d2x⊥dx−̂V. This
leads to the same rules for x+̂-ordered diagrams which
we obtained in subsection (II A 2) by directly decompos-
ing the covariant Feynman diagrams. This can be seen
by calculating a few matrix elements of the interaction
Hamiltonian V .
The first term in Eq. (82) after volume integration
gives the interaction at equal interpolating time x+̂ = 0:
−iV1 = −ie
∫
d2x⊥dx−̂A˜µ̂(0,x⊥, x−̂)
¯˜
ψ(0,x⊥, x−̂)γµ̂
×ψ˜(0,x⊥, x−̂),
(86)
which is the “ordinary” vertex interaction as demon-
strated in Fig. 2a.
With Eq. (55), the second term in Eq. (82) can be
shown to provide the fermion instantaneous interaction
−iV2 = −1
2
e2δC0
∫
d2x⊥dx− ¯˜ψ(0,x⊥, x−)γiA˜i(0,x⊥, x−)
× γ
+
∂−
A˜j(0,x
⊥, x−)γjψ˜(0,x⊥, x−)
= −1
4
e2δC0
∫
d2x⊥dx− ¯˜ψ(0,x⊥, x−)γiA˜i(0,x⊥, x−)γ+
×
∫
dx′−(x− − x′−)A˜j(0,x⊥, x′−)γjψ˜(0,x⊥, x′−).
(87)
Using
1
2
∫
dx′−(x− − x′−) e−iq+(x−−x′−) = i
q+
, (88)
Eq. (87) can be shown to yield the vertex of Fig. 2c, as
discussed in Ref. [18].
The third term in Eq. (82) written out in full is
−iV3 = 1
2
ie2
∫
d2x⊥dx−̂ψ¯(0,x⊥, x−̂)γ+̂ψ(0,x⊥, x−̂)
× 1
∂2⊥C+ ∂2−̂
ψ¯(0,x⊥, x−̂)γ+̂ψ(0,x⊥, x−̂)
= −1
2
ie2
∫
d2x⊥dx−̂ψ¯(0,x⊥, x−̂)γ+̂ψ(0,x⊥, x−̂)
×
∫
d2X′⊥dX ′−̂
ψ¯(0,X′⊥, X ′−̂)γ+̂ψ(0,X′⊥, X ′−̂)
4pi
√
(X⊥ −X′⊥)2 + (X−̂ −X ′−̂)2
.
(89)
In the scaled transverse space with the variable of X⊥,
one should note that the corresponding transverse mo-
mentum becomes
√
Cq⊥ due to the equality given by
FIG. 3: Feynman diagram for e+e− → γγ process.
While this figure is drawn for the t-channel Feynman
diagram, the crossed channel (or u-channel) can be
drawn by crossing the two final state particles.
q⊥ · x⊥ =
√
Cq⊥ ·X⊥. Using
∫
d2X′⊥dX ′−̂
e
−i
[√
Cq⊥·(X⊥−X′⊥)+q−̂(X−̂−X′−̂)
]
4pi
√
(X⊥ −X′⊥)2 + (X−̂ −X ′−̂)2
=
1
Cq2⊥ + q2−̂
, (90)
where q is the momentum transfer at the vertex, as de-
picted in Fig. 2b. We find that the interaction −iV3
yields the “Coulomb” vertices of Fig. 2b. We note that
this interpolation result coincides with the IFD result for
C = 1, where ψ = ψ˜ is the free fermion field, while for
C = 0, the ψ field in Eq. (89) changes naturally to ψ˜
due to the γ+2 = 0 property of the LF, so that the Υ
field does not contribute to the + component of the cur-
rent. The transverse components of the momentum in
Eq. (90) also drop off naturally due to the C factor in
front, reproducing smoothly Kogut and Soper’s result in
Ref. [18].
Thus, when we calculate the scattering matrix formally
in the interpolating QED, we get the same rules as we
summarized in sub-subsection II A 2 when we decompose
the covariant Feynman diagrams directly [20].
III. TOY CALCULATION OF e+e−
ANNIHILATION PRODUCING TWO SCALAR
PARTICLES
Having laid out the foundation of interpolating QED,
we can now make some calculations. The first simple
heuristic example we consider is e+e− annihilation pro-
ducing two scalar particles. In the next section, we will
consider the typical QED process of e+e− → γγ, as well
as eγ → eγ, but for now we don’t consider the photon
polarization to make things simpler. While the Feynman
diagram of e+e− → γγ is shown in Fig. 3, the photon (γ)
line should be understood as the scalar particle line for
the production process of two scalar particles.
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(a) (b)
FIG. 4: Time-ordered diagrams (a) and (b) for
e+e− → γγ annihilation process. The u-channel
amplitudes can be obtained by crossing the two final
state particles.
As mentioned in the Introduction, the covariant prop-
agator of the intermediate virtual fermion is given by
Σ =
/q +m
q2 −m2 . (91)
In the instant form where the system evolves with ordi-
nary time t, this covariant Feynman amplitude can be de-
composed into two time-ordered ones, as shown in Figs.
4a and 4b, where again the photon (γ) line should be
understood as the scalar particle line for the production
process of two scalar particles. Figs. 4a and 4b corre-
spond to the following time-ordered amplitudes
ΣIFDa =
1
2q0on
/qa +m
q0 − q0on
, (92)
ΣIFDb =
1
2q0on
−/qb +m
−q0 − q0on
. (93)
Here, qon is the momentum 4-vector with its spacial part
equal to that of q (= p1 − p3 = qa) but satisfies the Ein-
stein energy-momentum relationship, and qb corresponds
to the negative energy (anti-particle) contribution with
qb = −qa = −q.
The sum of the two propagators can easily be verified
to be equal to the covariant one, Eq. (91):
ΣIFDa + Σ
IFD
b =
1
2q0on
(
/q +m
q0 − q0on
− /q +m
q0 + q0on
)
=
1
2q0on
2q0on(/q +m)
(q0)2 − (q0on)2
=
/q +m
q2 −m2 , (94)
where the on-shell condition q0on =
√
~q2 +m2 is used.
Such time-ordering also exists in the interpolating dy-
namics, whose “time” means the interpolating time x+̂.
The interpolating time-ordered diagrams are also Figs.
4a and 4b, and the propagators of the intermediate vir-
tual fermion for each time-ordering are given by
Σa =
1
2Q+̂
/Qa +m
q+̂ −Qa+̂
(95)
Σb =
1
2Q+̂
−/Qb +m
−q+̂ −Qb+̂
, (96)
where Qa+̂ and Qb+̂ are the interpolating on-mass-shell
energy of the intermediate propagating fermion as men-
tioned in the introduction and again their expressions are
explicitly given by
Qa+̂ =
−Sqa−̂ +Q+̂
C
, (97)
Qb+̂ =
−Sqb−̂ +Q+̂
C
, (98)
with Q+̂ denoting the on-mass-shell value of q+̂ as given
by Eq. (16). If the interpolating longitudinal momen-
tum q−̂ is positive, i.e. q−̂ > 0, then the intermedi-
ate propagating fermion in the time-ordered amplitude
in Fig. 4a is “forward” moving and the corresponding
time-ordered amplitude Σa is equivalent to ΣF given by
Eq. (2), while the time-ordered amplitude in Fig. 4b with
the “backward” moving (−q−̂ < 0) intermediate fermion
corresponds to ΣB in the same equation, Eq. (2). Us-
ing Eqs. (97) - (98), the sum of these two interpolating
propagators can also be verified to be equal to Eq. (91)
as shown in Appendix C.
When we take the limit to the LFD, i.e., δ → pi4 or
C→ 0, the expressions in Eq. (95) and (96) change to the
so-called “on-mass-shell propagating contribution” and
the “instantaneous fermion contribution”, respectively,
if and only if q+ > 0. For q+ > 0, the time-ordered
diagram shown in Fig. 4b has the “backward” moving
intermediate fermion (for C = 0, −q−̂ = −q+ < 0), and
the LF energy for the intermediate virtual fermion, Qb+̂,
goes to infinity, however the existence of the spin sum on
the numerator makes it altogether a finite result. The
finite result turns out to be the instantaneous fermion
contribution unique in the LFD as formally discussed in
Sec. II. This can be now shown explicitly as follows:
Σb,δ→pi4 = limC→0
 1
2Q+̂
/Qb −m
q+̂ +
Sq−̂+Q+̂
C

= lim
C→0
1
2Q+̂
C
(
γ+̂
Sq−̂+Q
+̂
C − γ−̂q−̂ − γ⊥.q⊥ −m
)
Cq+̂ + Sq−̂ +Q+̂
=
γ+ (q− +Q+)
2q+ (q− +Q+)
=
γ+
2q+
. (99)
At the same time, the first diagram shown in Fig. 4a
turns out to be the on-mass-shell contribution as shown
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explicitly in the following:
Σa,δ→pi4 = limC→0
(
1
2Q+̂
/Qa +m
q+̂ −Qa+̂
)
=
1
2q−
/Qa +m
q− −Q−a
=
/qon +m
2q+
(
q− − q−on
)
=
/qon +m
q2 −m2 . (100)
This proves the decomposition of the covariant fermion
propagator in LFD [17] given by Eq. (7) as discussed in
the introduction (Sec. I) as well as in the formal deriva-
tion (Sec. II).
Let’s now compute the time-ordered amplitudes for the
e+e− annihilation into two scalar particles using the in-
terpolating formulation, which are given by
Mλ1,λ2a = v¯λ2(p2) · Σa · uλ1(p1) (101)
and
Mλ1,λ2b = v¯λ2(p2) · Σb · uλ1(p1), (102)
where λ1 and λ2 represent the helicities of the initial
e− and e+ spinors, respectively, and the overall factor
such as the coupling constant e, etc., is taken to be 1.
Here, Σa and Σb are given by Eqs. (95) and (96). If
q = p1 − p3, then these amplitudes are the t-channel
amplitudes which we may denote asMλ1,λ2a,t andMλ1,λ2a,t .
Similarly, if q = p1−p4, then we may denote them as the
u-channel amplitudes Mλ1,λ2a,u and Mλ1,λ2b,u , respectively.
The spinors in the interpolation form were studied in
Ref. [8] and the results were given by
u
(+1/2)
H (P ) =

√
P−̂+P
2P
√
P +̂+P
sin δ+cos δ
PR
√
sin δ+cos δ
2P(P+P−̂)
√
P +̂ + P√
P−̂+P
2P
√
P +̂−P
cos δ−sin δ
PR
√
cos δ−sin δ
2P(P+P−̂)
√
P +̂ − P
 ,
u
(−1/2)
H (P ) =

−PL
√
cos δ−sin δ
2P(P+P−̂)
√
P +̂ − P√
P−̂+P
2P
√
P +̂−P
cos δ−sin δ
−PL
√
sin δ+cos δ
2P(P+P−̂)
√
P +̂ + P√
P−̂+P
2P
√
P +̂+P
sin δ+cos δ
 ,
where PR = P 1 + iP 2 and PL = P 1 − iP 2, and the
antiparticle spinors are obtained by charge conjugation.
To make the numerical calculations, we need to specify
the kinematics for the process, as shown in Fig. 5. We
choose the initial reference frame to be the e+e− center
of mass frame (CMF), and study the whole landscape
of the amplitude change under the boost operation in
the zˆ-direction as well as the change of the interpolation
angle δ. The moving direction of the incoming electron
is chosen as the +zˆ-direction. Then, the 4-momenta of
the initial and final particles can be written as
p1 = (E0, 0, 0, Pe)
p2 = (E0, 0, 0,−Pe)
p3 = (E0, E0 sin θ, 0, E0 cos θ)
p4 = (E0,−E0 sin θ, 0,−E0 cos θ). (103)
The angular distribution of each helicity amplitude
in IFD which depends on the reference frame will be
contrasted with the corresponding angular distribution
of LFD helicity amplitude. In the kinematics given by
Eq. (103), we note that the intermediate propagating
fermion momentum in the time-ordered process depicted
in Fig. 4a is given by q = p1−p3 = (0,−E0 sin θ, 0, 0, Pe−
E0 cos θ) and thus its light-front plus component q
+ =
Pe −E0 cos θ can be negative as well as positive depend-
ing on the scattering angle θ. Thus, for the kinematic
region of q+ < 0 in LFD, the t-channel process in Fig. 4a
corresponds to the “backward” process ΣB although it
corresponds to the “forward” process ΣF for the kine-
matic region of q+ > 0. The critical scattering angle
which separates the kinematic region between q+ > 0
and q+ < 0 can of course be obtained by q+ = 0 in the
corresponding process. In the present kinematics given
by Eq. (103), the critical scattering angles for t-channel
with q = p1 − p3 and u-channel with q = p1 − p4 are
respectively given by
θc,t = arccos
(
Pe
E0
)
, (104)
θc,u = arccos
(
−Pe
E0
)
. (105)
One should realize that the same amplitude, e.g. Mλ1,λ2a,t
given by Eq. (101) with q = p1−p3, can correspond to ei-
ther the “on-mass-shell propagating contribution” or the
“instantaneous fermion contribution” in LFD depending
on the scattering angle, e.g. θ > θc,t or θ < θc,t, respec-
tively.
A. Collinear Scattering/Annihilation, θ = pi
Before we discuss the angular dependence of the in-
terpolating helicity amplitudes, we first consider the
collinear amplitude taking the the center of mass angle θ
between the moving direction of incoming electron (par-
ticle 1) and outgoing photon (particle 3) as pi, i.e. the
collinear back-to-back scattering/annihilation process, in
order to exhibit the essential landscape of the helicity
amplitudes depending on the reference frame, i.e. the
center-of-mass momentum in the zˆ-direction P z, and the
interpolation angle δ. In this collinear kinematics, the
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FIG. 5: e+e− pair annihilation process at angle θ in
center of mass frame
two time-ordered t-channel processes depicted in Figs. 4a
and 4b correspond to the “forward” moving and “back-
ward” moving processes without any complication. Thus,
the amplitudes Mλ1,λ2a,t and Mλ1,λ2b,t correspond to the
“on-mass-shell propagating contribution” and “instanta-
neous fermion contribution”, respectively. In order not
to concern ourselves with the absolute values, we also
scale all the energy and momentum values by the elec-
tron mass me, and take the scalar particles as massless.
For the simple illustration, we take the initial energy of
each particle as 2me, i.e. E0 = 2me and Pe =
√
3me.
The results of the collinear back-to-back scatter-
ing/annihilation, i.e. θ = pi, are shown in Figs. 6 and
7, where we use “+” and “−” to denote the helicity of
the initial fermions. For example, “+−” means a right-
handed electron and a left-handed positron annihilation.
As the final state particles are scalars, they don’t have
any designation of helicities. Here, t(a) means the first
time-ordering of t channel, corresponding to the diagram
Fig. 4a, t(b) means Fig. 4b, etc. There is also the u chan-
nel, which can be obtained by swapping the two outgoing
particles, and the two time-ordering of u channel can be
drawn in a similar way. The results of the u channel are
shown in Figs. 8 and 9. The amplitudes are plotted as a
function of P z and δ. When δ → 0, i.e. the back ends of
the figures, the IFD results are obtained, while δ → pi/4,
i.e. the front ends of the figures, the LFD results are ob-
tained. The red solid line in the middle of all the figures
is given by
P z = −
√
s(1− C)
2C
, (106)
where
√
s is the center of mass energy. This characteris-
tic curve called “J-curve” has been discussed extensively
in our previous works [6] [7] [8] in conjunction with the
zero-mode in P z → −∞ limit where the plus compo-
nent of the light-front momentum for all the particles
involved in the scattering/annihilation process vanishes,
i.e. p+i → 0 (i = 1, 2, 3, 4). We note here that this
characteristic “J-curve” corresponds to the zero of the
(a) (b)
(c) (d)
FIG. 6: Annihilation amplitudes for e+e− to two scalars
t channel time-ordering process-a : for (a) helicity ++ ,
(b) helicity +− , (c) helicity −+ and (d) helicity −− .
(a) (b)
(c) (d)
FIG. 7: Annihilation amplitudes for e+e− to two scalars
t channel time-ordering process-b: for (a) helicity ++ ,
(b) helicity +− , (c) helicity −+ and (d) helicity −− .
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FIG. 8: Annihilation amplitudes for e+e− to two scalars
u channel time-ordering process-a: for (a) helicity ++ ,
(b) helicity +− , (c) helicity −+ and (d) helicity −− .
(a) (b)
(c) (d)
FIG. 9: Annihilation amplitudes for e+e− to two scalars
u channel time-ordering process-b: for (a) helicity ++ ,
(b) helicity +− , (c) helicity −+ and (d) helicity −− .
interpolating total longitudinal momentum, P−̂ = 0. As
discussed in Ref. [8], “J-curve” sits in between the two
boundaries indicated by blue dashed lines in all of the
figures, Figs. 6, 7, 8 and 9, across which the amplitude
changes abruptly. The reason for this abrupt change, as
we also discussed in our previous spinor work [8], is be-
cause the electron and positron moving along z direction
have the speed less than the speed of light c so that the
direction of the particle motion can be swapped to the
opposite direction in the frame which moves faster than
the particle. Namely, the helicity defined in IFD is not
invariant but dependent on the reference frame. For a
given helicity amplitude in IFD, the particle’s spin must
flip when its moving direction flips to maintain the given
helicity. This results in a sudden abrupt change in each
helicity amplitude. In other words, a different spin con-
figuration appears going across the boundary. For exam-
ple, the left and right boundaries drawn in all the panels
of Fig. 6 correspond respectively to p1−̂ = 0 (zero lon-
gitudinal interpolating momentum for the electron) and
p2−̂ = 0 (zero longitudinal interpolating momentum for
the positron). The change of the helicity depending on
the reference frame has been extensively discussed in our
previous spinor work [8]. In particular, the LF helicity of
the particle moving in the −zˆ direction is opposite to the
Jacob-Wick helicity defined in the IFD. Such swap of the
helicity between the IFD and LFD for the particle mov-
ing in the −zˆ direction has been extensively discussed in
Ref.[8] and the application in the deeply virtual Compton
scattering has been reviewed in Ref.[21]. We find indeed
that the behavior of the angle between the momentum
direction and the spin direction bifurcates at a critical
interpolation angle and the IFD and the LFD separately
belong to the two different branches bifurcated at this
critical interpolation angle. The details of the discussion
on the boundaries in the helicity amplitudes, similar to
the left and right boundaries in Fig. 6, can be found in
Ref. [8] with the examples of eµ→ eµ and e+e− → µ+µ−
processes. Solving the equation p1−̂ = 0, we get
tan δ = −E0P
z + Pe
√
(2E0)2 + (P z)2
PeP z + E0
√
(2E0)2 + (P z)2
(107)
for the electron and similarly from p2−̂ = 0 we get
tan δ = −E0P
z − Pe
√
(2E0)2 + (P z)2
E0
√
(2E0)2 + (P z)2 − PeP z
(108)
for the positron. These two boundaries are depicted
in Fig. 10. At P z = 0, the critical interpolating angle
δc corresponding to the boundary due to the positron’s
helicity swap is given by δc = tan
−1(Pe/E0). For
E0 = 2me and Pe =
√
3me, this critical value is given
by δc = tan
−1(
√
3/2) ≈ 0.713724 as one can see from
Fig. 10. The bifurcation of the two helicity branches,
one belongs to the IFD side and the other belongs to
the LFD side, occurs exactly at δ = δc in the CMF
(P z = 0) and the abrupt change of the helicity ampli-
tudes crossing from one branch to another branch, e.g.
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FIG. 10: Two Boundaries.
0 ≤ δ < δc ≈ 0.713724 and δc ≈ 0.713724 < δ ≤ pi/4, can
be understood in the example presented in Figs. 6, 7, 8
and 9 as well as in our previous works [8]. One should
note that this bifurcation of the two helicity branches is
independent of the scattering angle θ and thus persists
even in the non-collinear helicity amplitudes that we dis-
cuss later in this section.
However, one should note that the LFD result is com-
pletely outside of these boundaries, as it appears as a
straight line on the LF end. This is due to the boost
invariance of the helicity in LFD as we emphasize in the
present work as well as in our previous works [6] [7] [8]. In
LFD, we note that the results depicted in Figs. 7 and 9
correspond to the instantaneous fermion contribution as
shown in Eq. (99). One may note[22] that the amplitude
v¯γ+u vanishes for the helicity non-flip case, i.e. ++ and
−−, while it survives for the helicity flip case, i.e. +−
and −+. This demonstrates that the LFD (δ = pi/4) re-
sults of ++ and −− helicity amplitudes, M+,+b,t , M−,−b,t ,
M+,+b,u and M−,−b,u , respectively, are zero while the LFD
results of +− and −+ helicity amplitudes,M+,−b,t ,M−,+b,t ,
M+,−b,u andM−,+b,u , respectively, are non-zero as shown in
Figs. 7 and 9.
For this collinear back-to-back scattering/annihilation
process, the apparent angular momentum conservation
can be rather easily seen in all of Figs. 6, 7, 8 and 9.
Because the initial electron and positron are spin 12 par-
ticles and the final state particles are spin-less, only the
spin singlet system of the two spin-half particles can an-
nihilate and produce two scalar particles in the center-
of-mass frame (i.e. P z = 0) due to the angular momen-
tum conservation. Thus, only when the initial particles
have their spins in opposite direction, the amplitude can
be non-zero. In Figs. 6, 7, 8 and 9, we note that the
+− and −+ helicity amplitudes between the two blue
line boundaries vanish as they correspond to the spin
triplet configuration not satisfying the angular momen-
tum conservation. Also, the relative sign between the
non-vanishing ++ and −− helicity amplitudes in the
same kinematic region is opposite revealing the nature
of spin singlet configuration. Moreover, these results are
consistent with the the well-known symmetry based on
parity conservation that the amplitudes in helicity basis
must satisfy[21]
M(−λ1,−λ2) = (−1)−λ1−λ2M(λ1, λ2) (109)
where λ1 and λ2 are the helicities of the incoming electron
and positron.
The sum of t-channel and u-channel amplitude of each
initial helicity state is shown in Fig. 11. All the symmetry
that each channel and time-ordered amplitude individu-
ally satisfy of course work in the sum of the individual
amplitude as well. Thus, again in Fig. 11, the angular
momentum conservation and the spin singlet nature of
the system are also manifest, i.e. +− and −+ helicity
amplitudes between the two blue line boundaries vanish
and the non-vanishing ++ and −− helicity amplitudes
in the same kinematic region have opposite sign to each
other. They are again consistent with Eq. (109).
In Figs. 6, 7, 8, 9 and 11, we note that the IFD re-
sults in P z → +∞ appear to yield the corresponding
LFD results as one can see the smooth connection of
each and every amplitude in the right region outside the
right boundary. This may suggest that the IFD result
in the infinite momentum frame (IMF) yields the LFD
result. However, one should note that the IFD results in
P z → −∞ are not only different from the correspond-
ing LFD results but also incapable of achieving the LFD
results as they are apart by the two blue boundaries in
between. Thus, the IMF in the left region outside the
left boundary in IFD cannot yield the desired LFD re-
sult although the IMF in the right region outside the
right boundary may do the job. One should be cautious
in the prevailing notion of the equivalence between the
IFD at the IMF and the LFD.
Of course, if each helicity amplitude shown in Fig. 11
is squared and summed over all four helicity states, then
the result is completely independent of P z and δ as a flat
constant in the entire region of P z and δ space.
B. Non-collinear Scattering/Annihilation, 0 < θ < pi
Now, the non-collinear helicity amplitudes can be com-
puted by varying the center of mass angle θ in the scat-
tering/annihilation process. As discussed earlier, for the
non-collinear kinematics, the same amplitude can corre-
spond to either the “on-mass-shell propagating contri-
bution” or the “instantaneous fermion contribution” in
LFD depending on the region of the scattering angle. For
example, the amplitude Mλ1,λ2a,t corresponds to the “in-
stantaneous fermion contribution” in LFD for the region
θ < θc,t while it corresponds to the “on-mass-shell prop-
agating contribution” for the region θ > θc,t, where θc,t
is given by Eq. (104). For E0 = 2me and Pe =
√
3me,
θc,t = pi/6 and θc,u = 5pi/6 from Eq. (104) and Eq. (105),
respectively. To demonstrate the existence of this critical
angle only at LFD, we may take a look closely at each
light-front helicity amplitude and contrast its behavior
with the ones off the value of δ = pi/4. As an exam-
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FIG. 11: Total annihilation amplitudes for e+e− to two
scalars: for (a) helicity ++ , (b) helicity +− , (c)
helicity −+ and (d) helicity −− .
ple, in Fig. 12, we show the result of the angular dis-
tribution for the ++ helicity amplitudes: (a) M+,+a,t (b)
M+,+a,t +M+,+b,t and (c) M+,+a,u +M+,+b,u at the exact light-
front, i.e. δ = pi/4. ForM+,+a,t shown in Fig. 12a, the left
side of θc,t =
pi
6 ≈ 0.523599 (i.e. θ < θc,t) is the “instan-
taneous fermion contribution” and thus the amplitude
is zero as expected from the light-front instantaneous
propagator, γ
+
2q+ , due to v¯
↑γ+u↑ = 0[22]. On the other
hand, the right side of the critical angle (i.e. θ > θc,t) is
the “on-mass-shell propagating contribution” for M+,+a,t .
These two distinguished contributions for θ < θc,t and
θ > θc,t yield a dramatic “cliff” feature for M+,+a,t as
shown in Fig. 12a. Due to the sign change of the inter-
mediate fermion momentum qb = −qa = −q for the other
time-ordered amplitude M+,+b,t , the angle regions for the
“instantaneous fermion contribution” and the “on-mass-
shell propagating contribution” swap in M+,+b,t with re-
spect to M+,+a,t ,i.e. the right side (θ > θc,t) becomes the
“instantaneous fermion contribution” and the left side
(θ < θc,t) becomes the “on-mass-shell propagating contri-
bution” forM+,+b,t , while it was the other way around for
M+,+a,t as discussed above. The addition of the two time-
ordered amplitudes,M+,+a,t +M+,+b,t , is shown in Fig. 12b.
Since the “instantaneous fermion contribution” for the
++ helicity amplitudes in LFD is always zero due to
v¯↑γ+u↑ = 0, the “on-mass-shell propagating contribu-
tion” forM+,+b,t is rather easily figured out by subtracting
the curve depicted in Fig. 12a from the curve depicted in
Fig. 12b. Essentially the same procedure of obtaining the
t-channel amplitude can be applied to the u-channel am-
plitude by exchanging the two final state scalar particles,
i.e. p3 ↔ p4. Thus, q becomes p1 − p4 in the u-channel
while it was p1 − p3 in the t-channel and the result of
M+,+a,u +M+,+b,u is obtained as shown in Fig. 12c.
To exhibit that the “instantaneous fermion contribu-
tion” is the unique feature only in LFD (δ = pi/4), we
take a look at the interpolation angle δ dependence of the
amplitudeM+,+a,t by slightly varying the scattering angle
θ around the critical angle θc,t. In Fig. 13, we show the δ-
dependence ofM+,+a,t at (a) θ = θc,t−0.01 ≈ 0.513599 (b)
θ = θc,t + 0.01 ≈ 0.533599 and (c) θ = θc,t ≈ 0.523599.
These three values of the angle θ chosen for Fig. 13 cor-
respond to slightly left of the “cliff”, at the “cliff”, and
slightly right of the “cliff” in Fig. 12a, respectively. Since
the values of the amplitude M+,+a,t dramatically change
around the critical angle θc,t from 0.0 on the left (θ < θc,t)
to around 2.0 on the right immediately passing the crit-
ical angle θc,t as depicted in Fig. 12a, we should be able
to see the corresponding dramatic change also in Fig. 13.
We see indeed this dramatic change in Fig. 132 on top of
the abrupt change of the helicity amplitude due to the
bifurcation of two helicity branches discussed above in
the collinear (θ = pi) helicity amplitudes as well as in our
previous work [8] extensively, one in the side of IFD and
the other in the side of LFD, divided by the critical inter-
polating angle δc ≈ 0.713724 discussed below Eq. (108)
and depicted in Fig. 10. In Fig. 13a, the value of the
amplitude M+,+a,t at the right end (δ = pi4 ) is 0.00 while
the value for δc < δ <
pi
4 (not including δ =
pi
4 ) is around
1.0 and falls off to get linked to the smoothly behaving
curve for the region δ < δc that belongs to the helicity
branch on the IFD side. In Fig. 13b, however, the value
of the amplitudeM+,+a,t at the right end (δ = pi4 ) is around
2.00 while the value for δc < δ <
pi
4 (again not including
δ = pi4 ) is still around 1.0 and again falls off to get linked
to the smoothly behaving curve for the region δ < δc that
belongs to the helicity branch on the IFD side. Thus, the
helicity amplitudeM+,+a,t doesn’t change much except its
value at δ = pi/4 or at LFD. In the region δc < δ ≤ pi4
that belongs to the helicity branch on the LFD side, one
can see the dramatic change of the helicity amplitude
at the right end point δ = pi/4, i.e. only at LFD but
not anywhere else. This clearly demonstrates that the
“instantaneous fermion contribution” exists only in the
LFD.
Similarly, in Fig. 14, we show the δ-dependence of the
other time-ordered ++ helicity amplitude M+,+b,t at (a)
θ = θc,t − 0.01 ≈ 0.513599 (b) θ = θc,t + 0.01 ≈ 0.533599
and (c) θ = θc,t ≈ 0.523599. As discussed earlier, the an-
gle regions for the “instantaneous fermion contribution”
2 Note that the scale of Fig. 13b is doubled from Figs. 13a and 13c
to fit them all in one collective figure of Fig. 13.
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FIG. 12: ++ annihilation helicity amplitudes for: (a)
M+,+a,t , (b) M+,+a,t +M+,+b,t , and (c) M+,+a,u +M+,+b,u .
and the “on-mass-shell propagating contribution” swap
in M+,+b,t with respect to M+,+a,t due to the sign change
of the intermediate fermion momentum qb = −qa = −q
for M+,+b,t , i.e. the right side (θ > θc,t) and the left side
(θ < θc,t) become the “instantaneous fermion contribu-
tion” and the “on-mass-shell propagating contribution”
for M+,+b,t . Since the “instantaneous fermion contribu-
tion” for the ++ helicity amplitudes in LFD is always
zero (again due to v¯↑γ+u↑ = 0), we now should be able
to seeM+,+b,t = 0 for θ > θc,t whileM+,+b,t 6= 0 for θ < θc,t
in LFD. We indeed see this expected LFD result in Fig. 14
as the value ofM+,+b,t at δ = pi/4 turns out to be exactly
0.0 for θ = θc,t + 0.01 in Fig. 14b while it is around 2.0
for θ = θc,t − 0.01 in Fig. 14a. This dramatic change
at LFD again clearly demonstrates that the “instanta-
neous fermion contribution” exists only in the LFD. For
δc < δ <
pi
4 (not including δ =
pi
4 ), however, the value
of M+,+b,t is around 1.0 and rises up to get linked to the
smoothly behaving curve for the region δ < δc that be-
longs to the helicity branch on the IFD side. As shown
in Fig. 14, the helicity amplitude M+,+b,t doesn’t change
much except its value at δ = pi/4 or at LFD.
Even more distinct feature of LFD can be noticed in
Fig. 15 where we present the +− helicity amplitudes in
LFD (δ = pi/4) (a)M+,−a,t , (b)M+,−b,t , (c)M+,−a,t +M+,−b,t
and (d) M+,−a,u + M+,−b,u . In contrast to M+,+a,t dis-
cussed above, the “instantaneous fermion contribution”
toM+,−a,t doesn’t vanish due to v¯↓γ+u↑ 6= 0[22] and thus
the amplitude shown in Fig. 15a gets the singularity from
the light-front instantaneous propagator, γ
+
2q+ , as q
+ = 0
occurs at θ = θc,t. The singularity from the same origin
but with the opposite sign due to qb = −qa = −q for
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FIG. 13: Interpolation angle dependence of ++
annihilation helicity amplitudes M+,+a,t for: (a) θ < θc,t ,
(b) θ > θc,t, and (c) θ = θc,t.
0.2 0.4 0.6 0.8δ
0.5
1.0
1.5
2.0
M
++ , tb, Pz=0, θ=π/6-0.01
(a)
0.2 0.4 0.6 0.8δ
0.5
1.0
1.5
2.0
M
++,tb,Pz=0,θ=π/6+0.01
(b)
0.2 0.4 0.6 0.8δ
0.5
1.0
1.5
2.0
M
++ , tb, Pz=0, θ=π/6
(c)
FIG. 14: Interpolation angle dependence of ++
annihilation helicity amplitudes M+,+b,t for: (a) θ < θc,t ,
(b) θ > θc,t, and (c) θ = θc,t.
M+,−b,t shown in Fig. 15b cancels the singularity shown
in Fig. 15a and the net result of M+,−a,t +M+,−b,t is finite
and well behaved as shown in Fig. 15c. It is interest-
ing to note that the singularities in different light-front
time-ordered processes corroborate each other to cancel
themselves and make the Lorentz invariant amplitude fi-
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FIG. 15: +− annihilation helicity amplitudes for: (a)
M+,−a,t , (b) M+,−b,t (c) M+,−a,t +M+,−b,t , and (d)
M+,−a,u +M+,−b,u .
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FIG. 16: Angular distribution of the helicity amplitude
++ for (a) t-channel time-ordering process-a, M+,+a,t (b)
t-channel time-ordering process-b, M+,+b,t (c) u-channel
time-ordering process-a, M+,+a,u (d) u-channel
time-ordering process-b, M+,+b,u .
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FIG. 17: Angular distribution of the helicity amplitude
+− for (a) t-channel time-ordering process-a, M+,−a,t (b)
t-channel time-ordering process-b, M+,−b,t (c) u-channel
time-ordering process-a, M+,−a,u (d) u-channel
time-ordering process-b, M+,−b,u .
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FIG. 18: (a) M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u (b)
M+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u (c)
|M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u |2 (d)
|M+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u |2
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FIG. 19: Angular distribution of the helicity amplitude
++ for (a) t-channel time-ordering process-a, M+,+a,t (b)
t-channel time-ordering process-b, M+,+b,t (c) u-channel
time-ordering process-a, M+,+a,u (d) u-channel
time-ordering process-b, M+,+b,u .
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FIG. 20: Angular distribution of the helicity amplitude
+− for (a) t-channel time-ordering process-a, M+,−a,t (b)
t-channel time-ordering process-b, M+,−b,t (c) u-channel
time-ordering process-a, M+,−a,u (d) u-channel
time-ordering process-b, M+,−b,u .
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FIG. 21: (a) M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u (b)
M+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u (c)
|M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u |2 (d)
|M+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u |2
(a) (b)
(c) (d)
FIG. 22: Angular distribution of the helicity amplitude
++ for (a) t-channel time-ordering process-a, M+,+a,t (b)
t-channel time-ordering process-b, M+,+b,t (c) u-channel
time-ordering process-a, M+,+a,u (d) u-channel
time-ordering process-b, M+,+b,u .
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FIG. 23: Angular distribution of the helicity amplitude
+− for (a) t-channel time-ordering process-a, M+,−a,t (b)
t-channel time-ordering process-b, M+,−b,t (c) u-channel
time-ordering process-a, M+,−a,u (d) u-channel
time-ordering process-b, M+,−b,u .
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FIG. 24: (a) M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u (b)
M+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u (c)
|M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u |2 (d)
|M+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u |2
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(c)
FIG. 25: Sum of ++ and +− Helicity Probabilities for:
(a) P z = +15me , (b) P
z = −15me, and (c) P z = 0
(CMF).
nite and well behaved. The crossed channel total am-
plitude M+,−a,u +M+,−b,u is of course also finite and well
behaved with the apparent symmetry θ → pi− θ between
the t-channel and the u-channel as shown in Figs. 15c
and 15d.
The helicity −+ and −− amplitudes, M−,+a,t , M−,+b,t ,
M−,+a,u , M−,+b,u , M−,−a,t , M−,−b,t , M−,−a,u , M−,−b,u , have all
been computed as well and Eq. (109) based on the par-
ity conservation has been verified explicitly among all
the helicity amplitudes for the present e+e− scatter-
ing/annihilation process. Thus, the helicity −+ and −−
amplitudes can be rather easily figured out once the he-
licity ++ and +− amplitudes are given. In Figs. 16,
17 and 18, we provide the whole landscape of the in-
terpolation angle (δ) dependence for the angular distri-
butions of the helicity ++ and +− amplitudes at CMF
(i.e. P z = 0). In each and every figure, the critical in-
terpolation angle δc which separates the IFD side and
the LFD side of helicity branches is denoted by a thin
boundary sheet at δ = δc ≈ 0.713724 in CMF (P z = 0).
In Fig. 16, we show the angular distribution of the he-
licity ++ amplitudes (a)M+,+a,t (b)M+,+b,t (c)M+,+a,u (d)
M+,+b,u . Similarly, in Fig. 17, we show the angular dis-
tribution of the helicity +− amplitudes (a) M+,−a,t (b)
M+,−b,t (c) M+,−a,u (d) M+,−b,u . At δ = pi/4 (LFD), the
profiles of the “instantaneous fermion contribution” and
the “on-mass-shell propagating contribution” depicted in
Figs. 12a and 15a are visible in Figs. 16a and 17a, re-
spectively. Adding both t-channel and u-channel time-
ordered amplitudes all together, we get the results shown
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in Fig. 18. In Figs. 18a and 18b, the sum of ++ helicity
amplitudeM+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u and the sum
of +− helicity amplitudeM+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u
are respectively shown. The corresponding amplitude
squares (or probabilities) are also shown in Figs. 18c and
18d, respectively. Here, we note a remarkable correspon-
dence between the IFD and LFD profiles of the ++ am-
plitude in Fig. 18a and the LFD and IFD profiles of the
+− amplitude in Fig. 18b modulo the overall signs, re-
spectively. This remarkable correspondence between the
IFD and LFD profiles is further self-evident in Figs. 18c
and 18d as the overall sign doesn’t matter in the ampli-
tude square or the probability. As discussed earlier, the
LF helicity of the particle moving in the −zˆ direction is
opposite to the Jacob-Wick helicity defined in the IFD.
Since the incident e−e+ annihilation takes place along
the z-axis and the positron (e+) is moving in the −zˆ di-
rection, the swap of the helicity between the IFD and
LFD for the positron can be understood as we see the
IFD/LFD profile correspondence in Fig. 18.
To examine the frame dependence of the whole land-
scape, we have computed all the helicity amplitudes dis-
cussed above with the non-zero center of momentum
(P z 6= 0) as well. In particular, we took a large enough
center of momentum to pass the helicity boundaries given
by Eqs. (107) and (108) that we have discussed exten-
sively in the previous subsection III A. In Figs. 19, 20
and 21, we show the results for P z = +15me while we
do for P z = −15me in Figs. 22, 23 and 24. In these fig-
ures, the whole landscapes of the interpolation angle (δ)
dependence for the angular distributions of the helicity
++ and +− amplitudes are presented for the boosted
frames with P z = +15me and P
z = −15me. As we have
shown in the collinear case presented in the last subsec-
tion III A, no helicity boundaries exist between IFD and
LFD in the frame with P z = +15me while there are two
distinct helicity boundaries, one from electron and the
other from positron (see Eqs. (107) and (108), respec-
tively), between IFD and LFD for P z = −15me. While
all of these figures (Figs. 19, 20, and 21 for P z = +15me
and Figs. 22, 23 and 24 for P z = −15me) were depicted
in terms of the CMF angle θ, they all can be also shown
in terms of the apparent angle θapp in the boosted frame
using the relationship between θapp and θ, i.e.
tan θapp =
sin θ
γ (β + cos θ)
, (110)
where the γ factor in the boosted frame is given by
γ = 1/
√
1− β2 =
√
1 +
(
P z
2E0
)2
in terms of the total
momentum P z in the boosted frame and the total en-
ergy 2E0 in the CMF. All of those figures in terms of
θapp as well as the derivation of Eq.(110) are shown in
Appendix D.
For P z = +15me, the angular distribution of the he-
licity ++ amplitudes are shown in Fig. 19 (a)M+,+a,t (b)
M+,+b,t (c) M+,+a,u (d) M+,+b,u , while the angular distribu-
tion of the helicity +− amplitudes are shown in Fig. 20
(a) M+,−a,t (b) M+,−b,t (c) M+,−a,u (d) M+,−b,u . The profiles
of the “instantaneous fermion contribution” and the “on-
mass-shell propagating contribution” at δ = pi/4 (LFD)
discussed at CMF (P z = 0) survive invariantly although
significant changes for the region 0 ≤ δ < pi/4 are appar-
ent in the landscape without any helicity boundaries as
expected in this boosted frame with P z = +15me. The
net results adding both t-channel and u-channel time-
ordered amplitudes all together are shown in Fig. 21. In
Figs. 21a and 21b, the sum of ++ helicity amplitude
M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u and the sum of +− he-
licity amplitudeM+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u are re-
spectively shown. The corresponding amplitude squares
(or probabilities) are also shown in Figs. 21c and 21d,
respectively.
For P z = −15me, the angular distribution of the he-
licity ++ amplitudes are shown in Fig. 22 (a)M+,+a,t (b)
M+,+b,t (c) M+,+a,u (d) M+,+b,u , while the angular distribu-
tion of the helicity +− amplitudes are shown in Fig. 23
(a)M+,−a,t (b)M+,−b,t (c)M+,−a,u (d)M+,−b,u . The LFD pro-
files of the “instantaneous fermion contribution” and the
“on-mass-shell propagating contribution” are again in-
variant regardless of P z values (P z = +15me, 0,−15me)
exhibiting the boost invariance of the helicity ampli-
tudes in LFD. For the region 0 ≤ δ < pi/4, how-
ever, there appear two critical interpolating angles at
δ = δc,e− ≈ 0.55062 and δ = δc,e+ ≈ 0.784165, which
can be estimated from Eqs. (107) and (108), respec-
tively. Except the LFD profiles, the whole landscapes
of angular distributions are dynamically varied both for
0 ≤ δ < δc,e− ≈ 0.55062 and δc,e− ≈ 0.55062 <
δ < δc,e+ ≈ 0.784165 depending on the reference frames
(P z = +15me, 0,−15me). The net results adding both
t-channel and u-channel time-ordered amplitudes all to-
gether are shown in Fig. 24. In Figs. 24a and 24b, the sum
of ++ helicity amplitudeM+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u
and the sum of +− helicity amplitude M+,−a,t +M+,−b,t +
M+,−a,u +M+,−a,u are respectively shown. The correspond-
ing amplitude squares (or probabilities) are also shown
in Figs. 24c and 24d, respectively.
Finally, Fig. 25 shows the sum of the ++ and +−
helicity amplitude squares which is the half of the to-
tal probability sum including −+ and −− helicity am-
plitude squares in all three reference frames (P z =
+15me, 0,−15me) discussed above. Although the indi-
vidual helicity amplitude squares in LFD (δ = pi/4) are
independent of the reference frames, the individual helic-
ity amplitude squares for 0 ≤ δ < pi/4 varied depending
on the reference frames as we have seen in Figs. 18c,
21c and 24c for |M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u |2 as
well as in Figs. 18d, 21d and 24d for |M+,−a,t +M+,−b,t +
M+,−a,u +M+,−a,u |2. For the P z = +15me frame, there
were no helicity boundaries and the individual helicity
amplitude squares were same regardless of the δ values
as shown in Figs. 21c and 21d. However, for the other
reference frames with P z = −15me and P z = 0 (CMF),
where there were two (δ = δc,e− ≈ 0.55062 and δ =
23
δc,e+ ≈ 0.784165) boundaries and one (δc ≈ 0.713724)
bounary, respectively, each individual helicity amplitude
squares varied significantly across the corresponding he-
licity boundaries. However, the sum of helicity ampli-
tude squares is completely independent of not only the
interpolating angle δ but also the reference frames as it
should be. The boost-invariant physical quantity must
be of course completely independent of the interpolation
angle, regardless of IFD, LFD or any other dynamics in
between.
C. Summary of e+e− → two scalar particles
As we have shown in all of these results, the LFD re-
sults are completely independent of the reference frame
due to the boost invariance while the IFD results are
dependent on the reference frame. As discussed in the
collinear case (see Figs. 6, 7, 8, 9 and 11), the LFD results
are outside the spin-flip boundary and the LF helicity of
the particle moving in the −zˆ direction is opposite to the
Jacob-Wick helicity defined in the IFD. With this helic-
ity swap between the IFD and the LFD for the particle
moving in the −zˆ direction, we can see again the angu-
lar momentum conservation and the spin-singlet nature
in the LFD results. Namely, the ++ and −− LF he-
licity amplitudes vanish at θ = 0 and θ = pi (see e.g.
Fig. 18a) and they are equal in the angular dependence
while the relative sign between the +− and −+ LF he-
licity amplitudes is opposite to each other in accordance
with Eq. (109). As discussed in the collinear case, the
IFD results in P z → −∞ does not yield the LFD re-
sults. Likewise, in the non-collinear case, we also note
that the angular distribution of the IFD amplitudes in
P z → −∞ is opposite in sign with respect to the cor-
responding angular distribution of the LFD amplitudes
(see Figs. 24a and 24b), let alone that each time-ordered
amplitudes of IFD in P z → −∞ yields far different angu-
lar distribution from the corresponding LFD results (see
e.g. Figs. 22 and 23). Although the angular distribution
of each IFD helicity amplitude in P z → +∞ is supposed
to yield the identical corresponding angular distribution
of the LFD helicity amplitude, one would need to boost
the P z value much higher than +15me (see e.g. Figs.
21a and 21b) in order to get indeed the very similar pro-
file of “on-mass-shell propagating contribution” and the
“instantaneous fermion contribution” in LFD.
In the helicity amplitude square (or probability) level,
we see the built-in t − u symmetry in the e+e− annihi-
lation process regardless of IFD or LFD as manifested
in the θ → pi − θ symmetry of the angular distributions
presented in Figs. 18c and 18d as well as in Fig. 25. We
have verified that the result shown in Fig. 25 is in exact
agreement with the analytic result of the total amplitude
square for the scalar particle pair production in e+e−
annihilation given by
|M|2scalar ≡
∑
λ1,λ2
|Mλ1,λ2a,t +Mλ1,λ2b,t +Mλ1,λ2a,u +Mλ1,λ2b,u |2
=
2
(
ut+m2(4s− 5t+ 3u)− 15m4)
(t−m2)2
+
2
(
tu+m2(4s− 5u+ 3t)− 15m4)
(u−m2)2
+
2
(
(s+ u)u+ (s+ t)t+ 2m2(3s− t− u)− 30m4)
(t−m2)(u−m2) ,
(111)
where m = me and the Mandelstam variables s =
(p1 + p2)
2, t = (p1 − p3)2 and u = (p1 − p4)2 are
give by s = 16m2e, t = (−7 + 4
√
3 cos θ)m2e and u =
−(7 + 4√3 cos θ)m2e in CMF given by Eq. (103) with
E0 = 2me and Pe =
√
3me for our numerical calcula-
tion.
In fact, the built-in t− u symmetry in each and every
helicity amplitude square is completely independent of
the interpolation angle δ as shown in Figs. 18c, 18d,
21c, 21d, 24c and 24d. Essentially the same kind of
t − u symmetry can be found in the e+e− → γγ QED
process which we now discuss in the next section, Sec. IV.
IV. INTERPOLATING HELICITY
SCATTERING PROBABILITIES
A. e+e− Pair Annihilation into two photons
Having discussed all the helicity amplitudes of the pair
production of scalar particles in e+e− annihilation, we
now look into the two photon production process in the
same initial state of e+e− annihilation. While there must
be some similarity inherited from the same initial state,
there must be also some difference in the helicity am-
plitudes due to the change of the final state from the
spinless pair of scalar particles to the two real photons in
QED. The identification of the real photon helicity would
require a particular attention as it doesn’t carry any rest
mass and moves invariantly with the speed of light. The
lowest order t-channel QED Feynman diagram is already
in place as Fig. 3 and the corresponding u-channel dia-
gram can be attained by swapping the two final photons
in Fig. 3. The two time-ordered diagrams in the t-channel
are also displayed in Figs. 4a and 4b and the kinematic
is the same with the previous calculation illustrated in
Fig. 5, and written in the previous section in Eq. (103).
The QED helicity amplitudes Mλ1,λ2,λ3,λ4t and
Mλ1,λ2,λ3,λ4u with the two initial lepton helicities λ1 and
λ2 and the final two photon helicities λ3 and λ4 in t and
u channels, respectively, are now expressed with the in-
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terpolating Lorentz indices µ̂ and ν̂ as
Mλ1,λ2,λ3,λ4t = v¯λ2(p2)λ4ν̂ (p4)∗γν̂Σtγµ̂λ3µ̂ (p3)∗uλ1(p1),
(112)
Mλ1,λ2,λ3,λ4u = v¯λ2(p2)λ3µ̂ (p3)∗γµ̂Σuγν̂λ4ν̂ (p4)∗uλ1(p1),
(113)
where Σt and Σu are
Σt =
/p1 − /p3 +m
t−m2 , Σu =
/p1 − /p4 +m
u−m2 (114)
with t = (p1− p3)2 and u = (p1− p4)2, and the polariza-
tion vector λµ̂(P ) is given by [7]
+µ̂ (P ) = −
1√
2P
(
S|P⊥|,
P1P−̂ − iP2P
|P⊥| ,
P2P−̂ + iP1P
|P⊥| ,−C|P⊥|
)
,
−µ̂ (P ) =
1√
2P
(
S|P⊥|,
P1P−̂ + iP2P
|P⊥| ,
P2P−̂ − iP1P
|P⊥| ,−C|P⊥|
)
,
0µ̂(P ) =
P +̂
MP
(
P+̂ −
M2
P +̂
, P1, P2, P−̂
)
, (115)
with P =
√
P 2−̂ +P
2
⊥C =
√
(P +̂)2 −M2C. Note that
this interpolating polarization vector λµ̂(P ) respects the
gauge condition A+̂ = 0 and ∂−̂A−̂+∂⊥·A⊥C = 0, which
links the light-front gauge A+ = 0 in the LFD and the
Coulomb gauge ∇ ·A = 0 in IFD as discussed in Ref.[7].
For the sake of generality, we kept here the generic femion
and gauge boson mass asm andM , respectively. The real
photon helicity λ takes only + or − but not 0 as M → 0
limit and thus there is no issue involved in taking the
massless limit. One should note that not only the final
state momenta p3 and p4 are swapped but also the QED
vertices with the γ matrices are exchanged between the
t-channel amplitude and the u-channel amplitude given
by Eqs. (112) and (113), respectively.
The symmetry of the helicity amplitudes based on the
parity conservation[21] given by Eq. (109) for the pair
production of the scalar particles is also now extended
for the two-photon production as
M−λ1,−λ2,−λ3,−λ4 = (−1)λ3+λ4−λ1−λ2Mλ1,λ2,λ3,λ4 , (116)
where λ3 and λ4 are the helicities of the outgoing photons
while λ1 and λ2 are the incoming electron and positron
helicities, respectively. As this symmetry works identi-
cally both for t and u channels, the subscripts t and u in
the helicity amplitude above are suppressed in Eq. (116).
Now, recalling Eqs. (95) and (96), the time-ordered
amplitudes in t-channel can be written in short-hand no-
tations without specifying the helicities as
Ma,t = v¯(p2)/(p4)∗
(
1
2Q+̂t
/Qa,t +m
qt+̂ −Qa,t+̂
)
/(p3)
∗u(p1),
(117)
and
Mb,t = v¯(p2)/(p4)∗
(
1
2Q+̂t
−/Qb,t +m
−qt+̂ −Qb,t+̂
)
/(p3)
∗u(p1),
(118)
where qa,t = qt ≡ p1 − p3, qb,t = −qa,t = −qt, and Qa,t+̂
and Qb,t+̂ are the interpolating on-mass-shell energy of
the intermediate propagating fermion given by
Qa,t+̂ =
−Sqa,t−̂ +Q+̂t
C
, (119)
Qb,t+̂ =
−Sqb,t−̂ +Q+̂t
C
, (120)
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with Q+̂t denoting the on-mass-shell value of q
+̂
t as
Q+̂t ≡
√
q2
t−̂ + C(q
2
t⊥ +m2). (121)
The kinematics here is of course identical to the ones
given in the last section, Sec. III, despite the explicit
notations to specify t and u channels which now involve
the swap of not only the final state particle momenta
but also the QED photon and fermion vertices. Thus, we
elaborate the notations to designate the t and u channels
more explicitly for this section.
As the final state photons with momentum p3 and p4
must be swapped for the u-channel amplitudes, we de-
note the intermediate fermion momentum between the
two photon vertices as qu = p1 − p4 and correspond-
ingly designate all other time-ordered variables replacing
qa,t and qb,t in the t channel time-ordered amplitudes by
qa,u = qu = p1−p4 and qb,u = −qa,u = −qu, respectively.
Consequently, the interpolating on-mass-shell energy of
the intermediate propagagting fermion Qa,u+̂ and Qb,u+̂
for the two time-ordered amplitudes are also given by
replacing qa,t and qb,t by qa,u and qb,u, respectively, in
Eqs. (119) and (120) together with the replacement of
Q+̂t in Eq. (121) by Q
+̂
u as
Q+̂u ≡
√
q2
u−̂ + C(q
2
u⊥ +m2). (122)
While the notations are more elaborated in this section
as described here, there’s no change in the kinematics
from the ones provided in the last section, Sec. III.
To make the numerical calculations, we take the same
initial energy of each particle (i.e. Ee = 2me and
Pe =
√
3me) and and the same three different reference
frames (i.e. CMF given by Eq. (103) and boosted frames
with P z = 15me and P
z = −15me) used in Sec. III
for the angular distribution analysis of the interpolat-
ing helicity amplitudes. While we focus on the CMF
result in this section, the results in the boosted frames
(P z = 15me and P
z = −15me) are summarized in the
Appendix E and the P z dependence of the interpolat-
ing helicity amplitudes for a particular scattering, e.g.
θ = pi/3 case, is shown in the Appendix F.
In Fig. 26, we show the whole landscape of the interpo-
lation angle (δ) dependence for the angular distributions
of the helicity amplitudes with the notation λ1λ2 → λ3λ4
for ++ → ++, ++ → +−, ++ → −+, ++ → −−, as
well as +− → ++, +− → +−, +− → −+, +− → −−
at CMF (i.e. P z = 0) in (a) Mλ1,λ2,λ3,λ4a,t and (b)
Mλ1,λ2,λ3,λ4b,t . The far most left two columns of Fig. 26
show the helicity amplitudesM+,+,λ3,λ4a,t andM+,−,λ3,λ4a,t
with the final four helicity configurations of the photon
pairs {λ3, λ4} = {+,+}, {+,−}, {−,+}, {−,−} but with
the initial ++ and +− helicity configurations of e+e−
pair annihilation. While the results here are shown for
the nonzero fermion mass m = me, one may check first
the consistency with chiral symmetry by taking the mass-
less limit m→ 0. We did this check for the IFD (δ = 0)
amplitudes which might be more accessible for intuitive
understanding due to the more familiar Jacob-Wick he-
licity used in the IFD. In the massless limit, the chiral-
ity coincides with the helicity. Consistency check with
the chiral symmetry here is thus equivalent to the he-
licity conservation of the massless fermion fields in the
electromagnetic vector coupling. For the illustration,
the IFD (δ = 0) profiles of the left two columns in
Fig. 26 are shown in Fig. 27 and the corresponding pro-
files for the massless limit of the fermion, m→ 0 limit, in
Fig. 28. While the helicity amplitudes are nonzero both
for M+,+,λ3,λ4a,t and M+,−,λ3,λ4a,t as shown in Fig. 27 for
m = me, the helicity amplitudes M+,+,λ3,λ4a,t all vanish
for m = 0 as shown in Fig. 28. One may understand
this result as a consequence of chiral symmetry and the
helicity conservation in the m = 0 limit. As the elec-
tromagnetic interaction preserves the chirality/helicity in
the massless limit, one may understand why all the he-
licity amplitudes M+,+,λ3,λ4a,t vanish for m = 0 as shown
in Fig. 28.
Having checked the consistency of our results with re-
spect to the chiral symmetry and helicity conservation in
the massless limit, we now turn to each individual helicity
amplitudes and examine their individual characteristics
of the angular distribution in the whole landscape of the
interpolating helicity amplitudes. The far most left col-
umn of Fig. 26 shows the helicity amplitudesM+,+,λ3,λ4a,t
with the final four helicity configurations of the pho-
ton pairs {λ3, λ4} = {+,+}, {+,−}, {−,+}, {−,−} but
with the same initial ++ helicity configuration of e+e−
pair annihilation. This column may be compared with
Fig. 16a which shows the helicity amplitude of the pair
production of scalar particles with the same initial ++
helicity configuration of e+e− pair annihilation. As in
Fig. 16a, a thin boundary sheet at δ = δc ≈ 0.713724
in CMF (P z = 0) is shown in each and every figure
of Fig. 26 to denote the critical interpolation angle δc
which separates the IFD side and the LFD side of he-
licity branches. Although there are four final helicity
configurations in the photon pair production, the ba-
sic structure of the initial ++ helicity configuration of
e+e− pair annihilation is inherited as one can see the
clear separation of the “instantaneous fermion contribu-
tion” from the “on-mass-shell propagating contribution”
in LFD with the critical angle θc,t given by Eq. (104). As
discussed in Sec. III, the critical angle θc,t turns out to be
θc,t = pi/6 ≈ 0.523599 for E0 = 2me and Pe =
√
3me and
it’s apparent that the unique feature of LFD with respect
to separation of the “instantaneous fermion contribution”
from the “on-mass-shell propagating contribution” is per-
sistent whether the final states are the pair of the scalar
particles or the pair of two photons. For the photon
pair production, however, a dramatic new feature ap-
pears due to the photon polarization given by Eq. (115).
In particular, λµ̂ in Eq. (115) reveals a singular feature
as δ → pi/4. For λ = + as an example, at δ = pi/4,
i.e. in LFD, the polarization component ++ = − |P⊥|√2P+
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(a) (b)
FIG. 26: Angular distribution of the helicity amplitudes for (a) t-channel time-ordering process-a and (b) t-channel
time-ordering process-b
behaves as ++ = − sin θ√2(1+cos θ) so that 
+
+ ≈ −
√
2
ε for
θ = pi − ε with small ε. This explains the singular be-
havior near θ = pi for M+,+,+,+a,t in LFD shown in the
top far left figure of Fig. 26. For θ ≈ pi, one should note
that p+3 ≈ 0 and the corresponding photon’s polarization
component ++ yields the singular behavior exhibited in
the LFD result of M+,+,+,+a,t . This light-front singular-
ity in M+,+,+,+a,t turns out to be cancelled by the same
with the opposite sign in M+,+,+,+b,u as one may see in
Fig. 29. Similarly, the light-front singularity appearing in
M+,+,+,+b,t for θ ≈ 0 due to p+4 ≈ 0 in the (b) time-ordered
process is cancelled by the same with the opposite sign
in M+,+,+,+a,u . Thus, the total helicity amplitude sum-
ming all the t and u channel time-ordered amplitudes,
i.e. M+,+,+,+a,t +M+,+,+,+b,t +M+,+,+,+a,u +M+,+,+,+b,u , is
free from any singular behavior as shown in Fig. 30. One
may also notice that the effect of the overall sign change
between +µ̂ and 
−
µ̂ , i.e. (
+
µ̂ )
∗ = −−µ̂ , in Eq. (115) is
reflected in the negative vs. positive sign difference of
the helicity amplitudes and ultimately the light-front sin-
gularity between M+,+,+,+a,t and M+,+,−,+a,t as shown in
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FIG. 27: Helicity amplitudes for the non-zero electron mass. As the chirality is not conserved, the upper four
amplitudes are not zero.
FIG. 28: Helicity amplitudes for the massless electron. When setting electron mass equal to zero, chirality is
conserved. The upper four amplitudes are zero as the initial helicity of the electron and positron are the same.
Fig. 26. Similar to the cancellation of the light-front
singularity between M+,+,+,+a,t and M+,+,+,+a,t , the light-
front singularity in M+,+,−,+a,t turns out to be cancelled
by the same with the opposite sign inM+,+,−,+b,u as shown
in Fig. 29. Again, the total helicity amplitude sum-
ming all the t and u channel time-ordered amplitudes,
i.e. M+,+,−,+a,t +M+,+,−,+b,t +M+,+,−,+a,u +M+,+,−,+b,u , is
completely free from any singular behavior as shown in
Fig. 30. However, one should also note that the survival
of this singular behavior depends on the time-ordering
of the process as well as the helicities of the particles in
the process as not only the longitudinal component but
also the transverse component of the polarization vector
also matters in affecting the removal or survival of the
singular behavior in the helicity amplitude. As an ex-
ample, one can see that the singular behavior from the
zero-mode p+3 ≈ 0 for θ ≈ pi is removed in M+,+,+,−a,t
while it shows up in M+,+,+,+a,t and M+,+,−,+a,t . As we
have already discussed, the reason why all of the four t-
channel (a) time-ordered helicity amplitudes (M+,+,+,+a,t ,
M+,+,+,−a,t , M+,+,−,+a,t , M+,+,−,−a,t ) with the initial ++
helicity configuration of e+e− pair annihilation vanish
for θ < θc,t = pi/6 ≈ 0.523599 is because the region
θ < θc,t = pi/6 ≈ 0.523599 belongs to the “instantaneous
fermion contribution” and v¯↑γ+u↑ = 0, i.e. the γ+ op-
erator of the instantaneous contribution in LFD cannot
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(a) (b)
FIG. 29: Angular distribution of the helicity amplitudes for (a) u-channel time-ordering process-a and (b) u-channel
time-ordering process-b
link between the initial electron and positron pair with
the same helicity. Conversely, in the t-channel (b) time-
ordered process, the region of “instantaneous fermion
contribution” is for θ > θc,t = pi/6 ≈ 0.523599 and all of
the four t-channel (b) time-ordered helicity amplitudes
(M+,+,+,+b,t , M+,+,+,−b,t , M+,+,−,+b,t , M+,+,−,−b,t ) with the
initial ++ helicity configuration of e+e− pair annihila-
tion vanish in the region θ > θc,t = pi/6 ≈ 0.523599
as shown in Fig. 26b. In the region θ < θc,t = pi/6 ≈
0.523599, however, these amplitudes are non-vanishing
and M+,+,+,+b,t and M+,+,+,−b,t exhibit even the singular
behavior near θ ≈ 0 due to the p+4 ≈ 0 zero-mode as
depicted in Fig. 26b.
Having discussed the helicity amplitudesM+,+,λ3,λ4a,t +
M+,+,λ3,λ4b,t +M+,+,λ3,λ4a,u +M+,+,λ3,λ4b,u in Fig. 30, we note
here the IFD/LFD profile correspondence similar to what
we have noted in Fig. 18. Namely, for the outgoing pho-
ton helicities λ3 and λ4, the IFD profile of the incident
++ helicity amplitude corresponds to the LFD profile of
the incident +− helicity amplitude modulo overall signs
of the helicity amplitudes, and vice versa. While the rea-
son for this correspondence is again partly due to the
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FIG. 30: Angular distribution of the t+u helicity
amplitudes
swap of the helicity between the IFD and LFD for the
incident positron moving in the −zˆ direction as we have
already discussed for the results of Fig. 18 in Section III,
we should also note the interesting characteristic of the
outgoing real photon helicities λ3 and λ4. The relation-
ship between the LF helicity and the Jacob-Wick helicity
defined in the IFD is generally given by a Wigner rota-
tion [23]. For the massless particle such as the real pho-
ton, the relationship gets particularly simplified as unity
unless the massless particle is moving in the −zˆ direction.
Thus, for the region 0 < θ < pi without involving exact
boundary values of θ = 0 and θ = pi, the LF helicity and
the Jacob-Wick helicity coincide so that there is no differ-
ence between the LF helicity and the Jacob-Wick helicity
for the real photons. For this reason, the helicity ampli-
tudeM+,+,λ3,λ4a,t +M+,+,λ3,λ4b,t +M+,+,λ3,λ4a,u +M+,+,λ3,λ4b,u
FIG. 31: Angular distribution of the t+u helicity
probabilities. The figures in the last row are the results
of summing over all the figures above each of them.
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(a) (b)
FIG. 32: (a) Profile of the t-channel (a) time-ordered
annihilation amplitude in LFD for “+− → +−”, (b)
Profile of the t-channel (b) time-ordered annihilation
amplitude in LFD for “+− → +−”
in IFD/LFD corresponds to M+,−,λ3,λ4a,t +M+,−,λ3,λ4b,t +
M+,−,λ3,λ4a,u +M+,−,λ3,λ4b,u in LFD/IFD, respectively, for
the region 0 < θ < pi. As an example, in Fig. 30, the
correspondence between the profile of the total ampli-
tudeM+,−,+,−a,t +M+,−,+,−b,t +M+,−,+,−a,u +M+,−,+,−b,u in
LFD and the profile of the total amplitude M+,+,+,−a,t +
M+,+,+,−b,t +M+,+,+,−a,u +M+,+,+,−b,u in IFD is manifest.
Likewise, the IFD/LFD profile correspondence of the
probability for each and every {λ3, λ4} pair of photon
helicities is self-evident as shown in Fig. 31.
For the exact boundary values θ = 0 and θ = pi, one
of the outgoing real photons moves in the −zˆ direction
and thus the only care that one has to take is to swap
the values of the LF helicity amplitudes according to the
correspondence between the LF helicity and the Jacob-
Wick helicity defined in the IFD as discussed above for
the particle moving in the −zˆ direction. For θ = 0,
p3 = E0(1, 0, 0, 1) and p4 = E0(1, 0, 0,−1) in the CMF
kinematics given by Eq. (103). Thus, the Jacob-Wick
helicity pair {λ3, λ4} in IFD corresponds to the LF helic-
ity pair {λ3,−λ4} in LFD at exact θ = 0. Likewise, the
Jacob-Wick helicity pair {λ3, λ4} in IFD corresponds to
the LF helicity pair {−λ3, λ4} in LFD at exact θ = pi.
This treacherous point of the LF helicity identification at
the exact boundary values of θ = 0 and pi can be ana-
lyzed with the care of procedure in taking massless limit
(M → 0) for the gauge boson polarization vector given
by Eq. (115) and the details of analysis will be presented
elsewhere. In this work, although we keep in mind of the
treacherous LF helicity identification at the exact bound-
ary values, we present our work focusing on the region
0 < θ < pi without involving the exact boundary values
of θ = 0 and θ = pi.
The result of the total amplitude M+,−,λ3,λ4a,t +
M+,−,λ3,λ4b,t +M+,−,λ3,λ4a,u +M+,−,λ3,λ4b,u may be further an-
alyzed by taking a look at each channel and time-ordered
process separately shown in Figs. 26 and 29 for the region
0 < θ < pi. ForM+,−,λ3,λ4a,t with the initial e+e− helicity
pair {+−} and the final four helicity configurations of the
photon pairs {λ3, λ4} = {+,+}, {+,−}, {−,+}, {−,−}
depicted in the second column of Fig. 26, one may com-
(a) (b)
FIG. 33: Time-ordered annihilation amplitudes (a)
on-shell and (b) instantaneous contributions at LF for
“+− → +−”
FIG. 34: Sum of time-ordered annihilation amplitudes
in LFD for “+− → +−”
pare the result with Fig. 17a which shows the helicity
amplitude of the pair production of scalar particles with
the same initial +− helicity configuration of e+e− pair
annihilation. Not all of the four t-channel (a) time-
ordered helicity amplitudes with the initial +− helic-
ity configuration of e+e− pair annihilation vanish for
θ < θc,t = pi/6 ≈ 0.523599 in LFD although the region
θ < θc,t = pi/6 ≈ 0.523599 belongs to the light-front “in-
stantaneous fermion contribution”, because v¯↓γ+u↑ 6= 0,
i.e. the γ+ operator of the instantaneous contribution in
LFD can link between the initial electron and positron
pair with the opposite helicity. For example, M+,−,+,−a,t
is clearly nonzero as shown in the second figure from
the top of the second column of Fig. 26. Depending on
the final photon helicities, however, the amplitude can
still vanish as in the case of M+,−,−,+a,t and M+,−,−,−a,t .
Moreover, it is interesting to note the dramatic rise of
the amplitude M+,−,+,+a,t as the scattering/annihilation
process becomes collinear (θ ≈ 0) due to the light-front
zero-mode p+4 ≈ 0 yielding nonzero finite amplitude al-
though the amplitude M+,−,+,+a,t appears to vanish for
the region 0 < θ < θc,t = pi/6 ≈ 0.523599 as depicted in
the top figure of the second column of Fig. 26. In par-
ticular, the profile of M+,−,+,−a,t and M+,−,+,−b,t in LFD
appears as shown in Fig. 32. In LFD, as discussed pre-
viously, the regions 0 < θ < θc,t = pi/6 ≈ 0.523599 and
θc,t = pi/6 ≈ 0.523599 < θ < pi provide the “instan-
taneous fermion contribution” and the “on-mass-shell
propagating contribution” for the light-front (a) time-
ordered amplitude, while the regions are swapped for
the light-front (b) time-ordered amplitude. As shown
in Fig. 33, one may collect the “instantaneous fermion
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(a) (b)
FIG. 35: e+e− → γγ (a) Sum of helicity probabilities
for P z = 0 (CMF), (b) Result from the manifestly
Lorentz invariant formula given by Eq. (123)
contribution” and the “on-mass-shell propagating con-
tribution” by themselves separately to show the com-
bined (a)+(b) time-ordered amplitude. Whichever way
we present the result, both Figs. 32 and 33 manifest
the cancellation of the light-front singular features and
yield the finite total t-channel amplitude as shown in
Fig. 34. We note that the total t-channel amplitude
at θ = θc,t = pi/6 ≈ 0.523599 is zero. As θ → θc,t,
q+t = p
+
1 − p+3 → 0 and the interaction behaves as if
a contact interaction while the propagator shrinks to a
point. For the case of contact interaction, squaring the
diagram can yield either a fermion loop or a boson loop.
Due to the (−1) factor difference between the fermion
loop and the boson loop, the only consistent value of the
amplitude square must be zero for the contact interac-
tion. This reasoning may offer the understanding of zero
amplitude at θ = θc,t = pi/6 ≈ 0.523599 in Fig. 34.
Likewise, the u-channel helicity amplitudesM+,−,λ3,λ4a,u
and M+,−,λ3,λ4b,u shown in Fig. 29 can be understood
by realizing the symmetry under the exchange of the
outgoing pair of the photons as well as the forward-
backward correspondence θ ↔ pi − θ. It may not be
too difficult to see the θ ↔ pi − θ correspondence be-
tweenM+,−,±,±a,u andM+,−,±,±a,t as well asM+,−,±,±b,u and
M+,−,±,±b,t modulo overall sign change of the amplitudes
in the IFD side (0 < δ < δc ≈ 0.713724). The sim-
ilar correspondence between M+,−,±,∓a,u and M+,−,∓,±a,t
as well as M+,−,±,∓b,u and M+,−,∓,±b,t can be observed
without much difficulty comparing Figs. 26 and 29.
It is evident that the same symmetry is inherited in
the sum of the amplitudes presented in Fig. 30 as one
can see the θ ↔ pi − θ symmetry in the θ ↔ pi −
θ correspondence between M+,±,λ3,λ4a,t + M+,±,λ3,λ4b,t +
M+,±,λ3,λ4a,u +M+,±,λ3,λ4b,u andM+,±,λ4,λ3a,t +M+,±,λ4,λ3b,t +
M+,±,λ4,λ3a,u +M+,±,λ4,λ3b,u for any photon helicity λ3 and
λ4. Due to Eq. (116), the same correspondence applies
to M−,±,λ3,λ4a,t +M−,±,λ3,λ4b,t +M−,±,λ3,λ4a,u +M−,±,λ3,λ4b,u
andM−,±,λ4,λ3a,t +M−,±,λ4,λ3b,t +M−,±,λ4,λ3a,u +M−,±,λ4,λ3b,u
as well.
The corresponding probabilities |M+,±,λ3,λ4a,t +
M+,±,λ3,λ4b,t + M+,±,λ3,λ4a,u + M+,±,λ3,λ4b,u |2 and
|M+,±,λ4,λ3a,t +M+,±,λ4,λ3b,t +M+,±,λ4,λ3a,u +M+,±,λ4,λ3b,u |2
shown in Fig. 31 of course exhibits the same symme-
try with the definite positive sign everywhere. The
bottom two figures in Fig. 31 summing the final he-
licities,
∑
λ3,λ4
|M+,±,λ3,λ4a,t +M+,±,λ3,λ4b,t +M+,±,λ3,λ4a,u +
M+,±,λ3,λ4b,u |2, exhibit the swap of the helicity between
the IFD and LFD for the particle moving in the −zˆ
direction which we have discussed previously. Namely,
the IFD result of
∑
λ3,λ4
|M+,±,λ3,λ4a,t + M+,±,λ3,λ4b,t +
M+,±,λ3,λ4a,u + M+,±,λ3,λ4b,u |2 is identical to the LFD
result of
∑
λ3,λ4
|M+,∓,λ3,λ4a,t +M+,∓,λ3,λ4b,t +M+,∓,λ3,λ4a,u +
M+,∓,λ3,λ4b,u |2 and vice versa. By adding the two initial
helicity states as well, we may now compare our total
result with the well-known manifestly Lorentz invariant
result given by
∣∣M(e+e− → γγ)∣∣2 ≡ ∑
λ1,λ2,λ3,λ4
|Mλ1,λ2,λ3,λ4a,t +Mλ1,λ2,λ3,λ4b,t +Mλ1,λ2,λ3,λ4a,u +Mλ1,λ2,λ3,λ4b,u |2
= 2
∑
λ2,λ3,λ4
|M+,λ2,λ3,λ4a,t +M+,λ2,λ3,λ4b,t +M+,λ2,λ3,λ4a,u +M+,λ2,λ3,λ4b,u |2
= 8
[
um
tm
+
tm
um
+ 2m2
(
sm
tmum
− 1
tm
− 1
um
)
− 4m4
(
1
t2m
+
1
u2m
)]
, (123)
where sm = s− 4m2, tm = t−m2, um = u−m2 and the
electric charge factor is taken to be one. Taking the spe-
cific values, m = me, s = 16m
2
e, t = (−7 + 4
√
3 cos θ)m2e
and u = −(7 + 4√3 cos θ)m2e, given just below Eq. (111)
for our numerical calculation in CMF, we find that the
two results, (a) the twice of summing the bottom two
figures in Fig. 31 and (b) the analytic result given by
Eq. (123) coincide each other as shown in Fig. 35. The
result shown in the left panel of Fig. 35 is of course
completely independent of the interpolation angle δ as
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it should be. The analytic result in Eq. (123) is appar-
ently symmetric under t↔ u exchange as it must be and
gets reduced to the well-known textbook result [24] in
the massless limit (m→ 0) given by
∣∣M(e+e− → γγ)∣∣2 = 8(u
t
+
t
u
)
. (124)
It may be interesting to compare this result with the
massless limit of Eq. (111) for the pair production of
spinless particles (or “scalar photons”) given by
|M|2scalar = 2
(
u
t
+
t
u
− 2
)
, (125)
where the normalization is reduced by the factor 4 due
to the lack of final spin (or helicity) degrees of freedom.
When t = u, i.e. θ = pi/2 in the massless limit of the
initial fermions, we may note that the probability of pro-
ducing two “scalar photons” is zero while the probability
of producing two real photons is non-zero. This may be
understood from the fact that the two final “scalar pho-
tons” do not carry enough number of degrees of freedom
while the real photon carries the transverse spin-1 polar-
ization to offer the matching of the number of degrees
of freedom between the initial and final states involving
both spin singlet and triplet configurations in the anni-
hilation/production process.
As we have now shown that the square of the sum
of all the individual channel and time-ordered helicity
amplitudes in CMF (P z = 0) is identical to the com-
pletely Lorentz-invariant expression in terms of the Man-
delstam variables (s, t, u), we are assured that our CMF
result in Eq. (123) must be reproduced even if each indi-
vidual channel and time-ordered helicity amplitudes are
computed in other boosted frames, e.g. P z = 15me or
P z = −15me. Nevertheless, each individual amplitudes
are not boost invariant except the LFD (δ = pi/4) pro-
files. The IFD (δ = 0) profiles in the P z = −15me
are vastly different not only from the corresponding IFD
(δ = 0) profiles in the P z = 15me but also from the
corresponding LFD (δ = pi/4) profiles. As we have al-
ready discussed in Sec. III, it requires a great caution in
the prevailing notion of the equivalence between the IFD
in IMF and the LFD. The results in the boosted frames
(P z = 15me and P
z = −15me) are summarized in the
Appendix E. We have also shown the P z dependence
of the interpolating helicity amplitudes for a particular
scattering, e.g. θ = pi/3 case in the Appendix F.
B. Compton Scattering
Another important physical scattering processes in
QED which involves the fermion propagator in the lowest
order is the Compton scattering eγ → eγ. Similar to the
e+e− → γγ process shown in Fig. 3 which we have ex-
tensively discussed in the previous subsection, the lowest
Feynman diagrams for the Compton scattering process
(a) (b)
FIG. 36: s-channel and u-channel Feynman diagrams
for Compton scattering
(a) (b)
(c) (d)
FIG. 37: Time-ordered diagrams for s and u channel
Compton scattering
is shown in Fig. 36. For the obvious reason from the
Compton kinematics and the corresponding Mandelstam
variables given by
s = (p1 + p2)
2 = 2p1 · p2 +m2 (126)
t = (p1 − p3)2 = −2p1 · p3 + 2m2 (127)
u = (p1 − p4)2 = −2p1 · p4 +m2, (128)
we call the diagram shown in Fig. 36a as the s-channel
diagram and the crossed diagram in Fig. 36b as the u-
channel diagram.
The s-channel Feynman diagram is then equivalent to
the sum of the top two time-ordered diagrams (a) and
(b) shown in Fig. 37. Similarly, the two time-ordered
diagrams for the u-channel (c) and (d) are shown in the
bottom of Fig. 37. For clarity and simplicity, we call these
two u-channel time-ordered diagrams as the u-channel (a)
and (b) time-ordered diagrams for the rest of presenta-
tion.
Now, the s-channel and u-channel Compton ampli-
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tudes are given by
Mλ1,λ2,λ3,λ4s = u¯λ3(p3)λ4ν̂ (p4)∗γν̂Σsγµ̂λ2µ̂ (p2)uλ1(p1),
Mλ1,λ2,λ3,λ4u = u¯λ3(p3)λ2µ̂ (p2)γµ̂Σuλ4ν̂ (p4)∗γν̂uλ1(p1),
(129)
where Σs and Σu are
Σs =
/qs +m
s−m2 and Σu =
/qu +m
u−m2 (130)
with qs = p1 + p2 and s = q
2
s , while qu = p1 − p4 and
u = q2u. Then, the time-ordered amplitudes of the s-
channel Compton scattering can be written in short-hand
notations without specifying the helicities as
Ma,s = u¯(p3)/(p4)∗
(
1
2Q+̂s
/Qa,s +m
qs+̂ −Qa,s+̂
)
/(p2)u(p1),
(131)
and
Mb,s = u¯(p3)/(p4)∗
(
1
2Q+̂s
−/Qb,s +m
−qs+̂ −Qb,s+̂
)
/(ps)u(p1),
(132)
where Qa,s+̂ and Qb,s+̂ are the interpolating on-mass-
shell energy of the intermediate propagating fermion
given by
Qa,s+̂ =
−Sqa,s−̂ +Q+̂s
C
, (133)
Qb,s+̂ =
−Sqb,s−̂ +Q+̂s
C
, (134)
with qa,s = qs, qb,s = −qs and Q+̂s denoting the on-mass-
shell value of q+̂s as
Q+̂s ≡
√
q2
s−̂ + C(q
2
s⊥ +m2). (135)
Similarly, the time-ordered amplitudes of the u-channel
Compton scattering can be written by replacing the s-
channel variables by the corresponding u-channel vari-
ables.
In contrast to the time-ordered processes in e+e− →
γγ (see Fig. 4), the s-channel time-ordered processes (a)
and (b) in Compton scattering, eγ → eγ, involve one-
particle and five-particle Fock states, respectively, while
both of the u-channel time-ordered processes (c) and
(d) in Compton scattering involve three-particle Fock
states as one can see in Fig. 37. In particular, the one-
particle intermediate state in the s-channel time-ordered
process (a) in Compton scattering provides immediately
the positivity of q+s = (s + q
2
s⊥)/(
p21⊥+m
2
p+1
+
p22⊥
p+2
) > 0
no matter what the kinematics are chosen. There is no
need to figure out the critical scattering angles as we
have obtained in the case of the e+e− → γγ process
such as Eqs. (104) and (105). Regardless of kinemat-
ics the Compton scattering, the positivity of q+s > 0 al-
lows the use of Eqs. (99) and (100) to identify immedi-
ately the “on-mass-shell propagating contribution” and
the “instantaneous contribution” in LFD as correspond-
ing to the s-channel time-ordered processes (a) and (b)
in Fig. 37, respectively. For the u-channel Compton scat-
tering, however, the identification of the “on-mass-shell
propagating contribution” and the “instantaneous contri-
bution” in LFD depends on the kinematics similar to the
e+e− → γγ case. Nevertheless, we note that the CMF
kinematics in the Compton scattering allows the identi-
fication of the “on-mass-shell propagating contribution”
and the “instantaneous contribution” in LFD as corre-
sponding to the u-channel time-ordered processes (c) and
(d) in Fig. 37, respectively, regardless of the scattering
angle. For the immediate identification of the “on-mass-
shell propagating contribution” and the “instantaneous
contribution” in LFD both for the s and u channels with
the correspondence to the time-ordered processes shown
in Fig. 37, we choose the CMF in this work for the
rest of the discussion on the Compton scattering. The
well-known Klein-Nishina formular [25] in the target rest
frame and the Thomson limit in the low energy Compton
scattering, etc. will be discussed separately elsewhere.
The kinematics pictured in Fig. 5 can be applied in the
Compton scattering and written as the following:
p1 = (E0, 0, 0, Pe)
p2 = (Pe, 0, 0,−Pe)
p3 = (E0, Pe sin θ, 0, Pe cos θ)
p4 = (Pe,−Pe sin θ, 0,−Pe cos θ), (136)
where Pe =
√
E20 −m2e. In this work, we discuss the
whole landscape of Compton scattering with respect to
the interpolation angle δ and the C.M. momentum P z
to show the frame dependence of each and every time-
ordered scattering amplitudes in both s and u channels.
For the numerical calculation of the interpolating helic-
ity amplitudes, we scale all the energy and momentum
values by the electron mass as done previously and take
m = me, E0 = 2me and θ = pi/3. Any further discussion
such as the angular distribution, the energy (E0) depen-
dence, etc. in CMF will be presented together with the
discussion of the target rest frame elsewhere as mentioned
earlier.
The results of s-channel (a) and (b) as well as u-channel
(a) and (b)time-ordered helicity amplitudes are shown in
Figs. 38-41, respectively. The probabilities, or the square
of the sum of each and every helicity amplitudes, are also
shown in Fig. 42. In all of these figures, the boundary
of bifurcated helicity branches between IFD and LFD
due to the initial electron moving in zˆ direction given
by Eq. (107) (i.e. p1−̂ = 0) is denoted by the blue curve
while the characteristic “J-curve” given by Eq. (106) (i.e.
P−̂ = 0) existing in the frames boosted in -zˆ direction is
depicted as the red curve. It is also apparent that the
relationship between different helicity amplitudes given
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FIG. 38: Compton Scattering Amplitudes — s channel, time-ordering (a)
by Eq. (116) is satisfied by noting that λ2 and λ4 are
now the helicities of the incoming and outgoing photons
while λ1 and λ3 are the incoming and outgoing electrons’
helicities, respectively, in Eq. (116). This relationship
holds as one can see that the upper left block of 2 by
2 figures are identical to the lower right block of 2 by 2
figures while the upper right block of 2 by 2 figures and
the lower left bock of 2 by 2 figures are same but with the
opposite sign to each other. For the square of amplitudes
shown in Fig. 42, the same correspondence holds without
any sign difference as it should be.
Computing the s-channel (a) time-ordered diagram
shown in Fig. 37a, we obtain the results presented in
Fig. 38 for all 16 helicity amplitudes Mλ1,λ2,λ3,λ4a,s for
λi = ± (i = 1, 2, 3, 4). All of the LFD profiles (δ = pi/4)
appear as straight lines indicating the P z independence
or the frame independence of the light-front helicity am-
plitudes as they should be, while the results for all other
interpolation angles 0 ≤ δ < pi/4 depend on P z, i.e.
frame dependent. As discussed earlier, the s-channel
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FIG. 39: Compton Scattering Amplitudes — s channel, time-ordering (b)
(a) time-ordered diagram shown in Fig. 37a corresponds
to the “on-mass-shell propagating contribution” in LFD.
However, it is remarkable that the “on-mass-shell prop-
agating contribution” in LFD turned out to be absent
as the values of the LFD profiles shown in Fig. 37a are
identically zero regardless of the initial and final helici-
ties. We note that this triviality of the LFD results here
is due to the fact that the initial photon is incident in
the −zˆ direction in the kinematics chosen for this calcu-
lation (see Eq. (136)) and thus gets only the zero-mode
p+2 = 0 and p2⊥ = 0. The zero-mode contributions are
apparently absent in the “on-mass-shell propagating con-
tribution” in LFD. The question is then where the non-
trivial LFD result can be realized. It turns out that the
nontrivial LFD result is realized in the “instantaneous
contribution” corresponding to the process depicted in
Fig. 37b for the kinematics given by Eq. (136) which we
use in the present calculation.
Fig. 39 shows the results of all 16 helicity amplitudes
Mλ1,λ2,λ3,λ4b,s for λi = ± (i = 1, 2, 3, 4) which were ob-
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FIG. 40: Compton Scattering Amplitudes — u channel, time-ordering (a)
tained by computing the s-channel (b) time-ordered di-
agram shown in Fig. 37b. The “instantaneous contribu-
tion” in LFD corresponds the process shown in Fig. 37b
with the understanding of the correspondence given by
lim
C→0
(
1
2Q+̂s
−/Qb,s +m
−qs+̂ −Qb,s+̂
)
=
γ+
2q+s
, (137)
where q+s = (E0 +Pe)/
√
2 in the kinematics provided by
Eq. (136). As mentioned above, due to the absence of the
“on-mass-shell propagating contribution” in LFD for the
s-channel in the present kinematics, the entire s-channel
contribution in LFD should be obtained from the “in-
stantaneous contribution”. Due to {γ+, γ+} = γ+2 = 0,
the only non-vanishing “instantaneous contribution” to
the s-channel helicity amplitudes in the light-front gauge
A+ = 0 are provided by only the transverse components
of the photon polarization vectors for the helicity non-
flip matrix elements between the initial and final electron
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FIG. 41: Compton Scattering Amplitudes — u channel, time-ordering (b)
spinors generically given by
u¯λ3(p3)/(p4)
∗ γ
+
2q+s
/(ps)u
λ1(p1)
∼ u¯λ3(p3)γi⊥γ+γj⊥uλ1(p1)
= 4δλ1,λ3
√
p+1 p
+
3 (δ
ij + iij), (138)
where δij and ij are the two-dimensional (i, j = 1, 2)
Kronecker delta and Levi-Civita symbol, respectively. As
one can see in Fig. 37b, only the two helicity amplitudes
M+,+,+,−b,s and M−,−,−,+b,s which are equal to each other
appear to be non-zero for δ ≈ pi/4. Besides the caveat
in assigning the light-front helicity for the real photon
moving in the −zˆ direction, which was discussed earlier,
it is remarkable that the “instantaneous contribution” of
effectively only one helicity amplitude in LFD provides
the entire s-channel Compton amplitude.
Likewise, the u-channel (a) and (b) time-ordered helic-
ity amplitudes,Mλ1,λ2,λ3,λ4a,u andMλ1,λ2,λ3,λ4b,u , for λi = ±
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(i = 1, 2, 3, 4) are shown in Figs. 40 and 41, respec-
tively. As mentioned earlier, the u-channel time-ordered
processes (c) and (d) in Fig. 37 correspond to the “on-
mass-shell propagating contribution” and the “instanta-
neous contribution” in LFD for the CMF kinematics as
we take in this work. From Eq. (136), p+4 = Pe(1 −
cos θ) =
√
3me/2 6= 0 for Pe =
√
E20 −m2e =
√
3me with
E0 = 2me and θ = pi/3 and the “on-mass-shell propagat-
ing contribution” in LFD corresponding to the u-channel
(a) time-ordered process shown in Fig. 37c is nontrivial
in contrast to the trivial s-channel (a) time-ordered re-
sult. However, the “instantaneous contribution” in LFD
corresponding to the u-channel (b) time-ordered process
shown in Fig. 37d gets again effectively only one he-
licity amplitude in LFD due to {γ+, γ+} = γ+2 = 0
and the light-front gauge A+ = 0 as discussed in the s-
channel “instantaneous contribution”. As one can see in
Fig. 41, only non-zero helicity amplitudes for δ ≈ pi/4 are
M+,−,+,+b,u and M−,+,−,−b,u which are equal to each other.
Now, summing all the s-channel and u-channel time-
ordered amplitudes shown in Fig. 37 and squaring the
total amplitude, we obtain the Compton scattering prob-
abilities for each and every helicities shown in Fig. 42. As
these results are the helicity amplitude squares, one may
regard them as the polarization observables exhibiting
the change of the predicted magnitudes depending on the
reference frames in the range of total center of momen-
tum −15me < P z < 15me from the lowest order inter-
polating QED computation for the Compton scattering
process in the range of interpolation angle between IFD
(δ = 0) and LFD (δ = pi/4). These results again alert
the caution in the prevailing notion of the equivalence
between the IMF formulated in IFD and the LFD as the
IFD results in P z → −∞ appear incapable of achiev-
ing the LFD results although the IFD results in large
P z > 0 seem to yield the corresponding LFD results. As
the clear differences between the P z → −∞ IFD and the
LFD show up in level of physical observables, one should
be cautious in the prevailing notion of the equivalence
between the IFD at the IMF and the LFD.
The sum of the probabilities over all final helicity states
for each initial helicities are shown in the last row of
Fig. 42 and the sum over initial helicity states (i.e. the
sum over all sixteen total helicity amplitude squares)
turns out to be completely independent of δ and P z as
it must be (see Fig. 43). Indeed, this result is in com-
plete agreement with the well-known manifestly Lorentz
invariant result given by
|M(eγ → eγ)|2 ≡
∑
λ1,λ2,λ3,λ4
|Mλ1,λ2,λ3,λ4a,s +Mλ1,λ2,λ3,λ4b,s +Mλ1,λ2,λ3,λ4a,u +Mλ1,λ2,λ3,λ4b,u |2
= −8
[
um
sm
+
sm
um
+ 2m2
(
tm
smum
− 1
sm
− 1
um
)
− 4m4
(
1
s2m
+
1
u2m
)]
, (139)
where sm = s − m2, tm = t − 4m2, um = u − m2 and
the electric charge factor is taken to be one. For the
kinematics given by Eq. (136) with E0 = 2me, θ = pi/3
and m = me used in our numerical computation, the
value from the analytic result given by Eq. (139) yields
|M(eγ → eγ)|2 = (4/169)(991−186√3) ≈ 15.8305 which
is in precise agreement with the total probability ob-
tained in Fig. 43. In the high energy limit, Eq. (139)
in the massless limit (m → 0) reduces to the well-know
textbook [24] Compton result given by
|M(eγ → eγ)|2 = −8
(u
s
+
s
u
)
. (140)
The crossing symmetry between the eγ → eγ process and
the e+e− → γγ process is reflected by the s↔ t symme-
try between Eqs. (139) and (123) as well as Eqs. (140)
and (124) with the overall sign consistent to each other
for the positivity of the amplitude square.
V. SUMMARY AND CONCLUSION
In this work, we have completed the interpolation of
Quantum Electrodynamics between the instant form and
the front form proposed by Dirac [1] in 1949. We started
from the QED Lagrangian and presented the interpolat-
ing Hamiltonian formulation introducing a parameter δ
which corresponds between the instant form dynamics
(IFD) at δ = 0 and the front-form dynamics which we
call the light-front dynamics (LFD) at δ = pi/4. Not
only have we summarized the interpolating time-ordered
diagram rules for the computation of QED processes in
terms of the interpolation angle parameter 0 ≤ δ ≤ pi/4
as presented in Sec. II, but also we have applied these
rules to the typical QED processes such as e+e− → γγ
and eγ → eγ which involve the fermion propagator be-
yond what we have already presented in our previous
works [7, 8]. Entwining the fermion propagator interpo-
lation with our previous works of the interpolating helic-
ity spinors and the electromagnetic gauge field interpola-
tion, we have now fastened the bolts and nuts necessary
in launching the interpolating QED.
Our interpolating formulation reveals that there ex-
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FIG. 42: Compton Scattering probabilities in center of mass frame. The last row is sum over all final states for each
initial state.
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FIG. 43: Total probability of Compton Scattering in
center of mass frame
ists the constraint fermion degree of freedom in LFD
(δ = pi/4) distinguished from the ordinary equal-time
fermion degrees of freedom. The constraint component
of the fermion degrees of freedom in LFD results in
the instantaneous contribution to the fermion propaga-
tor distinguished from the ordinary equal-time forward
and backward propagation of relativistic fermion degrees
of freedom. It is interesting to note that the manifestly
covariant fermion propagator decouples to the “on-mass-
shell propagating contribution” and the “instantaneous
fermion contribution” only in LFD but not in any other
interpolating dynamics (0 ≤ δ < pi/4). The helicity of
the on-mass-shell fermion spinors in LFD is also distin-
guished from the ordinary Jacob-Wick helicity in the IFD
with respect to whether the helicity depends on the ref-
erence frame or not [8].
To exemplify these distinguished features of the
fermion degrees of freedom in LFD, we have computed
the annihilation process of the fermion and anti-fermion
pair interpolating the fermion degrees of freedom between
the IFD and the LFD. We presented the leading order
QED processes (e+e− → γγ and eγ → eγ), providing
the whole landscape of helicity amplitudes from the IFD
to the LFD. In the cross-section level, we showed the
precise agreement of our result with the textbook for-
mula. The helicity conservation in the chiral limit was
discussed, and the angular momentum conservation was
checked in each case.
Our analysis clarifies any conceivable confusion in the
prevailing notion of the equivalence between the IMF
approach in the IFD and the LFD. By investigating
the dependence of the helicity amplitudes on the refer-
ence frame, i.e. P z-dependence, we find that in IFD,
P z → +∞ and P z → −∞ yield very different results
from each other, and that one has to be very cautious
about the direction of boost in approaching to the IMF
when one tries to obtain the equivalent LFD result. We
have shown that although in some cases one can indeed
reproduce the LFD result by boosting the system to the
correct direction, in some other cases a finite, large mo-
mentum boost yields only qualitatively similar result. On
the other hand, all the helicity amplitudes in LFD are
independent of the reference frame, and certain simplifi-
cations to the theory (e.g. suppression of vacuum fluc-
tuations, vanishing of a number of diagrams, etc. ) can
be realized even in the rest frame of the system. Since
the helicity definition in LFD is frame-independent, no
boundaries exist for the light-front helicity amplitude.
One should also note that for the massless particle mov-
ing in the −zˆ-direction the helicity defined in the LFD
is opposite to the Jacob-Wick helicity defined in the
IFD. Further treacherous correspondence between IFD
and LFD will be studied in our future work, extending
the interpolation to the the loop-level computation and
ultimately to the QCD.
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Appendix A: Fermion propagator in the position
space
The Feynman propagator in the position space is given
by
∆F(x) = i
∫
d4q
(2pi)4
e−iqµx
µ
(q2 −m2 + iε) . (A1)
In the interpolation form, it can be written as
∆F(x) = i
∫
d2q⊥dq−̂dq+̂
(2pi)4
× e
−i(q+̂x+̂+q−̂x−̂+q⊥x⊥)(
Cq2
+̂
+ 2Sq+̂q−̂ − Cq2−̂ − q2⊥ −m2 + iε
) .
(A2)
Solving for the quadratic expression in the denomina-
tor of the Feynman propagator in order to separate the
two distinct poles, we have the two poles of q+̂
q
(a)
+̂
= A+̂ − iε′, (A3)
q
(b)
+̂
= −B+̂ + iε′, (A4)
where the real part of the two poles are defined as
A+̂ ≡ −
Sq−̂
C
+
√
q2−̂ + C (q
2
⊥ +m2)
C
, (A5)
B+̂ ≡
Sq−̂
C
+
√
q2−̂ + C (q
2
⊥ +m2)
C
, (A6)
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and the imaginary part of the poles is given by
ε′ ≡ ε
2
√
q2−̂ + C (q
2
⊥ +m2)
. (A7)
Define the square root part as
Q+̂ ≡
√
q2−̂ + C (q
2
⊥ +m2). (A8)
From the expressions in Eqs. (A5) and (A6), we see
that for any sign of q−̂, A+̂ is always positive and cor-
responds to the positive energy solution, while −B+̂ is
always negative and corresponds to the negative energy
solution. Therefore, we see the pole structure in the q+̂
complex plane is that A+̂ − iε′, located in the fourth
quadrant, and −B+̂ + iε′, located in the second quad-
rant.
In order to perform the integration in the “energy”
variable q+̂ in Eq. (A2), we use the Cauchy residue the-
orem. We may consider three possibilities: x+̂ > 0,
x+̂ < 0, and x+̂ = 0. We now analyze these three situa-
tions case by case.
For x+̂ > 0, this implies that in order to have a con-
verging exponential factor in the integrand, we must have
Im q+̂ < 0. This means that the semi-circle CR that
closes the contour must be located in the lower half of
the complex q+̂ plane, in a clockwise direction. A closed
contour in this sense encloses the pole q+̂ = A+̂−iε′. We
thus have for this case:∮
dq+̂
(2pi)
e−iq+̂x
+̂
C
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)
= lim
R→∞
{∫ +R
−R
dq+̂
(2pi)
e−iq+̂x
+̂
C
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)
+
∫
CR
dq+̂
(2pi)
e−iq+̂x
+̂
C
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)} .
(A9)
The left-hand side of Eq. (A9) is (by Cauchy’s the-
orem) equal to −iRes(A+̂ − iε′), where the minus sign
is due to the clockwise direction of the closed contour.
Since the arc contribution in the limit R → ∞ goes to
zero, in this limit we have
∫ +∞
−∞
dq+̂
(2pi)
e−iq+̂x
+̂
C
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)
= −i e
−iA+̂x+̂
C
(A+̂ + B+̂) , (x+̂ > 0). (A10)
For x+̂ < 0, this implies that in order to have a con-
verging exponential factor in the integrand, we must have
Imq+̂ > 0. This means that the semi-circle CR that
closes the contour must now be located in the upper half
of the complex q+̂ plane, in a counterclockwise direc-
tion. A closed contour in this sense encloses now the
pole q+̂ = −B+̂ + iε′. We thus have for this case:∮
dq+̂
(2pi)
e−iq+̂x
+̂
C
(
q+̂ −A+̂ + iε′
) (
p+̂ + B+̂ − iε′
)
= lim
R→∞
{∫ +R
−R
dq+̂
(2pi)
e−iq+̂x
+̂
C
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)
+
∫
CR
dq+̂
(2pi)
e−iq+̂x
+̂
C
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)} .
(A11)
The left-hand side of Eq. (A11) is (by Cauchy’s theo-
rem) equal to +iRes(−B+̂ + iε′), where the plus sign now
is due to the counterclockwise direction of the closed con-
tour. Since the arc contribution in the limit R→∞ goes
to zero, in this limit we now have
∫ +∞
−∞
dq+̂
(2pi)
e−iq+̂x
+̂
C
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)
= +i
eiB+̂x
+̂
C
(−B+̂ −A+̂) , (x+̂ < 0). (A12)
In this last expression, we have already dropped the ε′ in
the result after the q+̂ integration, and put an reminder
that this result is now valid for the specific case of x+̂ < 0.
For x+̂ = 0, the main converging factor in the inte-
grand becomes one, that is, e0 = 1. We have therefore∮
dq+̂
(2pi)
1
C
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)
= lim
R→∞
{∫ +R
−R
dq+̂
(2pi)
1
C
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)
+
∫
CR
dq+̂
(2pi)
1
C
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)} .
(A13)
Although for this case the exponential factor in the
integrand is absent, the denominator of the integrand
has enough powers in q+̂ to make the arc contribution
go to zero when R →∞. Therefore, closing the contour
from below, that is, with CR in the clockwise direction.
This encloses the pole q+̂ = A+̂ − iε′ and we get
+∞∫
−∞
dq+̂
(2pi)
1
C
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)
=
−i
C
(A+̂ + B+̂) = − i2Q+̂ , (x+̂ = 0). (A14)
Closing the contour in the counterclockwise direction,
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we enclose the other pole, q+̂ = B+̂ + iε′, and we obtain
+∞∫
−∞
dq+̂
(2pi)
1
2Q+̂
(
q+̂ −A+̂ + iε′
) (
q+̂ + B+̂ − iε′
)
=
+i
C
(−B+̂ −A+̂) = − i2Q+̂ , (x+̂ = 0). (A15)
Thus, both circulations yield the same answer, as it
should and serve as a check for our results.
Finally, the overall result for the Feynman propagator
is given by
∆F(x) =
∫
d2q⊥
(2pi)2
+∞∫
−∞
dq−̂
(2pi)
1
2Q+̂
{
Θ(x+̂)e
−i
(
A+̂x+̂+q−̂x−̂+q⊥·x⊥
)
+ Θ(−x+̂)ei
(
B+̂x+̂+q−̂x−̂+q⊥·x⊥
)}
, (A16)
where we have made the variable shifts
q⊥ → −q⊥, (A17)
q−̂ → −q−̂, (A18)
in the second term, which are possible because the inte-
gration ranges for these variables are from −∞ to +∞.
When C = 0, however, the denominator of the Feyn-
man propagator is a linear expression in q+̂ = q+ = q
−
instead of a quadratic one, thus it has only one pole
q−on =
q2⊥ +m
2
2q+
− i ε
2q+
. (A19)
Thus when q+ > 0, the pole is located in the fourth
quadrant of the q− complex plane, and to make sure the
arc contribution is zero, when x+ > 0, one has to close
the contour from below, while when x+ < 0, one needs to
close the contour from above, and it gives no contribution
since there is no pole in the upper half plane. Similarly,
when q+ < 0, the pole is located in the second quad-
rant of the q− complex plane, and to make sure the arc
contribution is zero, when x+ > 0, one has to close the
contour from below, which again gives no contribution
because there is no pole in the lower half plane, while
when x+ < 0, one needs to close the contour from above,
catching the pole there. Thus, the light-front-time- (x+-)
ordering imposes clear cut on the signs of q+ and conse-
quently on q− due to the sign correlation between them,
so that when x+ > 0, q+ and q− must both be positive,
on the other hand when x+ < 0, q+ and q− must both
be negative. As a result, the integration ranges of the
momentum variables in the two time-orderings are not
both (−∞,+∞) , but are (0,+∞) for the forward time
and (−∞, 0) for the backward time.
Doing the pole integration, we get in the light-front,
∆F(x) =
∫
d2q⊥
(2pi)2
Θ(x+)
+∞∫
0
dq+
(2pi)|2q+|e
−i(q−onx++q+x−+q⊥·x⊥) + Θ(−x+)
0∫
−∞
dq+
(2pi)|2q+|e
−i(q−onx++q+x−+q⊥·x⊥)

=
∫
d2q⊥
(2pi)2
Θ(x+)
+∞∫
0
dq+
(2pi)|2q+|e
−i(q−onx++q+x−+q⊥·x⊥) + Θ(−x+)
+∞∫
0
dq+
(2pi)|2q+|e
i(q−onx
++q+x−+q⊥·x⊥)
 .
(A20)
Using the interpolating step function given in Eq. (10) in Sec. (II A 1), we can combine the results and write as
follows
43
∆F(x) =
∫
d2q⊥
(2pi)2
+∞∫
−∞
dq−̂
(2pi)
1
2Q+̂
Θ̂(q−̂)
{
Θ(x+̂)e−iAµ̂x
µ̂
+ Θ(−x+̂)eiBµ̂xµ̂
}
, (A21)
where we have introduced the shorthand notation
Aµ̂ ≡
(A+̂, q1, q2, q−̂) C→0→ (q−on, q1, q2, q+) (A22)
Bµ̂ ≡
(B+̂, q1, q2, q−̂) C→0→ (q−on, q1, q2, q+) (A23)
The explicit form of the Feynman propagator is given
by [26]:
∆F(x) = − 1
4pi
δ(x2) +
m
8pi
√
x2
Θ
(
x2
){
J1
(
m
√
x2
)
− iN1
(
m
√
x2
)}
− im
4pi2
√−x2 Θ
(−x2)K1 (m√−x2)
= − 1
4pi
{
δ
(
x2
)
+
im
pi
K1
(
m
√−x2 + iε)√−x2 + iε
}
, (A24)
where J1(z), N1(z) and K1(z) are respectively the
Bessel, Neumann and Hankel functions of order 1, and√−x2 + iε = i
√
x2, for x2 > 0. Note here that the argu-
ment of the Hankel function is imaginary.
To derive the fermion propagator we need to apply the
Dirac operator on it,
SF(x) =
(
iγ+̂∂+̂ + iγ
−̂∂−̂ + iγ
⊥ · ∂⊥ +m
)
∆F(x),
(A25)
where ∆F(x) is given by Eq. (A21).We obtain
SF(x) =
∫
d2q⊥
(2pi)2
+∞∫
−∞
dq−̂
(2pi)(2Q+̂)
Θ̂(q−̂)
{
Θ(x+̂)
(
/A+m) e−iAµ̂xµ̂ + Θ(−x+̂) (−/B +m) eiBµ̂xµ̂
+iγ+̂δ(x+̂)
(
e−iAµ̂x
µ̂ − eiBµ̂xµ̂
)}
. (A26)
Then, going back to the the momentum space, we note
that when Θ̂(q−̂) = 1, i.e. the integration of q−̂ goes
from −∞ to +∞, the two δ(x+̂) terms cancel each other
exactly when a spatial integration is performed, while for
Θ̂(q−̂) = Θ(q
+), they don’t cancel and an “instantaneous
contribution” is leftover. We finally get
ΣF(q) ≡ iSF(q) = i
∫
d4x SF(x) e
iqµ̂x
µ̂
=

1
2Q+̂
(
/Qa +m
q+̂ −Qa+̂
+
−/Qb +m
−q+̂ −Qb+̂
)
, (C 6= 0),
1
2q+
/qon +m
q− − q−on
+
γ+
2q+
, (C = 0),
(A27)
where /Qa ≡ /A and /Qb ≡ /B are defined in Eqs. (A22) and
(A23), respectively, while Qa+̂ ≡ A+̂ and Qb+̂ ≡ B+̂ are
defined in Eqs. (A5) and (A6), respectively. Thus, we get
the time-ordered propagators given in the main text.
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Appendix B: Derivation of Interpolating QED
Hamiltonian
In this Appendix, we show how the Hamiltonian in
subsection (II B 4) is derived, and how the consistency
with the LFD formulation presented by Kogut and Soper
[18] can be seen.
We start from the interpolating QED Hamiltonian den-
sity, as given in Eq. (79),
H = ψ¯
(
−iγj∂j − iγ−̂∂−̂ +m
)
ψ + eAµ̂ψ¯γ
µ̂ψ
+
1
4
F µ̂ν̂Fµ̂ν̂ − F +̂j∂+̂Aj − F +̂−̂∂+̂A−̂, (B1)
Consider the first two terms of Eq. (B1), i.e. fermion
and fermion—gauge boson interaction terms. According
to the definition of free and constrained photon fields,
Eqs. (83) and (84), the first two terms can be written as
Hf = ψ¯
(
−i∂−̂γ−̂ − i∂jγj +m
)
ψ + eA˜µ̂ψ¯γ
µ̂ψ + eφJ +̂.
(B2)
Separating ψ = ψ˜+ δC0Υ for any general interpolation
angle, we write
Hf =
(
¯˜
ψ + δC0Υ¯
)(
−i∂−̂γ−̂ − i∂jγj +m
)(
ψ˜ + δC0Υ
)
+ eA˜µ̂
(
¯˜
ψ + δC0Υ¯
)
γµ̂
(
ψ˜ + δC0Υ
)
+ eφJ +̂. (B3)
The Υ field exists only in the exact light-front, where
we can make use of the identity given in Ref. [18]
ψ¯
[
(i∂j − eAj) γj −m
]
ψ = −2ψ¯ (i∂−γ−)ψ. (B4)
Recalling in the light front we can separate the fermion
field into the free one and constrained one ψ = ψ++ψ− =
ψ˜+ + ψ− with γ+ψ− = γ−ψ+ = 0, and ψ− = ψ˜− + Υ
with ψ˜− and Υ given by Eqs. (54) and (55), respectively,
one realizes that identity (B4) consists of four different
identities
¯˜
ψ
(
i∂jγ
j −m) ψ˜ = −2 ¯˜ψ (i∂−γ−) ψ˜, (B5)
− eAj
(
¯˜
ψγjΥ + Υ¯γjψ˜
)
= −2Υ¯ (i∂−γ−)Υ, (B6)
¯˜
ψ
(
i∂jγ
j −m)Υ + Υ¯ (i∂jγj −m) ψ˜
=− ¯˜ψ (i∂−γ−) Υ˜− Υ¯ (i∂−γ−) ψ˜, (B7)
and
− eAj ¯˜ψγjψ˜ = − ¯˜ψ
(
i∂−γ−
)
Υ˜− Υ¯ (i∂−γ−) ψ˜. (B8)
The term Υ¯
[
(i∂j − eAj) γj −m
]
Υ on the left hand side
vanishes due to γ+2 = 0.
Noticing the fact that the transverse and mass compo-
nents of the Υ¯−Υ terms vanish, we can expand Eq. (B3)
as
Hf = ¯˜ψ
(
−i∂−̂γ−̂ − i∂jγj +m
)
ψ˜
+ δC0
[
¯˜
ψ
(−i∂−γ−)Υ + Υ¯ (−i∂−γ−) ψ˜
+
¯˜
ψ
(−i∂jγj +m)Υ + Υ¯ (−i∂jγj +m) ψ˜
+ Υ¯
(−i∂−γ−)Υ
+eA˜j
¯˜
ψγjΥ + eA˜jΥ¯γ
jψ˜
]
+ eA˜µ̂
¯˜
ψγµ̂ψ˜ + eφJ +̂. (B9)
The first term is the free Hamiltonian Hf,0 =
¯˜
ψ
(
−i∂−̂γ−̂ − i∂jγj +m
)
ψ˜, which can be reduced in the
LF to Hf,0 = ¯˜ψ (i∂−γ−) ψ˜ due to identity (B5). The sec-
ond and third lines of Eq. (B9) cancel each other due to
identity (B7). The fifth line of Eq. (B9) is equal to −2
times the fourth line due to identity (B6). Thus Eq. (B9)
reduces to
Hf = ¯˜ψ
(
−i∂−̂γ−̂ − i∂jγj +m
)
ψ˜ + eA˜µ̂
¯˜
ψγµ̂ψ˜
+ δC0Υ¯
(
i∂−γ−
)
Υ + eφJ +̂. (B10)
The rest of the Hamiltonian is the gauge boson part
Hg = 1
4
F µ̂ν̂Fµ̂ν̂ − F +̂j∂+̂Aj − F +̂−̂∂+̂A−̂, (B11)
and similarly we want to separate it into the free part
and the constraint part.
Hg = Hfreeg +Hconstraintg , (B12)
where
Hfreeg =
1
4
F˜ µ̂ν̂ F˜µ̂ν̂ − F˜ +̂j∂+̂A˜j − F˜ +̂−̂∂+̂A˜−̂, (B13)
and F˜ µ̂ν̂ is defined in terms of the free photon fields as
given in Eq. (83).
Using Aµ̂ = A˜µ̂ + gµ̂
+̂φ and Aµ̂ = A˜µ̂ + gµ̂+̂φ, we find
Hconstraintg = Hg −Hfreeg
=
1
2
(
−S∂+̂φ∂−̂φ+ C∂−̂φ∂−̂φ+ C∂jφ∂jφ
)
(B14)
with all other terms vanish upon applying the interpola-
tion gauge condition ∂jAj = − 1C∂−̂A−̂.
Using integration by parts,
Hconstraintg =
1
2
φ
(
S∂+̂∂−̂ − C∂−̂∂−̂ + C∂j∂j
)
φ
=
1
2
φ
(
C∂2⊥ + ∂2−̂
)
φ
= −1
2
eφJ +̂, (B15)
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according to the definition of the constraint photon field
φ in Eq. (84).
Thus
Hg = Hfreeg −
1
2
eφJ +̂, (B16)
with Hfreeg given by Eq. (B13).
Adding two pieces together, we can identify the free
and interaction Hamiltonian
H = Hf +Hg = H0 + V, (B17)
where
H0 = ¯˜ψ
(
−i∂−̂γ−̂ − i∂jγj +m
)
ψ˜
+
1
4
F˜ µ̂ν̂ F˜µ̂ν̂ − F˜ +̂j∂+̂A˜j − F˜ +̂−̂∂+̂A˜−̂, (B18)
and
V = eA˜µ̂ ¯˜ψγµ̂ψ˜ + δC0Υ¯
(
i∂−γ−
)
Υ +
1
2
eφJ +̂. (B19)
Thus, we get the interpolating QED Hamiltonian den-
sity as shown in the main text Eqs. (81) and (82).
Appendix C: Sum of the Interpolating
Time-Ordered Fermion Propagators
In this Appendix, we show how the addition of the
two time-ordered propagators gives correctly the covari-
ant one. We start with the expressions given in Eqs. (95)
and (96).
Σa + Σb
=
1
2Q+̂
(
/Qa +m
q+̂ −Qa+̂
− −/Qb +m
q+̂ +Qb+̂
)
=
1
2Q+̂
(
C/Qa + Cm
Cq+̂ + Sq−̂ −Q+̂
− −C/Qb + Cm
Cq+̂ + Sq−̂ +Q+̂
)
(C1)
where we have used (97) and (98).
Using the relationship between superscripts and sub-
scripts it can furthermore be written as:
Σa + Σb =
1
2Q+̂
(
C/Qa + Cm
q+̂ −Q+̂ −
−C/Qb + Cm
q+̂ +Q+̂
)
=
C
2Q+̂
(
γ+̂Qa+̂ + γ
−̂q−̂ + γ
⊥.q⊥ +m
q+̂ −Q+̂ −
−γ+̂Qb+̂ + γ−̂q−̂ + γ⊥.q⊥ +m
q+̂ +Q+̂
)
(C2)
where it is worth paying attention to the fact that the
sign is different between q and qb and we have replaced
all qb’s with q’s in the second line.
The above equation can be further simplified:
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Σa + Σb
=
C
2Q+̂
γ+̂
(
Qa+̂(q
+̂ +Q+̂) +Qb+̂(q
+̂ −Q+̂)
)
+
(
γ−̂q−̂ + γ
⊥.q⊥ +m
)(
(q+̂ +Q+̂)− (q+̂ −Q+̂)
)
(q+̂)2 − (Q+̂)2
=
C
2Q+̂
γ+̂
(
q+̂(Qa+̂ +Qb+̂) +Q
+̂(Qa+̂ −Qb+̂)
)
+ 2Q+̂
(
γ−̂q−̂ + γ
⊥.q⊥ +m
)
(q+̂)2 −
(
q2−̂ + Cq
2
⊥ + Cm2
)
=
C
2Q+̂
γ+̂
(
Cq+̂ + Sq−̂
) (
2Q+̂
C
)
+ γ+̂Q+̂
(−2Sq−̂
C
)
+ 2Q+̂
(
γ−̂q−̂ + γ
⊥.q⊥ +m
)
q+̂
(
Cq+̂ + Sq−̂
)− q−̂ (Sq+̂ − Cq−̂)− Cq2⊥ − Cm2
=
Cγ+̂q+̂ + C
(
γ−̂q−̂ + γ
⊥ · q⊥ +m
)
Cq+̂q+̂ + Cq−̂q−̂ + Cq⊥.q⊥ − Cm2
=
/q +m
q2 −m2 (C3)
Thus, the total result is proved to be consistent with the
Feynman propagator.
Appendix D: Apparent Angle Distribution of
Interpolating Helicity Amplitudes for the two scalar
particle production in e+e− Annihilation Process
In this Appendix, we present the angular distribution
shown in Sec. III re-plotted in terms of the apparent angle
of the scattering/annihilation process in a moving frame
viewed from the lab frame, θapp, as well as the interpo-
lation angle δ.
By boosting the system with total momentum P z, we
get
γ =
√
1 +
(
P z
2E0
)2
, β =
(
P z
2E0
)
√
1 +
(
P z
2E0
)2 , (D1)
where E0 is the energy of the initial particle in the orig-
inal center-of-mass frame.
Then, by writing the 4-momentum of the boosted pho-
ton (particle 3), we can find its moving direction to be
tan θapp =
E0 sin θ
γE0 (β + cos θ)
=
tan θ(
P z
2E0
)√
1 + tan2 θ +
√
1 +
(
P z
2E0
)2 , (D2)
when viewed from the lab frame.
(a) (b)
(c) (d)
FIG. 44: Apparent Angular distribution of the helicity
amplitude ++ for (a) t-channel a time-ordering, M+,+a,t
(b) t-channel b time-ordering, M+,+b,t (c) u-channel a
time-ordering, M+,+a,u (d) u-channel b time-ordering,
M+,+b,u .
Reversing Eq. (D2), we get
tan θ =
√
1 +
(
P z
2E0
)2
tan θapp +
|P z|
2E0
tan θapp
√
1 + tan2 θapp
1−
(
P z
2E0
)2
tan2 θapp
.
(D3)
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(a) (b)
(c) (d)
FIG. 45: Apparent Angular distribution of the helicity
amplitude +− for (a) t-channel a time-ordering, M+,−a,t
(b) t-channel b time-ordering, M+,−b,t (c) u-channel a
time-ordering, M+,−a,u (d) u-channel b time-ordering,
M+,−b,u .
(a) (b)
(c) (d)
FIG. 46: (a) M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u (b)
M+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u (c)
|M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u |2 (d)
|M+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u |2
(a) (b)
(c) (d)
FIG. 47: Apparent Angular distribution of the helicity
amplitude ++ for (a) t-channel a time-ordering, M+,+a,t
(b) t-channel b time-ordering, M+,+b,t (c) u-channel a
time-ordering, M+,+a,u (d) u-channel b time-ordering,
M+,+b,u .
(a) (b)
(c) (d)
FIG. 48: Apparent Angular distribution of the helicity
amplitude +− for (a) t-channel a time-ordering, M+,−a,t
(b) t-channel b time-ordering, M+,−b,t (c) u-channel a
time-ordering, M+,−a,u (d) u-channel b time-ordering,
M+,−b,u .
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(a) (b)
(c) (d)
FIG. 49: (a) M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u (b)
M+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u (c)
|M+,+a,t +M+,+b,t +M+,+a,u +M+,+a,u |2 (d)
|M+,−a,t +M+,−b,t +M+,−a,u +M+,−a,u |2
FIG. 50: Sum of ++ and +− Helicity Probabilities
FIG. 51: Sum of ++ and +− Helicity Probabilities
Figs. 44-49 plotted in the apparent angle given by
Eq. (D2) correspond to Figs. 19-24 plotted in the CMF
scattering angle θ. Figs. 50 and 51 correspond to Fig. 25a
and 25b, respectively.
Appendix E: Boosted e+e− → γγ Interpolating
Helicity Amplitudes
In this Appendix, similar to what was done in
Sec. III B, we examine the frame dependence of the whole
landscape of all the angular distributions of the helicity
amplitudes discussed in Sec. IV A by computing them
with non-zero center of momentum (P z = +15me and
pz = −15me). In Figs. 52, 53, 54, 55 and 56, we show
the results for P z = +15me while we do for P
z = −15me
in Figs. 57, 58, 59, 60 and 61. As we have seen in
Sec. III B, no helicity boundaries exist between IFD and
LFD in the frame with P z = +15me while there are two
distinct helicity boundaries, one from electron and the
other from positron (see Eqs. (107) and (108), respec-
tively) between IFD and LFD for P z = −15me. The
sum of the 16 helicity probabilities for P z = +15me and
P z = −15me are shown in Fig. 62, and comparing with
Fig. 35a shown in Sec. IV A, we can see that the total
probability is independent of reference frame, as well as
the interpolation angle, as it should be.
Appendix F: Boost Dependence in e+e− → γγ
Interpolating Helicity Amplitudes
In this Appendix, we plot the helicity amplitudes of
e+e− → γγ, as given by Eq. (112) and (113), in terms
of both the interpolation angle δ and the total momen-
tum P z. As was done in Sec. IV A, we take m = me,
E0 = 2me, and instead of looking at the angular dis-
tribution, we fix the angle θ to be pi/3. The helicity
amplitudes for the t-channel, corresponding to Feynman
diagram Fig. 3, with two time-orderings shown in Fig. 4,
are presented in Figs. 63 and 64, while the u-channel
helicity amplitudes are shown in Figs. 65 and 66. The
probabilities, after summing both time-orderings of both
channels, are shown in Fig. 67, where the last row is the
summation over all four final helicity states for each ini-
tial state. The total probability, obtained after summing
all initial and final helicities, is shown in Fig. 68, and is
independent of boost momentum and interpolation an-
gle.
In these figures, the boundaries of bifurcated helicity
branches between IFD and LFD due to the initial elec-
tron and positron moving in +zˆ and −zˆ directions given
by Eqs. (107) and (108) are denoted by the blue curves,
while the characteristic “J-curve” given by Eq. (106) is
depicted as the red curve. It is also apparent that the re-
lationship between different helicity amplitudes given by
Eq. (116) is satisfied, where λ3 and λ4 are the helicities
of the outgoing photons while λ1 and λ2 are the incoming
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(a) (b)
FIG. 52: Angular distribution of the helicity amplitudes for (a) t-channel a time-ordering and (b) t-channel b
time-ordering
electron and positron helicities, respectively. This rela-
tionship holds as one can see in Figs. 63 through 66. Up
to an overall sign difference, the upper left 2 by 2 block
is the same with the lower right 2 by 2 block, while the
upper right block is the same with the lower left block.
In the right most column, however, all figures have their
signs flipped from their counterparts. For the square of
amplitudes shown in Fig. 67, the same correspondence
holds without any sign difference as it should be.
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(a) (b)
FIG. 53: Angular distribution of the helicity amplitudes for (a) u-channel a time-ordering and (b) u-channel b
time-ordering
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(a) (b)
FIG. 54: Angular distribution of the helicity amplitudes for (a) t-channel and (b) u-channel
52
FIG. 55: Angular distribution of the helicity amplitudes
for t+u amplitudes.
FIG. 56: Angular distribution of the helicity amplitudes
for the probabilities ,the figures in the last row is result
of summing over all figures above it.
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(a) (b)
FIG. 57: Angular distribution of the helicity amplitudes for (a) t-channel a time-ordering and (b) t-channel b
time-ordering
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(a) (b)
FIG. 58: Angular distribution of the helicity amplitudes for (a) u-channel a time-ordering and (b) u-channel b
time-ordering
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(a) (b)
FIG. 59: Angular distribution of the helicity amplitudes for (a) t-channel and (b) u-channel
56
FIG. 60: Angular distribution of the helicity amplitudes
for t+u amplitudes.
FIG. 61: Angular distribution of the helicity amplitudes
for the probabilities, the figures in the last row is result
of summing over all figures above it.
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(a) (b)
FIG. 62: e+e− → γγ Sum of Helicity Probabilities for: (a) P z = +15me and (b) P z = −15me.
58
FIG. 63: Annihilation Amplitudes — t channel, time-ordering a
59
FIG. 64: Annihilation Amplitudes — t channel, time-ordering b
60
FIG. 65: Annihilation Amplitudes — u channel, time-ordering a
61
FIG. 66: Annihilation Amplitudes — u channel, time-ordering b
62
FIG. 67: Annihilation probabilities
63
FIG. 68: Total probability for e+e− → γγ annihilation
process
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