We consider the problem of partitioning the vertices of a graph with maximum degree d into k classes V 1 , . . . , V k of almost equal sizes in a way that minimizes the number of pairs (i, j) such that there is an edge between V i and V j . We show that there is always such a partition with O(k 2−2/d ) adjacent pairs and this bound is tight. This problem is related to questions about the depth of certain graph embeddings, which have been used in the study of the complexity of subgraph and constraint satisfaction problems.
Introduction
If we randomly partition the vertices of a large graph G into a small number k of classes V 1 , . . . , V k of roughly equal sizes, then we expect that every pair (V i , V j ) of classes is adjacent (meaning that there is at least one edge with one endpoint in V i and the other in V j ). This is true even if the graph G is sparse, for example, if it is a d-regular graph for any fixed positive d. The first question we investigate is whether it is always possible to partition the vertices in a balanced way into k classes such that the number of pairs of classes that are adjacent is significantly less than the total number k 2 of all pairs. Of course, no such partition is possible if G is a clique, thus this question makes sense only for sparser classes of graphs. We show that for graphs of maximum degree d, the answer is about k 2−2/d in a fairly tight sense: every sufficiently large graph with maximum degree d has a partition where only O(k 2−2/d ) pairs are used, while there are graphs for which Ω(k 2−2/d ) pairs are needed. The precise statement of the upper bound is the following: Theorem 1.1. For d ≥ 2, there is a constant c d > 0 such that for every k > 0, d ≥ 2, and d-regular graph F with n ≥ n 0 (k) vertices, the vertices of F can be partitioned into k classes V 1 , . . . , V k , each of size at most n/k , such that there are at most c d · k 2−2/d pairs (i, j) with i = j for which V i and V j are adjacent. Theorem 1.1 is somewhat surprising: it says that every d-regular graph (even a random d-regular graph) is structured at a certain large scale. The actual statement we prove is stronger than Theorem 1.1: for every k and d, we give an explicit set S k,d of O(k 2−2/d ) pairs such that every sufficiently large d-regular graph F has a partition with pattern S k (meaning that S k,d describes which pairs of classes can be adjacent). The construction of S k,d is similar to the construction of universal graphs by Alon and Capalbo [1] .
We prove the lower bound by showing that with high probability, a random d-regular graph needs Ω(k 2−2/d ) pairs. We say that an n-vertex random graph satisfies a property asymptotically almost surely (a.a.s for short), if the probability it satisfies it tends to 1 as n tends to infinity. Theorem 1.2. For every fixed d > 2 there is a constant c d > 0 such that for every k > k 0 (d), and even n > n 0 (k), the following holds. Let F be a random d-regular graph on n vertices. Then a.a.s, for every partition V 1 , . . . , V k of the vertices of V into k classes with |V i | ≤ 10n/k for every 1 ≤ i ≤ k, there are at least c d · k 2−2/d pairs (i, j) such that V i and V j are adjacent.
We also prove a variant of Theorem 1.2 where we allow at most n/k 1− vertices in each class instead of O(n/k), and we show that Ω(k 2−2/d−3 ) pairs are required, even after removing any set of n edges of F .
Another way of looking at the partitioning problems treated in Theorems 1.1 and 1.2 is via homomorphisms. A homomorphism from a graph F to a graph H is a (not necessarily injective) mapping φ : V (F ) → V (H) such that if uv ∈ E(H), then φ(u)φ(v) ∈ E(F ). The partitions in Theorems 1.1 and 1.2 can be interpreted as a homomorphism from F to some k-vertex graph H having a certain number of edges (and a loop at each vertex) and a balance requirement bounding the number of vertices in F that can be mapped to a vertex of H. It will be useful to keep this interpretation in mind, especially since we use techniques from [1] stated in terms of homomorphisms.
Embeddings of bounded depth. Our understanding of sparse partitions can be used to resolve problems arising in a different context. Recall that F is a minor of G if there is a mapping φ assigning disjoint connected subsets of G to each vertex of F such that for every edge uv of F there is an edge of G intersecting both φ(u) and φ(v). In [11] , this notion was generalized in the following way: in an embedding of depth d we do not require the sets φ(u) to be disjoint, but we require that each vertex of G appears in the image of at most d vertices of F . For every edge uv of F , we require that φ(u) and φ(v) touch, that is, either they intersect or there is an edge between them. Clearly, F has an embedding of depth 1 into G if and only if F is a minor of G. The following result of [11] shows that, intuitively, larger treewidth 1 of G means that it has better embedding power:
There is a function m 0 (G) and a universal constant c such that for every k ≥ 1, if G is a graph with treewidth at least k and H is a graph with |E(H)| = m ≥ m 0 (G) and no isolated vertices, then H has an embedding into G with depth at most cm log k/k .
Note that |V (H)|/|V (G)| is a trivial lower bound on the depth of a embedding. Since there are graphs G where treewidth is linear in |V (G)| and if H has no isolated vertices than m = |E(H)| ≥ |V (H)|/2, the cm log k/k bound in the statement of Theorem 1.3 cannot be improved to o(m/k). Thus Theorem 1.3 is tight, up to a O(log k) factor. Theorem 1.3 was used in [11] as an essential tool to prove complexity results for constraint satisfaction and subgraphs problems (see later in the introduction). In the hope of making these results tighter, it was raised as an open question whether Theorem 1.3 remains true if the log k factor is removed from the bound on the depth. We answer this question in the negative: the bound m log k/k in Theorem 1.3 is tight (up to constant factors).
Theorem 1.4. There is an infinite family G of graphs and a universal constant c, such that for every G ∈ G there exist arbitrarily large graphs H (without isolated vertices) such that if m = |E(H)| and k is the treewidth of G, then every embedding of H into G has depth at least cm log k/k.
As the log k factor cannot be removed from Theorem 1.3 in general, we investigate families of graphs where this is possible and Theorem 1.3 holds in the strongest possible way. Let us say that a family G of graphs has the tight embedding property if Theorem 1.3 is true with a cm/|V (G)| bound on the depth when G is restricted to the class G. It can be shown that for such a class, the treewidth of every graph in the family has to be linear in its number of vertices. For example, line graphs of cliques form such a class: the line graph of the k-clique has O(k 2 ) vertices, treewidth Θ(k 2 ), and it is shown in [11] that this class has the tight embedding property. Notice that the average degree of the line graph of the k-clique is Θ(k), i.e., square root of the number of vertices. Are there classes of graphs with the tight embedding property having significantly smaller average degree? We show that the average degree has to be polynomial in the number of vertices, but the exponent can be arbitrary small. Theorem 1.5.
1. If G has the tight embedding property, then there is a δ > 0 such that every G ∈ G has average degree Ω(|V (G)| δ ).
2. For every δ > 0, there is a class G δ having the tight embedding property such that for every
Complexity implications. The main goal of [11] was to understand the complexity of constraint satisfaction problems in terms of the treewidth of the primal graph. Rather than defining constraint satisfaction problems and going through the relevant background, we can discuss the problem in an essentially equivalent way in terms of (colored) subgraph problems. Given two graphs G and H, the Subgraph Isomorphism problem asks if G is a subgraph of H. In the colored (or more precisely, partitioned) version of the problem, the input contains a (not necessarily proper) coloring of the vertices of H, where the set of colors is the same as the set of vertices of G, and we ask if G appears as a subgraph of H in such a way that every vertex v of G is mapped to a vertex with color v. In other words, the vertices of H are partitioned into |V (G)| classes and we want to find a subgraph isomorphic to G such that the i-th vertex of G appears in the i-th class.
If G has k vertices and H has n vertices, then Colored Subgraph Isomorphism can be solved in time n O(k) by brute force. If G has small treewidth, then a more efficient solution is possible: for every fixed G, if G has treewidth at most w, then there is an n O(w) time algorithm for the problem [8, 2] . The main result of [11] shows that this is essentially best possible in the sense that there is no class of graphs where significant improvement is possible in the exponent. The result is proved under the complexity-theoretic assumption that there is no 2 o(n) time algorithm for n-variable 3SAT, which is also known as the Exponential Time Hypothesis (ETH), see [10] . It is conjectured in [11] that Theorem 1.6 holds even without the log w factor in the exponent.
Conjecture 1.7. There is no class G of graphs with unbounded treewidth and no function f such that Colored Subgraph Isomorphism with the smaller graph G restricted to being in G can be solved in time f (G)n o(w) (where w is the treewidth of G).
Conjecture 1.7 could be proved by showing that the log k factor in Theorem 1.3 is not needed. Unfortunately, by Theorem 1.4, this is not true. Therefore, the techniques presented in [11] are not sufficient to prove the conjecture. This does not invalidate the conjecture, but shows that if it is true, then substantially different techniques are needed for its proof.
As a special case of Conjecture 1.7, we would like to find classes of graphs where Colored Subgraph Isomorphism is "as hard as possible": classes for which there is no significantly better algorithm than trying all possibilities in n O(|V (G)|) time For example, it is true for the class of cliques: [6, 7] showed that there is no f (k)n o(k) time algorithm for the k-Clique problem, unless ETH fails. Moreover, as discussed in [11] , if a class G has the tight embedding property, then Conjecture 1.7 holds for G (assuming ETH).
For the uncolored version of Subgraph Isomorphism, the hardness proof requires the additional condition that every graph is a core. Recall that a graph G is a core if every homomorphism from G to G is surjective, i.e., there is no homomorphism from G to a proper induced subgraph of G.
Theorem 1.8 ([11]
). Assume that ETH is true, let G be a class of graphs having the tight embedding property, and let f be an arbitrary function.
(1) There is no f (G)n o(|V (G)|) time algorithm for Colored Subgraph Isomorphism with the smaller graph G restricted to being in G, To prove Theorem 1.9 for (uncolored) Subgraph Isomorphism problem, we need some additional arguments: Theorem 1.8(2) applies only to graph classes that contain only cores, i.e., graphs that have no proper endomorphisms. By slightly modifying the construction of Theorem 1.5(2), we can ensure that the class G δ contains only cores, and the complexity result for (uncolored) Subgraph Isomorphism follows. Theorem 1.9 leaves open the question whether there are really sparse (i.e., constant maximum degree) graph classes that are "as hard as possible" to find. As proved in Theorem 1.5(1), a graph class with constant average degree cannot have the tight embedding property, thus this approach cannot be used to construct sparse classes that are hard to find. Note that if a graph has a linear number of edges and treewidth is linear in the number of vertices, then it contains a large expander (cf. [9] ). Thus it seems that the main question that lies at the heart of Conjecture 1.7 is whether it is possible to find a given k-vertex sparse expander in an n-vertex graph in time n o(k) .
Upper Bound
In this section, we prove the existence of the partitions required by Theorem 1.1. The construction is similar to the sparse universal graph construction of [1] . Following [1], it will be convenient to consider the partitions as homomorphisms. We say that a homomorphism
Our first result proves the existence of an -balanced homomorphism to a specific graph: Theorem 2.1. Let T be an arbitrary regular connected graph and let > 0. Let H be the graph whose vertex set is V (T ) d and two vertices are connected if and only if in at least two coordinates they are within distance 4 in T . Then every d-regular graph F with n ≥ n 0 (T, d, ) vertices has an -balanced homomorphism f into H.
Note that in particular every vertex of H is adjacent to itself, i.e., has a loop. Assuming that d and the degree of the regular graph T are fixed constants, every vertex of T has degree Proof (of Theorem 2.1). Let F 1 , . . . , F d be a decomposition of F as in Theorem 2.2, and let σ i be an ordering of F i having bandwidth at most 4. Independently for i = 1, . . . , d, let us choose a random walk w i : N → V (T ) in the r-regular graph T : we fix an arbitrary start vertex for each walk, and in each step, the probability of staying at the same vertex or moving to a particular neighbor is 1/(r + 1). It is well known that this random walk converges to a uniform distribution, i.e., the probability of every vertex is 1/q, where q = |V (T )|. Therefore, we can fix a constant t 0 depending on |T |, , and d such that no matter where we start the random walk, every vertex has probability between (1 − 2 ) 1/d /q and (1 + 2 ) 1/d /q after any number t ≥ t 0 of steps.
We define the homomorphism φ by setting
. To see that it is a homomorphism, consider an edge uv ∈ E(F ). By assumption, there are two indices i 1 , i 2 such that uv appears in F i 1 , F i 2 . This means that |σ i 1 (u) − σ i 1 (v)| ≤ 4 and hence the distance of w i 1 (σ i 1 (u)) and w i 1 (σ i 1 (v)) is at most 4 in T . Similarly, the distance of w i 2 (σ i 2 (u)) and w i 2 (σ i 2 (v)) is at most 4 in T . In other words, there are at least two coordinates where the distance of φ(u) and φ(v) is at most 4 in T , implying that φ(u) and φ(v) are adjacent in H.
Finally, we show that φ is -balanced with high probability: for every δ > 0, the probability that φ is not -balanced is at most δ, if n is sufficiently large. For every 0
We claim that with probability at least 1 − δ, for every 0 ≤ i ≤ d and a ∈ V (T ) i , we have
We say that V a is bad if it does not satisfy this requirement. For i = d, the claim shows that
is the empty vector with zero components, then
For every a = (a 1 , . . . , a i ), let us define a = (a 1 , . . . , a i−1 ) (for i = 1, vector a has zero components). We show that if n is sufficiently large, then the conditional probability that V a is bad assuming that V a is not bad is at most δ/q d (for i = 1, this is just the probability that V a is bad). If some V a is bad, then there has to be an a such that V a is bad and V a is not bad. The probability that V a is bad and V a is not bad is at most the conditional probability that we bounded by δ/q d . Therefore, by a union bound, this shows that the probability that at least one bad event happens is at most δ.
Observe that whether V a is bad depends only on the walks w 1 , . . . , w i−1 , while whether V a is bad depends only on the walks w 1 , . . . , w i . We show that fixing the walks w 1 , . . . , w i−1 such that V a is not bad, the probability that walk w i makes V a bad is at most δ/q d .
Let us enumerate the vertices
. Let Y be an arbitrary subsequence y 1 , y 2 , . . . , y |Y | of X s . The probability of the event that w i (σ i (y)) = a i for every y ∈ Y can be bounded from above by the product of |Y | such conditional probabilities. Therefore, the probability that
holds is not larger than the probability that the binomial random variable B(|X s |, (1 +
From standard bounds, we know that if n (and hence |X s |) is sufficiently large, then this probability can be bounded by an arbitrary small constant. Thus we can assume that this probability is at most δ/(2t 0 q d ). Therefore, by the union bound, the upper bound on |X s ∩ φ −1 (V a )| holds for every 1 ≤ s ≤ t 0 with probability at least 1 − δ/(2q d ), hence we have
where the second inequality uses the assumption that V a is not bad. Similarly, we can show that the lower bound on |φ −1 (V a )| holds with probability at least 1 − δ/(2q d ), hence the conditional probability that V a is bad assuming V a is not bad is at most δ/q d .
To obtain the result stated in Theorem 1.1, we need to improve Theorem 2.1 in two ways. First, Theorem 2.1 partitions the set of vertices into q d classes for some integer q, while in Theorem 1.1 we allow an arbitrary number of classes. More importantly, we need to ensure that the partition is not only -balanced, but every class contains at most n/k vertices. This problem can be solved by a technique of [1]: we define a bounded-degree expander on the classes and allow the vertices to move between neighboring classes to achieve a perfectly balanced partition. 
such that the following holds. If F is a graph on n > n 0 (d, k) vertices and maximum degree d, then the vertices of F can be partitioned into k sets V 1 , . . . , V k , each of size at most n/k , such that if V i and V j are adjacent, then (i, j) ∈ S d,k .
Proof. Let q = (20k) 1/d . Because of the big-O notation in the statement of the theorem, we can assume that k is sufficiently large and hence q ≥ 3. Let T be the cycle on q vertices and let H be defined as in Theorem 2. Let M be a bounded-degree expander on [k] with the property that for every subset X of at most half the vertices of M , the set X has at least |X|/9 neighbors outside X. For every X ⊆ [k], denote by N M [X] the closed neighborhood of X, i.e., the set of all vertices that are in X or adjacent to a vertex of X. The set S d,k is constructed in the following way: the pair (i, j) (i = j) is in S d,k if and only if there is a pair (i , j ) such that
• U i and U j are adjacent in H (i.e., there is an edge between a vertex of U i and a vertex of U j ).
To bound the size of S d,k , recall first that for a fixed d, each vertex of H has degree O(q d−2 ). As the set U i contains at most 21 vertices of H, there can be at most 21·O(q d−2 ) = O(k 1−2/d ) values j such that U i and U j are adjacent. Therefore, if the degree of M is bounded by a constant c, then each 1
To show that the required partition V 1 , . . . , V k of V (F ) exists, set = 0.01 and let us use Theorem 2.1 to obtain an -balanced homomorphism φ :
and
We make the partition more balanced by allowing each vertex to move to a class that is adjacent in M . Let us build a bipartite graph B where the first class is the set of vertices in F and the second class contains n/k vertices representing each class V i (i.e., the second class contains k n/k vertices). The edges of B are defined as follows: v ∈ V (F ) and a vertex representing class V i are adjacent if v ∈ V i for some i such that i and i are adjacent in M . We show that this bipartite graph has a matching covering V (F ). If this is true, then we obtain the partition V 1 , . . . , V k by putting vertex v to the class represented by its mate. It is clear that each class V i contains at most n/k vertices and a vertex of V i and vertex of V j can be adjacent only if (i, j) ∈ S d,k . We use Hall's Theorem to show that the bipartite graph B has a matching covering V (F ). For S ⊆ V (F ), let N B (S) be the neighbors of S in B. Note that the vertices in V i have the same neighborhood in B, thus it is sufficient to check the Hall condition for every subset of S ⊆ V (F ) that is the union of some classes V i . Let S = i∈X V i be such a set for some V i ≥ 10 9 |Y |0.9(n/k) = |Y |(n/k).
, then V i is not in S, thus we can bound the size of S by
Thus the Hall condition holds in this case as well.
Lower bound
For the proof of Theorem 1.2 stated in the introduction, we need a lower bound on the number of labeled d-regular graphs on n vertices. The asymptotic number of such graph is known [3] , but a lower bound of the form (n/α d ) nd/2 (for some constant α d > 0 depending only on d) will be sufficient for our purposes. We sketch how such a bound can be obtained by considering only the bipartite d-regular graphs having two fixed bipartite classes of size exactly n/2. Each such bipartite graph can be obtained as the union of d matchings between the two bipartite classes; the number of possibilities for selecting d matchings is ((n/2)!) d ≥ (n/(2e)) nd/2 . However, this formula might overcount the number of bipartite graphs for two reasons: the matchings might not be disjoint (hence the union is not 3-regular) and the same bipartite graph might be obtained multiple times. It is known that the probability of d permutations being disjoint is at least some constant . We estimate the number of bad graphs as follows. The number of allowed partitions can be bounded by the number k n of all partitions, and the number of possibilities for the set S can be generously bounded by 2 k 2 . For a fixed partition and set S, we bound the number of bad graphs by considering all possibilities for the edges. Each edge is either fully contained in some V i , or the endpoints are in V i and V j for some {i, j} ∈ S. Since each V i has size at most 10n/k, there are at 
We used a b ≤ (ae/b) b in the first inequality and in the last inequality we assume that c d is sufficiently small and n is sufficiently large. As the number of d-regular graphs is at least (n/α d ) nd/2 , this shows that the probability of a random d-regular graph being bad goes to zero.
The following version of Theorem 1.2 is stronger in the sense that we allow larger color classes and a set of at most n exceptional edges that do not respect the pairs S, but it gives a slightly weaker bound of k 2− 2 d −3 on the size of S. To give a different perspective, we state it in terms of colors, where there is a bound on the color classes and on the pairs of colors that can appear on the edges. Theorem 3.1. For every fixed integer d > 2, real < 1/4, integer k > k 0 ( , d) and for every even n > n 0 (k) the following holds. Let F be a random d-regular graph on n vertices. Then a.a.s., for every (not necessarily proper) coloring of the vertices of F by k colors, so that each color appears at most n/(k 1− ) times, and for any choice of a set S of at most k
pairs of colors, there are at least n edges of F whose endpoints have colors x, y with x = y and {x, y} ∈ S.
Proof (of Theorem 3.1). Let us call a d-regular graph F = (V, E) on n vertices bad if there is a coloring, a set S, and a subset E of at most n edges such that each color appears on at most n/(k 1− ) vertices, |S| ≤ k
, and for every edge in E \ E , the two endpoints either have the same color or colored by a pair from S. We estimate the number of bad graphs as follows. The number of allowed colorings can be bounded by the number k n of total colorings, and the number of possibilities for the set S can be generously bounded by 2 k 2 . For a fixed coloring and set S, we bound the number of bad graphs by considering all possibilities for the set E and for the set E \ E . An edge of E can be any of the n 2 < n 2 possible edges, while the colors of the endpoints of each edge of E \ E have to be in S or have to be the same. Since each color appears on at most n/k 1− vertices, there are at most k 2− Theorem 4.1. Let H be a 3-regular graph with k vertices. Then, for all even n > n 0 (k), there exists a 3-regular graph F on n vertices so that any embedding of F into H is of depth at least Ω( n log k k ). Proof. Let d = 3 and = 1/100, and let F be a random cubic graph on n vertices satisfying the requirements of Theorem 3.1. Suppose for contradiction that there is an embedding φ of F into H having depth less than 2 n log k 3k
. Let V be the set of all vertices of F that are mapped to sets of size at least log k; clearly, |V | < n/3. Let E contain all edges of F that touch V , we have |E | < n.
For each vertex v of F , choose an arbitrary vertex f (v) of φ(v) and consider it as a coloring of F with k colors (corresponding to the vertices of H) having the property that no color is used more than 2 n log k 3k
< n/k 1− times (we can assume that k is sufficiently large since otherwise the theorem automatically holds due to the Ω notation). Let S be the set of all pairs of colors x, y (i.e., pairs of vertices of H) such that the distance of x and y in H is at most 2 log k = 0.02 log k. Since H is 3-regular,
Therefore, by Theorem 3.1, there must be at least n edges of F whose endpoints are colored by a pair of (two different) colors such that this pair does not appear in S. As |E | < n, there is such an edge uv ∈ E \ E , that is, u, v ∈ V . Therefore, both φ(u) and φ(v) have size at most log k and {f (u), f (v)} ∈ S implies that the distance of f (u) and f (v) is more than 2 log k. This means that φ(u) and φ(v) cannot touch, contradicting the definition of embedding.
To obtain Theorem 1.4, it is sufficient to take G to be a class of 3-regular expanders. It is well known that the treewidth of an expander is linear in the number of vertices (cf. [9] ), and Theorem 1.4 follows.
Theorem 4.1 shows that a very sparse (3-regular) class of graphs cannot have the tight embedding property. How dense should a class be to have this property? The lower bound on the depth in Theorem 4.1 is a logarithmic factor larger than the trivial lower bound Ω(n/k) and it is matched by the embedding result of Theorem 1.3. Therefore, it might be a reasonable educated guess to expect that an extra logarithmic factor appears here as well and an average degree of log |V (G)| is sufficient for the tight embedding property. However, our second negative result shows that the number of edges has to be polynomially larger than linear, i.e., the average degree has to be |V (G)| δ for some δ > 0. Theorem 4.2. For every δ > 0 and k > k 0 (δ) the following holds. Let H be a graph with k vertices and at most k 1+δ edges. Then, for all even n > n 0 (k), there exists a 3-regular graph F on n vertices so that any embedding of F into H is of depth at least Ω( n kδ ). Proof. Let d = 3 and = 1/100, and let F be a random cubic graph on n vertices satisfying the requirements of Theorem 3.1. Assume that k is sufficiently large to ensure that k δ > 1/δ holds. Let D be the set of those vertices of H that have degree at least k δ /δ, we have |D| ≤ 2δk.
Suppose for contradiction that there is an embedding φ of F into H having depth less than clearly, |V | < n/6. Let V contain those vertices of V \ V whose images intersect D, we have |V | ≤ 2 n 6kδ |D| ≤ 2 n/3 < n/6. Let E contain all edges of F that touch V ∪ V ; clearly, we have |E | < n.
For each vertex v of F , choose an arbitrary vertex f (v) of φ(v) and consider it as a coloring of F with k colors having the property that no color is used more than 2 n 6kδ < n/k 1− times (assuming that k is sufficiently large compared to 1/δ). Let S be the set of all pairs of colors x, y (i.e., pairs of vertices of H) such that the distance of x and y in H \ D is at most 2 /δ = 0.02/δ. Since every vertex of H \ D has degree at most k δ /δ < k 2δ (using k δ > 1/δ), |S| ≤ O(k ·k 2δ·0.02/δ ) = O(k 1.04 ) < k 4/3−3 . Therefore, by Theorem 3.1, there must be at least n edges of F whose endpoints are colored by a pair of (two different) colors not appearing in S. As |E | < n, there is such an edge uv ∈ E\E , that is, u, v ∈ V ∪V . Therefore, both φ(u) and φ(v) have size at most /δ and they are disjoint from D. Furthermore, {f (u), f (v)} ∈ S implies that the distance between f (u) and f (v) is more than 2 /δ in H \ D. This means that φ(u) and φ(v) cannot touch, contradicting the definition of embedding. Theorem 4.2 shows that if for every δ > 0, the class G contains infinitely many graphs G with average degree at most |V (G)| δ , then there is no constant c such that it is true that every graph F has an embedding into every G ∈ G with depth c|E(F )|/|V (G)|, or in other words, G does not have the tight embedding property. Thus if G has the tight embedding property, then there is a δ > 0 such that there are only finitely many graphs G ∈ G with average degree at most |V (G)| δ . Therefore, we can say that every graph G ∈ G has average degree Ω(|V (G)| δ ) (by choosing the constant hidden in the Ω notation appropriately), proving Theorem 1.5(1).
To prove Theorem 1.5(2), we construct a family of graphs having the tight embedding property. This family is based on a product construction similar to the one appearing in the proof of Theorem 2.1. This class in some sense generalizes line graphs of cliques, and we prove the tight embedding property similarly to the way it is proved for line graphs of cliques in [11] .
Let 
Proof. First we argue that it is sufficient to prove the theorem for graphs F having maximum degree at most 3. Otherwise, let us construct F by replacing every vertex v of F having degree d(v) with a path v 1 , . . . , v d(v) of d(v) vertices and let every edge incident to v use a different copy of v on the path. Clearly, F has maximum degree at most 3 and has at most 3m edges. If there is an embedding φ from F into H, then it can be turned into an embedding φ from F into H by setting
It is clear that the depth of φ is not larger than the depth of φ . Thus in the following, we assume that F has maximum degree at most 3. 
Let us partition the vertices of
where the third inequality uses the fact every vertex in V a has degree at most 3 and the last inequality uses that |V | is sufficiently large. A similar bound holds for |E c * ,b |. To bound the depth of the embedding φ, let us estimate the number of vertices of F whose images contain a particular vertex g = (g 1 , . . . , g d ). Vertex g is in φ(v) if a walk W x,y containing g was added to φ(v). For every 0 ≤ i ≤ d, there are exactly k d pairs (x, y) such that the i-th vertex of W x,y is g: namely, the pairs (x, y) with x = (x 1 , . . . , x i , g i+1 , . . . , g d ), y = (g 1 , . . . , g i , y i+1 , . . . , y d ) for arbitrary x 1 , . . . , x i , y i+1 , . . . , y d . Therefore, there are at most (d + 1)k d pairs (x, y) such that W x,y contains g. The path W x,y is added to φ(v) only if an edge of E y x, * or an edge of E x * ,y is incident to v. Therefore, the path W x,y is used at most |E By Theorem 1.8(1), if a graph class G has the tight embedding property, then there is no f (G)n o(|V (G)|) time algorithm for the special case of Colored Subgraph Isomorphism with the smaller graph G restricted to G. Therefore, Theorem 1.9 follows for Colored Subgraph Isomorphism.
In order to prove Theorem 1.9 for (uncolored) Subgraph Isomorphism, we have to use Theorem 1.8 (2) . Therefore, we need classes G δ that contain only cores (recall that a graph is We show that φ(v i ) = v i and φ(z i ) = z i for every 1 ≤ i ≤ n. Let v j be a neighbor of v i . There is a path u 6i , z i , v i , v j , z j , u 6j of length 5 between u 6i and u 6j . Homomorphism φ must map this path to a walk. Removing z i or z j makes the distance of u 6i and u 6j at least 6, thus the walk has to use both z i and z j . Now the only possibility is that the walk is the same as the path. This shows that φ is a permutation on G [k, d].
Conclusions
As an important ingredient in the hardness results of [11] , an appropriate notion of embedding was defined and it was proved that embeddings with certain properties exist. The more efficient embedding we are able to find, the tighter the hardness results are. Thus obtaining tighter complexity results was the motivation for the purely combinatorial question of whether the logarithmic factor in Theorem 1.3 can be removed. It turned out that understanding a different kind of combinatorial question (sparse balanced partitions) allows us to resolve this question. We proved both positive and negative results on the existence of sparse balanced partitions. The positive results use techniques and ideas related to yet another combinatorial problem: the construction of sparse universal graphs.
The combinatorial results of the paper do not answer Conjecture 1.7, the main complexity question left open in [11] . However, the negative result in Theorem 1.4 shows the limitations of the techniques of [11] and implies that simple combinatorial embeddings are not sufficient to prove Conjecture 1.7. Therefore, substantially different methods would be required to prove the conjecture in the positive. It seems that the critical question that has to be understood first is the exact complexity of finding sparse expanders: Is there an n o(k) time algorithm that decides if a given k-vertex bounded-degree expander appears as subgraph?
