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Abstract. – The direct Monte Carlo simulation method is used to check the validity of the
hydrodynamic description of a low-density granular flow in the linear region about the ho-
mogeneous cooling state. Good agreement is found between the simulation results and the
hydrodynamic equations obtained recently from the Boltzmann equation by using a generalized
Chapman-Enskog procedure. In particular, the dependence of the transport coefficients on the
coefficient of restitution predicted by the theory is verified.
Extended hydrodynamic equations, accounting for dissipation among the interacting parti-
cles, are frequently used to describe the macroscopic behavior of rapid granular flows [1]. As
is the case for molecular fluids, the basis for such equations and explicit expressions for the
coefficients appearing in them is provided by the kinetic theory for granular fluids. Never-
theless, even if the validity of the description provided by a given kinetic equation, e.g. the
Boltzmann equation, is assumed, there is some controversy about the possibility of going from
a kinetic theory to a hydrodynamic level of description by using a Chapman-Enskog expansion
around the homogeneous cooling state beyond the quasielastic limit [2, 3]. The cooling rate
following from dissipation in collisions introduces a new time scale that is faster than the usual
hydrodynamic scale. For instance, the thermal velocity associated to the temperature of the
cooling reference state decays faster than the (inelastic) shear modes in the long-wavelength
region. It could happen that for large inelasticity there were no time scale separation between
the hydrodynamic and the purely kinetic contributions to the time evolution of the system, i.e.
there were no “aging to hydrodynamics” or, in the kinetic theory language, “normal solution”
of the kinetic equation [4]. Of course, a complete and definite answer to this question can
only be obtained by solving exactly the corresponding kinetic equation, something that is far
beyond the present perspectives. An interesting alternative is to construct numerical solutions
to the Boltzmann equation and compare them with the corresponding solutions obtained by
assuming the validity of a hydrodynamic description. The aim of this paper is to carry out
such a comparison for states near the cooling reference state, i.e. in the so-called linear region.
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The system we will consider is a freely evolving low-density gas composed of smooth inelastic
hard spheres of mass m, diameter σ, and a constant coefficient of normal restitution α. The
time evolution of the one-particle distribution function of the gas is assumed to be described by
the (inelastic) Boltzmann equation [5,6], at least for the initial conditions and time intervals we
will consider. Then, by using the Chapman-Enskog procedure, it is possible to obtain closed
hydrodynamic evolution equations for the number density n(r, t), the flow velocity u(r, t) and
the local temperature T (r, t) [7]
∂tn + ∇ · (nu) = 0, (1)
∂tu+ u ·∇u+ (mn)−1∇ · P = 0, (2)
∂tT + u ·∇T + 2(3nkB)−1(P : ∇u + ∇ · q) + Tζ = 0, (3)
where kB is the Boltzmann constant, P(r, t) = p I−η[∇u+(∇u)+− 23 I∇·u] the pressure tensor,
q(r, t) = −κ∇T − µ∇n the heat flux, and ζ(r, t) the cooling rate due to energy dissipation
in collisions. Here p = nkBT is the hydrodynamic pressure, I the unit tensor, η the shear
viscosity, κ the heat conductivity, and µ a new transport coefficient that has no analogue in
the elastic case. The cooling rate has contributions of zeroth and second order in the gradients,
ζ = ζ(0) + ζ(2). Of course, ζ(2) has both linear and nonlinear in the gradients contributions,
being the former ones of the form ζ1∇2T + ζ2∇2n. The coefficients η, κ, µ, ζ(0), ζ1, and ζ2
are functions of the coefficient of normal restitution α. In the elastic limit, η(α) and κ(α)
reduce to the Boltzmann values for elastic spheres η0 and κ0, while all the other coefficients
vanish. The explicit expressions can be found in ref. [7] and will not be given here. Equivalent
hydrodynamic equations but restricted to the low dissipation limit have been derived recently
by Sela and Goldhirsch [8].
The above hydrodynamic equations have an exact solution describing the so-called ho-
mogeneous cooling state (HCS), given by uH = 0, ∇nH = ∇TH = 0, and TH(t) =
TH(0)
[
1 + ζ(0)(0)t/2
]−2
. To study the time evolution of small deviations from the HCS, the
hydrodynamic equations are linearized about the fields defining the state. This leads to partial
differential equations with coefficients that do not depend on space but are time dependent.
Thus it is convenient to introduce new time and space variables by dτ = νH(t)dt/2 and
dl = νH(t)v−1H (t)dr/2, where νH(t) = 16nHσ
2pi1/2vH(t)/5 and vH = [kBTH(t)/m]1/2. Note
that νH is proportional to the Boltzmann collision frequency at the temperature TH(t), that is
close but not exactly the same as the collision frequency in the HCS, due to the distortion of
the velocity distribution with respect to a Gaussian. Also we define scaled hydrodynamic fields
as ρ(l, τ) = δn(l, τ)/nH, ω(l, τ) = δu(l, τ)/vH(τ), and θ(l, τ) = δT (l, τ)/TH(τ). Here δy(l, τ)
denotes the local deviation of the field y from its value in the HCS, yH. Next we transform
to Fourier space k with respect to the scaled space variable l. It is found that the transversal
components of the velocity field relative to the wave vector, ωk⊥, are decoupled from the other
fields and behave as
ωk⊥(τ) = ωk⊥(0) exp[s⊥τ ], s⊥ = ζ∗ − η∗k2/2, (4)
where ζ∗ = ζ(0)H /νH and η
∗ = η/η0 are functions of α alone. The Fourier components of the
remaining hydrodynamic fields obey the set of coupled equations [7]
∂τρk + ikωk‖ = 0, (5)
(∂τ − ζ∗ + 2η∗k2/3)ωk‖ + ikθk + ikρk = 0, (6)
[∂τ + ζ∗ + 5(κ∗ − ζ∗1 )k2/4]θk + [2ζ∗ + 5(µ∗ − ζ∗2 )k2/4]ρk + 2ikωk‖/3 = 0. (7)
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Here ωk‖ is the longitudinal component of ωk and we have introduced the reduced coefficients
κ∗ = κ/κ0, ζ∗1 = 3pHζ1/2κ0 and ζ
∗
2 = 3n
2
HkBζ2/2κ0. Again these coefficients depend only on
the coefficient of normal restitution α. The linear stability analysis of eqs. (5)-(7) predicts
that, if k < k‖ = 4ζ∗/5(κ∗ − ζ∗1 − µ∗ + ζ2), after an initial transient the time dependence
of the Fourier transform of the scaled hydrodynamics fields ρk, θk and ωk‖, will be of the
form ∼ exp[s‖τ ], where s‖ is the real (and positive) eigenvalue of the eigensystem defined by
eqs. (5)-(7). The quantity s‖ depends on k and also on the coefficient of restitution α through
the reduced coefficients defined above [7].
In order to test the accuracy of the above linear hydrodynamic equations to describe the time
evolution of a gas obeying the inelastic Boltzmann equation near the HCS, we have obtained
numerical solutions by using the direct Monte Carlo simulation method [9]. We have considered
a system of size L in the direction in which the gradient of the hydrodynamics fields will be
studied, taken as X-axis. In this direction, periodic boundary conditions have been applied,
while the system was considered as homogeneous with respect to the y and z coordinates.
Initially, the particles were distributed uniformly and with a Gaussian velocity distribution.
After a short transient time, the system reached the HCS [10]. Then, an external perturbation
was introduced at a given time taken as t = 0. The simulations typically involved N = 2 · 105
particles and the data were averaged over 100 trajectories. Of course, in the simulation there
is no intermediate step that relies on the existence of hydrodynamic equations.
First, let us describe the results after an initial perturbation of the transversal component
of the velocity,
uy(x, 0) = u0 sin(q0x), (8)
where q0 = 2pi/L. The study of a perturbation of the transversal velocity field is of par-
ticular importance because, although it is decoupled in the linear approximation of the
other hydrodynamic fields, it has been suggested [11] that its nonlinear coupling to them
is responsible for the clustering occurring in granular media. Figure 1 shows the profile
uy(x) at three different times in a typical simulation. The values of the parameters in this
case were α = 0.85 and L = 50λ, with λ = 1/
√
2npiσ2 being the mean free path. The
amplitude of the initial perturbation was u0 = 0.1[2kBTH(0)/m]1/2. The profile is accurately
fitted by a sine function uy(x, τ) = uτ sin(q0x) in all the time interval considered. This is
characteristic of the linear regime as described by the above hydrodynamic equations, that
predicts uτ = u0 exp[−η∗k20τ/2], k0 = 2ν−1H (t)vH(t)q0. For the simulation considered in fig. 1,
k0 = 0.1969, and the solid lines have been plotted by using the theoretical prediction. We
emphasize that the bare velocity u(τ) always decays in time, while the scaled one can increase
for large enough dissipation. In particular, for the parameters used in the simulation reported
in fig. 1, eq. (4) predicts that ωy grows in time. This is related with the formation of density
clusters in freely evolving granular fluids [11].
To get a more quantitative comparison between the simulation results and the theory, we
have fitted numerically the transversal velocity profile to a sine curve of wavelength L at several
times. The amplitude of such sine function decayed exponentially with τ , and the fit to an
exponential of this amplitude provides the numerical value of the reduced shear viscosity η∗(α).
We have repeated the simulations for several values of α in the interval 0.625 ≤ α ≤ 0.925. For
smaller values the analysis is very hard, since the system becomes unstable very soon and not
reliable statistics can be obtained, but in all the cases there is a relevant time window where
linear hydrodynamics predicts accurately the results of the simulations. The numerical values
for the shear viscosity are compared with the theoretical predictions of ref. [7] in fig. 2. A first
conclusion emerging from the results is that there is a relevant dependence of the reduced shear
viscosity on the coefficient of restitution, namely the former increases monotonically when the
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Fig. 1. – Transversal velocity profile at three different times after an initial harmonic perturbation.
The velocity is measured in units of (2kBT (0)/m)
1/2 and x in units of the mean free path λ. The
symbols are from the simulation and the solid lines the theoretical predictions.
Fig. 2. – Reduced shear viscosity η∗ as a function of the coefficient of normal restitution α. The points
are from the direct Monte Carlo simulation and the solid line the theoretical expression derived in
ref. [7]. The dashed line is obtained by multiplying the theoretical value by the constant factor 1.016
obtained in the elastic limit.
latter decreases. For α = 0.8, this reduction is already of the order of 10%. Moreover, although
the theory predictions agree fairly well with the simulation values, there is a small systematic
deviation. We believe that it is due in part to the approximations introduced in applying the
Chapman-Enskog procedure, and more concretely to the use of the first Enskog approximation.
In fact, it is known that a next-order calculation in the Sonine expansion gives a correction
factor of the order of 1.016 for the shear viscosity in the elastic limit α = 1 [12]. If this factor
were taken into account, a better agreement between theory and simulation would be obtained
(see dashed line in fig. 2). Another source of discrepancy is the growing amplitude of the scaled
perturbation ω⊥, which ultimately invalidates the linear analysis.
Of course, it could be argued that the transversal velocity is a very special hydrodynamic
field and that a more general perturbation should be presented to test the validity of the
linear hydrodynamic description. For this reason we have analyzed the time evolution of the
hydrodynamic fields after an initial perturbation of the form
ρ(x, 0) = ρ0 sin(q0x), (9)
where q0 is the same as above. This perturbation has components along the three eigenvectors
of the matrix associated to the linear problem defined by eqs. (5)-(7). Then, not only the
density but also the temperature and the longitudinal component of the velocity deviate from
the reference values for t > 0. In the linear regime they are given by harmonic functions
with wave number q0. In fig. 3 the time evolution of the Fourier amplitudes of the involved
hydrodynamic fields is shown for a perturbation given by eq. (9) with ρ0 = 0.1, α = 0.8 and
L = 50λ. The other parameters of the simulations are the same as in fig. 1. The solid lines have
been obtained by solving numerically the linearized hydrodynamic equations. The agreement
with the simulation results from the Boltzmann equation is excellent and extends over a quite
large time interval. Note that the time scale τ is of the order of the accumulate number of
collisions per particle. Since the solutions represented in the figure involved the three coupled
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Fig. 3. – Time evolution of the Fourier components of the scaled dimensionless density ρ, temperature
θ, and longitudinal velocity ωx, following a small harmonic perturbation of the density. The symbols
are results from the simulations and the lines the predictions from linear hydrodynamics.
Fig. 4. – The eigenvalue s‖ for different values of the restitution coefficient and k = 0.1406, equivalent
to L = 70λ. The symbols are the results of the Monte Carlo simulation and the continuous line the
theoretical prediction from the hydrodynamic equations.
equations (5)-(7) and the shape of the curves is far from being trivial, the results strongly
support the validity of hydrodynamics to describe the time evolution of a low-density granular
fluid, at least in the vicinity of the HCS.
From fig. 3 it also follows that the three plotted hydrodynamic fields grow exponentially after
an initial transient, and that the coefficient characterizing the exponential growth is the same
for the three of them. This is consistent with hydrodynamics, and the fit to an exponential
of this long time behavior provides the simulation value for s‖. We have repeated this study
for different values of α in the interval 0.7 ≤ α ≤ 0.95 keeping the initial perturbation the
same as in eq. (9). In all the cases the behavior of the system was well described by the
hydrodynamic equations, and became exponential after an initial transient. In fig. 4 we have
plotted s‖ obtained from the simulations as a function of α for fixed k, and compared it with the
theoretical prediction of eqs. (5)-(7). The agreement is quite remarkable, and shows that the
capability of hydrodynamics to describe qualitatively and quantitatively the behavior of rapid
low-density granular flows extends over a wide range of values of the restitution coefficient. It
must be noticed that s‖ depends on all the reduced transport and source coefficients. Therefore,
the good agreement shown in fig. 4 implies also the accuracy of the expressions for them derived
in ref. [7], a conclusion that is clearly not restricted to the limit of small inelasticity. Deltour
and Barrat [13] studied as well s‖ as a function of k keeping α fixed through the structure factor
for a system of hard disks by Molecular Dynamic simulation, concluding that hydrodynamics
predicts correctly the observations of their simulations. In any case, the determination of the
explicit range of validity of linear hydrodynamics as a function of wave number, frequency and
dissipation would require very extensive simulations. We believe that this work shows that
linear hydrodynamics holds to describe the initial evolution of small perturbations even for
rather inelastic systems.
In this letter we have restricted ourselves to the linear region about the HCS. As a con-
sequence, we have not considered the development of density instabilities in the system and
nonlinear couplings between hydrodynamic modes. In this context, let us note that, although
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s‖ is positive, the density is not observed to grow monotonically at short times in fig. 3,
due to the contributions from the other two modes. These points are discussed in detail
elsewhere [14]. A related question is the influence of periodic boundary conditions and the
consideration of initial perturbations with the maximum allowed wavelength. In principle,
this comment applies both to elastic and to inelastic systems. Nevertheless, inelasticity has
as a consequence that the dominant modes are those corresponding to the largest wavelength
(shortest wave number) [7, 8]. Therefore, the perturbations we have introduced are the most
relevant for the evolution of the system in the linear region. In fact, these are the dominant
spontaneous perturbations in the system [14].
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