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Zur Entartung gezu¨gelter Gruppenoperationen auf Kurven
von Gunther Cornelissen und Fumiharu Kato
Zusammenfassung. Man nennt eine Gruppenoperation einer endlichen Gruppe
auf einer glatten projektiven Kurve u¨ber einen algebraisch abgeschlossenen Ko¨rper
der positiven Charakteristik gezu¨gelt, falls alle zweiten Verzweigungsgruppen trivial
sind (es ist z.B. jede Gruppenoperation auf einer ordina¨ren Kurve gezu¨gelt). Wenn
die Verzweigungsindizes gewisse numerische Bedingungen erfu¨llen, konstruieren wir
eine entartende a¨quivariante quasi-projektive Familie, zu der die gegebene Kurve
geho¨rt und die gewissermaßen der einzige Baustein ist, aus dem sich jede gezu¨gelte
a¨quivariante Familie, die u¨ber eine feste Menge Punkte verzweigt, zusammensetzt.
Das Ergebnis wird benutzt, um Automorphismen ordina¨rer Kurven induktiv zu
untersuchen.
Degeneration of restrained group actions on curves
Abstract. An action of a finite group on a smooth projective curve over an al-
gebraically closed field of positive characteristic is called restrained, if all second
ramification groups are trivial (e.g., every group action on an ordinary curve is
restrained). When the ramification indices satisfy certain numerical criteria, we
construct a degenerating equivariant quasi-projective family to which the given
curve belongs, and which in a sense is the unique building block for all such re-
strained equivariant families that ramify above a fixed set of points. The result is
used to inductively study automorphisms of ordinary curves.
1
Einfu¨hrung.
Es sei X eine glatte projektive Kurve des Geschlechts g u¨ber einen al-
gebraisch abgeschlossenen Ko¨rper der Charakteristik p > 0, und G eine
endliche Gruppe Automorphismen von X. Sei π : X → Y = X/G die
zugeho¨rige U¨berlagerung. Wa¨hrend im Falle komplexer Kurven alle Verzwei-
gung zahm ist, d.h. die Isotropiegruppen von Punkten auf X alle zyklisch
sind, ko¨nnen solche Isotropiegruppen u¨ber Ko¨rper der positiven Charakteris-
tik komplizierter aussehen: man nennt dieses Pha¨nomen wilde Verzweigung.
Es zeigt sich, dass die Verzweigungsgruppen
Gx = Gx,0 = {σ ∈ G : xσ = x}
eines Punktes x ∈ X im allgemeinen Fall versehen sind mit einer absteigende
Filtrierung durch Untergruppen, die sogenannten ho¨heren Verzweigungs-
gruppen (cf. [17], IV):
Gx,i := {σ ∈ G : ordx(σπx − πx) > i} (i ≥ 1),
wobei πx ein lokaler Uniformisierungsparameter ist in x ∈ X. Dann ist
Gx,1 die einzige p-Sylowgruppe von Gx und Gx/Gx,1 ist zyklisch von einer
Ordnung teilerfremd zu p.
Als na¨chste Stufe der Komplexita¨t nach dem zahmen Fall, d.h. Gx,1 = 0,
schlagen wir eine Untersuchung der gezu¨gelten1 Verzweigung vor, d.h. per
Definition den Fall Gx,2 = 0. Dann ist also Gx eine Gruppe der Form
Gx ∼= (Z/p)tx ⋊ Z/nx,
wobei tx und nx ganze Zahlen sind mit nx und p teilerfremd. Wir nennen
eine Gruppenoperation gezu¨gelt, falls die Verzweigung in allen Punkten x ∈
X gezu¨gelt ist. Der Begriff ist aus verschiedenen Standpunkten natu¨rlich.
So hat S. Nakajima gezeigt ([12]), dass jede Gruppenoperation auf einer
ordina¨ren Kurve, d.h. eine Kurve, wofu¨r Jac(X)[p] = (Z/p)g, gezu¨gelt ist.
Aber obwohl Ordinarita¨t eine generische Eigenschaft ist, d.h. Zariski-dicht
im Modulraum, kann diese Eigenschaft trotzdem verloren gehen unter En-
tartung. Dagegen werden wir bald zeigen, dass die Eigenschaft Gx,2 = 0
erhalten bleiben kann.
Der Grothendiecksche Formalismus der a¨quivarianten Kohomologie
([6], [2]) erlaubt die vollsta¨ndige Berechnung der pro-darstellbaren Um-
hu¨llenden des infinitesimalen Deformationsfunktors von (X,G) im Sinne
Schlessingers ([16]) als Funktion von g, der Anzahl der Verzweigungspunk-
te und der lokalen Verzweigungsdaten (tx, nx) (cf. [4], Thm. 5.1): man be-
merke, dass die Umhu¨llende nicht glatt zu sein braucht.
Ziel dieser Arbeit ist die Erweiterung einer solchen infinitesimalen Rich-
tung zu einer globalen quasi-projektiven Familie, deren Entartung vollsta¨n-
dig verstanden werden kann. Es stellt sich heraus, dass im gezu¨gelten Falle
1E. restrained, F. refre´ne´
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die Operation von einem nicht-trivialen Gx,1 auf k[[πx]] durch Mo¨biustrans-
formationen der Lokaluniformisierenden gegeben wird:
πx 7→ πx
uπx + 1
, u ∈ V,
wobei V ein tx-dimensionaler Fp-Vektorraum innerhalb k ist. Sei sx die
multiplikative Ordnung von p modulo nx, d.h. sx = die Ordnung von p in
(Z/n)×. Falls es x ∈ X gibt mit sx 6= tx, dann kann man die Operation von
V so deformieren, dass ein ausgezeichneter Vektor v in V null wird: man
la¨sst v 7→ 0 in einer Zerlegung V = V ′ ⊕ Fpsx · v.
Diese Deformation la¨sst sich global fortsetzen (im Wesentlichen durch
Grothendiecks Algebraisierungssatz und dasArtinsche Approximationsver-
fahren), und es ergibt sich eine Familie von U¨berlagerungen u¨ber eine feste
Kurve, deren Verzweigungspunkte außerdem fest sind — der natu¨rliche
Modulraum einer solchen U¨berlagerung ist affin, und also erlaubt die Fam-
ilie eine entartete Faser (siehe Pries [14] 3.3). Diese Entartung kann man
vollsta¨ndig verstehen, indem man sorgfa¨ltig die Moduln von Fp-linearen Un-
terra¨umen von k und deren Fahnen untersucht, wobei die modulare Invari-
antentheorie von GLn natu¨rlich ins Spiel kommt ([8]). Die Hauptergebnisse
werden im folgenden Satz beschrieben, der nicht nur besagt, dass eine Entar-
tung existiert, sondern auch, dass die Operation auf jeder der horizontalen
Komponenten einer solchen Entartung erneut gezu¨gelt ist, und außerdem
die Tra¨gheitsgruppen, d.h. Isotropiegruppen von Komponenten, beschreibt:
Satz A. Sei π : X → Y eine gezu¨gelte Galoissche U¨berlagerung von
Kurven u¨ber einen algebraisch abgeschlossenen Ko¨rper k der Charakteristik
p > 0 mit Galoisgruppe G, verzweigt u¨ber B ⊂ Y , und es gebe einen Punkt
x ∈ X mit 1 6= tx 6= sx. Sei y = π(x). Dann gibt es eine quasi-projektive
glatte Kurve S, Punkte {0,∞} ∈ S und eine G-U¨berlagerung von Kurven
u¨ber S:
Π
X ✲Y
❅❘  ✠
S
mit
(i) Π∞ ∼= π;
(ii) fu¨r alle s ∈ S − {0} gilt Ys = Y × {s} — dabei ist Πs eine glatte
G-U¨berlagerung, verzweigt u¨ber B × {s}, derart dass die Verzweigung u¨ber
(b, s) in Πs fu¨r b 6= y isomorph ist zur Verzweigung u¨ber b in π;
(iii) Y0 ist die Vereinigung von Y und einer glatten rationalen Kurve E,
die Y normal in y schneidet; desweiteren ist Π−1(E) eine Vereinigung von
glatten rationalen Kurven, die in je p Punkten normal geschnitten werden
von horizontalen Kurven, wobei die Einschra¨nkung der Quotientenabbildung
auf solche horizontale Kurven gezu¨gelt ist;
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(iv) jede zusammenha¨ngende Komponente von Π−1(E) ⊆ X0 hat Tra¨g-
heitsgrad nxp
tx−1, aber die horizontalen Kurven haben triviale Tra¨gheits-
gruppe;
(v) Versieht man XS−{0} mit einer gepunkteten Struktur, indem man
alle Verzweigungspunkte auf jeder Faser Xs auszeichnet, so ist XS−{0} eine
stabile gepunktete Kurve, außer im Fall wo X = Y = P1, G = H und nur
ein Punkt verzweigt ist; mit dieser Ausnahme u¨bertra¨gt sich die gepunktete
Struktur natu¨rlich auf X , wodurch X eine stabile gepunktete Familie von
Kurven wird.
E
Y
Die spezielle Faser X0 → Y0
Y0
y
Π0
P1 mit Tra¨gheitsgrad nxptx−sx
X0
} horizontale gezu¨gelte Kurven
} horizontale gezu¨gelte Kurven
Dieses Entartungsphenomen ist im folgenden Sinne sogar universell: wa¨h-
rend sich u¨ber einem Ko¨rper der Charakteristik null bei Deformation einer
U¨berlagerung zwangsla¨ufig die Verzweigungspunkte selbst bewegen, ko¨nnen
sie bei positiver Charakteristik fest bleiben. Aus der Berechnung des in-
finitesimalen versellen Deformationsrings in [4] folgt, dass solche Deforma-
tionen nur unbehindert u¨ber einen Ring der Krulldimension > 1 stattfinden
ko¨nnen, falls sx 6= tx, und dann sind sie in der Tat durch Deformation der
Einbettung V →֒ k gegeben ([4], Abschnitt 4). Eine solche Einbettung en-
tartet genau durch Verschwindenlassen eines Unterraumes W von V . Wir
haben im obigen Satz genau die grundlegende Situation beschrieben, wobei
W eindimensional ist, woraus sich der allgemeine Fall induktiv ableiten la¨sst.
Das Ergebnis hat folgende Anwendung auf Automorphismengruppen
gezu¨gelter Kurven, d.h. Kurven, fu¨r die πX : X 7→ X/Aut(X) gezu¨gelt
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ist. Von S. Nakajima (loc. cit.) stammt der Satz, dass eine gezu¨gelte
Kurve X des Geschlechts g ≥ 2 ho¨chstens |Aut(X)| ≤ 84g(g − 1) Auto-
morphismen hat (der Beweis besteht im Grunde genommen aus geschickten
Abscha¨tzungen in der Riemann-Hurwitz-Zeuthenschen Formel). Man
kennt aber keine Familie {Xi}, deren Geschlechter gi strikt steigend sind,
fu¨r die |Aut(Xi)| ein Polynom vom Grad 3 in √gi u¨bertrifft. In der Tat ist
keine solche Familie bekannt mit |Aut(Xi)| > f˜(gi), wobei
f˜(g) = max{84(g − 1), 2√g(√g − 1)2}.
Man weiß, dass fu¨r eine Mumfordkurve X tatsa¨chlich |Aut(X)| ≤ f˜(g) ([3]);
dieses Ergebniss ist scharf, und wir haben die Vermutung gea¨ußert, es sei
auch fu¨r ordina¨re Kurven richtig.
Der obige Satz wird uns erlauben, die Zahlen sx induktiv zu erho¨hen
durch Deformation von πX , bis die Gleichung sx = tx erreicht wird. Nen-
nen wir eine Kurve X immobil, wenn X/Aut(X) ∼= P1, πX gezu¨gelt ist,
verzweigt u¨ber zwei Punkten, oder u¨ber drei Punkten mit Verzweigungstyp
(2, 2, ·) und nx 6= 1, aber sx = tx fu¨r alle wilden Verzweigungspunkte x ∈ X.
Satz B. Sei f : Z≥2 → Z≥0 eine Funktion mit f(g) ≥ f˜(g) und
f(g)/(g − 1) eine steigende Funktion von g. Unter der Annahme, dass
fu¨r jede immobile Kurve X von jedem Geschlecht g ≥ 2 die Schranke
|Aut(X)| ≤ f(g) gelte, gilt eine solche Schranke auch fu¨r jede gezu¨gelte
Kurve von jedem Geschlecht g ≥ 2.
Der Beweis ist im allgemeinen Fall induktiv und benutzt die besagte Ex-
istenz einer Entartung wie oben. Man bemerke aber, dass der Fall vollsta¨ndig
multiplikativer Entartung einen anderen Beweis (mit Hilfe der Schottky-
Uniformisierung und einer Klassifikation Gruppenoperationen auf demBruhat-
Tits-Baum) erfordert, der im Grunde genommen in [3] ausgefu¨hrt wurde,
und ebenso der Fall, wo alle Komponenten elliptisch sind, wobei die Sta-
bilita¨t der gepunkteten Kurve X0 ins Spiel kommt.
Wir ko¨nnen also unsere Vermutung zuru¨ckfu¨hren auf die
Vermutung. Jede immobile Kurve X des Geschlechts g ≥ 2 erfu¨llt
|Aut(X)| ≤ f˜(g).
Wir beschreiben schließlich kurz den Aufbau dieser Arbeit. In einem er-
sten Abschnitt wird die lokale Theorie gezu¨gelter Gruppenoperationen un-
tersucht, insbesondere wird anhand des Katz-Gabberschen Lokal-Global-
Prinzips eine kanonische Form fu¨r eine solche Operation u¨ber komplette Be-
wertungsringe aufgestellt. Die Moduln solcher Operationen zeigen dadurch
einen engen Zusammenhang mit der Variation Fpsx -linearer Unterra¨ume des
Ko¨rpers k, der im na¨chsten Abschnitt ausgearbeitet wird, anhand dessen
dann schließlich im Abschnitt 3 die fu¨r das Ergebnis erforderliche lokale
Familie gezu¨gelter U¨berlagerungen konstruiert werden kann. Danach fol-
gt in 4 der Beweis des Hauptsatzes A und der Proposition. Anschließend
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wird im Abschnitt 5 Satz B gezeigt und kommentiert. Im ersten Anhang
zeigen wir, dass die kanonische Form auch u¨ber henselsche Ringe gilt. Im
letzten Anhang wird der Begriff
”
Konfigurationsraum“ (aus Pries [14]) er-
weitert zum Konzept
”
Konfigurierender Funktor“, und wir zeigen anhand
der Ergebnisse aus dem ersten Anhang, dass sich aus unserer Konstruktion
im Abschnitt 3 ein natu¨rliches Beispiel fu¨r dieses verallgemeinerte Konzept
ergibt.
1. Gezu¨gelte Verzweigung
1.1 Galoistheoretische Vorbereitungen. Wir stellen in den ersten
Abschnitten einige Galoistheoretische Fakten bereit, die wir als solche nicht
in der Literatur vorgefunden haben. Es sei f : X → Y ein Morphismus
zwischen Schemata. Der Morphismus f wird eine (endliche) U¨berlagerung
(manchmal auch endliche Erweiterung) genannt, falls f endlich und un-
verzweigt (im Sinne von [EGA], IV4 (17.3.7)) ist in jedem Punkt der Ho¨he
Null auf X. Wenn f : X → Y eine solche U¨berlagerung ist und Y lokal
noethersch und reduziert, dann gibt es eine dichte offene Teilmenge U ⊆ Y ,
u¨ber der f flach ist ([EGA], IV2 (6.9.1)); in Folge dessen ist f generisch
e´tale. Wir schreiben G = AutY (X) und nehmen ab jetzt an, die Gruppe
operiert von rechts auf X und ist endlich. Letztere Eigenschaft ist automa-
tisch erfu¨llt, fallsX endlich viele irreduzibele Komponenten hat. Weil f affin
ist, macht es Sinn, den Quotienten X/G zu bilden ([SGA1] Expose´ V, Prop.
1.1). Falls die von f induzierte Abbildung X/G→ Y ein Isomorphismus ist,
nennen wir f eine Galoissche U¨berlagerung (oder Galoiserweiterung) mit
Galoisgruppe G, und schreiben wir Gal(X/Y ) = G.
1.2 Isomorphismus von Galoiserweiterungen. Ein Isomorphismus
zwischen zwei Galoisschen U¨berlagerungen f : X → Y und f ′ : X ′ → Y ist
ein Paar (φ, h), wobei φ : X → X ′ ein Isomorphismus ist zwischen X und
X ′ u¨ber Y und h : Gal(X/Y )
∼→ Gal(X ′/Y ) ein Gruppenisomorphismus,
derart dass h(σ) = φ ◦ σ ◦ φ−1 fu¨r alle σ ∈ Gal(X/Y ). Die Beweise der
na¨chsten zwei Lemmata lassen wir ihrer Einfachkeit halber aus.
1.3 Lemma. Sei B ein ganzabgeschlossener Ring mit Quotientenko¨rper
L, und sei G eine endliche Gruppe, die von links auf B operiert via Ringau-
tomorphismen. Bezeichne mit A den Invariantenring A = BG. Dann gilt:
(i) Der Fixko¨rper LG ist Quotientenko¨rper von A;
(ii) B/A ist eine Galoiserweiterung mit Galoisgruppe G;
(iii) A ist ganzabgeschlossen; außerdem ist A ein (diskreter) Bewer-
tungsring, falls B es ist. 
1.4 Lemma. Sei L eine endliche Galoiserweiterung des Quotientenko¨r-
pers K eines ganzabgeschlossenen Ringes A, und B der ganze Abschluß von
A in L. Dann ist B/A eine Galoiserweiterung mit Galoisgruppe Gal(L/K).

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1.5 Die Galoiskorrespondenz. Sei f : X → Y eine Galoissche
U¨berlagerung von lokal noetherschen normalen ganzen Schemata und Z ein
zwischen X und Y liegendes normales ganzes Schema, derart dass Z → Y
eine U¨berlagerung ist. Dann ist X → Z auch eine U¨berlagerung ([EGA], II
(6.1.5) (v) und IV4 (17.3.4)), und also ist X die Normalisierung von Z im
Funktionenko¨rper κ(X) von X. Aus (1.4) folgt, dass X/Z eine Galoissche
U¨berlagerung mit Galoisgruppe HZ := Gal(κ(X)/κ(Z)) = AutZ(X) ist.
Eine alternative Definition von HZ lautet: fu¨r jedes σ ∈ G = Gal(X/Y )
hat man die konjugierte U¨berlagerung Zσ → Y , wobei es einen Isomorphis-
mus σZ : Z
∼→ Zσ gibt. Dann ist HZ die Untergruppe der Elemente σ von
G, fu¨r die das dazugeho¨rige σZ mit den U¨berlagerungsabbildungen X → Z
und X → Zσ kommutiert. Die Korrespondenz Z ❀ HZ induziert also eine
Inklusionsumkehrende Bijektion zwischen Isomorphismusklassen von Zwis-
chenu¨berlagerungen von f und Untergruppen von G, wobei Galoissche Zwis-
chenu¨berlagerungen u¨ber Y mit normalen Untergruppen korrespondieren.
1.6 Bemerkung. In der Kategorie der quasiprojektiven Kurven u¨ber
einen algebraisch abgeschlossenen Ko¨rper haben wir soeben die Galoiskorre-
spondenz glatter Kurven geschildert, wegen ([15], Prop. 1.6) la¨ßt diese sich
aber auch auf allen semistabilen Kurven mit glatten irreduzibelen Kompo-
nenten fortsetzen.
1.7 Verzweigungsgruppen. Sei k ein Ko¨rper der Charakteristik p > 0
und A ein diskreter Bewertungsring u¨ber k mit Restklassenko¨rper k; sei B/A
eine endliche Galoiserweiterung mit Galoisgruppe G = Gal(B/A). Wir beze-
ichnen mit K und L die Quotientenko¨rper von A und B, und mit mA,mB
deren maximale Ideale.
Der Ring B ist auch diskret bewertet und SpecB → SpecA ist endlich
und flach ([11], 23.1), insbesondere ist B ein freiesA-Modul endlichen Ranges.
Sei x eine Uniformisierende aus B und vB : B → Z ∪ {∞} die dazugeho¨rige
normalisierte Bewertung. Fu¨r i ≥ −1 definieren wir die i-te Verzweigungs-
gruppe Gi durch
Gi := {σ ∈ G : vB(σ(x)− x) > i}.
Die Gi bilden eine absteigende Filtrierung der Gruppe G durch normale
Untergruppen:
G = G−1 ⊇ G0 ⊇ G1 ⊇ · · · .
1.8 Gezu¨gelte Erweiterungen. Wir nennen eine Galoiserweiterung
B/A gezu¨gelt, falls B/A total verzweigt ist und G2 = 0.
1.9 Bemerkung. Die Totalverzweigung von B/A bedeutet, dass die
induzierte Restklassenko¨rpererweiterung trivial ist; insbesondere ist G =
G0. Im Falle eines algebraisch abgeschlossenen Restklassenko¨rpers ist diese
Bedingung also immer erfu¨llt.
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1.10 Proposition. Wenn B/A eine gezu¨gelte Galoiserweiterung mit
Galoisgruppe G ist und H eine Untergruppe von G, so ist die Galoiser-
weiterung B/BH erneut gezu¨gelt. Ist außerdem H eine normale Unter-
gruppe, so ist auch BH/A gezu¨gelt.
Beweis. Die erste Aussage ist klar. Zum Beweis der zweiten Aussage
nehme man an, BH/A sei nicht gezu¨gelt. Da die Erweiterung offensichtlich
total verzweigt ist, bedeutet dies (G/H)2 6= 0. Die Herbrandsche Funktion
φL/LH (u) :=
∫ u
0
dt
[G0 : Gt]
erfu¨llt also φL/LH (u) > 1 ⇒ Gu 6⊂ H ([17], IV, Lemme 5). Deswegen muss
u ≤ 1, und also
1 < ϕL/LH (u) = u
|H1|
|H0| ≤ 1,
ein Wiederspruch. 
1.11 Satz (S. Nakajima, [12] 2(i)). Sei X/k eine glatte projektive
Kurve vom Geschlecht g > 0 u¨ber einen algebraisch abgeschlossenen Ko¨rper
k der Charakteristik p > 0, und nehme an, X ist ordina¨r, d.h. der p-
Rang der Jacobischen Jac(X) ist maximal: Jac(X)[p] = (Z/p)g. Dann ist
fu¨r jede endliche Gruppe von Automorphismen G ⊆ Autk(X) und jeden
geschlossenen Punkt x ∈ X, die Erweiterung ØX,x/ØGxX,x von lokalen Ringen
gezu¨gelt, wobei Gx die Zerlegungsgruppe von x ist.
1.12 Bemerkung. Generische Kurven sind ordina¨r, d.h. Ordinarita¨t
ist Zariski-dicht im Modulraum von Kurven vom Geschlecht g > 0 (vgl.
[13]).
1.13 Die Gruppe Gn,d. Seien n und d zwei ganze Zahlen mit n ≥ 1, n
teilerfremd zu p und d ≥ 0. Wir setzen q = ps, wobei s die kleinste positive
ganze Zahl ist, fu¨r die n die Zahl ps − 1 teilt — was gleichwertig damit
ist, dass s = [Fp(ζ) : Fp] mit ζ einer festgewa¨hlten primitiven n-ten Ein-
heitswurzel in k; oder auch damit, dass p die Ordnung s hat in der multiplika-
tiven Gruppe (Z/n)× der ganzen Zahlen modulo n. Wir bezeichnen mit Gn,d
die abstrakte Gruppe Gn,d = H ⋊Z/n, wobei H = (F
d
q ,+) und das semidi-
rekte Produkt durch den Morphismus φ : Z/n → AutH : a 7→ (σ 7→ ζaσ)
gegeben wird, d.h. in expliziter Form
(σ, a)(τ, b) = (σ + ζaτ, a+ b),
mit σ, τ ∈ H und a, b ∈ Z/nZ. Wir nennen Torusteil von Gn,d jede Teil-
gruppe der Ordnung n.
1.14 Lemma. (i) Die Gruppe H ist die einzige p-Sylowgruppe von Gn,d,
und H ist elementar abelsch der Ordnung qd.
(ii) Jeder Torusteil von Gn,d ist zyklisch und hat ein erzeugendes Element
γ mit γσγ−1 = ζσ fu¨r σ ∈ H.
8
(iii) Seien T und T ′ zwei Torusteile von Gn,d. Dann gibt es σ ∈ H mit
T ′ = σTσ−1.
Beweis. Da (i) und (ii) offensichtlich sind, brauchen wir nur (iii) zu
zeigen. Sei γ ein erzeugendes Element fu¨r T mit γσγ−1 = ζσ fu¨r σ ∈ H.
Dann gibt es τ ∈ H, so dass γ′ = τγ die Gruppe T ′ erzeugt. Man wa¨hle
σ = (1− ζ)−1τ . 
1.15 Gezu¨gelte Erweiterungen vom Typ (n, d). Sei B/A eine
gezu¨gelte Erweiterung mit Galoisgruppe G wie oben. Aus ([17] IV, Cor. 1,
Cor. 3, Cor. 4, Prop. 9) ergibt sich direkt, dass G zu einer Gruppe Gn,d
isomorph ist. Wir nennen B/A dann eine gezu¨gelte Erweiterung vom Typ
(n, d).
1.16 Die Abbildung θB/A. Sei B/A vom Typ (n, d) und H = G1 die
p-Sylowgruppe von G. Sei ΩB/A = mB/m
2
B der Kotangentialraum von B
und x eine Uniformisierende von B. Wie in ([17], IV.2) definiert man eine
Fp-lineare Einbettung
θB/A:H −→ ΩB, σ 7→
σ(x)− x
x
mod m2B
(dort θ1 genannt), die von der Wahl von x unabha¨ngig ist. Aus ([17] IV,
Prop. 9) folgt unmittelbar, dass θB/A mit der Multiplikation mit ζ kommu-
tiert. Deshalb ist θB/A nicht nur Fp-, sondern sogar Fq-linear.
1.17 Die Invariante ωB/A. Es ist θ := θB/A/dx eine Fq-lineare Einbet-
tung vonH in k. Entwickeln wir fu¨r σ ∈ H das Element σ(x) als Potenzreihe
in x innerhalb der Vervollsta¨ndigung Bˆ = k[[x]] von B, dann finden wir
σ(x) = x+ θ(σ)x2 + · · · .
Man bemerke, das θ von der Wahl von x abha¨ngt, aber nur durch Multip-
likation mit einem Skalar aus k. Wir definieren die ω-Invariante ωB/A von
B/A als die Klasse modulo k× des Fq-linearen Unterraums θ(H) ⊂ k.
1.18 Proposition (Kanonische Form gezu¨gelter Gruppenoperationen).
Sei A ein vollsta¨ndiger diskreter Bewertungsring und B/A eine gezu¨gelte
Erweiterung vom Typ (n, d) mit Galoisgruppe G mit p-Sylowgruppe H.
Wa¨hle einen festen Torusteil T ⊂ G. Dann gibt es ein Uniformisierende x
fu¨r B und ein erzeugendes Element γ von T , derart dass die Operation von
G gegeben ist durch:
γ(x) = ζx, σ(x) =
x
1− θ(σ)x fu¨r jedes σ ∈ H,
wobei θ = θB/A/dy.
Beweis. Aus dem Katz-Gabberschen Lokal-Global-Prinzip ([10], 1.4)
ergibt sich, dass die Galoissche U¨berlagerung SpecB → SpecA die Spezial-
isierung einer speziellen G-U¨berlagerung von Kurven X → P1k u¨ber k im
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∞ ist, die nur u¨ber 0 und ∞ verzweigt ist. Weil die Verzweigung u¨ber 0
zwangsla¨ufig zahm ist und keine Z/n-U¨berlagerung der projektiven Gerade
in nur einem Punkt verzweigt sein kann, ist die Zerlegungsgruppe u¨ber 0 gle-
ich Z/n. Da die Zerlegungsgruppe von∞ per Konstruktion G ist, ergibt sich
aus der Riemann-Hurwitz-Zeuthenschen Formel ([19] 1.1) unmittelbar
X ∼= P1k, weswegen G durch Mo¨biustransformationen operiert.
Sei x eine inhomogene Koordinate auf X, so dass x = 0 u¨ber ∞ liegt,
und x = ∞ ein Punkt u¨ber 0 ist, der von T festgehalten wird. Da T
die Fixpunkte 0 und ∞ hat, gibt es ein erzeugendes Element γ von T mit
γ(x) = ζx.
Da σ ∈ H nur ∞ fixiert, ist
σ(x) =
ax
b+ cx
fu¨r a, c ∈ k× und b ∈ k. Weil σ(x) = x mod m2B in B = ØˆX,0, ist a = b und
wir ko¨nnen
σ(x) =
x
1 + cx
voraussetzen. Dann ist
θB/A(σ) =
σ(x)− x
x
mod m2B = −cdy,
weswegen c = −θ(σ). 
1.19 Bemerkungen. (i) Wenn H 6= 0, d.h. d > 0, so ist das erzeugende
Element γ von T eindeutig durch die Beziehung γσγ−1 = ζσ fu¨r σ ∈ H
bestimmt.
(ii) Statt A vollsta¨ndig genu¨gt es, A henselsch vorauszusetzen: dies wird
sich spa¨ter daraus ergeben, dass die Uniformisierende x in der Proposition
genau eine Lo¨sung des Polynoms Q wie nachstehend in (3.1) ist, weswegen
es approximiert werden kann. Wir verschieben den Beweis auf Anhang A.
(iii) Die Reduktion auf eine kanonische Form aus 1.18 wurde in [4], 3.1
stillschweigend vorausgesetzt.
1.20 Proposition. Es sei A vollsta¨ndig. Dann sind zwei gezu¨gelte Ga-
loiserweiterungen B/A und B′/A vom Typ (n, d) isomorph im Sinne von
(1.2) genau dann, wenn ihre ω-Invarianten u¨bereinstimmen: ωB/A = ωB′/A.
Beweis. Es operiere G = Gn,d auf B und B
′ u¨ber A, und es sei H die
p-Sylowgruppe und T ein festgewa¨hlte Torusteil von G mit erzeugendem
Element γ. Wir schreiben die Operation von α ∈ G auf B wie α, aber auf
B′ wie α′.
Wir ko¨nnen wie im Beweis von (1.18) voraussetzen, dass B = OˆP,ξ, B
′ =
OˆP ′,ξ′ und A = OˆP ′′,η mit zugeho¨rigen Gruppenoperationen, wobei P,P
′
und P ′′ drei projektive Geraden sind mit den jeweiligen inhomogenen Ko-
ordinaten x und x′; ξ (resp. ξ′) der Punkt {x = 0} (resp. {x′ = 0}) ist; G
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auf P und P ′ operiert durch{
γ(x) = ζx,
σ(x) =
x
1− θ(σ)x,
 γ
′(x′) = ζx′,
σ′(x′) =
x′
1− θ′(σ)x′
fu¨r jedes σ ∈ H, wobei θ und θ′ Einbettungen von H in k sind; γσγ−1 = ζσ
gilt, und π:P → P ′′ und π′:P ′ → P ′′ die zugeho¨rigen Quotientenabbildun-
gen sind, die beide u¨ber den gleichen Punkt η ∈ P ′′ wildverzweigt sind.
Insbesondere ist θ = θB/A/dx und θ
′ = θB′/A/dx
′.
Nehmen wir zuerst an, B/A und B′/A seien isomorphe G-Erweiterungen,
und sei (φ, h) das zugeho¨rige Paar mit φ : B
∼→ B′ der Isomorphismus
u¨ber A und h ∈ Aut(G) ein Automorphismus mit α′ = φ ◦ h(α) ◦ φ−1.
Weil der Urbildfunktor aus ([10] 1.4.1) voll treu ist, sind die zugeho¨rigen
Operationen von G auf P und P ′ isomorph. Deswegen ko¨nnen wir φ als
Mo¨biustransformation
φ(x) =
ax′ + b
cx′ + d
schreiben, mit a, b, c, d ∈ k. Weil σ′ ◦φ = φ◦h(σ) fu¨r σ ∈ H damit bedeutet,
dass
(a− θ′(σ)b)x′ + b
(c− θ′(σ)d)x′ + d =
ax′ + b
(c− θ(h(σ))a)x′ + (d− θ(h(σ))b) ,
folgt b = 0 und θ′(σ)d = θ(h(σ))a. Letztere Gleichung impliziert, dass die
Bilder von θ und θ′ sich nur um einen Skalar in k× unterscheiden, weswegen
ωB/A = ωB′/A.
Gilt umgekehrt ωB/A = ωB′/A, dann wa¨hlen wir c ∈ k× mit cθ(H) =
θ′(H). Es ergibt sich
σ′(cx′) =
cx′
1− (c−1θ′(σ))cx′ .
Wenn wir also x′ durch cx′ ersetzen, ko¨nnen wir annehmen, dass θ(H) =
θ(H ′). Es gibt also einen Fq-linearen Automorphismus h ∈ Aut(H) mit
θ′(σ) = θ(h(σ)), der sich, weil h linear ist und die Gruppe explizit wie 1.13
beschrieben wird, durch h(γ) = γ erweitern la¨sst zu einem Automorphismus
von G. Dann ist (φ, h) mit φ : B = k[[x]] → B′ = k[[x′]] : x 7→ x der
erwu¨nschte Isomorphismus der Operationen. 
Die Struktur einer gezu¨gelten U¨berlagerung wird also vollsta¨ndig von der
ω-Invariante bestimmt. Da sie einen Fq-linearen Unterraum vom Ko¨rper
k bildet, werden wir uns im na¨chsten Abschnitt zuerst dem Studium von
Moduln solcher Ra¨ume widmen.
2. Moduln Fp-linearer Unterra¨ume eines Ko¨rpers
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Es sei k ein Ko¨rper der Charakteristik p > 0 und q = pn. Die Modulthe-
orie linearer Unterra¨ume von k ist eng mit der klassischen Dicksonschen
Invariantentheorie verknu¨pft.
2.1 Fq-lineare Polynome. (i) Sei R eine Fq-Algebra. Wir nennen
einen Fq-linearen Unterraum V ⊆ R nicht-entartet, falls V ∩ p = {0} fu¨r
jedes Primideal p von R, d.h. dass die Dimension von V sich durch keine
Spezialisierung a¨ndert; dies ist gleichbedeutend damit, dass V − {0} ⊆ R×.
(ii) Ein Polynom P in R[X] der Form
P (a0, a1, . . . , ad)(X) = adX
qd + ad−1X
qd−1 + · · ·+ a1Xq + a0X
nennen wir ein Fq-lineares Polynom der Ho¨he d u¨ber Fq.
(iii) Ein Polynom wie in (ii) heißt nicht-entartet, wenn a0, ad ∈ R×.
(iv) Ein nicht-entartetes Fq-lineares Polynom P zerfa¨llt in R, falls es
einen nicht-entarteten Fq-linearen Unterraum V von R und c ∈ R× gibt mit
P = c ·
∏
v∈V
(X − v).
2.2 Lemma. Sei R eine Fq-Algebra. Dann ist die Abbildung
nicht-entarteter
Fq-linearer
Unterraum V der
Dimension d in R
 F−→

nicht-entartetes
Fq-lineares
Polynom vom Grad
qd, das zerfa¨llt in R
 /R×
V 7→
∏
v∈V
(X − v)
bijektiv mit Inverse P 7→ {v ∈ R× : P (v) = 0} ∪ {0}.
Beweis. Sei R zuna¨chst ganz. Man kannR in einen algebraisch abgeschlosse-
nen Ko¨rper einbetten, und aus [7], 1.2.1 und 1.2.2 ergibt sich sofort die
Bijektion{
Fq-linearer Unterraum V
von R der Dimension d
}
−→
{
Fq-lineares Polynom von
Grad qd alle dessen
Wurzeln in R liegen
}
/R×
V 7→
∏
v∈V
(X − v).
Diese Bijektion bildet offenbar nicht-entartete Fq-lineare Unterra¨ume genau
auf nicht-entartete Fq-lineare Polynome ab: sie ist kompatibel mit jeder
Spezialisierung R→ R/p fu¨r ein Primideal p.
Es sei jetzt R eineFq-Algebra, nicht notwendig ganz. Dann ist F offenbar
immer noch surjektiv. Die Injektivita¨t ergibt sich aus dem Sachverhalt:
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Sei P =
∏
v∈V (X − v) ein nicht-entartetes Fq-lineares Polynom
vom Grad qd, das in R zerfa¨llt, und V sei ein nicht-entarteter
Fq-linearer Unterraum von R der Dimension d. Sei W = {w ∈
R× : P (w) = 0} ∪ {0}. Dann ist in der Tat W = V .
Offenbar ist V ⊆W . Sei p ein Primideal von R und betrachte die kanonische
Abbildung π : R→ R/p. Da V nicht-entartet ist, gilt ker(π|V ) = V ∩p = 0,
also V ∼= π(V ). Da W ⊆ R× ∪ {0}, ist W ∩ p = 0, weswegen W ∼= π(W ).
Weil das induzierte Polynom π(P ) genau π(V ) als Menge seiner Wurzeln
hat, ist π(W ) ∼= π(V ). Wir schliessen hieraus, dass dimW = dimV , und da
V ⊆W , also V =W . 
2.3 Quotient durch GL(d,Fq). Man la¨sst die Gruppe G = GL(d,Fq)
von rechts auf dem Polynomring Fq[U1, . . . , Ud] operieren durch Uj · A =∑d
i=1 ajiUi wobei A = (aij). Sei V˜ =
∑d
i=1 Fq · Ui, und
T0, . . . , Td−1 ∈ Fq[U1, . . . , Ud]
definiert durch die Gleichung∏
v∈V˜
(X − v) = P (T0, . . . , Td−1, 1)(X).
Dann sind Ti deutlich G-Invarianten.
2.4 Proposition (Dickson [5]). Die Elemente T0, . . . , Td−1 sind alge-
braisch unabha¨ngig u¨ber Fq, und erzeugen den Invariantenring
Fq[U1, . . . , Ud]
G = Fq[T0, . . . , Td−1].
Insbesondere ist Fq[T0, . . . , Td−1] ganzabgeschlossen im Zerfa¨llungsko¨rper
von
P (T0, . . . , Td−1, 1).
Beweis. Siehe z.B. [20]. 
2.5 Korollar. Bezeichnet man mit W das Produkt aller nicht-Null El-
emente aus V˜ =
∑d
i=1 FqUi, so ist
Fq[U1, . . . , Ud,W
−1]G = Fq[T
′
1, . . . , T
′
d, T
′−1
d ],
mit P (1, T ′1, . . . , T
′
d) = Y
∏
v∈V˜ −{0}(1− v−1Y ).
Beweis. Fq[U1, . . . , Ud,W
−1]G = Fq[T0, . . . , Td−1, T
−1
0 ]
= Fq[T1T
−1
0 , . . . , Td−1T
−1
0 , T
−1
0 , T0]
= Fq[T
′
1, . . . , T
′
d, T
′−1
d ]. 
2.6 Moduln von Unterra¨umen. Sei k ein Ko¨rper der Fq umfasst,
und betrachte den kovarianten Funktor Ld:Algk → Mengen, der einer k-
Algebra R die Menge Ld(R) aller nicht-entartete Fq-linearen Unterra¨ume
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der Dimension d in R zuordnet. Die e´tale Garbifizierung dieses Funktors ist
der kontravariante Funktor Ld:Schk →Mengen
X 7→ Ld(X) =
{
Fq-Untermoduln von Ø
e´t
X , die ein e´tales
Fq-lokales System vom Rang d bilden
}
.
Wir beno¨tigen spa¨ter zusa¨tzlich noch folgende Konstruktion. Sei H = Fdq
versehen mit der Standardbasis, und definiere den Funktor L˜d:Algk →
Mengen, der jeder k-Algebra R die Menge L˜d(R) aller Fq-linearen Ein-
bettungen θ:H →֒ R mit nicht-entartetem Bild zuordnet. Dazu geho¨rt in
der Kategorie der k-Schemata ein kontravarianter Funktor L˜d gegeben durch
die e´tale Garbifizierung von
Schk →Mengen : X 7→ {(V , e1, . . . , ed) |V ∈ Ld(X)}
wobei e1, . . . , ed Schnitte sind, die eine Fq-Basis bilden in jedem geometrischen
Punkt, d.h. dem separabelen Abschluss von jedem Punkt auf X.
2.7 Sei Rd = k[T1, . . . , Td, T
−1
d ] und betrachte das Fq-lineare Polynom
P ∗(T1, . . . , Td)(X) = P (1, T1, . . . , Td).
Schreiben wir R˜d fu¨r den ganzen Abschluss von Rd im Zerfa¨llungsko¨rper
von P (T1, . . . , Td) u¨ber k(T1, . . . , Td), so ist R˜d/Rd eine Galoiserweiterung
mit Gruppe G = GL(d,Fq), insbesondere ist R˜
G
d = Rd (1.4). Proposition
(2.4) impliziert, dass R˜d gleich der lokalisierte Polynomring
R˜d ∼= k[U1, . . . , Ud,W−1]
ist, wobei U1, . . . , Ud linear unabha¨ngige Lo¨sungen von P
∗(T1, . . . , Td) sind
undW das Produkt aller nicht-Null Elemente von V˜ =
∑d
i=1 FqUi ist. Man
bemerke, dass V˜ offensichtlich zu Ld(R˜d) geho¨rt.
2.8 Offenbar wird der Funktor L˜d vom Ring R˜d mit der Basis U1, . . . , Ud
dargestellt. Was den Funktor Ld angeht, erwartet man wegen Ld = G\L˜d,
dass Rd der entsprechende Ring ist. Sei hRd = Homk(Rd, –) der von ihm
dargestellte Funktor. Es gibt einen natu¨rlichen Morphismus zwischen Funk-
toren Φd:Ld −→ hRd , der jedem V ∈ Ld(R) die Abbildung
Φd(R)(V ) : Rd → R : Ti 7→ ai (i = 1, . . . , d)
zuordnet, wobei die ai dadurch definiert sind, dass P
∗(a1, . . . , ad) das nach
(2.2) zu V geho¨rige Fq-lineare Polynom u¨ber R ist. Dabei ist Φd ein
Monomorphismus, aber im Allgemeinen kein Epimorphismus, da das Poly-
nom P ∗(a1, . . . , ad) nicht in R zu zerfallen braucht — deswegen stellt Rd
den Funktor Ld nicht fein dar. Wir haben jedoch die
2.9 Proposition. Das Paar (Rd,Φd) stellt den Funktor Ld grob dar.
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Beweis. Fu¨r einen algebraisch abgeschlossenen Ko¨rper F ist Φd(F ) deut-
lich bijektiv. Sei S eine k-Algebra, und Ψ:Ld → hS ein Morphismus von
Funktoren. Betrachte Ψ(R˜d):Ld(R˜d) → Homk(S, R˜d), und sei φ das Bild
von V˜ . Wegen Funktorialita¨t operiert die Galoisgruppe G auf Ld(R˜d) sowie
Homk(S, R˜d), und die Abbildung Ψ(R˜d) ist offensichtlich G-a¨quivariant.
Da V˜ G-invariant ist als Element von Ld(R˜d), ist φ G-invariant, weswe-
gen φ ∈ Homk(S,Rd). Es gibt also eine Abbildung φ∗:hRd → hS .
Es muss jetzt gezeigt werden, dass φ∗ ◦ Φd = Ψ. Sei R eine k-Algebra,
und betrachte die Abbildungen φ∗(R) ◦ Φd(R) und Ψ(R). Sei V ∈ Ld(R)
und ψ:Rd → R der zugeho¨rige Morphismus (d.h. ψ = Φd(R)(V )). Definiere
ϕ = Ψ(R)(V ):S → R. Man kann einen Morphismus R˜d → R wa¨hlen, der
mit ψ und Rd →֒ R˜d kompatibel ist und V˜ bijektiv auf V abbildet. Dann
kommutiert
Ld(R˜d) −→ Homk(S, R˜d)y y
Ld(R) −→ Homk(S,R),
V˜ 7−→ φ
❄ ❄
V 7−→ ϕ,
weswegen ϕ = ψ◦φ, und also folgt die erwu¨nschte Gleichung φ∗(R)◦Φd(R) =
Ψ(R). 
2.10 Variante: Moduln von Fahnen. Wir werden ab jetzt gele-
gentlich die Schreibweise P ◦Q benutzen fu¨r die Komposition zweier Poly-
nome: P ◦Q(X) := P (Q(X)).
2.11 Lemma. Seien R eine Fq-Algebra und V und V
′ nicht-entartete
Fq-lineare Unterra¨ume von R der Dimension d, respektive d
′, wobei wir
d ≥ d′ unterstellen. Seien P und P ′ die zu V und V ′ geho¨rigen Fq-linearen
Polynome der respektiven Ho¨hen d, d′. Dann sind folgende Eigenschaften
a¨quivalent:
(i) Es gibt ein Fq-lineares Polynom P
′′ der Ho¨he d− d′ mit P = P ′′ ◦P ′.
(ii) V ′ ⊆ V .
Beweis. Da V und V ′ die respektiven Mengen der Wurzeln von P und P ′
sind wie in 2.2, ist (i) ⇒(ii) klar. Die andere Richting beweisen wir, indem
wir ein Fq-lineares Komplement W ⊆ R von V ′ in V betrachten: V =
V ′ ⊕W . Weil die Polynomabbildung P ′ : W → R eine Fq-lineare Injektion
ist, so ist ihr Bild V ′′ ein Fq-linearer Unterraum von R der Dimension d −
d′. Sei P ′′ =
∏
v′′∈V ′′(X − v′′) das zu V ′′ geho¨rige Polynom. Wir ko¨nnen
voraussetzen, dass P,P ′ und P ′′ monisch sind, und dann ist
P (X) =
∏
w∈W
∏
v′∈V ′
(X − v′ − w) =
∏
w∈W
P ′(X − w)
=
∏
w∈W
(P ′(X) − P ′(w)) = P ′′ ◦ P ′(X).
Damit ist das Lemma bewiesen. 
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2.12 Korollar. Sei d = f1+· · ·+fe eine Zerlegung von d in positive ganze
Zahlen. Fu¨r jede Fahne V1 ⊂ V2 ⊂ · · · ⊂ Ve bestehend aus nicht-entarteten
Vi der Dimension di = f1 + · · · + fi gibt es ein bis auf Skalarmultiplikation
mit R× eindeutig bestimmtes nicht-entartetes Fq-lineares Polynom u¨ber R
der Form Pe ◦ Pe−1 ◦ · · · ◦ P1, wobei Pi nicht-entartet der Ho¨he fi ist.
Beweis. Per Induktion wird die Behauptung auf den Fall e = 2, der im
obigen Lemma behandelt wurde, zuru¨ckgefu¨hrt. 
2.13 Parabolischer Quotientenfunktor. Fu¨r eine Zerlegung ein-
er ganzen Zahl d = f1 + · · · + fe in positive ganze Zahlen definieren wir
einen kovarianten Funktor L(f1,...,fe):Algk →Mengen der jeder k-Algebra
die Menge aller Fahnen V1 ⊂ V2 ⊂ · · · ⊂ Ve nicht-entarteter Fq-linearer
Unterra¨ume Vi von R der Dimension di := f1 + · · · + fi zurordnet. Die
zugeho¨rige e´tale Garbe L(f1,...,fe) ist gegeben durch
X 7→ L(f1,...,fe)(X) =
{
Fahnen V1 ⊂ · · · ⊂ Ve
mit Vi ∈ Ldi(X)
}
.
Offensichtlich ist der Funktor L(f1,...,fe) der Quotient von L˜d durch die
parabolische Untergruppe P(f1,...,fe) von G des richtigen Fahnentyps.
2.14 Proposition (cf. [8] 1.4). Mit der gleichen Notation wie (2.5) gilt
Fq[U1, . . . , Ud,W
−1]P(f1,...,fe) =
Fq[S
1
1 , . . . , S
1
f1 , (S
1
f1)
−1; . . . ;Se1, . . . , S
e
fe , (S
e
fe)
−1],
wobei P ∗(Se1, . . . , S
e
fe
) ◦ · · · ◦ P ∗(S11 , . . . , S1f1) = X
∏
v∈V˜ −{0}
(1− v−1X).
Beweis. Wie (2.4). 
2.15 Darstellbarkeit. Wir definieren
R(f1,...,fe) = k[S
1
1 , . . . , S
1
f1 , (S
1
f1)
−1; . . . ;Se1 , . . . , S
e
fe , (S
e
fe)
−1].
Nach 2.12 gibt es wie in (2.8) einen natu¨rlichen Morphismus zwischen Funk-
toren
Φ(f1,...,fe):L(f1,...,fe) −→ hR(f1,...,fe) .
2.16 Proposition. Das Paar (R(f1,...,fe),Φ(f1,...,fe)) stellt den Funktor
L(f1,...,fe) grob da.
Beweis. Wie (2.9). 
2.17 Zusammenhang zwischen Rd und R(1,...,1). Wir berechnen die
Abbildung
Rd = k[T1, . . . , Td, T
−1
d ] −֒→ R(d−1,1) = k[T ′1, . . . , T ′d−1, T ′−1d−1;S, S−1]
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definiert durch P ∗(S) ◦ P ∗(T ′1, . . . , T ′d−1) = P ∗(T1, . . . , Td). Weil
P ∗(S) ◦ P ∗(T ′1, . . . , T ′d−1) = P (1, S) ◦ P (1, T ′, . . . , T ′d−1)
= (SXq +X) ◦ P (1, T ′, . . . , T ′d−1)
= S · P (1, T ′, . . . , T ′d−1)q + P (1, T ′, . . . , T ′d−1)
= P ∗(S + T ′1, ST
′q
1 + T
′
2, . . . , ST
′q
d−2 + T
′
d−1, ST
′q
d−1),
findet man R(d−1,1) = Rd[S] und das Minimalpolynom von S ist gegeben
durch das monische Polynom
S
qd−1
q−1 +
d−1∑
i=0
(−1)d−iT qid−iS
qi−1
q−1 .
Per Induktion folgt hieraus, dass die Erweiterung
Rd = k[T1, . . . , Td, T
−1
d ] −֒→ R(1,...,1) = k[S±11 , . . . , S±1d ]
gegeben durch P ∗(Sd) ◦ · · · ◦ P ∗(S1) = P ∗(T1, . . . , Td) endlich von Grad∏d
i=1
qi−1
q−1 ist.
2.18 Zusammenhang zwischen R(1,...,1) und R˜d. Sei R(1,...,1) =
k[S±11 , . . . , S
±1
d ], wobei die Parameter korrespondieren zu denen in
P ∗(Sd) ◦ · · · ◦ P ∗(S1),
und sei U1, . . . , Ud die Basis aus (2.7), derart dass der von U1, . . . , Ui u¨ber
Fq erzeugte Raum die Menge der Wurzeln von
P ∗(Si) ◦ · · · ◦ P ∗(S1)
ist fu¨r i = 1, . . . , d. Dann gilt induktiv
U q−11 + S
−1
1 = 0,
{P ∗(S1)(U2)}q−1 + S−12 = 0,
...
{P ∗(Sd−1) ◦ · · · ◦ P ∗(S1)(Ud)}q−1 + S−1d = 0,
welches die definierende Gleichungen sind fu¨r den Morphismus
R(1,...,1) →֒ R˜d
der also endlich von Grad q
d(d−1)
2 (q − 1)d ist.
3. Konstruktion einer Familie gezu¨gelter U¨berlagerungen
3.1 Proposition (Konstruktion gezu¨gelter Erweiterungen). (i) Sei A
komplett, B/A eine gezu¨gelte Erweiterung vom Typ (n, d) mit Galoisgruppe
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G und H die p-Sylowgruppe von G. Wa¨hle eine Uniformisierende x fu¨r B,
derart dass die Operation von G auf B gegeben ist in der kanonischen Form
(1.18) und sei θ = θB/A/dx. Sei P
∗(a1, . . . , ad) (ad 6= 0) das Fq-lineare
Polynom, das zu V = θ(H) geho¨rt wie in (2.2 mit R = k). Betrachte das
Element y in dem Quotientenko¨rper L von B, das durch
P ∗(a1, . . . , ad)(x
−1)n = y−1
definiert wird, d.h. Q(x) = 0 mit
Q(x) = xnq
d − y(xqd−1 + a1xq(qd−1−1) + · · · + ad−1xqd−1(q−1) + ad)n.
Dann ist y ∈ A eine Uniformisierende, und B = A[x]/(Q(x)).
(ii) Sei umgekehrt (a1, . . . , ad) ∈ kd mit ad 6= 0 und definiere B =
A[x]/(Q(x)), wobei das Polynom Q wie oben gegeben ist. Dann ist B/A eine
gezu¨gelte Erweiterung vom Typ (n, d) mit Galoisgruppe G, und x eine Uni-
formisierende fu¨r B, derart dass (θB/A/dx)(H) (mit H die p-Sylowgruppe
von G) der Fp-lineare Unterraum von k ist, der durch die Gleichung
P ∗(a1, . . . , ad)(X) = 0
bestimmt wird.
Beweis. (i) Wegen Q(x) = 0 und ad 6= 0 ist y ∈ B. Da die Operation von
G durch γ(y−1) = ζ−1y−1 und σ(y−1) = y−1+θ(σ) fu¨r σ ∈ H gegeben wird,
sehen wir, dass y G-invariant ist, also y ∈ BG = A. Da B/A totalverzweigt
ist vom Grad nqd sind Uniformisierenden von A Elemente aus A mit B-
Bewertung nqd; dies ist der Fall fu¨r y. Sei B′ = A[x]/(Q(x)). Nach ([17] I,
Prop. 17) ist B′ ein diskreter Bewertungsring mit Uniformisierender x und
Restklassenko¨rper k. Weil B′ ⊆ B und die Quotientenko¨rper von B und B′
denselben Grad haben, also gleich sind, gilt auch B′ = B.
(ii) Weil Q(x) Eisensteinsch ist, ist B ein diskreter Bewertungsring mit
x als Uniformisierender, und B/A ist dabei totalverzweigt ([17] I, Prop. 17).
Da Q(x) invariant ist unter den Operationen y 7→ ζy und y 7→ y1−uy , wobei
u den durch P ∗(a1, . . . , ad)(X) = 0 bestimmten Fq-linearen Unterraum von
k durchla¨uft, ist B/A gezu¨gelt vom Typ (n, d). 
3.2 Korollar. Fu¨r komplette A gibt es eine natu¨rliche Bijektion{
Isomorphieklassen
gezu¨gelter Erweiterungen
B/A vom Typ (n, d)
}
∼−→ GL(d,Fq)\ {Fq-lineare H →֒ k } /k×.
Beweis. Direkt aus (1.20) und (3.1) (2). 
3.3 Korollar. Fu¨r d = 0 und 1 gibt es nur eine gezu¨gelte Erweiterung
von Typ (n, d) eines gegebenen kompletten Ringes A.
18
Beweis. Folgt aus (3.2). Fu¨r d = 0 ist das Ergebniss aber auch klassisch,
fu¨r d = 1 folgt es unmittelbar aus der Artin-Schreierschen Theorie. 
3.4 Konstruktion des Schemas S . Sei k einen Ko¨rper u¨ber Fq und
A ein diskreter Bewertungsring mit Restklassenko¨rper k. Nach (3.2) muss
die allgemeinste Familie gezu¨gelter Erweiterungen von A u¨ber
Gk\L˜d/Gm,k = Ld/Gm,k
konstruiert werden, wo G = GL(d,Fq). Der Funktor Ld wird grob vom
Ring Rd = k[T1, . . . , Td, T
−1
d ] dargestellt (2.9), wobei die Parameter aus
dem Polynom P ∗(T1, . . . , Td) = P (1, T1. . . . , Td) stammen. Sei
R˜d = k[U1, . . . , Ud,W
−1]
wie in (2.7) und V˜ =
∑d
i=1FqUi der Vektorraum der Wurzeln von
P ∗(T1, . . . , Td).
Fu¨r c ∈ R˜×d hat c−1V˜ als zugeho¨riges Polynom P ∗(cq−1T1, . . . , cq
d−1Td), weil
P ∗(T1, . . . , Td)(cX) = cP
∗(cq−1T1, . . . , c
qd−1Td)(X).
Wir versehen also Rd mit einer Graduierung, deren Gewichte w(Ti) = q
i−1
(i = 1, . . . , d) sind. Dann ergibt sich sofort, dass der Funktor Ld/Gm,k
grob dargestellt wird von (dem Koordinatenring von) dem affinen offenen
Unterschema
S ⊂ Pk(q − 1, . . . , qd − 1) = Proj k[T1, . . . , Td],
welches das Komplement der Hyperebene V (Td) ist.
3.5 Konstruktion des Schemas X . Man betrachte jetzt den graduierten
Ring k[T1, . . . , Td,X,Z], mit Gewichten w(X) = w(Z) = 1 und, fu¨r eine
feste Uniformisierende y in A (cf. 3.1), das Polynom
Q = Xnq
d − yZn(Xqd−1 + T1Xq(qd−1−1) + · · ·+ Td−1Xqd−1(q−1) + Td)n,
welches homogen ist vom Grad nqd in A[T1, . . . , Td,X,Z]. Es definiert ein
geschlossenes Teilschema V (Q) in
PA(q − 1, . . . , qd − 1, 1, 1) = ProjA[T0, . . . , Td,X,Z].
Sei X das Komplement von V (Td) in V (Q). Wir erhalten dann einen Mor-
phismus von A-schemata
π:X −→ S ×k SpecA,
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der endlich vom Grad nqd ist. Fu¨r komplettes A und einen algebraisch
abgeschlossenen Ko¨rper F/k entsteht jede gezu¨gelte Erweiterung von A⊗kF
durch geschickte Spezialisierung von T1, . . . , Td und Z u¨ber k, wobei das Bild
von Td und Z nicht-null ist.
3.6 Konstruktion des Schemas S˜ . Zwischen L˜d und Ld liegt der
”
vollsta¨ndige-Fahnen“-Funktor L(1,...,1), der vom Ring
R(1,...,1) = k[S
±1
1 , . . . S
±1
d ]
grob dargestellt wird, wobei S1, . . . , Sd mit dem Parameter im Polynom
P ∗(Sd) ◦ · · · ◦ P ∗(S1) u¨bereinstimmen. Weil P ∗(S)(cX) = cP ∗(cq−1S)(X),
gilt
P ∗(Sd) ◦ · · · ◦ P ∗(S1)(cX) = cP ∗(cq−1Sd) ◦ · · · ◦ P ∗(cq−1S1)(X),
und deswegen ist w(Si) = q − 1. A¨hnlich wie oben wird der Funktor
L(1,...,1)/Gm,k also grob dargestellt durch das affine Unterschema von
Pk(q − 1, . . . , q − 1) = Proj k[S1, . . . , Sd]
welches das Komplement der Hyperebenen
⋃d
i=1 V (Si) ist. Aus (2.18) folgt
außerdem, dass im Ring R˜d = k[U1, . . . , Ud,W
−1] die Gewichte w(Ui) = −1
sind fu¨r i = 1, . . . , d. Deswegen wird L˜d/Gm,k grob dargestellt durch das
affine offene Unterschema von
Pd−1k = Proj k[U
−1
1 , . . . , U
−1
d ]
welches das Komplement der Hyperebenen
⋃d
i=1 V (U
−1
i ) und aller Hyper-
fla¨chen definiert durch nicht-triviale Fq-lineare Kombinationen von
U1, . . . , Ud
ist. Sei S˜ das derart konstruierte k-Schema.
3.7 Konstruktion des Schemas X˜ . Es gibt einen endlichen Mor-
phismus S˜ → S , der Galois ist mit Galoisgruppe G = GL(d,Fq). Es sei
π˜: X˜ → S˜ durch Kommutieren des Diagrams
X˜ −→ X
p˜i
y ypi
S˜ ×k SpecA −→ S ×k SpecA.
definiert. Dieser Morphismus wird durch Zuru¨ckziehen von Q bekommen,
ist also gegeben durch
yZnX−n
∏
v∈V˜−{0}
(1− v−1X−1)n = 1,
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was gleichbedeutend damit ist, dass
Q˜ = 0 wo Q˜ = Xnq
d − yZn
∏
v∈V˜−{0}
(X − v−1)n
(man bemerke dass jedes v ∈ V˜ − {0} Gewicht −1 hat). So erlaubt X˜ eine
Operation durch Gn,d gegeben von
γ(X:Z) = (X: ζ−1Z), σ(X:Z) = (X : Z − θ(σ)X),
wobei θ:H
∼→ V˜ irgendein Fq-linearer Isomorphismus und γ erzeugendes
Element eines Torusteils ist. Diese Definition ist sinnvoll, weil Q˜ nicht Null
ist fu¨r X = v−1 (v ∈ V˜ −{0}) und man also 1− θ(σ)Y invertieren kann auf
X˜ . Offensichtlich ist dann π˜ eine Galoissche U¨berlagerung mit der Gruppe
Gn,d, und kann jede gezu¨gelte Erweiterung u¨ber A ⊗k F (mit F einen al-
gebraisch abgeschlossenen Ko¨rper) durch Spezialisierung u¨ber k bekommen
werden, und zwar eindeutig bis auf G.
3.8 Der Funktor L1d. Damit wir jetzt eine Entartung konstru-
ieren ko¨nnen, nehmen wir an, dass d > 1, und betrachten den Funktor L1d
der nicht-entartetem Fq-linearem Unterra¨ume der Dimension d mit einem
ausgezeichneten nicht-null Vektor klassifiziert. Der Funktor L1d ist eine
U¨berlagerung vom Grad q − 1 u¨ber L(1,d−1) (siehe oben). Der Ring
R(1,d−1) = k[S, S
−1, S1, . . . , Sd−1, S
−1
d−1]
stellt L(1,d−1) grob da (2.15), geho¨rend zum Polynom
P ∗(S1, . . . , Sd−1) ◦ P ∗(S).
Deswegen wird der Funktor L1d vom Ring
R1d = k[T, T
−1, S1, . . . , Sd−1, S
−1
d−1],
grob dargestellt, wobei T durch
T q−1 + S−1 = 0
bestimmt wird (cf. 2.18).
Aus (3.1) folgt, dass eine Familie gezu¨gelter Erweiterungen u¨ber R1d
gegeben wird durch die Gleichung
(P ∗(S1, . . . , Sd−1)(T
1−qx−q + x−1))n = y−1,
oder auch durch ein Eisensteinsches Polynom wie in (3.1). Wir untersuchen
was passiert, wenn T → ∞, d.h. wenn der ausgezeichnete Vektor v → 0,
wa¨hrend die u¨brigen Parameter
(S1, . . . , Sd−1) = (s1, . . . , sd−1)
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fu¨r feste si ∈ k erfu¨llen. Es sei ab jetzt k algebraisch abgeschlossen. Wir
setzen t = −T−1 ein, und ersetzen y durch −y. Wir betrachten die von
Gm,k = Spec k[t
±1] parametrisierte Familie Xt gezu¨gelter Erweiterungen
definiert durch
P ∗(s1, . . . , sd−1)(t
q−1x−q − x−1)n = y−1
in SpecA[x, t]. Die Operation der Galoisgruppe Gn,d sieht dann so aus:
man betrachtet eine Fq-lineare Zerlegung H = H
′ ⊕H ′′ der p-Sylowgruppe
H von Gn,d und wa¨hlt die Einbettung θ:H → k[t±1] so, dass θ(H) zu
P ∗(s1, . . . , sd−1) ◦ P ∗(−tq−1) geho¨rt und θ(H ′′) u¨ber Fq von t erzeugt wird.
Sei γ ein erzeugendes Element eines Torusteils mit γσγ−1 = ζσ fu¨r σ ∈ H.
Dann wird die Galoissche Operation wie in (1.18) gegeben.
3.9 Definition/Konstruktion. Sei R der ganze Abschluss von k[t±1]
im Zerfa¨llungsko¨rper des Polynoms
P ∗(t1−qs1, . . . , t
1−qdsd−1) ◦ P ∗(−1)
u¨ber k(t). Fu¨r jede Lo¨sung u von P ∗(s1, . . . , sd−1) geho¨ren dann alle Wurzeln
w von wq − w − tu zu R. Sei V der Fq-lineare Unterraum von R gegeben
durch alle solche Wurzeln w, und bezeichne V ′′ = Fq ⊆ V . Sei η : V → k
die Abbildung w 7→ t−1(wq − w). Dann hat η als Bild genau den zu
P ∗(s1, . . . , sd−1) geho¨renden Fq-linearen Unterraum. Man nimmt anschlie-
ßend einen Schnitt von η, und es ergibt sich eine Zerlegung V = V ′′ ⊕ V ′,
derart dass η den Raum V ′ bijektiv auf die Wurzeln von P ∗(s1, . . . , sd−1)
abbildet. Sei θ˜ = θ′ ⊕ θ′′:H = H ′ ⊕ H ′′ → V = V ′ ⊕ V ′′ eine Fq-lineare
Einbettung die diese Zerlegung respektiert.
3.10 Proposition. Wir setzen d > 1 voraus. Dann gilt folgendes.
(i) Die Familie Xt ist u¨ber SpecA×k Gm,k = SpecA[t±1] isomorph zur
Familie X˜t, die in SpecA[y, t] ×A P1A = SpecA[y, t]×A ProjA[Z,W ] durch
folgende Gleichungen definiert wird{
P ∗(s1, . . . , sd−1)(x
−1)n = y−1,
x(Z−q − Z−1W 1−q) = tW−q.
(ii) Der Isomorphismus zwischen Xt und X˜t kann u¨ber eine geschick-
te Erweiterung von k[t±1] zu einem Isomorphismus von Gn,d-Galoiserwei-
terungen u¨ber SpecA[t±1] gemacht werden: mehr spezifisch ist die Opera-
tion von Gn,d auf X˜t,R definiert durch{
γ(x) = ζx,
γ(Z:W ) = (Z: ζ−1W ),
 σ(x) =
x
1− η ◦ θ′(σ′)x,
σ(Z:W ) = (Z,Z + θ˜(σ)W ),
wobei σ = σ′ + σ′′ ∈ H = H ′ ⊕H ′′.
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(iii) Die Faser X˜0 besteht aus einem P
1
k definiert durch x = 0 (und in
Folge dessen y = 0) und q Kopien von SpecB, wobei B/A die durch
(P ∗(s1, . . . , sd−1)(x
−1))n = y−1
definierte gezu¨gelte Erweiterung ist, die P1k in den q Punkten {W/Z ∈ Fq}
normal schneiden.
(iv) Die Gruppenoperation setzt sich auf natu¨rliche Weise auf der Faser
X˜0 fort: H
′ operiert wie u¨blich auf jedem B und permutiert die q Punkte
{W/Z ∈ Fq} und die zugeho¨rige Kopien von SpecB. Die Komponente
P1k wird punktweise von H
′
⋊ T = Gn,d−1 festgehalten, und der Punkt
{W/Z =∞} ist der einzige Punkt, der von ganz Gn,d festgehalten wird.
Beweis. (i) Es sei I das Ideal
I = A[x, t] ∩ (yP ∗(s1, . . . , sd−1)(tq−1x−q − x−1)n − 1),
wobei (yP ∗(s1, . . . , sd−1)(t
q−1x−q − x−1)n − 1) Ideal ist in A[x±1, t], und es
sei J das Ideal
J = A[x, t][Z/W ]∩(yP ∗(s1, . . . , sd−1)(x−1)n−1, x((Z/W )−q−(Z/W )−1)−t),
wobei der Schnitt in A[x±1, t][(Z/W )±1] genommen wird. Es wird dann eine
rationale Abbildung X˜t 99K Xt definiert durch
ϕ:A[x, t]/I −→ A[x, t][Z/W ]/J
mit ϕ(x) = t(Z/W ). Wenn t invertierbar ist, so besitzt ϕ eine Umkehrung
definiert durch
ϕ−1(x−1) = tqx−q − x−1 , ϕ−1(Z/W ) = t−1x.
(ii) Dieser Morphismus ist Gn,d-a¨quivariant.
(iii) Offensichtlich.
(iv) In der Tat bildet η ◦ θ′ den Raum H ′ konstant auf den Fq-linearen
Raum ab, der zu P ∗(s1, . . . , sd−1) geho¨rt. Weil V |t=0 = V ∩ k = V ′′ = Fq,
gilt σ(Z:W ) = (Z,Z + θ′′(σ′′)W ) fu¨r t = 0. 
4. Beweis fu¨r Satz A.
4.1 Notationen. Es sei jetzt π : X → Y eine gezu¨gelte Galoissche
U¨berlagerung glatter projektiver Kurven u¨ber einen algebraisch abgeschlosse-
nen Ko¨rper k der Charakteristik p > 0 mit Galoisgruppe G, verzweigt u¨ber
eine Menge endlich vieler abgeschlossener Punkte B = {y0, . . . , yr} →֒ Y ,
mit y0 = y = π(x) fu¨r x ∈ X. Wir nehmen desweiteren an, x habe eine Zer-
legungsgruppe Gx vom Typ (n, d) mit n = nx und q
d = ptx . Man bemerke,
dass sx 6= tx gleichbedeutend damit ist, dass d > 1.
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4.2 Lokale und globale Funktoren. Es sei
F(Y,G,(yi,Gi)ri=0)
: Schk →Mengen
der
”
globale” Funktor, der ein Schema S u¨ber k abbildet auf die Menge
gezu¨gelter U¨berlagerungen von glatten projektiven Kurven u¨ber S:
Π
X ✲Y = S × Y
❅❘  ✠pr1 ,
S
wobei es einen festen Punkt s ∈ S gibt, derart dass Π genau u¨ber {s} × B
(gezu¨gelt) verzweigt und die Verzweigungsgruppe in (s, yi) isomorph zu Gi
ist.
Wir beno¨tigen auch den
”
lokalen“ Funktor FG : Schk →Mengen der
einem k-Schema S die Menge aller Galoisschen gezu¨gelten U¨berlagerungen
T → Spec k[[y]]×k S mit Galoisgruppe G zuordnet.
Wie in [2], 3.3. gibt es einen Morphismus von Funktoren
F(Y,G,(yi,Gi)ri=0)
Ψ→
r∏
i=0
FGi .
4.3 Formale Komplettierung. Durch formale Komplettierung in
einem F -wertigen Punkt (fu¨r beliebige Ko¨rper F u¨ber k), die wir mit
π′
X ′ ✲ Y ′ = YF
❅❘  ✠
SpecF
bezeichnen, gehen die Funktoren und der Morphismus Ψ in ihre formalen
Varianten u¨ber, d.h. werden Deformationsfunktoren im Sinne Schlessingers
Fˆ(Y,G,(yi,Gi)ri=0)
Ψˆ→
r∏
i=0
FˆGi
in der Kategorie Ck der lokalen Artinschen k-Algebren mit Restklassenko¨r-
per k. Dieser Morphismus wurde in [2] und [4] betrachtet.
Genauer gesagt haben wir Folgendes (wobei wir fu¨r Definitionen auf den
ersten Abschnitt von [4] verweisen): Sei ρ′ : G → AutF (X ′) der Homo-
morphismus, der die Operation von G auf X ′ beschreibt. Sei DX′,ρ′ der
Funktor aus [4] 1.1, der alle a¨quivarianten Deformationen von (X ′, ρ′) zu
Ck beschreibt. Dann ist der formale Funktor Fˆ(Y,G,(yi,Gi)ri=0) ein Teilfunktor
von DX′,ρ′ , weswegen der Tangentialraum von Fˆ(Y,G,(yi,Gi)ri=0) ein Unter-
raum von DX′,ρ′(F [ε]) ist. Es seien Dρi die lokalen Funktoren aus [4], 1.11,
die Deformationen zu Ck von der Operation der Verzweigungsgruppen auf
den komplettierten lokalen Ringe OˆX′,x beschreiben. Wie in [4], 1.6-1.9, wird
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der Zusammenhang zwischen Deformationen von YF , lokalen Deformationen
der Verzweigungspunkte und Deformationen von (X ′, ρ′) beschrieben durch
eine exakte Sequenz
0 −→ H1(YF ,TY (−∆)) −→ DX′,ρ′(F [ε]) −→
r⊕
i=0
Dρ′i(F [ε]) −→ 0,
wobei ∆ der Divisor
∆ =
∑
y∈T
y +
∑
y∈W
2y
ist, mit T ∪W die Menge der Punkte, u¨ber denen π′ verzweigt, und y ∈ T ,
genau dann, wenn ty = 0 oder [p = 2 und ty = 1]. Fu¨r jede Deformation
(X˜ ′, ρ˜′) von (X ′, ρ′) liefert X˜ ′/ρ˜′(G) eine Deformation von YF , weswegen es
einen Retrakt
λ:DX′,ρ′(F [ε]) −→ H1(YF ,TY (−∆)),
gibt, der obige Sequenz splittet. Da Fˆ(Y,G,(yi,Gi)ri=0) infinitesimale a¨quiva-
riante Deformationen klassifiziert, die auf Y die triviale Deformation in-
duzieren, ist sein Tangentialraum genau ker(λ). Deswegen ist dieser Tan-
gentialraum isomorph zu
⊕r
i=0Dρ′i(F [ε]), und aus einer Argumentation wie
in [2], Th. 3.3.4 schliesst man, dass Ψˆ formal e´tale ist.
Da obige Funktoren offenbar lokal endlich dargestellt sind, ist auch Ψ
als Morphismus von Funktoren e´tale, d.h. die Deformationen, die
F(Y,G,(yi,Gi)ri=0)
klassifiziert, sind lokal-e´tale vollsta¨ndig bestimmt durch Deformation der
Verzweigung in den Verzweigungspunkten.
Die FˆGi ko¨nnen effektiv pro-dargestellt werden (dies folgt aus [4], Ab-
schnitt 4, insbesondere 4.2.6 und 4.4), und dasselbe gilt fu¨r Fˆ(Y,G,(yi,Gi)ri=0),
da einer der folgenden Fa¨lle vorliegt (wie leicht aus der Riemann-Hurwitz-
Zeuthenschen Formel fu¨r gezu¨gelte Erweiterungen folgt): (i) g ≥ 2; (ii)
g ≥ 1 und mindestens einen Punkt ist verzweigt; (iii) g = 0 und mindestens
drei Punkte auf X sind verzweigt ; oder schliesslich (iv) g = 0 und genau
einem Punkt ist wild verzweigt mit Gruppe vom Typ (1, d).
In den ersten drei Fa¨llen ist ΩX(D) (wobei D der reduzierte Verzwei-
gungsdivisor ist) ampel, und kann man den Grothendieckschen Existen-
zsatz anwenden ([EGA] III). Im Falle (iv) gilt dieses nicht, aber da ist OP1(2)
ampel.
4.4 Eine Deformation. Der Einfachheit halber werden wir als No-
tation fu¨r
”
den Funktor dargestellt durch ein Schema S“ die Notation
”
S“
benutzen. Wir betrachten jetzt den lokalen Funktor F∞ = FG0 . Im Ab-
schnitt 3 haben wir einen Morphismus S˜ → F∞ konstruiert. Er ist definiert
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durch die Familie X˜ → S˜ aus 3.7, weswegen sich durch Komposition ein
Morphismus Spec R˜d → F∞ ergibt.
Nehmen wir an, das Element
(π : X → Y ) ∈ F(Y,G,(yi,Gi)ri=0)(k)
(wobei Gi die Verzweigungsgruppen von π sind) hat als lokales Bild
Ψ(π : X → Y ) = (φ0, . . . , φr) ∈
r∏
i=0
FGi(k).
Wir haben eine Abbildung
Spec R˜d(k) = L˜d(k)→ F∞(k),
die surjektiv ist wegen 3.2; sei φ˜0 ein Urbild von φ0.
Man wa¨hle wie folgt eine Kurve
ℓ →֒ Spec R˜d,
die durch φ˜0 geht (sei ∞′ ∈ ℓ der zugeho¨rige Punkt). Man nehme u1 ∈ V =
θφ0(H) ⊂ k geho¨rend zu U1 in R˜d = k[U1, . . . , Ud,W−1] und zerlege das
zugeho¨rende Fq-lineare Polynom nach Lemma 2.11 in
P ∗(S1, . . . , Sd−1) ◦ P ∗(S).
In dieser Zerlegung la¨sst man jetzt die Gro¨ßen S1, . . . , Sd−1 konstant, wa¨h-
rend S variabel ist (man bemerke nochmals, dass wir d > 1 voraussetzen).
Es ergibt sich dadurch eine Kurve in SpecR(1,d−1) deren Urbild in Spec R˜d
wir mit ℓ bezeichnen. Man bemerke, dass eine solche Kurve ℓ die
”
Grenze“
von Spec R˜d in einem allgemeinen Punkt in der Hyperebene U1 = 0 beru¨hrt
(wobei
”
allgemeiner Punkt“ bedeutet, dass der Punkt nicht zu einer weiteren
Grenzkomponente geho¨rt).
Man konstruiert dann einen Morphismus
ℓ→
r∏
i=0
FGi ,
wobei die Einschra¨nkung ℓ → FG0 sich aus der oben konstruierten Kurve
ergibt durch die Komposition
ℓ→ Spec R˜d → F∞ = FG0 ,
und fu¨r i > 0 und S ∈ Schk, Hom(S, l) → FGi(S) gegeben wird durch die
konstante Abbildung [φi ×k S].
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4.5 Globalisation. Wir behaupten jetzt, dass es eine e´tale Umgebung
S′ → ℓ von ∞′ gibt, so dass
S′ −→ F(Y,G,(yi,Gi)ri=0)y yΨ
ℓ −→ ∏FGi
kommutiert. In der Tat, sei ℓ/∞′ die formale Komplettierung (als Schema)
in ∞′. Im formalen Diagramm
Fˆ(Y,G,(yi,Gi)ri=0)yΨˆ
ℓ/∞′ −→
∏
FˆGi
ist Ψˆ formal e´tale (4.3).
Die Eigenschaften der obigen Funktoren aus 4.3 implizieren, dass man
das Approximationsverfahren von M. Artin benutzen kann, um ℓ/∞′ durch
seine Henselisierung ℓ/h∞′ zu ersetzen, und es ergibt sich daher der ge-
wu¨nschte S′ und
Π
X ′ ✲Y ′ = S′ × Y
❅❘  ✠
S′
4.6 Eine Entartung. Das Bild von S → ℓ ist Zariski dicht und offen,
wir ko¨nnen also S′ um einen Punkt zu S = S′ ∪ {0} erweiteren, derart
dass 0 mit u1 = 0 korrespondiert (insbesondere wegen der Wahl von ℓ).
Nachdem, was wir vorher bewiesen haben u¨ber S′ = S − {0}, gelten sofort
die Eigenschaften (i) und (ii) des Satzes. Wir bilden ein Diagram
X ′ −→ X ′′
G
y yΦ
S′ × Y −→ S × Y
wobei X ′′ definiert ist als die Normalisierung von X ′. Da X ′ → S′ × Y
G-Galoissch ist, gilt das gleiche fu¨r Φ. Es ist jetzt aber X ′′ nicht regula¨r.
In der Tat ist die einzige singula¨re Faser X ′′(0,y0). Wa¨hle x0 ∈ X ′′(0,y0), dann
gibt es wegen 3.10 eine birationale Abbildung
SpecO 99K X ′′/x0
wobei
O := k[[x, y, t]]/(P ∗(s1, . . . , sd−1)(t
q−1x−q − x−1)n − y−1) ∩ k[[x, y, t]],
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und t eine Uniformisierende ist in 0 auf S. Wir behaupten jetzt, dass diese
birationale Abbildung ein Isomorphismus ist. Da sie birational ist, reicht
dazu folgendes Lemma aus:
4.7 Lemma. O ist ganzabgeschlossen.
Beweis. O[t±1] ist eine Gn,d-Galoissche Erweiterung von k[[y, t
±1]], und
deswegen ganzabgeschlossen. Es sei F ganz u¨ber O im Quotientenko¨rper
von O, dann ist also F = F0/t
e mit F0 ∈ O. Da F eine monische Gleichung
FN + aN−1F
N−1+ . . .+ a0 = 0 erfu¨llt mit ai ∈ O, ist FN0 ∈ tO. Nun ist tO
ein Primideal, weil
O/tO = k[[x, y]]/(P ∗(s1, . . . , sd−1)(x
−1)n − y−1) ∩ k[[x, y]]
ein diskreter Bewertungsring ist ([17] I Prop. 17). Es muss also F1 ∈ O
existieren mit F0 = tF1, und man findet F = F1/t
e−1 und induktiv F ∈ O.

Die Entartung wird also vollsta¨ndig von der Proposition 3.10 beschrieben,
wobei wir bemerken, dass in der dortigen Beschreibung die entartete Faser
in der Tat durch Aufblasen x❀ t ZW erhalten wird.
Durch Aufblasen von S×Y in (0, y) ergibt sich Y , und durch gleichzeit-
iges Aufblasen von X ′′ in allen Punkten u¨ber (0, y) ergibt sich X .
Wir zeigen jetzt, dass die horizontalen Komponenten glatt sind. Die
Punkte in Π−1(0, y) sind glatt wegen 3.10. Man nehme an, ξ sei singular
/∈ Π−1(0, y). Es wird durch Π auf ein Element von {0}×Y abgebildet, aber
da Π generisch unverzweigt ist, mu¨sste ξ dann ein Verzweigungspunkt sein.
Weil alle derartigen Verzweigungspunkte durch konstante Deformation der
Verzweigungspunkte u¨ber B kommen, sind sie insbesondere glatt.
Die Eigenschaften (iii) und (iv) folgen jetzt sofort.
Fu¨r (v) bemerken wir, dass wenn man XS−{0} als gepunktete Kurve
betrachtet durch Auszeichnen der Verzweigungspunkte, XS−{0} eine sta-
bile Kurve ist, außer wenn der Ausnahmefall wie in (v) vorliegt. Wenn
man obige Konstruktion von X0 durch Aufblasen betrachtet, sieht man,
dass die gepunktete Struktur sich auf X0 u¨bertra¨gt. Dabei haben die ver-
tikalen rationalen Kurven mindestens drei markierte Punkte, na¨mlich die
q Schnittpunkte mit den horizontalen Kurven und zusa¨tzlich die Punkte,
die von der ganzen Zerlegungsgruppe festgehalten werden ({W/Z =∞} aus
3.10). Die horizontalen Kurven bleiben natu¨rlich stabil gepunktet durch die
Verzweigungspunkte (außer im erwa¨hnten Ausnahmefall); dies ist nur nicht
ganz offensichtlich, falls eine horizontale Kurve rational ist. Da begru¨ndet
man die Stabilita¨t aber folgendermaßen: da nach 3.10 die Gruppe G die hor-
izontalen Kurven transitiv vertauscht, sind also alle Kurven rational. Da X0
zusammenha¨ngend ist (als flacher Limes von zusammenha¨ngenden Kurven),
muss eine (ergo alle) solche horizontale(n) Kurve(n) mindestens zwei der ver-
tikalen rationalen Kurven schneiden (die vertikalen Kurven schneiden sich
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durch die Konstruktion via Aufblasungen natu¨rlich nicht). Deswegen liegen
auf jeder der horizontalen Kurven mindestens zwei ausgezeichnete Punk-
te u¨ber y und zusa¨tzlich mindenstens ein weiterer ausgezeicheter Punkt,
na¨mlich u¨ber einem verzweigten Punkt aus Y − {y}. Deswegen sind auch
die horizontalen rationalen Kurven stabil, da mindestens dreifach gepunktet.

4.8 Bemerkungen. (i) Im Allgemeinen entartet jede nicht-isotriviale
Familie Galoisscher U¨berlagerungen, die verzweigt u¨ber eine feste Menge
Punkten: siehe Pries [14] 3.3.2. Dieses Resultat wurde hier jedoch im
Beweis nicht benutzt.
(ii) In [4], Abschnitt 4, wurde bewiesen, dass der infinitesimale Deforma-
tionsfunktor einer gezu¨gelten Gruppenoperation vom Typ (n, d) auf k[[x]]
pro-dargestellt wird durch ein formales Schema vom Typ
k[[x0, . . . , xd−1]]/〈x
p−1
2
0 〉.
Hierbei sind die d − 1 unbehinderten Deformationsparameter x1, . . . , xd−1
genau gegeben durch Deformation der VektorraumeinbettungH →֒ k. Wenn
also bei einer globalen Deformation einer gezu¨gelten Galoisu¨berlagerung
die Verzweigungspunkte fest bleiben, und die Operation der Verzweigungs-
gruppe sich nur in einem Punkt a¨ndert, so muss sie durch eine solche De-
formation von H →֒ k entstehen. Wir haben in Satz A den Fall, wo ein
Unterraum der Dimension eins verschwindet, untersucht. Hieraus leitet man
den allgemeinen Fall induktiv ab.
5. Automorphismen gezu¨gelter Kurven
5.1 Automorphismen. Wir betrachten jetzt eine KurveX des Geschlechts
g ≥ 2 u¨ber einen algebraisch abgeschlossenen Ko¨rper der Charakteristik
p > 0. Dann ist Aut(X) endlich (F.K. Schmidt), und wir nehmen an, in
der Quotientenabbildung
πX : X → Y := Aut(X)\X
sei alle Verzweigung gezu¨gelt (wir nennen dann X gezu¨gelt). S. Nakajima
([12]) hat gezeigt, dass in diesem Falle die Stichtenothsche obere Schranke
|Aut(X)| ≤ 16g4 + 56g3 + 32g2 + 4g + 4
√
1 + 8g(4g3 + 4g2 + g)
fu¨r die Anzahl der Automorphismen einer beliebigen Kurve X (siehe [19])
sich verbessert zu
|Aut(X)| ≤ 84g(g − 1).
(Dies wird dort nur fu¨r ordina¨re Kurven angegeben, aber man u¨berzeugt
sich leicht davon, dass der Beweis nur die Tatsache, dass Gx,2 = 0 fu¨r alle
x ∈ X benutzt.)
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5.2 Reduktion. Beide Schranken ergeben sich durch geschickte Min-
imierung in der Riemann-Hurwitz-Zeuthenschen Formel (wo im Falle
wilder Verzweigung auch die ho¨heren Verzweigungsgruppen eine Rolle spie-
len). Im Laufe der Abscha¨tzungen bemerkt man, dass sogar die klassische
Hurwitzsche lineare Schranke |Aut(X)| ≤ 84(g−1) gilt, außer wenn Y ∼= P1,
es mindestens einen wildverzweigten Punkt gibt, und die Verzweigung en-
tweder u¨ber zwei Punkten liegt, oder p 6= 2 und die Verzweigung u¨ber drei
Punkten mit Indizes (2, 2, ·) liegt ([12], p. 600). Man kann zusa¨tzlich an-
nehmen, dass in wildverzweigten Punkten x die Ungleichung nx 6= 1 gilt,
da sonst erneut eine lineare Schranke in g bewiesen werden kann ([12], pp.
601–602).
Inwiefern ist das Nakajimasche Ergebnis scharf? Wie bereits in der
Einfu¨hrung bemerkt, ist keine Familie {Xi}, deren Geschlechter gi strikt
steigend sind, bekannt, fu¨r die |Aut(Xi)| > f˜(gi), wobei
f˜(g) = max{84(g − 1), 2√g(√g − 1)2}.
Wir beno¨tigen bald das folgende in diesem Zusammenhang positive Resultat:
5.3 Satz ([3]) Sei K ein kompletter nicht-archimedisch bewerteter Ko¨r-
per der Charakteristik p > 0, und sei X eine Mumfordkurve vom Geschlecht
g ≥ 2 u¨ber K (d.h. die stabile Reduktion von X ist eine Vereinigung von
rationalen Kurven, die sich in u¨ber den Restklassenko¨rper rationalen Punk-
ten schneiden). Dann gilt |Aut(X)| ≤ f˜(g), und diese obere Schranke ist
scharf.
Man bemerke, dass Mumfordkurven gezu¨gelt sind im obigen Sinne (Siehe
[3], 1.2).
5.4 Definition. Wir nennen X immobil, falls
(i) X gezu¨gelt ist,
(ii) Y = X/Aut(X) ∼= P1,
(iii) die Verzweigung entweder u¨ber zwei Punkten liegt, oder p 6= 2 und
die Verzweigung u¨ber drei Punkte mit Indizes (2, 2, ·) liegt,
(iv) es mindestens einen wildverzweigten Punkt x gibt mit nx 6= 1,
(v) sx = tx in jedem Verzweigungspunkt.
5.5 Beweis von Satz B. Wenn X immobil ist, gilt die obere Schranke
wegen der Annahme. Falls eine der ersten vier Annahmen in der Definition
(5.4) nicht erfu¨llt ist, so gilt sogar eine obere Schranke linear im Geschlecht
g, nach (5.2). Wir ko¨nnen also annehmen, es gibt x wildverzweigt mit
sx 6= tx. Wir betrachten eine Familie wie im Satz A. Seien {Xi}ri=1 die
gezu¨gelten Kurven in X0−Π−1(E). Aus der lokalen Beschreibung 3.10 folgt,
dass Aut(X) die Menge der horizontalen Kurven {Xi} transitiv vertauscht,
weswegen sie alle das gleiche Geschlecht haben, das wir mit g˜ bezeichnen.
Sei δi die Anzahl Knoten von X0 auf Xi. Wir unterscheiden drei Fa¨lle:
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(I) Wenn g˜ = 0, so versehen wir den Funktionenko¨rper der Basis S mit
der Bewertung, die zum Punkt 0 geho¨rt, und nehmen die Komplettierung.
Dann liegt in einer formalen Umgebung von X0 in der a¨quivarianten Familie
X eine glatte Mumfordkurve (mit vollsta¨ndig zerfallender stabiler Reduk-
tion X0), und die obere Schranke mit f˜(g) · (g− 1) ist erfu¨llt nach (5.3). Da
wir annehmen, dass f˜ ≤ f , folgt das Ergebnis.
(II) Sei g˜ = 1. Aus der Theorie der Gruppenoperationen ergibt sich die
Formel
|Aut(X)| = |Aut(X) ·X1| · |StabAut(X)X1|;
hier besteht die Bahn Aut(X) ·X1 genau aus den horizontalen Kurven, und
da X1 triviale Tra¨gheitsgruppe hat, ist
StabAut(X)X1 ⊆ Aut((X1, {P1, . . . , Pδ1})
(letztere Gruppe erneut im Sinne der algebraischen Automorphismengruppe
von X1, die aber zusa¨tzlich die ausgezeichnete Knoten Pi vertauscht). Es
ist Aut(Xi) eine Erweiterung
1→ T → Aut(Xi)→ Aut0(Xi)→ 1,
wobei Aut0(Xi) Automorphismengruppe einer elliptischen Kurve (Kurve
vom Geschlecht eins mit markiertem Punkt 0) ist, also |Aut0(Xi)| ≤ 24
([18] III.10.1), und T = X1(k) eine (abelsche) Gruppe von Translationen
auf der elliptischen Kurve (Xi, 0) ist. In unserem Falle soll
T ∩Aut((X1, {P1, . . . , Pδ1})
sogar die δ1 ausgezeichnete Punkte vertauschen, weswegen
|T ∩Aut((X1, {P1, . . . , Pδ1})| ≤ δ1.
Wir finden also
|Aut(X)| ≤ 24δ1r.
Sei δ die totale Anzahl Knoten auf X0. Die einzigen Knoten auf den Xi
sind die Schnittpunkte mit den vertikalen Kurven, also ist δ = rδ1. Letzten
Endes ist
|Aut(X)| ≤ 24δ.
Da X0 gepunktet stabil ist, impliziert die stabile Geschlechterformel, dass
δ ≤ 3g−3, ([9], p. 50) woraus sich dann die lineare obere Schranke 72(g−1)
ergibt.
(III) Wenn schliesslich g˜ ≥ 2, ko¨nnen wir induktiv annehmen, dass
|Aut(X1)| ≤ f(g˜).
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Erneut hat X1 triviale Tra¨gheitsgruppe, und also ist
|Aut(X)| = |Aut(X) ·X1| · |StabAut(X)X1|.
mit StabAut(X)X1 ⊆ Aut(X1). Sei ni die Anzahl der Kurven in X0 des
Geschlechtes i. Die nodale Geschlechterformel ([9], 3.1) impliziert
g − 1 = ng˜(g˜ − 1)− n0 + δ,
wobei δ die Anzahl der Knoten in X0 ist. Offensichtlich ist −n0+ δ ≥ 0, da
jede Kurve mindestens einen Knoten entha¨lt. Deswegen ist g−1 ≥ ng˜(g˜−1).
Da die Bahn von X1 unter Aut(X) aus ho¨chstens ng˜ Kurven besteht, ist
|Aut(X) ·X1| ≤ g−1g˜−1 und also
|Aut(X)| ≤ g − 1
g˜ − 1 · f(g˜).
Da wir annehmen, dass f˜(g)/(g − 1) steigend ist und g ≥ g˜, folgt daraus
schließlich |Aut(X)| ≤ f(g). 
A. Kanonische Form gezu¨gelter Erweiterungen u¨ber henselsche
Ringe.
Wir zeigen jetzt, dass Proposition 1.18 auch wahr ist, wenn man statt
”
A
ist komplett“ nur
”
A ist henselsch“ voraussetzt. Wir ko¨nnen nach 1.18 in den
Komplettierungen Bˆ = k[[xˆ]]/Aˆ = k[[yˆ]] eine kanonische Form voraussetzen:
γ(xˆ) = ζxˆ, σ(xˆ) =
xˆ
1− θ(σ)xˆ
wobei nach 3.1
P ∗(xˆ−1)n = yˆ−1
mit P ∗ = P ∗(a0, . . . , ad) fu¨r ai ∈ k. Sei k[[xˆ]]H = k[[zˆ]] mit P ∗(xˆ−1) = zˆ−1,
zˆn = y und sei die Operation von T gegeben durch γ(zˆ) = ζzˆ.
Man wa¨hle y ∈ A mit y = yˆα in Aˆ und α ∈ 1 + m2
Aˆ
(mo¨glich weil
A →֒ Aˆ dicht ist). Man lo¨se mit Hilfe vom henselschen Lemma ((n; p) = 1)
die Gleichung βn = α mit β eindeutig bestimmt durch β ∈ 1 + m2
Aˆ
. Sei
z = zˆβ, dann ist zn = y und γ(z) = ζz, weil β ∈ Aˆ = BˆG. Man definiert
dann v ∈ mk[[z]] durch
z =
zˆ
1− zˆv
und lo¨st die Gleichung P ∗(u) = v mit Hilfe vom henselschen Lemma (ad 6= 0)
eindeutig nach u in mk[[z]]. Wenn man
x =
xˆ
1− xˆu
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definiert, dann ist x−1 = xˆ−1 − u, und also
P ∗(x−1) = P ∗(xˆ−1 − u) = P ∗(xˆ−1)− P ∗(u) = zˆ−1 − v = z−1,
weswegen auch P ∗(x−1)n = y−1.
Wir berechnen jetzt γ(x). Weil
γ(z) = ζz = ζ
zˆ
1− zˆv
gleich
γ(zˆ)
1− γ(zˆ)γ(v) =
ζzˆ
1− ζzˆγ(v)
ist, findet man γ(v) = ζ−1v. Weil γ(P ∗(u)) = γ(v) = ζ−1v gleich P ∗(γu)
ist, muss
P ∗(u) = P ∗(ζγ(u))
gelten, und weil u eindeutig ist in mk[[z]] und ζγ(u) ∈ mk[[z]] (weil G als
lokaler Morphismus auf B operiert und ζ ∈ F×q ), muss dann γ(u) = ζ−1u
sein. Daraus ergibt sich, dass
γ(x) =
γ(xˆ)
1− γ(xˆ)γ(u) =
ζxˆ
1− ζxˆζ−1u =
ζxˆ
1− xˆu = ζx.
Was σ(x) angeht, so haben wir
σ(x) =
σ(xˆ)
1− σ(xˆ)σ(u)
mit u ∈ k[[z]] = BˆH , also σ(u) = u. Mit Hilfe der obigen expliziten Formeln
berechnet man sofort, dass
σ(x) =
x
1− θ(σ)x.
Wir haben y ∈ A gewa¨hlt, und x ∈ Bˆ erfu¨llt P ∗(x−1)n = y−1. Weil
A henselsch ist (und deswegen auch B), kann man x′ ∈ B finden mit
P ∗(x′−1)n = y−1 und x ≡ x′ mod mNB , und da die Gleichung nur endlich
viele Lo¨sungen hat, findet man fu¨r N →∞, dass x ∈ B. 
Man u¨berzeugt sich jetzt leicht davon, dass auch 1.20, 3.1 und 3.2 war
sind, falls man nur
”
A henselsch“ voraussetzt.
B. Konfigurierende Funktoren
In [14], 2.2.1 hat Pries einen Begriff
”
Konfigurationsraum“ eingefu¨hrt,
den wir jetzt leicht erweitern.
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B.1 Definition. Es seien F und G zwei kontravariante Funktoren
Schk → Mengen. Wir sagen, dass der Funktor G den Funktor F kon-
figuriert, falls es einen Morphismus
F
Ψ−→ G
zwischen Funktoren gibt, wobei gilt:
(i) Fu¨r jeden algebraisch abgeschlossenen Ko¨rper F/k ist Ψ(F ) bijektiv;
(ii) Fu¨r jedes Schema S ∈ Schk und jedes φ ∈ F (S) gibt es S′ ∈ Schk,
eine endliche radiziale Abbildung i:S′ → S und ein eindeutig bestimmtes
φ′ ∈ G (S′) mit Ψ(φ′) = i∗(φ).
B.2 Bemerkung. Falls der Funktor G den Funktor F konfiguriert
und G fein dargestellt wird durch ein Schema T , dann ist T ein Konfigura-
tionsraum fu¨r F im Sinne von [14], 2.2.1.
B.3 Proposition. Sei A ein henselscher diskreter Bewertungsring u¨ber
einen algebraisch abgeschlossenen Ko¨rper k mit Restklassenko¨rper k, sei
G = Gn,d, und sei FA,G der Kontravariante Funktor Schk → Mengen
definiert durch
S 7→ FA,G(S) =
{
G-U¨berlagerung X → SpecA×k S, die in
jedem geometrischen Punkt gezu¨gelt sind
}
/ ∼=
wobei geometrischer Punkt separabeler Abschluss eines Punktes bedeutet.
Dann konfiguriert Ld/Gm,k den Funktor FA,G.
Beweis. Wir konstruieren zuerst einen Morphismus Ld/Gm,k
Ψ−→ FA,G.
Dazu bemerken wir, dass im affinen Fall L˜d/Gm,k ∼= S˜ die universelle Fam-
ilie X˜ mit G-Operation tra¨gt (3.6, 3.7). Man bekommt also offensichtlich
einen Morphismus
S˜ → FA,G|Affok ,
(wobei Affok die Kategorie der affinen Schemata u¨ber k ist), der fu¨r die
triviale Operation von G auf der rechten Seite G-a¨quivariant ist. Deswegen
ergibt sich durch Garbifizierung ein Morphismus
Ld/Gm,k = G\L˜d/Gm.k → FA,G.
Eigenschaft (i) ist klar wegen 3.2. Fu¨r Eigenschaft (ii) wa¨hlen wir S ∈
Schk und setzen S
′ := Sred (das reduzierte Schema von S). Offenbar ist
S′ → S endlich radizial, und wir zeigen jetzt, dass es einen Isomorphismus
gibt
(Ld/Gm,k)(S
′)
∼−→ FA,G(S′).
Wir ko¨nnen dabei annehmen, dass S′ reduziert ist und sogar affin: S′ =
SpecR.
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Die Abbildung ist surjektiv: Sei
φ = (X
G−→ SpecA×k SpecR) ∈ FA,G(S′).
Durch Komplettierung bekommen wir
Xˆ
G−→ SpecR[[y]]y y
X
G−→ SpecA×k SpecR
mit Aˆ = k[[y]]. Wir schreiben s¯ fu¨r den separabelen Abschluss eines Punktes
s ∈ S′ und erweitern die obige Gruppenoperation durch Basiswechsel via
Spec OˆS′,s¯ → SpecR zu
Xˆ ×SpecR Spec OˆS′,s¯ G−→ Spec OˆS′,s¯[[y]]y y
Xˆ
G−→ SpecR[[y]]
Wir haben jetzt einen Isomorphismus
Xˆ ×SpecR Spec OˆS′,s¯ ∼−→ Spec OˆS′,s¯[[x]].
Dies folgt aus ([4], Abschnitt 4), wo der verselle formelle infinitesimale De-
formationsring berechnet wurde (und man Effektivita¨t hat wie im Beweis
des Hauptsatzes A (4.4)). Mit Hilfe der Artinschen Approximation ko¨nnen
wir S durch eine e´tale Umgebung ersetzen; danach sind wir in der Situation
Xˆ = SpecR[[x]]
G−→ SpecR[[y]].
Ein Element σ ∈ H ⊆ G operiert auf R[[x]] durch
σ(x) = a0 + a1x+ a2x
2 + . . . ,
und wir haben a0 = 0 und a1 = 1 modulo alle Primideale p von R. Da R
aber reduziert ist, ist
⋂
p = {0}, weswegen a0 = 0, a1 = 1. Wir ko¨nnen
also σ(x) = x+ θ(σ)x2 + . . . schreiben, und θ : H → R bildet H auf einen
Fq-Vektorraum in R ab: Durch direkte Berechnung stellt sich heraus, dass
θ additiv ist, und wenn wir die Operation τ(x) = ζx+ . . . eines Torusteils
beru¨cksichtigen, finden wir leicht, dass ζ−1θ(H) = θ(H). Desweiteren ist
θ(H) nicht-entartet, da θ fu¨r jede Spezialisierung injektiv ist. Also bekom-
men wir ein Element θ(H) in L˜d, das auf φ abgebildet wird.
Die Abbildung ist auch injektiv: Wenn V und V ′ in R die gleiche
U¨berlagerung u¨ber SpecR × SpecA liefern, sind die ω-Invarianten gleich
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in jedem geometrischen Punkt s¯ von S′ (1.20 gilt fu¨r henselsche Ringe),
weswegen V und V ′ sich ho¨chstens um ein Skalar in R× unterscheiden. 
In 3.6 wurde gezeigt, dass das Schema S˜ den Funktor L˜d/Gm,k grob
darstellt. Wir haben gerade gesehen, dass dieser Funktor FA,G konfiguriert.
Man kann also S˜ als eine Art von
”
grobem Konfigurationsraum“ fu¨r FA,G
betrachten.
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