The form g is invariant under any bi-holomorphic mapping which preserves the measure . W e shall say that X is a Koszul manifold if g is non-degenerate. This gives X the structure of a pseudo-K ahler manifold for which the measure preserving bi-holomorphisms are isometries. The pseudo-K ahler form is de ned by U; V = gJU;V:
Examples of Koszul manifolds include all bounded homogeneous domains and thus, all Hermitian symmetric spaces. In fact, all pseudo-Hermitian symmetric spaces are Koszul. There are also many lesser known examples. Even in rank one, the class of homogeneous Koszul manifolds seems to be so large as to defy precise classi cation, although much i s k n o wn. See P2 . That rank one Koszul manifolds This work was supported by NSF Grant 8505771
Typeset by A M S-T E X exist in such abundance is somewhat surprising, considering that of course, the only rank one Hermitian symmetric spaces are the unit balls in C n .
This work is based upon the belief that the class of homogeneous Koszul manifolds represents a natural generalization of the class of Hermitian symmetric spaces. It seems interesting to ask to what extent results obtained for symmetric spaces are true for general Koszul manifolds. Speci cally, w e are interested in attempting to understand to what extent harmonic functions, and their generalizations, may b e described in terms of their boundary values. Ideally, w e w ould like an analogue of the solution to the Helgason conjecture obtained in KKMOOT .
At the moment, this ideal seems quite far away. Just to formulate a Helgason conjecture, one needs to de ne an appropriate concept of boundary for such manifolds. One must also de ne and understand the appropriate class of di erential operators. In rank one, however, many of these technical di culties disappear. The class of operators seems apparent. Corresponding to the pseudo-K ahler structure there is a canonical, second order di erential operator , the Laplace-Beltrami operator. See below for the de nition. For a rank one symmetric space, this operator generates the algebra of invariant di erential operators. The`harmonic functions' one studies are the eigenfunctions for this di erential operator.
There is also a natural concept of boundary for a rank one Koszul manifold X.
In P2 , we showed that X could be realized as a domain in C n . The speci c realization will be described in x2 below. However, let us mention a few of the general features of this realization. Since X is rank one, there is a group G = AN which acts transitively on X where N is nilpotent and A is a one parameter group which normalizes N. In the realization of P2 , N has one dimensional center and acts transitively on the topological boundary of . Thus, the boundary may b e identi ed with N=R where R is a closed subgroup of N. It will be seen below that the domain may be identi ed with AN=R. F urthermore, there is an isomorphism of A with R + such that approaching the boundary is equivalent with approaching 0 i n R + . It turns out that relative to this boundary, has regular singularities in the sense of O or OS . This allows us to de ne the boundary value of any eigenfunction or more generally, eigenhyperfunction provided the eigenvalues stay away from a certain`singular set'.
The goal of this work is to study the eigenvalue problem for in the case that X is rank one. It turns out that o of the singular set, the boundary map is one-to-one. We w ould like to be able to describe its image and to compute an explicit inverse the Poisson kernel. In this work we a c hieve this goal, modulo certain restrictions. The Poisson kernel is explicitly given in terms of the exponential of a certain pseudodi erential operator on N. Whenever these exponentials exist and are explicitly computable, and when the eigenvalues stay a way from the`singular set', then the Poisson kernel is explicitly computable as well. More precisely, suppose that X is identi ed with AN=R as in the above paragraph and A is appropriately identi ed , 2 cos t ,1 e ,it dt:
We describe how to de ne this integral for the values of of interest. The Poisson kernel operator then is the operator D , ,1 T : We also describe how to compute D , ,1 . There is also a description of the class of solutions so obtained the so called`moderately growing' solutions. The singular set is described in formula25n below where may be taken to be the representation of R de ned by exponentiating ,i.
Practical application of our results would require not only the ability to exponentiate the operators but also a detailed knowledge of their spectrum in order to determine the singular set. Remarkably, it turns out that in most cases of interest, this information is available. In fact, these operators were studied in P1 where the required information was worked out in considerable detail. Thus, the present work, together with P1 , amounts to a complete solution of the eigenvalue problem for for large classes of groups. Even for groups for which these exponentials are not explicitly computable, our techniques yield considerable information.
Our results also, however, are considerably less precise and less general than what is obtained in the Hermitian symmetric case. The space of boundary values we w ork with is a space of rapidly decreasing C 1 functions. T ,1 N L + i n t h e notation of Corollary27n below. Certainly, one can do much better. However, this is a topic for further investigations at some later date. It is probable, however, that some restriction on the boundary values is to be expected. The boundary we use is not a precise analogue of the boundary of a symmetric space. Our realization of X is always non-compact. Thus, for example, we study the upper-half plane instead of the unit disc. Our boundary would then be R instead of T. This has the consequence that in the general theory, one must control the regularity at the in nite point. One can de ne compacti cations for the spaces in question.
However, the transformation de ned in x3 below does not seem to exist on the compacti cation.
Our calculations are all based on a fascinating relationship between the Casimir operator on Sl2; R and the operator . Explicitly, i n x3 w e de ne a unitary transformation which transforms into the Casimir operator of the universal cover of Sl2; R acting on an in nite dimensional Hilbert bundle over the upper half plane.
We then proceed to solve the eigenvalue problem for this operator by generalizing the methods of O . That such a transformation would exist is somewhat remarkable in that, in general, Sl2; R does not act in any natural way o n X. In fact, there exist very simple examples of X with solvable isometry groups. Presumably, in higher rank, other semi-simple groups would play a role.
Section 1. Vector Valued Boundary Values
In this section, we describe the modi cations of the boundary theory developed in O necessary to deal with solutions valued in in nite dimensional vector spaces. All of our arguments are motivated by the arguments given in O . We should note that we deal solely with the C 1 category while O treats primarily the analytic category.
Let V be a countably normed, complex Frechet space. Let R be an open set and let D ; V be the space of compactly supported, V-valued C 1 functions on , given its usual topology. I f K R is compact, we de ne DK;V t o b e t h e direct limit of the spaces D ; V where K . By a V valued distribution on , we mean an element of EndD ; C;V The space of continuous, linear mappings of D ; C i n to V. We denote this space by D 0 ; V. In general, we shall endow all such`End' spaces with the strong topology uniform convergence on bounded sets. This space is a module over both C 1 and EndV. for all 2 D ; C. It follows from the Banach-Steinhaus theorem that the sequence of partial sums of v i ; i is bounded in V. In particular, fv i ; i g is a bounded set. However, this implies that the set fc i v i g is bounded for any c hoice of constants c i . This is only possible if the sequence v i is nite. This proves the lemma.
Let f : 0 ; a ! V be given. We shall say that f has moderate growth if there is an 2 R such that t ft is bounded as t ! 0 + . Lemma 3. Let u : 0 ; a ! V be C 1 and have moderate growth. Then there is a v 2 D 0 ,1; a ; V which is supported in 0; a and which agrees with u on 0; a . Proof There is an n 2 N such that vt = t n ut is bounded near t = 0. It follows that the lemma is true for v. The desired distribution is obtained by division by t n . This is possible since the image of the operator de ned by m ultiplication by t n is closed and complemented in D,1; a ; V. The complement is spanned by functions of the form t k v k for integers 0 k n and v k 2 V and where is a Pu n n = P ,n + 1u n n + ::::
where`....' refers to terms involving k with k n . F or P u= v, clearly we require u n = P,n + 1 ,1 v n . Furthermore, for this choice of u n , v , Pu n n will only involve k with k n . T h us, we m a y continue by induction to uniquely determine u so that Pu = v. Lemma 7. Each P j u j vanishes to in nite order at t = 0 .
Proof Assume that each P j u j has been shown to vanish up to order k j . Then there are C 1 functions v j such that t s j P j u j = t r j v j where r j = k j + s j . Let r be the minimum of the real parts of the r j . W e claim that if re r l = r, then v l 0 = 0 . This will allow us to write v l = tṽ l whereṽ l is C 1 . This increases the value of r. Thus, our result will follow b y induction on r. To show our claim, let re r l = r. W e note that on 0; a , 0 = X t r j ,r l v j :
Let j = r j , r l . Letting t tend to zero, we see that
The j are distinct and purely imaginary. Such a limit can be zero only if all of the v j 0 in the sum are zero. This is a simple`uniform distribution' argument which we leave to the reader. This nishes the proof of Lemma7n. Thus, Qũ = b0u 1 0 0 , proving the theorem. In addition to the above results we shall require a`change of variables' formula.
Let P be as in Theorem 5. Assume that V = C 1 1 ; V 1 where 1 is an open subset of R n and V 1 is a countably normed Frechet space. Suppose now that we are given a di eomorphism mappingX = , ; 1 onto an open subset of R 2 where 2 R n is open. Let the coordinates ofX be denoted t; x and let t; x = 1 t; x; 2 t; x: 7 We assume:
1 There is a strictly positive C 1 function b onX such that 1 = tb.
2 For all x 2 1 , the function x = 1 ; x is injective o n , ; .
3 There is an interval ,c; c contained in the images of all of the x .
4 There is a 0 a such that : ,a; a 1 ! ,c; c 2 . We de ne a C 1 function h : ,c; where R is given by an expression such as formula5n with m = 1. Hence, expressing P 0 in a form similar to formula4n, P T= T P 0 = T P 0 0 + yR 0 = P 0 + tR 00 T where again R 00 is as in formula4n. Our result follows from the density of the image of T. Now w e come to the change of variables theorem. Let P and P 0 be as above and let s be a xed characteristic exponent for P 0 and hence for P. We shall denote the respective boundary maps by BV 0 and BV. Proof We begin by applying formula6n to P 0 , concluding that there is a di erential operator Q 0 such that y ,s+1 P 0 y s = Q 0 : Then T Q 0 = b ,s+1 t ,s+1 P t s b s T: We conclude that there is a di erential operatorQ such that T Q 0 =QT. W e repeat the above sequence of arguments, beginning with the equality P 0 = y s+1 Q 0 y s , concluding that P = t s+1 b s+1Q b ,s t Section 2. The Laplace-Beltrami operator In this section, unless otherwise stated, we shall adopt the convention that Lie groups will be denoted by upper case Roman letters and the corresponding Lie algebra will be denoted by the corresponding upper case script letter. We shall also assume that all Lie groups explicitly stated a s b eing nilpotent are r ealized so that the exponential mapping is the identity mapping.
We continue the notation established in the introduction. We begin by recalling the general de nition of the Laplace Beltrami operator. We consider g as a real two-tensor on the bundle TX. Let T X c be the complex cotangent bundle for X. By duality, H gives rise to a Hermitian scalar product H on this bundle. Let T X c = T X Then is the`Laplace-Beltrami' operator for the manifold. In general, this operator will be non-elliptic and non-hypoelliptic, due to the fact that H, while nondegenerate, will usually be non-de nite.
We wish to explicitly compute in the rank one context. We shall require the basic structure theory of rank one Koszul manifolds as developed in P2 . Explicitly, we showed in P2 that every rank one, homogeneous Koszul domain is realizable as a homogeneous nil-ball. To recall the de nition, let N be a nilpotent Lie group with Lie algebra N. Let 2 N . A complex subalgebra P 0 N c is a totally complex polarization for if it satis es the following properties: a Z 2 P 0 if and only if Z;P 0 ker . b P 0 + P 0 = N c .
Given a totally complex polarization, there is a canonical way of associating a domain with it. Explicitly, w e let P = P 0 ker . By forming a quotient, we may assume that the kernel of contains no non-trivial ideals. We refer to this condition as`e ectivity'. In this case, the center Z of N is one dimensional and is non-trivial on Z. Let However, suppose that t ! t, t 2 R + , is a one parameter group of semi-simple, R-split automorphisms of N. We shall say that the pair ; P 0 is homogeneous if t preserves P 0 and t = t for all t. In this case, the action of t on N c projects to an action on N c =P. Theorem 11. Let X be a rank one Koszul domain on which a completely solvable Lie group acts transitively. Then X is bi-holomorphic with a dilated nil-ball.
In passing from algebraic data on G to geometric data on Y , it will be useful to use the well known description of TY as a homogeneous G-bundle. Explicitly, let be any representation of R in a vector space V. W e let R act on G V by g;vk = gk; k ,1 v
We let denote the mapping of G V!G=R de ned by the quotient mapping on G. W e then de ne G V = GV=R. This de nes a homogeneous vector bundle over G=R with the projection mapping induced from . The sections of G V may be identi ed with mappings F : G ! V which satisfy Fgk = k ,1 F g for all g 2 G and k 2 R.
The real tangent bundle TY is obtained in this manner using the adjoint representation of R in Y = G=R. Clearly, the sections are de ned by v ector elds on G which satisfy the above formula, modulo R. W e m a y describe the action of such a section on C 1 Y . Let us agree that if f is a C 1 function on G and X is a lie algebra element, then RXf is the action of X on f as a left invariant di erential operator and LXf is the right i n variant action of X on f. Hence R is the derivative of the right regular representation and L is the derivative o f t h e left regular representation. Any C 1 function f on Y may be identi ed with a right R-invariant function on G. Then the action of F on f is given by F f g = RFgfg:
Every Lie algebra element X in G de nes a section of this bundle by the formula Xg = a d g ,1 X:
The corresponding vector eld on Y is again denoted by LX. Now L is the derivative of the left action of G on Y .
The complex tangent bundle is similarly obtained by projection from G c . Generally speaking, the requirement that a algebraic concept on G c de ne a G-invariant geometric structure on Y is that it project to an ad R invariant object on Y c .
Our rst application of these ideas is to describe the complex structure on G=R. Since Z o is central, the real tangent space to at z o is N c =P, thought of as a real vector space. The complex structure is de ned by the natural complex structure on N c =P. The identi cation of G=R with N c =P is obtained by mapping A into iZ o and N into N c =P by means of the identi cation N=R = N + P=P:
From this, the complex structure J on G=R may be described as the inverse image of that on N c =P. Rather than describe it as an operator, however, it is easier to describe the corresponding decomposition of Y c = G c =R c into the i eigenspaces of J. Let To explicitly describe these operators, we c hoose a subset fZ 1 ; : : : ; Z n,1 g P consisting of joint eigenvectors of t, which projects to a basis of P=R c . These elements, together with W o , project to a basis for Q=R c . There is a subset fW 1 ; : : : ; W n,1 g P which is dual to the Z i in the sense that HZ i ; W j = i;j :
Note that HW o ; W o = 1 and that W o is orthogonal to the Z i as well as the W i . The following simple lemma is left to the reader. The idea of the proof is to prove it at the identity coset, and then to use G-invariance to conclude it in general. Conversely, m a y be considered as a V-valued di erential operator. It is clear that has regular singularities at y = 0 as a V-valued di erential operator. Thus, the boundary value of any eigenfunction for in C will be in V. See x1 a b o ve.
Similar comments hold for. Clearly, s = s + n , 1=2. Thus, there is an obvious correspondence between the characteristic exponents. The operator U of course gives rise to a one-to-one correspondence between the relevant eigenfunctions for and those for. It is trivial to see that the boundary values for corresponding characteristic exponents also correspond under U. T h us, for our purposes, it is entirely equivalent to consider in place of . Actually, it is also convenient to`shift' the eigenvalue slightly. T o explain this, we note the following:
Proposition 14. As a V-valued di erential operator, the operator has regular singularities at y = 0 . The indicial polynomial is s = ss , 1 + 1 , n 2 =4. In studying the eigenvalue problem, we i n troduce the operator = , 1 The signi cance of the operator T N is that it`decouples' the operators LZ o and N . T o explain this, note that H may b e i n terpreted as the space of square integrable sections over N=L of the Hermitian line bundle E = N C. The manifold N=L has a complex structure where the space of tangent v ectors of type 0; 1 is de ned by the projection of P to N c =L. This structure is pseudo-Kahlerian, relative to the Hermitian form de ned from the projection of the restriction of H to N. In this complex structure, E is a holomorphic line bundle. As was done above, we de ne the Laplace-Beltrami operator which acts on C 1 sections of E. The observant reader will note that the rst term on the right in the above formula is just the Laplace-Beltrami operator for the upper half-plane H + . There is, in fact, a deep relationship between S and the Casimir operator for the group S =Sl2; R ' refers to the simply-connected covering space.
We c hoose as a basis for the Lie algebra S = sl2; R, the elements de ned below. Section 4.Sl2;R We continue with the notation established in the last section. We shall also let be the Cartan involution. This is the automorphism of S whose di erential is the negative of the transpose mapping on the Lie algebra.
As discussed above, our goal in this section is to study the boundary values associated with the eigenvalue problem This easily implies formula27n.
From formula27n, we m a y consider as a V K valued di erential operator on C 1 ,1; 1; V K . It is clear that has regular singularities at 0 and, for moderately growing solutions on 0; 1, the boundary values will belong to V K . W e shall study the boundary value problem on this space.
The groupK acts on V K both by left translation and by m ultiplication by k ,1 . The boundary map commutes with these actions. Clearly, for all 2 C, the operator P = +1, 2 =4 i s C 1 on C 1 ,1; 1; V K and has regular singularities at 0 in the sense de ned in x1. Then P s = s , 1 + =2s , 1 , =2.
The characteristic exponents are s = 1 =2: Now, let A be the space of all solutions to P u = 0 i n C 1 0; 1; V K which have moderate growth as t ! 0. For each u 2 A there is a pair of boundary values Bu corresponding to s . These boundary values are uniquely determined elements of V K . We set Bu = B + u. Recall that we h a ve normalized by requiring re 0.
We m a y identify Bu with an element o f H 1 ; for a certain representation ; of S K. We let P be the span of N 0 and H 2 . Let P o be the connected subgroup of S corresponding to P o and P = ZP o . W e de ne a character on P o by requiring its di erential to be zero at N 0 and 1 + at H 2 .
There is a unique representation ; of P K, v alued in H , which equals I on P o , on Z P o and on feg K. Let H ; to be the space of all H valued functions f on S K such that 1 fgp = ; p ,1 fg for all p 2 P K and g 2 S K. 2 jjfjj de nes, upon restriction toK, an element o f L 2 K=Z. We use Haar measure onK=Z, normalized to give the quotient unit measure. We let ; g be the representation of S K de ned by left translation by g ,1 in this space. This representation is unitary onK K. W e will usually realize this representation in the obvious space of H v alued functions onK, obtained by restricting elements of H ; t õ K f eg. O n feg K, this representation is just the pointwise action of . The reason we h a ve included the extra factor ofK in our de nition of ; is to make the space of C 1 vectors be C 1 maps in the H 1 topology. Explicitly, w e h a ve the following lemma. Lemma 16. The space H 1 ; is V K . Proof The fact that H 1 ; V K is easily seen. To prove the equality, w e m ust show that the ; action is C 1 on V K . Explicitly, w e need to show that for all f in V K and for all g 2 H ; , the mapping of S into C given by s ! ; sf;g is C 1 .
The action of ; s is given by a formula of the form ; gfk = ag;kfbg;k where a and b are C 1 maps of S K intoK. The above scalar product may b e de ned by a n i n tegral over a compact set. Since f is C 1 , it is clear that this de nes a C 1 function, as desired.
There is a mapping T ; from H 1 ; i n to A . T o de ne this, note rst that there is an obvious pairing between ; and ,; . In fact, if f 2 H ; and g 2 H ,; , then we de ne It is easily seen that this element, in fact, belongs to H 1 . Furthermore, T ; F satis es formula23n. We s a y that T ; F has moderate growth if it has moderate growth when considered as a V K mapping as explained below formula26n. Proposition 17. For all F 2 H 1 ; , T ; F is an eigenvector with eigenvalue q = 1 , 2 =4 for C. F urthermore, T ; F has moderate growth.
Proof For the rst statement, it su ces to show that ; C = qI on H ; . Let A = ,i H 0 . We note that the function v n w is uniquely determined by the facts that v n we = w and ; ,iH 0 v n w = A + nv n w:
The in nitesimal action of S on the v n is easily described. The Let X and Y in S c be de ned by X = H 2 , iH 1 =2 and Y = H 2 + iH 1 =2: Let x, y and h be respectively, the images of X, Y and ,iH 0 under ; . Then h; x = ,2x, h; y = 2 y and y;x = h. Lemma 18. 2xv n w = +1,n,Av n,2 w, 2yv n w = +1+n+Av n+2 w, and hv n w = n + Av n w. Proof Note that hxv n w = xhv n w , 2xv n w = A + n , 2xv n w:
Thus, xv n w = v n,2 w o where w o = xv n we. This is easily evaluated using the covariance of v n w as an element o f H ; and the fact that H 1 = 2 N 0 ,H 0 . We nd that 2w o = + 1 , A , nw. This proves the rst equality. The rest of the lemma follows similarly.
In these terms, it is easily seen using the above lemma that on the span of the v n w, Since the v n w are clearly dense in H 1 ; , this proves the rst statement.
Next we prove the moderate growth. For this, let a = exp 1 2 log tH 2 and let G = T ; F. We shall show that a ! t re =2 RaGjK de nes a bounded mapping of 0; 1 into V K . This is equivalent t o s a ying that for all n amd m, the function a ! t re =2 Ra H 0 n RH 0 m GjK 30 is bounded as a map into the space of continuous, H v alued functions.
Of course, it su ces to prove that the functions in formula30n have uniformly bounded scalar product with any w 2 H . For this, we note that for k inK, and w 2 H , Gka; w = T w ; Fka = ; k ,1 F; ,; a ,1 v 0 w : A similar equality is true for H 0 n RH 0 m G. The moderate growth follows from the following lemma. We shall postpone the proof of this lemma until after Proposition26n. .
Lemma 19. For a as above, t re =2 jj ,; a ,1 v 0 wjj is bounded as t ! 0. Let F 2 H 1 ; . From Proposition17n, T ; F de nes an H 1 v alued distribution on 0; 1 which extends due to the moderate growth to a distribution on ,1; 1 which is supported in 0; 1. It follows that the boundary value of this element i s a w ell de ned element o f V K . Thus, we obtain a mapping T : H 1 ; ! V K . W e identify V K with H 1 ; b y means of Lemma16n. This operator may be explicitly computed. The indicial polynomial for P o ,q is the same as that for P . Since we h a ve assumed that the roots do not di er by a n i n teger, it follows from the theory of ordinary di erential equations with regular singularities C , Theorem 3, p.158 thatũ n has a unique expansion of the form u n t = u n;+ tt s + + u n;, tt s , 35
where u n; are C 1 on some neighborhood of t = 0 . F rom Theorem6n, the boundary value of the solution u n is the function e ,i , u n;+ 0:
More generally, w e s a y that an element v of H 1 ; i s K-nite if it is a nite linear combination of such v n . W e denote the space of all such elements by H f ; . It is well known that this space is invariant under the in nitesimal action of S. W e de ne the linear functional on H f ; b y v ; = T ve:
Note that from the above comments v n ; = u n;+ 0. t d dtũ n whereũ n is as above. Our formula follows easily by di erentiation in formula35n. Now, let us compute T . It is obvious that T intertwines theK actions. In particular, it follows that there is a constant c n such that T v n = c n v n . Proposition21n will follow from formula32n, once we h a ve proven the following:
Lemma 23.
,1 , + =2,1 , , =2 :
Proof We note that c n = v n ; where is as above.
Let X and Y be the elements of S c de ned above. Writing 2X = H 2 , 2iN 0 + iH 0 and using Lemma22n, we see that 2 ; X;0v n ; = 1 + , n , v n ; :
From Lemma18n, we get: 1 + , n , c n,2 = 1 + , n , c n : If , is not of the form 2k + 1 for some integer k, the coe cients are never zero and we conclude that c n+2 = c n . Note that, by de nition, n is even. If , is of the form 2k + 1, then + is not of this form and the same conclusion follows from similar arguments applied to Y .
To e v aluate c o , w e w e note that the boundary value corresponding to v 0 may be explicitly computed. This involves explicitly computing the expression in formula35n. The computation is essentially the same as that of formula 11.3 in B , so we shall be brief. Since we w ant t o l e t t ! 0, we shall limit ourselves to 0. In formula34n, we let = , and make the substitution y = sinh Then, we see that E = ,i X ,1 n e ,ijnj exp nH 0 : 39 If is real, the computation of the inverse is much subtlier. Formula37n is valid only if cos + cos 6 = 0 . We write = 3 4 where 4 has discrete spectrum, supported in f j cos + cos = 0 g and 3 is supported o of this set. On H 3 , the inverse is described by formula37n. This will, typically, b e a n unbounded operator, even on H 1 3 .
On H 4 , the inverse will be obtained by i n verting formula36n. Explicitly, = , 1 + 2 k for some non-negative i n teger k. k is non-negative due to the non-singularity assumption on . In the case = + 1 + 2 k, w e h a ve:
= ,1 k ,k + 1 ,1 + + k,,2 +1 sin Recalling that by assumption 0, we see that the corresponding operator is unbounded if the support of 4 is in nite, although it is continuous on H 1 4 . In the case = , , 1 , 2k, w e obtain the identical expression for c 0 ,1 .
We n o w de ne the Poisson kernel. Explicitly, w e de ne P ; = D , ,1 T ; :
Here, D , ,1 is considered as a partially de ned operator on H 1 ; . Our main result of this section is the following. Since Bu 0 6 = 0 , w e m ust have 0 = u e = u e. Applying the same argument to translates of u shows that u = 0 and hence that u = 0, proving the lemma. Now, let u 2 A . By construction, BT ; Bu = D Bu= BD u: It follows that T ; Bu = D u, which is equivalent with u = P ; Bu. This nishes the theorem. The boundary theory described above is adapted to theKAK decomposition of S. As commented above, we require a theory adapted to theKANdecomposition. The di erence is somewhat analogous to doing harmonic analysis on the upper half plane instead of the unit disc.
We use the mapping of formula20n to de ne coordinates x; y; o n S where x; y; 2 RR + R. In these coordinates, the Laplace-Beltrami operator on A is given by formula21n.
Let V S and C S be as de ned following formula24n. Now, we de ne C S to be the space of all eigenvectors for C in C S with eigenvalue q = 1 , 2 =4. Our most immediate problem is to prove the non-triviality of this space. For this, we shall use the operator T ; above, but described in the`non-compact' picture. It follows from Proposition26n that we m a y in fact interpret L as a subspace of H 1 ; . More over, it is clear from formula40n that the elements of L de ne C 1 mappings in theK realization. Thus, L H 1 ; . When discussing elements of L, w e shall use a tilde when they are thought of as de ned on R and will omit the tilde when they are thought of as elements of H 1 ; . This is consistent with the notation de ned in formula40n. The following lemma establishes the non-triviality of C S .
Corollary 27. LetF Again, the result is square integrable. The L 2 R rate of growth as t ! 0, is determined by the norm of ,; a ,1 v o w i n H ,; which is computed in Lemma19n. We see that T ; F has moderate growth as an L 2 R v alued map. It follows by applying the same arguments to the derivatives of F and to powers of H 0 o n F that T ; F in fact has its image in V S and has moderate growth as a V S valued map. growth as a map into C + . This proves the corollary. Now, it is easily seen that in the coordinates de ned by , the Laplace-Beltrami operator has regular singularities. Thus, any solution u 2 C S has a boundary value B N u which is an element o f V S . The description of the boundary map is essentially the same here as given was above Theorem24n.
Proposition 28. Let We w ould like to apply the change of coordinates theorem Theorem10n above.
If cos 6 = 0, then extends to ,1 t 1 as a C 1 function. Let =4 = 2 and let R = f; j j j g: Let = = cot . Then, for all ; 2 R , the function t ! tbt; ;
is strictly increasing on , ; and contains , ; in its image. Since b depends only on and t, it is easily seen that there is an interval ,a; a i n , ; for which satis es conditions 1-4 of x1. We de ne V K to be the subspace of elements f of C 1 R ; H 1 which satisfy f; = exp,H 0 f; 0: It is clear that for all as above, P restricts to an operator which w e call P on D, ; ; V K which has regular singularities. In fact, P and P have the same characteristic polynomial and the restriction mapping commutes with the boundary mappings on moderately growing solutions, as the reader may readily verify for himself.
Next, consider the space V S . This space injects into C 1 R; H 1 . We extend elements of C 1 R; H 1 to functions on R 2 which satisfy gx; = exp,H o gx; 0:
We let W denote the space of all elements of C 1 R 2 ; H 1 which satisfy this condition. The operator C = C , 1 , 2 =2 has regular singularities on functions valued in W and the boundary map commutes with the injection of V S into W. Let T : C 1 ,a; a; W ! C 1 , ; ; V K be the mapping de ned from as in x1. Then T intertwines C and P . Thus, the boundary values of corresponding eigenfunctions must be related by Theorem10n.
Combining this with Proposition21n, we conclude that for , , 
