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I. Nakanishi and D. L. Anderson
Nakanishi & Anderson ( 1983, henceforth Paper I) have applied Sa to's method to multiple Love and Rayleigh waves. Backus (1964) and Zharkov & Lyubimov (1970) , however, pointed out that great circle phase velocities and eigenfrequencies are insensitive to odd harmonics of the aspherical heterogeneity of the Earth. To obtain a complete description of the Earth's asphericity, we need to consider both minor (G 1 , RI) and major (G 2 , R 2 ) arcs. Nakanishi & Anderson (1982) analysed Rayleigh wave group velocities along this line. In the present paper we apply a similar method to the determination of phase and group velocities oflong-period Love and Rayleigh waves ovrcr many minor and major arcs.
Information about the earthquake source, such as origin time, source location, source mechanism, and source finiteness, is required when measuring velocities by the single-station method. Our data are long-period seismograms of fundamental-mode Love and Rayleigh waves from 17 large earthquakes that occurred during 1980. It is often difficult to determine the Myz and Mxz components of the moment tensor of shallow earthquakes (Kanamori & Given 1981 ) . These components affect the initial phase of the surface wave which is used to calculate the phase velocity in the single-station method. To constrain Myz and Mxz, Nakanishi & Kanamori (1984) added P-wave first motions to the surface wave data and redetermined the source mechanisms of the earthquakes analysed by Kanamori & Given (1982) . In the present paper we use these results to calculate the initial phases.
We must also consider the finite duration of the source process. Nakanishi & Kanamori (1984) measured source durations with a method proposed by Furumoto & Nakanishi (1983) . Using this method we can calculate the source process time as accurately as we can measure the great circle phase velocity. All previous single-station measurements of group velocity of long-period surface waves have ignored the source duration. Some great earthquakes (e.g. the 1960 Chilean and 1964 Alaskan earthquakes) have source durations of about 400 s (Furumoto & Nakanishi 1983 ). This introduces significant errors in group velocity determinations.
Correcting for these source effects we determine phase and group velocities of G 2 , G 3 , R 2 and R 3 , and interpret the observations in terms of lateral variations by adopting a spherical harmonic representation. We pay special attention to errors in the odd harmonics determined by the inversions. We will show that our approach gives a realistic view of the lateral heterogeneity of the upper mantle. Finally, we will correlate the surface wave results with other geophysical observations.
Data set
We analysed digital seismograms from 17 large (Ms 2: 6.5) earthquakes recorded by IDA (International Deployment of Accelerographs: Agnew et al. 1976) and GDSN (Global Digital Seismographic Network: Engdahl, Peterson & Orsini 1982) networks. The latter network consists of SRO, ASRO and DWWSSN stations. We used NEIS (National Earthquake Information Service) epic entre locations and origin times in this study. These are listed in Table 1 . We use the double-couple point-source solutions and source process times determined by Nakanishi & Kanamori (1984) . We selected 13 earthquakes for phase velocity measurement using the following criteria. First, at least one of the two nodal planes is well constrained by P-wave first motions. Second, to minimize the effect of the source finiteness, a small event is chosen from a group of earthquakes occurring in the same region, such as event 16 (Santa Cruz Islands earthquake sequence) and event 21 (Loyalty Islands earthquake sequence). Table 2 lists the source process times (r), source depths (d), seismic moments 
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(M 0 ), and source mechanisms (dip o, slip angle ' A, and strike rt>) of the 13 earthquakes.
Focal mechanism diagrams of the earthquakes arc shown in Fig. 1 . Nakanishi & Kanamori have obtained these solutions using radiation patterns of Rayleigh waves recorded at IDA and GDSN stations and the P-wave first motions read from WWSSN and GDSN records. We do not believe that adding the Love wave information to the Rayleigh wave and the P-wave first motion data would further help to constrain the source mechanisms. As the results of Paper I and this paper show, Love waves suffer more from the lateral heterogeneity of the upper mantle than do Rayleigh waves in the period range concerned. Our viewpoint here is to determine source mechanisms from seismic data which are least sensitive to lateral C =phase velocity; U =group velocity; G =Love wave; R =Rayleigh wave. heterogeneity. The source mechanisms listed in Table 2 were obtained by using laterally homogeneous phase and group velocities and Q. We add four earthquakes (events 10, 17, 18 and 25) to the 13 earthquakes when measuring Love wave group velocities in order to increase the size of the data set. The source process times of the four earthquakes are listed in Table 2 . As will be shown later, the Love wave group velocities are very insensitive to source mechanism in the period range of concern.
We used the same transverse component and vertical component seismograms as those used for the great circle phase velocity measurement of Paper I. We applied group velocity windows 4.5-4.2 and 4.0-3.35 km s-1 to Love and Rayleigh waves, respectively. We measured phase and group velocities of G 2 , G 3 , R 2 , R 3 and a few R 4 . The numbers of waves analysed for each earthquake are summarized in Table 3 . Fig. 2 presents surface wave paths for phase velocity measurements. A similar path coverage is obtained for group velocity. Using data from both IDA and GDSN stations we have a very dense path coverage over the Earth's surface. 
and for the vertical component Rayleigh wave Ri, as ¢f = wt 0 + rr/4 + <Pf'-wldCf + (i -1)rr/2-<Pf-</J~ + 2Nrr,
where w is the angular frequency, t 0 is the starting time of the group velocity window, ( -rr/4 + ¢~) and (rr/4 + <Pf') are the initial phases at the source, li is the length of surface wave path, Ci is the apparent phase velocity along the entire surface wave path, the term (i-1) rr/2 comes from the polar phase shifts (Brune, Nafe & Alsop 1961) at the pole and an tip ole, </Jr is the phase delay due to finite source process, <Pr is the instrumental phase delay, 2N rr is an ambiguity of phase arising from the multi valued nature of Fourier phase, and the term (i-1) rr in (1) comes from the definition of Love wave source phase ( -rr/4 + ¢~), which is defined to be positive for counter-clockwise motion at the epicentre.
From (1) and (2), we have apparent phase velocity along the entire surface wave path,
and for Ri
We use (3) and (4) to measure the apparent phase velocities of Gi and Ri. The integer N in (3) and ( 4) is determined so as to connect smoothly with the phase velocities expected from eigenperiods of the Earth's oscillations. The length of the surface wave path li is calculated from Rucloe's formula (Bomford 1962; Maruyama 1967) on the geoellipsoid of revolution by using a geometric flattening !g = 1/297.001 and a mean radius R 0 = 6371.211 km. Frequency dependence of the ellipticity advocated by Dahlen (1975) (Dahlen 1976; Dziewonski & Sailor 1976) is not considered in this paper. This affects l = 2 spherical harmonics, but does not change the conclusions of this study. The instrumental phase delay for IDA stations is calculated from the transfer functions and the constants provided by the IDA project team at the Institute of Geophysics and Planetary Physics, University of California at San Diego. The instrumental correction for GDSN stations is made by using the transfer functions and the constants stored in the network day tapes of the GDSN data.
The correction for source mechanism (¢~ or <Pf' ) is made by assuming a double-couple point source and by using the NElS epicentre locations and source information listed in Table 2 . The azimuthal part </Js of initial phase for a double-couple source is written (Kanamori & Stewart 1976) 
where: for the transverse component of Love waves (6) and for the vertical component of Rayleigh waves
Mantle wave velocities 579 (7) where M 0 is the scalar seismic moment, Pfl), Qfl), S1 1 ), P1 1 ) and QJ?l) are the excitation functions given by Kanamori & Stewart (1976) , and the coefficients PL, qL, sR, PR and qR are determined from the fault parameters (8, A. and¢) and the azimuth of the station. We use earth model 5 .08M (Kanamori 1970) to calculate the excitation functions. Dependence of the measured phase velocities upon the assumed earth model will be discussed later. For a horizontal unilateral fault (Ben-Menahem 1961) with a delay of the main faulting from the initial break, the phase delay ¢r due to the finite source process is approximated by
where w is the angular frequency, L is the fault length, Vis the rupture velocity, C is the phase velocity of Love or Rayleigh waves at frequency w, e is the azimuth of the station measured from the rupture direction, and To is the delay of the main faulting from the initial break. We define the source process time 7 by L T=-+ 2T 0 v and rewrite (8) as
Since an origin time error is absorbed in To, the origin time errors of several to several tens of seconds do not affect the velocity measurement except for the shift of group velocity window if we correct for T. Nakanishi & Kanamori (1984) measured T for all of the earthquakes used in this paper. The measured Tare listed in Table 2 .
For a symmetric bilateral fault (Aki 1966) , the phase delay ¢r is (11)
4 v c (13) and (14) Here L is the total fault length. For the symmetric bilateral fault, the observed source process times (Table 2) 
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Thus for the bilateral fault, the phase delay is ¢r == wr(8)
where 7 is the non-directional part of the source process times and D.¢r(8) is the directional part of the phase delay. The symmetry in the bilateral fault reduces the directivity of the phase delay considerably. ¢?(8) has a maximum at 8 = 90° and 270° and a minimum at 0° and 180°. ForL=100km, T=200s,C==4.9kms-1 and V=3kms-1 ,themaximum and the minimum are 0.26180 and 0.25952 rad, respectively. The difference, 0.00228 rad, is equivalent to a directivity of the source duration of 0.14 s (see 15). Therefore, if an earthquake is bilateral we can correct for the finite source process very accurately by using the observed source process time f.
If we know that an earthquake has a horizontal unilateral fault, and know L and 8, we can correct for ¢r· If we know that an earthquake is a symmetric bilateral fault, we need correct only for f. The earthquakes used in this study, however, occurred recently (during 1980). Thus, it was generally difficult to obtain information about aftershock distributions determined by local networks or finite source models inferred from body wave waveform modelling. In this study we corrected only for the non-directional part of the source finite· ness. The effect of this simplification upon the measured phase velocities will be discussed later when making an error analysis.
GROUP VELOCITY
The group velocity Ui of Love wave Gi or Rayleigh wave Ri is calculated by using the formula:
where li is the length of surface wave path, tg is the arrival time of the wave group at centre angular frequency w on the seismogram, ¢s is the directional part of the initial phase at the source, ¢r is the phase delay due to finite source process, and ¢r is the instrumental phase delay. The path length li is calculated in the same way as for the phase velocity measurement.
Group arrival time t g is measured by making a moving window analysis (Landisman, Dziewonski & Sat6 1969 ). An important parameter in the moving window analysis is the width of the moving window. An appropriate value of the width was determined by numerical experiments on seismograms synthesized by normal mode summation. We used a width of four times the wave period and 12 times the wave period for Love and Rayleigh waves, respectively. The effect of source orientation d¢sfdw is corrected for by numerical differentiation of ¢s· This effect was ignored in all previous group velocity measurements in the period range of this study, The derivative d¢s/dw vanishes for a vertical strike-slip fault and 45° pure dip-slip fault (Ben-Menahem, Rosenman & Harkrider 1970) , and for the source at the surface (Ben-Menahem & Harkrider 1964) . Knopoff & Schwab (1968) made an estimate of the source orientation effect upon the Rayleigh wave group velocity. In the Appendix we show results of the numerical differentiation of ¢s for events 4, 21 and 26. The same initial phase ¢s as for the phase velocity measurement is used there. The results in the Appendix and for the other earthquakes show that for Love waves this source effect may be negligible, within the accuracy of the moving window analysis, except for nodal directions. Thus, we added four earthquakes whose source mechanisms are not necessarily very well determined to increase the number of Love wave paths, ignoring the small effect of source mechanism. For Rayleigh waves, however, the effect may be significant except for shallow earthquakes (events 19 and 26), and we corrected for the source mechanisms.
The source group delay due to finite source process is obtained from (10) for a horizontal unilateral fault:
As in the phase velocity measurement, we ignored the directional term of (18) and corrected only for r/2. The source process times in Table 2 are used as T.
The instrumental group delay d<Pr/dw is calculated by numerical differentiation of the same <Pr as used in the phase velocity measurement.
Error analysis for velocity measurements
In the following we estimate errors due to the uncertainty in origin time, epicentrallocation, source depth, source mechanism and source finiteness; errors in the assumed earth model; errors in instrumental response, including clock errors; and higher mode contamination of fundamental mode Love waves. The estimation is expressed as a delay time.
INSTRUMENTAL CALIBRATION
Prior to the present analysis for surface wave velocities, the same data were used to determine source mechanisrr}s and source process times of the earthquakes listed in Table 1 (Nakanishi & Kanamori 11984 ). During the source study we found some seismograms which we suspected of having errors in instrumental response. In some of the GDSN data three channels (Z, NS, EW) were interchanged in the network day tapes. Examining the polarities of rotated Love and Rayleigh waves, we corrected these malfunctions and used the corrected data in the velocity measurements. When we had possible polarity reversal, found by the examination of initial phases or noted in the GDSN day tapes, the seismograms were processed for group velocity but not for phase velocity. IDA data sometimes showed spurious phase advances or delays in the initial phases of Rayleigh waves when they were equalized back to the epicentre. Although it is possible to use these data in the velocity measurement, after correcting the phase shift by using the apparent source process time as suggested by Nakanishi & Kanamori (1982) , we abandoned all such data in the measurements of both phase and group velocities. We assume errors due to the instrumental response to be negligible.
ORIGIN TIME AND EPICENTRAL LOCATION
The values listed in Table 1 also have errors. Theoretically we could correct the error in origin time by measuring the apparent source process time as mentioned before. An examination of the differences between the spherical average phase velocities obtained from the great circle method (Paper I) and the single-station method of this paper suggests that the errors are about 3 s. Although this value is estimated from an analysis of phase velocities, the same value may be applied to group velocities.
Mislocations of explosions give us an estimate for the uncertainty in epicentrallocations of natural earthquakes. Longshot nuclear explosion (1965) on Amchitka Island in the central Aleutians was located 23 km to the north of the detonation point by the worldwide seismic network (Hel)"in & Taggart 1968). Gnome explosion (1961) in New Mexico was determined 16 km to the east of the test point (Herrin & Taggart 1962) . Based on experience in locating explosions, a value of 4 sis an estimate of the timing error associated with mislocations in the epicentre determined by the world-wide seismic network.
SOURCE FINITENESS
The non-directional part of the source finiteness is considered above in connection with origin time. Here we analyse the effect of the directional part of the source finiteness. As already shown, this effect is largest for a horizontal unilateral fault. From (1 0) and (18) the directional parts of the phase and group delays due to a unilateral fault are
As shown by Furumoto & Nakanishi (1983) , the statistical relation between seismic moment M 0 (dyne em) and source process timer (s) can be expressed by (21) Although this empirical relation is derived from low-angle thrust events along deep sea trenches, we adopt it in the following error estimate. The source process time consists of the duration of rupture propagation (L/V) and the delay time of the rupture from the initiation of the earthquake (r 0 ), as (9) shows. According to Furumoto & Nakanishi, r 0 is statistically estimated to be about 0.2r. To estimate an averaged effect of the finiteness, we compute a mean of the seismic moments of the earthquakes used for the phase velocity measurements. M 0 = 0.37 x 10 27 dyne em. From (21), we have 7 = 24 s. Thus the averaged error due to a unilateral fault is estimated to be L/2C = 0.3 7 V/C = 4.4 s, when we assume V= 3 km s-1 and C= 4.9 km s-1 . If we use the averaged value of the source process times listed in Tables 4 and 5 ). Since we assumed unilateral faulting in the above error estimation, an expected maximum error due to the finiteness is estimated to be 4.5 s. As shown already, if the earthquake is a symmetric bilateral fault, the error due to directivity is estimated to be only about OJ s.
SOURCE DEPTH AND SOURCE MECHANISM
Errors caused by uncertainty in the source depths and source mechanisms are largest at stations in the azimuths of nodes in the amplitude radiation pattern. To minimize this source of error, we eliminated data from stations within about 5° of the nodal azimuths.
The surface waves at these stations, of course, have small amplitudes. Thus they are usually removed by visual selection of data. We should note that there is a large difference between Love and Rayleigh waves (in the period range 100-300 s) in the errors due to the inaccuracy of the depth and the mechanism. The initial phases and group delays of Love waves are much more insensitive to the errors than are the Rayleigh waves. This might be one of the reasons that the effect of incompleteness in source information on single-station velocity measurements has been studied only for Rayleigh waves (Knopoff & Schwab 1968; Frez & Schwab 1976) . The other thing to be addressed about source mechanism is a possible effect of a frequency-dependent source mechanism. It is assumed that the P-wave ( -10 s period) first motion and the long-period Rayleigh waves (256 s in the study of Nakanishi & Kanamori 1984) have an identical source mechanism. As far as we know, this assumption has been adopted in all previous studies. Considering the general consistency between body wave, long-period surface wave, and free oscillation studies, we believe that this assumption does not cause serious errors in the single-station velocity measurement.
For measuring phase velocity, we select earthquakes with well-determined mechanisms. The P-wave first motions and the radiation patterns of Rayleigh waves give generally consistent results. The uncertainty in the node directions is unlikely to exceed 5°. We avoided data within this azimuthal range. To estimate the error outside this range, we examined the initial phase plots at 256 s of all the earthquakes. Including the uncertainty in the source depths, we assign the average error in the initial phases for 256 s Rayleigh waves to be 0.06 rad. This value is equivalent to an error of 1.0 and 2.4 s in phase delay for periods of 100 and 250 s, respectively. We adopt this error estimate for both Love and Rayleigh wave phase velocities. For Love waves the value must be overestimated, because of the insensitivity of the Love wave excitation function to the error in the assumed source depth.
Love wave group velocities were not corrected for source mechanisms. In addition we used four earthquakes whose source mechanisms are not necessarily very well constrained. However, the associated errors are unlikely to exceed 1 s except near the nodal directions. We discarded data within this range where d¢ 8 /dw shows a rapid azimuthal variation. Even for the four additional earthquakes, we constrain the nodal directions well (-1 0°) from Rayleigh wave amplitude radiation patterns. We estimate the error in Love wave group delays due to source mechanism and depth to be 0.5 s.
Rayleigh wave group velocities are corrected for source mechanism by using the parameters listed in Table 2 . As shown in the Appendix, the calculated d¢ 8 /dw show a strong dependence on source depth. A comparison of d¢ 8 /dw for d = 43 km and that for d = 33 km suggests that a change in source depth from 33 to 43 km can cause a change in the group delay of about 10 s. Events 4 and 21 have steep dip angles, 70° and 7 4 °, respectively. Event 14 also has a steeply dipping (8 = 70°) fault plane and is located at a depth of 33 km. For strike-slip earthquakes (events 1, 3, 8, 24 and 27) and shallow intraplate earthquakes (events 19 and 26), the errors may be at most 1 s. Considering the differences in expected errors among different types of earthquakes, an averaged error of 3 s is assigned to the group velocity measurement of Rayleigh waves in the whole period range of this study.
EARTH MODEL
Excitation functions were computed for an oceanic earth model (5.08M). The earthquakes that we analysed occurred in tectonically active regions, e.g. islands arcs and ridges. However, the use of oceanic structure may be more appropriate in studying the global lateral heterogeneity than a tectonic model, because we use excitation functions which are appropriate in the far field. Frez & Schwab (1976) studied the dependence of Rayleigh wave initial phase on the earth structure. For strike-slip earthquakes the effect may be considered to be negligible. Even for dip-slip earthquakes the effect may be negligible if the I. Nakanishi and D. L. Anderson dip angle is close to 45°. If the earthquake has a steeply dipping fault (e.g. 70°) and is located at the bottom of the crust (33 km), the expected errors reach about 2 s for the period range of concern. Those earthquakes are events 4, 14, 21 and 28. If we assign an error of 2 s to these earthquakes and assume the other earthquakes to be free from error, we have an averaged error of about 1 s. Weidner (1974) also examined the structural dependence of Rayleigh waves for the specific earthquakes in the Atlantic Ocean and reported that the effect on the initial phase may be negligible for shallow crustal earthquakes. Errors in Love wave phase velocities, and Love and Rayleigh wave group velocities due to the uncertainty in the earth model, are assumed to be of the same order as those for Rayleigh wave phase velocities. We assign an average error of 1 s as the uncertainty due to an erroneous earth structure for all of the four data sets.
HIGHER MODE CONT AM INA TION
For Love waves there is a possible problem with higher mode interference at periods around 100 s. The situation depends on the earth structure. For an oceanic structure the group velocities of the fundamental and first higher mode overlap at periods around 100 s.
Thatcher & Brune (1969) and Boore (1969) studied the effects of higher mode contamination on the measurement of phase velocity of the fundamental modes. Their analysis methods are similar, but their conclusions are different. Thatcher & Brune suggested that higher mode contamination causes anomalously high apparent phase velocities. Boore suggested that the contamination produces large scatter, but no uniform bias in measured phase velocities from a number of earthquake-station pairs. James (1971) measured the phase velocities from the phase difference of waves observed at two stations located on the same great circle path by using G 1 and G 3 waves. He reported anomalously high Love wave phase velocities from Gl> but normal values from G 3 . Schlue (1975) adopted the method of Thatcher & Brune to estimate the effects of the higher mode contamination in a wide period range from 20 to 260 s by assuming the two modes to exist in the identical group velocity window. For periods longer than 150 s the group arrivals of the first higher mode are far ahead of the group velocity window (4.5-4.2 km s-1 ) of our study. His results suggest that effects of the contamination are smaller than 0.01 km s-1 for long distances, such as those of G 2 and G 3 , and that the expected errors show fluctuations, but not any systematic high or low velocity among different periods. In Paper I we made a similar numerical experiment for the great circle phase velocity measurement (I~ 40 000 km). The results show that the higher mode contamination does not seem to cause systematic biases in the great circle phase velocity measurement.
We estimate the amplitude of the fluctuations due to the higher mode to be at most 0.005 km s -1 . However, generally we did not observe these large-amplitude fluctuations in experimental phase velocities. In many cases the phase velocities show very smooth residual dispersion curve (=observed:-calculated) in the period range of the measurement. In some cases the phase velocities exhibit strong fluctuations from period to period. Although we do not know whether the fluctuations were caused by higher mode contamination, we eliminated those data from further consideration. The estimated error of 0.005 km s-1 in phase velocity is equivalent to an error of 7.0 s in phase delay if we consider a 100 s G 2 wave observed at an epicentral distance of 90°.
The interference by higher modes can also cause error in group velocity measurements. The interference causes a ringing in the time domain and disturbs the group velocity measurement by the moving window method. Multipathing, due to possible strong lateral heterogeneity, can also cause the interference pattern on the seismograms. In our moving window analysis we examined contours of arriving energy as a function of period and group velocity when determining the ridge of the contours. In some cases the contours showed complicated patterns at shorter periods. In these cases we discarded the observations, at least those parts showing a possible interference effect, from the following inversion analysis.
TOTAL ERROR
In the above error estimation we assume independence of the various errors. This assumption is questionable for some of the error sources, particularly those associated with source parameters. Epicentral and directional (finiteness) errors appear to have a similar effect on the velocity measurements. We use NElS parameters for origin time, epicentrallocation and source depth. These are determined simultaneously and are not internally independent. For shallow dip-slip events, focal mechanisms can be strongly depth-dependent. The dependence is weak for strike-slip events. Considering these facts our error estimate should be taken as somewhat optimistic.
If we assume the errors estimated above are independent and are normally distributed, the total rms error can be estimated by the usual formula E= /~I ef, (22) where e; is the rms error due to each factor considered above and N is the number of the factors. For each of the four data sets we have The estimated total errors will be considered when we interpret the observed variations of phase and group velocities in terms of lateral velocity heterogeneity.
Estimation of geographical distribution of surface wave velocities
We adopt a spherical harmonic representation to interpret the observed phase and group velocities. We point out two advantages of this approach. One is that the method does not need any a priori assumption about lateral heterogeneity except the truncation level of the expansion. It is straightforward to increase the maximum order and degree as the data set size increases. The other advantage is that the use makes it easy to compare the seismic data with other geophysical data, such as heat flow and geoid, which have been presented in terms of spherical harmonics. However, we should note disadvantages in this approach. As will be shown later, there exists the problem of oscillatory side lobes (ringing) in the averaging function. If the truncation level is low, the amplitude of the side lobe is significant. This makes the choice of the truncation level the most severe problem in spherical harmonic analysis. From independent seismological data we know that there are sharp lateral discontinuities in mantle structure. To represent these features a gridding technique might be superior to the spherical harmonic method.
DETERMINATION OF SPHERICAL HARMONIC COEFFICIENTS
Phase or group slowness 1 /v(8, cfJ) is expanded in terms of spherical harmonics 
is used. With the representation (23), we write phase or group delay along a surface wave path as
where n is the surface wave path, and N is the number of observations. The left side of this equation is the observed phase or group delay due to the propagation between earthquake and station. The integral of Yzm along ri is evaluated numerically. If we truncate the expansion (23) at l = L, the number of the coefficients Szm is equal to
Throughout this paper L means the maximum l in the expansion. If N ~ M and the path ri are well distributed on the Earth's surface, we can determine all coefficients Szm up to degree and order L from a least-squares solution of the observation equations (25). Using this solution we can synthesize the distribution of the surface wave velocity v(D) on the Earth's surface from (23).
In this study we measured the apparent velocities of G 2 , G 3 , R 2 , R 3 and R 4 . To calculate the integral of Yzm of (25) for l= odd
where [ ] represents the largest integer equal to or less than the argument, (E>, <I>) is the position of the positive pole of great circle path, R 0 is the radius of the spherical earth, and P 1 (0) is the Legendre function. Thus we need to make the numerical evaluation for only the minor arc integral of Yim(D).
We have the velocity measurements for G 2 (n = 2) and G 3 (n = 3) for many earthquakestation pairs. For G 2 and G 3 , using (25) and (26) we have
where:
and From (27) and (28), we obtain
and
Equations (29) and (30) correspond to great circle velocity and minor arc velocity, respectively. The latter equation is expected to have errors due to asymmetry of source properties, such as source mechanism, source finiteness and epicentral mislocation. In the former equation, these errors cancel out. Odd harmonics of lateral heterogeneity are constrained through (30). Even harmonics are constrained by (29) and (30). Therefore we expect larger uncertainties in the least-squares solutions for odd harmonics than for even harmonics.
SYNTHESIS OF VELOCITY DISTRIBUTION
We can synthesize velocity distributions from the spherical harmonic coefficients determined from a least-squares solution of (25) by adopting the usual sum rule (23). However, two problems arise. A straight truncation of the spherical harmonic series at a finite l, say L, is undesirable because of the well-known ringing phenomenon. The other problem involves errors in the spherical harmonic coefficients, especially the odd harmonics. To overcome these problems we follow the linear inverse approach taken by Whaler & Gubbins (1981) in their analysis of the geomagnetic field. They used Schmidt quasi-normalized spherical harmonics. Here we use fully-normalized spherical harmonics.
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Following Whaler & Gubbins, we write the estimate s of the slowness perturbation
where 1 + (41T tan X) Ozm (38) where Ozm are the standard deviations of Szm. If X = 0 or Ozm == 0, the combination of (31) and (38) is the usual sum formula. For X* 0 and Ozm * 0, the contribution of poorly determined (large Ozm) coefficients to the estimate s is damped compared with that of well-determined (small Ozm) coefficients. From (37) and (38), the variance of the estimate is found to be
using the addition theorem, we have
Substituting (38) and (40) into (33), we have the averaging function
A(S1;S1o)=-I 2 P 1 (cos-y).
If A.= 0 or o 1 = 0, ( 42) reduces to (34). In our analysis of surface wave velocities, we use (31), (33), (38), (40), (41) and (42). Appropriate values of A. will be found by considering the variance of the estimate.
Results of inversions
In this section we describe the results of spherical harmonic inversion of the surface wave velocities. Equation (25) is solved by a least-squares method for phase and group velocities of Love and Rayleigh waves. In the next section the geographical distribution of surface wave velocities will be synthesized by using the coefficients obtained in the inversions. Let us examine variations of the observed phase and group velocities before discussing the inversion results. In Tables 4-7 the variances of the velocities are presented in terms of delay times (a b) for each of the four data sets. From the tables we see that the observed variances are at least three times as large as the errors estimated in the previous sections as associated with our single-station velocity measurements. Therefore, we can expect that our inversion results are expansions of velocity variations, not expansions of the errors.
Figs 3-6 show variance reductions attained by the inversions of four data sets. The variance reduction VR is defined as VR =(as-a;)fal, where al and a; are the variances before and after the inversions. ab are listed in Tables 4-7 . We notice several features of * ab is the variance of group delays before inversion. the results. Adding l =odd terms is less effective in improving the inversions than adding l =even terms. This is expected from the form of (26), which shows that the even harmonics are more constrained by observations than are the odd harmonics. The best earthquakestation combination is obtained for an epicentral distance of 90°. Even for this case, the even harmonics are better constrained than the odd harmonics. This poor constraint on odd harmonics leads to large standard deviations of the solution coefficients of these harmonics. The increase of L from 6 does not improve the inversions. This is expected from the smaller In Figs 3-6 the variance reduction starts to decrease at a period of about 200 s. Here we point out several possible sources of this decrease. One is the relative increase of the errors expected in the velocity measurements with respect to real lateral velocity variations. We expect smaller lateral variations at longer periods than at shorter periods. In the previous section we estimated errors associated with our velocity measurements. Our estimated values ~ 450 ~ (al (!) :0 are independent of the period. Some of the errors, in particular source finiteness and source mechanism, might be frequency-dependent. Although the consistency between P-wave first motion and king-period (250 s) Rayleigh wave spectra (Nakanishi & Kanamori 1984) suggests that the effect of the possible frequency-dependent source process is not strong (at least for the earthquakes used here) we cannot rule out this possibility. If the error in the source mechanism is constant, in terms of parts of cycle, the errors in phase or group delay increase linearly with increasing period. Another possibility comes from the zerothorder polar phase shift in equations (1 )- ( 4 ), which has been used in the surface wave analyses since Brune et al.'s (1961) paper. The error in the zeroth-order approximation increases with the increase of wave periods and with the decrease of distance between 400 (a)
.0 Period, sec station and poles. Wielandt (1980) studied this effect upon the apparent Rayleigh wave phase velocities. The effect depends on the source mechanism. To estimate the effect we assume here a strike-slip on a vertical fault. For this type of fault the effect is maximized.
For an epicentral distance of 45°, the error expressed as a phase delay is 1.4, 2.4, 3.6 and 5.2 s for a period of 200, 250, 300 and 350 s, respectively. At an epicentral distance of 30°, it is 2.4, 4.1, 6.3 and 9.0 s. Spherically average phase velocities obtained in the inversions are presented in Tables 4  and 5 . Deviations from PREM (Dziewonski & Anderson 1981) are also given. These average phase velocities are very similar to those obtained in Paper I. The difference is at most 0.007 km s-1 at 333 sand averages 0.002 km s-1 for Love waves. For Rayleigh waves these are 0.0028 km s-1 (222 s) and 0.0015 km s-1 , respectively. The average differences are equivalent to differences in phase delay of 3.2 and 2.6 s for Love and Rayleigh waves. In our measurements of phase velocities by the single-station method, we corrected for source mechanism, source finiteness and instrumental response. In these corrections the second and third have finite non-directional parts. The source mechanism should not contribute to the differences if the azimuthal average was complete for each earthquake. If we attribute all of the differences in the phase velocities between Paper I and the present paper to errors in determinations of source process times by Nakanishi & Kanamori (1984) , the overall errors in the source process times are estimated to be about 6 s.
We expect a similar size of uncertainty in spherical average group velocities presented in Tables 6 and 7 , because the finite source process affects the group velocity measurement in the same way as the phase velocity measurement (see 10 and 18).
Spherical harmonic coefficients of phase and group slownesses and their standard deviations are listed in Tables 8-11 . We notice here that the results of this paper preserve one of the main features of the spherical harmonic coefficients obtained in the even harmonics inversion of Paper I. As Tables 8 and 9 show, the sectoral component (lm = 22) dominates the l = 2 harmonics of phase velocities of Love and Rayleigh waves. This large amplitude sectoral component is found for phase velocities in Paper I. For Love waves, the next largest component is a tesseral harmonic 8 21 • This is also consistent with the result of Paper I. The group velocities have similar features for l = 2 harmonics (Tables 10  and 11 ). The odd harmonics are less constrained by the observations than the even harmonics (29 and 30). This is evident in the results. The old harmonics scatter more than the even harmonics, and the former have less coherency among different periods than the latter. The odd harmonics have larger standard deviations than the even harmonics. This result suggests that a straightforward application of the usual sum formula (23) will lead to an unstable estimation of the variation of surface wave velocity.
Lateral variations of surface wave velocities
Global distribution of surface wave velocities is inferred by using the spherical harmonic solutions presented in the previous section. A problem is how to treat the poorly constrained odd harmonics in synthesizing the velocity distribution. To overcome this problem we apply the filter formulated in the previous section following the method of Whaler & Gubbins (1981 ) . We use the spherical harmonic coefficients for L = 6.
AVERAGING FUNCTION
To construct the filter, we have to find an appropriate trade-off parameter 'A of (35) out, there is no well-founded criterion to determine an optimum A, because no numerical value is assigned to the spread a of (36). To facilitate examination of the effect of A on the variance of the estimate, we tentatively assume Ozm to be independent of m and calculate an average a 1 of Ozm by ( 40). In this case the variance E 2 is independent ?f the position on the Earth's surface, as (41) shows. Tables 8-11 suggest that this is a good approximation. Of course, as (41) shows, € 2 decreases with increasing tan A. Fig. 7 .presents averaging functions calculated by using (42). The averaging function of Fig. 7(a) is for tan A= 0 or a noise-free case. It is an oscillatory function with six nodes. The number of nodes increases with increasing L. This oscillatory nature of the averaging function results from the abrupt truncation at l = L. From the form of the averaging function of Fig. 7(a) , we know that even if the coefficients are free of noise we can learn only an average of velocity distribution weighted over a wide area of the Earth's surface, and that this averaging function has significant oscillations and is not welllocalized. For L = 6, the first node is located at ~ ~ 30°. We have to remember this lack of localization when interpreting synthesized velocity distribution. In geomagnetic data, analysed by Whaler & Gubbins, errors in the spherical harmonic coefficients increase rapidly with increasing l when the coefficients are downward continued to the mantle-core boundary. In this case the averaging function they proposed corresponds to tapering in Fourier analysis. In our case, the standard deviations of the coefficients do not increase rapidly with increasing l in the range l = 1-6, but oscillate between even and odd l. The averaging function constructed in the following is a multiple-notch filter. Fig. 7 (b-e) shows examples of the averaging functions calculated from ( 42) for finite tan A. For these particular tan A, the variance of the estimate calculated from (41) is about one-half as large as that of tan A= 0 in the period range from about 150 to 250 s. Tables 8-11 show that the standard deviations generally have wide troughs in their values in this period range. A feature we have to notice in Fig. 7(b-e) is a peak at the antipode caused by a heavy damping of the old harmonics. In spite of this unwelcome antipodal ambiguity, we prefer the averaging functions of Fig. 7(b-e) to that of Fig. 7(a) (tan A= 0), because this filtering process with finite tan A stabilizes the synthesized geographical distribution of the surface wave velocity and we can suppress unacceptably large variations in the velocity distribution.
Next we examine the effect of the trade-off parameter A on the velocity estimate (31 and 32) for the case where Uzm is dependent on m. After examining many cases, we found that finite tan A does not significantly change the overall pattern of velocity distribution, but reduces the amplitude of velocity variations. Fig. 8(a, b) is an example that shows the effect of finite tan A. Here tan A is chosen to be 10 6 , and Love wave phase velocity at 200 s is considered. Comparing the results for tan A= 0 (Fig. 8a) and tan A= 10 6 (Fig. 8b) , we see that the general pattern of the lateral variations of the phase velocity does not change.
However, the antipodal ambiguity is increased in the figure for tan A = 10 6 , and about 20 per cent of power of the velocity variation at a point on the surface comes from its antipode when using tan A= 10 6 for the Love wave phase velocity at 200 s. 
LOVE WAVE PHASE VELOCITY
Contour maps of Love wave phase velocity are presented at four periods in Fig. 9 . Considering the incompleteness of the averaging function in localizing the lateral heterogeneity, it is not straightforward to interpret the velocity distribution in terms of lateral heterogeneity of the Earth's mantle. Nevertheless, we can say that the overall pattern of the Love wave phase velocity variations shows a general correlation with surface tectonics.
There are large velocity variations between young regions along the oceanic ridges and old regions within ocean basins. In Fig. 9 , low-velocity regions are located in the south-eastern Pacific, the central Atlantic, the central Indian Ocean, and the marginal seas behind the western margin of the Pacific. On the other hand, a high-velocity region is located in the north-western Pacific. Love wave phase velocities are low along the Mid-Atlantic Ridge, especially near the triple junctions in the north and south Atlantic.
High-velocity regions in continents generally coincide with Precambrian shields and Phanerozoic platforms (north-western Eurasia, western and southern parts of Africa, western Australia, eastern parts of North and South America, and Antarctica). The Indian shield is too small to be detected uniquely from the inversions of long-period surface wave velocities if we consider the broad peak of the averaging functions presented in Figs 7 and 8 and the /. Nakanishi and D. L. Anderson diameter of the shield of about 20°. The contour maps show a high-velocity region off the south coast of the Indian continent. It is difficult to say whether this high velocity is really located in the northern Indian Ocean or is a result of interference between the low velocity of south Eurasia (e.g. the Tibetan region), possible high velocity of the Indian continent, and the high velocity of western Australia. Stark & Forsyth (1983) have found a fast region just south of India, as did Nakanishi & Anderson (1982) . Tectonically active regions, such as the Middle East centred on the Red Sea, eastern and southern Eurasia, eastern Australia, and western North America, and island arcs, such as the southern Alaskan margin, the Aleutian, Kurile, Japanese, Izu-Bonin, Mariana, Ryukyu, Philippine, Fiji, Tonga, Kermadec, and New Zealand arcs, exhibit low velocities. The Indonesian and New Guinean regions, complicated in tectonic setting, show relatively high velocities. These are narrow areas sandwiched between the high velocities of the western Pacific and western Australia. Other island arcs, such as the Mediterranean, Caribbean, and Sandwich regions, are probably too small to be detected even if these regions are characterized by low velocities.
7.3 RAYLEIGH WAVE PHASE VELOCITY Fig. 10 shows regional variations of Rayleigh wave phase velocity. We have to be careful in interpreting these maps because, in contrast to the Love wave results, the variance reductions associated with the inversion of Rayleigh wave phase velocities, measured by the singlestation method (this paper), are much smaller than those obtained in the even harmonics inversions of great circle Rayleigh wave phase velocities (Paper I). Tlie Rayleigh wave phase velocity data have the smallest pre-inversion variances. We made similar error estimates for Love wave and Rayleigh wave phase velocity measurements. The decrease in variance reduction might be a reflection of an internal inconsistency in the single-station method data set caused, probably, by errors in source parameters. An examination of the excitation functions used in this study (Pfl), Q£1), Sjl), Pk 1 ) and Qk 1 )) reveals that the shape of the Love wave excitation function is much more insensitive to the source depth than that of the Rayleigh wave excitation function in the period range concerned (1 00-300 s). In other words, an error in the source depth has a greater effect on the Rayleigh wave initial phase than on that of Love waves. On the other hand, Love waves are less sensitive to errors in source parameters than Rayleigh waves when studying lateral heterogeneity of the upper mantle. Furthermore, Love waves are more affected by heterogeneity of the upper mantle than are Rayleigh waves.
In spite of the expected larger uncertainties in observed Rayleigh wave phase velocities, the contour maps of Fig. I 0 exhibit a significant correlation with surface tectonics. Here we mention only the differences from the Love wave phase velocities.
One difference is evident in the island arcs along the north-western margins of the Pacific Ocean, such as the Aleutian, Kurile, Japanese, Izu-Bonin-Mariana, Ryuku, and Philippine regions. In Fig. I For Rayleigh waves the Atlantic ocean is generally high velocity. Except for the northern part, the low velocity of the Mid-Atlantic Ridge is not resolved in Fig. 10 . The figures exhibit higher than average velocity for the entire period range of the figures. Comparing average velocities of similar age ocean, say 25-100 Myr, we find that the Rayleigh wave phase velocities in the Atlantic, especially in the central and southern parts, are faster than those in the corresponding age regions of the Pacific. This difference is not apparent in the Love wave phase velocities, Fig. 9 . The southern part of the Atlantic Ocean has higher Rayleigh wave phase velocities than the northern part. Differences in seismic structure between the Atlantic and the Pacific, and between the northern and the southern Atlantic, have been reported by Christensen, Kimball & Mauk (1980) for short-period (20-100 s) Rayleigh wave group velocities. If these differences are real, they affect results of the conventional regionalization approach, which assumes identical properties for regions of the same age.
Studies by Masters et a!. (1982) and our Paper I reveal that lateral variations of eigenperiods of spheroidal modes and great circle phase velocities of long-period Rayleigh waves are dominated by l = 2 terms which have two high-velocity peaks centred near the Mariana trench and the central Atlantic Ocean off the Brazilian coast. Comparing the results of L = 2 even harmonics inversions of great-circle Rayleigh wave phase velocities with l = 2 spherical harmonic expansion of regionalized phase velocities obtained by using Okal's (1977) model from the identical Rayleigh wave phase velocity data set (our Paper I) suggests that the high-velocity peak in the central Atlantic is caused by the antipodal ambiguity in the spherical harmonic representation using only the even (/ = 2) terms. Kawakatsu (1983) also suggests that the large (l = 2) terms. Kawakatsu (1983) also suggests that the large 1 = 2 pattern comes from the configuration of seafloor age, ocean basin, and continents, and shows that regionalized phase velocities derived from Okal's model have a very similar l = 2 pattern to that presented by Masters et al. (1982) . Okal's model, however, assumes oceanic regions of the same seafloor age to have an identical dispersion character. As mentioned above, the study by Christensen et al. (1980) and the present study suggest a breakdown of this assumption.
The wavelengths of the fundamental spheroidal modes analysed by Masters et al. (1982) and the long-period Rayleigh waves analysed in our Paper I are more than 1300 km. The narrowest part of the central Atlantic is about 4900 km. The central Atlantic is bordered by tectonically stable regions, eastern South America and western Africa. When we analyse the intrinsic lateral heterogeneity in the Atlantic in terms of spherical harmonics, we should expect a strong interference from these two regions. Thus, it would be difficult to detect any intrinsic lateral heterogeneity of the deeper part of the upper mantle in the Atlantic Ocean by using only long-period fundamental modes.
LOVE WAVE GROUP VELOCITY
As mentioned in a previous section, Love wave group velocity is insensitive to source depth and source mechanism. Comparing Figs 11 and 9, we find that the patterns are very similar except for a period of about 250 s. Almost all the correlations between the surface wave velocities and surface tectonics mentioned for Love wave phase velocities are also apparent in Fig_ 11.
A significant difference between the phase and group velocities of Love waves exists in Antarctica_ The phase velocities are relatively high, but the group velocities are lower than the spherical average. SE Pacific Rise at 252 s. These features might result from an instability due to the cubic polynomials fitted to the observed Rayleigh wave group velocities. The latter also show higher velocity in the southern Atlantic than in the Pacific and the northern Atlantic. At 196 and 252 s the island arcs along the western margins of the Pacific exhibit high velocities.
REMARKS
Regionalization models based on plate tectonics that have been applied to interpretations of great circle observations of fundamental-mode surface wave velocities (Wu 1972; Okal 1977; Nakanishi 1979; Leveque 1980; Jordan 1981; Silver & Jordan 1981; Dziewonski & Steim 1982; Souriau & Souriau 1983 ) may be considered to be a good approximation to the actual lateral heterogeneity of the upper mantle, at least for periods between 100 and 250 s. Older tectonic regionalizations (Toksoz & Anderson 1966; Kanamori 1970; Dziewonski 1970 ) are inappropriate for oceanic regions. In spite of the general agreement between the regionalization approach and the spherical harmonic approach of the present paper, there are some discrepancies. As mentioned above, we have evidence for a breakdown of the relation between seafloor age and dispersion when comparing the Atlantic and the Pacific. This may be due, at least in part, to the broad lateral averaging kernels and the difference in spreading rates between the Atlantic and the Pacific.
The islands arcs along the north-western margins of the Pacific exhibit an interesting property. Rayleigh wave phase velocities are high, while Love waves are slow. Rayleigh waves sample to greater depth than Love waves. This suggests that we are sampling the fast material that has subducted beneath the island arcs. Anisotropy may also be involved. This point will be analysed in terms of lateral heterogeneity and anisotropy in a later publication (Nataf, Nakanishi & Anderson 1984 ) .
Our group velocity results, especially Rayleigh waves, appear to be more unstable than the phase velocity results. This may be expected, partly from the nature of the group velocity kernels, and partly from the velocity measurements themselves.
Comparison with_ other geophysical data
In Paper I we studied correlations of l = 2 harmonics of phase velocities of Love and Rayleigh waves with l = 2 terms of heat flow and geoid and noted that even complete correlation of the even harmonics of two variables does not necessarily indicate coincidence of their sources. We pursue this discussion in the following.
Figs 13 and 14 present the heat flow and geoid distributions used in the discussion. The heat flow data is taken from Chapman & Pollack (1975) , who obtained a spherical harmonic representation from observed heat flow and a tectonic predictor. Fig. 13(a) is synthesized by using the coefficients up to degree and order 12 presented in their table 3 (observed and predicted), and is identical to their fig. 7 . To facilitate comparison with the surface wave data, heat flow distributions synthesized by using l = 1-6 and l = 2 are presented in Fig. 13(b, c) . Fig. 14(a, b) shows the non-hydrostatic geoid obtained from 1=1-6 and l == 2 of GEM8 (Wagner et al. 1977) corrected for the hydrostatic figure of the Earth by Nakiboglu (1982) . As Figs 13(c) and 14(b) show, the l = 2 heat flow map correlates better with the l == 2 surface wave phase velocities (figs 12 and 14 of Paper I) than does the l == 2 geoid.
To study the correlation between the surface wave velocities and the heat flow or the (44) where sim and aim are obtained from the least-squares solutions of (25). We adopt the same tan A. as used in Figs 9-12. In Figs 15 and 16 we present the degree correlation coefficients for four surface wave data sets. It is apparent that the heat flow has a higher overall correlation (l = 1-6) with our surface wave data than does the geoid. The heat flow and the geoid exhibit some differences in the degree correlations.' The heat flow shows positive correlations with surface wave slownesses for l == 1-6. The coefficients peak at l = 2 and 5. On the other hand, the geoid has negative correlations at lower degrees (l = 2 and 3) and positive correlations at higher degrees (l == 4-6). For l = 2 the heat flow correlates with the slownesses better than the geoid does. For l = 4-6 the figures show a similar size of correlations for both the heat flow and the geoid. This suggests a correlation between them at l == 4-6. Fig. 17 presents the contour maps for the heat flow and the geoid synthesized by using l = 4-6 spherical harmonics. Although there are a few exceptions, we can see an obvious correspondence between high heat flow and high geoid, and vice versa. Exceptions are high heat flow and low geoid in the East Pacific Rise and the central and southern Mid-Atlantic Ridge, and low heat flow and high geoid in western South America. In Fig. 17(b) it should be noted that oceanic ridges are not evident in the geoid. Islands arcs, in general, show up as geoid highs.
Chapman & Pollack (1975) used predictors based on tectonic setting and age to supplement heat flow data, which is relatively sparse. They did not use seismic data for the prediction. The high correlations between surface wave velocities and heat flow (l = [1] [2] [3] [4] [5] [6] partly reflect the correlation between tectonic setting (age) and surface wave velocity. The latter correlations are well known from analyses of short-period ( < 100 s) surface waves Figure 16 . Degree correlations of surface wave group slownesses with heat flow and the geoid. Conventions the same as in Fig. 15 . Yoshii 1975) . The correlation with long-period (::;.100 s) surface waves has been discussed already in this paper.
The non-hydrostatic geoid is derived without assuming surface tectonics. As Fig. 17(b) shows, the 1 = 4-6 geoid has a strong correlation with global tectonic features, especially in the Circum-Pacific subduction region. Examining the tectonic regionalization model of Okal (1977) , we find that its T region (trench and marginal sea) and M region (mountainous) correspond to the geoid highs in the figure. The other published tectonic models (Wu 1972; Leveque 1980; Jordan 1981; Dziewonski & Steim 1982) show less correlation with the 1 = 4-6 geoid than does Okal's model. The correlation between surface wave slownesses and the geoid at 1 = 4-6 presented in Figs 15 and 16 suggests that the geoid-tectonics correspondence may be one of the reasons for the efficiency of Okal's regionalization model demonstrated by Souriau & Souriau (1983) and Nakanishi & Anderson (1984) .
In Paper I we demonstrated that there is a significant difference in the 1 = 2 terms between surface wave phase velocity and the geoid. The surface wave phase velocity is dominated by the sectoral component (lm = 22). This appears to be primarily due to the north-south-trending East Pacific Rise. The geoid has the largest amplitude in the zonal harmonics of the Love wave phase velocity also show a correlation with those of the geoid. The correlation coefficients shown in Figs 15 and 16 are consistent with those of our previous observations. The lateral variations of seismic wave velocities, heat flow, and the geoid may be caused by variations of many sources, such as composition, mineralogy, depths of discontinuities, temperature, and so on. Since the contribution from each source has different power and interfers, the correlation analysis should be made by segregating their harmonics by degree, as is done in this paper. The importance of the degree correlation analysis is demonstrated by comparing contour maps of the geoid composed of l = 1-6 (Fig. 14a) and l = 4-6 (Fig. 17b) harmonics. In the former map it is difficult to see an obvious correlation between the geoid and tectonic features. In the latter map, however, the correlation is evident. If we examined only the overall correlation (l = 1-6), we could not find the correlation between surface wave velocity and the geoid at higher degrees (l = 4-6). For this type of study the spherical harmonic approach has an advantage over another method of surface wave analysis, such as gridding technique.
Conclusions
From our measurements and inversions of surface wave velocities the following conclusions are derived.
(1) Applying the single-station method to long-period surface waves recorded on digital networks we can reach an accuracy level comparable to great circle velocity measurements. The spherically averaged phase velocities obtained from the two methods agree within about 0.002 km s-1 . The differences are probably due to uncertainties in source duration.
(2) Even harmonics derived from the single-station method agree well with those derived from the great circle method.
(3) The odd harmonics are less constrained by the data than are the even harmonics. However, by using a filter that suppresses the poorly determined harmonics at the expense of increasing the antipodal ambiguity we find that the overall patterns of velocity distributions are essentially unchanged by the filtering.
( 4) Considering the variance reductions attained in the inversions, the maximum order and degree of 6 is adequate to fit the data of this study.
(5) Velocity patterns in the resulting contour maps, especially those of Love waves, exhibit a good correlation with surface geology. The correlation is weaker for Rayleigh waves. This may be caused partly by the sensitivity of Rayleigh wave velocities measured by the single-station method to errors in assumed source depths and source mechanisms. The difference may also be real, since Rayleigh waves sample much deeper than Love waves. Numerical experiments suggest that Love waves in the period range (100-300 s) and the depth range (<50 km) of our study are not as sensitive to these source uncertainties.
(6) Large velocity variations exist within the oceans and continents themselves. Young oceans, including ridges, and tectonically active regions of continents are slower than spherically averaged values. Old oceans and tectonically stable regions of continents have higher velocities. Thus, a simple regionalization model which contains a single oceanic region is inappropriate even for long-period surface waves. The subduction regions along the western margins of the Pacific are characterized by high Rayleigh wave phase velocities and low Love wave phase velocities. This suggests the existence of the fast material beneath the subduction zones.
(7) Surface wave slownesses correlate positively with the heat flow map proposed by Chapman & Pollack (1975) for degrees from 1 to 6. The correlation peaks at l = 2 and 5. The correlation of surface wave data with the non-hydrostatic geoid (GEMS) is negative for l = 2 and 3, and positive for l = 4-6.
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Figs A1-A6 show the computed group delay d¢ 8 /dw as a function of period and azimuth for Love and Rayleigh waves generated from events 4, 21 and 26. 
