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RESUMEN 
Los rayos son la principal fuente de radiación de origen natural en la 
atmósfera terrestre, dado que cada segundo, del orden de un cente-
nar de ellos descargan sobre la superficie de la Tierra, siendo el fe-
nómeno más frecuente en unas regiones que en otras. Dichas des-
cargas emiten la mayor parte de dicha radiación en las bandas ELF y 
VLF, bandas en la cuales las señales presentan una baja atenuación. 
La radiación emitida da lugar, en la banda ELF a las resonancias de 
Schumann y en la banda VLF a campos resonantes en la guía for-
mada por la ionosfera y la superficie de la Tierra. Estas señales nos 
permiten inferir, por una parte, las propiedades de la ionosfera, y por 
otra la ubicación donde se ha producido la descarga del rayo. 
Entre los sistemas detectores de descargas, se puede establecer una 
clasificación en dos grupos. Un grupo es el formado por redes multi-
estación, donde una descarga es detectada en varias estaciones, 
proporcionando la localización de la descarga con precisión, a través 
de un procedimiento de triangulación. Tales sistemas presentan el 
inconveniente de la necesidad de cubrir homogéneamente el área de 
interés al efecto de detectar con precisión el mayor número de des-
cargas. En este sentido, los costes asociados al mantenimiento y 
sincronización de las estaciones no es baladí. Otro grupo se encuen-
tra formado por estaciones individuales de detección de descargas, 
las cuales son menos precisas pero el coste de mantenimiento es 
muy inferior al de una red. En adición hay situaciones donde única-
mente se puede hacer uso de este tipo de estaciones. En todos los 
casos, estos sistemas funcionan analizando la señal recibida en la 
banda VLF; estas señales son llamadas "radioatmosferics" o "sfe-
rics". 
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En el presente trabajo se presenta en primer lugar un modelo numé-
rico tridimensional en diferencias finitas en el dominio del tiempo de 
la guía de ondas formada por la superficie de la Tierra y la ionosfera 
para el estudio de la propagación de señales en la banda VLF, consi-
derando el perfil de conductividad de la ionosfera y la anisotropía 
inducida por el campo magnético terrestre.  
El campo magnético terrestre actúa sobre las partículas cargadas de 
la ionosfera dando lugar a las corrientes de Hall, Pedersen y la con-
ductividad paralela al campo magnético. Dichas corrientes se intro-
ducen mediante sus correspondientes conductividades y su campo 
eléctrico asociado. Esto hace que se modifique la técnica FDTD con-
vencional para ubicar en las celdas las correspondientes componen-
tes de campo eléctrico que se encuentran localizadas en otras posi-
ciones de la celda FDTD. También se modifica el procedimiento de 
integración temporal para ubicar correctamente las componentes del 
campo en sus correspondientes instantes temporales, permitiendo 
desarrollar un procedimiento iterativo FDTD estable, deduciendo la 
estabilidad del nuevo procedimiento teóricamente. 
Esta técnica se aplica a la modelización de las descargas en la guía 
de ondas formada por la ionosfera y la superficie de la Tierra y permi-
te, además, simular con precisión las señales detectadas, las cuales 
se han propagado a través de la guía, permitiendo así, analizar cam-
bios en la ionosfera. Por otro lado, permite estudiar las técnicas de 
geolocalización de descargas procedentes de otros investigadores, 
realizando una comparación de la precisión de las mismas con resul-
tados simulados. Finalmente, se desarrolla una nueva técnica basada 
en la pendiente de fase de la señal recibida. Para comparar tales 
técnicas con medidas propias, se diseña un sistema de medición de 
descargas portátil de tal manera que permite obtener señales en 
diferentes entornos de medida y nivel de ruido electromagnético. En 
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este sentido, el proceso de detección de descargas presenta diversos 
problemas, por una parte los asociados a la existencia de ruido, en 
las bandas de frecuencia de interés, procedente sobretodo de la acti-
vidad industrial, y por otra la referente a la recepción de múltiples 
señales procedentes de múltiples distancias, dada las numerosas 
descargas que se generan cada segundo. 
Resumen 
xvi 
 Índice 
xvii 
ÍNDICE 
1. Introducción General.....................................................................3
    1.1. La Descarga del Rayo..............................................................4 
    1.2. Radioatmosféricos....................................................................8 
    1.3. Sistemas de Detección de Descargas....................................10 
           1.3.1. Detección desde el espacio..........................................10 
           1.3.2. La Red Nacional de Detección de Descargas (NLDN).12 
           1.3.3. La Red Mundial de Localización de Descargas      
        (WWLLN)......................................................................13 
           1.3.4. Otros Sistemas de Detección de Descargas ...............14 
    1.4. Contribuciones........................................................................15 
2. Propagación de Señales VLF en la Guía Tierra-Ionosfera.......19
    2.1. Guía de Ondas Ideal de Planos Paralelos .............................19 
    2.2. Excitación de los modos en la guía Tierra-Ionosfera..............25 
          2.2.1. Fuente de los Sferics.....................................................25 
          2.2.2. Excitación de los Modos ...............................................26 
   2.3. La Guía de Ondas Tierra-Ionosfera.........................................28 
          2.3.1. Propiedades de la Tierra y de la Ionosfera....................29 
          2.3.2. Teoría de propagación en la guía de ondas Tierra- 
        Ionosfera.......................................................................34 
          2.3.3. Corrección debida a la Curvatura de la Tierra...............36 
          2.3.4. Características de la propagación de señales VLF.......37 
3. Modelo FDTD de la Guía de Ondas Tierra-Ionosfera................43
    3.1. Las Ecuaciones de Maxwell....................................................44 
    3.2. Diferencias Finitas..................................................................47 
           3.2.1. Aproximación del Operador Derivada...........................47 
 Índice 
xviii 
  3.2.2. Ecuaciones Diferenciales en Derivadas Parciales........51 
  3.2.3. Estabilidad y Convergencia..........................................53 
 3.2.4. El Algoritmo de Yee......................................................54 
 3.2.5. Estabilidad del Algoritmo de Yee..................................62 
 3.2.6. Modelado......................................................................67 
           3.2.7. Dispersión del Algoritmo de Yee...................................67 
    3.3. Excitación................................................................................74 
    3.4. Modelización de Medios con Pérdidas por Conducción.........75 
    3.5. Consideraciones Sobre la Inserción de la Conductividad 
           en las Ecuaciones FDTD........................................................80 
 3.6. El Problema de la Modelización de Cortezas Esféricas.........85 
    3.7. Modelado FDTD de Cortezas Esféricas.................................88 
           3.7.1. FDTD en Coordenadas Curvilíneas..............................88 
           3.7.2. Consideración del Perfil de Conductividad.................101 
           3.7.3. Sistemas con Simetría de Revolución. Modelo 
Bidimensional..............................................................103 
           3.7.4. Modelo Tridimensional................................................107 
    3.8. Formalismo FDTD para el Análisis de la Ionosfera con 
           Anisotropía inducida por el Campo Magnético 
           Terrestre...............................................................................109 
           3.8.1. Implementación FDTD................................................115 
           3.8.2. Estabilidad del Nuevo Esquema FDTD......................122 
    3.9. Validación del Modelo y Resultados.....................................127 
4. Metodología del Tratamiento de la Señal VLF para la
    Localización de Descargas.......................................................139 
    4.1. Método de Korol y Nikolaenko..............................................141 
    4.2 .Método de Rafalsky, Nickolaenko y Shvets..........................147 
           4.2.1. Estimación del Vector Dirección de la Descarga.......147 
            4.2.2. Estimación de la Distancia de la Descarga................150 
 Índice 
xix 
     4.3. Método Nagano, Yagitani, Ozaki, Nakamura y Miyamura...153 
           4.3.1. Estimación de la Distancia de la Descarga.................153 
     4.4. Método de Ramachadran, Prakash, Deo y Kumar..............158 
5. Resultados y Desarrollo Argumental de Aplicación a
Métodos Existentes. Método Basado en la Pendiente de
    Fase.............................................................................................165 
    5.1. Resultados y Desarrollo Argumental de Aplicación a 
           Métodos existentes...............................................................166 
           5.1.1. Aplicación al Método de Nagano et al........................166 
           5.1.2. Aplicación al Método de Ramachadran et al..............171 
   5.2. Método de Localización de Descargas Basado en la 
          Pendiente de Fase de la Señal..............................................176 
   5.3. Sistemas Detectores de Sferics.............................................182 
          5.3.1. Sistema Detector de Stanford......................................186 
          5.3.2. Sistema Detector Diseñado.........................................187 
5.3.2.1. Diseño de la Antena y Valores Eléctricos.......188 
5.3.2.2. Evaluación del Ruido......................................191 
5.3.2.3. Circuito Preamplificador..................................193 
5.3.2.4. Caracterización...............................................196 
    5.4. Aplicación del Método de Localización Basado en la 
           Pendiente de Fase a las Medidas Disponibles.....................199 
6. Conclusiones Finales................................................................205
Bibliografía.....................................................................................209 
Índice 
xx 
Capítulo 1. Introducción General 
1 
Capítulo 1. Introducción General 
Capítulo 1. Introducción General 
2 
Capítulo 1. Introducción General 
3 
1. Introducción General
La localización de las descargas asociadas a los rayos ha sido desde 
tiempos inmemorables importante para el hombre, dado que conocer 
cuándo y dónde va suceder el fenómeno, es de ayuda para proteger 
tanto personas como bienes y evitar desastres. Es por ello que las 
compañías eléctricas hacen uso de redes de localización de descar-
gas para proteger sus instalaciones. 
Los rayos radian energía en forma de pulsos electromagnéticos, la 
cual se distribuye en un ancho de banda bastante amplio, abarcando 
desde unos pocos !" [Burke and Jones, 1992]  hasta decenas de !"# [Weiman and Krider, 1986]. 
Debido a las escalas tanto temporales (!") como espaciales (varios !") de la fuente de corriente de la descarga electromagnética aso-
ciada a los rayos, la mayor parte de la energía contenida en el espec-
tro de radiación se encuentra comprendida en las bandas !"#(Ex-
tremely Low Frequency 3-3.000 !") y !"#(Very Low Frecuency 3-30 !"#) [Uman, 1987]. 
Los pulsos electromagnéticos asociados a las descargas de rayos a 
frecuencias !"#/!"# se conocen como radio atmosféricos o más 
comúnmente como sferics, y son el principal elemento de estudio de 
esta tesis. 
A frecuencias !"#, y !"#!las ondas electromagnéticas se reflejan en 
la guía de ondas natural formada por la superficie de la Tierra y la 
ionosfera, siendo guiadas por la misma y pudiendo alcanzar grandes 
distancias sin apenas atenuación (típicamente de unos 2 − 3!!" 1.000!!"), pudiendo, por consiguiente, ser detectadas a 
gran  distancia del lugar en el cual fueron originadas [Davies, 1990]. 
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Observando sferics en diferentes localizaciones, se puede determinar 
el origen de la fuente de cada una de las descargas individuales de 
los rayos [Horner, 1954]. En adición, las características de la forma 
de la onda de los sferics registradas en cada receptor, revelan infor-
mación relativa tanto a la fuente origen de la descarga como a pro-
piedades de la ionosfera y la Tierra a lo largo de la trayectoria de 
propagación [Cummer, 1997]. 
1.1 La Descarga del Rayo 
En una nube de tormenta típica, se forma un dipolo eléctrico entre 
una extensa capa cargada positivamente situada encima de otra 
capa de igual magnitud de carga negativa [Rakov y Uman, 2003]. 
Esta separación de carga se presume causada fundamentalmente 
por el mecanismo conocido como granizo suave-cristales de hielo en 
el cual las partículas pesadas de granizo caen e interaccionan con 
las partículas más ligeras de cristales de hielo atrapadas en la co-
rriente de aire ascendente de una tormenta [Rakov y Uman, 2003]. 
Esta interacción da como resultado por un lado, partículas grandes y 
pesadas portadoras de carga eléctrica neta negativa y por otro partí-
culas pequeñas y ligeras portadoras de carga eléctrica positiva. Una 
vez estas capas cargadas eléctricamente contienen suficiente carga, 
los campos eléctricos asociados a la separación de carga comienzan 
a superar el voltaje de ruptura del dieléctrico del aire y se genera una 
descarga. 
Grosso modo, se pueden clasificar las descargas en dos grupos: las 
de nube y las de tierra. Las descargas de nube son aquellas que no 
terminan en la superficie de la Tierra, mientras que en las de Tierra, 
por lo menos,  existe una descarga parcial en dicha superficie [Pren-
tice y Mackerras, 1977]. Históricamente, las descargas de nube re-
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presentan el tipo de descarga más numeroso, siendo las más difíciles 
de identificar [Prentice y Mackerras, 1977].  
Figura 1.1: Diferentes estadios de una descarga negativa nube-Tierra [Adaptado de 
Rakov, 2003]. 
Adicionalmente, se puede establecer una segunda división de las 
descargas de tierra, dependiendo de la capa de carga en la cual se 
han originado. Si se han originado en la capa cargada negativamen-
te, se denominan descargas nube-tierra negativas, y los electrones 
se transfieren desde la nube hasta la superficie de la Tierra, mientras 
que si el origen es la capa cargada positivamente, la denominación 
es descarga nube-tierra positiva, resultando en una transferencia de 
carga positiva de la nube a la superficie de la Tierra (los electrones 
se trasfieren desde la superficie de la Tierra hasta la nube). 
Tal y como ilustra la figura 1.1, una descarga negativa nube-tierra se 
inicia cuando un canal conductor descendente comienza a labrarse 
camino desde la nube hacia la superficie de la Tierra después de una 
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ruptura preliminar en el seno de la capa cargada negativamente. El 
canal conductor descendente se aproxima hacia la superficie de la 
Tierra en una serie de pequeños pasos de longitud (del orden de 
decenas a centenas de metros). 
Conforme el canal conductor desciende hacia la superficie del suelo, 
el campo eléctrico existente entre el extremo del canal conductor y la 
superficie de la Tierra comienza a adquirir un valor lo suficientemente 
elevado como para inducir la creación de canales conductores los 
cuales ascienden desde la superficie de la Tierra hasta quedarse a 
una distancia de una centena de metros del canal descendente infe-
rior. Una vez se ha alcanzado la mencionada distancia, tiene lugar el 
proceso de acoplamiento, facilitando la creación de un canal conduc-
tor entre la capa cargada negativamente de la nube y la superficie de 
la Tierra. 
Es en este preciso instante cuando tiene lugar el primer impacto de 
retorno de la descarga, circulando gran cantidad de corriente desde 
la superficie de la Tierra hasta la nube y generando el impulso elec-
tromagnético conocido como radioatmosférico o sferic. 
La corriente de una descarga típica tiene un valor de pico en torno a 
30 !", aunque descargas intensas pueden generar corrientes mayo-
res, del orden de varios centenares de !". Además, debido a la du-
ración temporal de la corriente primaria y las longitudes típicas del 
canal conductor (∼ 10 !") [Rakov y Uman, 2003], el pico de la inten-
sidad del campo radiado del sferic se encuentra en el intervalo (1 − 10)!!"# [Uman, 1987]. 
Tras el primer impacto de retorno, la capa de carga puede resultar 
mermada, dando como resultado la finalización del proceso. Sin em-
bargo, en caso de quedar carga adicional disponible, tienen lugar los 
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procesos conocidos como J y K los cuales son los responsables de 
redistribuir la carga remanente en la nube [Uman,1987]. El proceso J 
se caracteriza por la variación del campo eléctrico estacionario en un 
periodo de decenas de milisegundos, mientras que el proceso K se 
caracteriza por pequeñas variaciones relativamente rápidas de cam-
po eléctrico en intervalos alrededor de (2 − 20)! " [Uman, 1987]. 
El canal conductor, desde el primer impacto de retorno aún se en-
cuentra parcialmente ionizado, lo que facilita la reionización del canal 
facilitando el camino a un segundo impacto de retorno. 
Este proceso puede tener lugar repetidas veces, dando lugar a doce-
nas de impactos de retorno con intervalos entre ellos de decenas de 
milisegundos. Las corrientes pico típicas de segundos y  posteriores 
impactos de retorno son aproximadamente del orden de la mitad del 
primero [Berger et al., 1975]. La figura 1.1 representa los diferentes 
estadios de dos impactos de una descarga negativa nube-tierra. 
Un proceso análogo tiene lugar para descargas positivas nube-tierra. 
Las descargas positivas nube-tierra presentan corrientes de pico 
mayores que las descargas negativas nube-tierra. Este tipo de des-
cargas representan una pequeña fracción del total, a pesar de ser el 
tipo predominante en algunas tormentas [Rakov y Uman, 2003]. 
En una tormenta típica, las descargas entre nubes representan el tipo 
de descarga más común, siendo la proporción superior al triple en 
relación con las descargas a Tierra [Prentice y Mackerras, 1977]. 
Las descargas entre nubes tienen lugar entre las capas negativa y 
positiva de las nubes de tormenta, presentando corrientes de una 
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magnitud similar a las descargas nube a tTerra [Rakov y Uman, 
2003]. 
1.2 Radioatmosféricos 
Las bandas de radio !"#! y !"# han sido objeto de estudio a lo largo 
de las décadas pasadas, debido a la transmisión de señales de radio 
de larga distancia en estas bandas.  
Las ondas !"# y !"#, además de permitir comunicaciones a larga 
distancia, haciendo posible comunicaciones sin visión directa a través 
de las sucesivas reflexiones entre la guía de ondas formada por la 
superficie de la Tierra y la parte baja de la ionosfera, presentan una 
baja atenuación en la propagación a largas distancias, del orden de 
unos 2-3 !" por cada 1.000 !" [Jones, 1967]. 
Así, estas bandas de frecuencia se presentan como ideales para 
comunicaciones transcontinentales y barcos de navegación oceánica. 
La figura 1.2 muestra un espectrograma frecuencia-tiempo en el ran-
go de (0 − 20)!!"#, poniendo de manifiesto las señales típicas que 
ocupan las bandas de frecuencia !"#/!"#. 
Cada línea vertical representa un sferic, apreciándose cientos de 
ellos en la muestra de 10!!.  
Cada uno de estos sferics se ha generado a partir de la descarga de 
rayos procedentes de tormentas  producidas  a lo largo del Globo y 
cuyas ondas se han propagado a través de la guía de ondas Tierra-
ionosfera hasta la ubicación del receptor. 
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Figura 1.2: Espectro frecuencia-tiempo mostrando sferics.
La figura 1.3a muestra la forma de onda de un sferic típico corres-
pondiente a una descarga negativa nube-tierra de intensidad -25 !" 
de pico. Los pulsos semidiscretos en la cola de la forma de onda se 
deben a señales que se propagan a lo largo de diferentes trayecto-
rias con diferente número de reflexiones entre la superficie de la Tie-
rra y la ionosfera [Chapman y Pierce, 1957]. 
Figura 1.3: (a) Forma de onda de un sferic típico, (b) Representación espectral del 
sferic. 
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La figura 1.3b muestra la amplitud del sferic en el dominio de la fre-
cuencia, computado haciendo uso de la transformada rápida de Fou-
rier (FFT). Las variaciones en la amplitud de la frecuencia se deben a 
las interferencias constructivas y destructivas de los modos de la guía 
de ondas con velocidades de fase que varían con la frecuencia a 
diferentes tasas. A bajas frecuencias (de 3 a 9 !"#) las variaciones 
en la amplitud son bastante simples debido al reducido número de 
modos. A frecuencias superiores, más modos se encuentran involu-
crados en el proceso y las interferencias producidas producen varia-
ciones más complicadas. Ambas representaciones del sferic propor-
cionan idéntica información sobre la ionosfera, dado que provienen 
de la propagación de la señal en la guía de ondas Tierra-ionosfera. 
De la figura 1.3b se puede apreciar que el grueso de la energía recae 
en el rango de frecuencia !"#/!"#, teniendo lugar un pico en el ran-
go!(2.5 − 12)!!"# [Cummer, 1997]. En general, sin embargo, la dura-
ción y el contenido espectral de los sferics es altamente variable 
dando lugar a formas de onda inusuales. 
Se han observado variaciones en la forma de onda del sferic depen-
diendo de si la propagación tiene lugar durante el día o la noche, así 
como si la misma tiene lugar a través de la superficie de la Tierra o 
del mar. Dichas variaciones son debidas a diferentes condiciones de 
la guía de propagación como pueden ser el cambio de conductividad 
o la altura de la ionosfera a la cual tiene lugar la reflexión.
1.3 Sistemas de Detección de Descargas 
1.3.1 Detección desde el espacio 
La primera detección de descargas desde una plataforma espacial se 
realizó con un detector óptico transitorio (ODT) [Christian et al., 2003] 
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al cual le siguió el sensor de imagen de rayos (LIS) [Christian et al., 
1999; Ushio et al., 2002] a bordo del satélite de la misión Tropical 
Rainfall Measuring (TRMM) en 1997. El satélite TRMM se encuentra 
posicionado a 350 km de altitud y su órbita presenta una inclinación 
de 35º. El sensor LIS detecta el total de descargas mediante el regis-
tro de señales ópticas, las cuales se producen como resultado de la 
dispersión que tiene lugar dentro de la parte superior de las nubes de 
radiación luminosa producida por los canales de los rayos. 
Con un campo de visión de 600 !", LIS puede detectar puntos de-
terminados en la Tierra a intervalos de 90 ! y reportar los transitorios 
ópticos detectados por una CCD con una resolución de 2 !". El tipo 
de datos de más bajo nivel proporcionado por LIS se llama evento, el 
cual es un transitorio detectado en un único pixel. Los eventos adya-
centes se agrupan en unidades llamadas grupos. A grandes rasgos, 
un grupo corresponde a un evento óptico asociado a la descarga de 
un rayo. Los flashes LIS son conjuntos de grupos separados por no 
más de 330 !" en el tiempo y 5,5 !" de distancia. LIS puede crear 
mapas de densidad de los sucesos de las descargas sobre el conjun-
to de la Tierra en un amplio intervalo temporal. Los datos OTD ponen 
de manifiesto que la mayoría de las descargas tienen lugar en el 
hemisferio sur durante los meses de diciembre a febrero, y en el he-
misferio norte en el periodo comprendido entre los meses de junio y 
agosto. 
Desafortunadamente, las emisiones ópticas detectadas por LIS y 
OTD no corresponden exactamente a la radiación electromagnética 
asociada a las descargas de los rayos. Así pues, a veces es difícil 
encontrar una correlación de los datos LIS con otros conjuntos de 
datos tales como sferics !"# o los proporcionados por sistemas for-
mados por redes de detectores de descargas. 
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1.3.2 La Red Nacional de Detección de Descargas (NLDN) 
La red nacional de detección de descargas de los EE.UU. (NLDN) 
proporciona datos de descargas de rayos de Norteamérica y territo-
rios cercanos [Cummins et al., 1998]. Esta red suministra soporte a la 
industria eléctrica, el servicio nacional meteorológico de los EE.UU., 
la administración federal de aviación, así como a otros usuarios tanto 
gubernamentales como comerciales. La red hace uso de una técnica 
propietaria de Tiempo de Llegada y Dirección de Llegada del Campo 
Magnético (TOA/MDF) para detectar descargas nube-tierra. Las des-
cargas nube-tierra se disciernen correlacionando las formas de onda 
de banda ancha (1!!"#! − !1! "#) recibidas, con la forma de onda 
directa esperada de una descarga de este tipo [Cummings et al., 
1998]. Esta técnica elimina muchos de los errores debidos a las múl-
tiples reflexiones entre la ionosfera y la superficie de la Tierra así 
como los errores de polarización [Krider et al., 1976], pero requiere 
componentes de alta frecuencia del espectro del sferic las cuales son 
a menudo demasiado débiles en medidas realizadas a largas distan-
cias. 
La red NLDN comercializa sus datos, excluyendo las descargas in-
tranube, basándose en el hecho de que las formas de onda de las 
citadas descargas son muy diferentes de las forma de ondas de los 
sferics generados por descargas nube-tierra [Krider et al., 1976]. 
Los datos suministrados por la red proporcionan el tiempo, ubicación, 
corriente de pico y polarización, así como el número de impactos de 
retorno y diversos parámetros relativos a la ubicación con exactitud 
de descargas. Los datos disponibles tienen una resolución temporal 
típica de 1! ", aunque la red dispone de resoluciones mucho mayo-
res. Las descargas se localizan con un error medio de 250!  y con 
una eficiencia de detección superior al 99% para descargas cuyo 
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impacto de retorno presenta corrientes de pico superiores a 5!!". La 
eficiencia de detección es significativamente menor (≈50%) para los 
impactos de retorno subsiguientes, dado que impactos de retorno 
múltiples presentan típicamente corrientes de pico de la mitad del 
primer impacto de retorno [Berger et al.,1975]. La intensidad de pico 
de la descarga viene a veces proporcionada como un valor normali-
zado relativo a la fuerza de la señal (RNSS), el cual se basa en el 
modelo de propagación de la señal propuesto por Cummins et al. 
[1998]. Basado en este modelo, el RNSS se encuentra linealmente 
relacionado con la corriente mediante la ecuación 
I pico(kA) = 0,185×RNSS (1.1) 
Mientras que la corriente de pico no representa de manera adecuada 
la forma o la duración de la onda de un sferic en la banda de fre-
cuencia !"#, los resultados indican que los valores típicos de la co-
rriente suministrados por la red NLDN están altamente correlaciona-
dos con la intensidad máxima de la señal !"# en los sferics [Wood e 
Inan, 2000]. 
1.3.3 La Red Mundial de Localización de Descargas (WWLLN) 
Las localizaciones de las descargas proporcionadas por la red mun-
dial de localización de descargas (WWLLN) requieren el tiempo o 
momento de llegada del grupo (TOGA, time of group arrival) de al 
menos 5 sensores de la red. Estos sensores se pueden encontrar a 
varios miles de kilómetros de distancia de la descarga. Se ha de es-
pecificar que los sensores muy próximos a la descarga no son aptos 
a la hora de usarlos para su localización. La agrupación geográfica 
de los sensores reviste cierta importancia, dado que la localización 
de la descarga se establece más exactamente  cuando los sensores 
se encuentran lejos de ella que por aquellos más cercanos. La situa-
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ción óptima es la ubicación equiespaciada de la red de sensores 
alrededor de la Tierra. Dada la esfericidad de la Tierra, cada descar-
ga se encuentra rodeada por sensores, pero no necesariamente por 
los sensores que la detectan. 
Típicamente, sólo del 15% al 30% de las descargas detectadas por 
una estación es detectada por 5 o más, correspondiendo a las des-
cargas más intensas. 
Cubrir el mundo entero por estaciones detectoras espaciadas unifor-
memente, con  cerca de 1.000!!" de separación requeriría unos 500 
sensores. Si la distancia de separación entre estaciones se incre-
mentara hasta los 3.000!!", se necesitaría solamente alrededor de 
poco más de 50 sensores. Actualmente la red dispone de práctica-
mente la totalidad de sensores necesarios para cubrir completamente 
el globo terrestre, faltando alguna estación en zonas tropicales donde 
son más frecuentes las descargas. 
El rango de detección de frecuencias para los sferics comprende 
desde los 0 a los 30!!"#, y la exactitud de la red se sitúa entre los 
10  y  15 !!", siendo la precisión temporal del orden  de los 30 µs. 
La red detecta tanto las descargas nube-tierra como las nube-nube. 
El umbral de detección de la red, según estudios realizados en 
EEUU, Brasil y Nueva Zelanda se encuentra entre el 5 y  el 10% de 
todas las descargas con corrientes de pico mayores a 45!!". 
1.3.4 Otros Sistemas de Detección de Descargas 
Muchos otros métodos de radiolocalización de descargas han sido 
implementados. Entre ellos se encuentran los sistemas monoesta-
ción, en cuyo estudio se centra parte de este trabajo. Dichos siste-
mas son utilizados para detectar descargas intensas producidas a 
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largas distancias del punto de medida, empleando la impedancia de 
la onda de la descarga para estimar el alcance de la misma y locali-
zando la dirección del campo magnético para medir el ángulo de 
llegada de la descarga. [Burke y Jones,1995; Huang et al, 1999; Pri-
ce y Asfur,2002]. Ambas medidas determinan la ubicación de la des-
carga.  
Por otra parte, los métodos más comúnmente empleados para locali-
zar descargas se basan en sistemas multiestación. Algunos de los 
métodos empleados se basan en encontrar la dirección del campo 
magnético de la onda detectada, mientras que otros métodos em-
plean técnicas basadas en la diferencia en el tiempo de llegada de 
las componentes de la onda. Asimismo existen métodos de detección 
que combinan ambas técnicas. 
1.4 Contribuciones 
Las contribuciones de la presente tesis doctoral son: 
• Realización de un modelo numérico tridimensional en diferencias
finitas en el dominio del tiempo de la guía formada por la superfi-
cie de la Tierra y la ionosfera para el estudio de señales en la
banda VLF teniendo en consideración el perfil de conductividad
de la ionosfera y la anisotropía inducida por el campo magnético
terrestre.
• Análisis de la señal recibida procedente de una descarga, dentro
de la banda VLF, y comparación de los diferentes métodos de es-
timación existentes de localización de descargas desde una úni-
ca estación
• Desarrollo de un nuevo procedimiento de análisis basado en la
pendiente de la fase de la señal recibida.
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• Diseño de un sistema de detección monoestación autónomo que
permita obtener señales VLF, minimizando el ruido electromag-
nético. y optimizando el nivel de la señal para su posterior trata-
miento.
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2 Propagación de Señales VLF en la Guía Tierra-
Ionosfera 
Una de las características definitoria de los sferics reside en que la 
energía en la banda de frecuencias !"# se propaga alrededor de la 
Tierra mediante múltiples reflexiones entre la superficie de la Tierra y 
la ionosfera. La propagación !"# en el seno de la guía Tierra-
ionosfera presenta un índice de atenuación dependiente de la fre-
cuencia y de las propiedades de la trayectoria de propagación en la 
guía.  
Estas propiedades comprenden la altura de la ionosfera a la cual 
tiene lugar la reflexión de los sferics, que varía en función de si la 
propagación tiene lugar durante el día o la noche, la conductividad de 
la trayectoria de propagación, debida a si tiene lugar sobre tierra, mar 
o hielo, y las diferencias de propagación este-oeste consecuencia del
efecto del campo magnético terrestre. 
Todo este conjunto de factores afectan a la forma de onda del sferic 
detectado en la estación receptora y han de ser tenidos en cuenta a 
la hora de hacer un análisis de los datos recibidos. 
2.1 Guía de Ondas Ideal de Planos Paralelos 
Muchos de los conceptos asociados a una guía de ondas ideal de 
planos paralelos son trasladables a la propagación de ondas !"# en 
la guía de ondas formada por la Tierra y la ionosfera, a pesar de que 
ésta última dista de ser una estructura ideal.  
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Figura 2.1: Propagación de una onda en una guía conductora ideal de planos paralelos 
La figura 2.1 representa una región del espacio limitada por dos pla-
nos paralelos conductores ubicados en ! = 0 y ! = ℎ. Si se considera 
una onda plana linealmente polarizada propagándose en el plano ! − ! con un ángulo ! relativo al eje ! y con el vector campo eléctrico 
paralelo al eje ! (perpendicularmente polarizada), el campo eléctrico 
de la onda incidente en el plano inferior viene descrito por la expre-
sión 
Eyi = E0 exp{− jk(xcosθ − zsinθ}exp( jωt)          (2.1) 
donde ! es el número de onda dado por 
k = 2π f / c  (2.2) 
donde ! es la frecuencia de la onda y !  la velocidad de la luz. Para 
cumplir las condiciones de contorno de un conductor perfecto, la 
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componente tangencial del campo eléctrico !! debe anularse en ! = 0  [Inan e Inan,2000]. Además, dado que un conductor perfecto 
no presenta pérdidas, la onda incidente se refleja completamente, 
teniendo el contorno un coeficiente de reflexión ! = −1 para ondas 
polarizadas perpendicularmente. Así, el campo eléctrico de la onda 
reflejada se puede escribir como 
Eyr = −E0 exp{− jk(xcosθ + zsinθ}exp( jωt)    (2.3) 
La onda reflejada también es una onda plana con polarización per-
pendicular. El campo eléctrico total por encima del conductor inferior 
es la suma de las dos ondas planas representadas por las ecuacio-
nes (2.1) y (2.3), y se puede escribir como 
Eytot = j2E0 sin(kzsinθ )exp(ωt − kxcosθ )    (2.4) 
Las condiciones de contorno para un conductor perfecto en ! = ℎ 
requiere también que !! sea igual a 0. Por consiguiente, para satisfa-
cer esta condición, se tiene que 
khsinθ = nπ  (2.5) 
donde ! es un entero. La ecuación (2.5) pone de manifiesto que para 
una frecuencia determinada, existen valores determinados de ! para 
los cuales una onda plana con un campo eléctrico total !! dado por 
(2.4) puede existir, representando una onda reflejada de un lado al 
otro entre las placas propagándose en la dirección del eje !. Los ca-
sos específicos en los cuales tales ondas pueden tener lugar, se co-
nocen como modos y la ecuación (2.5) es la ecuación de los modos 
para una guía de ondas conductora ideal de planos paralelos. Otra 
interpretación de la ecuación (2.5) corresponde a que para que un 
modo exista, las ondas planas uniformes constituyentes del mismo, 
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deben mantener los frentes planos después de sufrir una reflexión en 
los límites de la guía de ondas. 
Los modos de la guía de onda se encuentran compuestos de ondas 
con polarización perpendicular llamados modos Transversal Eléctrico 
o modos !", dado que sus campos eléctricos son siempre transver-
sales a la dirección de propagación. Los modos !" tienen componen-
tes de campo magnético, !! y !!, en las direcciones de los ejes ! y ! 
respectivamente. También pueden tener lugar modos compuestos de 
ondas con polarización paralela. Las ondas con polarización paralela 
presentan campos magnéticos, !! , en la dirección del eje !, !! y !!, 
en las direcciones de los ejes ! y ! respectivamente. Se ha de tener 
en consideración que el coeficiente de reflexión para ondas inciden-
tes con polarización paralela sobre un conductor perfecto es ! = −1. 
Tales modos se conocen como modos Transversal Magnético o !", 
puesto que sus campos magnéticos son siempre transversales a la 
dirección de propagación. 
Existe un caso específico en el cual el modo !" presenta un campo 
eléctrico que es siempre paralelo al eje z, siendo tanto el campo eléc-
trico como el magnético transversales a la dirección de propagación. 
Ese modo se conoce como modo Transversal Electromagnético o !"#  [Inan e Inan, 2000]. 
Se puede establecer una ordenación de los modos de la guía de on-
da atendiendo a los valores del ángulo ! para los cuales pueden exis-
tir, siendo el modo de orden más bajo el que presenta un menor valor 
de !. 
Por ejemplo, el orden más bajo de modo !" se representa como el 
modo !"!. Además, a modos de diferentes frecuencias les corres-
ponden diferentes valores de !, lo cual se desprende de las ecuacio-
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nes (2.2) y (2.5). La figura 2.2a muestra la variación de ! con la fre-
cuencia para los 5 primeros modos !". Se puede comprobar como 
para valores determinados de la frecuencia, las curvas se van apla-
nando hasta alcanzar los 90°. A esas frecuencias, conocidas como 
frecuencias de corte, las ondas no se propagan a lo largo de la guía, 
cumpliéndose las condiciones de contorno únicamente para una onda 
reflejándose de un lado a otro entre los límites superior e inferior de la 
guía. 
Figura 2.2: Relación Modo-Frecuencia en una guía de ondas ideal de altura ℎ =100!!". a: Ángulo del modo respecto a la frecuencia para los 5 primeros modos. B: 
Tiempo de llegada del grupo respecto a la frecuencia para los 5 primeros modos y el 
modo !"#  a una distancia de 5.000!!".  
Para una onda con frecuencia por debajo de la frecuencia de corte, la 
ecuación (2.5) únicamente se cumple para valores de ! pertenecien-
tes al plano de los números complejos, dando lugar a una atenuación 
de la onda la cual se puede deducir de la ecuación (2.4). 
Este tipo de modos se conoce como ondas evanescentes [Inan e 
Inan, 2000] y no son portadoras de potencia media real a lo largo de 
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la guía de ondas. La altura de la guía de ondas ℎ determina la fre-
cuencia de corte para cada modo de acuerdo con !! = !"/2ℎ. Las 
ondas !"# no presentan frecuencia de corte, dado que para una 
guía de ondas ideal de planos paralelos, ! = 0 para todas las fre-
cuencias. 
Con la excepción de los modos !"#, los modos se propagan refle-
jándose continuamente entre los límites de la guía de ondas a un 
determinado ángulo !, por lo que la velocidad de propagación de la 
energía transportada por un modo a lo largo de la guía de ondas es 
menor que la velocidad de la luz. La velocidad de fase de propaga-
ción de las ondas de la expresión (2.5) dependen de !, el cual para 
un modo determinado es función de la frecuencia, dado que las on-
das que se propagan a través de una guía formada por planos parale-
los presenta dispersión. La velocidad de grupo de un modo en la guía 
viene dado por 
vg = ccosθ = c 1− ( fn f )2  (2.6) 
donde !! representa la frecuencia de corte para el modo de orden !. 
De la expresión (2.6) se desprende que conforme ! se aproxima a la 
frecuencia de corte, !! tiende a 0, mientras que si ! toma valores 
mucho mayores que la frecuencia de corte, !! tiende a valores cerca-
nos a la velocidad de la luz. Además, para valores de ! menores que 
la frecuencia de corte, la onda es evanescente y se atenúa rápida-
mente. La figura 2.2b ilustra la dispersión sufrida por una señal gene-
rada por una fuente debida a un impulso, lo cual excitaría todos los 
modos de una onda !".  
El modo !"# viaja a la velocidad de la luz, llegando todas las fre-
cuencias simultáneamente. El modo !"! se dispersa, y las ondas 
Capítulo 2. Propagación VLF en la Guía Tierra-ionosfera 
25 
con frecuencias cercanas a la frecuencia de corte del modo !"! lle-
gan más tarde que el modo !"#. Ondas con frecuencias mucho 
mayores que la de corte del modo !"!, presentan velocidades de 
grupo cercanas a la velocidad de la luz y llegan prácticamente al 
mismo tiempo que el modo !"#. Es evidente que para frecuencias 
inferiores a las de corte, los modos no contribuyen energéticamente a 
la señal recibida. 
El planteamiento anteriormente descrito es, en determinados supues-
tos, aplicable a la guía de ondas formada por la superficie de la Tierra 
y la ionosfera pese a que diste de comportarse como una guía ideal 
de planos paralelos, dado que las características de la propagación 
de modos es análoga. 
2.2 Excitación de los Modos en la Guía Tierra-Ionofera 
2.2.1 Fuente de los Sferics 
La señal recibida de un sferic es fuertemente dependiente de la fuen-
te de corriente que ocasiona la descarga electromagnética. Son de 
particular interés las señales generadas por corrientes verticales, las 
cuales tienen lugar en descargas nube-tierra y en porciones de des-
cargas intranube, así como las corrientes horizontales asociadas a 
otras descargas intranube. 
El tipo más simple de fuente es un elemento infinitésimal de corriente 
conocido como dipolo de Hertz [Budden, 1961], el cual consiste en 
dos cargas ±! con valores idénticos y opuestos conectadas por un 
conductor de longitud ! . En un dipolo de Hertz real, ! se vuelve infini-
tamente grande mientras que ! alcanza dimensiones infinitesimales. 
Para simplificar los cálculos de los campos eléctrico y magnético ge-
nerados por un dipolo de Hertz, se hace uso de otro vector !, deno-
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minado vector de Hertz, dado que permite expresiones dotadas de 
mayor simplicidad que las derivadas de los campos !, o !, directa-
mente [Stratton, 1941]. Los campos !, y !, se derivan de !, median-
te de las siguientes expresiones [Budden, 1961] 
!
E = −µ0
∂2U
→
∂t2 +
1
ε0
∇(∇⋅U
→
)       (2.7) 
H
→
=
∂
∂t ∇×U
→
             (2.8) 
Para una fuente linear, el vector de Hertz es siempre paralelo a la 
fuente de corriente. Por consiguiente, para una fuente vertical parale-
la al eje !, sólo la componente !! del vector de Hertz es diferente de 0. Para hacer una modelización de un dipolo eléctrico lineal vertical
portador de una corriente !, se puede integrar el vector infinitesimal 
de Hertz a lo largo de la distancia !, resultando [Cummer, 1997] 
Uz = −
kIl
8π 2ω exp[− jk(xcosθ + zsinθ ]cosθ dθC∫
 (2.9) 
donde ! es el ángulo en el plano ! − ! relativo al eje !, y el término 
armónico exp!(i!") ha desaparecido. Un desarrollo análogo se puede 
aplicar a una fuente horizontal, teniendo en consideración que la 
componente !! del vector de Hertz es cero, mientras que las compo-
nentes  !! y !! no son nulas debido a que el vector ! es paralelo a la 
fuente. 
2.2.2 Excitación de los Modos 
Si la fuente descrita en el apartado anterior se sitúa en el interior de 
una guía de ondas conductora ideal, conforme las ondas emitidas por 
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una descarga interactúan con los contornos de la misma, los modos 
quedan determinados. Sin embargo, la fuerza relativa del campo de 
un modo a una cierta distancia de la fuente origen depende del ángu-
lo de propagación y de la orientación de dicha fuente. 
En vez de establecer un conteo para todas las reflexiones en los con-
tornos de la guía, Budden [1961] hace uso de la equivalencia de los 
campos de la onda creados por reflexiones con los campos de onda 
debidos a las imágenes de la fuente en el contorno conductor. Por 
ejemplo, una fuente situada en ! = 0 en una guía de ondas de planos 
paralelos es equivalente a fuentes ubicadas en ! = 0, 2ℎ,−2ℎ, 4ℎ,−4ℎ,…. habiendo eliminado los planos conductores, 
siendo ℎ la altura de la guía de ondas. Esta equivalencia conduce a 
una estructura de fuentes similar a la de una red de difracción óptica 
[Budden, 1961]. 
Resolviendo el vector de Hertz bajo estas condiciones se pueden 
extraer diferentes conclusiones. En primer lugar, en una guía de on-
das ideal de planos paralelos, las fuentes verticales excitan única-
mente modos !" y !"# . Las amplitudes relativas de estos modos 
vienen descritas por los factores de excitación 
1 2;(cosθ 1)1 2 cos(kz1 sinθ 1);........
.......;(cosθ n )1 2 cos(kz1 sinθ n )
(2.10) 
donde !! representa la altura de la fuente relativa al plano situado en ! = 0, y θ! es el ángulo de propagación para el modo !. El término cos( !!! sin θ!) se conoce como la función ganancia de altura de la 
fuente. Para la recepción de la señal, se establece otro término de 
ganancia de altura equivalente. Sin embargo, en situaciones prácti-
cas, el receptor se ubica típicamente en ! = 0, excepto en el caso de 
observaciones realizadas desde aeronaves o globos aerostáticos, y 
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por consiguiente, la ganancia de altura del receptor es normalmente 
igual a la unidad. Además, el modo !"# siempre presenta una ga-
nancia de 1 2 independientemente de la frecuencia. 
En contraposición con las fuentes verticales, las fuentes de corriente 
horizontales en la guía de ondas excitan únicamente modos !". 
Así, las fuentes horizontales no excitan modos !"#, significando que 
no generan ninguna onda propagándose a frecuencias inferiores a la 
primera frecuencia de corte. Las amplitudes relativa para los modos !" excitados vienen dadas por los factores 
(cosθ 1)1 2 sin(kz1 sinθ 1);........
.......;(cosθ n )1 2 sin(kz1 sinθ n )
(2.11) 
donde el término de la ganancia de altura es ahora sin( !!! sin !!). Se 
puede observar que una fuente horizontal ubicada en !! = 0. en una 
guía ideal no excita ningún modo, dado que las ganancias de altura 
son todas nulas.  
Físicamente esto sucede porque cualquier radiación generada por la 
fuente situada inmediatamente encima del plano conductor inferior, 
queda cancelado por la imagen de la misma ubicada inmediatamente 
debajo. 
2.3 La Guía de Ondas Tierra-Ionosfera 
Bajo determinadas condiciones, la guía de ondas formada por la Tie-
rra y la ionosfera se comporta como una guía ideal de planos parale-
los. Sin embargo, las propiedades eléctricas de la Tierra, la ionosfera 
y el campo magnético terrestre causan desviaciones significativas del 
modelo ideal.  
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2.3.1 Propiedades de la Tierra y de la Ionosfera 
La mayor diferencia entre una guía de ondas ideal y la guía formada 
por la Tierra y la ionosfera se debe a que los contornos no están for-
mados por conductores perfectos. La Tierra presenta una conductivi-
dad finita, siendo diferente según el tipo de superficie (mar, tierra, 
hielo, etc.).  
Por ejemplo, la tierra seca tiene una conductividad ! comprendida en 
el rango (10!! − 10!!) ! !, y una permitividad ! ∼ 3.4, mientras que 
el agua del mar tiene una conductividad de ! = 4 ! ! y un permitivi-
dad relativa ! = 81 [Inan e Inan, 2000]. 
En comparación con un buen conductor como el cobre, el cual pre-
senta una conductividad ! = 5.8×10! ! !, la conductividad de la 
Tierra es relativamente baja. Sin embargo, a frecuencias !"#, la tie-
rra y el mar pueden ser considerados buenos conductores dado que ! ≫ !" [Inan e Inan, 2000].  
En general, puesto que la Tierra no es un conductor perfecto, las 
ondas se propagan a lo largo de superficies de conductividad finita, 
estando sujetas pues a atenuación. 
La premisa de buen conductor no se corresponde con la realidad en 
el caso de superficies heladas, puesto que presentan una conductivi-
dad ! < 10!! ! !. Por consiguiente, las ondas que se propagan so-
bre superficies heladas, tales como los casquetes polares, presentan 
índices más elevados de atenuación [Rogers y Peden, 1975]. 
El contorno superior de la guía de ondas conformada por la Tierra y la 
ionosfera dista mucho de ser un conductor perfecto. La ionosfera es 
una región ionizada de la atmósfera superior que contiene un número 
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significativo tanto de electrones libres como de iones positivos 
[Hargreaves, 1992]. 
La ionosfera se subdivide en diferentes regiones, denominadas !,!,!1!y !2 determinadas por los puntos de inflexión del perfil de 
densidad de electrones. 
La concentración de electrones libres se debe durante el día princi-
palmente a la radiación solar, como la ultravioleta y los rayos X, mien-
tras que por la noche la causa de dicha concentración responde a 
radiaciones no solares como los rayos cósmicos y la precipitación de 
electrones [Hargreaves, 1992]. 
A pesar de que la densidad de electrones no es muy alta en compa-
ración con el número de partículas neutras, la concentración de elec-
trones libres es lo suficientemente alta para considerar la ionosfera 
como un buen conductor a frecuencias !"# y !"#. 
Dado que la radiación solar es la fuente principal de la ionización, 
existe una diferencia significativa entre la ionosfera diurna y la noc-
turna. Durante el día, la región ! se extiende, comenzando la ioniza-
ción a unos 60!!" de la superficie de la Tierra. 
Por la noche, debido a procesos de recombinación, la región ! se 
atenúa y la altitud a la cual comienza la ionización se incrementa 
hasta un valor de entre unos 85!!" y 90!!".  
Los perfiles típicos de densidad de electrones durante el día y la no-
che son los representados por la figura 2.3 [Hines et al, 1965]. Se 
puede observar la variación del perfil de la densidad de electrones al 
pasar de la noche al día, implicando asimismo la variación de la altura 
efectiva de la guía de ondas Tierra-ionosfera. 
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La altura de reflexión de la guía de ondas es dependiente de la fre-
cuencia y del ángulo de incidencia de la señal. Para una incidencia 
normal a frecuencias !"# en un sistema altamente colisional, la altura 
de reflexión tiene lugar en el punto donde  
ω p
2 =ων  (2.12) 
donde ω representa la frecuencia angular, ν la frecuencia de colisión 
de electrones y ω! es la frecuencia de plasma dada por 
ω p = Ne(h)q2 meε0 (2.13) 
donde Ne(h) =1.43×1013 exp(−0,15 #h )exp[(β − 0,15)(h− #h )]  es la densi-
dad de electrones, la cual representa un perfil exponencial biparamé-
trico. [Cummer, 1997]. Ambos parámetros controlan la altitud ( !h )  y 
cuan brusco es el perfil ionosférico (β ) . 
Ne(h)  se mide en electrones / cm3 , !h  en km  y β  en km−1 , ! es la 
carga del electrón y m! la masa del electrón [Ratcliffe, 1959]. 
A partir de las ecuaciones (2.12) y (2.13), la densidad de electrones 
requerida para la reflexión de ondas !"# (f = 3!a!30!kHz!; !ν = 10!!s!!) 
se calcula para que esté comprendida entre 20 y 60!cm!!, lo que 
corresponde a la región !. 
En general, la densidad de electrones requerida para la reflexión de 
ondas !"# decrece conforme el ángulo de incidencia θ decrece (figu-
ra 2.2) [Hargreaves, 1992]. Sin embargo, dado que la densidad de 
electrones inicialmente experimenta un incremento muy rápido con la 
altitud, este decrecimiento tiene un impacto mínimo en la altura de 
reflexión. 
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Figura 2.3: Variación del perfil de densidad de electrones y de la temperatura atmosfé-
rica neutra con la altitud (Hines et al [1965])   
Las alturas de reflexión calculadas son consistentes con los resulta-
dos experimentales, arrojando unos valores de 63!!" durante el día y 85!!" durante la noche [Thomson, 1993]. 
Por otro lado, el contorno ionosférico de la guía de ondas se aparta 
del concepto de conductor perfecto en el sentido de que teniendo en 
consideración la presencia del campo magnético terrestre, la ionosfe-
ra debe de considerarse como un medio anisótropo [Wait y Spies, 
1960], el cual se considerará en la simulación del capítulo 3. 
Tal anisotropía implica que una onda incidente linealmente polariza-
da, paralela o perpendicular, al reflejarse, la onda presentará polari-
zación elíptica con componentes que tengan polarización paralela y 
perpendicular. Una forma de visualizar este efecto consiste en consi-
derar el coeficiente de reflexión en el límite ionosférico como una 
matriz 2×2 tal que 
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R
→
I (θ ) = ||R||(θ )
⊥R||(θ )
||R⊥(θ )
⊥R⊥(θ )
#
$
%
%
&
'
(
(
 (2.14) 
donde las componentes R∥,∥  R!∥ , R∥!  y R!!  representan los coefi-
cientes de reflexión individuales para cada combinación de la polari-
zación de la onda incidente y reflejada, perteneciendo generalmente 
al plano complejo. 
Análogamente podemos representar los coeficientes de reflexión para 
la tierra como una matriz 2×2, teniendo en consideración que los 
términos de fuera de la diagonal principal son nulos dado que la Tie-
rra en general no presenta anisotropía. 
R
→
T (θ ) = ||R||(θ )
0
0
⊥R⊥(θ )
#
$
%
%
&
'
(
(
(2.15) 
La relevancia del grado de anisotropía atribuido al campo magnético 
terrestre depende de los valores relativos de la frecuencia de colisión 
electrón-partículas neutras ν, y la girofrecuencia de los electrones ω!.  
Durante el día, el efecto de la anisotropía no es muy pronunciado 
dado que la reflexión tiene lugar a alturas menores donde ! ≫ ω!. Un 
efecto remarcable debido a la presencia del campo magnético terres-
tre y de la anisotropía de la ionosfera es la diferente tasa de atenua-
ción dependiendo de si la señal se propaga de este a oeste o vice-
versa. En general, las ondas que se desplazan hacia el este 
experimentan una atenuación menor que aquellas que lo hacen hacia 
el oeste [Waits y Spies, 1960]. 
Esta diferencia se acentúa en el rango de frecuencias (1 − 4)!kHz, 
donde las diferencias observadas son mayores de 45! dB 1.000 !km 
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[Barr, 1971]. Este efecto se minimiza conforme se incrementa la fre-
cuencia, siendo la diferencia de atenuación de tan sólo 1! dB 1.000 !km para frecuencias superiores a los 20!kHz [Waits y 
Spies, 1960]. 
Otro efecto resultado de la anisotropía de la ionosfera es que los 
modos que pueden propagarse en la guía no son !" y !" puros tal y 
como sucedía en una guía ideal, dado que las polarizaciones de las 
ondas se encuentran acopladas a la ionosfera. En su lugar, la energía 
de propagación se encuentra constituida por una superposición de 
modos casi-!" o !"# y casi-!" o !"#.  
Los modos !"# son similares a los modos !" excepto por el hecho 
de que presentan una componente axial pequeña de campo magnéti-
co [Budden, 1961] y las correspondientes componentes adicionales 
de campo eléctrico y magnético transversales no presentes en un 
modo !" ideal. Los casi-modos de orden más bajo tienden a ser más 
puros que aquellos de órdenes superiores, especialmente a frecuen-
cias inferiores a los 15!!"# [Snyder y Pappert, 1969].  
2.3.2 Teoría de propagación en la guía de ondas Tierra-
ionosfera 
Dado que los contornos de la guía de ondas conformada por la Tierra 
y la ionosfera no es ideal, el análisis de la propagación de señales se 
complica considerablemente. Puesto que no pueden tener lugar mo-
dos puros !" y !", la ecuación de modos para una guía de ondas de 
planos paralelos dada por la ecuación (2.5) no es representativa de la 
realidad.  
Para que un modo pueda propagarse en una guía de ondas, las on-
das planas uniformes que constituyen el modo deben retener los 
frentes planos después de la reflexión en los dos contornos. En el 
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caso de la guía de ondas formada por la Tierra y la ionosfera, esta 
condición da como resultado la ecuación de modos 
!
RI (θ )
!
RT (θ )exp(−2ikhsinθ ) =
!
I            (2.16) 
conocida como la ecuación fundamental de la teoría de modos en 
una guía de ondas [Budden, 1961], donde ! es la matriz identidad 2×2. La ecuación (2.16) no presenta una resolución trivial, dado que 
las expresiones de los elementos !! presentan cierta complejidad 
[Budden, 1961]. Se puede comprobar que en caso de considerar la 
Tierra y la ionosfera como conductores perfectos la ecuación (2.16) 
se reduce a la (2.5). 
Además, las imperfecciones derivadas de las condiciones de con-
torno de la guía Tierra-ionosfera complican sobremanera las funcio-
nes de excitación y de ganancia de altura. Sin embargo, si los ángu-
los modales !! y los coeficientes de reflexión son conocidos, las 
funciones de ganancia de altura pueden ser fácilmente calculadas. 
Pappert y Ferguson [1986] reseñaron los factores de excitación y las 
funciones de ganancia de altura formuladas por Budden [1962] y 
ampliaron el análisis para incluir dipolos orientados arbitrariamente a 
una altura !! medida desde el suelo.  
Los factores de excitación dados por Pappert y Ferguson [1986] son 
funciones intrincadas de los elementos del coeficiente de reflexión y 
los ángulos modales que varían con dependencia del campo de la 
onda de interés y de la orientación del dipolo origen de la excitación. 
Estas funciones de ganancia de altura contienen funciones de Hankel 
modificadas que permiten que las magnitudes de dichas funciones 
oscilen con la altura de una manera similar a como lo hacen los se-
nos y cosenos en las funciones de ganancia de altura de una guía de 
ondas ideal. 
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Cuando se tiene en consideración los factores de excitación, las fun-
ciones de ganancia de altura y la orientación del dipolo origen de la 
excitación, la ecuación general para un campo ! se puede escribir 
como [Pappert y Ferguson, 1986; Cummer, 1997] 
F =C(F) ik
3 2Il
8π x exp(iπ 4) Λ tnΛrn exp(−ikxsinθnn∑ )
           (2.17) 
donde ! ! = !! si ! es la componente de campo magnético, y ! ! = !! !! si ! es la componente de campo eléctrico. Λ!" y Λ!" 
son los factores de excitación y las funciones de ganancia de altura 
combinados para el transmisor y el receptor respectivamente. Para 
un dipolo eléctrico orientado con un ángulo ! en el eje ! y un ángulo ! relativo a la dirección de propagación a una altura !!, el factor de 
excitación del transmisión Λ!" viene dado por [Pappert y Ferguson, 
1986; Cummer, 1997] 
Λ tn = −τ1 sin(θn )cos(γ ) f1(zt )+τ 3τ 4 sin(γ )cos(φ) f2 +
+τ sin(γ )sin(φ) f3(zt )
  (2.18) 
donde τ!, τ!, τ!, f!. f! y f! son definidos por Pappert y Ferguson [1986]. 
Los factores de excitación Λ!" fueron también definidos por Pappert y 
Ferguson [1986], los cuales para los campos transversales magnéti-
cos, son simplemente la función ganancia de altura f!!!, donde !! es 
la altura donde se encuentra el transmisor.  
2.3.3 Corrección debida a la Curvatura de la Tierra. 
Las ecuaciones descritas anteriormente son de aplicación a una guía 
de ondas de planos paralelos. Sin embargo, a largas distancias, no 
se puede hacer una extrapolación de dicho sistema a la guía de on-
das conformada por la Tierra y la ionosfera. En el espacio libre, la 
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atenuación de los valores de campo debidos a la propagación es 
proporcional a !!!, donde ! es la distancia medida desde la fuente. 
Esta atenuación es equivalente al factor de propagación 1 4!!! de la 
onda de potencia. Para una guía de planos paralelos, el factor de 
propagación del campo se reduce a !!! !, donde ! es ahora la dis-
tancia radial medida desde la fuente, dado que la onda únicamente 
se propaga en dos dimensiones en vez de tres. Para la Tierra, la cual 
es realmente una guía de ondas esférica de radio !!, el factor de 
propagación correspondiente es [!! sin(! !!)]!! !, donde ! es la 
distancia de gran círculo entre la fuente y los puntos de observación 
[Budden, 1962]. Se puede observar que conforme !! → ∞ el factor de 
propagación tiende a !!! !, el cual corresponde con el factor de pro-
pagación cilíndrico para una guía de ondas de planos paralelos. 
La ecuación de modos (2.16) debe de modificarse para incluir la cur-
vatura de la guía de ondas de la Tierra-ionosfera dado que los ángu-
los modales !! son válidos para superficies paralelas, no para corte-
zas esféricas. Un método utilizado con bastante frecuencia para 
incluir la curvatura de la Tierra en la formulación matemática consiste 
en considerar el índice de refracción de la atmósfera como el gradien-
te ! = exp!( !!!), tal que los rayos que representan las ondas planas se 
curvan hacia arriba en lugar de propagarse en línea recta [Budden, 
1961]. 
2.3.4 Características de la propagación de señales !"# 
La propagación de ondas !"#  en la guía de ondas Tierra-ionosfera 
ha sido objeto de estudio por un número elevado de autores entre los 
que destacan los trabajos de Wait [1957], Wait y Spies [1960], Wait 
[1962], Snyder y Pappert [1969], Galejs [1972], Pappert y Ferguson 
[1986], Cummer [1997] y Wood [2004]. 
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Estas simulaciones ponen de manifiesto fenómenos interesantes que 
emanan de la propagación de señales en la guía de ondas Tierra-
ionosfera bajo condiciones reales. En este sentido, el modo !"#$, 
análogo al modo !"#, el cual se encuentra presente para todas las 
frecuencias en una guía de ondas ideal de planos paralelos, contribu-
ye con una cantidad de energía no muy significativa por encima de ~1.2!!"# [Cummer, 1997], al total de la intensidad de los sferics ori-
ginados en una descarga.  
Además, mientras la tasa de atenuación para las señales  !"#  es, en 
general, baja, dicha tasa decrece conforme aumenta la frecuencia, 
siendo de pocos  dB 1.000 !km para frecuencias superiores a ~15!!"# [Wait, 1962]. Se ha de tener en cuenta que a frecuencias 
mucho más elevadas, la consideración de buen conductor,  ! ≫ !", 
no es válida dado que los contornos de la guía de onda empiezan a 
presentar pérdidas resultando en una mayor atenuación de la señal 
[Inan e Inan, 2000]. 
En contraste, las frecuencias más bajas se pueden excitar más fácil-
mente, y el factor de excitación (2.18) generalmente decrece confor-
me la frecuencia se incrementa [Wait, 1962]. Así, según la onda se 
propaga a lo largo de grandes distancias, la ratio de energía a alta 
frecuencia / energía a baja frecuencia se incrementa. Sin embargo, la 
excitación y la atenuación varían significativamente en función de los 
parámetros de la guía de ondas, tales como la altura de reflexión, la 
conductividad de la tierra y la anisotropía, los cuales varían tanto en 
el tiempo como a lo largo de toda la trayectoria de propagación [Wait, 
1957]. 
Como se ha precisado anteriormente, debido a la anisotropía del 
contorno ionosférico, las señales propagándose hacia el oeste se 
atenúan en mayor medida que aquellas que lo hacen hacia el este 
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[Snyder y Pappert, 1969]. Además, debido a esta mayor atenuación, 
los modos de las ondas !"# que se propagan hacia el oeste presen-
tan componentes longitudinales de campo magnético mayores que 
aquellas que lo hacen hacia el este, especialmente para frecuencias 
inferiores a ~15!!"# [Snyder y Pappert, 1969].  
Otro resultado interesante es el derivado de la no homogeneidad de 
la guía de ondas Tierra-ionosfera a lo largo de toda la trayectoria de 
propagación de la señal. Discontinuidades en los parámetros de la 
guía de ondas, tales como un cambio abrupto en la conductividad de 
la Tierra o un cambio en la altura a la cual tiene lugar la reflexión en 
la ionosfera, pueden originar energía que haga que un modo se con-
vierta en otro. Este efecto es más obvio cuando el camino de propa-
gación atraviesa la frontera día/noche. Cuando tal circunstancia tiene 
lugar, un modo que se propaga en una trayectoria diurna se convierte 
en dos modos al atravesar la frontera día/noche [Ferguson y Snyder, 
1980]. 
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3 Modelo FDTD de la Guía de Ondas Tierra-Ionosfera 
Una vez se ha descrito en el capítulo anterior la propagación de on-
das VLF en la guía de ondas formada por la superficie de la Tierra y 
la ionosfera, se está en condiciones de proceder al diseño de un 
modelo numérico en diferencias finitas en el dominio del tiempo 
(DFDT ó FDTD) el cual permita simular la propagación del sferic aso-
ciado a una descarga con el mayor grado de fidelidad posible tenien-
do en consideración todos los factores anteriormente mencionados.  
El método numérico de Diferencias Finitas en el Dominio del Tiempo, 
cuya base matemático-computacional se describe en el presente 
capítulo, proporciona una solución directa de las ecuaciones de 
Maxwell del rotacional. El algoritmo que se describe en este capítulo, 
discretiza las ecuaciones del rotacional empleando diferencias dividi-
das para aproximar las derivadas. El resultado final proporciona un 
sistema completamente explícito de modo que no resulta necesario 
resolver un sistema de ecuaciones siendo la necesidad de memoria y 
tiempo de cálculo proporcional al tamaño eléctrico del modelo. 
El algoritmo soluciona el sistema de ecuaciones en diferencias como 
un problema de valor inicial, en el que en el instante inicial se supone 
que se “enciende” la excitación. En el instante inicial se asume que el 
campo en todo el espacio es nulo, a continuación, una onda incidente 
aparece entrando en la región a partir de este instante. La propaga-
ción de dicha onda se simula con la iniciación del paso a paso tempo-
ral del algoritmo FDTD, el cual es simplemente la implementación 
mediante diferencias finitas de las ecuaciones de Maxwell del rota-
cional. El proceso soluciona paso a paso temporal las ecuaciones, 
simulando la evolución del campo electromagnético. 
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El método FDTD efectúa en realidad una simulación de la propaga-
ción de las ondas mediante una simulación análoga de la propaga-
ción en los datos almacenados en la memoria del ordenador. 
En primer lugar, en el apartado 3.1 se introducirán las ecuaciones de 
Maxwell del rotacional en el caso más general y su simplificación 
para modos !" y !". Luego en el apartado 3.2 se hace una ligera 
introducción al uso de diferencias finitas para la resolución de ecua-
ciones diferenciales en derivadas parciales. El algoritmo de Yee o 
método de las Diferencias Finitas en el Dominio del Tiempo, se expli-
ca detalladamente en el apartado 3.2.4, mostrando también las res-
tricciones de estabilidad y dispersión impuestas por el tratamiento 
numérico. El tipo de excitación a utilizar y el modo de introducirla se 
analizan en el apartado 3.3; se contempla la separación entre zona 
de campo total y zona de campo dispersado así como su implemen-
tación. Las Condiciones de Contorno Absorbentes que deben de 
absorber las ondas para simular un medio indefinido, se tratan en los 
apartados 3.4 y 3.5. La disponibilidad de recursos informáticos es la 
principal limitación al método, por ello se abordan una serie de técni-
cas computacionales que a la postre permitirán el ahorro tanto de 
memoria como de tiempo de cálculo (CPU). En los apartados 3.6, 3.7 
y 3.8 se realizan las adaptaciones necesarias de la técnica FDTD 
para adaptarse al modelo de simetría de revolución de la Tierra y a la 
anisotropía inducida por el campo magnético terrestre, lo cual permite 
una aproximación más real del modelo. 
3.1 Las Ecuaciones de Maxwell 
Consideremos una región del espacio libre de fuentes de campo y 
que tiene parámetros eléctricos independientes del tiempo. Entonces, 
usando el sistema MKS, y en coordenadas cartesianas, las ecuacio-
nes de Maxwell del rotacional son: 
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donde 
!
E  es el campo eléctrico en volts/metro; 
!
H  es el campo mag-
nético en amperios/metro; ε es la permitividad eléctrica en fara-
dios/metro; σ es la conductividad eléctrica en mhos/metro; µ es la 
permeabilidad magnética en henrys/metro, y ρ es las resistividad 
magnética equivalente en ohms/metro (este último factor es introdu-
cido para dar simetría a las ecuaciones y permitir la posibilidad de 
introducir pérdidas en el campo magnético). 
Suponiendo que el medio es lineal, isótropo y homogéneo, el siguien-
te sistema de ecuaciones escalares es equivalente – en coordenadas 
cartesianas (x, y, z)  a las ecuaciones del rotacional: 
∂Hx
∂t
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1
µ
(
∂Ey
∂z
−
∂Ez
∂y
− ρHx ) (3.3a)
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∂y
−
∂Hy
∂z
−σEx )             (3.4a)
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∂Ey
∂t
=
1
ε
(
∂Hx
∂z
−
∂Hz
∂x
−σEy )      (3.4b)
∂Ez
∂t
=
1
ε
(
∂Hy
∂x
−
∂Hx
∂y
−σEz )   (3.4c) 
El sistema de seis ecuaciones diferenciales en derivadas parciales 
acopladas (3.3) y (3.4) forma la base de algoritmo FDTD para el aná-
lisis de cualquier problema electromagnético en tres dimensiones. 
Antes de continuar con los detalles del algoritmo, es interesante con-
siderar una importante simplificación del caso tridimensional.  
Considerando que tanto la onda incidente como la geometría del 
modelo no presentan variación alguna con respecto al eje z, esto 
hace que todas las derivadas parciales con respecto a z sean cero.  
Las ecuaciones de Maxwell del rotacional se reducen entonces a dos 
sistemas desacoplados de ecuaciones diferenciales en derivadas 
parciales. Estos sistemas, dan lugar a los modos !" y !". 
En estos casos es posible un tratamiento bidimensional de la propa-
gación, siendo necesarias solamente tres componentes del campo 
electromagnético. Considerando que el medio no presenta pérdidas, 
estas ecuaciones son: 
Capítulo 3. Modelo FDTD de la Guía de Ondas Tierra-Ionosfera 
47 
Caso !": 
∂Ez
∂t
=
1
ε
(
∂Hy
∂x
−
∂Hx
∂y
)        (3.5a)
∂Hx
∂t
= −
1
µ
∂Ez
∂y
         (3.5b)
∂Hy
∂t
=
1
µ
∂Ez
∂x
 (3.5c) 
Caso !": 
∂Hz
∂t
=
1
µ
(
∂Ex
∂y
−
∂Ey
∂x
)              (3.5d)
∂Ex
∂t
=
1
ε
∂Hz
∂y
             (3.5e)
∂Ey
∂t
= −
1
ε
∂Hz
∂x
      (3.5f) 
3.2 Diferencias Finitas. 
3.2.1 Aproximación del Operador Derivada. 
Dada una función F(x) , de la cual se conoce su valor en N  puntos !! , el modo lógico de calcular su derivada en un punto x  cualquiera 
de su dominio, es el que sigue: 
• Primero: calcular el polinomio interpolador que aproxime la fun-
ción F(x)  en un punto cualquiera.
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• Segundo: calcular la derivada del polinomio de interpolación en el
punto dado.
Este proceso puede simplificarse considerablemente para el caso 
frecuente de que el paso !! − !!!! = ℎ sea constante y de que la 
derivada haya de efectuarse en los puntos de interpolación. A conti-
nuación se describe el modo de calcular la derivada en uno de dichos 
puntos. La derivada se puede calcular por la derecha, por la izquierda 
y haciendo uso de diferencias centradas. 
Derivada de F(x)  en !! por la derecha, aproximación de primer or-
den: 
Al desarrollar F(x + h)  en serie de Taylor en torno a x, tenemos:
F (x + h) = F (x)+ h !F (x)+ h
2
2
!!F (x)+ ...                                       (3.6)
de donde 
!F (x) = F (x + h)− F (x)
h
−
h
2
!!F (x)+ ...=
=
F (x + h)− F (x)
h
+O(h)
(3.7) 
que usando la notación x = x j ,  x + h = x j+1 permite escribir la siguiente 
expresión que nos da la derivada en x j con un error de orden uno en 
h . 
!F (x j ) =
F (x j+1)− F (x j )
h
+O(h) (3.8) 
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Derivada segunda de F(x) en x j  por la derecha, aproximación de 
primer orden: 
En este caso se desarrolla en serie de Taylor F(x + h) y F(x + 2h) . La 
combinación lineal de las dos expresiones permite escribir 
!!F (x j ) =
F (x j )− 2F (x j+1)+ F (x j+2 )
h2
+O(h) (3.9) 
Derivada de F(x) en x j  por la derecha, aproximación de segundo 
orden: 
Se puede obtener una mayor precisión desarrollando F(x + h)  en 
serie de Taylor, y sustituyendo la expresión anterior obtenida para la 
derivada segunda. El resultado tiene una precisión de segundo orden 
(O(h2 ))  
!F (x j ) =
−3F (x j )+ 4F (x j+1)+ F (x j+2 )
2h
+O(h2 ) (3.10) 
Derivada de F(x)  en x j  por la izquierda, aproximación de primer 
orden: Se desarrolla F(x − h) en serie de Taylor, con lo cual: 
F (x − h) = F (x)− h !F (x)+ h
2
2
!!F (x)+ ... (3.11) 
de donde 
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!F (x) = F (x)− F (x − h)
h
+
h
2
!!F (x)+ ...=
=
F (x)− F (x − h)
h
+O(h)
(3.12) 
que usando la notación x = x j ,x − h = x j−1  permite escribir la siguiente 
expresión que nos da la derivada en !! con un error de orden uno en 
h. 
!F (x j ) =
F (x j !) F (x j−1)
h
+O(h) (3.13) 
Derivada segunda de F(x) en x j  por la izquierda, aproximación de 
primer orden: 
Análogamente al caso homólogo por la derecha, se desarrolla en 
serie de Taylor F(x − h)  y F(x − 2h) ; y se obtiene la siguiente expre-
sión para la derivada segunda por la izquierda. 
!!F (x j ) =
F (x j )− 2F (x j−1)+ F (x j−2 )
h2
+O(h) (3.14) 
Derivada de F(x) en x j  por la izquierda, aproximación de segundo 
orden: 
Siguiendo un procedimiento parecido al caso precedente por la dere-
cha, se obtiene la siguiente fórmula. 
!F (x j ) =
−3F (x j )+ 4F (x j+1)− F (x j+2 )
2h
+O(h2 ) (3.15) 
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Derivada de F(x) en x j  utilizando diferencias centradas: 
Si consideramos los desarrollos de F(x + h)  y de F(x − h) , efectuan-
do una simple resta de ambos, podemos despejar F(−x) . 
!F (x) = F (x + h)− F (x − h)
2h
−
h2
6
!!!F (x)+ ...=
=
F (x + h)− F (x − h)
2h
+O(h2 )
(3.16) 
que nos da la derivada en x j  con un error de orden dos en h . 
!F (x j ) =
F (x j+1)− F (x j−1)
2h
+O(h2 ) (3.17) 
Derivada segunda de F(x) en x j  utilizando diferencias centradas: 
Se suman los desarrollos de F(x + h) y F(x − h) . La expresión que se 
deduce permite despejar !!F (x) con un error de orden dos en h . 
!!F (x j ) =
F (x j+1 !) 2F (x j )+ F (x !j 1)
h2
+O(h2 ) (3.18) 
3.2.2 Ecuaciones Diferenciales en Derivadas Parciales. 
En general, una ecuación diferencial en derivadas parciales de se-
gundo orden con dos variables independientes, se podrá escribir: 
G(x, y,u,∂u
∂x
,∂u
∂y
, ∂
2u
∂x∂x
, ∂
2u
∂x∂y
, ∂
2u
∂y∂y
) = 0 (3.19) 
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Donde u  es la función incógnita, que ha de convertir la expresión 
anterior en una identidad. La ecuación diferencial anterior es lineal, si 
depende linealmente de todos sus argumentos. Es decir, si la pode-
mos escribir como sigue: 
A ∂
2u
∂x∂x
+ 2B ∂
2u
∂x∂y
+C ∂
2u
∂y∂y
+ a ∂u
∂x
+b∂u
∂y
+ cu = f (x, y)         (3.20)
En donde los coeficientes A , B , C , a , b , c , sólo dependen de 
las variables independientes. En el caso de que no hubiese tal de-
pendencia, es decir, que fuesen constantes e independientes de x e
y entonces la ecuación anterior es una ecuación diferencial lineal 
con coeficientes constantes. 
Supongamos que tenemos el caso lineal de la ecuación diferencial 
anterior, y consideremos la cantidad 
D = AC − B2  (3.21) 
Según el signo de D , la ecuación anterior será de los siguientes 
tipos: 
D > 0 , de tipo elíptico 
D < 0 , de tipo hiperbólico, 
D = 0 , de tipo parabólico 
Si D cambia de signo en el correspondiente dominio de definición, se 
dice que es de tipo mixto. 
Capítulo 3. Modelo FDTD de la Guía de Ondas Tierra-Ionosfera 
53 
Según Hadamard, un problema físico, descrito por una ecuación 
diferencial con sus correspondientes condiciones de contorno, es un 
problema bien planteado si su solución es única y depende conti-
nuamente de las condiciones de contorno. 
El procedimiento numérico usual para resolver una ecuación diferen-
cial -con condiciones de contorno- (un problema bien planteado) es el 
discretizarla en diferencias finitas, haciendo uso de las expresiones 
anteriormente deducidas. Posteriormente se procede a la solución 
del sistema. Dependiendo del tipo de ecuación diferencial (clasifica-
ción anterior), se suelen seguir unos determinados procedimientos 
para calcular la solución. Esta solución se podrá obtener siguiendo 
un procedimiento, que en los sistemas hiperbólicos y parabólicos 
puede ser implícito o explícito. En las ecuaciones elípticas los méto-
dos que suelen ser más utilizados son los directos y los iterativos 
(método de Gauss-Seidel). 
Las ecuaciones de Maxwell del rotacional, constituyen un sistema de 
ecuaciones de tipo hiperbólico. 
3.2.3 Estabilidad y Convergencia. 
Se dice que el método es implícito cuando se despeja de un sistema 
de ecuaciones, en este caso se obtiene a la vez la solución en todos 
los puntos de la discretización. El método es explícito cuando el sis-
tema se soluciona de forma iterativa en cada punto, haciendo uso de 
la solución obtenida en puntos anteriores. La ventaja del primero 
sobre el último radica en que es estable, independientemente de la 
relación que guarden las dos discretizaciones (la espacial y la tempo-
ral). La desventaja que presenta un algoritmo implícito es que depen-
diendo del problema físico modelado, se genera un gran sistema de 
ecuaciones; esto conlleva como problema el procesado de enormes 
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matrices, y por lo tanto mayores recursos de memoria que en un 
tratamiento explícito. 
Los errores que se cometen cuando se soluciona un sistema, ya sea 
siguiendo un esquema u otro, son de dos tipos: 
• De redondeo: que son inevitables e inherentes al ordenador utili-
zado ya que dependen de la longitud de la palabra (bytes).
• De truncamiento: Se deben a la diferencia entre el valor analítico
de las operaciones indicadas en la ecuación diferencial original, y
las numéricas obtenidas mediante la discretización de la misma.
Un método numérico es convergente, si suponiendo los errores de 
redondeo nulos, la solución numérica tiende a la solución analítica 
cuando el paso de discretización tiende a cero. 
El algoritmo explícito se dice que es inestable cuando los errores de 
redondeo junto con los errores de truncamiento se amplifican. Esto 
sucede porque el valor de la función en cada punto se obtiene con 
los valores en otros puntos de la discretización. 
3.2.4 El Algoritmo de Yee. 
En 1966, Yee [1966] introduce un conjunto de ecuaciones en diferen-
cias finitas para resolver las ecuaciones de Maxwell del rotacional. 
Una parte importante del algoritmo de Yee (FDTD) es la situación de 
los puntos donde se efectúa el muestreo del campo, que se sustituye 
en las ecuaciones. El mallado del espacio mediante la celda unidad 
de Yee, establece los puntos fijos donde se va a muestrea cada 
componente del campo en los sucesivos instantes temporales. La 
situación de las componentes en cada celda permite además una 
natural satisfacción de las condiciones de contorno en las interfases. 
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La figura 3.1. muestra las posiciones del campo eléctrico y magnético 
en la celda unidad usada en su algoritmo, en coordenadas cartesia-
nas. Cada componente del campo magnético está rodeada de cuatro 
componentes del campo eléctrico y viceversa. Esta disposición, per-
mite el uso de diferencias centradas en la resolución numérica de las 
ecuaciones de Maxwell del rotacional. Pero además establece una 
disposición natural para implementar la forma integral de las leyes de 
Faraday y Ampère al nivel de la celda unidad. 
Cada punto del espacio se denota como: 
(iΔx, jΔy,kΔz) = (i, j,k) (3.22) 
y cualquier función del espacio y tiempo se expresa como: 
F (iΔx, jΔy,kΔz,nΔt) = Fn (i, j,k) (3.23) 
Figura 3.1: Posición de las componentes del campo en la celda unidad de Yee (FDTD) 
en tres dimensiones. 
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Donde Δx,Δy,Δz son respectivamente las dimensiones del cubo uni-
dad usado en el mallado en las direcciones x, y, z;Δt es el paso tem-
poral (incremento del tiempo) e i, j,k,n  son enteros. Yee usaba dife-
rencias finitas centradas para las derivadas espaciales y temporales, 
que son fácilmente programables y tienen una precisión de segundo 
orden con respecto a los incrementos espacial y temporal. 
∂Fn
∂x
=
Fn (i + 1
2
, j,k)− Fn (i − 1
2
, j,k)
Δt
(3.24) 
∂Fn
∂t
=
F
n+1
2 (i, j,k)− F
n−1
2 (i, j,k)
Δt
(3.25) 
Para conseguir la precisión de (3.24) y efectuar las derivadas de las 
ecuaciones de Maxwell (sistema (3.3) y (3.4)). Yee situó las compo-
nentes del campo eléctrico y magnético alternativamente en la celda 
unidad que se muestra en la figura 3.1. Para obtener la precisión de 
segundo orden en la derivación temporal de (3.25), las componentes 
de 
!
E  y 
!
H   son evaluadas en intervalos de tiempo alternativos. 
El resultado de todo ello es el siguiente sistema explícito de ecuacio-
nes en diferencias finitas, que es una discretización de las ecuacio-
nes de Maxwell del rotacional para medios lineales, isótropos, homo-
géneos y sin pérdidas. 
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Ex
(n+1) (i, j,k) = Ex
(n) (i, j,k)+
+
Δt
ε
[
Hz
(n+1
2
)
(i, j + 1
2
,k)−Hz
(n+1
2
)
(i, j − 1
2
,k)
Δy
 -
−
Hy
(n+1
2
)
(i, j,k + 1
2
)−Hy
(n+1
2
)
(i, j,k − 1
2
)
Δz
]
(3.26a) 
Ey
(n+1) (i, j,k) = Ey
(n) (i, j,k)+
+
Δt
ε
[
Hx
(n+1
2
)
(i, j,k + 1
2
)−Hx
(n+1
2
)
(i, j,k − 1
2
)
Δz
 -
−
Hz
(n+1
2
)
(i + 1
2
, j,k)−Hz
(n+1
2
)
(i − 1
2
, j,k)
Δx
]
      (3.26b) 
Ez
(n+1) (i, j,k) = Ez
(n) (i, j,k)+
+
Δt
ε
[
Hy
(n+1
2
)
(i + 1
2
, j,k)−Hy
(n+1
2
)
(i − 1
2
, j,k)
Δx
−  
−
Hx
(n+1
2
)
(i, j + 1
2
,k)−Hx
(n+1
2
)
(i, j − 1
2
,k)
Δy
]
(3.26c)
Hx
(n+1
2
)
(i, j,k) = Hx
(n−1
2
)
(i, j,k)−
−
Δt
µ
[
Ez
(n) (i, j + 1
2
,k)− Ez
(n) (i, j − 1
2
,k)
Δy
 -
−
Ey
(n) (i, j,k + 1
2
)− Ey
(n) (i, j,k − 1
2
)
Δz
]
            (3.27a) 
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Hy
(n+1
2
)
(i, j,k) = Hy
(n−1
2
)
(i, j,k)−
−
Δt
µ
[
Ex
(n) (i, j,k + 1
2
)− Ex
(n) (i, j,k − 1
2
)
Δz
 - 
−
Ez
(n) (i + 1
2
, j,k)− Ez
(n) (i − 1
2
, j,k)
Δx
]
         (3.27b) 
Hz
(n+1
2
)
(i, j,k) = Hz
(n−1
2
)
(i, j,k)−
-Δt
µ
[
Ey
(n) (i + 1
2
, j,k)− Ey
(n) (i − 1
2
, j,k)
Δx
 - 
−
Ex
(n) (i, j + 1
2
,k)− Ex
(n) (i, j − 1
2
,k)
Δy
]
(3.27c) 
El sistema en diferencias finitas (3.26) y (3.27), puede reducirse para 
los casos bidimensionales !" y !"  de (3.5) y (3.6). 
En el caso !"  la discretización se efectúa mediante la celda unidad 
que se muestra en la figura 3.3. Las ecuaciones en diferencias a las 
que da lugar el sistema (3.5), son: 
Ez
(n+1) (i, j) = Ez
(n) (i, j)+
+
Δt
ε
[
Hy
(n+1
2
)
(i + 1
2
, j)−Hy
(n+1
2
)
(i − 1
2
, j)
Δx
−
−
Hx
(n+1
2
)
(i, j + 1
2
)−Hx
(n+1
2
)
(i, j − 1
2
)
Δy
]
            (3.28) 
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Hx
(n+1
2
)
(i, j) = Hx
(n−1
2
)
(i, j)−
−
Δt
µ
[
Ez
(n) (i, j + 1
2
)− Ez
(n) (i, j − 1
2
)
Δy
] 
               (3.29) 
Hy
(n+1
2
)
(i, j) = Hy
(n−1
2
)
(i, j)+
+
Δt
µ
[
Ez
(n) (i + 1
2
, j)− Ez
(n) (i − 1
2
, j)
Δx
] 
        (3.30) 
En el caso !" la discretización se efectúa mediante la celda unidad 
que se muestra en la figura 3.2. Las ecuaciones en diferencias se 
generan a partir de (3.6) y son: 
Hz
(n+1
2
)
(i, j) = Hz
(n−1
2
)
(i, j)−
−
Δt
µ
[
Ey
(n) (i + 1
2
, j)− Ey
(n) (i − 1
2
, j)
Δx
 - 
−
Ex
(n) (i, j + 1
2
)− Ex
(n) (i, j − 1
2
)
Δy
] 
(3.31) 
Ex
(n+1) (i, j) = Ex
(n) (i, j)+
+
Δt
ε
[
Hz
(n+1
2
)
(i, j + 1
2
)−Hz
(n+1
2
)
(i, j − 1
2
)
Δy
] 
(3.32) 
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Ey
(n+1) (i, j) = Ey
(n) (i, j)−
−
Δt
ε
[
Hz
(n+1
2
)
(i + 1
2
, j)−Hz
(n+1
2
)
(i − 1
2
, j)
Δx
]
(3.33) 
Con el sistema (3.26) y (3.27), el valor de cada nueva componente 
del campo en cada punto depende únicamente de su valor anterior y 
de los valores anteriores de las otras componentes del campo en 
puntos adyacentes. De esa forma, en un tiempo dado, el cálculo de 
una componente del campo puede calcularse en un punto a la vez o 
en p  puntos a la vez (si se utilizan p  procesadores trabajando en 
paralelo). 
Figura 3.2. Posición de las 
componentes del campo en 
la celda unidad FDTD para 
un modo TE.      
Figura 3.3. Posición de las 
componentes del campo en 
la celda unidad FDTD para 
un modo TM. 
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El algoritmo es como sigue: 
Algoritmo FDTD 
Inicialmente las componentes de los campos eléctrico y magnético 
son nulas en todo el dominio de simulación. 
Se repite el siguiente proceso iterativo hasta el final de la simulación: 
• Se impone la excitación. Se calcula el campo magnético H
(n+1
2
)
según (3.27).
• Se aplican las condiciones de contorno sobre las componentes
de 
!
H  .
• Se calcula el campo eléctrico E (n+1) según (3.26).
• Se aplican las condiciones de contorno sobre las componentes
de 
!
E  .
• Se incrementa el tiempo, t = t +Δt .
La excitación se impone situando una condición de contorno que 
simula la fuente de campo con una estructura espacial y temporal. 
Esta estructura vendrá condicionada por el problema que se ha de 
resolver, en este caso la descarga de un rayo. 
El paso a paso se sigue hasta que se ha obtenido la respuesta a la 
excitación introducida (pulso temporal), o se ha alcanzado el estado 
estacionario (en el caso de utilizar una señal sinusoidal como excita-
ción). Se llega al estado estacionario cuando se observa una varia-
ción periódica en las componentes del campo que se muestrean. 
En este paso a paso hay que asegurar la estabilidad del algoritmo 
para que no se acumulen los errores, que se irían incrementando 
progresivamente durante toda la simulación. Por ello la discretización 
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espacial y temporal son elegidas según una relación, para acotar 
errores en el proceso de muestreo y evitar cualquier posible inestabi-
lidad. 
3.2.5 Estabilidad del Algoritmo de Yee. 
El algoritmo numérico propuesto en la sección anterior para resolver 
las ecuaciones de Maxwell, requiere que el paso temporal guarde 
una relación de proporcionalidad con los incrementos espaciales. 
Esta relación es necesaria para evitar la inestabilidad numérica. Ésta 
es una posibilidad presente en todos los esquemas explícitos y hace 
que los errores de cálculo se incrementen de forma incontrolada a la 
vez que se sigue con el proceso de iteración. En este apartado se va 
a mostrar la forma en que se obtiene el criterio de estabilidad. 
Se considera por simplicidad un medio lineal, isótropo, homogéneo y 
libre de pérdidas. Se efectúa a continuación la normalización que 
permite que la permeabilidad magnética y la constante dieléctrica 
sean la unidad, (ε =1,µ =1) .Entonces las ecuaciones de Maxwell 
(3.1) y (3.2) se pueden reescribir como sigue: 
j∇× (
!
H + j
!
E) = ∂(
!
H + j
!
E)
∂t
(3.34) 
!
V =
!
H + j
!
E (3.35) 
j∇×
!
V = ∂
!
V
∂t
(3.36) 
Para analizar la estabilidad del método es conveniente descomponer 
el algoritmo en diferencias finitas en dos problemas de valores pro-
pios, uno para la variable espacial y otro para la variable temporal. Se 
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estudia la propagación de ondas planas propias del espacio numérico 
de datos, es decir, de la ecuación (3.34) discretizada. Se determinan 
los modos propios de la diferenciación espacial y los modos propios 
de la diferenciación temporal. La estabilidad numérica del algoritmo 
será posible si se exige que el espectro de valores propios espaciales 
esté contenido en el dominio de estabilidad de la red, esto es, de los 
valores propios temporales, de esta forma se evita el crecimiento 
sucesivo de los errores en cada iteración. El objetivo de este análisis 
es buscar una relación entre las discretizaciones temporal y espacia-
les que permita tal estabilidad. 
Valores propios temporales. 
La descomposición del algoritmo empieza por determinar el rango 
estable de valores propios temporales. Para ello se considera el lado 
derecho de la ecuación (3.36) como un problema de valores propios: 
∂
∂t
numérico
!
V = λ
!
V (3.37) 
Usando la derivación temporal de (3.24) y (3.25), se deduce la si-
guiente ecuación en un punto cualquiera del mallado: 
!
V
(n+1
2
)
−
!
V
n−1
2
)
Δt
= λ
!
V (3.38) 
Ahora, se define el “factor de crecimiento”: 
q =
!
V
(n+1
2
)
!
V (n)
            (3.39) 
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Y se desea que | qi |≤1  para todos los posibles modos espaciales en 
la red FDTD, para evitar tener cualquier modo cuya dependencia 
temporal sea divergente (esto es, que crezca el valor del campo sin 
límite). Esta es esencialmente la condición de estabilidad. Sustitu-
yendo qi  en (3.38) y sacando factor común, se obtiene la siguiente 
ecuación para qi
qi
2 −λqiΔt −1= 0              (3.40) 
qi =
λΔt
2
± 1+ (λΔt
2
)2 = 0 (3.41) 
De (3.41) se observa que la condición | qi |=1 automáticamente se 
verifica si: 
Real(λ)=0 (3.42a) 
-2
Δt
≤ Imag(λ) ≤ 2
Δt
(3.42b) 
Para asegurar la estabilidad del algoritmo, todos los posibles modos 
espaciales deben tener valores propios que cumplan estas dos últi-
mas condiciones (3.42). 
Valores propios espaciales. 
Ahora se considera el lado izquierdo de la ecuación (3.36) como un 
problema de valores propios: 
j∇|numerico ∧
!
V = λ
!
V (3.43) 
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A continuación, se suponen los siguientes modos de ondas planas: 
!
V (l,m,n) =
!
V0 exp[ j(kxlΔx + kymΔy + kznΔz)] (3.44) 
Donde kx  y ky son respectivamente las componentes del vector 
!
k
(número de ondas). Sustituyendo la expresión (3.44) en (3.43), y 
efectuando las derivaciones espaciales numéricamente como en 
(3.24) y (3.25), se obtiene la siguiente relación: 
−2(
sin2(1
2
kxΔx)
Δx
,
sin2(1
2
kyΔy)
Δy
,
sin2(1
2
kzΔz)
Δz
)∧
!
V (l,m,n)
= λ
!
V (l,m,n)
   (3.45) 
Tras efectuar el producto vectorial, e identificar las componentes 
x, y, z , se obtiene un sistema de ecuaciones del cual se puede des-
pejar λ 2 : 
λ 2 = −4(
sin2(1
2
kxΔx)
Δx2
+
sin2(1
2
kyΔy)
Δy2
+
sin2(1
2
kzΔz)
Δz2
)             (3.46) 
Donde, teniendo en cuenta que un seno al cuadrado es a lo sumo 1, 
independientemente de su argumento, se deduce que 
Real(λ) = 0 (3.47a) 
Imag(V)|≤ 2 1
Δx2
+
1
Δy2
+
1
Δz2
(3.47b) 
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Como se ha comentado anteriormente, estos valores propios espa-
ciales deben de permanecer al rango de estabilidad definido en el 
problema de valores propios temporal. Para ello, se establece que la 
acotación dada en (3.42b) sea menor o igual que la dada en (3.47b), 
2 1
Δx2
+
1
Δy2
+
1
Δz2
≤
2
Δt
(3.48) 
Para todos los posibles valores de kx ,ky y kz . 
Esta ecuación proporciona la restricción que debe verificar el paso 
temporal con respecto a los incrementos espaciales, que desnormali-
zada es: 
cΔt ≤ 1
1
Δx2
+
1
Δy2
+
1
Δz2
(3.49) 
Siendo c =1 µε  la velocidad de la luz en el medio. 
Es curioso el resultado que se obtiene, la interpretación que se des-
prende es evidente. La onda, cuya propagación se simula numérica-
mente, debe avanzar en el ordenador de modo que a lo sumo en un 
paso temporal se recorra un arco espacial infinitesimal. Este arco 
infinitesimal queda determinado por las unidades de discretización en 
x, y, z . 
Si esta restricción no se cumple, durante la simulación en cada itera-
ción temporal el algoritmo iría avanzando con respecto al avance de 
la onda real. 
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Esto induciría un error irreparable que se acumularía y daría lugar al 
fenómeno de inestabilidad. 
3.2.6 Modelado 
El modelado se efectúa mediante el establecimiento de las matrices 
del campo (Ex ,Ey ,Ez ,Hx ,Hy ,Hz ) . Estas matrices en la práctica reali-
zan el mallado de la región, de modo que las características del me-
dio son interpretadas por el programa FDTD como coeficientes loca-
les en el algoritmo (para cada punto). Las especificaciones del medio 
en este algoritmo y la situación de las componentes del campo en la 
celda unidad hacen que trabaje celda a celda, de modo que el mode-
lado de contornos curvos se aproxime por contornos en escalera. La 
continuidad de las componentes tangenciales del campo en la inter-
fase de distintos medios se asegura con sencillez, y la aproximación 
de los contornos curvos por contornos en escalera se ha demostrado 
adecuada en multitud de problemas de scattering. 
3.2.7 Dispersión del Algoritmo de Yee. 
El algoritmo numérico definido en los sistemas FDTD genera la dis-
persión de las ondas que son simuladas numéricamente en la red de 
cálculo. Esto es, la velocidad de fase de todo modo puede variar con 
la longitud de onda, la dirección de propagación y las dimensiones de 
la celda unidad utilizadas en el mallado. Esta dispersión, que es de 
tipo numérico, es debida al algoritmo FDTD, y puede dar lugar a re-
sultados sin realidad física, tales como dispersión de pulsos, aniso-
tropía artificial y pseudorefracción. La dispersión numérica es un im-
portante factor a tener en cuenta para comprender la operatividad del 
algoritmo y sus limitaciones. 
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En esta parte se explicará cómo se deduce la relación de dispersión. 
El procedimiento seguido en el análisis de la dispersión consistirá en 
sustituir una onda plana monocromática en las ecuaciones (3.36). 
Después de algunas manipulaciones se obtiene una ecuación, que 
relaciona el vector numérico de ondas, la frecuencia de la onda y los 
incrementos espaciales y temporal. Esta ecuación con la relación de 
dispersión, será resuelta numéricamente en varios casos, variación 
de la discretización, variación de k  y variación de la frecuencia para 
ilustrar los fenómenos sin realidad física asociados a esta dispersión. 
Se considera la normalización efectuada anteriormente en (3.36), y 
se supone la siguiente onda plana, monocromática 
!
V (i, j,k,n) =
!
V0 exp j(kxiΔx + ky jΔy + kzkΔz −ωnΔt)               (3.50) 
Donde 
!
k = (kx ,ky ,kz )  es el vector número de ondas, ω es la frecuen-
cia temporal de la onda, y n,k, j,i  enteros. 
Sustituyendo la expresión (3.50), en la ecuación de Maxwell normali-
zada (3.36) y efectuando las derivaciones espaciales y temporales 
numéricamente (3.24) y (3.25); se desarrolla una relación vectorial de 
modo que identificando los términos de componentes x, y, z , se ob-
tiene la siguiente relación: 
sin2(1
2
ωΔt)
Δt 2
=
(
sin2(1
2
kxΔx)
Δx2
+
sin2(1
2
kyΔy)
Δy2
+
sin2(1
2
kzΔz)
Δz2
)
(3.51) 
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Desnormalizando se deduce: 
sin2(1
2
ωΔt)
(cΔt)2
=
(
sin2(1
2
kxΔx)
Δx2
+
sin2(1
2
kyΔy)
Δy2
+
sin2(1
2
kzΔz)
Δz2
) 
(3.52a) 
La relación (3.52a) es la relación de dispersión numérica del algorit-
mo FDTD para el caso general en tres dimensiones. 
Siguiendo un procedimiento análogo, se deduce la relación para los 
casos bidimensionales (!" y !", (3.28)-(3.33)): 
sin2(1
2
ωΔt)
(cΔt)2
=
(
sin2(1
2
kxΔx)
Δx2
+
sin2(1
2
kyΔy)
Δy2
) 
(3.52b) 
En contraste con la relación de dispersión numérica, para el caso 
tridimensional, la relación de dispersión para una onda plana en un 
continuo libre de pérdidas es: 
ω 2
c2
= kx
2 + ky
2 + kz
2  (3.53) 
A primera vista presenta poco parecido la relación (3.52a) con el 
caso ideal (3.53). Se puede fácilmente demostrar que (3.52a) se 
reduce a (3.53) en el límite en que Δt,Δx,Δy,Δz tiendan a cero, esto 
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sugiere que la dispersión numérica puede reducirse al caso ideal 
simplemente con utilizar un mallado más fino. 
Para efectuar un análisis cuantitativo retomaremos el caso bidimen-
sional !", suponiendo por simplicidad celdas cuadradas  
(Δx = Δy = Δh) y propagación con ángulo α con respecto al eje x
positivo ((
!
k = (k cosα,k sinα)) . 
Entonces la relación (3.52b) se reduce a 
Δh2 sin2(1
2
ωΔt)
(cΔt 2 )
= sin2(1
2
k cosαΔh)+ sin2(1
2
k sinαΔh)         (3.54) 
que puede resolverse para calcular el módulo del vector número de 
ondas k  aplicando el método iterativo de Newton: 
ki+1 = ki −
sin2(Aki )+ sin
2(Bki )−C
Asin(2Aki )+ Bsin(2Bki )
(3.55) 
Donde ki+1 es el valor mejorado de k ; ki  es la estimación previa de 
k ; y A,B,C  son coeficientes determinados por el ángulo de propa-
gación de la onda con el mallado. 
A= Δhcosα
2
            (3.56a) 
B = Δhsinα
2
            (3.56b) 
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C =
Δh2 sin2(1
2
ωΔt)
(cΔt 2 )
     (3.56c) 
Si se normaliza a la longitud de onda, (esto es hacer λ =1 ), es una 
buena elección empezar los cálculos con k0 = 2π , la longitud de on-
da en el espacio libre. En este caso es fácil ver que la velocidad de 
fase numérica es: 
vp
c
=
2π
k final
              (3.57) 
Siendo k final el valor final de k  obtenido con (3.55) (usualmente par-
tiendo de k0 = 2π bastan dos o tres iteraciones). 
La figura 3.4 muestra los resultados obtenidos para la velocidad nu-
mérica de fase con respecto al ángulo de propagación (α  respecto al 
eje x ). Tres tipos de resolución son examinados: gruesa (1/5 de la 
longitud de onda); normal (1/10 de la longitud de onda); y fino (1/20 
de la longitud de onda). Para cada resolución, la relación cΔt = Δh
2
se mantiene fija, y cumple con la condición de estabilidad. Se obser-
va que la velocidad de fase es máxima para 45º (incidencia oblicua), 
y mínima para 0º y 90º (incidencia a lo largo de los ejes coordenados) 
para todas las resoluciones. Se observa que en el peor de los casos 
el error para la resolución normal es solamente de un 1,3% y tan solo 
de un 0,31% en el caso de alta resolución (1/20 de la longitud de 
onda).  
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La figura 3.5 presenta las curvas de variación de la velocidad máxima 
de fase con la resolución para un ángulo de incidencia de 45º y de 0º 
(90º). La relación cΔt = Δh
2
  se mantiene como antes.  
Se observa que la velocidad de fase numérica para cada ángulo de 
incidencia disminuye al utilizar un mallado más grueso, alcanzándose 
un umbral a partir del cual la velocidad de fase numérica se anula y la 
onda no se propaga. 
El efecto que se produce es el de un filtrado pasa-bajo que es inhe-
rente al algoritmo de Yee, en el que los modos propagantes tienen 
una longitud de onda de al menos dos o tres celdas, dependiendo del 
ángulo de propagación. 
Como resultado de esto, el modelado mediante FDTD de pulsos de 
corta duración y como consecuencia de banda infinita, da lugar a una 
progresiva distorsión de estos; las altas frecuencias espaciales, se 
propagan con mayor lentitud que las bajas, y las que tienen muy altas 
frecuencias espaciales con longitudes de onda inferiores a dos o tres 
celdas no se propagan. La dispersión numérica hace que los pulsos 
de duración finita se ensanchen y dejen un residuo numérico de alta 
frecuencia espacial en los bordes del pulso. 
Para tener un control de la dispersión es conveniente efectuar la 
transformada de Fourier espacial del pulso deseado, entonces a la 
vista del espectro, se seleccionan las dimensiones de la celda, de 
modo que las componentes principales del espectro sean resueltas 
con al menos diez celdas por longitud de onda.  
Esta medida limita la dispersión a menos de un 1% a pesar de la 
debida al ángulo de propagación con la red. 
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Otro efecto adicional a los comentados anteriormente, inherentes a la 
dispersión numérica del algoritmo, es la pseudo-refracción de la onda 
si el tamaño de la celda es función de la posición. La variación de la 
finura del mallado, varía la resolución de la onda que se propaga y en 
consecuencia perturba la distribución de velocidades de fase. 
Esto da lugar a reflexiones sin significado físico y refracción de las 
ondas en las interfases entre zonas con distinto tamaños de las cel-
das, incluso aunque estas representan zonas del espacio libre, es 
como si las ondas se reflejaran y refractaran en las interfases de 
medios dieléctricos que tienen diferentes índices de refracción. 
El grado de refracción depende de lo abrupto que sea el cambio en la 
velocidad de fase y puede ser estimado mediante la teoría conven-
cional de reflexión y refracción de ondas en intefases. 
Figura 3.4: Variación de la velocidad de fase con el ángulo de propagación en un 
mallado FDTD para 3 discretizaciones diferentes. 
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Figura 3.5: Variación de la velocidad de fase con la resolución del mallado FDTD para 
dos ángulos de propagación. 
3.3 Excitación. 
Los parámetros que caracterizan un sistema, se obtienen con FDTD 
mediante dos posibles vías: 
1. La modelización del proceso de scattering (dispersión), para ca-
da una de las frecuencias de interés. En este caso se utilizan
como excitación señales con dependencia armónica en el tiem-
po. El proceso de simulación se prolonga hasta que se alcanza el
estado estacionario, al cual se ha llegado cuando se observa en
el muestreo del campo dispersado una variación temporal perió-
dica. El empleo de señales sinusoidales como excitación, permite
que los parámetros se obtengan por simple comparación de las
amplitudes del campo dispersado.
2. Se modeliza el proceso de dispersión haciendo uso de pulsos
temporales. Este tipo de excitación permite experimentar con
gran variedad de pulsos finitos. La única exigencia a estos, es
que presenten una variación temporal finita y suave. El proceso
de iteración FDTD se mantiene hasta que todo el campo introdu-
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cido por el pulso se ha dispersado, saliendo por los contornos 
abiertos al exterior. Las características del sistema en el dominio 
de la frecuencia se obtienen efectuando la transformada de Fou-
rier del campo dispersado en el dominio del tiempo. 
El uso de pulsos tiene la ventaja de permitir obtener resultados en un 
amplio rango de frecuencias mediante una sola simulación. Con se-
ñales armónicas hay que repetir la simulación para cada frecuencia. 
Sin embargo en los pulsos, el fenómeno de dispersión numérica no 
está tan controlado como en el caso monocromático. En una señal 
temporal finita hay superpuestas infinitas señales armónicas de las 
cuales sólo interesará un reducido intervalo, el resto contiene fre-
cuencias que no se propagan o que sufren una gran dispersión nu-
mérica. Estas señales indeseadas generan un cierto nivel de ruido 
numérico, para cuya eliminación es necesario recurrir al uso de fil-
tros. El uso de señales temporales de variación suave tiene que ver 
con esto último, hay que evitar señales abruptas con armónicos cuya 
longitud de onda sea de baja resolución en celdas y que luego gene-
ran sobreoscilaciones artificiales en la señal que se propaga. 
El número de ciclos que requiere la onda incidente para alcanzar el 
estado estacionario depende inversamente de las pérdidas de la 
estructura o fenómeno que se modela. 
3.4 Modelización de Medios con Pérdidas por Conduc-
ción. 
Una parte importante de este trabajo es el modo en que se introduce 
la conductividad en las ecuaciones de actualización de las compo-
nentes electromagnéticas dentro del esquema FDTD. El objetivo 
perseguido es elaborar un modelo que permita analizar las variacio-
nes de la frecuencia de resonancia de la cavidad Tierra-ionosfera en 
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función del perfil de conductividad. La técnica FDTD se emplea habi-
tualmente en la modelización de sistemas formados por dieléctricos y 
conductores perfectos. En contadas ocasiones se consideran las 
pérdidas por conducción, pues las estructuras modeladas son prácti-
camente ideales. El dieléctrico se supone ideal, y el conductor se 
modeliza anulando directamente las componentes de campo en su 
interior. En algunos casos se consideran las pérdidas en el dieléctri-
co, que generalmente se representan asignando al dieléctrico una 
pequeña conductividad. Las pérdidas óhmicas se representan me-
diante unas corrientes de conducción proporcionales a la intensidad 
del campo eléctrico. La constante de proporcionalidad es la conducti-
vidad eléctrica, que deja de ser nula en aquellos medios con pérdi-
das. Estas corrientes óhmicas actúan como fuentes de campo mag-
nético, por lo que aparecen en la ley de Ampère; que es de donde se 
parte para evaluar la ecuación de actualización de las componentes 
del campo eléctrico. 
∂
!
E
∂t
=
1
ε
!
∇∧
!
H −σ
ε
!
E  (3.58) 
El desarrollo es el mismo para las tres componentes del campo eléc-
trico. Por ello, sólo se va a presentar la deducción de las ecuaciones 
de actualización para la componente Ez . De forma análoga se obtie-
nen las ecuaciones de actualización de las otras dos componentes. 
La ecuación de actualización de EZ en t = (n+ 12 )Δt se escribe:
Ez
n+1(i, j,k)− Ez
n (i, j,k)
Δt
=
=
1
ε
[
!
∇∧
!
H ]z
n+ 1
2 −
σ
ε
Ez
n+ 1
2 (i, j,k)
(3.59) 
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El problema de esta ecuación es que requiere el valor de la compo-
nente Ez
n+ 1
2 , mientras que la componente Ez se evalúa en t = nΔt y
t = (n+1)Δt . La solución habitual es aproximar Ez
n+ 1
2  como el prome-
dio de Ez
n y Ez
n+1 . Con lo que la ecuación anterior queda: 
Ez
n+1(i, j,k)− Ez
n (i, j,k)
Δt
=
1
ε
[
!
∇∧
!
H ]z
n+ 1
2
−
σ
ε
Ez
n+1(i, j,k)+ Ez
n (i, j,k)
2
(3.60) 
Reordenando se llega a la ecuación de actualización para medios 
con pérdidas empleada en la técnica FDTD [Kunz y Luebbers, 1993] 
y [Sullivan, 2000]: 
Ez
n+1(i, j,k) =
1− Δtσ
2ε
1+ Δtσ
2ε
Ez
n (i, j,k)+
Δt
ε
1+ Δtσ
2ε
[
!
∇∧
!
H ]z
n+ 1
2             (3.61) 
La expresión (3.61) sólo es válida cuando se consideran valores de 
conductividad pequeños [Navarro, 1992] , [Taflove, 2000]. Si se con-
sidera el término que acompaña a Ez
n en (3.61) se comprueba que 
para valores pequeños de σ se obtienen relaciones similares al caso 
sin pérdidas. Pero dicho término no reproduce la realidad cuando 
σ > 2ε
Δt
. 
Considerando valores estándar de estos parámetros en las simula-
ciones (ε = 8,8542 10−12 F /m , Δt ≈ 8,8 10
−6 s ) , y que la conductividad 
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eléctrica varía entre 10−14  S /m y 10-2  S /m  se comprueba que la rela-
ción (3.61) no resulta apropiada para representar el amplio rango de 
valores de conductividad en que se está interesado [Holland  et al., 
1980]. 
La falta de exactitud de la ecuación de actualización (3.61) se debe a 
la aproximación del campo eléctrico en n+ 1
2
por el promedio de los 
campos en n y en n+1 . Otras aproximaciones posibles son 
Ez
n+ 1
2 ≈ Ez
n  y Ez
n+ 1
2 ≈ Ez
n+1 .
Aunque la mejor opción consiste en la diferenciación exponencial 
temporal [Longley y Longmire, 1973] y su aplicación a la técnica 
FDTD [Holland  et al., 1980]. La ventaja de la diferenciación expo-
nencial es que evalúa la integral temporal de la componente de cam-
po eléctrico en cada iteración, en lugar de aproximarla a partir de los 
campos en los extremos del intervalo. En este caso, para obtener las 
ecuaciones de actualización se comienza reordenando (3.58) y multi-
plicando ambos lados por el factor e
σ t
ε , con lo que se obtiene: 
e
σ t
ε
∂
!
Ez
∂t
+ e
σ t
ε σ
ε
!
Ez = e
σ t
ε 1
ε
[
!
∇∧
!
H ]z  (3.62) 
que se puede escribir: 
∂
∂t
[e
σ t
ε
!
Ez ]= e
σ t
ε 1
ε
[
!
∇∧
!
H ]z (3.63) 
La ecuación de actualización se obtiene integrando esta última rela-
ción entre los intervalos temporales nΔt  y (n+1)Δt . En la integración 
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se supone que la variación temporal de la parte de la anterior ecua-
ción viene dada únicamente por la exponencial. 
∂
∂t
[e
σ t
ε
!
Ez ]dt =nΔt
(n+1)Δt∫ e
σ t
ε dt 1
ε
[
!
∇∧
!
H ]znΔt
(n+1)Δt∫                (3.64) 
e
σ t
ε
!
Ez
!
"
#
#
$
%
&
&
nΔt
(n+1)Δt
= e
σ t
ε |nΔt
(n+1)Δt 1
σ
[
!
∇∧
!
H ]z               (3.65) 
e
σ (n+1)Δt
ε (Ez
n+1(i, j,k)− e
σΔt
ε Ez
n (i, j,k))
= e
σ (n+1)Δt
ε 1− e
−σ t
ε
σ
[
!
∇∧
!
H ]z
              (3.66) 
Finalmente, la ecuación de actualización de la componente Ez  en el 
caso de un medio con pérdidas por conducción queda: 
Ez
n+1(i, j,k) = e
−σΔt
ε Ez
n (i, j,k)+1− e
−σΔt
ε
σ
[
!
∇∧
!
H ]z  (3.67) 
Las ecuaciones de actualización del resto de componentes del cam-
po eléctrico se obtienen siguiendo un procedimiento análogo. Que-
dando: 
Ex
n+1(i, j,k) = e
−σΔt
ε Ex
n (i, j,k)+
+
1− e
−σΔt
ε
σ
[
Hz
n+1 2 (i, j,k)−Hz
n+1 2 (i, j −1,k)
Δy
−
−
Hy
n+1 2 (i, j,k)−Hy
n+1 2 (i, j,k −1)
Δz
] 
              (3.68a) 
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Ey
n+1(i, j,k) = e
−σΔt
ε Ey
n (i, j,k)+
+
1− e
−σΔt
ε
σ
[
Hx
n+1 2 (i, j,k)−Hx
n+1 2 (i, j,k −1)
Δy
−
−
Hz
n+1 2 (i, j,k)−Hz
n+1 2 (i −1, j,k)
Δx
]
(3.68b) 
Ez
n+1(i, j,k) = e
−σΔt
ε Ez
n (i, j,k)+
+
1− e
−σΔt
ε
σ
[
Hy
n+1 2 (i, j,k)−Hy
n+1 2 (i −1, j,k)
Δx
−
−
Hx
n+1 2 (i, j,k)−Hx
n+1 2 (i, j −1,k)
Δy
]
(3.68c) 
Las ecuaciones de actualización de las componentes del campo 
magnético no se ven afectadas en el caso de medios con pérdidas 
óhmicas. Éstas se obtienen a partir de la ley de Faraday, que no se 
ve modificada por la conductividad eléctrica. 
3.5  Consideraciones Sobre la Inserción de la Conductivi-
dad en las Ecuaciones FDTD 
Finalmente, se pretende mostrar cómo afecta al resultado final la 
elección adecuada de la aproximación con la que introducir el efecto 
de la conductividad eléctrica. 
Ya se ha mencionado anteriormente que el efecto de la conductividad 
eléctrica se introduce en la ley de Ampère (3.58). Desarrollando la 
derivada temporal de (3.58) se obtiene la ecuación en diferencias 
para la actualización del campo eléctrico en cada iteración (3.59), 
evaluada en t = (n+1 2)Δt . 
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El problema es que el término que considera la contribución de la 
conductividad eléctrica, es proporcional a En+1 2 , pero el campo eléc-
trico sólo está evaluado en t = nΔt  y  t = (n+1)Δt . Resulta pues nece-
sario reescribir En+1 2 en función de los valores conocidos En  y En+1 , 
para, a continuación, obtener la ecuación de actualización del campo 
eléctrico; en la que En+1debe quedar en función de los valores cono-
cidos En  y [
!
∇∧
!
H ]n+1 2 . La forma que debe tener la ecuación de ac-
tualización del campo eléctrico es: 
!
En+1 =CE
!
En +CR[
!
∇∧
!
H ]n+1 2 (3.69) 
donde los coeficientes CE  y CR variarán en función de la aproxima-
ción empleada para reescribir En+1 2 a partir de En  y En+1 . 
Se han considerado diferentes aproximaciones para evaluar En+1 2  a 
partir de los valores de campo eléctrico disponibles; 
En+1 2 ≈ (En+1 + En ) 2,  En+1 2 ≈ En+1,  En+1 2 ≈ En , y la solución proporcio-
nada mediante la diferenciación exponencial. 
En la tabla 3.1. se presentan las expresiones de CE  y CR  obtenidas 
con cada una de las aproximaciones de En+1 2 . 
De las expresiones mostradas en la tabla 3.1. se concluye que en 
función de la aproximación empleada pueden obtenerse resultados 
muy diferentes. 
A continuación se comprobará que, lo que en principio parecía una 
cuestión menor, resulta ser muy importante. Porque algunas de las 
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aproximaciones consideradas pueden provocar que el proceso itera-
tivo no se mantenga estable. 
Aproximación CE RC
En+1 2 ≈ En (1−
σ
ε
)Δ
t
Δt
ε
En+1 2 ≈ (En+1 + En ) 2
(1− σ
2ε
)
(1+ σ
2ε
)
Δt
Δt
ε
1
(1+ σ
2ε
)
En+1 2 ≈ En+1  
Δt
1+σ
ε
Δt
ε
1
(1+σ
ε
)
Diff. Exponencial e
−σΔt
ε
1− e
−σΔt
ε
σ
Tabla 3.1: Expresiones de CE y CR  en función de la aproximación empleada
para reescribir E
n+1
2  a partir de En y En+1  
En la figura 3.6 se presenta, para cada una de las aproximaciones, la 
variación del coeficiente CE que acompaña a 
!
En en las ecuaciones 
de actualización, en función de la conductividad eléctrica.  
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Figura 3.6: Coeficiente que acompaña a la componente En en las ecuaciones de 
actualización en función de la conductividad empleando diferentes aproximaciones 
para E
n+1
2
Además de la conductividad, los coeficientes presentados dependen 
de otros parámetros, Δt  y ε . Dado que la atmósfera es gaseosa 
ε = ε0 . El valor de Δt se ha fijado a partir de valores típicos de las 
simulaciones de la atmósfera terrestre realizadas, Δt = 2,8µs . De esta 
manera se puede analizar los valores que tomará este coeficiente en 
las simulaciones realizadas. 
Se comprueba en la figura 3.6 que para valores pequeños de la con-
ductividad eléctrica σ <10−9  S/m los resultados proporcionados por las 
diferentes aproximaciones son muy similares. Pero a medida que 
aumenta la conductividad, se va observando cómo las diferentes 
curvas comienzan a separarse. La idea que en principio podría pare-
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cer la más adecuada, asignar a En+1 2 el valor que tenía en En , se 
muestra del todo inadecuada pues hace que el coeficiente CE , re-
presentado en la figura 3.6 por una línea de puntos roja, aumente de 
forma lineal con la conductividad eléctrica. A priori, la segunda opción 
más adecuada, consistente en aproximar el valor de En+1 2 como el 
promedio de los instantes temporales anterior y posterior, tampoco 
proporciona resultados mucho mejores. En este caso, los valores que 
toma el coeficiente están acotados dentro del intervalo (-1,+1) . El 
valor de CE  obtenido con esta aproximación toma valores negativos 
cuando σ >10−5  S/m . Estos valores negativos generarán oscilaciones 
de alta frecuencia numérica durante la simulación, conduciendo a un 
algoritmo inestable. 
Para que la aproximación deba ser tomada en consideración, de cara 
a su aplicación en las ecuaciones en diferencias, debe reproducir al 
menos los conocimientos que se tienen de electromagnetismo. 
Cuando σ → 0  las ecuaciones deben ser equivalentes a las de un 
medio sin pérdidas por conducción. Cuando σ →∞ debe reproducir-
se la extinción del campo eléctrico en el interior del conductor perfec-
to. La primera de las afirmaciones es verificada en todas las aproxi-
maciones. Pero la segunda no se verifica en los dos primeros casos. 
El que el campo eléctrico se anule en el interior del conductor se 
traduce en que al aumentar la conductividad el coeficiente analizado 
debe anularse. Eso se reproduce tanto en la aproximación 
En+1 2 ≈ En+1 , como en el caso de la diferenciación exponencial. De 
estas dos, la ecuación obtenida mediante la diferenciación exponen-
cial reproduce con mayor exactitud la evolución del campo electro-
magnético en función de la conductividad. Así, deben descartarse las 
dos primeras aproximaciones por conducir a situaciones  inestables. 
En el caso de estudiar sistemas reales con pocas pérdidas 
Capítulo 3. Modelo FDTD de la Guía de Ondas Tierra-Ionosfera 
85 
(σ <10−9  S/m para dieléctricos, o σ >10−2  S/m en el caso de conducto-
res) es factible el uso de la aproximación En+1 2 ≈ En+1 . Pero, en el 
caso de analizar sistemas en los que el efecto de las pérdidas es 
considerable es preciso recurrir a las expresiones obtenidas median-
te diferenciación exponencial. 
3.6  El Problema de la Modelización de Cortezas Esféricas. 
La mayor parte de aplicaciones de la técnica FDTD han sido pensa-
das para la modelización y el análisis de estructuras con simetría 
paralelepipédica. Las estructuras cilíndricas o esféricas estudiadas 
han sido resueltas empleando un “mallado” paralelepipédico. Se en-
tiende por mallado aquella distribución de puntos, en un espacio bi-
dimensional o tridimensional, que van a representar numéricamente 
la realidad modelizada. Esta distribución finita de puntos, regularmen-
te espaciados, supone una discretización de la realidad. 
Previamente se ha presentado la celda elemental, celda de Yee (figu-
ra 3.1), empleada en la técnica FDTD para la discretización espacial. 
Dado que la celda de Yee tiene una morfología paralelepipédica, se 
adapta perfectamente a contorno de sistemas con formas planopara-
lelas con ángulos rectos. Pero cuando se pretenden modelar elemen-
tos curvos, la forma de la celda elemental no se ajusta de forma natu-
ral a las condiciones de contorno. Al intentar aproximar los contornos 
de elementos curvos con celdas rectangulares aparece el llamado 
efecto escalera o staircasing. La figura 3.7 muestra este efecto cuan-
do se pretende modelizar una circunferencia con un mallado formado 
por 40 celdas en las direcciones x  e y . Aunque el efecto de stairca-
sing es apreciable, con este mallado es posible obtener los primeros 
modos de la estructura sin un error excesivo. Si se pretende evaluar 
modos de mayor orden es necesario el uso de mallados mayores, 
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más densos. Así, la primera posibilidad para minimizar el efecto de 
staircasing es hacer uso de un mallado más denso. Este parche al 
problema del staircasing no es demasiado elegante pero es la mejor 
opción en la mayoría de los casos. En el caso en que la superficie 
curva separa un conductor perfecto y un dieléctrico, es posible em-
plear la solución proporcionada por Dey-Mittra [Dey y Mittra, 1997].  
También se ha propuesto una solución para el caso en que se tiene 
dos dieléctricos [Dey y Mittra, 1999], pero en este segundo caso la 
aproximación de Dey-Mittra no resulta tan interesante. Otra solución 
empleada en la modelización de pefiles curvos es la técnica de sub-
gridding [Zivanovic et al., 1991], [Okoniewski et al., 1997], [Wang et 
al., 2002], [Krishnaiah and Rialton, 1999]. 
Figura 3.7: Efecto de staircasing al modelar elementos circulares 
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Esta técnica combina mallados más densos en aquellas regiones 
donde es necesario un mayor nivel de detalle. La técnica del subgrid-
ding está especialmente indicada cuando el perfil curvo sólo afecta a 
una parte del sistema. Finalmente, las combinaciones de unstructu-
red grids o non-orthogonal grids con la técnica FDTD [Taflove, 2000], 
[Masden, 1992], [Gedney et al., 1996], [Navarro et al., 1995], han sido 
explotadas con éxito en gran cantidad de casos en los que el con-
torno del sistema no es rectangular. El inconveniente de estas técni-
cas es su complejidad. Requiere en todo momento el uso de coorde-
nadas covariantes y contravariantes, además de manejar 
simultáneamente un mallado y su mallado recíproco. Por lo que esta 
técnica resulta bastante tediosa para su uso. 
Figura 3.8: Espesor de la atmósfera terrestre. 
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Antes de escoger una alternativa para la modelización electromagné-
tica de la guía de ondas formada por la superficie de la Tierra y la 
ionosfera, resulta interesante visualizar el sistema que se pretende 
modelizar. La figura 3.8 es una representación a escala de la atmós-
fera terrestre. Suponiendo que el radio interior de la corona circular 
coincidiese con el radio terrestre, una atmósfera de 180 km de espe-
sor quedaría representada por la franja en azul. Al ver el sistema que 
se pretende analizar se descartan algunas de las soluciones emplea-
das usualmente en FDTD para la modelización de sistemas curvos. 
Sólo las técnicas basadas en unstructured grids o non-uniform FDTD 
parecen ofrecer alguna mejora de cara a resolver el problema, pero 
tampoco suponen una ventaja considerable. La figura 3.8 pone de 
manifiesto que el sistema de coordenadas cartesianas no es el más 
adecuado para resolver el problema. La solución planteada es el uso 
de coordenadas curvilíneas, concretamente coordenadas esféricas. 
3.7 Modelado FDTD de Cortezas Esféricas 
3.7.1 FDTD en Coordenadas Curvilíneas 
El desarrollo y uso de la técnica FDTD ha estado íntimamente ligado 
durante los últimos 30 años a la modelización de dispositivos elec-
tromagnéticos aplicados en tecnología. La técnica FDTD ha ido gene-
ralmente asociada a los sistemas de representación cartesianos. 
Pero, en la guía formada por la Tierra y la ionosfera, el sistema de 
coordenadas esféricas permite una descripción natural de la región a 
analizar. La sencillez con que queda descrito el problema en coorde-
nadas esféricas compensa los inconvenientes derivados del uso de 
este sistema de coordenadas 
Las coordenadas curvilíneas han sido poco empleadas junto con la 
técnica FDTD. Prácticamente todas las aplicaciones han estado rela-
Capítulo 3. Modelo FDTD de la Guía de Ondas Tierra-Ionosfera 
89 
cionadas con la modelización de sistemas de simetría cilíndrica. El 
uso de coordenadas curvilíneas con la técnica FDTD fue introducido 
en 1990 por Fusco [Fusco, 1990], posteriormente fue extendido a 
sistemas tridimensionales [Fusco et al., 1991],  [Soriano, 2006], [So-
riano, 2007]. Para la obtención de las ecuaciones de actualización 
para los campos eléctrico y magnético se recurre a las ecuaciones de 
Maxwell en forma integral: 
!
Ed
!
l = −µ ∂
!
H
∂tS∫L!∫ d
!s (3.70a) 
!
H d
!
l = ε ∂
!
E
∂tS∫L!∫ d
!s             (3.70b) 
donde S hace referencia a la superficie de integración, y L al camino 
que la delimita. 
Figura 3.9: Celda FDTD en coordenadas esféricas. 
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En la figura 3.9 se presenta la celda de Yee en coordenadas esféri-
cas. En dicha figura se presenta la distribución de las componentes 
electromagnéticas en cada uno de los nodos. 
El mallado empleado se obtiene replicando la celda elemental de la 
figura 3.9, en las direcciones radial y angulares hasta cubrir toda la 
región tridimensional objeto de la modelización. 
La corteza esférica considerada comprende la región situada entre la 
superficie de la Tierra (RT) y la parte inferior de la ionosfera situada a 
una altitud ( h ) sobre la superficie. Siendo los rangos de variación de 
la magnitud radial r ∈ (RT,RT+h) , latitud θ ∈ (0,π ) , y longitud 
φ ∈ (0,2π ) . 
Er (
!r ,t) ≈ Er (RT+(i+0.5)Δ r , jΔθ ,kΔφ ,nΔ t )
= Er
n (i, j,k) 
(3.71a) 
Eθ (
!r ,t) ≈ Eθ (RT+iΔ r ,(j+0.5)Δθ ,kΔφ ,nΔ t )
= Eθ
n (i, j,k) 
(3.71b) 
Eφ (
!r ,t) ≈ Eφ (RT+iΔ r ,jΔθ ,(k +0.5)Δφ ,nΔ t )
= Eφ
n (i, j,k) 
(3.71c) 
Hr (
!r ,t) ≈ Hr (RT+iΔ r ,(j+0.5)Δθ ,(k +0.5)Δφ ,(n+0.5)Δ t )
= Hr
n+1 2 (i, j,k) 
   (3.71d) 
Hθ (
!r ,t) ≈ Hθ (RT+(i+0.5)Δ r , jΔθ ,(k +0.5)Δφ ,(n+0.5)Δ t )
= Hθ
n+1 2 (i, j,k)
  (3.71e) 
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Hφ (
!r ,t) ≈ Hφ (RT+(i+0.5)Δ r ,(j+0.5)Δθ ,kΔφ ,(n+0.5)Δ t )
= Hφ
n+1 2 (i, j,k)
     (3.71f) 
Los índices enteros i, j,k  están asociados a las direcciones radial r  
y angulares θ ,φ , respectivamente. Hacen referencia al elemento de 
matriz en que queda representado cada región de la corteza esférica. 
El elemento de matriz identificado con la terna (i = 0, j = 0,k = 0)  co-
rresponde al polo norte.  
La inclusión explícita del radio terrestre RT en (3.71) evita la modeli-
zación de la parte interior de la corteza terrestre, donde no se propa-
ga la señal electromagnética. De este modo se aprovechan todas las 
celdas del mallado en la modelización de la atmósfera terrestre, que 
es la región de interés. 
Las ecuaciones de actualización de cada componente se obtienen a 
partir de las ecuaciones (3.70), teniendo en cuenta la discretización 
de cada componente (3.71) y, la posición que ocupa dicha compo-
nente en cada nodo FDTD, ver figura. 3.9. 
En la figura 3.10 se detalla el área de integración empleada en la 
actualización de Hr , donde se observa más claramente qué compo-
nentes del campo eléctrico intervienen en la actualización de Hr .  
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Figura 3.10: Detalle del área de integración empleada en la actualización de rH . 
El resto de componentes emplean áreas de integración análogas a la 
presentada en la figura 3.10, dando como resultado las ecuaciones 
de actualización: 
Er
n+1(i, j,k) = Er
n (i, j,k)+
Δ t
εSer (i, j)
Hφ
n+1 2 (i, j,k)·lhφ (i, j)−Hφ
n+1 2 (i, j −1,k)·lhφ (i, j −1)"# $%
− Hθ
n+1 2 (i, j,k)·lhθ (i)−Hθ
n+1 2 (i, j,k −1)·lhθ (i)!" #$
%
&
'
('
)
*
'
+'
        (3.72a) 
Eθ
n+1(i, j,k) = Eθ
n (i, j,k)+
Δ t
εSeθ (i, j)
Hφ
n+1 2 (i, j,k)·lhφ (i, j)−Hφ
n+1 2 (i −1, j,k)·lhφ (i −1, j)!" #$
− Hr
n+1 2 (i, j,k)·lhr (i)−Hr
n+1 2 (i, j,k −1)·lhr!" #$
%
&
'
('
)
*
'
+'
        (3.72b) 
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Eφ
n+1(i, j,k) = Eφ
n (i, j,k)+
Δ t
εSeφ (i)
Hθ
n+1 2 (i, j,k)·lhθ (i)−Hθ
n+1 2 (i −1, j,k)·lhθ (i −1)"# $%
− Hr
n+1 2 (i, j,k)·lhr (i)−Hr
n+1 2 (i, j −1,k)·lhr!" #$
%
&
'
('
)
*
'
+'
(3.72c) 
Hr
n+1 2 (i, j,k) = Hr
n−1 2 (i, j,k)−
Δ t
µShr (i, j)
Eφ
n (i, j,k)·leφ (i, j)− Eφ
n (i, j +1,k)·leφ (i, j +1)!" #$
− Eθ
n (i, j,k)·leθ (i)− Eθ
n (i, j,k +1)·leθ (i)!" #$
%
&
'
('
)
*
'
+'
(3.72d) 
Hθ
n+1 2 (i, j,k) = Hθ
n-1 2 (i, j,k)−
Δ t
µShθ (i, j)
Er
n (i, j,k)·ler − Er
n (i, j,k +1)·ler!" #$
− Eφ
n (i, j,k)·leφ (i, j)− Eφ
n (i +1, j)·leφ (i +1, j)!" #$
%
&
'
('
)
*
'
+'
(3.72e) 
Hφ
n+1 2 (i, j,k) = Hφ
n−1 2 (i, j,k)−
Δ t
µShφ (i, j)
Eθ
n (i, j,k)·leθ (i)− Eθ
n (i +1, j,k)·leθ (i +1)!" #$
− Er
n (i, j,k)·ler − Er
n (i, j +1,k)·ler!" #$
%
&
'
('
)
*
'
+'
    (3.72f) 
En las ecuaciones (3.72) aparecen los elementos de superficie Ser  y 
los de longitud ler  asociados a cada componente. Éstos cuantifican la 
superficie y la longitud del camino de integración empleado en la 
actualización de cada componente. Dado que el tamaño de las cel-
das varía con la posición de las mismas, también los coeficientes de 
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área y longitud dependen del punto de aplicación. Esta dependencia 
se indica con los índices enteros i  y j . Los elementos de longitud 
(3.73) se obtienen mediante una integración a lo largo de las aristas 
de cada celda: 
ler = Δr             (3.73a) 
leθ (i) = (RT+iΔ r )Δθ              (3.73b) 
leφ (i, j) = (RT+iΔ r )sin( jΔθ )Δφ            (3.73c) 
lhr = Δr             (3.73d) 
lhθ (i) = (RT+(i+0.5)Δ r )Δθ             (3.73e) 
lhφ (i, j) = (RT+(i+0.5)Δ r )sin(( j +0.5)Δθ )Δφ              (3.73f) 
De forma similar, los elementos de superficie se obtienen integrando 
cada una de las caras de la celda elemental. 
Ser (i, j) = dφ(k−0.5)Δφ
(k+0.5)Δφ∫ r2 sin(θ )dθ =( j−0.5)Δθ
( j+0.5)Δθ∫
= (RT+(i+0.5)Δ r )
2Δφ cos(( j −0.5)Δθ )− cos(( j +0.5)Δθ ){ }
(3.74a) 
Seθ (i, j) = dφ(k−0.5)Δφ
(k+0.5)Δφ∫ rsin(θ )dr =(i−0.5)Δr
(i+0.5)Δr∫
= (RT+iΔ r )sin(( j +0.5)Δθ )Δ rΔφ )
(3.74b) 
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Seφ (i) = dθ( j−0.5)Δθ
( j+0.5)Δθ∫ r dr =(i−0.5)Δr
(i+0.5)Δr∫
= (RT+iΔ r )ΔrΔθ
(3.74c) 
Shr (i, j) = dφkΔφ
(k+1)Δφ∫ r2 sin(θ )dθ =jΔθ
( j+1)Δθ∫
= (RT+iΔ r )
2Δφ cos( jΔθ )− cos(( j +1)Δθ ){ }
(3.74d) 
Shθ (i, j) = dφkΔφ
(k+1)Δφ∫ rsin(θ )dr =iΔr
(i+1)Δr∫
= (RT+(i+0.5)Δ r )sin( jΔθ )Δ rΔφ
(3.74e) 
Shφ (i) = dθjΔθ
( j+1)Δθ∫ r dr =iΔr
(i+1)Δr∫
= (RT+(i+0.5)Δ r )ΔrΔθ
(3.74f) 
A diferencia de los mallados en coordenadas cartesianas, donde 
generalmente los elementos de longitud y superficie son iguales en 
todo el mallado, cada celda es ligeramente diferente a sus vecinas. 
En (3.73) y (3.74) se observa como el tamaño de las celdas aumenta 
de forma progresiva desde la superficie terrestre hasta el límite infe-
rior de la ionosfera; y desde los polos hasta el ecuador. Por esta ra-
zón se debe tener especial cuidado en la indexación de las matrices 
de variables y coeficientes: 
• La primera de ellas se corresponde con el origen de coordenadas
(r = 0)  En el origen de coordenadas, independientemente del va-
lor que tomen las coordenadas θ y φ  , siempre que (r = 0)  se
está haciendo referencia a la misma posición.
• La segunda discontinuidad no es tan acusada como la primera.
Se sitúa sobre el eje de rotación (Norte-Sur). Independientemen-
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te del valor que tome φ , siempre que θ = 0  se hace referencia al 
mismo punto del sistema de representación. En el caso en que 
θ = π ocurre exactamente lo mismo. 
El inconveniente que plantean estas discontinuidades es que en las 
matrices que contienen la información sobre cada una de las compo-
nentes del campo electromagnético hay toda una fila o columna de 
valores que representan un mismo punto. La solución al problema es 
bastante sencilla, simplemente hay que tener esto muy presente, y 
actualizar estos elementos de matriz de forma adecuada. 
El que la solución al problema sea sencilla no contradice el que la 
programación de estos puntos sea delicada. Cualquier error en la 
actualización de estos elementos de matriz es fuente de importantes 
inestabilidades, que tienen como consecuencia inmediata una fuerte 
divergencia de la solución numérica. 
El hecho de que el sistema que se estudia sea una corteza esférica, 
y no una esfera, tiene como ventaja que la discontinuidad en el ori-
gen de coordenadas no está presente. 
En el caso que el sistema a estudiar fuese la esfera completa, resul-
taría preferible el uso de coordenadas cartesianas, pues presentan 
estas discontinuidades. Aunque el efecto de staircasing degrade la 
solución, las celdas son más uniformes, es decir, no hay tanta dife-
rencia entre los tamaños de las celdas centrales y las del borde de la 
esfera. 
A la segunda discontinuidad sí se va a tener que prestar especial 
atención. Es la que se tiene sobre el eje Norte-Sur (θ = 0 y θ = π ) . 
Para salvar esta discontinuidad se deben escoger de forma adecua-
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da las componentes del campo y, su posición dentro de la celda en 
que se representa el eje. 
En la figura 3.11 se presenta el modo en que se deben situar las 
diferentes componentes del campo sobre el eje θ = 0 . Se puede 
comprobar que en esta celda sólo están representadas cuatro de las 
seis componentes del campo electromagnético. 
De acuerdo con la celda presentada en la figura 3.11, no hay elemen-
tos de área a partir de los que calcular las componentes Eφ  
y Hθ . 
Por lo que estas dos componentes no están contempladas en la cel-
da que representa los ejes θ = 0 y θ = π . 
Atendiendo a la posición de cada componente en la figura 3.11, se 
comprueba que la actualización de las componentes Er y Hr sobre el 
eje, requieren de caminos de integración diferentes a los empleados 
para estas componentes en el resto del espacio de simulación. Estos 
caminos de integración quedan detallados en la figura 3.12. De la 
figura 3.12(a) se extrae que la actualización de la componente Er en 
θ = 0 viene dada por la expresión: 
ε dφ ∂Er (r,θ ,φ,t)
∂t0
Δθ
2∫0
2π
∫ r2 sin(θ )dθ =
= Hφ r,
Δθ
2
,φ,t
$
%
&
'
(
)
0
2π
∫ rsin
Δθ
2
$
%
&
'
(
)dφ
(3.75) 
Con la intención de hacer más sencilla la actualización de la compo-
nente radial del campo eléctrico a lo largo del eje θ = 0 se ha añadido 
la variable ENorth . Ésta se corresponde con el valor que toma dicha 
componente sobre el mencionado eje. 
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dφ ∂Er (r,θ ,φ,t)
∂t0
Δθ
2∫0
2π
∫ r2 sin(θ )dθ ≈
≈ ENorth
n+1 (i)− ENorth
n (i){ }Ser (i,0)
(3.76) 
Con lo que la actualización de la componente radial del campo eléc-
trico sobre el eje θ = 0 queda: 
ENorth
n+1 (i) = ENorth
n (i)+ Ai Hφ
n+0.5(i,0,k)
k=0
Kmax
∑ (3.77) 
Todas las dependencias de las discretizaciones espaciales y de las 
propiedades eléctricas quedan recogidas en el coeficiente Ai . 
Figura 3.11: Detalle de la disposición de las diferentes componentes del campo elec-
tromagnético sobre el eje 0θ = . 
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Ai =
lhφ (i,0)Δt
εSer (i,0)
=
ΔtΔφ
2πε 1− cos(0.5Δθ )!" #$(RT + (i +0.5)Δr )
         (3.78) 
Dado que en las celdas situadas sobre el eje θ = 0no está contem-
plada la componente Eφ , también debe prestarse especial atención a 
la actualización de la componente Hr  de dicha celda. Para dicha 
actualización se hace uso del área representada en la figura 3.12(b), 
quedando la actualización de dicha componente: 
Hr
n+1 2 (i,0,k) = Hr
n−1 2 (i,0,k)+
+
Δt
µShr (i,0)
Eφ
n (i,1,k)·leφ (i,1)+
[Eθ
n (i,0,k)·leθ (i)− Eθ
n (i,0,k +1)·leθ (i)]
#
$
%
&%
'
(
%
)%
(3.79) 
Figura 3.12: Caminos integración actualización componentes Er y rH sobre el eje 
θ = 0 . 
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En el polo sur se tiene una situación similar, que se ha representado 
en la figura 3.13. En este caso, la celda que representa el eje 
(θ = π ) sólo tiene la componente Er , a la que se ha llamado ESouth . 
La actualización de esta componente va a depender de las celdas 
adyacentes al eje θ = π , que se han identificado con j = jmax −1 . A 
diferencia de la primera celda, las celdas identificadas con j = jmax −1
son celdas normales, con todas las componentes electromagnéticas. 
 Aunque en la figura 3.13 sólo se han representado las que van a ser 
necesarias para modelizar correctamente la discontinuidad en el eje 
θ = π . En cualquier caso hay que insistir que en el modelo sí se con-
sideran las componentes Eφ (i, jmax −1,k)  
y Hθ (i, jmax −1,k) . 
Los caminos de integración empleados en este caso son análogos a 
los mostrados en la figura 3.12; dando lugar a las ecuaciones de 
actualización. 
ESouth
n+1 (i) = ESouth
n (i)− Ai Hφ
n+0.5(i, jmax ,k)
k=0
Kmax
∑ (3.80) 
donde el coeficiente Ai  toma el mismo valor que en (3.78) 
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Figura 3.13: Disposición de las diferentes componentes en el eje θ = π . 
Hr
n+1 2 (i, jmax −1,k) = Hr
n−1 2 (i, jmax −1,k)+
Δt
µShr (i, jmax −1)
Eθ
n (i, jmax −1,k)·leθ (i)− Eθ
n (i, jmax −1,k +1)·leθ (i)#$ %&
−Eφ
n (i, jmax −1,k)·leφ (i, jmax −1)
'
(
)
*)
+
,
)
-)
   (3.81) 
3.7.2 Consideración del Perfil de Conductividad 
Anteriormente, en la sección 3.4, se ha establecido el modo en que 
debe introducirse el perfil de conductividad en las ecuaciones de 
actualización de cada componente. Si se consideran de nuevo las 
ecuaciones de Maxwell en forma integral presentadas en (3.70), y se 
incorpora el término referente a las pérdidas por efecto Joule, se 
llega a la forma integral de las ecuaciones de Maxwell para medios 
con pérdidas. 
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!
Ed
!
l = −µ ∂
!
H
∂tS∫L!∫ d
!s             (3.82a) 
!
H d
!
l = ε ∂
!
E
∂tS∫L!∫ d
!s + σ (r)
!
Ed!s
S∫             (3.82b) 
La conductividad eléctrica sólo modifica a la ley de Ampère y por 
tanto sólo afectará a la ecuación de actualización del campo eléctri-
co. Siguiendo un procedimiento análogo al empleado para obtener 
las ecuaciones (3.72), considerando la inserción de la conductividad 
tal y como se planteó en la sección 3.4, se obtienen las ecuaciones 
en diferencias para actualizar el campo eléctrico en cada instante 
temporal. 
Er
n+1(i, j,k) = e−(σ (i )Δt ε )Er
n (i, j,k)+ e
−(σ (i )Δt ε )
σ (i)Ser (i, j)
Hφ
n+1 2 (i, j,k)·lhφ (i, j)−Hφ
n+1 2 (i, j −1,k)·lhφ (i, j −1)"# $%
− Hθ
n+1 2 (i, j,k)·lhθ (i)−Hθ
n+1 2 (i, j,k −1)·lhθ (i)!" #$
%
&
'
('
)
*
'
+'
        (3.83a) 
Eθ
n+1(i, j,k) = e−(σ (i )Δt ε )Eθ
n (i, j,k)−1− e
−(σ (i )Δt ε )
σ (i)Seθ (i, j)
Hφ
n+1 2 (i, j,k)·lhφ (i, j)−Hφ
n+1 2 (i −1, j,k)·lhφ (i −1, j)"# $%
− Hr
n+1 2 (i, j,k)·lhr (i)−Hr
n+1 2 (i, j,k −1)·lhr"# $%
&
'
(
)(
*
+
(
,(
(3.83b)
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Eφ
n+1(i, j,k) = e−(σ (i )Δt ε )Eφ
n (i, j,k)+1− e
−(σ (i )Δt ε )
σ (i)Seφ (i)
Hθ
n+1 2 (i, j,k)·lhθ (i)−Hθ
n+1 2 (i −1, j,k)·lhθ (i −1)"# $%
− Hr
n+1 2 (i, j,k)·lhr −Hr
n+1 2 (i, j −1,k)·lhr"# $%
&
'
(
)(
*
+
(
,(
         (3.83c) 
Las ecuaciones de actualización del campo magnético no se ven 
afectadas por la conductividad eléctrica, por lo que no es necesario 
volver a escribirlas. 
3.7.3 Sistemas con Simetría de Revolución. Modelo Bidimen-
sional. 
En el caso de un medio ideal entre dos superficies esféricas de con-
ductores perfectos, la dependencia angular de los campos 
!
E y 
!
H  
está relacionada con los armónicos esféricos. 
Er (r,θ ,φ)∝ e(r)Pn
m(cosθ )[C cos(mφ)+Dsin(mφ)]                (3.84) 
Donde n  hace referencia al grado, y m  al orden, de las funciones 
asociadas de Legendre, C  y D  son constantes cuyo valor depende 
de las condiciones de contorno. El orden está relacionado con las 
variaciones de los campos en la dirección φ , y el grado con las va-
riaciones en la dirección θ . 
fn =
c
2πr0
n(n+1) 1− h
r0
!
"
##
$
%
&&               (3.85) 
Los perfiles de conductividad no son excesivamente detallados en 
cuanto a la variación de la conductividad en función de la latitud y 
longitud. Generalmente, se emplean perfiles de conductividad pro-
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medio, en los que la conductividad eléctrica depende únicamente de 
la altitud. El interés del orden m = 0  está relacionado con el hecho de 
que los campos tengan simetría de revolución alrededor del eje Nor-
te-Sur (θ = 0 y θ = π ) . Que equivale a la condición: 
∂
∂φ
(3.86) 
Explotando esta invariabilidad de los campos en la dirección φ  se 
puede construir un modelo bidimensional de la atmósfera terrestre. 
La principal ventaja del modelo bidimensional es su mayor rapidez 
frente al mallado tridimensional, ya que con ambos modelos se obtie-
nen valores muy similares. El mallado empleado por este modelo 
bidimensional se detalla en la figura 3.14. Este mallado sólo emplea 
una celda en la dirección φ . Mediante la condición (3.86) se impone 
que los campos no varíen en la dirección φ , y por tanto queden de-
terminados únicamente por las coordenadas r  y θ . El modo de for-
zar la simetría en la dirección φ  no es exactamente mediante la rela-
ción (3.86), sino mediante condiciones de contorno periódicas: 
Er (i, j,2) = Er (i, j,1)             (3.87a) 
Eθ (i, j,2) = Eθ (i, j,1)    (3.87b) 
Hr (i, j,0) = Hr (i, j,1)     (3.87c) 
Hθ (i, j,0) = Hθ (i, j,1)        (3.87d) 
Por supuesto, también en este caso hay que prestar especial aten-
ción a la actualización de los ejes θ = 0  y θ = π . Debe tenerse en 
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cuenta que, a pesar de considerar sólo una celda, la actualización de 
Er (i,0)  y Er (i, jmax ) requiere la integración del campo magnético so-
bre un camino que rodea el eje de simetría. Esto implica una integra-
ción para valores de φ  entre 0  y 2π . 
Debido a las condiciones de contorno que se han impuesto, el campo 
magnético es constante en todo el camino de integración. Así, las 
ecuaciones de actualización de la componente radial sobre los ejes 
se escriben: 
ENorth
n+1 (i) = ENorth
n (i)− 2πAiHφ
n+0.5(i,0,1) (3.88a) 
ESouth
n+1 (i) = ESouth
n (i)− 2πAiHφ
n+0.5(i, jmax −1,1) (3.88b) 
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Figura 3.14: Esquema del mallado correspondiente al modelo tridimensional. 
La única cuestión que queda abierta es el tamaño de la celda simula-
da en la dirección φ , es decir Δφ . Aunque ahora se considere úni-
camente un plano (φ ≡ cte) , el valor Δφ aparece en los coeficientes 
lhφ , S er  y S eθ . La diferencia entre estos coeficientes entre celdas 
adyacentes es la que da lugar a un modelo en coordenadas cilíndri-
cas, en donde sólo dependerían de la dirección radial, y un modelo 
en coordenadas esféricas donde además dependen de la dirección 
angular θ . La elección tomada ha sido fijar el valor de Δφ de forma 
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que las celdas resulten lo más cuadradas posible tanto en el ecuador 
como en los polos. Esta elección resulta de un compromiso por man-
tener celdas lo más regulares posible. Se toma entonces Δφ de forma 
que, a latitudes medias, leφ  
y leθ sean similares. 
3.7.4 Modelo Tridimensional 
Siguiendo el razonamiento llevado a cabo para el modelo bidimen-
sional, el modelo tridimensional es mucho más intuitivo. Se han reali-
zado algunas simplificaciones matemáticas para construir el modelo 
bidimensional. La razón de emplear el modelo bidimensional como 
paso previo, es la reducción importante de la carga computacional y 
el tiempo de cálculo. Este ahorro de tiempo de cálculo ha ayudado a 
agilizar todo el proceso de depuración de errores, y validación del 
modelo desarrollado. La otra gran ventaja del modelo bidimensional 
es que la visualización resulta mucho más sencilla y por tanto la de-
tección de errores es mucho más rápida. La exploración del modelo 
tridimensional resulta bastante tediosa, pues se debe recurrir a cortes 
bidimensionales representando planos para valores de r ≡ cte  o 
φ ≡ cte . También la comparación entre los diferentes perfiles de con-
ductividad; y el análisis de diferentes efectos sobre la propagación de 
los sferics resultan mucho más rápidos en el caso de un modelo bi-
dimensional. 
A pesar de todo lo mencionado en el párrafo anterior, un modelo 
matemático riguroso de la atmósfera terrestre requiere de un trata-
miento tridimensional. Este modelo tridimensional  va a permitir la 
modelización de las inhomogeneidades asociadas a las variaciones 
diurna/nocturna de los perfiles de conductividad. 
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Los detalles del modelo tridimensional se han ido desglosando a lo 
largo del presente capítulo. Sólo queda abierta una cuestión sobre 
las condiciones de contorno impuestas en los extremos del mallado 
en la dirección φ . Estas condiciones de contorno son las que van a 
cerrar el mallado y de ese modo la espera. Estas condiciones van a 
ser análogas a las presentadas en (3.87), la diferencia es que ahora 
van a unir el final con el principio del mallado en la dirección φ . 
Er (i, j,kmax ) = Er (i, j,1)             (3.88a) 
Eθ (i, j,kmax ) = Eθ (i, j,1)             (3.88b) 
Hr (i, j,0) = Hr (i, j,kmax −1)             (3.88c) 
Hθ (i, j,0) = Hθ (i, j,kmax −1)             (3.88d) 
En la figura 3.15 se presenta un esquema del mallado empleado en 
el modelo tridimensional. Se ha practicado una oquedad en el malla-
do para mostrar el detalle del interior del mallado. Las líneas repre-
sentan la separación entre las diferentes celdas unidad.  
Cabe indicar que la densidad de líneas de la figura. 3.15 es bastante 
menor que la empleada en el modelo. La densidad de puntos em-
pleados en el modelo VLF es cuatro veces superior en las direccio-
nes angulares y quince veces superior en la dirección radial. Para 
representar más claramente el mallado se ha optado por reducir la 
densidad de puntos. 
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Figura 315: detalle del mallado tridimensional. 
3.8 Formalismo FDTD para el Análisis de la Ionosfera con 
Anisotropía inducida por el Campo Magnético Terrestre 
Tal y como se ha hecho referencia anteriormente, para realizar una 
simulación con cierto grado de precisión de la propagación de ondas 
VLF en la guía de ondas formada por la superficie de la Tierra y la 
ionosfera, se ha de introducir el efecto de la anisotropía inducida por 
el campo magnético terrestre. En este sentido, a continuación se 
pasa a tratar el formalismo FDTD asociado al mismo.  
El viento en la parte alta de la ionosfera modula las corrientes ion-
osféricas, que, en combinación con la actividad del nucleo terrestre, 
da lugar a variaciones del campo geomagnético. La corriente fluye de 
acuerdo con la Ley de Ohm, sin embargo, debido a la presencia del 
campo magnético terrestre, se establece una relación anisótropa con 
el campo eléctrico. La teoría de conductividad eléctrica ha sido 
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tratada por diversos autores [Cowling y Borger, 1948], [Maeda, 1951], 
[Baker y Martyn, 1953], [Chapman, 1956], y respecto a la dinámica 
ionosférica, se puede encontrar una descripción detallada en el traba-
jo de Maeda y Kato [Maeda y Kato, 1966], Matsushita [Matsushita, 
1969], Rishbeth y Garriott [Garriott y Rishbeth, 1963], [Rishbeth, 
1997] y Kelley [Kelley, 1989],  
Se suele introducir la conductividad como un tensor [Rishbeth,1997], 
en coordenadas cartesianas con el campo geomagnético alineado 
según la dirección del eje z . Con esta configuración, el tensor de 
conductividad presenta una relación anisótropa entre la corriente y el 
campo eléctrico. 
σ!" #$=
σ P −σ H 0
σ H σ P 0
0 0 σ !
!
"
&
&
&
&
#
$
'
'
'
'
(3.89) 
J
!"
= σ!" #$E
!"
(3.90) 
donde σ H  es la conductividad Hall, σ P  la conductividad de Peder-
sen o transversal y σ !  la conductividad paralela al campo magnético. 
Por consiguiente, la corriente total se descompone en 3 corrientes 
definidas en términos de la dirección de flujo magnético y la dirección 
del campo eléctrico, esto es 
J
!"
||  corriente paralela a lo largo de la dirección del campo magnético. 
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J
!"
P : corriente de Pedersen o corriente perpendicular al campo geo-
magnético en el plano del campo eléctrico. 
J
!"
H  corriente de Hall o corriente perpendicular tanto al campo geo-
magnético como al campo eléctrico. 
Figura 3.16. Vector campo eléctrico geomagnético, vector campo eléctrico y corriente 
ionosférica. 
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y 
J
!"
= J
!"
|| + J
!"
P + J
!"
H , (3.91) 
En un sistema de coordenadas cartesianas, se tiene que para 
cualquier dirección del vector campo geomagnético B
!"
0 = (B0x ,B0 y ,B0 z )
, y cualquier campo eléctrico E
!"
= (Ex ,Ey ,Ez ) , las corrientes se pue-
den escribir como 
J
!"
|| =σ ||B
!"
0
B
!"
0E
!"
B0
2 (3.92) 
J
!"
P =σ P
B
!"
0 × (E
!"
× B
!"
0 )
B0
2             (3.93) 
J
!"
H =σ H
B
!"
0 × E
!"
B0
(3.94) 
Un modelo más realístico de la ionosfera teniendo en cuenta la ex-
istencia del campo geomagnético, necesariamente implica la intro-
ducción de anisotropía en las ecuaciones de Maxwell del rotacional. 
Las ecuaciones de Maxwell considerando las corrientes de Hall, 
Pedersen y paralela al campo magnético son: 
∇× E
!"
= −µ0
∂H
!"!
∂t
(3.95a) 
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∇
!"
×H
!"!
= J
!"
|| + J
!"
H + J
!"
P +ε0
∂E
!"
∂t
(3.95b) 
La introducción de las tres corrientes en el modelo no afecta a la 
ecuación (3.95a), siendo la misma que para medios homogéneos 
lineales e isótropos, en cambio, la ecuación (3.95b) deriva en una 
relación anisótropa. 
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%
&
&
&
= A!./ 01
"
E
   (3.96) 
J
!"
P =
σ P
B
!"
0
2
B0 y
2 + B0 z
2 −B0xB0 y −B0xB0 z
−B0xB0 y B0x
2 + B0 z
2 −B0 yB0 z
−B0xB0 z −B0 yB0 z B0x
2 + B0 y
2
"
#
$
$
$
$
%
&
'
'
'
'
Ex
Ey
E z
(
)
*
*
*
*
+
,
-
-
-
-
=
= AP"# %&
!
E
  (3.97) 
J
!"
H =
σ H
B
!"
0
0 −B0 z B0 y
B0 z 0 −B0x
−B0 y B0x 0
!
"
#
#
#
#
$
%
&
&
&
&
Ex
Ey
E z
!
"
#
#
#
#
$
%
&
&
&
&
= AH!" #$
!
E
  
(3.98) 
siendo la corriente total 
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J
!"
= J
!"
|| + J
!"
H + J
!"
P = A!!" #$+ AH!" #$+ AP!" #${ }
!
E = A!" #$
!
E             (3.99) 
donde la matriz A!" #$  es 
A!" #$=
a11 a12 a13
a21 a22 a23
a31 a32 a33
%
&
'
'
'
'
'
(
)
*
*
*
*
*
(3.100a) 
con 
a11 =
σ ||
B0
2
B0x
2 +
σ P
B0
2
B0 y
2 + B0 z
2( )      (3.100b) 
a12 =
σ ||
B0
2
−
"
#
$
$$
σ P
B0
2
!
"
#
##
B0X B0 y −
σ H
B0
B0 z         (3.100c) 
a13 =
σ ||
B0
2
−
"
#
$
$$
σ P
B0
2
!
"
#
##
B0xB0 z +
σ H
B0
B0 y      (3.100d) 
a21 =
σ ||
B0
2
−
"
#
$
$$
σ P
B0
2
!
"
#
##
B0xB0 y +
σ H
B0
B0 z       (3.100e) 
a22 =
σ ||
B0
2
B0 y
2 +
σ P
B0
2
B0x
2 + B0 z
2( ) (3.100f) 
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a23 =
σ ||
B0
2
−
"
#
$
$$
σ P
B0
2
%
&
'
''
B0 yB0 z −
σ H
B0
B0x     (3.100g) 
a31 =
σ ||
B0
2
−
"
#
$
$$
σ P
B0
2
%
&
'
''
B0xB0 z −
σ H
B0
B0 y          (3.100h) 
a32 =
σ ||
B0
2
−
"
#
$
$$
σ P
B0
2
%
&
'
''
B0 yB0 z +
σ H
B0
B0x      (3.100i) 
a33 =
σ ||
B0
2
B0 z
2 +
σ P
B0
2
B0x
2 + B0 y
2( ) (3.100j) 
3.8.1 Implementación FDTD. 
La Ley de Faraday en la ionosfera (3.95b) junto con la corriente total 
(3.99), pone de manifiesto una anisotropía  inducida, dado que el 
campo magnético terrestre causa un desalineamiento de las corrien-
tes con el campo eléctrico  En ausencia de campo geomagnético, la 
matriz A!" #$  es diagonal, siendo los valores de la diagonal σ || , tal y 
como se desprende de (3.100). 
La Ley de Faraday en términos de la matriz A!" #$  es 
∇
!"
×H
!"!
= A!" #$+ε0
∂
∂t
"
#
$
%
&
'
!
E (3.101) 
La ecuación (3.101) deriva en las tres ecuaciones escalares 
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∇
!"
×H
!"!
( )
i
= Aij E j
j=1
3
∑ +ε0
∂Ei
∂t
, (3.102) 
siendo los subíndices i, j =1,2,3  que se corresponden con las com-
ponentes x, y, z  respectivamente. 
Las tres ecuaciones escalares (3.102) se adaptan al mallado FDTD, y 
se adopta una versión modificada del método tridimensional descrito 
por Yu y Simpson [Yu y Simpson, 2010], en el cual las componentes 
Jx, Jy, Jz, se ubican en la misma posición que Ex , Ey , y Ez , respec-
tivamente. En el método desarrollado, se define la corriente como el 
producto tensorial de la matriz de conductividad A!" #$  y el campo eléc-
trico. Así las componentes Ex , Ey , y Ez ,  se disponen en cada 
posición de la célda de Yee y se hace uso de diferencias centradas. 
En (3.102) para i = x  se tiene 
∂Hz
∂y
−
∂Hy
∂z
= Axx Ex+ Axy E y+ Axz E z+ε0
∂Ex
∂t
          (3.103) 
Para aplicar diferencias centradas en las derivadas espaciales en 
(3.103), aplicando el esquema FDTD, las componentes Ey y Ez se 
ubican en la misma posición que Ex 
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Hz (i +1/ 2, j +1/ 2,k)−Hz (i +1/ 2, j −1/ 2,k)
Δy
−
−
Hy (i +1/ 2, j,k +1/ 2)−Hy (i +1/ 2, j,k −1/ 2)
Δz
#
$
%
%
%
%
&
'
(
(
(
(
n+1/2
=
Axx Ex (i +1/ 2, j,k)+
+Axy E y (i +1/ 2, j,k)+
+Axz E z (i +1/ 2, j,k)
#
$
%
%
%
&
'
(
(
(
n+1/2
+
+ε0
Ex
n+1(i +1/ 2, j,k)−Ex
n (i +1/ 2, j,k)
Δt
   (3.104) 
Sin embargo, en aras de la simplicidad, resulta de mayor interés apli-
car el método FDTD a la ecuación (3.101). En primer lugar se calcula 
la derivada temporal mediante diferencias centradas. Matricialmente 
se escribe: 
∇
!"
×H
!"!
!
"
#
$
n
= A!" #$
!
En+1/2 +
!
En−1/2
2
!
"
#
$
%
&+ε0
!
En+1/2 −
!
En−1/2
Δt
          (3.105) 
El campo eléctrico en el paso temporal n+1 2 se deriva en lo sucesi-
vo mediante  
ε0
Δt
I!" #$+
1
2
A!" #$
%
&
'
(
)
*
!
En+1/2 = ∇
!"
×H
!"!
!
"
#
$
n
+
ε0
Δt
I!" #$−
1
2
A!" #$
%
&
'
(
)
*
!
En−1/2   (3.106) 
siendo I!" #$  la matriz identidad 
Se define la matriz no singular 3x3 
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B!" #$=
ε0
Δt
I!" #$+
1
2
A!" #$
&
'
(
)
*
+
(3.107) 
Multiplicando ambos lados de (3.106) por B!" #$
−1
, se obtiene la expre-
sión de actualización del campo eléctrico en (n+1 2)Δt ,
!
En+1/2 =
=
ε0
Δt
I!" #$+
1
2
A!" #$
%
&
'
(
)
*
−1
∇
!"
×H
!"!
!
"
#
$
n
+
ε0
Δt
I!" #$−
1
2
A!" #$
!
"
%
#
$
&
'
(
)
*)
+
,
)
-)
!
En−1/2
     (3.108) 
La ecuación de actualización para el campo eléctrico (3.108) es ex-
plícita, sin embargo se introducen detalles adicionales para propor-
cionar una implementación adecuada haciendo uso de la celda clási-
ca de Yee. 
En la aplicación del método FDTD, para cada componente de campo 
eléctrico en la parte izquierda de (3.108), se ha de proporcionar en la 
parte derecha dos componentes de campo magnético (al igual que 
en el caso isótropo) y las tres componentes del campo eléctrico 
(debido a la anisotropía inducida por la matriz A!" #$ ). Por consiguiente, 
en este nuevo método FDTD, además de la componente Ei  
ya ex-
istente, se introducen dos variables adicionales por posición de cam-
po eléctrico, E j , Ek , j,k ≠ i , necesarias en cada ubicación de cam-
po eléctrico de la celda clásica de Yee. 
La celda de Yee presenta diferentes posiciones para las distintas 
componentes de campo, siendo, en el nuevo esquema presentado, 
necesarias las tres componentes en cada ubicación del campo.  
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Las componentes adicionales de campo en cada ubicación se ob-
tienen a partir de las componentes existentes de la celda de Yee 
mediante un promedio de las mismas. 
En la posición de Ex (i, j,k) , las componentes de campo Ey , Ez  
son 
E y _ nueva =
=
E y (i, j −1,k)+E y (i +1, j −1,k)
4
+
+
E y (i, j,k)+E y (i +1, j,k)
4
         (3.109a) 
E z _ nueva =
=
E z (i, j,k −1)+E z (i +1, j,k −1)
4
+
E z (i, j,k)+E z (i +1, j,k)
4
     (3.109b) 
donde por simplicidad se han omitido los superíndices asociados al 
paso temporal. 
En la posición de Ey (i, j,k) , las componentes de campo Ex  
y Ez
son: 
Ex _ nueva =
=
Ex (i −1, j,k)+Ex (i −1, j +1,k)
4
+
+
Ex (i, j,k)+Ex (i, j +1,k)
4
        (3.109c) 
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E z _ nueva =
=
E z (i, j,k −1)+E z (i, j +1,k −1)
4
+
E z (i, j,k)+E z (i, j +1,k)
4
     (3.109d) 
Finalmente, en la posición Ez (i, j,k) , las componentes de campo Ex
y Ey  
son: 
Ex _ nuevo =
=
Ex (i −1, j,k)+Ex (i −1, j,k +1)
4
+
+
Ex (i, j,k)+Ex (i, j,k +1)
4
      (3.109e) 
E y _ nueva =
=
E y (i, j −1,k)+E y (i, j −1,k +1)
4
+
+
E y (i, j,k)+E y (i, j,k +1)
4
        (3.109f) 
El nuevo procedimiento de cálculo FDTD de las componentes del 
campo eléctrico en el paso temporal (n+1 2)Δt  en el método FDTD 
propuesto es: 
1) Cálculo de las nuevas componentes de campo eléctrico
!
Enueva
n−1/2
mediante (3.109).
2) Cálculo de las componentes de campo eléctrico haciendo uso del
esquema clásico FDTD. En este cálculo, la anisotropía introduci-
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da no se considera, enpleándose la matriz diagonal de A!" #$ , la 
nueva matriz AD!" #$
!
En+1/2FDTD_ clasica = ∇
!"
×H
!"!
!
"
#
$
n
+
ε0
Δt
I!" #$−
1
2
AD!" #$
!
"
%
#
$
&
'
(
)
*)
+
,
)
-)
!
En−1/2         (3.110) 
3) Modificación de los cálculos anteriores para considerar la ani-
sotropía inducida 
!
En+1/2FDTD_ final = B!" #$
−1 !
En+1/2FDTD__ clasica −
1
2
A!" #$
!
Enew
n−1/2&'
(
)
*
+
              (3.111) 
Las matrices A!" #$ y B!" #$
−1
 se calculan en cada posición de campo
eléctrico de la celda de Yee, y las nuevas componentes de campo 
eléctrico 
!
Enueva
n−1/2  se calculan y almacenan en el paso 1) y se actualizan 
en el paso 2). El nuevo método hace uso de 20 variables adicionales 
por cada celda FDTD del esquema clásico las cuales se materializan 
en las matrices A!" #$ , 
 B!" #$
−1
 y las nuevas componentes de campo 
eléctrico. El incremento total en demanda de memoria de cálculo del 
nuevo esquema es 20N, donde N es el tamaño total del mallado. 
Las matrices A!" #$ y B!" #$
−1
 no varían con el tiempo, y se calculan una
única vez antes del bucle del dominio temporal. Sin embargo, el 
cálculo de las nuevas componentes de campo, y la modificación del 
cálculo mediante el esquema clásico se llevan a cabo en cada paso 
temporal. Por consiguiente el tiempo adicional de procesado compu-
tacional respecto al método clásico se debe fundamentalmente a los 
pasos 1) y 3). 
Capítulo 3. Modelo FDTD de la Guía de Ondas Tierra-Ionosfera 
122 
3.8.2 Estabilidad del Nuevo Esquema FDTD 
Para analizar la estabilidad del método propuesto, se hace uso del 
procedimiento de Von Newman, mediante el cual se introduce el 
vector global de magnitud compleja V
!"
= H
!"!
+ j
!
E , en el que se incluye 
tanto los vectores eléctricos como magnéticos normalizados 
(ε0 =1,µ0 =1) . 
Se puede reescribir las ecuaciones de Maxwell del rotacional (3.95) 
en términos de la mencionada magnitud y la matriz de conductividad 
A!" #$ : 
j∇
!"
×
!
V = A!" #$+
∂
∂t
&
'
(
)
*
+
!
V                  (3.112) 
El método FDTD emplea una discretización numérica haciendo uso 
de diferencias centradas tanto en el espacio como en el tiempo, ob-
teniendo una precisión de segundo orden en ambos. La discretiza-
ción temporal Δt  es el incremento entre campos calculados consecu-
tivamente en la aproximación numérica descrita en la sección 
anterior. La elección de Δt  es crítica en las simulaciones FDTD. El 
coste computacional disminuye conforme aumenta Δt  debido a que 
pasos temporales mayores llevan aparejados mayores tiempos de 
simulación con el mismo número de iteraciones. Por otro lado, la 
implementación FDTD del plasma mediante pasos temporales 
mayores acarrea una menor estabilidad de la simulación. 
La elección del paso temporal se lleva a cabo mediante una solución 
de compromiso entre el coste computacional y la estabilidad de la 
simulación. En este sentido, es deseable seleccionar un paso tem-
poral tan grande como sea factible dado que repercutirá en una 
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mayor estabilidad de la simulación. Por consiguiente, es fundamental 
establecer un paso temporal máximo que asegure la estabilidad de la 
simulación. Se hace necesaria una relación entre las discretizaciones 
temporal y espacial en aras de mantener bajo control la propagación 
del error numérico inherente a la simulación. 
Resulta interesante hacer la traslación del problema planteado en 
diferencias finitas a otro de valores propios, tanto temporal como 
espacial, dada la viablilidad de su estudio Considerando la propa-
gación de ondas electromagnéticas como la superposición de ondas 
planas, siendo cada onda plana la una función propia en el dominio 
numérico. Los valores propios asociados a la diferenciación espacial 
y a los operedores temporales se calculan mediante (3.112). Si el 
espectro de valores propios espaciales se encuentra contenido en el 
espectro de valores propios temporales, entonces el algoritmo será 
numericamente estable [Navarro,1992]. De este modo, la estabilidad 
numérica queda asegurada evitando la ganancia descontrolada de 
errores numéricos en cada iteración temporal. 
∂
∂t
!
V = λ
!
V (3.113) 
Se introduce el operador diferencial mediante su operador discreto 
homólogo al objeto de obtener la diferenciación numérica 
!
V n+1/2 (i, j,k)−
!
V n−1/2 (i, j,k)
Δt
≈ λ
!
V n (i, j,k) (3.114) 
El factor de ganancia q determina la ganancia de la función de onda 
en cada iteración temporal 
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q =
!
V n+1/2!
V n
(3.115) 
Se introduce q en (3.114) y para obtener el factor de crecimiento en 
función de Δt  y λ . 
q2 − qλΔt −1= 0 (3.116) 
q = λΔt / 2( )± λΔt / 2( )
2
+1 (3.117) 
La inestabilidad tiene lugar cuando la función propia asociada al valor 
propio λ  aumenta en cada iteración. La estabilidad de la dependen-
cia temporal de cada modo espacial se asume imponiendo la con-
dición q ≤1  Esto se verifica automaticamente si λ pertenece al con-
junto de los números reales y además λΔt ≤ 2 . 
A partir de esta relación se deriva la condición de estabilidad con-
siderando las discretizaciones espaciales y temporales. 
Se realiza un proceso análogo para los valores propios espaciales, 
reordenando la ecuación (3.112)  
j∇
!"
×
!
V − A"# $%
!
V = ∂
∂t
!
V (3.118) 
Se hace un cambio de base mediante el cual se pasa del sistema de 
coordenadas cartesianas a otro de coordenadas ortogonales en el 
cual la matriz A!" #$  es diagonal cuyos valores propios son α1, α2 y α3. 
La solución general de la ecuación (3.118) se puede describir medi-
ante la superposición de ondas planas 
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!
V =
!
V0e
j (kX x+kY y+kZ z−wt )            (3.119) 
se mantiene la misma denominación de las magnitud en aras de la 
simplicidad pese a que se encuentran referidas al nuevo sistema 
coordenado. La diferenciación numérica asociada a las derivadas 
espaciales es 
∂
!
V (lΔx,mΔy, pΔz,nΔt)
∂x
≈
≈
!
V0e
j (kX (l+1/2)Δx+kYmΔy+kZ pΔz−wnΔt )
Δx
−
−
!
V0e
j (kX (l−1/2)Δx+kYmΔy+kZ pΔz−wnΔt )
Δx
           (3.120) 
∂
!
V (lΔx,mΔy, pΔz,nΔt)
∂x
≈
≈
!
V e j (kXΔx/2) − e− j (kXΔx/2)( )
Δx
=
=
2 j sin(kXΔx / 2)
Δx
!
V
(3.121) 
∂
!
V (lΔx,mΔy, pΔz,nΔt)
∂x
≈ Δ x
!
V (3.122) 
definiendo el operador discreto 
Δ x ≈
2 j sin(kXΔx / 2)
Δx
       (3.123) 
análogamente 
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Δ y ≈
2 j sin(kYΔy / 2)
Δy
(3.124) 
Δ z ≈
2 j sin(kZΔz / 2)
Δz
       (3.125) 
que sustituyendo en (3.118) proporciona el siguiente conjunto de 
ecuaciones 
Δ yVz −Δ zVy = − j(α1 +λ)Vx
−Δ xVz +Δ zVx = − j(α2 +λ)Vy
Δ xVy −Δ yVx = − j(α3 +λ)Vz
#
$
%%
&
%
%
         (3.126) 
Para satisfacer la solución no trivial en las ecuaciones anteriores se 
ha de cumplir 
j(α1 +λ) −Δ z Δ y
Δ z Δ x j(α3 +λ)
−Δ y j(α2 +λ) −Δ x
= 0 (3.127) 
o 
(α1 +λ)Δ x
2 + (α2 +λ)Δ y
2 + (α3 +λ)Δ z
2 =
= (α1 +λ)(α2 +λ)(α3 +λ)
(3.128) 
cuya solución es 
Δ x
β1
"
#
$$
%
&
''
2
+
Δ y
β2
"
#
$$
%
&
''
2
+
Δ z
β2
"
#
$$
%
&
''
2
=
λ
β1β2β3
"
#
$$
%
&
''
2
        (3.129) 
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donde (αi +λ) / λ = βi
2  que sustituyendo el operador discreto 
Δ xi ≈
2 j sin(kxiΔx / 2)
Δxi
 y la condición λΔt ≤ 2 , proporciona la relación 
de estabilidad 
Δ x
β1
"
#
$$
%
&
''
2
+
Δ y
β2
"
#
$$
%
&
''
2
+
Δ z
β2
"
#
$$
%
&
''
2
=
λ
β1β2β3
"
#
$$
%
&
''
2
          (3.130) 
3.9 Validación del Modelo y Resultados 
La técnica FDTD desarrollada se ha aplicado a la modelización de la 
guía formada por la superficie de la Tierra y la ionosfera, donde se ha 
hecho uso de los perfiles de conductividad de Hall, Pedersen y con-
ductividad paralela de Qiao et al. [Qiao et al., 2006] (figura 3.17). 
Los perfiles de conductividad se interpolan para adaptarlos a la reso-
lución del mallado FDTD, que en el caso del presente trabajo es de 
100×100×100  celdas. Se simula una zona de la Tierra correspon-
diente al Polo Norte con Δx = Δy = Δz = 2km  siendo Δt = 0.5Δx .  
La elección de Δt  viene establecida por la condición de estabilidad 
derivada en la sección anterior.En este sentido se observa inestabili-
dad para Δt = 0.7Δx , que correspondería con la elección en un medio 
isótropo. 
La figura 3.18 muestra la simulación de una descarga a 2km  de altu-
ra sobre la superficie de la Tierra con un detector situado a 100km  de 
distancia. Se puede observar como la señal muestreada en la simu-
lación presenta inestabilidad en el procedimiento numérico, creciendo 
exponencialmente. 
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Figura 3.17. Perfiles de la conductividad ionosférica en función de la altirud. Adaptado 
de [Qiao et al., 2006] 
Figura 3.18. Simulación por encima del límite de estabilidad 
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Las figuras 3.19 muestran el valor del campo para diferentes valores 
temporales: 30Δt,40Δt,60Δt,110Δt . Representan el pulso de la des-
carga inicial y la posterior inestabilidad. La descarga tiene lugar a 
5km  de altura. 
Figura 3.19a. Pulso en 30Δt . 
  Figura 3.19b. Pulso en 40Δt . 
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Figura 3.19c. Pulso en 60Δt . 
Figura 3.19d. Pulso en 110Δt . 
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Sin embargo, el procedimiento es estable para Δt ≤ 0.55Δx  con 
Δx = Δy = Δz . La figura 3.20 muesta la señal correspondiente a una 
descarga que tiene lugar a 5km  de altura, con un muestreo de 100Δt  
Figura 3.20. Descarga estable con muestreo de 100Δt . 
En la figura 3.21 se representa la señal muestreada hasta 1000Δt  
donde se puede apreciar una cierta periodicidad debida a la resonan-
cia con la ionosfera. 
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Figura 3.21. Periodicidad observada con muestreo de 1000Δt . 
Para proceder a la validación la técnica FDTD propuesta, se va a 
actuar de idéntica manera a la seguida por Yu y Simpson [2010] para 
validar su trabajo. Dicha validación hace uso del efecto de la rotación 
de Faraday en un plasma electrónico sin pérdidas en ausencia de 
iones. De acuerdo con la teoría de plasma [Francis, 1984], una onda 
plana linealmente polarizada propagándose en una dirección paralela 
a la dirección del campo magnético aplicado, se puede descomponer 
en una onda dextrógira (RH) y otra levógira (LH) circularmente polari-
zadas con velocidades de fase diferentes. Esto provoca que el plano 
de polarización de la onda linealmente polarizada rote a medida que 
la onda se propaga a través del plasma. El ángulo de rotación por 
unidad de distancia θF  se puede escribir como 
θF =
θt
d
=
βLH −βRH
2
(3.131) 
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donde θt  es el ángulo total de rotación a lo largo de una distancia d , 
βLH  y βRH  son las constantes de propagación para las ondas polari-
zadas LH y RH respectivamente.  
βLH =ω(µ0ε0 )
1 2 1−
ω pe
ω
ωce +ω
   (3.132) 
βRH =ω(µ0ε0 )
1 2 1+
ω pe
ω
ωce +ω
(3.133) 
donde ω pe  y ωce  son las frecuencias de plasma y de cliclotrón de los 
electrones respectivamente. ω  es la frecuencia de plana la onda 
linealmente polarizada. Para probar el efecto de rotación de Faraday, 
se genera una onda plana sinusoidal linealmente polarizada inicial-
mente según el eje coordenado x . 
La propagación de la onda y el campo magnético aplicado son según 
el eje coordenado z .Los parámetros de simulación son 
Δx = Δy = Δz = 75µm
Δt = 0,125ps
ω pe = 3,14×10
11 rad
s
ω = 5,718×1011 rad
s
(3.134) 
Cada simulación se ejecuta para 1.750 pasos temporales y se repite 
para valores de campo magnético dentro del rango (1,0−1,7)  Teslas. 
Las componentes de campo eléctrico Ex  y Ey  se obtienen para dife-
rentes distancias de la onda plana. El ángulo de rotación por unidad 
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de distancia θF  
calculado, mediante el método FDTD propuesto, para 
cada valor de campo magnético viene dado por 
θF =
θt
d
=
tan−1
Ey
Ex
!
"
##
$
%
&&
d
(3.135) 
La figura 3.22 muestra la comparación de los resultados obtenidos en 
la simulación de (3.135) con los resultados analíticos proporcionados 
por (3.131). Los resultados de la simulación FDTD presentan una 
buena consistencia con los resultados analíticos, con un margen de 
error del 0,0040%. El error medio se ha definido como 
error =
θFS −θFA
n
∑
θFA
n
∑
(3.136) 
donde θFS  y θFA  son los ángulos de rotación por unidad de distancia 
simulado y analítico respectivamente, y n  es el número de mustras, 
que en este caso es n = 8 . 
La ventaja de la técnica presentada respecto a otras radica en que el 
Δt  empleado no es tan pequeño, siendo cercano al caso isótropo, 
ahorrando tiempo de cálculo. El Δt  del método descrito es un orden 
de magnitud inferior al de Yu y Simpson [2010]. 
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Figura 3.22. Comparación entre los resultados analíticos y simulados del ángulo de 
rotación por metro de Faraday 
Finalmente, tras validar y comprobar la estabilidad del método, se 
procede a simular un sferic FDTD considerando la anisotropía induci-
da y compararlo con el caso isótropo pudiendo observar pequeñas 
diferencias debido al cambio de conductividades. (figura 3.23) 
 Figura 3.23. Comparación propagación FDTD Sferic caso isótropo/anisótropo. 
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4. Metodología del Tratamiento de la Señal VLF para
la Localización de Descargas
Una vez se ha descrito la propagación de señales VLF en la guía 
formada por la superficie de la Tierra y la ionosfera y se ha diseñado 
un modelo en diferencias finitas en el dominio del tiempo el cual re-
presenta con cierto grado de fiabilidad la realidad, en el presente 
capítulo se realiza un estudio de las diferentes técnicas de detección 
de esas señales que se han propagado por la guía natural y son de-
tectadas en una estación de medida. Se trata de a partir de esas 
señales poder inferir, a través de diferentes técnicas la ubicación de 
la descarga. 
En este sentido, los diferentes métodos de detección de descargas 
identifican los sferics a distancias considerables mediante el análisis 
de los trenes de pulsos electromagnéticos recibidos como resultado 
de la reflexión entre la ionosfera y la superficie de la Tierra. 
Existen dos tipos de métodos de evaluación para la localización de 
descargas, los que hacen uso de múltiples estaciones detectoras y 
aquellos que tan sólo utilizan una estación. 
En los sistemas multiestación, existen básicamente tres técnicas de 
localización de descargas, a partir de la dirección de llegada del 
campo magnético, a partir del tiempo de llegada y por último a partir 
de técnicas de interferometría. 
En la técnica que utiliza la dirección de llegada del campo magnético 
MDF (Magnetic Direction Finder), se hace uso de dos antenas de 
lazo ortogonalmente situadas para detectar el campo magnético y 
una antena de dipolo para detectar el campo eléctrico. Las antenas 
de lazo se utilizan para obtener la dirección de la descarga a partir de 
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la ratio de las señales en los dos lazos, dado que es proporcional a la 
tangente del ángulo formado con la dirección a la fuente [Krider et al., 
1976]. 
La polaridad de la descarga se determina a partir de la señal eléctri-
ca. Una red MDF requiere, al menos, dos estaciones, proporcionando 
la ubicación de la descarga mediante el  punto de intersección obte-
nido a partir de las MDF de las dos estaciones receptoras. 
El tiempo de llegada TOA (Time of Arrival) identifica la ubicación de 
la descarga a partir de la diferencia de tiempo de las detecciones en 
medidas simultáneas en más de tres detectores de diferentes empla-
zamientos [Cummins et al., 1998]. El empleo de un sistema integrado 
por múltiples detectores implica una importante inversión en infraes-
tructuras y todo lo asociado a las mismas. 
Por otra parte, es posible identificar las ubicaciones de las descargas 
mediante el procesado de la información contenida en las formas de 
onda de los pulsos de los sferics detectados en una única estación 
de medida.  
A pesar de que la localización a partir de un punto de medida no es 
tan precisa como la obtenida mediante sistemas multiestación, el 
sistema es más simple y menos costoso. En determinadas situacio-
nes la detección desde una estación es la única solución posible, por 
ejemplo en sistemas de detección instalados en aeronaves o embar-
caciones.  
A continuación se hará una descripción de los métodos de localiza-
ción de descargas electromagnéticas asociadas al rayo más relevan-
tes a partir de una única estación. En este sentido se describirán los 
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métodos de Korol et al. [1993], Rafalsky et al. [1995], Nagano et al. 
[2007] y Ramachadrán et al. [2007]. 
Aunque el método más simple para estimar la distancia se basa en la 
disminución de la amplitud de la señal generada por la descarga del 
rayo con la distancia [Horner, 1960]. Este método no ha será objeto 
de estudio dado sus deficientes resultados, los cuales sirven para 
localizar de manera burda la tormenta, no una descarga individual. 
4.1 Método de Korol y Nikolaenko. 
El método de Korol y Nikolaenko [1993] de medida de la distancia 
entre la fuente de la descarga y el detector emplea la dependencia de 
la frecuencia del valor absoluto de la impedancia de la onda, la cual 
no es función del espectro de la corriente de la descarga.  
Las medidas efectuadas se realizan en la banda de frecuencias !"# 
con el objeto de seleccionar la zona de la señal con más información 
de interés y así poder obtener fórmulas analíticas simples para la 
estimación de la distancia. 
El modelo de Korol y Nikolaenko [1993] considera una guía plana 
formada por la Tierra y la ionosfera, con su superficie inferior caracte-
rizada como conductor perfecto y su superficie superior definida por 
un coeficiente de reflexión efectivo !. La descarga, fuente del campo 
electromagnético es un dipolo eléctrico vertical. Las componentes 
eléctrica vertical y magnética horizontal !! y !! del campo electro-
magnético se registran en el punto de observación. 
En el caso de que la altura del campo sobre la superficie de la Tierra 
sea igual a 0 (! = 0), la fórmula para la componente eléctrica vertical 
del campo a frecuencia ! es 
Capítulo 4. Metodología Tratamiento Señal VLF para Localización Descargas 
142 
4πε0
2P1
EZ =α coskD−β sinkD− i(β coskD+α sinkD)+
+2 R
n
dn3n=1
∞
∑ (γn sinkdn +δn coskdn )
         (4.1) 
donde !! es la constante dieléctrica en el vacio, !! el momento dipo-
lar de la fuente, ! = ! !, ! = 2!" la frecuencia angular,! la veloci-
dad de la luz, ! la distancia horizontal fuente-detector, ! el coeficien-
te de reflexión efectivo de la ionosfera, ℎ la altitud del intervalo Tierra-
ionosfera, ! el número de reflexión, ! = (!!! − 1) !!, ! = ! !!, !! = !!!! + !! !!!, !! = 2(2!ℎ)! − !!, !! = !!! !!!, y !! =( 2!ℎ ! + !!)! !. 
La fórmula 4.1. es una expansión en serie de fuentes imaginarias 
[Galejs, 1972] y [Wait, 1962], y los coeficientes !,  !,  !!, !!, !! y !! 
tienen en consideración las tres componentes de campo, creadas no 
sólo por el dipolo, también por sus imágenes en un sistema de espe-
jos planos uno de los cuales (la Tierra) se considera ideal, mientras 
que el otro (la ionosfera) presenta un coeficiente de reflexión ! < 1. 
En el mismo modelo, no resulta complicado obtener una expresión 
similar de fuentes imaginarias para la componente horizontal del 
campo magnético !!. Sin embargo, los coeficientes !, ! y ! de las 
funciones trigonométricas varían debido a la ausencia de componen-
te electrostática en el campo magnético. 
En este sentido, se puede escribir 
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Hφ
iP1
EZ = αˆ coskD−β sinkD+ i(β coskD−αˆ sinkD)+
+2 Rn
n=1
∞
∑ (γˆn coskdn + δˆn coskdn )+
+2i Rn
n=1
∞
∑ (δˆn coskdn + γˆn sinkdn )
            (4.2) 
donde  ! = !! !, !! = !!! !!!, !! = !" !!!. 
A partir de las fórmulas anteriormente descritas se calculan las ampli-
tudes de las componentes espectrales de los campos eléctrico y 
magnético |!!(!)| y |!!(!)| generados por un dipolo vertical a varias 
distancias. Los resultados se muestran en la figura 4.1. La frecuencia ! se representa en el eje de abcisas en escala logarítmica, y el valor 
absoluto de la componente eléctrica vertical |!!(!)| y el valor absolu-
to de la componente magnética horizontal |!!(!)|!medida en decibe-
lios se representan en el eje de ordenadas. En la columna de la iz-
quierda se representan gráficos para ℎ = 60!!", ! = 0,6!y ! ≥ 10, 
simulando condiciones de propagación diurnas. En la columna de la 
derecha, se representan gráficas derivadas de un modelo de propa-
gación nocturna para el cual ℎ = 90!!", ! = 0,9 y ! ≤ 50. La depen-
dencia de la frecuencia de los campos se ha modelado para distan-
cias fuente-detector ! = 10, 20, 30, 40, 50, 80 y 100!!". En los 
cálculos se asume que el momento dipolar eléctrico de la fuente no 
es función de la frecuencia: !! ! = !"#$%&#%' = 1. Tal y como se 
refleja en la figura 4.1, el valor absoluto de componente magnética 
horizontal !! !  se incrementa monótonamente conforme aumenta 
la frecuencia, inicialmente proporcionalmente a ! y  posteriormente a !!. El valor absoluto de la componente eléctrica vertical es inicial-
mente independiente de la frecuencia (campo electrostático) para 
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pasar posteriormente a variar proporcionalmente a ! (campo de in-
ducción). 
En la región de radiación, tiende hacia la asíntota !!. La región de 
transición que comprende desde |!!(!)| ≅ !"#$%&#%' hasta la asínto-
ta !! ! ≅ !! queda determinada por la distancia !. Al incrementar 
la distancia fuente-detector, las componentes de radiación e induc-
ción son determinantes a frecuencias bajas. 
En ausencia de límites reflectantes, la frecuencia de transición !!, la 
cual queda controlada por la distancia ! a la que el efecto del campo 
electrostático es débil y las componentes de radiación e inducción 
dominan, queda fácilmente determinada a partir de la condición !" ≅ 1. En presencia de límites reflectantes, se ha de tener en con-
sideración fuentes adicionales, para las cuales !! > !, y como con-
secuencia, el procedimiento de determinación de !! se complica. Es 
difícil hacer uso de las curvas de las componentes eléctrica vertical y 
magnética horizontal en la figura 4.1 por comparación con datos ex-
perimentales, ya que en los cálculos se ha realizado la asunción de !! = !"#$%&#%'.  
En los modelos más simplificados de descargas, resulta necesario 
que !! ∝ !!!,!!pero tal y como se deduce posteriormente no es esen-
cial. Para eliminar el efecto del espectro de la fuente en los resulta-
dos de la estimación de la distancia, se mide el valor absoluto de la 
impedancia de la señal del campo !(!) = !! ! !! !  [Kono-
nov et ali, 1986]. La última fila de la figura 4.1 representa las curvas 
calculadas del valor absoluto de la impedancia de la señal.La princi-
pal ventaja de la impedancia de la onda es su dependencia del es-
pectro de emisión de la fuente !!(!). La impedancia de la onda es 
alta a bajas frecuencias y decrece conforme aumenta la frecuencia 
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proporcionalmente a !!!. En la región de radiación, !(!) ≅ 1. En la 
región intermedia, la cual es función de la distancia !, el valor abso-
luto de la impedancia de la onda se iguala a su valor en el vacío. 
log W (F1 120π[ ] = 0 (4.3) 
Figura 4.1. Campos !! !  y !! !  a diversas frecuencias. Korol et. al. 
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La figura 4.2 muestra las gráficas de la frecuencia intermedia, es 
decir, la primera raíz de la ecuación (4.3), en función de la distancia ! entre la fuente y el detector bajo condiciones diurnas y nocturnas.  
De la gráfica, se observa que las curvas se solapan y son práctica-
mente rectas en la representación doble logarítmica a distancias 
inferiores a ! ≤ 50!!". Mediante técnicas de regresión lineal, resulta 
sencillo obtener la siguiente relación 
D dB[ ] = 96−1,1Fi dB[ ] (4.4) 
donde la distancia ! se mide en decibelios por !", y !! se mide en 
decibelios por !".  
Así, la componente de campo electrostático es la predominante tanto 
en condiciones diurnas como nocturnas en la zona próxima ! ≤ 50!!"  a una descarga vertical. 
La precisión de la estimación de la distancia a la fuente queda fun-
damentalmente determinada por el error de la medida de la impedan-
cia de la onda.  
Para un error relativo de la medida del valor absoluto ! ≅ 10% o ±!1!!", la distancia tendrá la misma precisión. 
El método descrito hace innecesario realizar medidas absolutas. Una 
ligera modificación del algoritmo consistente en reemplazar la fre-
cuencia intermedia !! por !!, la cual corresponde al primer mínimo 
de !(!) da como resultado la ecuación 
D dB[ ] =107−1,2Fm dB[ ]   (4.5) 
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Figura 4.2. Gráficas de frecuencia intermedia. Korol et al. 
En conclusión, este método de determinación de la distancia de las 
descargas hace uso de un modelo simplificado, en el cual sólo se 
han tenido en consideración descargas verticales, la ionosfera queda 
determinada por 2 parámetros (la altitud y el coeficiente de reflexión) 
independientes de la frecuencia. Pese a ello, los resultados finales 
obtenidos por Korol et al. muestran la consistencia del modelo. 
4.2 Método de Rafalsky, Nickolaenko y Shvets. 
Rafalsky et al. [1995] desarrollan un modelo de detección de sferics 
desde una única estación combinando técnicas de dirección de lle-
gada (DF) y de tiempo de llegada (TOA). 
4.2.1 Estimación del Vector Dirección de la Descarga. 
En el modelo se toma en consideración el vector de Poynting de la 
siguiente manera 
!
P(ω) = Re !E(ω)× !H *(ω)"# $%   (4.6) 
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donde el asterisco denota el conjugado complejo,  !(!) y !(!) son 
las componentes en el dominio de la frecuencia de los campos eléc-
trico y magnético, derivados de los campos en el dominio del tiempo 
a través de la transformada de Fourier 
!
E(ω) = !E(t)
−∞
∞
∫ e−iωtdt        (4.7) 
!
H (ω) = !H (t)
−∞
∞
∫ e−iωtdt             (4.8) 
Se introduce el vector de Poynting completo como la integral de ! !
en el dominio de la frecuencia 
!
∏ =
!
P(ω)
−∞
∞
∫ e−iωtdω            (4.9) 
La magnitud del vector describe la densidad total del flujo energético, 
mientras que su orientación indica la dirección promedio del flujo de 
energía. Se pueden reescribir las ecuaciones anteriores como 
!
∏ = Re !E(ω)× !H *(ω)#$ %&−∞
∞
∫ dω =
= Re dω
−∞
∞
∫ dt−∞
∞
∫ dτ
!
E(t)× !H *(τ )e−iω (t−τ )#$ %&−∞
∞
∫ =
= Re dt
−∞
∞
∫ dτ
!
E(t)× !H *(τ ) dω
−∞
∞
∫ e−iω (t−τ )#$*
%
&+−∞
∞
∫
(4.10) 
donde la última integral sobre !" es la función delta de Dirac !(! −!), por consiguiente  
!
∏ =
!
E(t)× !H (t)#$ %&−∞
∞
∫ dt (4.11) 
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donde se omite el símbolo !" dado que el integrando es un valor 
real. En las ecuaciones (4.10) y (4.11) se hace uso del Teorema de 
Plancherel. 
Cuando se miden las componentes del campo en intervalos tempora-
les discretos ∆! , la integral (4.11) se puede escribir como 
!
∏ =
!
E(ti )×
!
H (ti )#$ %&
i
∑ Δt (4.12) 
Considerando la superficie de la Tierra como conductora perfecta, 
solamente las componentes !!, !! y !! del campo son no nulas. Por 
consiguiente se tiene que el flujo de energía promedio 
∏ x= − Ez (ti )Hy (ti )#$ %&
i
∑ Δt
∏ y= − Ez (ti )Hx (ti )[ ]
i
∑ Δt
 (4.13) 
La dirección de la cual proviene la descarga queda determinada dado 
que su orientación es la opuesta al vector !. 
Resulta interesante en el método de determinación de la dirección de 
llegada de la señal en una banda amplia de frecuencias, hacer uso 
del procesado en el dominio del tiempo, obviando el tedioso empleo 
de  técnicas de Fourier.  
Omitiendo factores constantes positivos que no afectan la ubicación 
de la fuente, la ecuación (4.13) se puede reescribir 
∏ x= − Uz (ti )Uy (ti )#$ %&
i
∑ Δt
∏ y= − Uz (ti )Ux (ti )[ ]
i
∑ Δt
(4.14) 
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Donde !!, !! y !! son los voltajes de salida de los canales !!, !! y !! respectivamente. 
Las relaciones (4.14) requieren que se satisfagan las siguientes con-
diciones: 
a) La amplitud y la fase de la señal frente a las características de
frecuencia de los canales son idénticas.
b) La fase de la señal frente a las características de frecuencia del
canal es la misma que para los canales !.
La amplitud de la señal frente a la característica frecuencial de !! y 
los canales ! puede diferir. Para obtener la ecuación (4.14), se modi-
fica la definición inicial de vector de Poynting de la ecuación (4.6)  
!
∏ = KE (ω)−∞
∞
∫ KH (ω)
!
P(ω)dω  (4.15) 
donde !!(!) y !!(!) representan las amplitudes frente a las carac-
terísticas de respuesta frecuencial de !! y los canales ! respectiva-
mente. Esta última definición es más conveniente y natural cuando se 
opera con voltajes de salida en vez de con campos. 
4.2.2 Estimación de la Distancia de la Descarga. 
Rafaslky, tiene en consideración el modelo Tierra-ionosfera como 
una guía de ondas de planos paralelos perfectamente conductora y 
asume que la fuente de la descarga presenta la forma de un impulso !(!). Por consiguiente el modo enésimo tanto del campo transversal 
magnético (!") o transversal eléctrico (!") es [Wait, 1962] 
Fn = krSn (4.16) 
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donde !! = [1 − (!" !ℎ)!]! !, ! = 2!" ! es el número de onda, !!! 
la componente horizontal del vector de ondas, ! la distancia entre la 
descarga y el punto de medida, y ℎ la altura de la guía de ondas Tie-
rra-ionosfera. 
La ecuación (4.16) es válida cuando la frecuencia ! supera la fre-
cuencia de corte para un valor de ! determinado de la guía !! =!" 2ℎ, siendo por consiguiente el valor de !! real. 
Dado que se desconoce el instante temporal de la descarga, en el 
análisis se trabaja con el instante temporal de la detección el cual es 
conocido, por ello, la ecuación (4.16) se puede reescribir como 
Fn = krSn − 2π fr c = kr(Sn −1)     (4.17) 
La primera frecuencia de corte fn  de la guía Tierra-ionosfera com-
prende el rango (1,5 − 2,5)!kHz. A frecuencias inferiores a f1  (refe-
renciada como Δf01 ), sólo el modo de orden 0 se puede propagar. 
Para un sistema conductor ideal, la fase de este modo es igual a 0 a 
lo largo de toda la guía de ondas (S! = 1) en (4.17) y por consiguien-
te no se utiliza en el proceso de determinación de la distancia. 
En la banda de frecuencias !! < ! < !!!(Δ!!"), se propagan los mo-
dos de primer orden !" y !". La dependencia de la fase de la señal 
frente a la frecuencia de estos modos así como de modos superiores 
queda determinada por los parámetros ℎ y!!, siendo posible obtener 
el espectro de la fase del modo de primer orden y a partir de la ecua-
ción (4.17) obtener los valores de ℎ y!!. 
Los campos de radiación del modo transversal electromagnético 
(!"#) de orden cero y de los modos !" superiores generados de 
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las descargas presentan las componentes !!, !! y !!, en el sistema 
de coordenadas cilíndrico. Las otras 3 componentes !!, !! y !! co-
rresponden a los modos !". Así, considerando la Tierra como con-
ductora perfecta, las componentes !! y !! pertenecen a los modos !", mientras que la componente !! pertenece solamente a los mo-
dos !". Dado que las ondas !" no presentan modos de orden cero, 
se puede hacer uso del espectro de la fase en el procedimiento de 
comparación. En un primer paso  se debe de determinar la dirección 
de la cual proviene la descarga para poder resolver la componente !!. 
La aproximación descrita  tiene validez para una onda Tierra-
ionosfera isótropa. En tal caso, la ecuación (4.17) es una aproxima-
ción a la función fase frente a frecuencia. Los valores de !! se calcu-
lan a partir de la ecuación de dispersión [Wait, 1962] 
1= RiRge−21kCnh (4.18) 
donde !! y !! son los coeficientes de reflexión de la ionosfera y la 
superficie de la Tierra respectivamente, y !! = (1 − !!!)! ! es la raíz 
enésima de la ecuación de modal (4.18). 
La ecuación transcendente (4.18) es válida tanto para ondas !" 
como !" y se resuelve numéricamente sustituyendo los coeficientes 
de reflexión apropiados para las polarizaciones vertical y horizontal 
respectivamente. Para encontrar los coeficientes de reflexión, la téc-
nica más usual es la de impedancia capa a capa o la de recálculo de 
la matriz de admitancia [Budden, 1961]. 
Rafalsky et al. [1995] hacen uso de un modelo exponencial de ionos-
fera con un perfil de densidad de electrones 
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Ne =1cm−3e(z−h) 2 (4.19) 
y la frecuencia de colisión efectiva de electrones dependiente de la 
altitud 
vef = 4×107s−1e(60−z) 65  (4.20) 
donde ℎ y ! se miden en !". 
Para obtener la dependencia fase-frecuencia exacta de un modo 
tanto para modelos isótropos como anisótropos, se tiene en conside-
ración las expresiones completas de los campos generados por la 
descarga. De este modo, la dependencia variará ligeramente en fun-
ción del tipo de fuente. 
4.3 Método Nagano, Yagitani, Ozaki, Nakamura y Miyamura 
4.3.1 Estimación de la Distancia de la Descarga 
Nagano et al. [2007] en su trabajo para estimar la distancia entre la 
ubicación de la descarga y el detector, consideran que los sferics 
radiados por una descarga se propagan en ondas esféricas a través 
del espacio. 
Tales ondas esféricas pueden descomponerse en una onda directa 
(onda de tierra) la cual se propaga directamente sobre la superficie 
de la Tierra y una onda reflejada (onda espacial) la cual se propaga a 
través de múltiples reflexiones entre la Tierra y la ionosfera. 
Asimismo, asumen que la onda reflejada se propaga a través de 
múltiples trayectorias debido a que la distancia es relativamente cor-
ta. 
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Figura 4.3. Modelo de propagación de los sferics 
En el modelo utilizado por Nagano et al., mostrado en la figura 4.3, se 
puede observar que el tiempo requerido para la propagación de los 
pulsos del sferic desde el punto de descarga hasta el punto de ob-
servación para la onda directa y la reflejada es 
d
c (n = 0),
2n
c h
2 +
d
2n
!
"
#
$
%
&
2
(n ≥1) (4.21) 
donde ! es la distancia horizontal desde el punto de descarga hasta 
el punto de observación, ! es la velocidad de la luz, y ! es el número 
de reflexiones en la ionosfera. A pesar de que las reflexiones de las 
ondas !"# por la ionosfera en la práctica son diferentes, debido a 
que la altura de reflexión es diferente, se asume que la diferencia es 
pequeña y se puede considerar que la altura de la ionosfera a la cual 
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se produce la reflexión es ℎ. Si los sferics se propagan de acuerdo 
con este modelo, los pulsos detectados en el punto de medida se 
corresponden con los mostrados en la figura 4.4. 
         Figura 4.4. pulsos del sferic 
El intervalo de tiempo del pulso de llegada expresado en términos de 
la ecuación (4.21) después de ! reflexiones es 
2n
c h
2 +
d
2n
!
"
#
$
%
&
2
−
d
c = T0 +T1 +....+Tn−1         (4.22) 
donde !! es el intervalo de tiempo del pulso entre las reflexiones ! − 1 y !. Si la  altura ℎ!de la ionosfera a la cual tiene lugar la refle-
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xión del sferic es conocida, la distancia de propagación  ! viene dada 
por 
d = 4n
2h2 − (T0 +T1 +.....+Tn−1)2c2
2(T0 +T1 +.....+Tn−1)c
    (4.23) 
Si existen más de dos valores del intervalo ! del pulso, o si se detec-
tan más de tres pulsos, se pueden obtener ecuaciones simultáneas 
mediante la sustitución de la onda directa y los intervalos de dos 
pulsos arbitrarios en la ecuación (4.23). Por consiguiente, la distancia 
de propagación ! y la altitud de la ionosfera a la cual tiene lugar la 
reflexión del sferic se puede obtener a partir de las siguientes ecua-
ciones 
h = (T0 +T1 +.....+Tn−1)(T1 +.....+Tn−1)c
2
4((n2 −1)− (T1 +.....+Tn−1))
(4.24) 
d = 4h
2 −T02c2
2T0c
(4.25) 
La onda directa se convierte en una onda de superficie que no se 
propaga a la velocidad de la luz [Komonmae et al., 2001]. Para poder 
eliminar este error, se obtienen tanto la distancia de propagación ! 
como la altura de reflexión ℎ sin hacer uso de !! 
h = −B+ B
2 + AC
A   (4.26)
A =16(n2 −1)T12 −144(T1 +T2....+Tn−1)2
B = (−4n2 +16)(T1 +T2....+Tn−1)2T12c2
C = T12 (T1 +T2....+Tn−1)2 ((T1 +T2....+Tn−1)2 −T12 )c2
(4.27) 
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d = 144h
4 − 40T 21h2c2 +T14c4
4T12c2
(4.28) 
La dirección de llegada de los sferics se estima a partir de las com-
ponentes del campo magnético horizontal (componente Este-Oeste !! y componente Norte-Sur !!) y de la componente vertical de cam-
po eléctrico (!!) de la forma de onda del sferic recibido. 
En primer lugar, teniendo en consideración el vector suma de las dos 
componentes horizontales del campo magnético del primer pulso 
(onda directa) del sferic, se puede determinar la dirección de las 
componentes del campo magnético horizontal en el punto de medida.  
Si denominamos los valores de la amplitud de onda de !! y !! como !! y !! respectivamente, entonces el ángulo azimutal ! en el plano 
horizontal, es decir , el ángulo del vector campo magnético medido 
en sentido antihorario es 
θ = tan−1 AyAx
  (4.29) 
Si la dirección del vector campo magnético queda fijada, la dirección 
de propagación del sferic queda determinada con una ambigüedad 
de ±90∘. A pesar de ello, se puede obtener la dirección de propaga-
ción a partir de la relación del flujo del vector de Poynting si se cono-
ce la polaridad del campo eléctrico de la onda directa de los sferics.  
Se ha de hacer notar que la onda directa se propaga con polarización 
lineal, mientras que las reflexiones ionosféricas del segundo y poste-
riores pulsos causan que la polarización cambie de lineal a elíptica, 
conllevando que el vector campo magnético varíe con el tiempo. 
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Por consiguiente, la dirección de llegada de los sferics tan solo puede 
hallarse con precisión a partir de la onda directa. 
4.4 Método de Ramachandran, Prakash, Deo y Kumar 
El método de Ramachandran et al. [2007] estima la distancia !, des-
de el punto de observación a la descarga, teniendo en consideración 
el periodo y el retraso extraído de la forma de onda cuasi periódica 
del campo eléctrico del sferic recibido. 
La corriente típica de una descarga alcanza su máximo en ~2!"  y 
decae hasta la mitad en ~40!!" [Uman, 1987], generando un pulso 
breve de radiación electromagnética ~100!!"  abarcando un amplio 
espectro de frecuencias, pero conteniendo el grueso de la energía en 
la banda !"#. 
La fuente de radiación !"# es un elemento de corriente de longitud 
reducida, dado que toda la potencia en la mencionada banda del 
primer impacto de descarga proviene de los primeros 2!!" [Lee, 
1989], lo que representa una pequeña fracción de la longitud de onda 
de la banda  !"#!(10 − 100)!!". Ramachandran et al. [2007] asumen 
que la fase de todas las componentes !"# de la corriente es la mis-
ma, y por ende, la fase inicial para todas las componentes !"# del 
campo eléctrico radiado también es la misma. 
Considerando la propagación de un modo !" del sferic una modeli-
zación básica de la guía de ondas, formada por la Tierra y la ionosfe-
ra, esto es, de planos paralelos, y asumiendo la frecuencia de corte 
de la misma como !!, la constante de fase para la componente de 
Fourier de frecuencia ! propagándose en la guía es  
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k = ωc 1−
fc
f
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            (4.30) 
y la velocidad de fase viene dada por 
vp =
ω
k             (4.31) 
La traza del campo del sferic, después de aplicar un filtro paso bajo 
se corresponde con la de la figura 4.5. 
Figura 4.5. Traza del sferic del modelo de Ramachandran 
En ella se puede observar que las componentes de Fourier de alta 
frecuencia (! ≫ !!), se propagan a velocidad ! y llegan en el mismo 
instante temporal !! (respecto al instante de la descarga) al receptor 
situado a una distancia ! de la descarga. 
Asimismo, las componentes de Fourier de baja frecuencia (! > !! 
pero cercanas a !!), experimentarán dispersión. Considerando esta 
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región, varias señales se superponen y dan como resultado una onda 
cuasi periódica que se propaga con velocidad de grupo !!. Para 
componente de frecuencia ! próximas a la frecuencia de corte, la 
velocidad de grupo !! = !" !". Haciendo uso de la ecuación (4.30)    
vg = c 1−
fc
f
"
#
$
%
&
'
2(
)
*
*
+
,
-
-
1
2
(4.32) 
Las velocidades de grupo decrecen progresivamente conforme ! se 
aproxima  a !!. 
Ramachandran et al. [2007] descomponen la parte oscilatoria del 
patrón de campo del sferic en ondas casiperiódicas de diferentes 
frecuencias. En la figura 4.5, la porción de la onda que comprende 
desde el punto A  al punto K  es de carácter oscilatorio. La frecuen-
cia del la onda cuasi periódica A−C  es 
f = 1TC −TA
(4.33) 
y se recibe en el instante !! + !! relativo al instante de la descarga. 
De modo similar, la onda casiperiódica B−D  de frecuencia ! = 1 (!! − !!) se recibe en el instante !! + !!, etc. En general, el 
tiempo !! ,!! respecto al comienzo de la traza se representa como !. 
Se ha de hacer notar que ! es mayor que la frecuencia de corte !! de 
la guía.  
Para un grupo de ondas de frecuencia ! (> !!), el tiempo de llegada 
al detector se expresa como 
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t0 +T =
d
vg
(4.34) 
donde  !! = !!. Sustituyendo para !! y !! se tiene que
T = dc
1
1− fcf
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2
−
d
c       (4.35) 
La ecuación (4.35) obtenida por Ramachandran et al. [2007] es idén-
tica a la ecuación obtenida por Hepburn (1960). En adición, cuando la 
diferencia de fase se computa después de un tiempo !, es idéntica a 
la ecuación (4.17) propuesta por Rafaslky et al. 
A partir de la ecuación (4.35), se puede observar que, mediante una 
representación gráfica de ! frente a 1 − !! !! ! !!, la pendiente ob-
tenida es ! ! y la ordenada en el origen  −! ! , proporcionando 
pues, dos métodos independientes de calcular la distancia a la fuente 
de la descarga. 
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Capítulo 5. Resultados y Desarrollo Argumen-
tal de Aplicación a Métodos Existentes. Méto-
do Basado en la Pendiente de Fase. 
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5. Resultados y Desarrollo Argumental de Aplicación
a Métodos Existentes. Método Basado en la Pen-
diente de Fase.
A continuación se pasará a hacer una comparación de los resultados 
así como el desarrollo argumental de los métodos existentes de loca-
lización de descargas más significativos haciendo uso de diversos 
tipos de señales. Posteriormente, tras un análisis de los resultados 
obtenidos, se propondrá un método basado en la pendiente de fase 
del sferic el cual proporciona resultados con un margen de precisión 
más elevado. 
Para la comparación de los métodos existentes, se dispone de un 
conjunto de datos de diferente naturaleza. En primer lugar se realizan 
simulaciones con sferics proporcionados por el Dr. Steven Cummer y 
obtenidos en el laboratorio STAR de la Universidad de Stanford. Di-
cho conjunto comprende un total de 47 sferics detectados a una dis-
tancia de entre (1.955 − 2004)!!" del origen de la descarga. 
En segundo lugar se hace uso de 30 sferics obtenidos con el sistema 
de detección desarrollado al efecto para este trabajo, el cual se expli-
ca en el presente capítulo, y generados a una distancia de entre 
(2.029 − 2.050)!!" del mencionado detector. 
Por último, dado que los sferics obtenidos a través de sistemas de-
tectores reales presentan un nivel de ruido considerable, para aplicar 
y validar las técnicas existentes objeto de comparación (aunque para 
el método propuesto de la pendiente de fase sí que son válidos), se 
generan sferics sintéticamente, los cuales nos proporcionan un grado 
de nitidez excelente para poder trabajar con ellos. 
Capítulo 5. Resultados y Desarrollo Argumental. Método Basado Pendiente Fase 
166 
Los datos proporcionados por la Universidad de Stanford son valida-
dos con la red de detectores NLDN, mientras que los obtenidos con 
el sistema detector diseñado se validan con la red de detectores 
WWLLN, de la cual es miembro la Universitat de València. 
5.1 Resultados y Desarrollo Argumental de Aplicación a 
Métodos existentes. 
5.1.1 Aplicación al Método de Nagano et al. 
El procedimiento de Nagano et al. [Nagano, 2007] parece el más 
sencillo de implementar, puesto que trabaja directamente con la se-
ñal temporal sin ningún tipo de procesado previo o posterior. Se basa 
en apreciar la interferencia que se produce entre el pulso emitido por 
la descarga que llega directamente al detector y el que llega tras 
sucesivas reflexiones en la guía de ondas formada por la superficie 
de la Tierra y la ionosfera. Así, el tiempo necesario para detectar la 
señal directa desde que se produce la descarga es  ! !, y el tiempo 
de llegada tras ! reflexiones es el expresado por la ecuación (4.21). 
La coincidencia hace que se detecte un máximo de la señal recibida 
cada !! segundos, siendo !! = !! el instante temporal de detección de
la onda que se propaga horizontalmente a través de la superficie 
terrestre, !! la onda que llega tras experimentar una reflexión en la 
ionosfera, !! la onda que ha experimentado 2 reflexiones y así suce-
sivamente. No se ignora en términos absolutos ! ni !!, pero se cono-
ce la diferencia a partir de la señal temporal registrada. Así, !!,!!, . . . ,!!!! representan los instantes en los cuales se obtiene un 
máximo a partir de la señal inicial, la cual se detecta en el instante !!, 
lo cual viene descrito por la ecuación (4.22), o lo que es lo mismo, !! = ∆!!!!!!!  desde la recepción del primer máximo a la recepción del 
máximo !. Haciendo uso de dos instantes temporales se puede plan-
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tear un sistema de ecuaciones a partir del cual se obtiene ! y ℎ, aun-
que se puede deducir directamente !, suponiendo una altura de la 
ionosfera ℎ ≈ 85!!", pese a que en realidad ℎ ≈ 70!!" durante el 
día y ℎ ≈ 90!!" durante la noche. Así pues, tal y como se describió 
en el capítulo anterior, el valor de ! viene determinado por la ecua-
ción (4.28), siendo necesaria la detección de cuatro máximos conse-
cutivos de la señal para que el procedimiento pueda ser de aplica-
ción. 
El sistema de medida utilizado por Nagano et al. [2007] consiste en 
dos espiras cruzadas, para detectar el campo magnético paralelo al 
suelo, y una antena de dipolo vertical de 2!  para detectar el campo 
eléctrico vertical. Las espiras de medida del campo magnético tienen 
un diámetro de 0,8! . El circuito consiste en un preamplificador y un 
filtro pasabanda. Las frecuencias de filtrado o rango de observación 
es (1 − 14!!"#), siendo la señal digitalizada por un conversor AD de 
16 bits con frecuencia de muestreo por canal de 66,67!!"#. El siste-
ma se calibra mediante la inyección de señales (1 − 16!)!"# para 
obtener la función de transferencia del sistema detector.El sistema se 
aplica a varias observaciones, representando en su publicación las 
formas de onda obtenidas con bastante claridad. Nagano et al. [2007] 
hacen uso de su técnica para localizar una descarga a 258,8!!" y un 
ángulo de 49,1° obteniendo un error del 12,5!%. 
Asimismo, los autores afirman haber estimado el error de un conjunto 
de 17 sferics con calidad suficiente, analizando un centenar de des-
cargas, obteniendo una precisión del orden del 10%.Aplicando la 
técnica de Nagano et al. [2007] para el análisis con sferics reales se 
obtienen resultados similares a los obtenidos por los autores. El pro-
cedimiento proporciona un sistema de ecuaciones que aplicado a las 
medidas y la simulación, proporciona resultados muy similares aun-
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que dotados de una precisión menor debido al ruido de las señales 
disponibles y también que la precisión alcanzada por Nagano es para 
sferics generados a baja distancia, unas 10 veces inferior a los datos 
disponibles para realizar el presente estudio. 
A) Resultados de Aplicación Procedimiento de Nagano et al. a
los Sferics Proporcionados por la Universidad de Stanford. 
Figura 5.1. Sferic proporcionado por la Universidad de Stanford 
Resultados Aplicación Procedimiento de Nagano  et al. 
a Sferics de la Universidad de Stanford 
Nº  de 
Sferics 
Error 
Máximo 
Error 
Mínimo 
Error Medio 
47 22,32% 18,05% 20,12% 
Tabla 5.1. Errores obtenidos en la estimación de la distancia de los Sferics proporcio-
nados por la Universidad de Stanford al aplicar el procedimiento de Nagano et al. 
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Figura 5.2. Correlación obtenida entre distancia real y distancia calculada mediante el 
procedimiento de Nagano et al. aplicado a los sferics proporcionados por la Universi-
dad de Stanford 
B) Resultados de Aplicación Procedimiento de Nagano et al. a
los Sferics Obtenidos con el Sistema Detector Diseñado. 
Figura 5.3. Sferic obtenido con el sistema detector diseñado 
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Resultados Aplicación Procedimiento de Nagano  et al. 
a Sferics Obtenidos con el Sistema Detector Diseñado 
Nº  de 
Sferics 
Error 
Máximo 
Error 
Mínimo 
Error Medio 
30 22,34% 19,12% 21,03% 
Tabla 5.2. Errores obtenidos en la estimación de la distancia de los Sferics obtenidos 
por el sistema detector diseñado al aplicar el procedimiento de Nagano et al. 
Figura 5.4. Correlación obtenida entre distancia real y distancia calculada mediante el 
procedimiento de Nagano et al. aplicado a los sferics obtenidos por el sistema detector 
diseñado  
Otra dificultad añadida surge en la detección con claridad de cuatro 
pulsos, dado que generalmente se producen errores a partir del ter-
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cer pulso, no detectándose el cuarto pulso o detectándose con baja 
calidad. 
Dado los resultados obtenidos mediante la implementación de la 
técnica de Nagano, es aconsejable realizar el estudio con otras alter-
nativas.La siguiente técnica de radiolocalización de descargas a apli-
car es la de Ramachandran et al [2007]. 
5.1.2 Aplicación al Método de Ramachandran et al. 
Ramachandran et al. [2007] afirman que su procedimiento permite 
estimar distancias entre (3.000 − 16.250)!!" , perteneciendo el rango 
del error al intervalo (4.7 − 8.8)% para ! < 3.500!!", siendo estos 
errores derivados de la estimación de ! a través de la pendiente y la 
ordenada en el origen de un ajuste obtenido por mínimos cuadrados. 
La técnica de Ramachandran et al.[2007], tal y como se describió en 
el capítulo anterior, se basa en el cálculo del retardo del grupo de la 
señal del sferic a partir de la gráfica temporal. 
El procedimiento consiste en determinar los !! de la señal temporal a 
partir del instante de recepción !!. Conociendo los !!, se determina 
cada casiperiodo y cada casifrecuencia, que al sustituirla en la ecua-
ción del retardo del grupo (4.34), obteniendo un conjunto de pares de 
datos (!! , !!!! − !!) a partir de los cuales se realiza un ajuste por míni-
mos cuadrados, siendo  !!  la pendiente de la recta y  − !!  la ordenada
en el origen, proporcionando así dos estimaciones independientes de !. 
El sistema de recepción utilizado consiste en una antena whip de 5!  
de cobre trenzado de 1! ! insertada dentro de un tubo de PVC de 
unos 2!  de longitud y una antena GPS. El tubo de PVC se une a un 
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tubo de metal de unos  2!  de longitud con un solapamiento de apro-
ximadamente 30!!". El conjunto se instala sobre un edificio de dos 
alturas. 
La señal VLF recibida por la antena se introduce en un preamplifica-
dor de dos salidas en paralelo, siendo la salida de pico del amplifica-
dor de 10!!. El amplificador dispone de un filtro RC con atenuación 
proporcional a !, (6!!"!!!40!!"!!!!48!!"!!!2,5! "#). 
La señal de la descarga, combinada con la señal proporcionada por 
un GPS alimentan un picoscope con una frecuencia de muestreo de 3! "/!. 
Con la aplicación de la técnica, Ramachandran et al.[2007] obtuvie-
ron estimaciones de distancias comprendidas entre (4.900 −9.200)!" con errores del orden del 5!%, logrando un error medio del 8,8!% para un conjunto de 77 descargas. 
El procedimiento de Ramachandran hace uso de un ajuste (T!, !!!! −!!), obteniendo los v!! a partir de los casiperiodos. Siendo realistas, a
lo sumo se pueden obtener tres o cuatro casi periodos debido al rui-
do, y realizar un ajuste por mínimos cuadrados con un número tan 
reducido de muestras arroja resultados poco precisos. 
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A) Resultados de Aplicación Procedimiento de Ramachandran et
al. a Sferics Proporcionados por la Universidad de Stanford. 
Figura 5.5. Sferic proporcionado por la Universidad de Stanford 
Resultados Aplicación Procedimiento de Ramachandran  et al. 
a Sferics de la Universidad de Stanford 
Nº  de 
Sferics 
Error 
Máximo 
Error 
Mínimo 
Error Medio 
47 12,13% 7,02% 10,05% 
Tabla 5.3. Errores obtenidos en la estimación de la distancia de los Sferics proporcio-
nados por la Universidad de Stanford al aplicar el procedimiento de Ramachandran et 
al. 
Capítulo 5. Resultados y Desarrollo Argumental. Método Basado Pendiente Fase 
174 
Figura 5.6. Correlación obtenida entre distancia real y distancia calculada mediante el 
procedimiento de Ramachandran et al. aplicado a los sferics proporcionados por la 
Universidad de Stanford. 
B) Resultados de Aplicación Procedimiento de Ramachandran et
al. a los Sferics Obtenidos con el Sistema Detector Diseñado. 
Figura 5.7. Sferic obtenido con el sistema detector diseñado 
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Resultados Aplicación Procedimiento de Ramachandran  et al. 
a Sferics Obtenidos con el Sistema Detector Diseñado 
Nº  de 
Sferics 
Error 
Máximo 
Error 
Mínimo 
Error Medio 
30 13,05% 9,23% 11,13% 
Tabla 5.4. Errores obtenidos en la estimación de la distancia de los Sferics obtenidos 
por el sistema detector diseñado al aplicar el procedimiento de Ramachandran et al. 
Figura 5.8. Correlación obtenida entre distancia real y distancia calculada mediante el 
procedimiento de Ramachandran et al. aplicado a los sferics obtenidos por el sistema 
detector diseñado  
Mediante la aplicación de la técnica de Ramachandran et al. [2007] a 
los sferics reales, tanto los proporcionados por la Universidad de 
Stanford como los obtenidos a partir del sistema de medida diseñado, 
Capítulo 5. Resultados y Desarrollo Argumental. Método Basado Pendiente Fase 
176 
se obtienen resultados similares, aunque al igual que al aplicar el 
método de Nagano et al [2007] la precisión obtenida es ligeramente 
inferior debido sobretodo al nivel de ruido de las señales disponibles. 
En consecuencia, se propone un método alternativo de ubicación de 
la descarga basado en la pendiente de fase de la señal detectada. 
5.2 Método de Localización de Descargas Basado en la 
Pendiente de Fase de la Señal. 
Para poder hacer una comparativa de los diferentes métodos de loca-
lización de descargas con el nuevo método propuesto en esta tesis, 
basado en la pendiente de fase de la señal detectada, y dada la difi-
cultad de obtener señales lo suficientemente nítidas y limpias, se 
procede a trabajar con sferics sintéticos [Dowden et al., 2002] dado 
que conocemos exactamente la localización de la descarga, para una 
vez comprobada la validez del método con los mismos, se proceda a 
su validación con datos reales. 
En el presente caso se asume que el sistema formado por la superfi-
cie de la Tierra y la ionosfera se comporta como una guía de ondas 
formada por planos paralelos, asemejándose la propagación de un 
sferic a la de un modo !". La dispersión experimentada por el modo 
viene definida por la ecuación 
k2 = (ω 2 −ω02 ) c2   (5.1) 
donde ω! es la frecuencia de corte, siendo de 1,67!kHz para el modo 
de primer orden. La velocidad de fase es 
vp =
ω
k =
c
1−ω02 ω 2
 (5.2) 
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Se generan sferics sintéticos en la banda ω! − 24 !"# de la forma 
f (r, t,ω) = A(ωi )cos ωi t −
r
vp
"
#
$$
%
&
''
(
)
*
*
+
,
-
-i=1
100
∑ =
= A(ωi )cos ωi t −
r
c 1−ω0
2 ωi
2(
)*
+
,-
/
0
1
2
3
4i=1
100
∑
 (5.3) 
donde ! ω  es una función peso que aproxima el espectro de poten-
cia de los sferics 
A(ωi ) = cos2 π
ω −ωa
2ωr
"
#
$
%
&
'  (5.4) 
donde !! es la frecuencia a la cual la densidad espectral manifiesta 
un máximo a unos 12!!"#, y !! es el ancho de banda el cual se ha 
fijado a 14!!"#. 
La expresión (5.3) representa un sferic sintético. Si consideramos 
una suma de 100 armónicos para diferentes valores de !, ! =0!!", 1.000!!", 3.000!!", etc, se puede observar cómo se va ensan-
chando el pulso a causa de la dispersión sufrida (figura 5.9) debido a 
la distinta velocidad de fase de cada armónico. 
Dado que la corriente asociada a una descarga típica alcanza su 
valor máximo a los 2!!s, y decae hasta la mitad de ese valor aproxi-
madamente a los 40!!s [Uman, 1983], esto provoca como resultado 
un pulso de corta duración de ~100!!s, abarcando un amplio ancho 
de banda que se extiende desde ULF hasta frecuencias ópticas.  
La potencia en la banda VLF del primer impacto de la descarga pro-
viene de los 2!km más bajos [Lee, 1989], lo que representa una pe-
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queña fracción de la longitud de onda de la banda VLF 10 −100 !!". Por consiguiente la fuente de radiación VLF tiene su origen 
en un elemento de corriente de pequeña longitud . 
Figura 5.9. Ensanchamiento Sferic debido a dispersión Adap. Dowden et al., 2012]. 
Así, se puede hacer la suposición de que la fase de todos los armó-
nicos VLF de la corriente es idéntica, siendo la fase inicial ϕ! la mis-
ma para todas los armónicos VLF del campo eléctrico radiado. 
Dado que la componente vertical de la corriente de la descarga es la 
predominante en la propagación de los sferics VLF a través de la 
guía de ondas formada por la superficie de la Tierra y la ionosfera 
[Lee, 1989], y el elemento de corriente es prácticamente vertical en 
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los últimos centenares de metros más cercanos a la superficie de la 
Tierra [Krider et al., 1976], el valor de ϕ! en la ecuación (5.2) debería 
de ser 0 o π, pero tal y como se desprende de la ecuación (5.3) real-
mente tal circunstancia no es significativa. 
Así, a una distancia r del punto de la descarga en un instante t, el 
campo de la onda se puede expresar como 
F(r, t,ω) = A(ω)cos(φ(ω))∑  (5.5) 
donde, para cualquier componente de Fourier de la frecuencia ω se 
cumple que  
φ(ω) =ωt − k(ω)r +φ0      (5.6) 
siendo el vector de onda k dependiente de la frecuencia, mientras 
que la fase ϕ! no lo es. Realizando la derivada de ϕ respecto de la 
frecuencia se tiene que  
dφ
dω = t − r
dk
dω = t −
r
vg(ω)
              (5.7) 
siendo v!(ω) la velocidad de grupo dependiente de la frecuencia. 
A partir de la definición de velocidad de grupo, el instante temporal t!(ω), empleado por el grupo de ondas en desplazarse la distancia r 
desde el punto de la descarga al receptor  es  
!!!(!). Considerando
frecuencias superiores a las de corte de los modos dominantes, la 
dependencia con la frecuencia de t!(ω) no es muy acusada. 
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A partir de la ecuación (5.7), se puede observar que dϕ dω = 0 
cuando ! = t!(ω), lo cual significa que el tiempo de desplazamiento 
del grupo a frecuencia ω, t!(ω) se puede obtener mediante ensayo-
error. Sin embargo, resulta de mayor simplicidad medir dϕ dω en un 
instante conocido t!. Por consiguiente 
tg(ω) = t0 −
dφ
dω  (5.8) 
donde t! queda determinado por el sistema de timing del receptor. 
En la figura 5.9, se observa la forma de onda del pulso a varios valo-
res de r. Para r = 0, el pulso es simétrico y no presenta dispersión, 
dado que aún no se ha desplazado a lo largo de la guía de ondas. Se 
ha definido t = 0  como el instante donde dϕ dω = 0, es decir donde 
todas las frecuencias que componen la señal se encuentran en fase (ϕ! = 0) en este caso. 
La línea vertical de figura 5.9 indica t − !! = 0, o el instante donde se 
encontraría el pulso en el caso de que no se hubiera deformado de-
bido a la naturaleza dispersiva de la guía de ondas. 
Únicamente para propagaciones carentes de dispersión, tal y como 
ocurre con el modo !"#, el pulso se propaga conservando su forma 
original, cumpliéndose que en cualquier instante temporal y a cual-
quier r, dϕ dω no depende de la frecuencia y se anula para r = ct, 
donde todas las componentes frecuenciales del pulso se encuentran 
en fase. 
En el caso de que la propagación tenga carácter dispersivo, como en 
el caso que nos ocupa, la velocidad de fase depende de la frecuencia 
y por consiguiente, el número de onda k no es proporcional a la mis-
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ma. En consecuencia, dk dω es dependiente de la frecuencia y, de 
la ecuación (5.7) se observa que lo mismo ocurre con dϕ dω. 
Un pulso de amplio espectro conformado por una superposición de 
señales, las cuales se encuentran en fase en r = 0, t = 0, propagán-
dose a través de un medio dispersivo, es imposible que vuelvan a 
encontrarse  en fase en cualquier otro instante. 
Exceptuando el modo !"#, el cual no experimenta dispersión, para 
cualquier modo propagándose en la guía de ondas formada por la 
superficie de la Tierra y la ionosfera, a partir de las ecuaciones (5.7) y 
(5.8) se tiene que  
dφ
dω = t −
r
c 1−ω0
2 ω 2   (5.9) 
Y teniendo en consideración que t = !!, se obtiene
dφ
dω c
=
r
c 1−1 1−ω0
2 ω 2( )             (5.10) 
La realización de un ajuste de la pendiente de la fase permite obtener 
por un lado la distancia  r  a la cual se ha originado la descarga y por 
otro la altura de la ionosfera h a la cual tiene lugar la reflexión del tren 
de ondas, dado que la frecuencia de corte es  c 2h. 
Por consiguiente, a partir de la ecuación (5.10) podemos obtener una 
expresión para obtener la distancia a la cual se ha originado la des-
carga. 
r = dφdω c 1−1 1−ω0
2 ω 2( )    (5.11) 
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No obstante, dado que el instante temporal de detección de la prime-
ra muestra del sferic va a depender del sistema de medida, el mismo 
se encuentra afectado tanto de errores sistemáticos como aleatorios γ, por consiguiente la ecuación (5.11) se puede reescribir para consi-
derar tal circunstancia. 
r = dφdω c γ −1 1−ω0
2 ω 2( )             (5.12) 
Una vez se ha detectado el sferic, para obtener el ángulo de llegada, 
se hace uso de la dirección de llegada del campo magnético del sfe-
ric en el dominio de Fourier. Se hace una media pesada del arcotan-
gente del cociente del voltaje obtenido por las antenas E-O y N-S 
sobre el rango de frecuencias de estudio. [Wood, 2004] 
θ =
tan−1 BE−O ( f )BN−S ( f )
"
#
$$
%
&
''Btotal ( f )dff1
f2∫
Btotal ( f )dff1
f2∫
            (5.13) 
donde !!!!(!) y !!!!(!) son las transformadas de Fourier de las 
señales temporales detectadas por las antenas E-O y N-S, y  
Btotal ( f ) = BE−O ( f )2 +BN−S ( f )2 (5.14) 
5.3 Sistemas Detectores de Sferics 
5.3.1 Sistema Detector de Stanford 
Los sferics proporcionados por Steven Cummer se detectan median-
te los receptores de radio ELF/VLF de la Universidad de Stanford. El 
diagrama de bloques es el mostrado en la figura 5.10. Cada  sistema 
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receptor  consiste de dos antenas de lazo perpendiculares, un 
preamplificador, un receptor de línea, un sistema de determinación 
temporal GPS y un conversor A/D para almacenar las señales en 
soporte digital. El receptor se encuentra ubicado en una atmósfera de 
bajo ruido y cuenta con un amplio rango dinámico capaz de detectar 
sferics generados tanto a una distancia cercana como lejana (~12.000!km), dado que si el rango dinámico es muy bajo, la ampli-
tud de los sferics cercanos saturaría la electrónica del receptor y dis-
torsionaría la señal recibida. Asimismo, el nivel de ruido es conside-
rablemente alto, los sferics con una amplitud de señal baja 
generados a una distancia lejana del detector quedarían enmascara-
dos por el ruido. Además, dado que el contenido frecuencial de los 
sferics abarca las bandas ELF/VLF, se desea que la respuesta en 
frecuencia sea plana en la zona de interés.  
Figura 5.10 Sistema receptor de la Universidad de Stanford 
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Las antenas de lazo utilizadas en la Universidad de Stanford consis-
ten en ! vueltas de cable conductor con un núcleo de aire, donde ! = 1!!!6.  Las antenas son ortogonales y orientadas según las di-
recciones N/S y E/O.  La antena N/S se encuentra alineada con el 
campo geomagnético terrestre, por consiguiente presenta un offset 
respecto del Norte geográfico debido al ángulo local de declinación 
magnética de la Tierra. La antena ubicada en la Estación Palmer, 
Antarctica, se encuentra conectada a un preamplificador el cual pre-
senta una sensibilidad (!! = ~1×10!!!VHz!! !m!!!a!10!kHz). Dichas
antenas junto al preamplificador presentan una sensibilidad mucho 
más elevada que los niveles de ruido atmosférico. 
El preamplificador y el receptor de línea acondiciona el voltaje induci-
do en los terminales de la antena para su posterior filtrado y amplifi-
cado para pasar al conversor A/D. La antenas se encuentran separa-
das a una distancia de ~600!m de fuentes de ruido electromagnético, 
y el preamplificador se encuentra situado junto a las antenas, de tal 
modo que tiene acceso directo a los bornes de la antena.  
El preamplificador se alimenta mediante un cable de ~600!m que 
realiza, además, la función de portador de la señal amplificada al 
receptor de línea.  
El preamplificador contiene niveles de ganancia y un filtro paso-alto 
para evitar que el zumbido de red  sature los amplificadores. Además 
de amplificar y filtrar la señal, el preamplificador está compuesto por 
un transformador de adaptador de entrada, un amplificador diferen-
cial y un driver de línea. El circuito de adaptación de entrada permite 
una respuesta frecuencial plana y un alto grado de sensibilidad a lo 
largo del ancho de banda de interés mediante una compensación de 
la ganancia de las antenas la cual es dependiente de la frecuencia. 
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El driver de línea, el cual se alimenta mediante una fuente DC desde 
el receptor de línea, permite que las antenas se puedan situar a una 
distancia de  ~600!m de la fuente de alimentación AC del receptor de 
línea. 
Además de alimentar el preamplificador, el driver de línea filtra y am-
plifica la señal VLF. El filtro pasa-bajo presenta un punto de −3!!" a 
una frecuencia de ~22!kHz. Dicho sistema de filtrado está basado en 
el hecho que, históricamente, se digitalizaba la señal haciendo uso 
de técnicas de grabación de equipo de audio, con una frecuencia de 
muestreo de ~44,1!kHz. La respuesta en frecuencia del receptor VLF 
situado en la Estación Palmer, Antarctica es la mostrada en la figura 
5.11. 
 Figura 5.11. Respuesta en frecuencia del receptor en Palmer Station, Antarctica. 
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Una vez la señal VLF se ha acondicionado mediante el preamplifica-
dor y el receptor de línea, pasa a digitalizarse por el conversor A/D y 
a almacenarse en un soporte digital. Los conversores utilizados son 
tarjetas de adquisición de datos de National Instruments que permi-
ten muestrear los canales N/S y E/O a 100! !" ! con una precisión 
de 16!!"#$ proporcionando un ancho de banda de 50!!"# y ~100!dB 
de rango dinámico. 
Para prevenir que se recorte la señal en el conversor A/D, la ganan-
cia del preamplificador y del receptor de línea se han ajustado de tal 
manera que el voltaje de salida del receptor de línea se encuentra 
dentro del rango de ±!5!V. 
Para registrar con precisión el instante temporal en el cual se detecta 
la señal, el muestreador se encuentra controlado por un reloj GPS. El 
reloj GPS tiene una salida de 100!!""# utilizada como disparador de 
muestreo, y un disparador de comienzo de toma de muestras de 1!pps con una precisión de 200!ns. De esta manera se pueden corre-
lacionar temporalmente señales recibidas en otros receptores de la 
red. 
Las tarjetas A/D utilizadas no son capaces de muestrear ambos ca-
nales simultáneamente a 100! !" !, lo que hacen es realizar los dos 
canales juntos a 200! !" !. Es decir, el canal N/S se muestrea segui-
do del E/O y así sucesivamente, tomando 100.000!muestras por se-
gundo. 
Finalmente, los datos se graban en una cinta magnética de video 
BETAMAX haciendo uso de un codificador Sony PCM 601-ESD.  
Los sferics detectados se comparan con los obtenidos por la red 
NLDN (National Lightning detection Network) , consistente en un 
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sistema de ubicación de descargas multiestación con 114 estaciones 
receptoras situadas en diferentes regiones sobre la superficie conti-
nental de EE.UU.. La información obtenida de cada estación se com-
bina con la de otras estaciones para obtener con precisión la locali-
zación de emisión del sferic. Las ubicaciones de las descargas 
proporcionadas por la red NLDN presentan una precisión ~250! , 
siendo la eficiencia de detección de tormentas superior al 99!%. Los 
sensores de la red utilizan los métodos basados en la dirección de 
llegada del campo magnético y el tiempo de llegada para proporcio-
nar múltiples identificadores de cada descarga, como el instante tem-
poral, la ubicación, la polaridad, amplitud y multiplicidad.  
5.3.2 Sistema Detector Diseñado 
Por otra parte, también se hace uso en las simulaciones, de sferics 
proporcionados por el sistema de medida diseñado específicamente 
para esta tesis. El esquema del mismo es el representado en la figura 
5.12. 
Figura 5.12. Esquema del sistema detector diseñado. 
El hardware consiste fundamentalmente en un sistema de antenas 
receptoras mediante el cual se detectan las señales VLF, un amplifi-
Capítulo 5. Resultados y Desarrollo Argumental. Método Basado Pendiente Fase 
188 
cador VLF de banda ancha que amplifica la señal proporcionada por 
la antena para un posterior procesado, y un sistema de almacena-
miento y tratamiento compuesto por una tarjeta de sonido y un PC 
La antena utilizada es de lazo de banda ancha de alto rendimiento, 
presentando una buena adaptación con el preamplificador así como 
un adecuado dimensionamiento de vueltas para superar tanto el rui-
do térmico intrínseco como el ruido de entrada del amplificador ope-
racional. 
El tamaño, el número de vueltas y la sección de cable de cobre son 
los elementos de la antena que determinan el resultado final.  
Hay muchos parámetros que contribuyen a un buen funcionamiento 
del sistema y se encuentran estrechamente relacionados unos con 
otros. Por ejemplo, al aumentar el número de vueltas, aumentamos el 
área de captura, recibiendo mayor intensidad de la señal, pero al 
mismo tiempo disminuimos la frecuencia de resonancia, aumentando 
así la impedancia del sistema. Si la impedancia crece, el ruido au-
menta inducido por el ruido de corriente del amplificador operacional.  
La impedancia del lazo es, de hecho, otro parámetro muy importan-
te. Además del ruido térmico generado por la resistencia del cable de 
cobre, también se ha de tener en consideración el ruido de entrada a 
los amplificadores operacionales. 
5.3.2.1 Diseño de la Antena y Valores Eléctricos 
Se desea obtener el mejor valor de compromiso entre el tamaño de la 
antena de lazo y la sensibilidad de la misma. Para determinar el nú-
mero de vueltas en función del voltaje en los terminales del lazo en 
un medio conocido es 
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E V[ ] = µ0NAωH               (5.15) 
Donde ! es el número de vueltas de la antena de lazo, ! es el área 
de la antena en !!, ! es la frecuencia en !" y ! el campo magnético 
en !/!. 
Dado que la intención es diseñar un sistema de recepción portable 
con una buena sensibilidad, el área de la antena se establece en 0,39! !. La sensibilidad de la antena de lazo queda determinada por 
el número de vueltas del cable de cobre, así como de su sección, 
utilizado para construir el área de recepción de la antena. En este 
sentido, el límite de la sensibilidad queda representado únicamente 
por el ruido térmico del lazo. 
La impedancia del lazo, y por consiguiente el número de vueltas, 
afectan al ruido de la entrada del amplificador, repercutiendo en la 
sensibilidad final del detector. 
El tamaño y la sección del cobre que forma del lazo se decide de 
acuerdo con las secciones existentes en el mercado, es por ello que 
se realizan más o menos vueltas dependiendo del mismo para em-
plear la cantidad de cobre deseada. Se ha de tener en cuenta que un 
número de vueltas reducido implica un menor voltaje inducido, menor 
impedancia y menor ruido térmico así como mayor frecuencia de 
resonancia. Por el contrario, un mayor número de vueltas lleva aso-
ciado mayor voltaje inducido en los terminales del lazo, mayor resis-
tencia, mayor ruido térmico y menor frecuencia de resonancia. 
Los parámetros seleccionados para la construcción de la antena son: 
• Tipo de lazo: circular, ligeramente ovalado, dado que es más fácil
de realizar y se puede encontrar en soportes de material no fe-
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rromagnético que a su vez sirven como blindaje para el campo 
eléctrico, el cual no es de interés. (Por ejemplo las llantas de 
aluminio comerciales de bicicleta). 
• Diámetro: 70!!", presenta un área suficiente para detectar seña-
les siendo compatible con la portabilidad.
• Número de vueltas: 275, las suficientes para proporcionar una
buena sensibilidad manteniendo un valor de la impedancia ade-
cuada y un valor de resonancia por encima de los 20!!".
• Cable: 648!  de cable esmaltado de cobre de 0.5! ! de diáme-
tro, siendo la resistencia estimada de 59!Ω, lo que implica un rui-
do térmico relativamente bajo y una alta sensibilidad.
Con un óhmetro con pinza shunt a 4 hilos se obtiene una resistencia 
del devanado de 60Ω medida a 20!℃. A partir de los datos de la re-
sistencia de la antena, se obtiene el valor del ruido térmico basal. 
Ruido térmico= 4 (60 1000) !"/ !" = 0,98!!"/ !"!!!20!℃. Me-
diante el medidor RLC se obtienen los siguientes valores a una fre-
cuencia de 100! ": 
• Inductancia: 127! ".
• Capacidad parásita: 665!!".
• Capacidad entre el devanado y el soporte de aluminio: 830!!"
Al igual que en el sistema receptor de Stanford, se construyen dos 
antenas, una orientada N-S y otra, ortogonalmente situada, E-O. 
Gracias al pequeño ovalamiento de las circunferencias de los dos 
lazos, se puede meter uno dentro del otro formando los 90°. 
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Se ha de tener presente que es materialmente imposible obtener 
valores idénticos de inductancia para las dos antenas, pese a que su 
diseño y elaboración han sido análogos. No obstante, en la práctica, 
esto no supone ningún tipo de problema. 
Figura 5.13. Circuito equivalente de la antena diseñada. 
5.3.2.2 Evaluación del Ruido 
La elección del amplificador operacional adecuado, lejos de ser tri-
vial, representa un aspecto crucial del detector de descargas dado 
que afecta a la sensibilidad del mismo. El  voltaje y la corriente de 
ruido a la entrada es diferente para cada amplificador operacional. 
Además, dichos valores dependen de la frecuencia de trabajo, siendo 
el ruido total a la entrada para cada frecuencia función del ruido de 
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voltaje derivado del ruido térmico de la resistencia del lazo, el ruido 
de voltaje generado por el amplificador operacional y el ruido de vol-
taje debido al ruido de intensidad del amplificador operacional que 
circula por la impedancia del lazo. 
Después de realizar un estudio detallado de las hojas de característi-
cas los diferentes amplificadores operacionales disponibles en el 
mercado, el modelo seleccionado es el AD797. 
El circuito preamplificador mostrado en la figura 5.14 presenta una 
configuración diferencial balanceada, lo cual proporciona diversas 
ventajas para la antena de lazo diseñada. Presenta un alto modo de 
rechazo común de las señales, derivando en la amplificación de las 
señales magnéticas detectadas por la antena de lazo, y el rechazo de 
señales no deseadas de otra naturaleza como aquellas relacionadas 
con capacidades parásitas. En definitiva, la antena es muy sensible 
al campo magnético pero no resulta afectada en exceso por el campo 
eléctrico y otras perturbaciones como las asociadas entre otras a 
fuentes de alimentación. 
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5.3.2.3 Circuito Preamplificador 
Figura 5.14. Esquema eléctrico del amplificador. 
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        Figura 5.15. Curva de ganancia del sistema detector y rechazo en modo común. 
La figura 5.15. muestra cómo las señales recibidas se amplifican en 
voltaje por la antena de lazo (en lila), y cómo aquellas capturadas en 
modo común (en negro) son rechazadas, siendo la ratio entre la se-
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ñal rechazada y señal recibida superior a 70!!" en el rango com-
prendido entre (1 − 20.000)! ". 
La respuesta final en frecuencia del detector respecto del campo 
magnético incidente es la mostrada en la figura 5.16. En ella se pue-
de observar los dos tripos de respuesta, tanto la respuesta plana 
como la compensada. Por una parte, la respuesta es plana en el 
intervalo (1 − 20.000)! " con un margen de ±3!!", lo que significa 
que se puede hacer uso de la antena de lazo como lazo de medida, 
conociendo el factor de antena, pudiéndose calcular el campo mag-
nético en !" midiendo el nivel de salida en !" con un multímetro. 
Figura 5.16. Curva de ganancia del sistema detector. Respuesta plana y compensada. 
Por otra parte, la adición de un filtro compensador, induce una res-
puesta en frecuencia que compensa la ganancia en función de los 
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niveles esperados de la señal, de acuerdo con los gráficos de Max-
well/Stone [Maxwell y Stone, 1963]. En el intervalo (1 − 20.000)! " el 
rango dinámico de las señales es normalmente superior a 30!!", 
mientras que con el filtro de compensación el rango es de unos 10!!". 
Siguiendo esta recomendación se emplea un filtro compensador con 
dos trampas centradas en 15! " y 27!!"#. Además, la utilización del 
filtro compensador es de utilidad para atenuar los armónicos más 
potentes hacia la parte alta, y el filtrado del zumbido de red de 50! ", 
hacia la parte baja del espectro frecuencial. Dado que el filtro com-
pensador se encuentra en la primera etapa de ganancia, las señales 
no deseadas son atenuadas antes de ser amplificadas, resultando en 
la no saturación del circuito de detección incluso en presencia de 
señales de ruido cercanas. La utilización del filtro compensador redu-
ce la sensibilidad del detector a bajas frecuencias a costa de poder 
utilizarlo en entornos de ruido severo. 
5.3.2.4 Caracterización 
La caracterización del sistema detector de descargas asociadas al 
rayo se ha realizado en la cámara anecoica de la Universitat de 
València. Para poder llevar a cabo la misma, se hace uso de una 
antena transmisora de lazo cuadrada, de 45!!" de lado, formada por 
40 vueltas de cable de cobre de 0,4! ! de diámetro. En serie con la 
antena, se añade una resistencia de 1.000!Ω que hace las funciones 
de shunt, obteniendo por una parte el voltaje en un osciloscopio y por 
consiguiente conociendo la corriente que circula por el lazo para po-
der calcular el campo magnético generado, y por otra proporciona un 
factor ! bastante bajo pero prácticamente constante, adecuado para 
mantener constante la corriente en el rango de frecuencias emplea-
do. 
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La antena receptora y la emisora se sitúan separadas una distancia 
de 85!!" dentro de la cámara anecoica, y separadas del generador 
de funciones, el cual se sitúa fuera de la misma. La antena de lazo 
objeto de caracterización se alinea con la antena emisora. Para reci-
bir la señal test, se hace uso de una tarjeta de sonido externa. La 
antena transmisora se alimenta mediante un generador de funciones 
ajustando la amplitud hasta obtener una diferencia de potencial de 100! " en la resistencia de shunt de 1.000!Ω, lo que indica que circu-
lan 0.1! " por el lazo. A partir de esa intensidad de corriente, ha-
ciendo uso de la fórmula de Biot-Savart, se calcula que el campo 
generado donde se encuentra la antena receptora es de 214,3!!". 
A partir de esa configuración, y variando la frecuencia del generador 
de funciones, se obtienen diferentes ficheros, muestreados a 48.000!!/!., con la respuesta tanto del filtro de respuesta plana como 
con el filtro compensado, tal y como muestra la figura 5.17. 
 Figura 5.17. Curvas de sensibilidad del detector de descargas. 
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Las dos curvas de sensibilidad obtenidas indican que donde sea 
posible se ha de hacer uso del filtro de respuesta plana, dado que 
está dotado de una sensibilidad mayor. 
Los sferics detectados se comparan con los obtenidos por la red 
WWLLN de detección descargas a nivel mundial, de la cual la Uni-
versitat de València forma parte. Actualmente, la red se encuentra 
conformada por 40 sensores. Cada localización de una descarga 
requiere el tiempo o momento de llegada del pulso del sferic de al 
menos de 5 sensores de la red WWLLN. Estos sensores pueden 
estar a varios miles de kilómetros de distancia de la descarga. Se ha 
de hacer notar que los sensores muy cercanos a la descarga son 
casi inútiles a la hora de usarlos para su localización. 
   Figura 5.18. detector de sferics. 
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La agrupación geográfica de los sensores es importante: la localiza-
ción de la descarga se establece más exactamente  cuando los sen-
sores están lejos de ella que por aquellos que están más cerca. Un 
espaciamiento uniforme de sensores alrededor de la tierra es clara-
mente el ideal. 
Puesto que la tierra es  redonda, no hay bordes: cada descarga está 
rodeada por sensores, pero no necesariamente por los sensores que 
lo detectan. El grado de precisión de detección de la red es de apro-
ximadamente de entre el 5% y el 10% para descargas superiores a 45!!" 
5.4 Aplicación del Método de Localización Basado en la 
Pendiente de Fase  a las Medidas Disponibles 
Para comprobar la validez del método de localización de descargas 
propuesto basado en la pendiente de fase, se aplicará, en primer 
lugar, el procedimiento a los sferics generados sintéticamente (figura 
5.19), dado que se encuentran libres de cualquier perturbación y se 
conoce exactamente el lugar de la descarga. Para ello, se generan 
sferics a varias distancias ! y a partir de la aplicación del método se 
obtiene la precisión del mismo. 
Posteriormente, y con el objeto de validar la técnica propuesta se 
realiza el mismo procedimiento con los sferics reales, tanto los pro-
porcionados por la Universidad de Stanford como a los obtenidos con 
el sistema diseñado. 
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Figura 5.19. Sferic generado sintéticamente 
Resultados Aplicación Procedimiento Basado en la Pendiente 
de la Fase a Sferics Generados Sintéticamente 
Tipo 
Datos 
Nº de 
Sferics 
Error 
Máximo 
Error 
Mínimo 
Error Medio 
Sintéticos 10 0,35% 0,02% 0,20% 
Stanford 47 75,79% 37,89% 43,88% 
Dectector 30 1,8% 0,50% 1,5 % 
Tabla 5.5. Errores obtenidos en la estimación de la distancia d con los sferics disponi-
bles al aplicar el procedimiento de basado en la Pendiente de la Fase. 
De los datos obtenidos al aplicar el método basado en la pendiente 
de fase a los sferics sintéticos son muy buenos, dado que están lim-
pios de ruido y se sabe exactamente donde se han generado. Res-
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pecto a los sferics reales, se observa que el resultado obtenido con 
los sferics detectados con el sistema diseñado es excelente, presen-
tando un error del 1,5%, mientras que el resultado obtenidos con los 
sferics de la Universidad de Stanford, se obtiene un error medio 
aproximado del 44%, siendo el coeficiente de correlación del ajuste 
por mínimos cuadrados muy cercano a la unidad, lo que hace supo-
ner que podría existir un desplazamiento de los datos debido a algún 
tipo de error sistemático asociado al sistema de detección de los 
datos. 
Es por ello que a partir de los datos obtenidos con la regresión obte-
nida se procede a hacer una corrección estadística de los mismos, 
obteniendo para el conjunto de datos proporcionado por la Universi-
dad de Stanford un error medio cercano al 1%, siendo congruente 
con el resultado alcanzado con los sferics proporcionados por el sis-
tema detector diseñado. 
Resultados Aplicación Procedimiento Basado en la Pendiente de 
la Fase a Sferics con Corrección Estadística 
CONJUNTO 
DATOS 
Nº  de 
Sferics 
Error 
Máximo 
Error 
Mínimo 
Error Medio 
STANFORD 47 1.9% 0,95% 1,1% 
Tabla 5.6. Errores obtenidos en la estimación de la distancia de Sferics reales al apli-
car el procedimiento de basado en la Pendiente de la Fase con corrección estadística. 
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El procedimiento de corrección contempla el uso de todos los datos 
disponibles, pudiéndose calibrar el procedimiento para conseguir un 
alto grado de precisión. Se ha de comentar que dicha corrección se 
ha tenido en consideración al aplicar a los sferics de la Universidad 
de Stanford las técnicas de Nagano et al.[2007] y de Ramachandran 
et al. [2007]. 
En el caso de los sferics reales, dado que los mismos se propagan a 
través de un medio dispersivo, no es trivial establecer un tiempo de 
detección exacto debido a que el sferic detectado está compuesto 
por un conjunto de señales viajando cada una con su velocidad de 
fase. Es por ello que el instante temporal de detección establecido 
para la señal ha de ser el instante de llegada del grupo, t!, [Dowden 
et al., 2002] y va a depender significativamente del sistema de detec-
ción utilizado. Es complicado conocer con exactitud la caracterización 
de dichos sistemas de medida por lo que respecta a la respuesta en 
fase y amplitud de la señal, por lo cual será constitutivo de un error 
sistemático, γ en la ecuación (5.12). 
Si se pudiera caracterizar completamente las condiciones bajo las 
cuales el sistema detector obtiene las medidas, sería innecesaria la 
corrección estadística, como es el caso del detector diseñado, pero 
en el sistema de medida, influye en un grado considerable las pertur-
baciones del entorno. La caracterización se debería de realizar en 
cada ubicación y para cada sistema de medida. Dada la complejidad 
de tal procedimiento, es más viable hacer un ajuste estadístico para 
un conjunto de datos reales, el cual proporciona los parámetros de 
corrección de aplicación a todo el sistema de medida. 
Capítulo 6. Conclusiones Finales 
203 
Capítulo 6. Conclusiones Finales 
Capítulo 6. Conclusiones Finales 
204 
Capítulo 6. Conclusiones Finales 
205 
6 Conclusiones Finales 
Del estudio realizado al desarrollar la presente tesis doctoral se con-
templan tres conceptos que proporcionan una amplia visión de un 
mismo fenómeno, la descarga electromagnética en la banda VLF 
asociada a un rayo y la propagación de la señal en un medio comple-
jo como lo es la ionosfera. 
En primer lugar se ha realizado un modelo numérico tridimensional 
en diferencias finitas en el dominio del tiempo de la guía formada por 
la superficie de la Tierra y la ionosfera. Dicho modelo permite simular 
con cierto grado de precisión la propagación de sferics VLF asocia-
dos a una descarga. En dicha simulación se ha tenido en considera-
ción la curvatura de la Tierra, el perfil de conductividad de la ionosfe-
ra y la anisotropía inducida por el campo magnético terrestre. Los 
resultados de la simulación permiten detectar variaciones y perturba-
ciones en los parámetros que definen la trayectoria de propagación 
de los sferics. Se ha validado el método propuesto con técnicas apli-
cadas por otros autores como es el efecto de rotación de Faraday y 
se ha comparado el resultado con el caso isótropo. 
Por otra parte, en lo que atañe a la detección, y más concretamente 
respecto de las técnicas de geolocalización de descargas desde una 
única estación detectora, se ha realizado una revisión bibliográfica y 
se han puesto de manifiesto los escasos estudios existentes. Este 
tipo de técnicas hacen uso de métodos para obtener la distancia 
desde la descarga al detector, así como la dirección de llegada obte-
nida a partir del campo magnético de la señal detectada. Los méto-
dos existentes, y descritos en el capítulo 4 del presente trabajo, se 
combinan con técnicas sofisticadas de localización basadas en redes 
conformadas por múltiples detectores. Ambas técnicas presentan 
pros y contras. 
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A partir de los métodos ya existentes, se ha realizado una compara-
ción entre todas las técnicas existentes. Tal camparativa se ha reali-
zado con simulaciones con medidas procedentes de otros investiga-
dores y con medidas propias. 
Se ha visto que la precisión de los resultados obtenidos (entre el 11% 
y el 21%), está influenciada por la limpieza de la señal respecto del 
ruido, y además dependen de unos pocos parámetros de la señal 
recibida muy susceptibles al ruido. Es por ello que se ha propuesto 
una nueva técnica que obtiene la distancia a partir de la pendiente de 
la fase de la señal, la cual se ha visto más robusta, la cual se ha des-
crito en el capítulo 5. 
El método propuesto proporciona tanto con los sferics sintéticos co-
mo con los reales resultados con un error de alrededor del 1!%! debi-
do a que se hace uso de la fase de la onda y no de máximos bien 
definidos de la misma como en otros métodos. 
Asimismo se ha contribuido a desarrollar un detector que mejora la 
calidad de la señal recibida minimizando los efectos del ruido. 
En definitiva, en el presente trabajo: 
• Se ha realizado un modelo numérico tridimensional en diferencias
finitas en el dominio del tiempo de la guía formada por la superfi-
cie de la Tierra y la ionosfera para el estudio de señales en la
banda VLF teniendo en consideración el perfil de conductividad
de la ionosfera y la anisotropía inducida por el campo magnético
terrestre.
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• Se ha realizado un análisis de la señal generada en una descar-
ga, dentro de la banda VLF, y se han comparado las diferentes
técnicas de localización de sferics con un única estación.
• Se ha propuesto una técnica nueva basada en el cálculo de la
pendiente de la fase que proporciona una precisión mayor que
los métodos existentes.
• Se ha diseñado un sistema detector de sferics con una única
estación y se han obtenido medidas en diferentes entornos.
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