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a b s t r a c t
Automated classification of granite slabs is a key aspect of the automation of processes in
the granite transformation sector. This classification task is currently performed manually
on the basis of the subjective opinions of an expert in regard to texture and colour.
We describe a classification method based on machine learning techniques fed with
spectral information for the rock, supplied in the form of discrete values captured by
a suitably parameterized spectrophotometer. The machine learning techniques applied
in our research take a functional perspective, with the spectral function smoothed in
accordance with the data supplied by the spectrophotometer. On the basis of the results
obtained, it can be concluded that the proposed method is suitable for automatically
classifying ornamental rock.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The classification of ornamental rock slabs [1] is necessary in a wide number of industrial processes prior to further
elaboration and storage. To date, this task has generally been performed by a suitably qualified expert. The use of a human
expert is associated with certain problems of subjectivity, and this implies possible classification imprecision, potentially
significant error, a reduced capacity for work due to human limitations, etc.
Automation of this classification process is therefore highly desirable. In this article we describe a classification approach
based on functional machine learning techniques applied to data obtained using a spectrophotometer. The approach, which
aims to minimize classification error, obtains the maximum information with the smallest number of variables so as to
minimize the computation time.
Since the researches of Deville [2], Cardot et al. [3] and Ramsay and Silverman [4] were published, Functional Data
Analysis (FDA) has developed apace and found new applications, whether old ones previously resolved using a vectorial
approach or new ones consisting of problems that could be suitably formulated thanks to a functional perspective. Some
of the application fields include environmental research [5,6], medical research [7,8], sensors [9] and industrial methods
[10,11].
Thedevelopment of the functional approachhas recently given rise to a specific fieldwithin statistics,withmany concepts
and techniques used in scalar and vectorial statistics (see, e.g. [12–17]), and related disciplines like machine learning (see,
e.g. [18–21]) generalized to functional data.
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Functional regression and classificationmodels can be classified, depending on the vectorial and functional nature of the
inputs and outputs, as functional–functional, vectorial–functional and functional–vectorial models.
In this researchwe focus on the scalar responsemodel (classification)with functional input, using two functionalmachine
learning techniques, namely, Support Vector Machine (SVMs) [22] and Neural Network (NNs) [23].
In order to resolve our classification problem, we first needed to study methods for capturing the information and
subsequently analysing this information. Typical methods for capturing information include using a scanner [1], a suitably
equipped electronic microscope [24] or a spectrophotometer.
In our research we chose to use a spectrophotometer, as this approach avoids illumination problems, given that the light
source is internal [1]. Using a scanner, for example, would have required preprocessing in order to eliminate noise resulting
from the use of an external light source [1].
For a granite slab classification problem, Motoki [1] proposed classification on the basis of a comparison of information
on rock colour with an experimental table. However, machine learning techniques are now used to resolve this kind of
classification problem.Wembin [25], for example, resolved an image classification problem using SVMs, although, since the
approach was vectorial and not functional, a large number of variables were required.
On the basis of sample data obtained by means of a spectrophotometer, which is capable of capturing discrete data
on the colour spectrum of a rock, a smoothing process was implemented to the function representing the data so as to
reduce the number of variables with minimal information loss. In this way, a functional focus was adopted for the problem.
Subsequently, the machine learning methods mentioned above were used to resolve the classification problem efficiently
and in real time.
The novel approach described in this article, based on using functional machine learning techniques to classify granite
slabs on the basis of data obtained using a spectrophotometer, produced satisfactory results.
The remainder of the article is structured as follows: first we describe the functional classification techniques used; next
we describe the results obtained on applying the technique to the problem of classifying stone slabs; and finally, we present
our conclusions.
2. Functional classification models
In general [10,6], given a sample of data {(xi, yi)}ni=1, where xi ∈ X and where yi ∈ Y, i = 1, . . . , n,X is the input space
and Y is a set of identification labels for the classes, the pattern recognition problem [26] consists of determining, from the
sample data, a classification rule h : X → Y, which can be applied to the classification of a new example x, and which is
optimal according to an optimality criterion defined a priori.
If the technique used to resolve the problem provides good estimations Pˆ(Y = s|X = x) of the a posteriori probabilities
of the classes, usually what is considered is the plug-in classification rule which emulates the Bayes rule.
yˆ(x) = h (x) = argmax
s∈Y Pˆ(Y = s|X = x). (1)
In a vectorial pattern recognition problem, the input space verifiesX ⊂ Rd; in other words, the objects to be classified are
determined by means of a d-dimensional vector of variables. In a functional problem, on the other hand, the objects to be
classified are determined by functions; in other words, the input space verifiesX ⊂ F , where F is a functional space.
2.1. Functional smoothing
In the functional model [10,6], in most of the applications we do not see the functions xi, i = 1, . . . , n, but only their
values xi(tj) in a set of np points tj ∈ R, j = 1, . . . , np. For the sake of simplicity, we will assume these to be common to all
the functions xi, i = 1, . . . , n. These observations may, moreover, be subject to noise, and in this case they take the form
zij = xi(tj)+ εij, where we assume that εij is random noise with zero mean, i = 1, . . . , n, j = 1, . . . , np.
Therefore, the functional focus first requires the sample functions to be smoothed, and this requires estimation of each
function xi ∈ X ⊂ F , i = 1, . . . , n. One approach is to assume that F = span{φ1, . . . , φnb} with {φk} being a set of
basis functions [4]. For our research, we chose a family of Fourier series as the set of basis functions, given their good local
behaviour. If, for the sake of simplicity, we represent as x any of the functions xi, i = 1, . . . , n in the sample, we have
x(t) =
nb∑
k=1
ckφk (t) . (2)
A simple smoother is obtained by minimizing the least squares criterion:
min
x∈F
np∑
j=1
{
zj − x
(
tj
)}2
. (3)
However, using this criterion (resubstitution error or empirical risk) may lead sufficiently complex models to overfit to the
data (noise or possible measurement errors), negatively affecting their generalization capacity regarding new data not used
in the learning process.
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It is therefore necessary to control the complexity of the model by using a regularization focus based on the regularized
empirical risk criterion:
min
x∈F
np∑
j=1
{
zj − x
(
tj
)}2 + λΓ (x), (4)
where zj = x(tj)+ εj is the result of observing x at the point tj, Γ is a operator that penalizes the complexity of the solution,
and λ is a regularization parameter that regulates the intensity of this penalization. In our case, we have used the operator
Γ (x) = ∫
T
{
D2x(t)
}2 dt , where T = [tmin, tmax] and D2 is the second-order differential operator.
Bearing in mind the expansion (2), the above problem (4) may be written as
min
c
{
(z−8c)T(z−8c)+ λcTRc} , (5)
where z = (z1, . . . , znp)T, c = (c1, . . . , cnb)T,8 is the np× nb matrix with elementsΦjk = φk(tj) and R is the nb× nb matrix
with elements
Rkl =
〈
D2φk,D2φl
〉
L2(T )
=
∫
T
D2φk(t)D2φl(t)dt.
Taking derivatives with respect to the vector of parameters c in the function to be minimized expressed in the problem (5),
we obtain
8T8c−8Tz+ λRc =0.
Finally, the estimated coefficient vector ĉ is given by
ĉ = (8T8+ λR)−18Tz
in such a way that the estimated values of x at the observation points are obtained by means of x = Sz, where
S = 8(8T8+ λR)−18T
with x = (x (t1) , . . . , x(tnp))T.
The selection of the λ forms part of the model selection problem and is usually performed using cross-validation.
2.2. Functional support vector machines for classification
The support vector machines (SVMs) for classification [27,28,6] are essentially the result of implementing a linear
classification rule that maximizes the distance between classes (maximum margin) in a larger dimension space that is the
result of adequately transforming the input space. This linear classifier in the new space gives rise to a non-linear classifier
with an arbitrary degree of complexity in the original input space. Therefore, in addition to being a powerful classifier, the
SVM also has the conceptual simplicity and elegance of the linear techniques.
Given a classification problem – which for the sake of simplicity we assume to have two classes – and a sample of data
{(xi, yi)}nbi=1with yi ∈ {−1, 1} and xi ∈ XwithX an arbitraryHilbert space, the SVM is the solution to the following problem:
min
w,b,ξ
1
2
{∥∥w2∥∥+ C nb∑
i=1
ξi
}
{
yi (〈w,ψ (xi)〉 + b) ≥ 1− ξi
ξi ≥ 0
∣∣∣∣ i = 1, . . . , n,
where ξi are slack variables which serve to admit a series of poorly classified observations (i.e. a soft margin) the parameter
C expresses the importance assigned to these poorly classified cases and ψ : X → Z is a transformation of the input
space into a new spaceZ usually with a larger dimension, where we define an inner product by means of a positive definite
function k (kernel):〈
ψ (x) , ψ
(
x′
)〉 =∑
i
ψi (x) ψi
(
x′
) = k (x,x′) . (6)
The above problem is quadratic with linear constraints, and so the Kuhn–Tucker optimality conditions are necessary and
sufficient. The solution, which can be obtained from the dual problem, is a linear combination of a subset of sample points
denominated support vectors (s.v.) as follows:
w =
∑
s.v.
βiψ(xi)⇒
fw,b(x) =
∑
s.v.
βi 〈ψ(xi), ψ(x)〉 + b =
∑
s.v.
βik (xi, x)+ b
and the classification rule is yˆ(x) = h(x) = sign(fw,b(x)).
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Consequently, specific knowledge is not required for the features used to obtain the non-linearity of the solution, nor is
it necessary to calculate the inner product; the kernel k is sufficient to determine the solution.
For the same kernel k, different transformationsmay exist that give rise to different feature spaces verifying the condition
in (6). Frequently cited kernel examples are the polynomial and tangent hyperbolic kernels [27]. As a particular case,
k
(
x, x′
) = 〈x, x′〉 produces the linear model. But there are, in fact, as many models as there are positive definite functions.
The main advantage of the SVM is that it deals effectively with problems of large dimensionality in the input space. The
SVM is expressed in terms of the difficult cases of the sample (the support vectors), which means that they can be identified
in the field.
The support vectors represent points in the sample whose elimination would produce a modification in the decision
frontiers; they therefore participate actively in the final configuration of the frontiers. Elimination of the remaining points
from the sample would not, however, affect the network calculation.
If the input space is included in a functional Hilbert space spanned by a set of basis functions,X ⊂ F = span{φ1, . . . ,
φnb}, the functional version of the SVM for classification is obtained [6]. In this case,
w =
∑
s.v.
βixi =
∑
s.v.
βi
∑
k
xki φk =
∑
k
(∑
s.v.
βixki
)
φk ∈ F
is also a function inF with coefficientswk =∑s.v. βixki , where xi =∑k xki φk is the expression of each element of the sample
in terms of the basis functions.
If the kernel has the general form k(x, x′) = κ(〈x, x′〉), then
fw,b(x) =
∑
s.v.
βik (xi, x)+ b =
∑
s.v.
βiκ (〈xi, x〉)+ b
=
∑
s.v.
βiκ
(∑
k
∑
l
xki x
l 〈φk, φl〉
)
+ b =
∑
s.v.
βiκ
(
xTi8x
)+ b,
where x =∑k xkφk, x and xi are the vectors of coefficients for the functions x and xi, respectively, and8 is the matrix with
elementsΦkl = 〈φk, φl〉.
If, for example, κ is the identity function (k is the linear kernel), then
fw,b(x) =
∑
s.v.
βixTi8x+ b.
If the kernel has the general form k(x, x′) = ϕ(‖x− x′‖2), then k(x, x′) = ϕ(xT8x+ x′T8x′ − 2xT8x′) because ‖x− x′‖2 =
〈x− x′, x− x′〉 = 〈x, x〉 + 〈x′, x′〉 − 2〈x, x′〉. An example is the Gaussian kernel for which ϕ(u; σ) = exp{−0.5 · u2/σ 2}.
2.3. Functional neural networks
The neural model proposed by McCulloch and Pitts [29] is taken as the departure point for the development of many
contemporary neural models. It is also used as a reference for evaluating the behaviour of other models.
Neural networks can be classified in two large groups according to their activation function, whether projection or radial.
SVMs can be considered to be radial-type neural networks. In this research, multilayer perceptrons (MLPs) were selected
as the projection-type neural network. Two important properties are of note in this model: the universal approximation of
functions and consistency.
According to the universal approximation theoremof functions [30], it can be demonstrated that any continuous function
defined for a bounded region can be uniformly approximated with arbitrary precision by anMLP. Furthermore, according to
the universal consistency theorem [31], the MLPs are a universally consistent model for the classification problem; in other
words, on the basis of a sample of data they converge (weakly or strongly) according to a specified criterionwith the optimal
function within the family of functions under consideration.
To fix concepts, we consider the case of a simple neuron and observe the process to be implemented. Given an input
x ∈ Rd, the output of the neuron is
T
(
β0 +
d∑
i=1
βixi
)
, (7)
where xi is the ith coordinate of x, T is a non-linear activation function ofR inR, andβ0, β1, . . . , βd are numerical parameters
(the neuron weights).
Bearing in mind [23], taking a Hilbert space, in particular the functional space F = span {φ1, . . . , φd} used in the
functional approximation (2), the output of the neuron is
u = T (β0 + 〈β, x〉), (8)
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Fig. 1. Structure of an MLP neural network with d neurons in the input layer, h neurons in the hidden layer and one neuron in the output layer.
where β is the functional weight of the neuron and x is the functional input. The resulting internal product is
〈β, x〉 =
d∑
k=1
d∑
l=1
αk(β)αl(x) 〈φk, φl〉 = α(β)TΦα(x), (9)
where α(β),α(x) are the coefficients of β, x with respect to the basis functions selected, and where 8 is the matrix with
elementsΦkl = 〈φk, φl〉.
It should be pointed out that if the basis functions are an orthonormal set, thematrix8 is an identitymatrix. For different
choices of basis function, such as, for example, B-splines, various problem solving approaches, such as, for example, Cholesky
decomposition [23], exist.
Fig. 1 depicts an MLP neural network, whose activation function T is a sigmoid; this network has d neurons in the input
layer, h neurons in the hidden layer and one neuron in the output layer. Bearing in mind the comments above in regard to
the process implemented by a neuron, the MLP output takes the following form:
f (x) =
h∑
j=1
cjuj + c0,
where c0, c1, . . . , ch are the weights associated with the neurons in the hidden layer and uj, j = 1, 2, . . . , h are the output
for each neuron in this layer expressed in Eq. (8).
We used the Bayesian regularization algorithm developed in [32] to train the neural network, which includes parameter
estimation, regularization and model selection in the same process. This training algorithm enables neural networks to be
used with a sufficient number of neurons, thereby avoiding the risk of overfitting.
3. Application of functional models to the rock classification problem
Asmentioned earlier, this research required study of two issues, namely, capturing information on the rock and applying
the classification techniques.
3.1. Data capture
The application described in this article was the classification of 16 classes of granite. A sample composed of 160
observations of 50 different slabs was obtained by means of a spectrophotometer.
The spectrophotometer used, a Minolta CM-700d/600d, provides information on the spectrum of colour in the rocks in
terms of discrete values. The equipment was optimally parameterized to capture data according to the Lab colour space
system.Measurement of the reflectance of a beam of light transmitted to the rock surface provides the user with data on the
percentage of reflectance received in each wavelength in the form of a vector of 40 components (from 350 nm to 740 nm in
intervals of 10 nm).
Lab is an abbreviated name for two different colour spaces: CIELAB (specifically, CIE 1976 L*a*b*) and Hunter Lab
(specifically, Hunter L, a, b). CIE L∗a∗b∗ (CIELAB) [33] is the most widely used chromatic model. The three parameters
represent lightness of colour (L∗, L∗ = 0 yields black and L∗ = 100 yields white), the position between magenta and
green (a∗, negative values indicate green while positive values indicate magenta) and the position between yellow and blue
(b∗, negative values indicate blue and positive values indicate yellow).
The RGB description of a colour [33] refers to colour composition in terms of the intensity of the primary colours red,
green and blue. This colour model is additive, which means that a colour can be represented by means of the addition of
these three primary colours.
Rather than using the RGB, however, it is often faster and more effective to make colour corrections in Lab. The fact that
luminosity is fully degraded in the A and B channels means that there is greater sensitivity to error.
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Fig. 2. Examples of the smoothing process for the spectral function based on spectrophotometer data: (a) Rosa Porriño granite, and (b) Albero granite.
3.2. Classification techniques
What was chosen as the basis functions for this research was the Fourier series, which permits the matrix 8 described
in the Eq. (9) to take the form of an identity matrix. The functional approach we applied allowed us to reduce the number of
components from40 to 24, representing the coefficients for each spectral functionwith respect to the chosen basis functions.
Fig. 2 shows the results of the smoothing process for two particular cases.
Based on the data obtained, the following classification techniques were implemented.
• Functional support vector machine. What was used in implementation was a Gaussian kernel, resulting in the optimal
parameters C = 1 × 107, σ = 0.01 from a ten-fold cross-validation process. This cross-validation process (selection of
optimal parameters from a possible set) consists of dividing the sample into ten groups, selecting as the test set for the
model trained with the remaining groups. This process is repeated for the ten groups, summing the error obtained in
each case. Selection of the optimal parameters is based on the minimum error criterion.
• Functional neural networks. What was implemented was a neural network with 24 neurons in the input layer
corresponding to the coefficients of the functions recorded with respect to the basis functions, 30 neurons in the hidden
layer, with logarithmic sigmoid functions as activation functions, and 1 neuron in the output layer. Just one neuron was
chosen for the linear output, given the simplicity compared to the classification model with 16 neurons in the output
layer. Bearing in mind the model selected and the coding of classes {1, 2, 3, . . . , 16}, the model output fits to the closest
whole number. The training algorithmused is backpropagationwith Bayesian regularization and parameter penalization,
which means that many of the parameters have small values. Hence, of the 781 theoretical parameters of an MLP model
with 30 hidden neurons, 145 effective parameters were obtained, corresponding approximately to 12 effective neurons
in the hidden layer of the network. In addition, what was observedwere themost conclusive areas in classification terms
(effective coefficients with respect to the basic functions), for the functions recorded in the network input.
4. Results
With a view to testing our methodology in the classification of stone slabs, the sample was divided into training and test
sets of 128 and 32 observations, respectively.
The different models were trained with the training set and the number of errors in the test set was calculated. So as
to minimize the randomness of the results and ensure a more reliable comparison between the different techniques, the
process was repeated ten times, with the different training and test sets selected at random and calculating the mean of the
errors obtained for the test sets.
Table 1 shows the classification error means for the different machine learning techniques. The first row shows the
classification made by the functional support vector machine (FSVM) and the second row shows the classification made by
the functional neural network (FNN).
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Table 1
Results indicating themean errors for the training and test sets for the functional support vector machine (FSVM) and the functional neural network (FNN).
Train error (%) Test error (%)
FSVM 0 1
FNN 0 1
The models used have the main advantage of being flexible in permitting non-linearity in the problem. Included in the
training phasewas a cross-validation process, implemented exhaustively to ensureminimum test error. Optimal parameters
were obtained (see Section 3.2) that resulted in an error of 0% for the training set used as a test set. This indicates that, a
priori, the selection was successful. It should be noted that zero error could be obtained for any set; however, we considered
it appropriate to include the mean value for the error since it was not zero in the entire test set.
5. Conclusions
In this paper we have evaluated the viability of resolving a classification problem for granite rock using functional
machine learning techniques applied to data obtained using a spectrophotometer.
Taking a functional approach enabled us to reduce the number of variables without information loss, and this reduced
the computation time for training the machine learning techniques.
It should be mentioned that we chose a small database in order to be able to draw conclusions; however, in a future
industrial application, the database will be larger. In this case, the advantage of using functional techniques rather than
vectorial techniques will becomemore evident as the reduction in the number of variables improves the computation time.
Ornamental granite classification is typically performedmanually, with granite transformation sector experts indicating
an error rate of around 5%, arising mainly because of classifier fatigue and subjectivity. Manual classification has the
additional disadvantage that classifiers need very specific training and this increases human resource costs for the
transformation process. Using the novel system described above enables the classification of ornamental granite to be
automated and performed in real time and results in a lower level of error and greater objectivity. A line of research that
is currently being pursued is possible industrialization of the process for classifying granite using the functional machine
learning techniques described in this paper.
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