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Introduction
For decades, engineers and policymakers have expressed concern that too few students enter the engineering pipeline. This has led to many efforts to engage students in engineering in after school programs, summer programs, and more recently, in school curricula. The expectation is that, by engaging students in engineering, more will become aware of it as a possible career option, and some students will find a special affinity to engineering and pursue it. The hope often expressed is that such interventions will particularly increase the supply of new young engineers who are from demographics currently underrepresented in engineering, including women and minorities.
Given this goal, it is important to develop instruments capable of measuring change in student attitudes toward and interest in engineering. One important link in the validity argument that increasing student exposure to engineering will increase and diversify the population pursuing engineering careers, is that students become more interested in engineering and their attitudes more positive as they engage in engineering out-of-school-time experiences and curricula. To measure this assumption, we have developed an Engineering Interest and Attitudes (EIA) survey, drawing from earlier surveys used to measure student interest in and attitudes toward science.
Purpose of the Study
In this study, we examine survey responses from more than 10,000 students to examine the effects of treatment type and student demographics on student interests in and attitudes towards engineering.
Our research questions are as follows:
 To what extent do our engineering curriculum treatments increase children's interest in and attitudes towards STEM careers?  Is there a difference in EIA outcomes between the two treatments?  How do student demographic differences moderate the outcomes of implementation?
Method

Instrument Development
Our target population for assessment is elementary students. We searched the literature for instruments addressing interest in and attitudes towards engineering and science that were designed for elementary and middle school populations. We chose to draw from five instruments to develop our survey: one addressing attitudes towards engineering in elementary school, and the other four addressing attitudes towards science in elementary and middle school.
We reviewed the revised version of the Scientific Attitude Inventory (SAI-II), which was designed for use with middle and high school students . From this instrument, we chose items from the "I want to be a scientist" scale (Cronbach's α=.810) to test with our elementary students. We chose to test several items with the simplest phrasing from the Attitude toward Science in School Assessment (ATSSA), which was designed for use with high school students (Germann, 1988) . From the modified Attitudes Toward Science Inventory (mATSI), developed for measuring changes in the attitudes of urban 5 th grade students (ages 10 and 11) during an intervention, we pulled most of the 25 items for testing (Weinburgh & Steele, 2000) . The Simpson-Troost Attitude Questionnaire (STAQ) was originally developed for use with high school students, and was reevaluated and shortened more recently using confirmatory factor analysis )-we pulled a number of the simpler items from this assessment as well, to repurpose for assessing elementary students' attitudes towards engineering. Finally, we incorporated most of the items from an earlier version of an engineering attitudes survey developed by the authors (2010). We revised all questions from the science attitude instruments to refer instead to engineering.
We chose to implement the survey as a post-only Likert-scale survey where students were asked to answer each question twice: once to the prompt "Last summer, I would have said:" and also to the prompt "Now I would say." We chose to implement the survey in this way knowing that the students in our study were likely to know little to nothing about engineering before engaging in the curriculum, and we had learned from prior experience with our earlier attitudes survey that children's responses before engineering instruction were likely to be highly unreliable. By asking about "before" and "now" after engineering instruction, we hoped to get more reliable data about students' prior views, through their retrospective assessment.
Pilot Testing the Instrument
To test the items we had gathered for suitability with an elementary population, we conducted interviews with 15 students in the target grade range (grades 3-5, ages 8-11), all from classrooms that had implemented engineering curricula. For each interview, we had students read each question aloud and talk about it. We asked them to explain any confusing aspects of the question, and to talk aloud about what they were thinking as they chose answers from the Likert scales. Based on these interviews, we dropped about half of the candidate questions, and revised the wording of others.
We then pilot tested the instrument with a convenience sample of 123 students from grades 3-5 classrooms that had implemented engineering thematic units. We examined the internal consistency reliability of items, and conducted an Exploratory Factor Analysis (EFA) to examine the relationships between items. Based on this analysis, we dropped several items that performed particularly poorly.
Data Collection
As part of a large-scale efficacy study of an elementary engineering curriculum, we collected post-surveys of students' interests in and attitudes towards engineering. Over two years, we collected surveys from almost 11,000 students in grades 3, 4, and 5. Students spanned a wide range of demographic groups, from rural, urban, and suburban areas of several geographically non-contiguous states. See Table 1 for the demographic breakdown of the sample. Students participated in one of two engineering curricula, the treatment and comparison. We recruited teacher volunteers for this study through their principals and superintendents. Teachers applied to participate as teams of 2-4 teachers from the same school. Only teachers from schools that had not implemented engineering curricula were accepted. Once accepted, we randomized at the school level into the treatment or comparison group.
The treatment curriculum is designed from a social constructivist theoretical framework, taking as given that students learn deeply through meaningful engagement in a discipline at a developmentally appropriate level (Sawyer, 2006) . The treatment curriculum meets the criteria for project-based learning (PBL), where students focus on a main design challenge which engages them with key ideas in science and engineering. In the treatment, the central project is open-ended, students are engaged in the problem with a realistic context, and heavy scaffolding is provided to engage in engineering practices and reasoning. The comparison curriculum also includes hands-on challenges, but in contrast, the challenges are not motivated with a context, scaffolding is not provided, many challenges are not open-ended, and information is given through direct instruction.
Internal Reliability and Exploratory Factor Analysis
All analysis was conducted in SPSS 23 (IBM Corporation, 2012) . Before beginning analysis, we split our sample in half randomly so that we could conduct EFA and Confirmatory Factor Analysis (CFA) on separate samples. With the first half, we used Parallel Analysis to estimate the number of factors; then the Principal Axis Factoring (PAF) method of Exploratory Factor Analysis (EFA) because we expected our Likert-scale data to be non-normal. The ratio of sample size (5390) to expected factors (<10) is quite high (539:1) so we expect that the sample size is sufficient for this procedure, even if extracted commonalities are low (MacCallum, Widaman, Zhang, & Hong, 1999) . We used parallel analysis to determine the number of factors to retain. We used the Oblimin rotation with the PAF because we expect the resulting factors to be correlated to some extent. We then examined pattern matrices for item loadings, crossloadings, and internal consistency reliability (by calculating Cronbach's alpha) to determine the best model fit and suitability of scales.
Confirmatory Factor Analysis
Using the second random half from our sample, we conducted CFA. The CFA analysis was conducted in Mplus 7.4 (Muthén & Muthén, 2015) . We used Structural Equation Modeling (SEM) to compare the fit of four nested models suggested by our theory that the instrument measures interests, attitudes, and gender biases of students toward engineering, and also by the results of our EFA. All model tests were based on the covariance test and used Maximum Likelihood (ML) estimation.
Explanatory Modeling
Our goal is a causal explanation of the outcome variables, which is feasible given the design of the study as a randomized, controlled trial (RCT). The relationship between predictors and outcome variables was found to be linear, observations were independent, and our sample size is sufficient for adequate power, therefore we chose to use Multiple Regression to measure the effects of our predictor variables on the outcome variables. We also checked for homoscedasticity and normality of errors.
Predictor variables were chosen based on theoretical relevance to the constructs of attitudes towards and interest in engineering; all prior variables were also used in pilot studies of engineering attitudes and interest, and found to be significant. These variables and their descriptors are given in Table 2 , and derived from the full sample after drops (due to incomplete surveys), N=10128. Missing data is excluded listwise. The "Enter" method in SPSS 23 is used, because predictor variables were chosen based on relevance and prior demonstration of utility. 
Results
Exploratory Factor Analysis and Scale Development
EFA was conducted on each of set of items (PRE and NOW) concurrently, to ensure a factor structure that worked with both the PRE "Last summer, I would have said" and NOW "Now I would say" sets of responses. Throughout the EFA process, we worked to find the best fit that was the same model for both the PRE and NOW sets of items, and also made the most sense thematically. There were differences in the pattern coefficients for each set, requiring some compromise. Where the pattern coefficients were different across the two sets, we chose the thematically most sensible placement. This led to the construction of a model that was not fully ideal for either set of items. However, the final model was close to the ideal for each set of items, and made sense given the theoretical framework.
Parallel analysis run with 99% probability cutoff on the first random half of the sample determined that 7 factors existed for both PRE and NOW items; however internal reliability analysis and EFA showed that 2 items (items 10 and 23, see Table 3 below) should be dropped due to low communalities, low inter-item correlation, and negative impact on reliability. Therefore we ran the analysis again without these items. Parallel analysis showed 6 factors; however the scree plot showed a gradual bend, with the possibility of 4-6 factors. EFA was run setting the number of factors to 4, 5, and 6 respectively.
Two factors describing gender were consistently the first extracted across all EFA models; however they negatively affected reliability for the full set of variables. Therefore we analyzed these separately for reliability and factorability, and when they proved viable, re-ran parallel analysis and EFA for the remaining variables. We repeated this process, removing the strongest factor or factors in each case, until all factors were identified. The final two factors had low Cronbach's α and low communalities; however these factors fit together thematically as "Desire to Learn" and had much better reliability when combined. EFA on the joined factor also showed a good fit. The final factor structure is described in Tables 3, 4, and 5. 
Confirmatory Factor Analysis
We initially examined and compared four nested models. The models are briefly illustrated in Figure 1 , and fit indices are presented in Table 6 . Neither of the first two models (both PRE and NOW) was positive definite. Problems with the first PRE model could not be straightforwardly corrected, so Model 1 was rejected. Both versions of Model 2, however, could be corrected by setting items 4 and 20 (PRE model) and item 19 (NOW model) to variance=0.
Of Models 2, 3, and 4, Model 4 had the best measure of parsimonious fit, the Aikake information criteria (AIC), as well as the lowest χ 2 -for both these indices, a lower value is superior. However, Model 4 also had the worst measures of absolute fit (largest RMSEA and SRMR) and comparative fit (lowest CFI and TLI). The rules of thumb for these measures is that the root mean square error of approximation (RMSEA) should be less than .05 (for best fit) and below .1 for good fit; the standardized root mean square residual (SRMR) should be less than .08; and the comparative fit index (CFI) and Tucker-Lewis Index (TLI) should exceed .95 if possible.
To explore ways to improve fit, we examined the model modification indices. These indicated that the greatest improvements for both PRE and NOW models would be achieved by (1) dropping the correlational relationship between each of the gender bias latent variables and the latent variable "Desire to Learn", and (2) by cross-loading items EIA_1 and EIA_2 with the "Value to Society" latent variable. We modified the PRE and NOW Model 2 the model which retained the most latent variables, which greatly improved fit indices for the NOW model, and slightly improved fit indices for the PRE model. The indices for the new model, which we called 2m (for 2-modified), are shown in Table 6 ; the diagram for the model is given in Figure 2 .
Standardized parameter estimates for Model 2m are given in Table 7 , with PRE / NOW specified in each cell. All model parameters were highly significant (p<.001) except V2SOC BY EIA_2b for the NOW model (p<.05), and except for the three parameters with variance set to zero (MBIAS BY EIA_4a and FBIAS BY EIA_20a in the PRE model, and FBIAS BY EIA_19b in the NOW model). Model parameters, with the exception of the aforementioned parameters, also explained substantial item variance (R 2 = .13 to .91). Disattenuated correlations between the factors are presented in Table 8 . .84** / .77** .81** / .66** 1.00 MBIAS .02 / -.07** -Set to 0--.01 / -.16** 1.00 FBIAS -.00 / -.07** -Set to 0--.04* / -.17** -.14**/ .20** 1.00 * p<.01; **p<.001
Given the slight changes to our factors (adding items EIA_1 and EIA_2 to the factor "Value to Society"), we recalculated internal consistency reliability for Random Half 1, Random Half 2, and the full dataset. Cronbach's α is given in Table 9 below. 
Multiple Linear Regression Analysis
For each of our five factors (scale variables), we calculated a multiple linear regression to predict the NOW scale dependent variable (DV) based on the following independent variables (IV'ssee Table 2 ): the related PRE scale variable, Year_ID, S_Gender, S_Undrep, S_Books, C_Grade, and O_Treat. Significant regression equations were found for all five dependent variables, shown in Tables 10 through 15 .
For the first three variables-Enjoyment, Desire2Learn, and Value2Society, ratings increased substantially from PRE to NOW, showing an increase in interests and attitudes. For both MaleBias and FemaleBias, ratings decreased from PRE to NOW, showing a decrease in gender biases.
The rating of engineering Enjoyment was .254 higher for each point marked on the PRE, .436 points more for female students, and was .214 higher for each point on the Books scale (where students rated how many books they had at home). The increase in enjoyment was .544 less for underrepresented minority students, was .154 less for each grade year, and .664 less with participation in the treatment curriculum. Both treatment and comparison interventions led to increased scores, but comparison led to slightly higher scores than treatment. Similarly, girls' scores increased more than boys' scores, younger students more than older students, higher-SES students (as measured by Books) more than lower-SES students, and white/Asian students' scores more than Black/Hispanic scores.
The rating of Desire2Learn engineering was .480 higher for each point marked on the PRE, .316 higher for students of more experienced teachers, females marked their scores .229 points higher than male students, and we see .160 higher scores for each point on the Books scale (where students rated how many books they had at home). The increase in Desire2Learn was .394 less for minority students, was .197 less for each grade year, and .460 less with participation in the treatment curriculum. This pattern of changes is very similar to that of Enjoyment, except that teacher experience also had a positive effect. The rating of engineering Value2Society was .192 higher for each point marked on the PRE, .274 higher for students of more experienced teachers, .390 points higher for female students, .560 higher for each point on the Books scale, and .173 higher for each grade year. The rating of Value2Society was less by 1.212 points for minority students compared to non-minorities, and .502 points less with participation in the treatment curriculum as compared to the comparison curriculum. Here we see that underrepresented minority students show a much smaller increase in scores than non-minority students. Unlike the earlier scales, older students are likely to give larger increases in ratings than younger students.
MaleBias and FemaleBias both decreased slightly, according to student self-report, after the intervention. Students with higher PRE scores and underrepresented minority students tended to show smaller decreases or even increases in MaleBias, but all other variables (including treatment) were associated with greater decreases in MaleBias. FemaleBias was similarly affected by higher PRE scores and minority status, but it was also effected by student gender, with female students scoring .189 points higher on the NOW scale than male students. Books, Grade, and Treatment were all associated with lower FemaleBias.
Discussion and Conclusion
In this paper we discussed the development of the Engineering Interests and Attitudes (EIA) measure for elementary school students. We discussed the development of factor models for the instrument, and showed that the scales we developed from EFA and CFA are reliable and can be used to measure changes in student enjoyment of engineering, desire to learn engineering, and value of engineering to society. It can also be used to measure the level of student gender bias in engineering. We expect that researchers and curriculum developers will want to use this instrument with students ages 8-11 to measure changes in student interests and attitudes after participation in engineering activities, programs, and curricula.
In examining our data set using the instrument, we found that students who participated in an engineering curriculum showed greater enjoyment, desire to learn, and valuation of engineering. The increase in attitudes was slightly larger for students in the comparison curriculum. However, students in the treatment curriculum showed larger decreases in gender biased attitudes. The interests and attitudes of girls increased more than that of boys in our data set, but students from minority groups underrepresented in engineering showed smaller increases than non-minority students. These are mixed results for our treatment curriculum, which we will investigate further and attempt to explain with qualitative research.
In future work, we will check further for interaction effects of variables. We will incorporate mediating variables into our models, and use hierarchical modeling methods for increased power. We will also further explain the evidence for validity of the instrument.
