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Abstract
In this paper, we first classify all irreducible modules of the vertex algebra V+
L
when L is a negative
definite even lattice of arbitrary rank. In particular, we show that any irreducible V+
L
-module is isomorphic
to a submodule of an irreducible twisted VL-module. We then extend this result to a vertex algebra V+L
when L is a nondegenerate even lattice of finite rank.
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1. Introduction
It is well known that for a nondegenerate even lattice L, there is a corresponding vertex al-
gebra, VL, with an automorphism θ of order 2 which is induced from the −1 isometry of the
lattice (cf. [B,FLM]). Moreover, the θ -invariant vertex sub-algebra V +L is irreducible (cf. [DM]).
These vertex algebras V +L provide a large class of concrete and important examples of vertex
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2456 G. Yamskulna / Journal of Algebra 320 (2008) 2455–2480algebras. In fact, the study of V +L was initiated in [FLM] during the course of the construction of
the moonshine module.
To a large extent, the study of vertex algebras is the study of their representations. As for
classical algebras, the study of complete reducibility of modules is of fundamental importance.
The classification of irreducible V +L -modules and the complete reducibility of V
+
L -modules for
the case when L is a positive definite even lattice of an arbitrary rank and when L is a rank
one negative definite even lattice has been done by Abe, Dong, Jiang, Jordan and Nagatomo (cf.
[A,AD,DJ,DN1,J]).
In this paper, we take a further step in understanding V +L by studying classifications of irre-
ducible V +L -modules when L is a negative definite even lattice of a finite rank and when L is
a nondegenerate even lattice of a finite rank. For these two cases, we prove that any irreducible
V +L -module is isomorphic to a submodule of an irreducible twisted VL-module. The main idea
of the proofs is to classify irreducible modules of the Zhu algebras A(V +L ). There is a one-to-
one correspondence between the set of inequivalent irreducible A(V +L )-modules and the set of
inequivalent irreducible (admissible) V +L -modules (cf. [Z]).
This paper is organized as follows. In Section 2, we review the definition of a vertex algebra,
and recall various notions of its twisted modules. In addition, we discuss a Zhu algebra and its
properties. Also, we recall the constructions of M(1)+, V +L , their modules and related topics
that we will need in later sections. In Section 3, we study the Zhu algebra of V +L when L is a
negative definite even lattice of a finite rank and we use this information to classify all irreducible
(admissible) V +L -modules. In Section 4, we classify all irreducible (admissible) V +L -modules
when L is a nondegenerate even lattice of a finite rank.
2. Preliminaries
2.1. Vertex algebras and Zhu algebras
First, we define vertex algebras, and their automorphisms. Next, we recall various notions of
twisted modules for a vertex algebra. We also discuss about Zhu algebras.
Definition 2.1. (See [LLi].) A vertex algebra V is a vector space equipped with a linear map
Y(·, z) : V → (EndV )[[z, z−1]], v → Y(v, z) =∑n∈Z vnz−n−1 and a distinguished vector 1 ∈ V
which satisfies the following properties:
1. unv = 0 for n  0;
2. Y(1, z) = idV ;
3. Y(v, z)1 ∈ V [[z]] and limz→0 Y(v, z)1 = v;
4. (the Jacobi identity)
z−10 δ
(
z1 − z2
z0
)
Y(u, z1)Y (v, z2)− z−10 δ
(
z2 − z1
−z0
)
Y(v, z2)Y (u, z1)
= z−12 δ
(
z1 − z0
z2
)
Y
(
Y(u, z0)v, z2
)
.
We denote the vertex algebra just defined by (V ,Y,1) or, briefly, by V .
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V =
⊕
n∈Z
Vn for v ∈ Vn, n = wtv,
equipped with a conformal vector ω ∈ V2 which satisfies the following relations:
• [L(m),L(n)] = (m− n)L(m+ n)+ 112 (m3 −m)δm+n,0cV for m,n ∈ Z, where cV ∈ C (the
central charge) and
Y(ω, z) =
∑
n∈Z
L(n)z−n−2
(
=
∑
m∈Z
ωmz
−m−1
)
;
• L(0)v = nv = (wtv)v for n ∈ Z, and v ∈ Vn;
• Y(L(−1)v, z) = d
dz
Y (v, z).
Definition 2.3. (See [LLi].) A vertex sub-algebra of a vertex algebra V is a vector sub-space U
of V such that 1 ∈ U and such that U is itself a vertex algebra.
Definition 2.4. (See [LLi].) An automorphism of a vertex algebra V is a linear isomorphism of V
such that g(1) = 1, and gY (v, z)u = Y(g(v), z)g(u) for u,v ∈ V .
Let G be a finite automorphism group of V . We denote the G-fixed-point vertex sub-algebra
of V by VG(= {v ∈ V | gv = v for all g ∈ G}).
For g, an automorphism of the vertex algebra V of order T , we denote the decomposition
of V into eigenspaces with respect to the action of g as V =⊕T−1r=0 V r , where V r = {v ∈ V |
g(v) = e2πir/T v}.
Definition 2.5. (See [D,FFrR,FLM,Le].) A weak g-twisted V -module M is a vector space
equipped with a linear map YM(·, z) : V → (EndM){z}, v → YM(v, z) =∑n∈Q vnz−n−1 which
satisfies the following properties: for v ∈ V , u ∈ V r and w ∈ M
1. vnw = 0 for n  0;
2. YM(u, z) =∑n∈Z un+ rT z−n− rT −1;
3. YM(1, z) = idM ;
4. (the twisted Jacobi identity)
z−10 δ
(
z1 − z2
z0
)
YM(u, z1)YM(v, z2)− z−10 δ
(
z2 − z1
−z0
)
YM(v, z2)YM(u, z1)
= z−12
(
z1 − z0
z2
)−r/T
δ
(
z1 − z0
z2
)
YM
(
Y(u, z0)v, z2
)
.
If g is the identity map, a weak g-twisted V -module is called a weak V -module.
Remark 2.6. Let G be a finite automorphism group of V and let g be a member of G. Then any
g-twisted weak V -module is a weak VG-module.
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has no weak g-twisted V -submodule except 0 and itself. Here, a weak g-twisted submodule is
defined in the obvious way.
Definition 2.8. (See [DLM2].) An (ordinary) g-twisted V -module is a weak g-twisted V -module
M which carries a C-grading induced by the spectrum of L(0). Then M = ⊕λ∈C Mλ where
Mλ = {w ∈ M | L(0)w = λw}, and dimMλ < ∞. Moreover, for fixed λ, Mn
T
+λ = 0 for all small
enough integers n.
Definition 2.9. (See [DLM2].) An admissible g-twisted V -module M is a 1
T
Z0-graded weak
g-twisted V -module M =⊕
n∈ 1
T
Z0 M(n) such that
vmM(n) ⊂ M(n+ wtv −m− 1)
for any homogeneous v ∈ V and m,n ∈ Q. Here, Z0 is the set of nonnegative integers.
An admissible g-twisted V -submodule of M is a weak g-twisted V -submodule N of M such
that N =⊕
n∈ 1
T
Z0 N ∩M(n).
If g is the identity map, then an admissible g-twisted V -module is called an admissible V -
module.
Lemma 2.10. (See [DLM2].) Any ordinary g-twisted V -module is an admissible g-twisted V -
module.
Definition 2.11. An irreducible admissible g-twisted V -module is an admissible g-twisted V -
module that has no admissible g-twisted submodule except 0 and itself.
Next, we will define a Zhu algebra and we will discuss about the relationship between the Zhu
algebra and a vertex algebra.
Let V be a Z-graded vertex algebra. For a homogeneous vector u ∈ V , v ∈ V , we define
products u ∗ v, and u ◦ v as follow:
u ∗ v = Resz
(
(1 + z)wtu
z
Y (u, z)v
)
,
u ◦ v = Resz
(
(1 + z)wtu
z2
Y(u, z)v
)
.
Then we extend these products linearly on V . We let O(V ) be the linear span of u ◦ v for all
u,v ∈ V and we set A(V ) = V/O(V ). Also, for v ∈ V , we denote v +O(V ) by [v].
Theorem 2.12. (See [Z].)
1. The product ∗ induces the structure of an associative algebra on A(V ) with the identity
1 +O(V ). Moreover, ω +O(V ) is a central element of A(V ).
2. The map M → M(0) gives a bijection between the set of equivalence classes of irreducible
admissible V -modules to the set of equivalence classes of simple A(V )-modules.
G. Yamskulna / Journal of Algebra 320 (2008) 2455–2480 24593. Assume that u ∈ V is homogeneous, v ∈ V and n 0. Then
Resz
(
(1 + z)wtu
z2+n
Y (u, z)v
)
∈ O(V ).
4. Let v ∈ V be homogeneous and u ∈ V . Then
u ∗ v − Resz
(
(1 + z)wtv−1
z
Y (v, z)u
)
∈ O(V ).
5. For homogeneous vectors u,v ∈ V , we have
u ∗ v − v ∗ u− Resz(1 + z)wtu−1Y(u, z)v ∈ O(V ).
6. For any n 1, L(−n) ≡ (−1)n{(n− 1)((L(−2)+L(−1))+L(0)} mod O(V ) where L(n)
are the Virasoro operators given by Y(ω, z) =∑n∈Z L(n)z−n−2.
2.2. Vertex algebras V +L and M(1)+
First, we will recall the construction of a vertex algebra M(1) and its modules. Next, we will
discuss about a vertex algebra VL where L is an even lattice equipped with a nondegenerate
symmetric Z-bilinear form. In addition, we will review constructions of certain twisted modules
of a vertex algebra M(1) and a vertex algebra VL. Finally, we will discuss about a vertex algebra
M(1)+, a vertex algebra V +L and their irreducible modules.
Let L be a rank d even lattice equipped with a nondegenerate symmetric Z-bilinear form 〈·,·〉.
We set h= C⊗Z L and extend 〈·,·〉 to a C-bilinear form on h. Let hˆ= h⊗C[t, t−1]⊕Cc be the
affinization of h with the following commutator formula:
[
β ⊗ tm,α ⊗ tn]= m〈β,α〉δm,−nc and [c, hˆ] = 0
for any α,β ∈ h, m,n ∈ Z. Then hˆ+ = h ⊗ C[t] ⊕ Cc is a sub-algebra of hˆ. Let λ ∈ h, and
consider the induced hˆ-module
M(1, λ) = U(hˆ)⊗
U(hˆ+) Cλ
where h⊗ tC[t] acts trivially on C, h acts as 〈h,λ〉 for h ∈ h, and c acts on C as a multiplication
by 1. We set M(1) = M(1,0). For α ∈ h and n ∈ Z, we write α(n) for the operator α⊗ tn and set
α(z) =∑n∈Z α(n)z−n−1. For α1, . . . , αk ∈ h, n1, . . . , nk > 0 and v = α1(−n1) . . . αk(−nk)⊗1 ∈
M(1), we define
Y(v, z) =: ∂(n1−1)α1(z) . . . ∂(nk−1)αk(z) :,
where ∂(n) = 1
n! (
d
dz
)n and the normal ordering : · : is an operation which reorders the operators
so that β(n) (β ∈ h, n < 0) to be placed to the left of γ (n) (γ ∈ h, n 0) before the expression
is evaluated. We extend Y to all v ∈ M(1) by linearity. Let {β1, . . . , βd} be an orthonormal basis
of h. Set 1 = 1 and ω = 1 ∑d βi(−1)2 ⊗ 1.2 i=1
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is the set of all inequivalent irreducible M(1)-modules.
Let Lˆ be the canonical central extension of L by the cyclic group 〈κ〉 of order 2. Let
e :L → Lˆ be a section such that e0 = 1 and  : L × L → 〈κ〉 be the corresponding 2-cocycle.
We can assume that  is bimultiplicative. Then (α,β)/(β,α) = κ〈α,β〉, (α,β)(α + β,γ ) =
(β, γ )(α,β + γ ), and eαeβ = (α,β)eα+β for α,β, γ ∈ L. We define
C[L] =
⊕
α∈L
Ceα.
The action of Lˆ on C[L] is given by eαeβ = (α,β)eα+β and κeβ = −eβ . Also, we define an
action of h on C[L] by h · eα = 〈h,α〉eα and define zh · eα = z〈h,α〉eα .
Next, we identify eα with eα for α ∈ L and we set
VL = M(1)⊗ C[L].
The vertex operators Y(h(−1)1, z) and Y(eα, z) associated to h(−1)1 and eα , respectively, are
defined as follow:
Y
(
h(−1)1, z)= h(z) =∑
n∈Z
h(n)z−n−1,
Y
(
eα, z
)= exp
( ∞∑
n=1
α(−n)
n
zn
)
exp
(
−
∞∑
n=1
α(n)
n
z−n
)
eαz
α.
The vertex operator associated with a vector v = β1(−n1) . . . βr (−nr)eα for βi ∈ h, ni  1 and
α ∈ L is defined by
Y(v, z) =: ∂(n1−1)β1(z) . . . ∂(nr−1)βr (z)Y
(
eα, z
) :,
where ∂(n) = 1
n! (
d
dz
)n and the normal ordering : · : is an operation which reorders the operators
so that β(n) (β ∈ h, n < 0) and eα to be placed to the left of γ (n) (γ ∈ h, n 0) and zα .
Theorem 2.14. (See [B,FLM].) VL is a simple Z-graded vertex algebra with a Virasoro element
ω = 12
∑d
a=1 ha(−1)2 ⊗ e0. Here {ha | 1 a  d} is an orthonormal basis of h. Moreover, M(1)
is a Z-graded vertex sub-algebra of VL.
We define a linear automorphism θ : VL → VL by
θ
(
β1(−n1)β2(−n2) . . . βk(−nk)eα
)= (−1)kβ1(−n1) . . . βk(−nk)e−α.
Consequently, θY (v, z)u = Y(θv, z)θ(u) for u,v ∈ VL. In particular, θ is an automorphism of VL
and M(1).
For any stable θ -subspace U of VL, we denote the ±1 eigenspace of U for θ by U±.
Proposition 2.15. (See [DM].) M(1)+ and V + are simple vertex algebras.L
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t1/2C[t, t−1] ⊕Cc. Then hˆ[−1] is an affine Lie algebra with the following commutator formula:
[β1 ⊗ tm,β2 ⊗ tn] = m(β1, β2)δm,−nc and [c, hˆ[−1]] = 0 for βi ∈ h, m,n ∈ 12 + Z. Let
M(1)(θ) = U(hˆ[−1])⊗U(h⊗t1/2C[t]⊕Cc) C
be the unique irreducible hˆ[−1]-module such that h⊗ t1/2C[t] acts trivially on C and c acts on
C as a multiplication by 1.
Proposition 2.16. (See [FLM].) M(1)(θ) is an irreducible θ -twisted M(1)-module.
We will use θ to denote the automorphism of Lˆ defined by θ(eα) = e−α and θ(κ) = κ . We set
K = {a−1θ(a) | a ∈ Lˆ}. For any Lˆ/K-module T such that κ acts by the scalar −1, we define
V TL = M(1)(θ)⊗ T .
It was shown in [FLM] that V TL is a θ -twisted VL-module. We define an action of θ on M(1)(θ)
and V TL in the following way:
θ
(
β1(−n1)β2(−n2) . . . βk(−nk)1
)= (−1)kβ1(−n1) . . . βk(−nk)1, and
θ
(
β1(−n1)β2(−n2) . . . βk(−nk)t
)= (−1)kβ1(−n1) . . . βk(−nk)t
for βi ∈ h, ni ∈ 12 +Z0 and t ∈ T . We denote by M(1)(θ)± and V T,±L the ±1-eigenspace for θ
of M(1)(θ) and V TL , respectively.
Proposition 2.17. (See [DLin,DN2].)
1. M(1)(θ)± are irreducible M(1)+-modules. Furthermore,
{
M(1)±,M(1)(θ)±,M(1, λ)
(∼= M(1,−λ)) ∣∣ λ ∈ h− {0}}
is the set of all inequivalent irreducible M(1)+-modules.
2. Let χ be a central character of Lˆ/K such that χ(ι(κ)) = −1 and Tχ the irreducible Lˆ/K-
module with central character χ . Then V Tχ ,±L are irreducible V
+
L -modules.
2.3. Zhu algebras A(M(1)+), A(V +
Zα
)
In this subsection, we recall the Zhu algebras of M(1)+, and V +
Zα
when Zα is an even lattice
such that 〈α,α〉 = 0.
Following Subsection 2.2, we let L be a rank d even lattice with a nondegenerate symmetric
Z-bilinear form 〈·,·〉. We set h = C ⊗Z L and extend 〈·,·〉 to a C-bilinear form on h. Let {ha |
1 a  d} be an orthonormal basis of h, and set ωa = ωha = 12ha(−1)21 and Ja = ha(−1)41 −
2ha(−3)ha(−1)1 + 32ha(−2)21. Note that vectors ωa , and Ja generate a vertex operator algebra
M(1)+ associated to the one-dimensional vector space Cha .
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lows:
Euab = 5Sab(1,2)+ 25Sab(1,3)+ 36Sab(1,4)+ 16Sab(1,5) (a = b),
Euaa = Euab ∗Euba,
Etab = −16
(
3Sab(1,2)+ 14Sab(1,3)+ 19Sab(1,4)+ 8Sab(1,5)
)
(a = b),
Etaa = Etab ∗Etba,
Λab = 45Sab(1,2)+ 190Sab(1,3)+ 240Sab(1,4)+ 96Sab(1,5).
Next, we give a list of relations of some elements in A(M(1)+) that we will need to use in later
sections.
Proposition 2.18. (See [DN2].)
1. For any a, b, c, d , we have
(a) [Λab] = [Λba],
(b) [Euab] ∗ [Eucd ] = δbc[Euad ], [Etab] ∗ [Etcd ] = δbc[Etad ],
(c) [Euab] ∗ [Etcd ] = [Etcd ] ∗ [Euab] = 0,
(d) [ωa] ∗ [Eubc] = δab[Eubc],
(e) [Eubc] ∗ [ωa] = δac[Eubc],
(f) [ωa] ∗ [Etbc] = ( 116 + 12δab)[Etbc],
(g) [Etbc] ∗ [ωa] = ( 116 + 12δac)[Etbc],
(h) [ωa] ∗ [Λbc] = [Λbc] ∗ [ωa] = 0.
2. For any a, b, c, d such that a = b, we have
(a) [Λab] ∗ [Eucd ] = [Λab] ∗ [Etcd ] = [Eucd ] ∗ [Λab] = [Etcd ] ∗ [Λab] = 0,
(b) [Λab] ∗ [Λab] = 4[ωa] ∗ [ωb] − 19 ([Ha] + [Hb])− ([Euaa] + [Eubb])− 14 ([Etaa] + [Etbb]),
(c) − 29 [Ha] + 29 [Hb] = 2[Euaa] − 2[Eubb] + 14 [Etaa] − 14 [Etbb],
(d)
− 4
135
(
2[ωa] + 13
) ∗ [Ha] + 4135
(
2[ωb] + 13
) ∗ [Hb]
= 4([Euaa]− [Eubb])+ 1532
([
Etaa
]− [Etbb]),
(e) [ωb] ∗ [Ha] = − 215 ([ωa] − 1) ∗ [Ha] + 115 ([ωb] − 1) ∗ [Hb].
Here, Ha = Ja +ωa − 4ωa ∗ωa .
Let Au, and At be the linear subspaces of A(M(1)+) spanned by Euab and E
t
ab, respectively.
Here, 1 a, b d .
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1. The spaces Au and At are two sided ideals of A(M(1)+). Moreover, ideals Au, At , the units
Iu =∑di=1[Euii] and I t =∑di=1[Etii] of Au, and At are independent of the choice of an
orthonormal basis.
2. There are algebra isomorphisms between Au and EndM(1)−(0), and between At and
EndM(1)(θ)−, respectively. In particular, under the basis
{
h1(−1)1, . . . , hd(−1)1
}
of M(1)−(0), each [Euab] corresponds to the matrix element Eab whose (a, b)-entry is 1 and
zero elsewhere. Similarly, under the basis
{
h1
(
−1
2
)
1, . . . , hd
(
−1
2
)
1
}
of M(1)(θ)−(0), each [Etab] corresponds to the matrix element Eab whose (a, b)-entry is 1
and zero elsewhere.
3. The Zhu algebra A(M(1)+) is generated by [ωa], [Ja] for 1  a  d , [Λab] for 1  a =
b d and [Euab], [Etab] for 1 a, b d .
4. The quotient algebra A(M(1)+)/(At +Au) is commutative. Furthermore, it is generated by
the images of [ωa], [Ja] for 1 a  d and [Λab] for 1 a = b d .
Next, we recall the Zhu algebra of V +L when L is a rank one nondegenerate even lattice.
Let Zα be a rank one nondegenerate even lattice, and let {h} be an orthonormal basis of
h= C⊗Z Zα. We set ωα = 12h(−1)21, Jα = h(−1)41 − 2h(−3)h(−1)1 + 32h(−2)21 and Hα =
Jα +ωα − 4ωα ∗ωα . Also, we define
Eα = eα + e−α and Fα = eα − e−α.
Proposition 2.20. (See [DN1,DLM1].) Suppose that Zα is a rank one positive definite even
lattice. We then have the following.
1. The Zhu algebra A(V +
Zα
) is generated by [ωα], [Jα] and [Eα].
2. If 〈α,α〉 = 2k = 2, then A(V +
Zα
) is a semisimple, commutative algebra of dimension k + 7.
Moreover, A(V +
Zα
) satisfies the following identity:
[Hα] ∗
[
Eα
]= 18(8k − 3)
(4k − 1)(4k − 9)
(
[ωα] − k4
)(
[ωα] − 3(k − 1)4(8k − 3)
)[
Eα
]
. (2.1)
3. If 〈α,α〉 = 2, A(V +
Zα
) is a semisimple algebra such that
[Hα] ∗
[
Eα
]+ [Eα] ∗ [Hα] = −12[ωα] ∗
(
[ωα] − 14
)
∗ [Eα]. (2.2)
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−2k. Then A(V +
Zα
) is a semisimple commutative associative algebra, and A(V +
Zα
) is spanned by
[1], [ωα], [Eα], [ωα] ∗ [Eα] with the following identities:
(
[ωα] − 116
)
∗
(
[ωα] − 916
)
= 0, (2.3)
[
E2α
]= (1 − 2k)28k+1 + k28k+6[ωα], (2.4)
[
E2α
] ∗(1 + 18k
1 + 16k 2
−8k−1 − k2
4−8k
1 + 16k [ωα]
)
= 1. (2.5)
Moreover, there is a polynomial h([ωα]) ∈ C[ωα] such that [Jα] = h([ωα]).
Remark 2.22. If 〈α,α〉 = −2k < 0, then E2α is an invertible element in A(V +
Zα
).
Corollary 2.23. Let Zα be a rank one lattice such that 〈α,α〉 = −2k. Then Jα ≡ ( 9128 −
96
128ωα) mod O(V
+
Zα
).
Proof. By Proposition 2.21, we may write [Jα] as a + b[ωα]. Next, we let [Jα] and a + b[ωα]
act on top levels of V T1,+
Zα
and V T1,−
Zα
(see Table 4). We obtain that
3
128
= a + 1
16
b, (2.6)
− 45
128
= a + 9
16
b. (2.7)
By solving the above equations, we then have that a = 9128 and b = − 96128 . 
Tables 1–4 provide complete lists of irreducible M(1)+ (respectively, V +
Zα)-modules, and their
corresponding irreducible A(M(1)+) (respectively, A(V +
Zα
))-modules which are the top levels of
irreducible M(1)+ (respectively, V +
Zα
)-modules. In addition, actions of generators of A(M(1)+)
and A(V +
Zα
) on these irreducible modules are given.
Table 1
Actions of [ωa ], [Ja ], [Ha ], [Euab], [Etab] and [Λab] on top levels of irreducible M(1)+-modules
M(1)+ M(1)− M(1, λ) (λ ∈ h− {0}) M(1)(θ)+ M(1)(θ)−
1 hc(−1)1 eλ1 1 hc(− 12 )1
[ωa ] 0 δac 〈ha,λ〉
2
2
1
16
1
16 + 12 δac
[Ja ] 0 −6δac 〈ha,λ〉4 − 〈ha,λ〉
2
2
3
128
3
128 − 38 δac
[Ha ] 0 −9δac 0 9128 9128 − 98 δac
[Eu
ab
] 0 δbcha(−1)1 0 0 0
[Et
ab
] 0 0 0 0 δbcha(− 12 )1
[Λab] 0 0 〈ha,λ〉〈hb,λ〉 0 0
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Actions of [ωα], [Jα], [Hα] and [Eα] on top levels of irreducible V+Zα -modules when 〈α,α〉 = 2k and k > 1
V+
Zα
V−
Zα
VZα+ r2k α(1 r  k − 1)
V+
Zα+ α2
V−
Zα+ α2
V
T1,+
Zα
1 α(−1)1 e r2k α e α2 + e− α2 e α2 − e− α2 t1
[ωα] 0 1 r2/4k k/4 k/4 1/16
[Jα] 0 −6 ( r22k )2 − r
2
4k
k4
4 − k
2
4
k4
4 − k
2
4 3/128
[Hα] 0 −9 0 0 0 9/128
[Eα] 0 0 0 1 −1 2−2k+1
V
T1,−
Zα
V
T2,+
Zα
V
T2,−
Zα
α(− 12 )t1 t2 α(− 12 )t2
[ωα] 9/16 1/16 9/16
[Jα] −45/128 3/128 −45/128
[Hα] −135/128 9/128 −135/128
[Eα] −2−2k+1(4k − 1) −2−2k+1 2−2k+1(4k − 1)
Table 3
Actions of [ωα], [Jα], [Hα] and [Eα] on top levels of irreducible V+Zα -modules when 〈α,α〉 = 2. Note that cα is a square
root of (α,α)
V+
Zα
V−
Zα
V+
Zα+ α2
V−
Zα+ α2
V
T1,+
Zα
1 α(−1)1 Fα e α2 + cαe−
α
2 e
α
2 − cαe−
α
2 t1
[ωα] 0 1 1 1/4 1/4 1/16
[Jα] 0 −6 3 0 0 3/128
[Hα] 0 −9 0 0 0 9/128
[Eα] 0 −2Fα 2α(−1)1 c3α −c3α 1/2
V
T1,−
Zα
V
T2,+
Zα
V
T2,−
Zα
α(− 12 )t1 t2 α(− 12 )t2
[ωα] 9/16 1/16 9/16
[Jα] −45/128 3/128 −45/128
[Hα] −135/128 9/128 −135/128
[Eα] −3/2 −1/2 3/2
Table 4
Actions of [ωα], [Jα], [Eα] and [E2α] on top levels of irreducible V+Zα -modules when 〈α,α〉 = −2k and k  1
V
T1,+
Zα
V
T1,−
Zα
V
T2,+
Zα
V
T2,−
Zα
t1 α(− 12 )t1 t2 α(− 12 )t2
[ωα] 1/16 9/16 1/16 9/16
[Jα] 3/128 −45/128 3/128 −45/128
[Eα] 22k+1 (4k + 1)22k+1 −22k+1 −(4k + 1)22k+1
[E2α] 28k+1 (16k + 1)28k+1 22k+1 (16k + 1)28k+1
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lattice of a finite rank
We will study the Zhu algebra of the vertex algebra V +L when L is a negative definite even
lattice of a finite rank. We will use this information to classify all irreducible admissible V +L -
modules.
In this section, we assume that L is a rank d even lattice with a negative definite symmetric
Z-bilinear form 〈·,·〉. Following [AD], we set
V +L [α] = M(1)+ ⊗Eα ⊕M(1)− ⊗ Fα
and
A
(
V +L
)
(α) = (V +L [α] +O(V +L ))/O(V +L )
for any α ∈ L. Notice that A(V +L ) is the sum of A(V +L )(α) for all α ∈ L. Let U be a Z-graded
vertex sub-algebra of V +L . The identity map induces an algebra homomorphism from A(U) to
A(V +L ). Hence, for u ∈ U , we use [u] to denote u+O(U) and u+O(V +L ).
We will study spanning sets of A(V +L )(α) for any α ∈ L.
Lemma 3.1. Let α ∈ L. Then A(V +L )(α) is spanned by the vectors [u] ∗ [Eα] ∗ [v] for u,v ∈
M(1)+.
Proof. The proof is as same as the proof in Lemma 5.2 of [AD]. 
Lemma 3.2. For any indices a, b, we have [Euab] = 0 and [Λab] = 0.
Proof. Let β ∈ L such that 〈β,β〉 = −2k. Let {hi | 1 i  d} be an orthonormal basis of h so
that h1 ∈ Cβ . We set g([ω1]) = 1+18k1+16k 2−8k−1 − k2
4−8k
1+16k [ω1]. Note that ω1 = ωβ .
First, we will show that if a, b ∈ {1, . . . , d} such that a = 1, then [Euab] = 0. Recall that [ω1] ∗
[Euab] = δ1a[Euab] = 0, and [E2β ] = (1 − 2k)28k+1 + k28k+6[ω1] (see Proposition 2.18.1(d), and
Proposition 2.21). These imply that
[
E2β
] ∗ [Euab]= (1 − 2k)28k+1[Euab].
Since g([ω1]) ∗ [E2β ] = 1, we then have
[
Euab
]= g([ω1]) ∗ [E2β] ∗ [Euab]= 1 + 18k1 + 16k 2−8k−1(1 − 2k)28k+1
[
Euab
]
.
Consequently, [Euab] = 0. Next, we will show that [Eu1b] = 0 for b ∈ {1, . . . , d}. Since [ω1] ∗[Eu1b] = [Eu1b] and
[
Eu1b
]= (g([ωβ ]) ∗ [E2β]) ∗ [Eu1b]=
(
1 − 420k
2
1 + 16k
)[
Eu1b
]
,
it follows immediately that [Eu ] = 0. Hence, for any indices a, b, [Eu ] = 0.1b ab
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for any c ∈ {1, . . . , d} (see Proposition 2.18.1(h)) and follow the first part of the proof of
[Euab] = 0 step by step. 
Lemma 3.3. For α ∈ L−{0}, we let {h1, . . . , hd} be an orthonormal basis of h such that h1 ∈ Cα.
Then
1. [Etab] ∗ [Eα] = [Eα] ∗ [Etab] if a = 1 and b = 1.
2. [Et1b] ∗ [Eα] = − 12〈α,α〉−1 [Eα] ∗ [Et1b] if b = 1.
3. [Etb1] ∗ [Eα] = −(2〈α,α〉 − 1)[Eα] ∗ [Etb1] if b = 1.
4. [Etaa] ∗ [Eα] = [Eα] ∗ [Etaa] for a ∈ {1, . . . , d}.
Proof. 1. is clear. 2. and 3. can be easily obtained by using Lemma 3.2 combines with the proof
of Lemma 7.5 of [AD].
Next, we will prove 4. Recall that Etaa = Etab ∗ Etba where b = a. If a = 1, then, by 1., we
have that [Etaa] ∗ [Eα] = (Etab ∗ Etba) ∗ [Eα] = [Eα] ∗ [Etaa]. Similarly, by 2. and 3., we then
have that [Et11] ∗ [Eα] = ([Et1b] ∗ [Etb1]) ∗ [Eα] = [Eα] ∗ ([Et1b] ∗ [Etb1]) = [Eα] ∗ [Et11]. 
Proposition 3.4. Let I t be the unit of the simple algebra At . Then for any α ∈ L, I t ∗ [Eα] =
[Eα] ∗ I t .
Proof. It follows immediately from Lemma 3.3. 
Proposition 3.5. For any α ∈ L, we have
A
(
V +L
)
(α) = spanC
{[u] ∗ [Eα] ∣∣ u ∈ M(1)+}
= spanC
{[
Eα
] ∗ [u] ∣∣ u ∈ M(1)+}.
Proof. Let α ∈ L−{0} and let {h1, . . . , hd} be an orthonormal basis of h such that h1 ∈ Cα. We
will show that for v ∈ M(1)+,
[
Eα
] ∗ [v] ∈ spanC{[u] ∗ [Eα] ∣∣ u ∈ M(1)+}.
Since {[v] + O(V +L ) | v ∈ M(1)+} is generated by [ωa], [Ha], [Etab] where 1  a, b  d (see
Proposition 2.19 and Lemma 3.2), it is enough to show that for a, b ∈ {1, . . . , d},
[
Eα
] ∗ [ωa], [Eα] ∗ [Ha], [Eα] ∗ [Etab] ∈ spanC{[u] ∗ [Eα] ∣∣ u ∈ M(1)+}.
By Lemma 3.3, we have that for a, b ∈ {1, . . . , d},
[
Eα
] ∗ [Et ] ∈ spanC{[u] ∗ [Eα] ∣∣ u ∈ M(1)+}.ab
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4[ω1] ∗ [ω1], it follows that [Eα] ∗ [H1] = [H1] ∗ [Eα]. Furthermore, by Proposition 2.18.2(c)
and Lemma 3.2, we have that for a ∈ {2, . . . , d},
[Ha] = [H1] − 98
[
Etaa
]+ 9
8
[
Et11
]
.
This implies that [Eα] ∗ [Ha] ∈ spanC{[u] ∗ [Eα]
∣∣ u ∈ M(1)+}.
The proof of A(V +L )(α) = spanC{[Eα] ∗ [u] | u ∈ M(1)+} is very similar to the above. 
Corollary 3.6. Let α ∈ L − {0}. We set {h1, . . . , hd} be an orthonormal basis of h such that
h1 ∈ Cα. Then
[Ha] = [H1] − 98
[
Etaa
]+ 9
8
[
Et11
] for a ∈ {2, . . . , d}.
Next, we will classify all irreducible A(V +L )-modules.
Definition 3.7. Let W be an A(V +L )-module. An element u ∈ A(V +L ) is called semisimple on W
if u acts diagonally on W .
Lemma 3.8. Let W be an irreducible A(V +L )-module such that AtW = 0. Then every element in
A(M(1)+) is semisimple on W .
Proof. Recall that for any α ∈ L− {0}, A(V +
Zα
) is a semisimple commutative algebra and [ωα],
[Jα] act semisimply on W . By Lemma 3.2, we can conclude further that Au and [Λab] acts as
zero on M for all 1 a, b d . Since A(M(1)+) is generated by [ωa], [Ja] for 1 a  d , [Λab]
for 1  a = b  d and Au, At , we then have that every element in A(M(1)+) is semisimple
on W . 
Lemma 3.9. Let W be an irreducible A(V +L )-module such that AtW = 0. Then any element in
A(M(1)+) acts as a constant on W . Consequently, for α ∈ L, the action of [Eα] and the action
of every element in A(M(1)+) commute on W .
Proof. By Proposition 2.19.4 and Lemma 3.8, we can conclude that W is a direct sum of one-
dimensional irreducible A(M(1)+)-modules on which [Λab], Au and At act as zero on W . Here
1 a, b d . This implies that an irreducible A(M(1)+)-submodule of W is isomorphic to either
M(1)+(0), or M(1)(θ)+(0).
Since ([ωα]− 116 )∗([ωα]− 916 ) ≡ 0 mod O(V +Zα) for every α ∈ L−{0} (see Proposition 2.21),
it follows that [ωα] acts on W either as 1/16 or 9/16. By Corollary 2.23 and the fact that [Hα] =
[Jα] + [ωα] − 4[ωα] ∗ [ωα], we have that [Jα] acts either as 3138 or − 45128 on W and [Hα] acts
either as 9128 or − 35128 on W . Let {h1, . . . , hd} be an orthonormal basis so that h1 ∈ Cα. Then by
Corollary 3.6 and the fact that AtW = 0, we can conclude that, on W ,
[Ha] = [H1] = [Hα]
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a ∈ {1, . . . , d}. Consequently, for a ∈ {1, . . . , d}
[Ha] acts as 9128 .
By Table 1, we have that an irreducible A(M(1)+) submodule of W is isomorphic to
M(1)(θ)+(0). Since [ωa], [Ha] act on W as 1/16, and 9/128, respectively for all a ∈ {1, . . . , d},
this implies that every element in A(M(1)+) acts as a constant on W and for any α ∈ L, the
action of [Eα] and the action of every element in A(M(1)+) commute on W . 
Corollary 3.10. W is the direct sum of M(1)(θ)+(0).
Let W be an irreducible A(V +L )-module such that AtW = 0. We will show that W is isomor-
phic to an irreducible Lˆ/K-module Tχ for some χ .
Let α ∈ L such that 〈α,α〉 = −2k. Recall that
E2α = (1 − 2k)28k+1 + k28k+6[ωα]
and [ωα] acts as 116 on W . Hence E2α acts as 2−4〈α,α〉+1 on W and on V
Tχ
L (0) for any χ .
For α ∈ L− {0}, we set
Bα = 2〈α,α〉−1Eα.
Also, we let B0 = 1. Since E2α acts as 2−4〈α,α〉+1 on W and on V TχL (0) for any χ , we can
conclude that B2α = 1 on W , and on V TχL (0) for any χ .
Lemma 3.11. For α,β ∈ L, [Bα] ∗ [Bβ ] = (α,β)[Bα+β ] on W .
Proof. We will follow the idea in [AD]. Let α,β ∈ L.
Case 1. 〈α,β〉 < 0.
Then Eα ∗Eβ ∈ V +L [α + β]. By Proposition 3.5, we have that
[Bα] ∗ [Bα] = [u] ∗ [Bα+β ]
where u ∈ M(1)+. Since [u] acts on M(1)(θ)+(0) as a constant, say p, we obtain
[Bα] ∗ [Bβ ] = p[Bα+β ]
on W . On the other hand, [Bα] ∗ [Bβ ] = (α,β)[Bα+β ] on V Tχ,+L (0) for any χ . Hence, [Bα] ∗[Bβ ] = (α,β)[Bα+β ] on W .
Case 2. 〈α,β〉 > 0.
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[Bα] ∗ [Bβ ] = [v] ∗ [B−α+β ] (3.1)
for some v ∈ M(1)+ since Eα ∗Eβ ∈ V +L [−α + β].
Case 2.1. 〈β,β〉 < 〈α,α〉.
Then 〈α + β,−2α + 2β〉 < 0, and we have
[Bα+β ] = [Bα+β ] ∗ [B−2α+2β ]
= (α + β,2α − 2β)[B−α+3β ] (3.2)
= [B−α+3β ] (3.3)
on W and on V Tχ ,+L (0) for any χ . This implies
[Bα] ∗ [Bβ ] = [v] ∗ [B−α+β ]
= [v] ∗ ([B2β ] ∗ [B−α+β ])
= [v] ∗ (2β,−α + β)[B−α+3β ]
= [v] ∗ [Bα+β ]
(
by (3.3))
on W and on V Tχ ,+L (0) for any χ . Next, by following the proof of Case 1, we then have
[Bα] ∗ [Bβ ] = (α,β)[Bα+β ] on W.
Case 2.2. 〈α,α〉 < 〈β,β〉.
Then 〈α + β,−2β + 2α〉 < 0. So, we have
[Bα+β ] = [Bα+β ] ∗ [B2α−2β ]
= (α + β,−2β + 2α)[B3α−β ] (3.4)
= [B3α−β ] (3.5)
on W and on V Tχ ,+L (0) for any χ . Consequently,
[Bα] ∗ [Bβ ] = [v] ∗ [B−α+β ]
= [v] ∗ [Bα−β ]
= [v] ∗ ([B2α] ∗ [Bα−β ])
= [v] ∗ [B3α−β ]
= [v] ∗ [Bα+β ]
(
by (3.5)). (3.6)
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[Bα] ∗ [Bβ ] = (α,β)[Bα+β ].
Case 2.3. 〈α,α〉 = 〈β,β〉.
Since B−2β+2α ∗Bα+β ∈ V +L [3α − β] + V +L [−3β + α], we then have
[Bα+β ] = [B−2β+2α] ∗ [Bα+β ]
= [u] ∗ [B3α−β ] + [w] ∗ [B−3β+α] where u,w ∈ M(1)+
= [u] ∗ ([B2α] ∗ [Bα−β ])+ [w] ∗ ([B−2β ] ∗ [B−β+α])
= ([u+ v]) ∗ [Bα−β ]
= c[Bα−β ] for some constant c
on W and on V Tχ ,+L (0) for any χ . On the other hand, [B−2β ]∗[Bα+β ] = (−2β,α+β)[Bα−β ] =
[Bα−β ] on V Tχ ,+L (0) for any χ . Hence, c = 1 and
[Bα+β ] = [Bα−β ]. (3.7)
By (3.1) and (3.7), we have that on W and on V Tχ ,+L (0) for any χ , [Bα] ∗ [Bβ ] = [v] ∗ [Bα+β ].
By following the proof of Case 1, we then obtain that
[Bα] ∗ [Bβ ] = (α,β)[Bα+β ].
Case 3. 〈α,β〉 = 0.
Then [Eα] ∗ [Eβ ] = (α,β)([Eα+β ] + [Eα−β ]). To show that [Bα] ∗ [Bβ ] = (α,β)[Bα+β ],
we only need to modify the proof of Case 2. 
Theorem 3.12. Let W be an irreducible A(V +L )-module such that AtW = 0. Then there exists
an irreducible Lˆ/K-module Tχ with central character χ such that W ∼= Tχ = V Tχ ,+L (0). Here,
χ(ι(κ)) = −1.
Proof. We will follow the proof of Proposition 6.6 in [AD]. First, we construct a map from Lˆ to
GL(W) by sending eα to Bα and κ to −1. This map will induce a group homomorphism from
Lˆ/K to GL(W) since θ(eα) = e−α and Bα = B−α . Since the action of A(M(1)+) on W commute
with the action of [Bα] for all α ∈ L, by Proposition 3.5, we can conclude that W is an irreducible
Lˆ/K-module. Hence, W is isomorphic to Tχ = V Tχ ,+L (0) for some central character χ . 
Next, we let M be an irreducible A(V +L )-module such that AtM = 0. Since At is a simple
algebra, it implies that M contains a simple At -module which is isomorphic to M(1)(θ)−(0).
Lemma 3.13. M = AtM and M is a direct sum of M(1)(θ)−(0).
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sided ideal of A(M(1)+), it follows immediately that M0 is an A(M(1)+)-module. We will show
that M0 is an A(V +L )-module. Let m ∈ M0 and u ∈ At . By Proposition 3.4, we have
[u] · ([Eα]m)= ([u] ∗ [I t ]) · ([Eα]m)= ([u] ∗ [Eα]) · (I tm)= 0 for all α ∈ L.
By Proposition 3.5, we can conclude that M0 is an A(V +L )-submodule of M . Since M is an
irreducible A(V +L )-module such that AtM = 0, it implies that M0 = 0. Hence, M = AtM , and
M is a direct sum of M(1)(θ)−(0). 
Next, for any α ∈ L− {0}, we define
B˜α = 2〈α,α〉−1
(
Eα − 2〈α,α〉
2〈α,α〉 − 1E
t
11 ∗Eα
)
(3.8)
and we set B˜0 = 1. Here, Et11 is defined with respect to an orthonormal basis {ha | 1  a  d}
of h such that h1 ∈ Cα. Note that for α,β ∈ L, [B˜α] ∗ [B˜β ] = (α,β)[B˜α+β ] on V Tχ ,−L (0) for
any χ . Also, by using Table 1 and the fact that [E2α] = (1 − 2k)28k+1 + k28k+6[ωα] where
〈α,α〉 = −2k, one can show that for α ∈ L,
[B˜2α] = 1 on M.
We will prove that M is an Lˆ/K-module.
Lemma 3.14. For any 1  a, b  d , [B˜α] and [Etab] commute on M . Consequently, [B˜α] com-
mutes with the action of [u] where u is any member of M(1)+.
Proof. By using Proposition 2.18.1(b), and Lemma 3.3, we can directly show that [B˜α] com-
mutes with [Etab] for 1 a, b  d . Moreover, by Lemma 3.13, we can conclude further that the
action of [B˜α] on M commutes with the action of [u] on M . Here u is any member of M(1)+. 
Lemma 3.15. For α,β ∈ L, we have
[B˜α] ∗ [B˜β ] = (α,β)[B˜α+β ] on M. (3.9)
Proof. Let α,β ∈ L such that 〈α,β〉 < 0. Using Proposition 3.5, Lemmas 3.13, 3.14, and the
fact that [Eα] ∗ [Eβ ] ∈ V +L [α + β], we have
[B˜α] ∗ [B˜β ] = [u] ∗ [B˜α+β ] where u ∈ At .
Since [B˜α] ∗ [B˜β ] = (α,β)[B˜α+β ] on any irreducible A(V +L )-modules V Tχ ,−L (0) and M is
a direct sum of M(1)(θ)−(0), we can conclude that [u] = (α,β)I t . Hence, [B˜α] ∗ [B˜β ] =
(α,β)[B˜α+β ] on M . The proof of Eq. (3.9) for the case α,β ∈ L such that 〈α,β〉 0 is similar
to the proof of Lemma 3.11. 
G. Yamskulna / Journal of Algebra 320 (2008) 2455–2480 2473Theorem 3.16. Let M be an irreducible A(V +L )-module such that AtM = 0. Then there exists an
irreducible Lˆ/K-module Tχ with central character χ such that M ∼= h(−1/2)⊗Tχ = V Tχ ,−L (0).
Here, χ(ι(κ)) = −1.
Proof. By following the proof of Theorem 3.12, we can show that M is an Lˆ/K-module. More-
over, by Lemma 3.14, we can conclude that M = h(− 12 )⊗U where U is an Lˆ/K-module. Since
M is an irreducible A(V +L )-module, it follows that U is an irreducible Lˆ/K-module. 
The following is a consequent of Theorems 2.12, 3.12, and 3.16.
Proposition 3.17. Let L be a negative definite even lattice. Then the set of all inequivalent irre-
ducible admissible V +L -module is
{
V
Tχ ,±
L
∣∣ Tχ is irreducible Lˆ/K-module with central character χ such that χ(ι(κ))= −1}.
4. Classification of irreducible V +L -modules when L is a nondegenerate even lattice
We will classify all irreducible admissible V +L -modules when L is an even lattice of a fi-
nite rank equipped with a symmetric nondegenerate Q-valued Z-bilinear form that is neither
positive definite nor negative definite. In particular, we will show that all irreducible admissible
V +L -modules are V
Tχ ,±
L where Tχ are irreducible Lˆ/K-modules with central character χ . Here,
χ(ι(κ)) = −1.
For this section, we assume that L is a rank d even lattice equipped with a symmetric non-
degenerate Q-valued Z-bilinear form that is neither positive definite nor negative definite. First,
we will recall several propositions that will be useful later.
Proposition 4.1. (See [L].) Let k be an ordered field and let E be a nonzero finite dimensional
vector space over k with a nondegenerate symmetric form 〈 , 〉. Then E has an orthogonal basis.
Moreover, there exists an integer r  0 such that if {v1, . . . , vn} is an orthogonal basis of E
then precisely r among the n elements 〈v1, v1〉, . . . , 〈vn, vn〉 are > 0 and n − r among these
elements are < 0. If we assume that every positive element of k is a square. Then there exists an
orthogonal basis {v1, . . . , vn} of E such that 〈vi, vi〉 = 1 for i  r and 〈vi, vi〉 = −1 for i > r
and r is uniquely determined.
Proposition 4.2. (See [AD].) Let α ∈ L−{0}. Then V +L [α] is spanned by the vectors u ∗Eα and
u ∗ h(−n)Fα for u ∈ M(1)+, h ∈ h, and n 1.
Next, we will study the spanning set of A(V +L ). The following proposition resembles results in
Section 3. In fact the proof of this proposition is the same as the proof of the results in Section 3.
Proposition 4.3.
1. For α ∈ L such that 〈α,α〉 = 0, A(V +L )(α) is spanned by the vectors [u] ∗ [Eα] ∗ [v] for
u,v ∈ M(1)+.
2. For any indices a, b [Eu ] = 0 and [Λab] = 0.ab
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h1 ∈ Cα. Then
(a) [Etab] ∗ [Eα] = [Eα] ∗ [Etab] if a = 1 and b = 1.
(b) [Et1b] ∗ [Eα] = − 12〈α,α〉−1 [Eα] ∗ [Et1b] if b = 1.
(c) [Etb1] ∗ [Eα] = −(2〈α,α〉 − 1)[Eα] ∗ [Etb1] if b = 1.
(d) [Etaa] ∗ [Eα] = [Eα] ∗ [Etaa] for a ∈ {1, . . . , d}.
4. Let I t be the unit of the simple algebra At . Then for any α ∈ L such that 〈α,α〉 = 0, [I t ] ∗
[Eα] = [Eα] ∗ [I t ].
5. For α ∈ L − {0}, we set {h1, . . . , hd} be an orthonormal basis of h so that h1 ∈ Cα. Then
[Ha] = [H1] − 98 [Etaa] + 98 [Et11] for a ∈ {2, . . . , d}.
Theorem 4.4.
1. For any α ∈ L such that 〈α,α〉 = 0, we have
A
(
V +L
)
(α) = spanC
{[u] ∗ [Eα] ∣∣ u ∈ M(1)+}
= spanC
{[
Eα
] ∗ [u] ∣∣ u ∈ M(1)+}.
2. Let α ∈ L such that 〈α,α〉 = 0. Then there exists β ∈ L such that 〈β,β〉 < 0, 〈α,β〉 < 0, and
A(V +L )(α) ⊂ A(V +L )(α + 2β).
3. A(V +L ) is spanned by A(V
+
L )(α) for all α ∈ L such that 〈α,α〉 = 0.
Proof. 1. The proof is similar to the proof of Proposition 3.5.
2. We let α ∈ L − {0} such that 〈α,α〉 = 0. By Proposition 4.1, we can conclude that there
exist γ,λ ∈ LQ such that α = γ + λ, 〈γ, γ 〉 > 0, 〈λ,λ〉 < 0 and 〈γ,λ〉 = 0. Since λ ∈ LQ, we
know that there exists a positive integer m such that mλ ∈ L and 〈mλ,mλ〉 is an even negative
integer. For convenience, we set β = mλ. Clearly, 〈α + 2β,α + 2β〉 is an even negative integer.
Since
[
Eα
]= (g([ωβ ]) ∗ [E2β]) ∗ [Eα], [h(−n)Fα]= (g([ωβ ]) ∗ [E2β]) ∗ [h(−n)Fα],
and
[
E2β
] ∗ [Eα], [E2β] ∗ [h(−n)Fα] ∈ V +L [α + 2β] for all h ∈ h, n 1,
by Proposition 4.2 we can conclude that A(V +L )(α) ⊂ A(V +L )(α + 2β).
3. is clear. 
Remark 4.5. Let α ∈ L such that 〈α,α〉 = 0 and let ρ ∈ L such that 〈ρ,ρ〉 < 0 and 〈ρ,α〉 < 0.
Then A(V +L )(α) ⊂ A(V +L )(α + 2ρ).
Next, we will classify all irreducible admissible V +L -modules. We let W be an irreducible
A(V +)-module such that AtW = 0.L
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constant on W . Consequently, [Eα] commutes with the action of [u] where u is any member of
M(1)+.
Proof. The proof is very similar to Lemmas 3.8 and 3.9. 
Next, we will show that W is isomorphic to V Tχ ,+L (0) for some central character χ such that
χ(ι(κ)) = −1. Following Section 3, we set
Bα = 2〈α,α〉−1Eα for α ∈ L− {0}
and B0 = 1. Note that if α ∈ L such that 〈α,α〉 < 0, then [B2α] = 1 on W and on V TχL (0) for all
central character χ such that χ(ι(κ)) = −1.
Lemma 4.7. Let α ∈ L such that 〈α,α〉 = 0. Then there exists β ∈ L such that 〈β,β〉 < 0,
〈α,β〉 < 0 and [Bα] = [Bα+2β ] on W , and on V Tχ ,+L (0) for any χ . Consequently, for any [v] ∈
A(V +L )(α), there exists u ∈ M(1)+ such that [v] = [u] ∗ [Bα] on W , and on V Tχ ,+L (0) for any χ .
Proof. By Theorem 4.4, we can conclude that there exist u ∈ M(1)+, and β ∈ L such that
〈β,β〉 < 0, 〈α,β〉 < 0 and
[Bα] = [u] ∗ [Bα+2β ].
Since [u] acts as a constant on M(1)(θ)+(0), says p, we have [Bα] = p[Bα+2β ] on W and on
V
Tχ ,+
L (0) for any χ . On the other hand,
[Bα] = [Bα] ∗ [B2β ] = (α,2β)[Bα+2β ] = [Bα+2β ]
on V
Tχ ,+
L (0) for any χ . Hence, p = 1 and [Bα] = [Bα+2β ] on W . 
Corollary 4.8. Let α ∈ L such that 〈α,α〉 = 0 and let ρ ∈ L such that 〈ρ,ρ〉 < 0, 〈α,ρ〉 < 0.
Then [Bα] = [Bα+2ρ] on W and on V Tχ ,+L (0) for any χ .
Theorem 4.9. Let W be an irreducible A(V +L )-modules such that AtW = 0. Then there exists an
irreducible Lˆ/K-module Tχ with central character χ such that W ∼= Tχ = V Tχ ,+L (0).
Proof. First, we will show that for α,β ∈ L, [Bα] ∗ [Bβ ] = (α,β)[Bα+β ] on W . Let α,β ∈
L− {0}.
Case 1. 〈α,β〉 < 0.
Then [Bα] ∗ [Bβ ] ∈ A(V +L )(α + β). In fact, [Bα] ∗ [Bβ ] = [u] ∗ [Bα+β ] for some u ∈ M(1)+.
By following the proof of Lemma 3.11, Case 1, we can show that [Bα] ∗ [Bβ ] = (α,β)[Bα+β ]
on W .
Case 2. 〈α,β〉 > 0.
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Case 2.1. 〈α,α〉 > 0 and 〈β,β〉 ∈ 2Z.
We have
[Bα] ∗ [Bβ ] = −1(−α,α + β)[Bα] ∗
([B−α] ∗ [Bα+β ])
= −1(−α,α + β)(α,−α)[Bα+β ]
= (α,β)[Bα+β ],
and
[Bβ ] ∗ [Bα] = −1(β + α,−α)[Bα+β ] ∗ [B−α] ∗ [Bα]
= −1(β + α,−α)(−α,α)[Bα+β ]
= (β,α)[Bα+β ]
on W .
Case 2.2. 〈α,α〉 < 0, and 〈β,β〉 < 0.
By following the proof of Lemma 3.11, Cases 2.1–2.3, we can show that [Bα] ∗ [Bβ ] =
(α,β)[Bα+β ] on W .
Case 2.3. 〈α,α〉 < 0 and 〈β,β〉 = 0.
We have
[Bα] ∗ [Bβ ] = [u] ∗ [B−α+β ]
= [u] ∗ [B2α] ∗ [B−α+β ]
= [u] ∗ (2α,−α + β)[Bα+β ] (by Case 2.2)
= [u] ∗ [Bα+β ].
Similarly, we have [Bβ ] ∗ [Bα] = [u] ∗ [Bα+β ]. As in Lemma 3.11, Case 1, we have that
[Bα] ∗ [Bβ ] = (α,β)[Bα+β ] and [Bβ ] ∗ [Bα] = (β,α)[Bα+β ] on W .
Case 2.4. 〈α,α〉 = 0 and 〈β,β〉 = 0.
We have
[Bα] ∗ [Bβ ] = [u] ∗ [B−α+β ]
= [u] ∗ ([B−α+β ] ∗ [B2α−4β ])
= [u] ∗ [Bα−3β ]
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= [u] ∗ [Bα+β ].
By following the proof of Lemma 3.11, Case 1, we can show that [Bα] ∗ [Bβ ] = (α,β)[Bα+β ]
on W .
Case 3. 〈α,β〉 = 0.
If one of the followings holds: 〈α,α〉 > 0 and 〈β,β〉 ∈ 2Z, or 〈α,α〉 < 0 and 〈β,β〉 < 0,
or 〈α,α〉 < 0 and 〈β,β〉 = 0, then as in Case 2, we have that [Bα] ∗ [Bβ ] = (α,β)[Bα+β ] and
[Bβ ] ∗ [Bα] = (β,α)[Bβ+α] on W .
Next, we consider the case when 〈α,α〉 = 0 and 〈β,β〉 = 0. Since there exists γ1 ∈ L such
that 〈γ1, γ1〉 < 0 and 〈−2α + 2β,γ1〉 < 0, it implies that
[Bα+β ] = [Bα+β ] ∗ [B−2α+2β+2γ1 ]
= [B−α+3β+2γ1 ]
= −1(−α + 3β,2γ1)[B−α+3β ] ∗ [B2γ1 ]
= [B−α+3β ].
Similarly, since there exists γ2 ∈ L such that 〈γ2, γ2〉 < 0 and 〈2α − 4β,γ2〉 < 0, it follows that
[Bα] ∗ [Bβ ] = [u] ∗ [B−α+β ]
= [u] ∗ ([B−α+β ] ∗ [B2α−4β+2γ2 ])
= [u] ∗ [Bα−3β+2γ2 ]
= [u] ∗ −1(α − 3β,2γ2)[Bα−3β ] ∗ [B2γ2 ]
= [u] ∗ [Bα−3β ]
= [u] ∗ [Bα+β ]
on W and on V Tχ ,+L (0) for any χ . By following the proof of Lemma 3.11, Case 1, we can show
that [Bα] ∗ [Bβ ] = (α,β)[Bα+β ] on W .
Hence, for any α,β ∈ L, we have [Bα] ∗ [Bβ ] = (α,β)[Bα+β ] on W .
Next, to show that W is isomorphic to some irreducible Lˆ/K-module, we just need to follow
the proof of Theorem 3.12. 
Next, we let M be an irreducible A(V +L )-module such that AtM = 0.
Lemma 4.10. M = AtM and M is a direct sum of M(1)(θ)−(0).
Proof. We first note that M contains a simple At -modules which is isomorphic to M(1)(θ)−(0)
since At is a simple algebra and AtM = 0. By following the proof in Lemma 3.13 and using the
fact that A(V +) is spanned by A(V +)(α) for all α ∈ L such that 〈α,α〉 = 0, we can show thatL L
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a direct sum of M(1)(θ)−(0). 
We will show that M is isomorphic to V Tχ,−L (0) for some central character χ .
For α ∈ L such that 〈α,α〉 = 0, we define
B˜α = 2〈α,α〉−1
(
Eα − 2〈α,α〉
2〈α,α〉 − 1E
t
11 ∗Eα
)
,
where Et11 is defined with respect to an orthonormal basis {ha | 1 a  d} of h such that h1 ∈
Cα, and we set
B˜0 = 1.
Next, we let α ∈ L − {0} such that 〈α,α〉 = 0. Then there exist γ,β ∈ LQ such that α = γ + β ,
〈γ,β〉 = 0, 〈γ, γ 〉 > 0, 〈β,β〉 < 0. We define an action of B˜α on M in the following way: for
1 c d ,
[B˜α]hc(−1/2) = 12
[
Eα
]
hc(−1/2)+
( 〈γ, γ 〉
1 − 2〈γ, γ 〉δ1,c −
1
2
δ2,c
)[
Et11
] ∗ [Eα]hc(−1/2)
+
( 〈β,β〉
1 − 2〈β,β〉δ2,c −
1
2
δ1,c
)[
Et22
] ∗ [Eα]hc(−1/2).
Here Et11 and E
t
22 are defined with respect to an orthonormal basis {ha | 1  a  d} so that
h1 ∈ Cγ , and h2 ∈ Cβ , respectively.
Note that for α ∈ L such that 〈α,α〉 < 0, we have [B˜2α] = 1 on M .
Lemma 4.11. Let α ∈ L such that 〈α,α〉 = 0. Then for any 1 a, b  d , [B˜α] and [Etab] com-
mute on M . Consequently, [B˜α] commutes with the action of [u] where u is any member of
M(1)+.
Proof. The proof is similar to the proof of Lemma 3.14. 
Lemma 4.12. Let α ∈ L such that 〈α,α〉 = 0. Then there exists β ∈ L such that 〈β,β〉 < 0,
〈α,β〉 < 0 and [B˜α] = [B˜α+2β ] on M , and V Tχ ,−L (0) for any χ . Consequently,
1. for any [v] ∈ A(V +L )(α), there exists u ∈ M(1)+ such that [v] = [u] ∗ [B˜α] on M , and
V
Tχ ,−
L (0) for any χ .
2. [B˜α] commutes with the action of [w] where w is any member of M(1)+. In particular, for
any 1 a, b d , [B˜α] and [Etab] commute on M .
Proof. The proof is similar to Lemma 4.7. 
Lemma 4.13. For α,β ∈ L, we have [B˜α] ∗ [B˜β ] = (α,β)[B˜α+β ] on M .
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[B˜α]∗ [B˜β ] = (α,β)[B˜α+β ] on M . Next, by modifying the proof of Theorem 4.9, we will obtain
that [B˜α] ∗ [B˜β ] = (α,β)[B˜α+β ] on M when 〈α,β〉 0. 
Theorem 4.14. Let M be an irreducible A(V +L )-modules such that AtM = 0. Then there exists an
irreducible Lˆ/K-module Tχ with central character χ such that M ∼= h(−1/2)⊗Tχ = V Tχ ,−L (0).
Proof. The proof is the same as the proof of Theorem 3.16. 
The following proposition is a consequence of Theorems 4.9 and 4.14.
Proposition 4.15. Let L be an even lattice of a finite rank equipped with a symmetric nondegen-
erate Q-valued Z-bilinear form that is neither positive or negative definite. Then any irreducible
admissible V +L -module is isomorphic to V
Tχ ,±
L for any irreducible Lˆ/K-module Tχ with central
character χ such that χ(ι(κ)) = −1.
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