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Abstract
Given a set of integers S = {k1, k2, . . . , kn}, the Cookie Monster Problem is the problem
of making all elements of the set equal 0 in the minimum number of moves. Consider the
analogy of cookie jars with distinct numbers of cookies, such that ki is the number of cookies
in the ith jar. The “Cookie Monster” wants to eat all the cookies, but at each move he must
choose some subset of the jars and eat the same amount from each jar. The Cookie Monster
Number of S, CM(S), is the minimum number of such moves necessary to empty the jars.
It has been shown previously that ⌈log2(|S|+ 1)⌉ ≤ CM(S) ≤ |S|. In this paper we classify
sets by determining what conditions are necessary for CM(S) to equal 2 or 3 and what
effect certain restrictions have on CM(S). We also provide an alternative interpretation of
the problem in the form of a combinatorial game and analyze the losing positions.
Summary
Given some number of cookie jars, each with a distinct number of cookies, the Cookie
Monster Problem asks us to empty the jars in the fewest number of moves possible. One
move consists of choosing some number of the jars and taking the same number of cookies
from each. In this paper we examine how different restrictions on the set of cookie jars affect
the minimum number of moves necessary to empty the jars.
1 Introduction
The Cookie Monster Problem (CMP) is about emptying a given set in the fewest number
of moves—that is, making every element in the set equal zero. First proposed as a simple
puzzle in 2002 in the book The Inquisitive Problem Solver [1], it has since been analyzed
and expanded by Michael Cavers [2]. The initial formulation presents a set of n = 15 cookie
jars with i cookies in the ith jar. The “Cookie Monster” wants to eat all of the cookies, but
he has to do so in a series of moves. If one move consists of taking some subset of the jars
and eating the same number of cookies from each jar, the CMP asks how to empty all jars
in fewer than five steps. In this case, the optimal solution consists of removing 8 cookies
from every jar with at least that many, then 4 cookies, then 2, then 1. This solution can be
represented as 〈8, 4, 2, 1〉. After each step, jars with the same number of cookies can be
treated as the same jar, since depleting the jars at different rates does not help [1].
A set of cookie jars, S, can be represented in the form S = {k1, k2, . . . , kn} where ki is
the number of cookies in the ith jar and each consecutive step is represented similarly with
all equal elements treated as one element and all zeros dropped. Arrows (→) between sets
denote a single move.
{15, 14, . . . , 2, 1} → {7, 6, . . . , 2, 1} → {3, 2, 1} → {1} → {}.
Several variations on the greedy algorithm, which seeks to maximize a given parameter,
have been proposed, though none of them give the optimal solution in all cases [1]:
• The Empty the Most Jars Algorithm (EMJA) suggests that one should reduce the
functional number of jars as much as possible each move.
– Given {15, 13, 12, 4, 2, 1}, the first move could be to take 11 cookies from each
of the first three jars, leaving the set {4, 2, 1}. Thus, in effect, three jars have
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been emptied.
• The Take the Most Cookies Algorithm (TMCA) takes as many cookies as possible at
each step.
– With {15, 13, 12, 4, 2, 1}, the first step would be to take 12 cookies from each
of the first three jars, leaving {4, 3, 2, 1}.
• The Binary Algorithm (BA) finds x as large as possible and takes 2x cookies from each
jar that contains at least that many.
– From {15, 13, 12, 4, 2, 1}, the first step would take 23 = 8 cookies from the first
three jars, leaving {7, 5, 4, 2, 1}.
Section 2 begins with definitions and an overview of previous work on this problem. In
Section 3, all sets where |S| = 3 or CM(S) = 3 are classified, and some additional bounds are
proposed dependent on certain conditions. Section 4 examines the properties of CM(S) for
arithmetic and geometric sequences and the Fibonacci sequence. Finally, Section 5 provides
a version of the problem as a combinatorial game and analyzes properties of the losing
positions of a special case of this game.
2 Foundations
The original CMP has been formalized and expanded by Cavers [2].
Definition 2.1. Given a set S = {k1, k2, . . . , kn} of distinct integers, the Cookie Monster
Number of S, CM(S), is the minimum number of moves required to make all elements of S
equal zero. Alternatively, given a multiset A = 〈a1, a2, . . . , am〉, let the set A
+ be the set
of the sums of all possible subsets of the elements in A. Then, for a set S ⊆ A+, A provides
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a series of numbers to remove from S to empty the set S [2]. Thus, CM(S) is equal to the
size of the smallest multiset A such that S ⊆ A+ [2].
For example, let S = {13, 10, 7, 6} and suppose that A = 〈7, 3, 3〉. Then, A+ =
{a1 + a2 + a3, a1 + a2, a1, a2 + a3, a2} = {13, 10, 7, 6, 3} which satisfies S ⊆ A
+. Thus,
one way to empty the set S first removes 7 from k1, k2, k3, then 3 from k1, k2, k4, then 3 from
the remaining elements k1, k4:
{13, 10, 7, 6} → {6, 3} → {3} → {}.
This formulation provides upper and lower bounds on the value of CM(S) for a set of
size n, first suggested and proven by Cavers [2].
Theorem 2.1. Given a set S = {k1, k2, . . . , kn}:
⌈log2(n+ 1)⌉ ≤ CM(S) ≤ n.
Proof. The upper bound is taken from the algorithm “at step i empty jar i”, which empties
any set in n steps [2, 3].
For the lower bound, consider a multiset A = 〈a1, a2, . . . , am〉 such that A is the
minimum-size multiset for which S ⊆ A+. It then follows that CM(S) = m. The set A+ has
at most
∑m
i=1
(
m
i
)
= 2m − 1 entries, and thus, n ≤ 2m − 1. Then, m ≥ log2(n + 1) and the
result follows [2].
There has been work towards characterizing sets for which CM(S) is equal to the upper
or lower bounds given in Theorem 2.1. Several such cases are known: CM(S) for any set S
which is an arithmetic sequence of the form ki = ai such as S = {n, . . . , 2, 1} is exactly equal
to the lower bound, and CM(S) for any set S which is a geometric sequence such as S =
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{2n−1, . . . , 21, 20} is exactly equal to the upper bound. However, general characterizations
do not currently exist for sets of size n ≥ 4.
3 Classifying Sets
Although CM(S) is known for many types of sets, such as arithmetic and geometric pro-
gressions (as mentioned above), little work has been completed towards classifying CM(S)
in general. The simplest non-trivial case, |S| = 3, is analyzed, and it gives insight into sets
where CM(S) = 3. Additionally, some general rules can be stated about sets and their
properties.
3.1 Sets of Size Three
For a set S of size 3, the upper and lower bounds on CM(S) are established by Theorem
2.1 to be 3 and 2, respectively. CM(S) only equals 2 if certain conditions are satisfied.
Theorem 3.1. Consider a set S = {k1, k2, k3} such that 0 < k1 < k2 < k3. Then,
CM(S) = 2 if and only if k3 = k1 + k2.
Proof. If k3 = k1+k2, then a procedure for emptying the set in 2 moves consists of removing
k1 from k1 and k3, then removing k2 from the remaining element(s):
{k1, k2, k1 + k2} → {k2} → {}.
Conversely, suppose that CM(S) = 2. By Definition 2.1, there exists a multiset A with
|A| = 2 and S ⊆ A+. If A = 〈a1, a2〉, then the set A
+ = {a1, a2, a1+ a2}, and the only way
a set S such that |S| = 3 can be a subset of A+ is if S = A+. Thus, k3 = k1 + k2.
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3.2 Classification of S with CM(S) = 3
Consider the multiset A = 〈a1, a2, a3〉. This provides a solution for any set S such that A
is a minimum size multiset (that is, CM(S) = 3) with S ⊆ A+ = {a1, a2, a3, a1 + a2, a1 +
a3, a2+a3, a1+a2+a3}. For any n, all possible sets for which CM(S) = 3 can be generated
by taking every possible subset of A+. Some such sets for n = 4 are:
{a1, a2, a1 + a2, a1 + a3},
{a1, a2, a3, a1 + a2 + a3},
{a1, a3, a1 + a2, a2 + a3},
{a1, a1 + a2, a1 + a3, a2 + a3},
{a1 + a2, a1 + a3, a2 + a3, a1 + a2 + a3}.
However, these sets are all given in terms of the elements of A. Given a set S, A is not
yet known, and so alternative representations in terms of the elements of S can be used
to find A. Examples where each set above is in the form {k1, k2, k3, k4} are given in Ta-
ble 1—these equalities hold without any knowledge of A, and are thus useful for classification.
A-level set S-level equation
{a1, a2, a1 + a2, a1 + a3} k1 + k2 = k3
{a1, a2, a3, a1 + a2 + a3} k1 + k2 + k3 = k4
{a1, a3, a1 + a2, a2 + a3} k1 + k4 = k2 + k3
{a1, a1 + a2, a1 + a3, a2 + a3} 2k1 + k4 = k2 + k3
{a1 + a2, a1 + a3, a2 + a3, a1 + a2 + a3} k1 + k2 + k3 = 2k4
Table 1: Sample equalities for CM(S) = 3 where |S| = 4
In fact, all sets of size 4 where CM(S) = 3 are covered under these equalities, as from the
full list it can be seen that any other set arises via permutation of a1, a2, a3 or a1+a2, a1+
a3, a2 + a3 in one of these sets. Other values for |S| can be represented similarly in terms of
equations with the elements of S. However, while size 4 sets only need one equation in order
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to cover all possibilities, other sets need systems of equations with the number of equations
equal to |S| − 3. The full list of equations is given in Appendix A. An exhaustive test can be
used to confirm that any set which satisfies the A-level representation also satisfies the S-
level one, and vice versa. Each S-level representation is constructed from the A-level version
and is thus equivalent, and each S-level version can be individually shown to be solvable in
3 moves.
3.3 General Properties
In addition to the specific sets given above, other rules about the relationship between
CM(S) and the set S can be determined regarding any subsets summing to the same value.
Theorem 3.2. Consider a set S and let n = |S|. If two disjoint subsets of S sum to the
same value, then CM(S) ≤ n− 1.
Proof. Suppose {b1, . . . , br, c1, . . . , cs} ⊆ S and b1+. . .+br = c1+. . .+cs. Any other values
which are outside of the equality can be ignored, as they will take at most one additional
move to remove. If either r = 1 or s = 1, then S can be emptied in r+s−1 moves in a manner
similar to that used in the proof of Theorem 3.1. Suppose, however, that r, s > 1. The base
case of r + s = 4 gives the non-trivial possibility of r = s = 2, that is, b1 + b2 = c1 + c2.
Supposing that b1 > c1, this equation can be reordered into c2 = (b1 − c1) + b2. Then, there
is a way to empty the set in r + s− 1 = 3 moves:
{b1, b2, c1, (b1 − c1) + b2}
−(b1−c1)
−−−−−→ {b2, c1}
−c1−−→ {b2}
−b2−−→ {}.
Then, given any r + s, the set can be reduced to a set of size r + s− 1 in a single step.
With any equality b1+ . . .+ br = c1+ . . .+ cs, the smaller first value can be subtracted from
the larger. This difference becomes a single element in a new set of size r + s− 1, for which
there then exists a similar equality (b1−c1)+ . . .+br = c2+ . . .+cs. If the set of size r+s−1
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is solvable in one fewer steps than its size, so is the set of size r + s, and with the base case
of r + s = 4, the result follows by induction.
Corollary 3.1. If CM(S) = n, then no two disjoint subsets of S sum to the same value.
Note that the converse of Corollary 3.1 is not true. For example, the set {5, 9, 12, 13}
can be emptied in three moves ({5, 9, 12, 13} → {4, 8, 12} → {8} → {}) although no two
subsets sum to the same value.
Corollary 3.2. Consider a set S with x disjoint pairs of subsets that sum to the same value,
such as S = {b1, . . . , br, c1, . . . , cs, d1, . . . , dt, e1, . . . , eu} such that b1 + . . . + br =
c1 + . . .+ cs and d1 + . . .+ dt = e1 + . . .+ eu. For S of this form, CM(S) ≤ n− x.
4 Special Sets
In addition to the classification of sets as above, certain sequences give interesting values of
CM(S).
4.1 Arithmetic Sequences
Arithmetic sequences of the form ki = yi+ z are initially interesting as the case where y = 1
and z = 0 is the simplest example of a set where CM(S) is exactly equal to the lower bound
(for any size set). It follows from this that any arithmetic sequence where z = 0 has the same
property, as common factors make no difference.
However, when z 6= 0, CM(S) is not quite as simple. In all cases, the set can be emptied
in one more move than the case of z = 0 simply by subtracting z. However, for some |S|
(namely, any power of 2), CM(S) is still equal to the lower bound.
Theorem 4.1. For S with n elements of the form ki = yi + z where y, z 6= 0, CM(S) =
⌈log2 n⌉ + 1.
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Proof. For any n = 2x for some value x, ⌈log2 n⌉ + 1 = ⌈log2(n + 1)⌉, while when n 6= 2
x,
⌈log2 n⌉ + 1 = ⌈log2(n + 1)⌉ + 1. As stated above, any set such that ki = yi + z can be
emptied in ⌈log2(n + 1)⌉ + 1 moves by removing z from each element at the first step and
proceeding as with z = 0. Then, for any set to be able to be emptied in one fewer move,
the number of elements must be halved at each move (nj = ⌊
nj−1
2
⌋). Any even number
of jars with elements in an arithmetic progression can be halved. For example, supposing
S = {y + z, 2y + z, 3y + z, 4y + z, 5y + z, 6y + z}, subtracting 3y from each of the last
three elements will leave three elements remaining. Supposing, however, that n was odd,
the minimum number of elements left would be ⌈n
2
⌉. The case where z = 0 uses the idea of
emptying the median element entirely, but this is not possible here as the z will still be left
over. The only sets where n is even at every step (except for the last, where there is only
one element) are ones where n = 2x, and the result follows.
4.2 Geometric Sequences
Similar to arithmetic sequences being equal to the lower bound, geometric sequences provide
the simplest example of sets for which CM(S) = n. This is true for any set of the form
ki = wy
i−1 with y ≥ 2 and w > 0. However, this may no longer hold if some constant is
added to each term in the sequence, though the set is also no longer geometric. Any set for
which k2 > k1, k3 > k2+k1, · · · , kn > kn−1+ . . .+k1 is at the upper bound CM(S) = n, so
the constant must be able to overcome this. In addition, if k1+k2 > k3, there is no guarantee
that S can be emptied in fewer than n moves.
4.3 The Fibonacci Sequence
Another sequence which offers an interesting equation for CM(S) is the Fibonacci sequence.
Theorem 4.2. For S = {F2, . . . , Fn} where Fi = Fi−2 + Fi−1 with F0 = 0 and F1 = 1,
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CM(S) = ⌈n
2
⌉.
Proof. The proof that such a set can be solved in n
2
moves follows from the nature of the
Fibonacci sequence. At each step, two elements can be removed by subtracting the second
largest element from the largest two, that is, subtracting Fi−1 from Fi−1 and Fi, which
leaves 0 and Fi−2, respectively. This process can be repeated, until no elements remain (if
n is even) or one element remains (if n is odd). For a proof of equality, consider the set
S = {F2, . . . , Fn, Fn+1, Fn+2}. For the Fibonacci numbers, Fn+2 = 1+ F1 + F2 + . . .+ Fn,
and so Fn+2 > F1+F2+ . . .+Fn. Thus, at least one additional move is required to deal with
Fn+2. Working backwards, the same can be said, and so every two elements will require one
move.
5 The Cookie Monster Combinatorial Game
The Cookie Monster Problem can be altered to obtain a combinatorial game. In this game
players alternate turns, choosing any subset of the jars and taking the same nonzero amount
from each jar, with the aim of emptying the last jar. Though the premise is similar, the
approach is fundamentally different as the aim is no longer necessarily to use the least
number of moves—in fact, in many cases it is beneficial to lengthen the game. However, it
can be determined who will win if both players play with perfect strategy by analyzing the
losing positions of the game.
5.1 Wythoff’s Game
A game with two jars has already been analyzed as “Wythoff’s Game” [4]. The game is
suggested as a variation of Nim, a game which consists of any number of jars where each
move is to take some amount from any one jar. Here, instead of merely taking any amount
from one jar the player can instead choose to take same amount from both jars. The losing
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positions can be defined as any combination of numbers {p, q} where any move will lead
to a winning position. Beginning with p1 = 1, losing positions can be generated by taking
qi = pi + i, and pi as the smallest integer which has not yet appeared in the set of losing
positions [4]. The first ten Wythoff pairs are listed in Table 2.
i pi qi
1 1 2
2 3 5
3 4 7
4 6 10
5 8 13
6 9 15
7 11 18
8 12 20
9 14 23
10 16 26
Table 2: The first ten Wythoff pairs
The construction of these pairs follows as such: beginning with {0, 0}, the base losing
position as no moves can be made, the next losing position is seen to be {1, 2} as this is the
first position for which no move can reduce it to another losing position—namely, {0, 0}.
Then, no other set can have the same difference between p and q, that is, no other set can
have qi − pi = 1, because this would be easily reducible to {1, 2}. So the next possible p is
taken to be 3, and the corresponding q would be p plus the smallest number which has not
already appeared for some qi − pi, and the construction continues in this manner. This also
shows that {pi} ⊔ {qi} = N. It was later found [4] that these positions follow the equation
pi = ⌊iφ⌋ and qi = ⌊iφ
2⌋, where φ = 1+
√
5
2
.
5.2 A Game With Three Jars
The case of two jars can be generalized to a version of the game with three jars. For com-
pleteness, the Wythoff pairs will also be considered for this version in the form {0, p0i , q
0
i }.
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From here, sets of the form {1, p1i , q
1
i } can be generated. However, the pattern is not as
regular as the case of {0, p0i , q
0
i }. Although a similar method is used to generate the p
1
i , q
1
i
pairs, the existence of other losing positions of the form {0, p0i , q
0
i } results in an irregular
distribution of the difference di = q
1
i − p
1
i . Beginning with {1, 1, 4} (p
1
1 = 1, q
1
1 = 4), the
next p1i is again the smallest positive integer which has not yet appeared in the set of p
1
i , q
1
i
pairs. However, 2 must be skipped in this determination as any set {1, 2, q1i } or {1, p
1
i , 2}
would be reducible to the losing position {0, 1, 2} in a single move by emptying all of the
unknown jar. From here, the corresponding q1i is not simply p
1
i + i. All possible differences
di (the set of positive integers ≥ 0) will be used exactly once, but not necessarily in order
as some may reduce easily to a set {0, p1i , q
1
i }. The first forty p
1
i , q
1
i pairs along with their
difference di = q
1
i − p
1
i are given in Table 3.
p1i q
1
i di p
1
i q
1
i di p
1
i q
1
i di p
1
i q
1
i di
1 4 3 18 27 9 34 53 19 50 79 29
3 3 0 20 33 13 36 56 20 52 82 30
5 6 1 21 32 11 37 59 22 54 88 34
7 9 2 23 35 12 39 64 25 55 87 32
8 12 4 24 38 14 40 63 23 57 90 33
10 17 7 26 43 17 41 67 26 58 93 35
11 16 5 28 46 18 42 66 24 60 98 38
13 19 6 29 44 15 45 72 27 61 97 36
14 22 8 30 51 21 48 76 28 62 101 39
15 25 10 31 47 16 49 80 31 65 102 37
Table 3: The first forty p1i , q
1
i pairs for {1, p
1
i , q
1
i } losing positions
The p1i , q
1
i pairs have several similar properties to p
0
i , q
0
i pairs. As mentioned above, every
possible di will appear exactly once. In addition, the disjoint union of {p
1
i } and {q
1
i } is
very nearly the set of all natural numbers, much as the disjoint union of {p0i } and {q
0
i } is.
However, it excludes the number 2. If p0i and p
1
i are graphed against q
0
i and q
1
i , respectively,
the graphs will follow almost identical patterns, though p1i against q
1
i has greater variation.
Despite several correlations between p0i , q
0
i pairs and p
1
i , q
1
i pairs, the latter cannot be as
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easily matched to an equation as the former can.
Conjecture 5.1. On average, the graphs of p0i against q
0
i and p
1
i against q
1
i have the same
slope, that is
q0i
p0
i
≈
q1i
p1
i
.
Conjecture 5.2. If the sets of all losing positions of the form {0, p0i , q
0
i } and {1, p
1
i , q
1
i },
respectively, are arranged in order of increasing p0i and p
1
i , there exist constant bounds on the
values p1i − p
0
i and (q
1
i − p
1
i )− (q
0
i − p
0
i ).
Both of these conjectures hold for the first 100 p1i , q
1
i pairs. Within the first 100 pairs, no
difference p1i − p
0
i is greater than 2 or less than −1 and no difference (q
1
i − p
1
i )− (q
0
i − p
0
i ) is
greater than 3 or less than −4. However, with further p1i , q
1
i pairs the maximum and minimum
differences increase, though generally the differences remain close to 0.
6 Conclusion
For some sets S, CM(S) can be easily determined. Sets where |S| = 3 have been fully
classified, as have sets for which CM(S) = 3 for sets of size 3 (where any set for which
k1 + k2 = k3 does not hold has CM(S) = 3) up to size 7 (which is the largest set S which
can be a subset of A+ if |A| = 3). In addition, arithmetic and geometric sequences and the
Fibonacci sequence have been examined, and a version of the problem as a combinatorial
game has been partially analyzed. Despite this work in classifying sets, few more general
statements can be made for larger sets S or A. Some of the properties for CM(S) = 3 may
be able to be generalized, or other restrictions found. The combinatorial game could also
be more fully analyzed. In addition, there is a possibility but no proof that this problem is
NP-complete.
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A Sets Where CM(S) = 3
What follows is a full list of both the A-level and corresponding S-level representations for
all sets where CM(S) = 3 (see Section 3.2). Where multiple equations exist, a set S must
satisfy all of the equations to match. Additionally, some sets have variations where elements
of the A-level set are replaced by equivalent ones—a1, a2, a3 can be replaced by any of the
other two, and similarly with a1 + a2, a1 + a3, a2 + a3 as long as each only appears at most
once.
A-level set S-level equation
{a1, a2, a1 + a2, a1 + a3} k1 + k2 = k3
{a1, a2, a3, a1 + a2 + a3} k1 + k2 + k3 = k4
{a1, a3, a1 + a2, a2 + a3} k1 + k4 = k2 + k3
{a1, a1 + a2, a1 + a3, a2 + a3} 2k1 + k4 = k2 + k3
{a1 + a2, a1 + a3, a2 + a3, a1 + a2 + a3} k1 + k2 + k3 = 2k4
Table 4: Sets and equations for |S| = 4
A-level set S-level equations
{a1, a2, a3, a1 + a3, a2 + a3}
k1 + k3 = k4
k2 + k3 = k5
{a1, a2, a3, a1 + a3, a1 + a2 + a3}
k1 + k3 = k4
k1 + k2 + k3 = k5
{a1, a2, a1 + a2, a1 + a3, a2 + a3}
k1 + k2 = k3
k2 + k4 = k1 + k5
{a1, a2, a1 + a2, a1 + a3, a1 + a2 + a3}
k1 + k2 = k3
k2 + k4 = k5
{a1, a1 + a2, a1 + a3, a2 + a3, a1 + a2 + a3}
k1 + k4 = k5
k2 + k3 = k1 + k5
{a1, a2, a1 + a3, a2 + a3, a1 + a2 + a3}
k1 + k4 = k5
k2 + k3 = k5
Table 5: Sets and equations for |S| = 5
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A-level set S-level equations
{a1, a2, a3, a1 + a2, a1 + a3, a2 + a3}
k1 + k2 = k4
k1 + k3 = k5
k2 + k3 = k6
{a1, a2, a3, a1 + a3, a2 + a3, a1 + a2 + a3}
k1 + k3 = k4
k2 + k3 = k5
k1 + k2 + k3 = k6
{a1, a2, a1 + a2, a1 + a3, a2 + a3, a1 + a2 + a3}
k1 + k2 = k3
k2 + k4 = k6
k1 + k5 = k6
Table 6: Sets and equations for |S| = 6
A-level set S-level equations
{a1, a2, a3, a1 + a2, a1 + a3, a2 + a3, a1 + a2 + a3}
k1 + k2 = k4
k1 + k3 = k5
k2 + k3 = k6
k1 + k2 + k3 = k7
Table 7: Sets and equations for |S| = 7
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