Abstract. In 2003, Pelantová and Twarock did research into the number of, and types of, tiles found in 1-dimensional cut and project quasicrystals associated with 7-order symmetry. In this paper we extend this to symmetries of order 9 (degree 3), as well as orders 15, 16, 20 and 24 (degree 4). Some discussion of the next case, order 11 (degree 5), is given.
Introduction and definitions
Since their discovery in 1984 [13] , quasicrystals have been the focus of considerable study [1, 6, 7, 8, 9, 10, 11] . Quasicrystals are objects that exhibit long range aperiodic order, yet despite this, exhibit much of the structure and order one comes to expect from their more common cousins, crystals. Unlike crystals, which may only exhibit rotational symmetries of orders 2, 3, 4 or 6, quasicrystals, in theory, can exhibit rotational symmetries of many other orders. (In practice, only orders 5, 8, 10 and 12 have been observed.) This paper studies the number of tiles one would expect in a quasicrystal with a "simple" rotational symmetry. The number of tiles can, to some extent, be thought of as the complexity of a quasicrystal. The results in this paper go some way to show why one would not expect higher degree symmetries to be observed experimentally.
We let O k = Z 2 cos
The above fact follows from the work of [10, Section 3] . Rewritten into our notation, the main goal in [11] was to find the possible sizes of T 7 (Ω 2 , Ω 3 ). This paper extends these results to other orders and higher degrees.
The first step in determining the size of T is to determine if there are relationships on the acceptance windows which ensure that the tile sets will have the same size. To do this we adopt and adapt the concept of equivalence from [11] . . We get the obvious generalizations of two results in [11] , following the same proofs.
Lemma 1.1 (Lemma 2.2 of [11]).
Let Ω 2 , . . . , Ω n be bounded half-closed intervals. Then Σ(Ω 2 , . . . , Ω n ) and Σ(Ω 2 + a 2 , . . . , Ω n + a n ) are equivalent for any a i ∈ R.
Using methods similar to [11, Proposition 2.3] , it can be shown that the tile sets for Σ([0, 2 ), . . . , [0, n )) and Σ([0, 2 ], . . . , [0, n ]) differ by at most n − 1 tiles for any j ∈ R. A similar argument shows that Σ((0, 2 ), . . . , (0, n )) and Σ([0, 2 ), . . . , [0, n )) have the same tile set. As such, for this paper, we only consider half-closed intervals.
Tiles such that both end points of the tile are end points under some σ j of Ω j will occur with 0 density. Tilings that contain such tiles are known as singular tilings [1, 7] . For the purposes of this paper, we will only be concerned with non-singular tilings; hence we will always assume that the Ω j are half-closed.
In Section 2 we discuss a technique to solve a particular computational problem that is needed for Sections 3 and 4. In Section 3 we will show how Lemmas 1.1 and 3.1, along with the computational technique from Section 2, allow us to find a relevant area L RA ⊂ R n−1 for O k . A relevant area L RA has the property that all Σ based on half-closed intervals are equivalent to some Σ([0, 2 ), . . . , [0, n )) with ( 2 , . . . , n ) ∈ L RA . In Section 4 we discuss how to find the tile set for a cut and project quasicrystal with specified Ω 2 , . . . , Ω n . In Section 5 we show how to partition the relevant area L RA into subregions, each of which has a constant tile set. Section 6 discusses the computational aspects that would be involved in extending the results of this paper to order 11 (the next case), as well as some experimental results. In Section 7 we combine Section 5 with Sections 3 and 4 to find all tile set sizes for points in the relevant area L RA for specific orders. These results are summarized in Table 7 .1.
Computational tools
There is a common problem that comes up in both the analysis of determining the L RA and, later, in determining the tile set and tile set size of Σ(Ω 2 , . . . , Ω n ) for specific Ω 2 , . . . , Ω n .
This problem can be summarized as follows.
Problem 2.1. Let B be a box in R m with edges parallel to the axes. Let S i be a sequence of smaller boxes in R m , again with the edges parallel to the axes. Further, let each S i be contained within B and share at least one corner with B. Find:
To put this less formally, we want to find out how many boxes S i are needed to cover B, as well as which boxes S j are unused (based on the previous S 0 , S 1 , . . . , S j−1 boxes).
The algorithm used to solve this problem is best demonstrated by an example. , 6] and let the smaller boxes be
(a) First we subtract
We see that [5, 6] .
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Here we are able to remove ∅ × [0, 6] from line (2.1) as it is empty. In line (2.2), we are able to remove [5, 6] × [5, 6] because it is contained within [0, 6] × [5, 6] .
(c) Next we subtract S 3 = [4, 6] × [0, 1]. We see through a similar calculation that
which tells us that S 3 is not useful.
(
(e) Lastly we subtract
This is represented in Figure 2 .1. The parts of each S i that are used to cover B are shaded different colours. This tells us that N = 5 and that the only non-useful j value is j = 3.
To summarize, the main points are:
• Start by representing B \ S j = C∈C j C as a union of smaller boxes.
• Inductively define A j as B\(S 1 ∪S 2 ∪. . .∪S j ) = A∈A j A where A j contains no empty boxes and no box that is completely contained in another box.
• We do this by noticing that
A,
• Remove any empty box A from A j+1 to get a new set A j+1 .
• Remove any box A 1 from A j+1 that is completely contained in some other box A 2 in A j+1 to get a new set A j+1 .
• Check whether A j+1 is the same as A j to see if j + 1 is useful.
• Check whether A j+1 = ∅. This technique works reasonably well for dimensions 4 or less, which is all that we are interested in for this paper. 
Finding the relevant area
Based on Definition 1.5 and Lemma 1.1 we see that T (Ω 2 , . . . , Ω n ) with halfclosed intervals is equivalent to some
The next result will give us a new relationship that will allow us to find a relevant area L RA such that any T (Ω 2 , . . . , Ω n ) with half-closed intervals is equivalent to some
Proof. n−1 with a j ∈ Z and γ j generators of the unit group. These generators can be found with the software package Pari, [3] , and are summarized in Table 3 
By Lemma 3.1 we see that for any element of this unit group, say γ, we have that Σ(Ω 2 , . . . , Ω n ) and Σ(σ 2 (γ)Ω 2 , . . . , σ n (γ)Ω n ) are equivalent. To take advantage of lattice algorithms, and the algorithm of Section 2, we move to logarithms. Define:
for j from 1 to n − 1.
It should be noted that there are many different L RA and it will never be unique. We have the following lemma, which follows directly from Lemma 3.1, which will help to determine an L RA . In Section 5 we will show how to partition an L RA into subregions such that for any ( 2 , . . . , n ) in a subregion, the tile set (and hence tile set size) based on the acceptance windows Ω j = [0, j ) is constant. These subregions are boxes with edges parallel to the axes. Unfortunately, the parallelepiped found for log(L RA ) given by the vectors w 1 , w 2 , . . . , w n−1 gives an awkward region for the L RA . (See Figure 3.1(b) .) This is because we will be covering the L RA by boxes with edges parallel to the axes, whereas this L RA does not have edges parallel to the axes. In theory, it should be possible to use a box B ⊃ L RA , with edges parallel to the axes, and partition it by the methods of Section 5. Instead we will adopt the technique from [11] which will find a different L RA such that all of its edges are parallel to the axes. The initial setup for such an object is slightly more expensive, but once it is created the partitioning of the L RA into subregions is very easy.
We will choose our L RA such that the upper corner is (1, 1, . . . , 1) . This means that after taking logarithms, that log(L RA ) is completely in R n−1 ≤0 and has a corner at (0, 0, . . . , 0).
Let T be the natural projection from Consider the vectors w 1 , w 2 , . .., w n−1 . Consider the fundamental region in R n−1 defined by these vectors. Call this region F . Clearly, {F + a i w i | a i ∈ Z} will cover R n−1 . Notice that the edges of this object are not parallel to the axes. Now consider the object T (F ). By projection, we see that {T (F + a i w i ) | a i ∈ Z} will cover R n−2 . We can now take a translate of This new object, when tiled, will cover R n−1 . We will demonstrate this with an example.
Example 2.
Consider the case of β = 2 cos 2π 9 ≈ 1.532 of order 9. This has fundamental units β − 1 and β. This gives w 1 = (−0.427, 1.058) and w 2 = (−1.058, 0.631). As a first attempt, we can use the log(L RA ) given by the parallelogram with vertices (0, 0), w 1 , w 1 + w 2 and w 2 . Unfortunately, when we remove the logs, the resulting L RA is very awkward to use, from a computational point of view. (See Figures 3.1(a) and 3.1(b) for this region, and its translates in R n−1 .) Instead, we follow the outline as given above, to find an L RA with edges parallel to the axes.
• We start with the fundamental region F ; see Figure 3 .
2(a).
• We then project this region F to the y-axis to get T (F ); see Figure 3 .
2(b).
• We then translate this projection to get T (F ) = T (F + v), a region on the y-axis, and totally non-positive; see Figure 3 .
2(c).
• We then use the algorithm of Section 2 to fill in the object in R 2 ; see Figure  3 .
2(d).
• The final object, when logarithms are removed, is given in Figure 3. 2(e). 
Tile sets of fixed quasicrystals
In this section we will discuss how one would find the tiles in a cut and project quasicrystal.
Consider a quasicrystal of the form Σ([0, 2 ), . . . , [0, n )). We notice that if z ∈ T , then z = y 2 − y 1 , where y 1 , y 2 ∈ Σ. This then implies that z ∈ Σ((− 2 , 2 ), . . . , (− n , n )). It is a standard integer programming problem to find all z ∈ Σ([− 2 , 2 ], . . . , [− n , n ]) with 0 ≤ z ≤ M for any finite M . See for instance [4, 12] . The values of z corresponding to the boundary points are easy to detect and remove.
At this point, we need to see for which z this is a valid tile. We do this by looking at the conjugates and the associated acceptance windows. y 1 ), σ 3 (y 1 ) ) is contained in a box based on σ 2 (z) and σ 3 (z). Now this difference is not always a tile. In particular, we see that y 2 − y 1 is not a valid tile if there always exists a y 3 with y 2 > y 3 > y 1 . This is equivalent to saying that for all (σ 2 (y 1 ), σ 3 (y 1 )) in the box associated to the tile y 2 − y 1 , we have that (σ 2 (y 1 ), σ 3 (y 1 )) is in a previous box associated to an earlier tile y 3 − y 1 .
We examine the boxes in order of their tile size. What we wish to find is:
• When the boxes eventually cover [0, 1] × [0, 1] and, • For which j the box S j is contained in the union of all previous boxes (i.e., it is an unused tile). This is just the technique from Section 2, and a simple calculation shows that we need only the boxes S 1 , S 2 , S 3 , S 4 , S 5 , S 6 and S 9 as indicated in Table 4 The general case would be done similarly to the example above. To find the valid tiles in Σ ([0, 2 ) , . . . , [0, n )) we compute the first few values in Σ ((− 2 , 2 ) , . . . , (− n , n )) that are greater than 0. (We compute more as necessary, until the algorithm terminates.) After this, we consider a tile, say z ∈ Σ ((− 2 , 2 ) , . . . , (− n , n )), and use it to create a box S that will cover part of
We continue with this process, choosing the tiles in order of size, until such time as the box B is completely covered.
Partitioning the relevant area L RA
In Section 3 we showed how to compute the relevant area L RA . In Section 4 we showed how one could compute the tile set (and hence the tile set size) for a fixed set of acceptance windows Ω j . In this section we show how to partition the L RA into subregions such that in each subregion, the tile set (and hence tile set size) is constant.
To do this we need some notation. Let S i be the boxes in [0, 2 ] × . . . × [0, n ] associated with the tiles t i ∈ T in the quasicrystal Σ ([0, 2 ) , . . . , [0, n )). We need to In Section 3 we found an L RA such that every quasicrystal is equivalent to a quasicrystal using this L RA . We now wish to subdivide this L RA into subregions such that for any (b 2 , . . . , b n ) in one of these subregions we have that Σ ([0, b 2 ) , . . . , [0, b n )) has a constant tile set. To do this, we must determine, for each pair of tiles, when their associated boxes transition from overlapping to non-overlapping. So for the example above, [0, − 0.4] and [0. 4, ] transition from overlapping to non-overlapping when = 0.8. In some cases, boxes will never overlap, so we need not consider these pairs. This check must be done for each direction, and each pair of overlapping boxes. We then take, for each direction, the maximal transition point. This will give us a subregion on which the tile set is constant. For the example above, this would say that for any ∈ [0.8, 1.0] the tile set of Σ([0, )) is the same. Beyond this transition point, we would need to recompute the tile set. We then iterate this process. To do this, consider first the acceptance windows Ω j = [0, j ) upon which we found the tile set. (For the first iteration of this algorithm, this typically has j = 1.) For each direction, we find κ j such that κ j is the maximal value of a transition in this direction. This tells us that for all κ j ≤ b j ≤ j , the tile set on the acceptance window [0,
is a subregion of the L RA that has a fixed tile set. We then check the subregions It should be noted that occasionally a partition is made overly fine. This can occur when the two tiles that transition from overlapping to non-overlapping do not actually change the tile set when doing so. See, for example, Figure 5 .3. It was decided not to check for these cases.
We now have all of the necessary tools to determine the tile set sizes. The results are summarized in Table 7 .1.
Order 11
For the previous orders (k = 7, 9, 15, 16, 20 and 24), we first determined the relevant area L RA . Next we partitioned the L RA into subregions and computed the tile sizes for each of these subregions.
For order 11 this was deemed to be infeasible. If we compare the size of [log( 2 ), log (1)
] with log(L RA ), then we get a rough estimate of the number of subregions that need to be examined. Based on this, it was determined that a complete computation of order 11 would be computationally unattainable.
Based on a random sampling of 1500 subregions, chosen uniformly on log(L RA ), we found tile set sizes for all values between 35 through 64. This is most likely not all of them. For example, for the case when k = 20 we have that the tile set sizes are between 15 and 30, but the tile set sizes that are within the first standard deviation are only 20 to 23. In fact, only 10 examples where the tile set size was 30 were found (out of a possible 29,564 subregions). For this reason, it is unlikely that any random sampling of order 11 will find the extremes in the possible tile set sizes.
From a practial point of view, cut and project quasicrystals of order 11 (or higher degree orders) will probably not be recognizable in nature, as most people would not be able to observe the existence of a pattern with this large a number of tiles, and it would have the appearance of randomness. 
Summary
This paper formalizes, and explains how to automate, the techniques in [11] . The results of all degree 3 and 4 cut and project quasicrystals are summarized in Table  7 .1. These computations were done in C++ with 20, 40, 80 and then 160 digits of accuracy, under which the results remained stable. This was done using the ARPREC package of David Bailey, et al. [2] . After the L RA was partitioned into subregions, each subregion was tested again, using a Maple implementation, to check that the number of tiles stayed the same. So, for each subregion of the L RA , the tile set was computed using both C++ using the ARPREC package, and using code written in Maple. This was done as a means of double checking the solutions. The relative slowness of Maple was balanced in this case by the fact that the calculations were naively parallelizable and could be distributed across multiple computers.
Based upon the comments in Section 6, it is unlikely that these techniques can be useful if used for other 1-dimensional cut and project quasicrystals of higher degree based on closed or half-closed intervals. That being said, it should be possible to use these techniques to study cut and project quasicrystals of higher dimensions, or those based on multiple intervals. I would also like to thank the anonymous (and very patient) referee, who made a number of very useful suggestions that improved the presentation of these results.
