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HAUSDORFF OPERATORS ON SOBOLEV SPACE W k,1
GUOPING ZHAO AND WEICHAO GUO
Abstract. This paper is served as a first contribution regarding the boundedness of Haus-
dorff operators on function spaces with smoothness. The sharp conditions are established
for boundedness of Hausdorff operators on Sobolev spaces W k,1. As applications, some
bounded and unbounded properties of Hardy operator and adjoint Hardy operator on W k,1
are deduced.
1. Introduction and Preliminary
Sobolev spaces is one of the most important function spaces in the fields of Harmonic
analysis and partial differential equations. For an integer k ≥ 0, and 1 ≤ p <∞, the classical
Sobolev space W k,p(Rn) is defined as the space of functions f , with f ∈ Lp(Rn) and all
derivatives, denoted by Dαf , exist in the weak sense and belong to Lp(Rn) for all |α| ≤ k.
The corresponding norm for the function space W k,p :=W k,p(Rn) is defined by
‖f‖W k,p :=
∑
|α|≤k
‖Dαf‖Lp ,
(
D0f = f
)
.
With the norm defined above, W k,p is a Banach space. One can see [18] for a nice description
of the basic definitions and properties about Sobolev spaces.
As we know, in the field of harmonic analysis and PDE, it is quite important to study
whether the regularity of a function (or the initial data) can be persisted through certain
operator, for instance, the boundedness of certain operators on Sobolev spaces. One can see
the celebrated Sobolev embedding theorem in [18], see [1, 13] for the boundedness of Hardy-
Littlewood maximal operator on Sobolev spaces, and see [19] for the study of evolution
equations on Sobolev spaces.
Note that the previous works were mainly concerned with convolution operators, it is of
great interest to consider how the regularity can be transferred through certain operators
of non convolution type. Here, we introduce such a class of operators, named Hausdorff
operators. For a suitable function Φ, one of the corresponding Hausdorff operators HΦ is
defined by
HΦf(x) :=
∫
Rn
Φ(y)f
(
x
|y|
)
dy, (1.1)
where the above integral makes sense for f belongs to some classes of nice functions. Obvi-
ously, HΦ is not a convolution operator, and does not commute with translations.
The study of Hausdorff operators, which originated from some classical summation meth-
ods, has a long history in real and complex analysis. The interested reader can refer to [3] and
[10] for a survey of some historical background and recent developments regarding Hausdorff
operators. Particularly, Hausdorff operator is an interesting operator in harmonic analysis.
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It contains some important operators when Φ is taken suitably, such as Hardy operator, ad-
joint Hardy operator (see [2, 4, 5]), and the Cesa`ro operator [14, 17] in one dimension. The
Hardy-Littlewood-Po´lya operator and the Riemann-Liouville fractional integral can also be
derived from the Hausdorff operator.
In recent years, there is an increasing interest on the the boundedness of Hausdorff op-
erators on function spaces, see for example [6, 8, 11, 12]). However, the boundedness of
Hausdorff operator can be characterized in only few cases. We refer the reader to [7, 20] for
the characterization of the bounded Hausdorff operators on Lebesgue spaces, to [5, 16] for the
characterization of the bounded Hausdorff operators on Hardy spaces H1 and h1, and to [21]
for the characterization of the bounded Hausdorff operators on modulation and Wiener amal-
gam spaces. Until now, there is no result regarding the boundedness of Hausdorff operators
on Sobolev spaces. One of our motivations is to serve as a first contribution for this.
In this paper, we consider theW k,1(k ≥ 1) boundedness of generalized Hausdorff operators
HΦ,A defined by
HΦ,Af(x) :=
∫
Rn
Φ(y)f(A(y)x)dy,
where A := (aij(y))n×n is a matrix depending on the variable y. The operator HΦ,A was first
studied by Mo´ricz [15] and Lerner-Liflyand [9], and it is easy to see that HΦ,A = HΦ when
A(y) = diag{1/|y|, · · · , 1/|y|}.
For x = (x1, x2, · · · , xn) ∈ R
n, |x| :=
(
n∑
i=1
x2i
)1/2
, and for a multi-index α = (α1, α2, · · · , αn)
with αi ∈ N, |α| :=
n∑
i=1
αi. For a matrix B = (bij)m×n, we set the norm by
‖B‖ :=
 m∑
i=1
n∑
j=1
|bij|
2
1/2 .
Note that this norm is equivalent to the operator norm defined by
‖B‖op := sup
x∈Rn,|x|6=0
|Bx|
|x|
.
Denote by detB the determination of the matrix B = (bij)m×n with m = n. Set
A := {A(y)|A(y) = ΛP (y)Q, where detQ, detΛ 6= 0, P (y) ∈ P}},
where
P := {B(y) = (bij(y))n×n|bij(y) ≥ 0 uniformly on suppΦ}.
Write the matrix into the form of column vectors:
A(y) = { ~A1(y), ~A2(y), · · · , ~An(y)}.
Comparing with the convolution operator such as TΦf(x) := (Φ ∗ f)(x) =
∫
Rn
Φ(y)f(x −
y)dy, the translation operator acted on f is now replaced by a dilation operator in HΦ,A
(see also HΦ). Note that the derivation operation commutes with translation, but does not
commute with dilation. Thus, in order to establish a bounded result on Sobolev space for
HΦ,A, the conditions on Φ should be related to the order of smoothness of Sobolev space.
This is one of the main differences between convolution and non convolution operators.
More difficulties come from the lower bound estimates when we establish the necessity
conditions for the Sobolev boundedness of HΦ,A. To be more specific, we have following two
difficulties:
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(1) As mentioned before, the conditions on Φ is related to the smoothness of Sobolev
space, see (1.2). The type of conditions seems to appear when the derivative operation
can be transferred from HΦ,Af to f , see (1.3). However, this is impossible before we
know Φ satisfies the desired conditions.
(2) When dealing with the necessity part, we must choose a suitable f and estimate
‖HΦ,Af‖W k,1 from below by some integral involving Φ. This is not difficult when
k = 0, i.e., the Lebesgue case, in which we can choose a nonnegative f to get the
desired estimates. However, when k ≥ 1, the Sobolev norm ‖HΦ,Af‖W k,1 in fact
contains some integral terms involving Φ and ∂
αf
∂xα for |α| ≤ k. In order to establish
the lower estimates of these terms, ∂
αf
∂xα is expected to be nonzero and nonnegative.
However, a function like this does not belong to any Sobolev space.
Now, we state our main results as follows.
Theorem 1.1. Suppose that the Hausdorff operator HΦ,A satisfyies∫
Rn
|detA(y)|−1
(
1 + ‖A(y)‖k
)
Φ(y)dy <∞ (1.2)
for some integer k ≥ 0. Then, HΦ is bounded on Sobolev space W
k,1. Moreover, if (1.2)
holds, for f ∈W k,1 we have
Dα(HΦ,Af)(x) =
∫
Rn
Φ(y)Dα
(
f(A(y)x)
)
dx
=
∫
Rn
Φ(y) ·
 n∏
j=1
(
n∑
i=1
aij
∂
∂xi
)αj (f)(A(y)x)dy (1.3)
for all multi-index α = {α1, α2, · · · , αn} with |α| ≤ k. Especially,
∇HΦ,Af(x) =
∫
Rn
Φ(y)∇f (A(y)x) ·A(y)dy for f ∈W 1,1, (1.4)
(∂ijHΦ,Af(x))n×n =
∫
Rn
Φ(y)AT (y) · (∂ijf (A(y)x))n×n ·A(y)dy for f ∈W
2,1. (1.5)
Theorem 1.2. Let Φ be a nonnegative function on Rn, and let k ≥ 0 be an integer. Suppose
that A(y) ∈ A with |detA(y)| > η
n∏
j=1
‖ ~Aj(y)‖ uniformly on suppΦ for some η > 0. The
following three statements are equivalent
(1) HΦ,A is bounded on W
k,1(Rn);
(2) HΦ,Af ∈W
k,1 if f ∈W k,1;
(3)
∫
Rn
|detA(y)|−1
(
1 + ‖A(y)‖k
)
Φ(y)dy <∞.
Remark 1.3. The condition |detA(y)| > η
∏n
j=1 ‖~αj(y)‖ in Theorem 1.2 is in fact reflect
the degree of linear independence for the column vector of the normalized matrix of A(y)
(see A˜(y) in the proof of Theorem 1.2), which ensure that an open cone can not be squashed
too much.
Especially, if the matrix A(y) is the diagonal matrix diag{1/|y|, 1/|y|, · · · , 1/|y|}, i.e., we
have following boundedness characterization of HΦ.
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Corollary 1.4. Let Φ be a nonnegative function on Rn, and let k ≥ 0 be an integer. Then
HΦ is bounded on W
k,1(Rn) if and only if∫
Rn
|y|n
(
1 + |y|−k
)
Φ(y)dy <∞. (1.6)
Furthermore, if (1.6) holds, we have
∂αHΦf
∂xα
(x) =
∫
Rn
|y|−|α|Φ(y)
∂αf
∂xα
(
x
|y|
)
dy for f ∈W k,1 (1.7)
for all |α| ≤ k.
Our article is organized as follows. Section 2 is devoted to the proof of Theorem 1.1 and
1.2. As applications, in Section 3 we get some bounded and unbounded properties for Hardy
operator and adjoint Hardy operator.
Throughout this paper, we will adopt the following notations. X . Y denotes the state-
ment that X ≤ CY , with a positive constant C that may depend on n, p, but it might be
different from line to line. The notation X ∼ Y means the statement X . Y . X. We
use X .λ Y to denote X ≤ CλY , meaning that the implied constant Cλ depends on the
parameter λ.
2. Proof of main theorem
This section is devoted to the proofs of Theorem 1.1 and 1.2. We first recall the definition
of weak derivative, which will be used frequently in our proofs.
Definition 2.1. (Weak Derivative) Let Dα = ∂
m
∂xα =
∂α1+α2+···+αn
∂x
α1
1 ∂x
α2
2 ···∂x
αn
n
be a differential mono-
mial, whose total order is m = |α| = α1+α2+ · · ·+αn, where αj ∈ N. Suppose we are given
two locally integrable functions on Rn, f and g. Then we say that Dαf = g (in the weak
sense), if ∫
Rn
f(x)Dαϕ(x)dx = (−1)|α|
∫
Rn
g(x)ϕ(x)dx, for all ϕ ∈ D , (2.1)
where D is the space of indefinitely differential functions with compact support.
Integration by parts shows us that this is indeed the relation that we would expect if f
had continuous partial derivatives up to order |α|, and Dαf = g had the usual meaning. It is
of course not ture that every locally integrable function has partial derivatives in this sense.
However when the partial derivatives exist they are determined almost everywhere by the
defining relation (2.1), see [18].
Proof of Theorem 1.1. By (1.2) , for any multi-index α with |α| ≤ k, f ∈ W k,1 and ϕ ∈ D ,
we have∫
Rn
∫
Rn
|Φ(y)f (A(y)x)Dαϕ(x)|dxdy ≤ ‖Dαϕ‖L∞‖f‖L1
∫
Rn
|det(A(y))|−1Φ(y)dy <∞,
and ∫
Rn
∫
Rn
∣∣∣∣∣∣Φ(y)
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj (f)(A(y)x)ϕ(x)
∣∣∣∣∣∣ dxdy
≤‖ϕ‖L∞‖f‖W k,1
∫
Rn
|det(A(y))|−1‖A(y)‖|α|Φ(y)dy <∞.
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From the above two equalities we deduce that∫
Rn
HΦ,AfD
αϕ(x)dx =
∫
Rn
∫
Rn
Φ(y)f (A(y)x) dyDαϕ(x)dx
=
∫
Rn
Φ(y)
∫
Rn
f (A(y)x)Dαϕ(x)dxdy
= (−1)|α|
∫
Rn
Φ(y)
∫
Rn
Dα(f(A(y)x))ϕ(x)dxdy
= (−1)|α|
∫
Rn
Φ(y)
∫
Rn
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj (f)(A(y)x)ϕ(x)dxdy
= (−1)|α|
∫
Rn
∫
Rn
Φ(y)
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj (f)(A(y)x)dyϕ(x)dx,
(2.2)
where we use the Fubini theorem in the second and last equalities. This yields that
Dα(HΦ,Af)(x) =
∫
Rn
Φ(y)
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj (f)(A(y)x)dy (2.3)
in the weak sense. Note that (2.3) is valid for all multi-index α with |α| ≤ k, we conclude
that
‖HΦ,Af‖W k,1 =
∑
|α|≤k
‖Dα(HΦ,Af)‖L1
=
∑
|α|≤k
∥∥∥∥∥∥
∫
Rn
Φ(y)
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj (f)(A(y)·)dy
∥∥∥∥∥∥
L1
≤
∑
|α|≤k
∫
Rn
Φ(y)
∥∥∥∥∥∥
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj (f)(A(y)·)
∥∥∥∥∥∥
L1
dy
≤
∑
|α|≤k
∫
Rn
Φ(y)|detA(y)|−1
∥∥∥∥∥∥
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj f
∥∥∥∥∥∥
L1
dy
≤
∫
Rn
Φ(y)|detA(y)|−1
∑
|α|≤k
 n∏
j=1
(
n∑
i=1
aij(y)
)αj dy‖f‖W k,1
.
∫
Rn
|detA(y)|−1
(
1 + ‖A(y)‖k
)
Φ(y)dy‖f‖W k,1.

In order to give the proof of Theorem 1.2, we first give some basic properties of Gaussian
function. In fact, we will use Gaussian function to construct some useful functions with
nonnegative derivatives on our desired domain of Rn.
Lemma 2.2 (Derivatives of Gaussian function). Let g(t) = e−t
2
for t ∈ R, g(m) be the m-th
derivative of g. Then
6 GUOPING ZHAO AND WEICHAO GUO
(1) g(m)(t) = Pm(t)g(t) where Pm(t) is a m-order polynomial with respect to the variable
t;
(2) the sign of the highest order term of Pm is equal to (−1)
m.
Proof. Denote by Q(m) the conclusion of this lemma. Since g′(t) = −2te−t
2
, Q(1) is correct.
Next, we assume Q(l − 1) holds. Write Pl−1(t) by
Pl−1(t) = (−1)
l−1Al−1t
l−1 +Al−2t
l−2 + · · · +A0, (2.4)
where Al−1 > 0, Aj ∈ R for j = 0, 1, · · · , l − 2. Then by derivative formula of multiplication
we can calculate g(l) by
g(l)(t) =
(
g(l−1)(t)
)′
=
(
P(l−1)(t)g(t)
)′
=
(
P(l−1)(t)
)′
g(t) + P(l−1) (g(t))
′
=[(−1)l−1Al−1(l − 1)t
l−2 + (l − 2)Al−2t
l−3 + · · · +A1]g(t)
+ [(−1)l−1Al−1t
l−1 +Al−2t
l−2 + · · ·+A0](−2t)g(t)
=[(−1)l2Al−1t
l + (−2Al−2)t
l−1 + · · ·+A1]g(t).
Thus, Pl(t) = (−1)
l2Al−1t
l+(−2Al−2)t
l−1+ · · ·+A1 is a l-order polynomial and the leading
term is (−1)l2Al−1t
l. Noticing that Al−1 is positive, we have the sign of the leading coefficient
of Pl is (−1)
l.
By the mathematical induction, Q(m) holds for all m ∈ N. 
Proof of Theorem 1.2. Note that (3) =⇒ (1) follows by Theorem 1.1, and (1) =⇒ (2) is
trivial, we only need to give the proof of (2) =⇒ (3). First, we give a reduction for the matrix
A. Write A(y) = ΛP (y)Q, where det Λ, detQ 6= 0, P (y) ∈ P. For any f ∈ W k,1(Rn), let
F (x) := f(Λ−1x), then f(x) = F (Λx). Using this notation, we write
HΦ,P (f)(x) =
∫
Rn
Φ(x)f(P (y)x)dy
=
∫
Rn
Φ(x)F (ΛP (y)QQ−1x)dy
=
∫
Rn
Φ(x)F (A(y)Q−1x)dy = HΦ,A(F )(Q
−1x).
Thus,
‖HΦ,Pf(·)‖W k,1 = ‖HΦ,A(F )(Q
−1·)‖W k,1 ∼ ‖HΦ,A(F )(·)‖W k,1 ,
This and the following relation
‖f(·)‖W k,1 = ‖F (Λ·)‖W k,1 ∼ ‖F‖W k,1
yield that the conclusion (2) is valid for HΦ,P if it is valid for HΦ,A. Without loss of generality,
we assume A ∈ P, and HΦ,A satisfies (2) in the remainder of this proof.
The proof of k = 0 is trivial, we assume k ≥ 1. By the definition of W k,1, we have
W k,1 ⊂ L1. Take f to be a nonzero Schwartz function with nonnegative value, then f ∈W k,1,
and HΦ,Af ∈W
k,1 ⊂ L1. Recall that A(y) is invertible and Φ ≥ 0. The Tonelli theorem and
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variable substitution yield that
‖HΦ,Af‖L1 =
∫
Rn
∫
Rn
Φ(y)f (A(y)x) dydx
=
∫
Rn
Φ(y)
∫
Rn
f (A(y)x) dxdy
= ‖f‖L1
∫
Rn
|detA(y)|−1 Φ(y)dy <∞.
From this we have ∫
Rn
|detA(y)|−1 Φ(y)dy <∞. (2.5)
We get the first condition of Φ. Next, we proceed to seeking the information of Φ from
smoothness.
Step 1: first order derivative.
It follows from the the assumption (2) that HΦ,Af ∈ W
k,1 for any fixed f ∈ W k,1. By the
definition of W k,1, the weak derivative of HΦ,Af exists and belongs to L
1. Moreover, for
every ϕ ∈ D ,∫
Rn
∂HΦ,Af
∂xj
(x)ϕ(x)dx = −
∫
Rn
HΦ,Af(x)
∂ϕ
∂xj
(x)dx = −
∫
Rn
∫
Rn
Φ(y)f (A(y)x) dy
∂ϕ
∂xj
(x)dx,
(2.6)
for 1 ≤ j ≤ n. Combing (2.5) with the fact that ϕ ∈ D and f ∈ L1k ⊂ L
1, we have∫
Rn
∫
Rn
∣∣∣∣Φ(y)f (A(y)x) ∂ϕ∂xj (x)
∣∣∣∣ dxdy ≤∥∥∥∥ ∂ϕ∂xj
∥∥∥∥
L∞
∫
Rn
|Φ(y)|
∫
Rn
|f (A(y)x)| dxdy
=
∥∥∥∥ ∂ϕ∂xj
∥∥∥∥
L∞
∫
Rn
|detA(y)|−1 Φ(y)dy · ‖f‖L1 <∞.
Hence, we can use the Fubini theorem in (2.6) to deduce that∫
Rn
∂HΦ,Af
∂xj
(x)ϕ(x)dx = −
∫
Rn
Φ(y)
∫
Rn
f (A(y)x)
∂ϕ
∂xj
(x)dxdy
=
∫
Rn
Φ(y)
∫
Rn
ϕ(x) ·
n∑
i=1
aij(y)
∂f
∂xi
(A(y)x) dxdy,
(2.7)
for 1 ≤ j ≤ n, where in the last inequality we use the definition of weak derivative again.
Set g(t) := e−t
2
, t ∈ R and G1(x) := −
n∏
l=1
g(xl + 1/2), where xl is the l-th component of
x = (x1, x2, · · · , xn) ∈ R
n. Note that G1 is a Schwartz function, and belongs to W
k,1. By a
direction calculation, we obtain
∂G1
∂xj
(x) = 2
(
xj +
1
2
) n∏
l=1
g
(
xl +
1
2
)
≥ e−2|x|
2−n
2 > 0, x ∈ Ω := (0,∞)n. (2.8)
Denote Ωr := (0,∞)
n ∩B(0, r), where B(0, r) is the ball with radius r centered at the origin.
Especially, B(0, 1) is the unit ball centered at origin. Denote by Sn−1 the sphere of B(0, 1).
Set
A˜(y) :=
{
~A1
n‖ ~A1‖
,
~A2
n‖ ~A2‖
, · · · ,
~An
n‖ ~An‖
}
.
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A direct computation yields that ‖A˜(y)‖op ≤ ‖A˜(y)‖ ≤ 1. This implies that A˜(y)Ω1 ⊂ Ω1.
Set
Ω˜1 := {x ∈ Ω1, there exists λ > 0 such that λx ∈ A˜(y)Ω1}.
We have A(y)Ω = A˜(y)Ω ⊂ Ω. Recall that |detA(y)| > η · ‖ ~A1‖‖ ~A2‖ · · · ‖ ~An‖ uniformly for
y ∈ suppΦ, we have |det A˜(y)| > Cη(= η/n
n) uniformly for y ∈ suppΦ. Hence,
|A˜(y)Ω1| =
∫
Rn
χΩ1(A˜(y)
−1x)dx = |det A˜(y)|
∫
Rn
χΩ1(x)dx = |det A˜(y)| · |Ω1| > Cη.
This and the fact A˜(y)Ω1 ⊂ Ω˜1 = A(y)Ω ∩B1 imply that
|A(y)Ω ∩B1| = |Ω˜1| ≥ |A˜(y)Ω1| > Cη.
By using the spherical coordinates, we write
|Ω˜1| =
∫ 1
0
σ(Ω˜1 ∩ S
n−1)rn−1dr =
σ(Ω˜1 ∩ S
n−1)
n
.
This and the fact A(y)Ω ∩ Sn−1 = Ω˜1 ∩ S
n−1 imply that
σ(A(y)Ω ∩ Sn−1) = σ(Ω˜1 ∩ S
n−1) > Cη. (2.9)
Take {ϕℓ}
∞
ℓ=1 to be sequence of nonnegative C
∞
c functions supported in Ω, satisfying 0 ≤
ϕi ≤ ϕℓ ≤ 1 if i < ℓ for all i, ℓ ∈ Z
+, and lim
ℓ→∞
ϕℓ = χΩ.
It follows by (2.7), (2.8), (2.9) and the Lebesgue’s monotone convergence theorem that for
1 ≤ j ≤ n,
lim
l→∞
∫
Rn
∂HΦ,AG1
∂xj
(x)ϕl(x)dx
= lim
l→∞
∫
Rn
Φ(y)
∫
Rn
ϕl(x) ·
n∑
i=1
aij(y)
∂G1
∂xi
(A(y)x) dxdy
=
∫
Rn
Φ(y)
∫
Ω
n∑
i=1
aij(y)
∂G1
∂xi
(A(y)x) dxdy
=
∫
Rn
Φ(y) |detA(y)|−1
∫
A(y)Ω
n∑
i=1
aij(y)
∂G1
∂xi
(x)dxdy
≥
∫
Rn
Φ(y) |detA(y)|−1
∫
A(y)Ω
n∑
i=1
aij(y)2e
−2|x|2−n
2 dxdy
∼
∫
Rn
Φ(y) |detA(y)|−1
n∑
i=1
aij(y)
∫ ∞
0
e−2r
2
rn−1σ(A(y)Ω ∩ Sn−1)drdy
&
∫
Rn
Φ(y) |detA(y)|−1
n∑
i=1
aij(y)dy.
(2.10)
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By the fact HΦ,AG1 ∈W
k,1, we further obtain that for 1 ≤ j ≤ n,∫
Rn
Φ(y) |detA(y)|−1
n∑
i=1
aij(y)dy . lim
l→∞
∫
Rn
∂HΦ,AG1
∂xj
(x)ϕl(x)dx
. lim
l→∞
∥∥∥∥∂HΦ,AG1∂xj
∥∥∥∥
L1
· ‖ϕl‖L∞
. lim
l→∞
‖HΦ,AG1‖W k,1 · ‖ϕl‖L∞ .
This implies that∫
Rn
Φ(y) |detA(y)|−1 (1 + ‖A(y)‖) dy .
n∑
j=1
∫
Rn
Φ(y) |detA(y)|−1
n∑
i=1
aij(y)dy . 1. (2.11)
Moreover, by Theorem 1.1, we have the following expression of weak derivative:
∂HΦ,Af
∂xj
(x) =
∫
Rn
Φ(y) ·
n∑
i=1
aij(y)
∂f
∂xi
(A(y)x) dy, (j = 1, 2, · · · , n).
Step 2: high order derivative with k ≥ 2.
Let 2 ≤ m ≤ k be an integer. For a multi-index α with |α| = m, there exist s ∈ {1, 2, · · · , n}
and a multi-index β such that
|β| = m− 1, βs = αs − 1, βi = αi, (i 6= s), i.e. D
α = Dβ ·
∂
∂xs
.
Assume by induction that∫
Rn
Φ(y) |detA(y)|−1
(
1 + ‖A(y)‖m−1
)
dy <∞, (2.12)
and
Dβ(HΦ,Af)(x) =
∫
Rn
Φ(y)Dβ(f(A(y)x))dx
=
∫
Rn
Φ(y) ·
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)βj (f)(A(y)x)dy. (2.13)
By the definition of weak derivative and (2.13), for ϕ ∈ D and f ∈Wk,1, we have∫
Rn
Dα(HΦ,Af)(x)ϕ(x)dx = (−1)
m
∫
Rn
HΦ,Af ·D
β ∂ϕ
∂xs
(x)dx
=−
∫
Rn
Dβ(HΦ,Af)(x)
∂ϕ
∂xs
(x)dx
=−
∫
Rn
∫
Rn
Φ(y)
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)βj (f)(A(y)x)dy ∂ϕ
∂xs
(x)dx.
(2.14)
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It follows by the induction that∥∥∥∥∥∥Φ(y)
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)βj (f)(A(y)x) ∂ϕ
∂xs
(x)
∥∥∥∥∥∥
L1(Rn×Rn)
.
∥∥∥∥ ∂ϕ∂xs
∥∥∥∥
L∞
∫
Rn
Φ(y)
 n∏
j=1
(
n∑
i=1
aij(y)
)βj ∑
|γ|=m−1
‖Dγ(f)(A(y)x)‖L1dy
.
∫
Rn
Φ(y)‖A(y)‖m−1
∑
|γ|=m−1
‖Dγ(f)(A(y)x)‖L1dy
.
∫
Rn
Φ(y)|detA(y)|−1‖A(y)‖m−1dy <∞.
(2.15)
Applying Fubini theorem to (2.14), we obtain that∫
Rn
Dα(HΦ,Af)(x)ϕ(x)dx
=−
∫
Rn
Φ(y)
∫
Rn
 n∏
j=1
(
n∑
i=1
ai,j(y)
∂
∂xi
)βj (f)(A(y)x) ∂ϕ
∂xs
(x)dxdy
=
∫
Rn
Φ(y)
∫
Rn

(
n∑
ℓ=1
aℓs
∂
∂xℓ
)
·
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)βj
 (f)(A(y)x)ϕ(x)dxdy,
=
∫
Rn
Φ(y)
∫
Rn
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj (f)(A(y)x)ϕ(x)dxdy,
(2.16)
where in the last equality we use the definition of weak derivative and the fact that f ∈W k,1.
Set
Gm(x) = (−1)
m
n∏
l=1
g(xl + am).
Using Lemma 2.2, for Gaussian function g we have g(l)(t) = Pl(t)g(t), where Pl(t) is a l-
order polynomial of t. Denote am the biggest one of all the positive roots of (−1)
iPi − 1(i =
1, 2, · · · ,m) if exists, else am = 0. Then Lemma 2.2 yields that for multi-index γ with |γ| = m,
DγGm(x) = (−1)
m
n∏
l=1
P|γl|(xl + am)g(xl + am) =
n∏
l=1
(−1)|γl|P|γl|(xl + am)g(xl + am),
where the sign of the leading term of (−1)|γl|P|γl| is positive. By the choice of am, for every
multi-index γ with |γ| = m, we have
(−1)|γl|P|γl|(xl + am) ≥ 1, for x ∈ Ω := (0,∞)
n,
and
DγGm(x) ≥
n∏
l=1
g(xl + am), for x ∈ Ω := (0,∞)
n.
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This implies that for x ∈ Ω, n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj (Gm)(x) ≥
 n∏
j=1
(
n∑
i=1
aij(y)
)αj n∏
l=1
g(xl + am) > 0. (2.17)
From this, (2.16) and the Lebesgue monotone convergence theorem, we have
lim
l→∞
∫
Rn
Dα(HΦ,AGm)(x)ϕl(x)dx
= lim
l→∞
∫
Rn
Φ(y)
∫
Rn
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj (Gm)(A(y)x)ϕl(x)dxdy
=
∫
Rn
Φ(y)
∫
Ω
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj (Gm)(A(y)x)dxdy
=
∫
Rn
Φ(y) · |detA(y)|−1
∫
A(y)Ω
 n∏
j=1
(
n∑
i=1
aij(y)
∂
∂xi
)αj (Gm)(x)dxdy,
where {ϕl}
∞
l=1 is a sequence of functions as in the Step 1. Next, by (2.17), we further obtain
that
lim
l→∞
∫
Rn
Dα(HΦ,AGm)(x)ϕl(x)dx
≥
∫
Rn
Φ(y) · |detA(y)|−1
∫
A(y)Ω
 n∏
j=1
(
n∑
i=1
aij(y)
)αj n∏
l=1
g(xl + am)dxdy
≥
∫
Rn
Φ(y) · |detA(y)|−1
 n∏
j=1
(
n∑
i=1
aij(y)
)αj dy inf
y∈Rn
∫
A(y)Ω
n∏
l=1
g(xl + am)dx.
Observe that
g(xl + am) = e
−|xl+am|
2
≥ e−2(|xl|
2+|am|2) = e−2|am|
2
e−2|xl|
2
.
Recall the following fact proved in Step 1
σ
(
(A(y)Ω) ∩ Sn−1
)
> Cη, y ∈ R
n.
We obtain that for every y ∈ Rn,∫
A(y)Ω
n∏
l=1
g(xl + am)dx ≥
∫
A(y)Ω
n∏
l=1
e−2|am|
2
e−2|xl|
2
dx
=e−2n|am|
2
∫
A(y)Ω
n∏
l=1
e−2|xl|
2
dx
=e−2n|am|
2
∫
A(y)Ω
e−2|x|
2
dx
=e−2n|am|
2
∫ ∞
0
e−2r
2
rn−1σ
(
(A(y)Ω) ∩ Sn−1
)
dr & 1.
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Combining with the above estimates, we obtain
lim
l→∞
∫
Rn
Dα(HΦ,AGm)(x)ϕl(x)dx &
∫
Rn
Φ(y) · |detA(y)|−1
 n∏
j=1
(
n∑
i=1
aij(y)
)αjdy.
Hence, combing with the fact HΦ,AGm ∈W
k,1, we have∫
Rn
Φ(y) · |detA(y)|−1
 n∏
j=1
(
n∑
i=1
aij(y)
)αj dy
. lim
l→∞
∫
Rn
|Dα(HΦ,AGm)(x)| · |ϕl(x)|dx
. lim
l→∞
‖Dα(HΦ,AGm)(x)‖L1 · ‖ϕl(x)‖L∞ . ‖HΦ,AGm‖W k,1 .
Note that the above inequality is valid for all α with |α| = m. We obtain that∫
Rn
Φ(y) · |detA(y)|−1(1 + ‖A‖m))dy
.
∑
|α|=m
∫
Rn
Φ(y) · |detA(y)|−1
 n∏
j=1
(
n∑
i=1
aij(y)
)αjdy . 1.
By induction, the conclusion is valid for all m with 2 ≤ m ≤ k. This completes our proof. 
3. Applications
As we mentioned before, Hausdorff operators can be regarded as the generalization of some
classical operators, such as Hardy operator H and its adjoint operator H∗. Thus, by choosing
special Φ, we can obtain the bounded and unbounded properties for special operator. In one
dimension, we take Ψ(t) =
χ(1,∞)(t)
t2 and Ψ
∗(t) =
χ(0,1)(t)
t , we have
HΨf(x) = Hf(x) =
1
x
∫ x
0
f(t)dt
and
HΨ∗f(x) = H
∗f(x) =
∫ ∞
x
f(t)
t
dt
respectively.
Proposition 3.1. Hardy operator H is not bounded on W k,1(R) for all k ≥ 0. The adjoint
operator of Hardy operator H∗ is bounded on on L1(R), but not bounded on W k,1(R) with
k ∈ Z+.
Proof. For the boundedness of Hardy operator on Sobolev spaces, by Corollary 1.4, we only
need to check whether (1.6) holds for Ψ. A direct computation yields that∫
R
Ψ(t) · |t|(1 + |t|−k)dt =
∫
R
χ(1,∞)(t)
t2
· |t|(1 + |t|−k)dt ≥
∫ +∞
1
1
t
dt = +∞. (3.1)
Thus, Hardy operator is not bounded on W k,1(R).
To verify the boundedness of the adjoint operator of Hardy operator, we need to check
(1.6) for Ψ∗. More precisely, we have∫
R
Ψ∗(t) · |t|dt =
∫
R
χ(0,1)(t)
t
· |t|dt = 1 (3.2)
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and when k is a positive integer∫
R
Ψ∗(t) · |t|(1 + |t|−k)dt =
∫
R
χ(0,1)(t)
t
· |t|(1 + |t|−k)dt ≥
∫ 1
0
t−kdt = +∞. (3.3)
The desired conclusion follows by using Corollary 1.4. 
Remark 3.2. A classical result shows that Hardy-Littlewood maximal operator is not
bounded on L1. However, the boundedness of first derivative of Hardy-Littlewood maxi-
mal operator is proved to be true at certain endpoint spaces (see [1]). Like the maximal
operator, Hardy operator is not bounded on L1, however, one can verify its boundedness on
BV (R).
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