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Abstract
The principal support vector machines method (Li et al., 2011) is a powerful tool
for sufficient dimension reduction that replaces original predictors with their low-
dimensional linear combinations without loss of information. However, the compu-
tational burden of the principal support vector machines method constrains its use for
massive data. To address this issue, we in this paper propose two distributed estimation
algorithms for fast implementation when the sample size is large. Both the two dis-
tributed sufficient dimension reduction estimators enjoy the same statistical efficiency
as merging all the data together, which provides rigorous statistical guarantees for their
application to large scale datasets. The two distributed algorithms are further adapt
to prisncipal weighted support vector machines (Shin et al., 2016) for sufficient di-
mension reduction in binary classification. The statistical accuracy and computational
complexity of our proposed methods are examined through comprehensive simulation
studies and a real data application with more than 600000 samples.
Key Words: Distributed estimation; Principal support vector machine; Sliced inverse
regression; Sufficient dimension reduction
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1 Introduction
For regression or classification problems with a univariate response variable Y and a p × 1
random vector X, sufficient dimension reduction (Li, 1991; Cook, 1998; Li, 2018) is concerned
with the scenarios where the distribution of Y given X depends on X only through a set of
linear combinations of X. That is, there exists a p× d matrix β with d ≤ p, such that
Y X | βTX,
where stands for independence. The column space spanned by β is called the dimension
reduction subspace. Under mild conditions (Yin, Li & Cook, 2008), the intersection of all
such dimension reduction subspaces is itself a dimension reduction subspace and is called the
central subspace. We denote the central subspace as SY |X and its dimension d = dim(SY |X)
is called the structural dimension.
During past decades, a bunch of promising tools has been proposed for recovering SY |X
from inverse regression, forward regression and semiparametric regression perspectives. As
pioneered by sliced inverse regression (Li, 1991), a series of inverse regression type methods
were developed, which include sliced average variance estimation (Cook & Weisberg, 1991),
Contour regression(Li et al., 2005), directional regression (Li & Wang, 2007), the inverse
third moment method (Yin, 2003), the central kth moment method (Yin & Cook, 2002)
and many others. The forward regression type methods utilized multi-index model to study
SY |X , see Xia et al. (2002) and Xia (2007). Ma & Zhu (2012) and Ma & Zhu (2013) adopt
semiparametric techniques to estimate SY |X through solving estimating equations.
A new trend in sufficient dimension reduction is to borrow the strengths from powerful
machine learning methods. The representative work is the principal support vector machines
proposed by Li et al. (2011), which establishes a firm connection between sufficient dimen-
sion reduction methods and the popular machine learning technique, support vector machine
(Vapnik, 1998). This combination inspires some further developments in sufficient dimen-
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sion reduction, such as the principal weighted support vector machines (Shin et al., 2016),
the principal Lq support vector machine (Artemiou & Dong, 2016), the principal minimax
support vector machine (Zhou & Zhu, 2016), the penalized principal logistic regression (Shin
& Artemiou, 2016).
However, principal support vector machine can be very time consuming when one gen-
eralizes its use to nowadays massive datasets, because the core of support vector machine
itself is a quadratic programming problem and the computational complexity is about O(n3)
where n is the sample size. In addition, large datasets are often stored across different lo-
cal machines because of the data collection schemes and then data integration is extremely
difficult due to communication cost, data privacy, and other security concerns.
To address this challenging issue, we in this paper propose two distributed estimation
algorithms for principal support vector machines to facilitate its implementation with big
data. For the distributed algorithms, we partition the n data observations into k subsets
with equal size m = n/k. The naive distributed algorithm performs principal support vector
machines on each subset and then combines all the k estimators suitably into an aggregated
estimator. When m → ∞ in the sense that n = o(m2), the aggregated estimator is proven
to be root-n consistent and the resulting asymptotic variance is the same as that of the
original principal support vector machines, which means that the naive divide-and-conquer
approach for sufficient dimension reduction enjoys the same statistical efficiency as merging
all the data together. This simple yet effective divide-and-conquer approach has also been
advocated in many other statistical applications (Fan et al. , 2017; Lian et al., 2017; Battey
et al. , 2018).
The naive distributed algorithm has its own limitation as it requires a relatively large m
with n = o(m2). However, some modern large-scale datasets are distributed in many local
machines that can collect or store a limited amount of data. Motivated by the distributed
quantile regression under such memory constraint (Chen et al., 2018), we further proposed
a refined distributed estimator of SY |X based on an initial root-m consistent estimator on a
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(a) Accuracy comparison with machine num-
ber k = 500
(b) Runtime comparison with machine num-
ber k = 500
Figure 1: Average estimation errors and running times across three different methods
randomly selected data subset. The refined distributed estimator is also as efficient if all data
were simultaneously used to compute the estimator without the assumption m/n1/2 → ∞,
which provides statistical guarantees for the application of the refined distributed principal
support vector machines to large scale datasets.
The principal support vector machine may fail to work for a binary response when d ≥ 2,
as it can only identify one direction in SY |X . To address this issue, Shin et al. (2016)
proposed principal weighted support vector machines for sufficient dimension reduction in
binary classification. And the naive and refined distributed algorithms we proposed are
readily applicable to principal weighted support vector machines.
We investigate the performance of our proposals by simulations and a Boeing 737 data
analysis. As an illustration, we show in Figure 1 the accuracy in the estimation of the central
subspace and the running time for the original method and the two distributed algorithms
based on simulated Model I with p = 10 and k = 500. It is obvious that the refined
distributed algorithm runs much faster than the original principal support vector machines
method while retaining high accuracy for estimating SY |X . For the Boeing 737 track record
data during the landing process with the sample size greater than 600000, the implementation
of the original principal support vector machines will take more than 25 hours on our personal
computer. In comparison, the naive and refined distributed algorithms will only need 0.21
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and 3.54 seconds to produce a rather satisfied sufficient dimension reduction estimator which
is very close to the original estimator involving intensive computations.
2 Principal support vector machines revisited
Following the common practice in the literature of sufficient dimension reduction, we par-
tition the sample space of Y into R non-overlapping slices. And let {q1, . . . , qR−1} be the
dividing points and Y˜ (`) = I(Y > q`) − I(Y ≤ q`), where ` = 1, . . . , R − 1. The following
objective function was proposed by Li et al. (2011) for linear sufficient dimension reduction
L(ψ`, t`) = ψ
T
` Σψ` + λE[1− Y˜ (`){ψT` (X − µ)− t`}]+, (1)
where µ = EX and Σ = E(X − µ)(X − µ)T . Let θ0,` = (ψT0,`, t0,`)T be the minimizer of (1)
among all (ψ
T
` , t`)
T ∈ Rp+1. Assuming that E(X|βTX) is linear in X, Li et al. (2011) further
proved that ψ0,` ∈ SY |X for ` = 1, . . . , R − 1. The population level candidate matrix of the
linear principal support vector machines is then constructed as
M0 =
R−1∑
`=1
ψ0,`ψ
T
0,`. (2)
The top d eigenvectors V0 = (ν1, . . . , νk) of M0 provide a basis of the central subspace SY |X .
Given a random sample {(Xi, Yi), i = 1, . . . , n} from (X, Y ), we can estimate µ and Σ
through µˆ = En(X) and Σˆ = En{(X − µˆ)(X − µˆ)T}, where En(·) indicates the sample
average n−1
∑n
i=1(·). Then the sample version of (1) is
Lˆ(ψ`, t`) = ψ
T
` Σˆψ` + λEn{1− Y˜ (`)[ψT` (X − µˆ)− t`]}+. (3)
Denote θˆn,` = (ψˆ
T
n,`, tˆn,`)
T
as the corresponding minimizer. Then the sample level candidate
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matrix is
M̂n =
R−1∑
`=1
ψˆn,`ψˆ
T
n,`. (4)
And the first d eigenvectors of M̂ , denoted by V̂n = (νˆ1, . . . , νˆk), forms an estimate of the
central subspace SY |X .
We begin with some notations to present the asymptotic results of the principal support
vector machines. Let X˜ = (XT − µT,−1)T, Z(`) = (XT, Y˜ (`))T. Denote D by the d × d
diagonal matrix with its diagonal elements being the nonzero eigenvalues of M0. Let Γ be
the p × d matrix whose columns are the eigenvectors of M0 corresponding to the nonzero
eigenvalues. We define
Dθ0,`(Z
(`)) = (2ψT0,`Σ, 0)
T/λ− {X˜Y˜ (`)I(1− θT0,`X˜Y˜ (`) > 0)},
Hθ0,` = 2diag(Σ, 0)/λ+
∑
y˜=1,−1
P (Y˜ (`) = y˜)fψT0,`X|Y˜ (`)(t` + y˜|y˜)E(X˜X˜
T|ψT0,`X = t` + y˜),
where diag(Σ, 0) denotes the (p + 1) × (p + 1) block-diagonal matrix whose block-diagonal
elements are Σ and 0, and fψT0,`X|Y˜ (`) is the conditional density function of ψ
T
0,`X given Y˜
(`).
In addition, let Sθ0,`(Z
(`)) = −H−1θ0,`Dθ0,`(Z(`)) and Λrt = E{Sθ0,r(Z(r))STθ0,t(Z(t))}. Li et al.
(2011) established the asymptotic property of principal support vector machines as follows.
Theorem 1. Assume the regularity conditions 1-5 listed in the Appendix, then
n1/2vec(M̂n −M0)→ N(0p2 ,ΣM),
n1/2vec(V̂n − V0)→ N(0pd,ΣV ),
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in distribution, where
ΣM =(Ip2 +Kp,p)
R−1∑
r=1
R−1∑
t=1
(ψ0,rψ
T
0,t ⊗ Λrt)(Ip2 +Kp,p),
ΣV =(D
−1ΓT ⊗ Ip)ΣM(ΓD−1 ⊗ Ip),
and Kp,p ∈ Rp2×p2 denotes the communication matrix satisfying Kp,pvec(A) = vec(AT) for a
matrix A ∈ Rp×p.
However, asR−1 support vector machines are involved in the above estimation procedure,
the principal support vector machine is very computational intensive when n is large. We in
the next propose two distributed algorithms for fast computation while enjoying the same
asymptotic property.
3 Naive distributed estimation
To design the naive distributed algorithm of principal support vector machines, we randomly
and evenly partitions the data sample D = {(X1, Y1), . . . , (Xn, Yn)} into k disjoint subsets
D1, . . . ,Dk, such that D = ∪kj=1Dj and Di ∪ Dj = ∅ for 1 ≤ i 6= j ≤ k. Without loss of
generality, assume that n can be divided evenly and hence m = n/k. Let Ij ⊂ {1, . . . , n} be
the index set corresponding to Dj. Then for each batch of data Dj, we can estimate µ and
Σ as µˆj = m
−1∑
i∈Ij Xi and Σˆj = m
−1∑
i∈Ij(Xi − µˆj)(Xi − µˆj)T. In addition, the sample
version of the objective function (1) based on the jth batch of data Dj becomes
Lˆj(ψ`, t`) = ψ
T
` Σˆjψ` + λm
−1∑
i∈Ij
[1− Y˜ (`)i {ψT` (Xi − µˆj)− t`}]+.
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Let θˆj,` = (ψˆ
T
j,`, tˆj,`)
T
be the corresponding minimizer on Dj. The resulting sample level
candidate matrix constructed based on Dj is then
M̂j =
R−1∑
`=1
ψˆj,`ψˆ
T
j,`. (5)
Finally, the aggregated estimator is defined by
M˜ =
k∑
j=1
M̂j/k. (6)
And then the leading d eigenvectors of M˜ , denoted by V˜ = (ν˜1, . . . , ν˜d), are the naive
distributed estimators of the central subspace SY |X . And the asymptotic property is given
below.
Theorem 2. In addition to the regularity conditions 1-6 listed in the Appendix, assume that
m→∞ and k →∞ such that n = o(m2γ) where 1/2 < γ ≤ 1 is a positive constant specified
in condition 6 in the Appendix. Then we have
n1/2vec(M˜ −M0)→ N(0p2 ,ΣM),
n1/2vec(V˜ − V0)→ N(0pd,ΣV ),
in distribution.
The naive distributed algorithm of principal support vector machines requires n = o(m2)
to achieve the same asymptotic efficiency as the original method. In other words, the naive
distributed estimator may not work well when the batch size m is relative small compared to
the number of batches k. In the next section, we will propose a refined distributed algorithm
which does not need such a stringent condition.
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4 Refined distributed estimation
Inspired by the smoothing technique introduced in Chen et al. (2018) and Wang et al. (2019)
, we consider a smooth version of (3) instead, that is
Lˆ(ψ`, t`) = ψ
T
` Σˆψ` + λn
−1
n∑
i=1
Kh[1− Y˜ (`)i {ψT` (Xi − µˆ)− t`}]. (7)
Here the hinge loss function u+ = max(u, 0) is approximated by the smooth function Kh(u) =
uH(u/h) as the bandwidth h tends to zero and H(u) is a smooth and differentiable function
satisfying H(u) = 1 when u ≥ 1 and H(u) = 0 when u ≤ −1. Moreover, in this paper we
assume that H holds C−Lipschitznss for some constant C. Let Xˆi = (XTi − µˆT,−1)T and
g(Xˆi, Y˜
(`)
i , θ`) = 1− Y˜ (`)i θT` Xˆi. Then the optimal θ` = (ψT` , t`)T that minimizes (7) should be
the solution of the following equations:
λn−1
n∑
i=1
XˆiY˜
(`)
i [H{g(Xˆi, Y˜ (`)i , θ`)/h}+ {g(Xˆi, Y˜ (`)i , θ`)/h}H ′{g(Xˆi, Y˜ (`)i , θ`)/h}] = 2diag(Σˆ, 0)θ`
After some rearrangements, we have
θ` =
[
λn−1
n∑
i=1
XˆiXˆ
T
i H
′{g(Xˆi, Y˜ (`)i , θ`)/h}/h+ 2diag(Σˆ, 0)
]−1
[
λn−1
n∑
i=1
XˆiY˜
(`)
i {H{g(Xˆi, Y˜ (`)i , θ`)/h}+H ′{g(Xˆi, Y˜ (`)i , θ`)/h}/h}
]
. (8)
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Given a good initial value θˆ(0),` = (ψˆ
T
(0),`, tˆ(0),`)
T, we can adopt (8) to update θ` as follows:
θˆ(1),` =
[
λn−1
n∑
i=1
XˆiXˆ
T
i H
′{g(Xˆi, Y˜ (`)i , θˆ(0),`)/h}/h+ 2diag(Σˆ, 0)
]−1
[
λn−1
n∑
i=1
XˆiY˜
(`)
i {H{g(Xˆi, Y˜ (`)i , θˆ(0),`)/h}+H ′{g(Xˆi, Y˜ (`)i , θˆ(0),`)/h}/h}
]
. (9)
Moreover, (9) can be realized through distributed estimation to speed up the computations.
Firstly, the sample mean µˆ can be quickly obtained through averaging the local means from
each batch of data, that is µˆ = k−1
∑k
j=1 µˆj. And the sample mean is then transferred to
each local machine to achieve the centralization Xˆi = (X
T
i − µˆT,−1)T. For each batch of
data Dj, we then calculate the following quantities:
Uˆj = n
−1∑
i∈Ij
XˆiXˆ
T
i , Uˆ(0),j,` = n
−1∑
i∈Ij
XˆiXˆ
T
i H
′{g(Xˆi, Y˜ (`)i , θˆ(0),`)/h}/h,
Vˆ(0),j,` = n
−1∑
i∈Ij
XˆiY˜
(`)
i {H{g(Xˆi, Y˜ (`)i , θˆ(0),`)/h}+H ′{g(Xˆi, Y˜ (`)i , θˆ(0),`)/h}/h}
]
.
(Uˆj, Uˆ(0),j,`, Vˆ(0),j,`) computed on each local machine are finally aggregated together to fulfill
the calculation of (9) as
θˆ(1),` =
[ k∑
j=1
{Uˆ(0),j,` + 2λ−1diag(Uˆj, 0)}
]−1 k∑
j=1
Vˆ(0),j,`
We then estimate the population level candidate matrix M0 as
M˜(1) =
R∑
`=1
ψˆ(1),`ψˆ
T
(1),`, (10)
where θˆT(1),` = (ψˆ
T
(1),`, tˆ(1),`)
T. And the eigenvectors corresponding to the d largest eigenvalues
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of M˜(1), denoted by V˜(1) = (ν˜(1),1, . . . , ν˜(1),d), are the refined distributed estimators with one
step iteration for the central subspace SY |X .
In general, based on the (B−1)th iteration estimator θˆ(B−1),`, we can update the param-
eters through distributed estimation as follows:
Uˆ(B−1),j,` = n−1
∑
i∈Ij
XˆiXˆ
T
i H
′
{
g
(
Xˆi, Y˜
(`)
i , θˆ(B−1),`
)
/h
}
/h
Vˆ(B−1),j,` = n−1
∑
i∈Ij
XˆiY˜
(`)
i
{
H
{
g
(
Xˆi, Y˜
(`)
i , θˆ(B−1),`
)
/h
}
+H ′
{
g
(
Xˆi, Y˜
(`)
i , θˆ(B−1),`
)
/h
}
/h
}
θˆ(B),` =
[
k∑
j=1
{
Uˆ(B−1),j,` + 2λ−1diag
(
Uˆj, 0
)}]−1 k∑
j=1
Vˆ(B−1),j,`
(11)
And we can further construct the Bth step candidate matrix M˜(B) and the sufficient di-
mension reduction estimators V˜(B) accordingly. The next theorem confirms the asymptotic
efficiency of the refined distributed algorithm for the estimation of SY |X .
The entire procedure is summarized in Algorithm (1) in the appendix.
Theorem 3. Assume the regularity conditions 1-5 and 7 in the Appendix holds true. If
θˆ(0),` − θ0,` = OP (m−1/2) for 1 ≤ ` ≤ R − 1, then for B ≥ dC0 log2(logm n)e with some
positive constant C0,
n1/2vec(M˜(B) −M0)→ N(0p2 ,ΣM),
n1/2vec(V˜(B) − V0)→ N(0pd,ΣV ),
in distribution as n→∞.
The refined distributed principal support vector machines through B times iteration is
as efficient as the original support vector machines based on the entire data set. More
importantly, such asymptotic efficiency is attained for a wide range of m, which suggests the
refined distributed algorithm is advocated when the batch size m is relatively small.
As for the initial value θˆ(0),`, the following proposition suggests that it can be chosen as
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any θˆj,` for 1 ≤ j ≤ k, where θˆj,` is the estimator of θ0,` based on the jth batch of data.
Without loss of generality, we set θˆ(0),` = θˆ1,`.
Proposition 1. Assume the regularity conditions 1-5 in the Appendix, then we have
θˆj,` − θ0,` = OP (m−1/2),
for j = 1, . . . , k and ` = 1, . . . , R− 1.
5 Extensions to Principal Weighted Support Vector
Machines
Like sliced inverse regression, principal support vector machines may work poorly for binary
Y when d > 1, see detail discussions in Cook & Lee (1999). To fix this problem, Shin et al.
(2016) proposed the principal weighted support vector machines for binary Y = {−1,+1},
which modifies the sample level loss function (3) as
Lˆ(ψ`, t`) = ψ
T
` Σˆψ` + λEn[wpi`(Y )[1− Y {ψT` (X − µˆ)− t`}]+], (12)
where wpi`(Y ) = 1 − pi` if Y = 1 and pi` if Y = −1 with a weight pi` ∈ (0, 1) that controls
the relative importance of the two classes for ` = 1, . . . , R. Then, the sample level candidate
matrix is
MˆWLn =
R∑
`=1
ψˆn,`ψˆ
T
n,`, (13)
where θˆn,` = (ψˆ
T
n,`, tˆn,`)
T are the corresponding minimizer. Similarly, the corresponding
estimation of the central subspace V can be derived by the first d eigenvectors. And according
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to Shin et al. (2016), we define
D˜θ0,`(Z
(`)) = (2ψT0,`Σ, 0)
T − λ
{
wpi`
(
Y˜ (`)
)
X˜Y˜ (`)I(1− θT0,`X˜Y˜ (`) > 0)
}
H˜θ0,` = 2diag(Σ, 0) + λ
∑
y˜=1,−1
P (Y˜ (`) = y˜)wpi` (y˜) fψT0,`X|Y˜ (`)(t` + y˜|y˜)E(X˜X˜
T |ψT0,`X = t` + y˜)
(14)
and
S˜θ0,`(Z
(`)) = −H˜−1θ0,`D˜θ0,`(Z(`)) (15)
in a similar fashion as with the original PSVM. And the following asymptotic property
stands.
Theorem 4. Let MWL0 =
R∑`
=1
ψ0,`ψ
T
0,` be the true candidate matrix, then, assume that Σ is
positive definite and regularity conditions 1-5 in the Appendix holds true. We have
n1/2vec
(
MˆWLn −MWL0
)
→ N (0p2 ,ΣM) ,
n1/2vec(VˆWLn − VWL0 )→ N(0pd,ΣV ),
Then for the jth batch of data, the naive distributed algorithm for principal weighted
support vector machines adopt the following loss functions
Lˆj(ψ`, t`) = ψ
T
` Σˆjψ` + λm
−1∑
i∈Ij
[wpi`(Yi)[1− Yi{ψT` (Xi − µˆj)− t`}]+].
In addition, we denote θˆj,` = (ψˆ
T
j,`, tˆj,`)
T as the minimizer of Lˆj(ψ`, t`). Then the correspond-
ing sample level candidate matrix can be expressed as
M˜WL =
k∑
j=1
MˆWLj /k, (16)
where
MˆWLj =
R∑
`=1
ψˆj,`ψˆ
T
j,`. (17)
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The following theorem confirms the asymptotic efficiency of the naive distributed algo-
rithm of weighted principal support vector machines with sufficiently large m.
Theorem 5. In addition to the regularity conditions 1-6 listed in the Appendix, assume that
m→∞ and k →∞ such that n = o(m2γ) where 1/2 < γ ≤ 1 is a positive constant specified
in condition 6 in the Appendix. Then we have
n1/2vec
(
M˜WL −MWL0
)
→ N (0p2 ,ΣM) ,
n1/2vec(V˜WL − VWL0 )→ N(0pd,ΣV ),
in distribution.
For the refined distributed algorithm of principal weighted support vector machines, we
consider a smooth version of (12)
Lˆ(ψ`, t`) = ψ
T
` Σˆψ` + λn
−1
n∑
i=1
wpi`(Yi)Kh[1− Yi{ψT` (Xi − µˆ)− t`}]. (18)
Similar to (8), the optimal θ` that minimizes (18) should satisfy
θ` =
[
λn−1
n∑
i=1
wpi`(Yi)XˆiXˆ
T
i H
′{g(Xi, Yi, θ`)/h}/h+ 2diag(Σˆ, 0)
]−1
[
λn−1
n∑
i=1
wpi`(Yi)XˆiYi{H{g(Xi, Yi, θ`)/h}+H ′{g(Xˆi, Yi, θ`)/h}/h}
]
. (19)
Parallel to the developments in the previous section, we will solve the optimization prob-
lem (12) through distributed estimation and recursive programming. Given the (B − 1)th
step estimator θ˜(B−1),` (B ≥ 1) we calculate the following quantities based on the jth batch
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of data:
U˜(B−1),j,` = n−1
∑
i∈Ij
wpi`(Yi)XˆiXˆ
T
i H
′{g(Xˆi, Yi, θ˜(B−1),`)/h}/h,
V˜(B−1),j,` = n−1
∑
i∈Ij
wpi`(Yi)XˆiY˜
(`)
i {H{g(Xˆi, Yi, θ˜(B−1),`)/h}+H ′{g(Xˆi, Yi, θ˜(B−1),`)/h}/h}
]
.
In view of (19), we then update the estimation as
θ˜(B),` =
[ k∑
j=1
{U˜(B−1),j,` + 2λ−1diag(Uˆj, 0)}
]−1 k∑
j=1
V˜(B),j,`.
And we can further construct the candidate matrix and utilize the top d eigenvectors to
estimate the central subspace SY |X . Similarly, the candidate matrix will be
M˜(B) =
R∑
`=1
ψ˜(B),`ψ˜
T
(B),`, (20)
where θ˜(B),` =
(
ψ˜(B),`, t˜(B),`
)T
.
Moreover, along with the theoretical investigations in Theorem 3, we can also establish
the asymptotic efficiency results for the naive and refined distributed estimators of principal
weighted support vector machines.
Theorem 6. Assume the regularity conditions 1-5 and 7 in the Appendix holds true. If
θ˜(0),` − θ0,` = OP (m−1/2) for 1 ≤ ` ≤ R − 1, then for B ≥ dC0 log2(logm n)e with some
positive constant C0,
n1/2vec(M˜(B) −M0)→ N(0p2 ,ΣM),
n1/2vec(V˜(B) − V0)→ N(0pd,ΣV ),
in distribution as n→∞.
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6 Simulation Studies
In this section, we conduct extensive monte carlo simulations to examine our proposed meth-
ods. Our simulation studies include 36 different combinations of (n, p, k) ∈ {30000, 50000, 100000}×
{10, 20, 30} × {10, 50, 100, 500}. We generate data from the following four models:
I: Y = x1/(0.5 + (x2 + 1)
2) + ε
II: Y = x1(x1 + x2 + 1) + ε
III: Y = sign(x1/(0.5 + (x2 + 1)
2) + ε)
IV: Y = sign(x1(x1 + x2 + 1) + ε)
where X = (x1, . . . , xp)
T ∼ N(0p, Ip) and the error ε ∼ N(0, 0.52). Model I and II with
continuous response are used in Li et al. (2011) to demonstrate the effectiveness of princi-
pal support vector machines (PSVM). Model III and IV with binary response which favor
principal weighted support vector machines (WPSVM) are adopted in Shin et al. (2016).
For principal support vector machines, the number of slices is set as R = 5. And for
the weighted support vector machines, we also use R = 5 values equally spaced in [0, 1] as
the weights pi`’s. According to the theoretical findings in Jiang et al. (2008) and Koo et
al. (2008), λ is chosen as 2n2/3 for the principal (weighted) support vector machines and is
chosen as 2m2/3 for the distributed algorithms. Similar to Chen et al. (2018), the bandwidth
h is chosen as max{10(p/n)1/2, 10(p/m)2B−2 , 0.3} for the Bth step iteration in the refined
distributed algorithm. And the total number of iterations in our numerical studies is set as
B = 3. In addition, we adopt the following smoothing function for the refined distributed
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algorithm for the refined distributed algorithm:
H(v) =

0, v ∈ (−∞,−1],
1
2
+ 15
16
(v − 2
3
v3 + 1
5
v5), v ∈ [−1, 1],
1, v ∈ [1,∞).
We first compare the accuracy and the computational cost of each method with a rela-
tively small sample size n = 30000. For the above four models, the structural dimension d
are all equal to 2, and Span(SY |X) = Span(V) = (e1, e2). To assess the the performance of
each estimator V̂ , we adopt the distance measure d(V̂ ,V) = ‖PV̂ − PV‖F , where PV and PV̂
are orthogonal projections on to V and V̂ , and ‖.‖F stands for the Frobenius norm. Table
1 summarizes the mean of distances calculated from 200 simulated samples for n = 30000.
In Table 2, we report the average running time for n = 30000. As our computing resource
is limited, the naive and refined distributed algorithms are actually implemented on a single
machine with the computation time recorded as if in a parallel setting. From Table 1, we ob-
serve that the refined distributed estimation of PSVM (RD-PSVM) and refined distributed
estimation of WPSVM (RD-WPSVM) performs better than the naive distributed estima-
tion of PSVM (ND-PSVM) and naive distributed estimation of WPSVM (ND-WPSVM)
separately, especially when k is getting larger. The accuracy of the naive algorithm drops
considerably with (m, k) = (60, 500), which is consistent with the theoretical limitation of
the naive approach explored in Theorem 2. The refined distributed estimator is quite robust
to the choice of k as expected from Theorem 3. The refined distributed estimator with
moderate m is comparable to the standard principal (weighted) support vector machines
in estimating SY |X . Moreover, compared to the original estimation, the refined distributed
algorithm reduces the computational burden significantly, which can be verified in Table 2.
We in the next focus on the comparison of the two distributed algorithms with large n.
Table 3 and 4 report d(V̂ ,V) averaged over 200 repetitions for n = 50000 and n = 100000.
The original principal (weighted) support vector machine estimators are not included for
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comparison as the implementation is very time-consuming. The naive distributed algorithm
again tends to deteriorate when k becomes larger. However, the mean distances are getting
smaller as n increases, which echoes the large sample results. The two distributed algorithms
are thus highly recommended for sufficient dimension reduction with massive datasets, as
they take into account both statistical accuracy and computational complexity.
Table 1: Average distances in estimating the central subspace with n = 30000.
Model I Model II
p = 10 500 100 50 10 p = 10 500 100 50 10
ND-PSVM 0.257 0.163 0.172 0.163 ND-PSVM 0.189 0.106 0.106 0.079
RD-PSVM 0.196 0.150 0.147 0.146 RD-PSVM 0.108 0.091 0.088 0.078
PSVM 0.076 - - - PSVM 0.076 - - -
p = 20 500 100 50 10 p = 20 500 100 50 10
ND-PSVM 0.554 0.288 0.254 0.255 ND-PSVM 0.381 0.159 0.148 0.132
RD-PSVM 0.301 0.317 0.225 0.214 RD-PSVM 0.147 0.151 0.128 0.127
PSVM 0.205 - - - PSVM 0.116 - - -
p = 30 500 100 50 10 p = 30 500 100 50 10
ND-PSVM 1.137 0.332 0.326 0.259 ND-PSVM 0.658 0.237 0.199 0.164
RD-PSVM 0.611 0.402 0.297 0.256 RD-PSVM 0.301 0.159 0.180 0.160
PSVM 0.249 - - - PSVM 0.151 - - -
Model III Model IV
p = 10 500 100 50 10 p = 10 500 100 50 10
ND-WPSVM 0.656 0.229 0.215 0.130 ND-WPSVM 0.452 0.139 0.137 0.101
RD-WPSVM 0.135 0.128 0.118 0.117 RD-WPSVM 0.086 0.084 0.075 0.073
WPSVM 0.085 - - - WPSVM 0.089 - - -
p = 20 500 100 50 10 p = 20 500 100 50 10
ND-WPSVM 1.195 0.373 0.328 0.183 ND-WPSVM 1.242 0.247 0.155 0.141
RD-WPSVM 0.195 0.203 0.201 0.173 RD-WPSVM 0.164 0.150 0.143 0.123
WSPVM 0.157 - - - WPSVM 0.134 - - -
p = 30 500 100 50 10 p = 30 500 100 50 10
ND-WPSVM 1.342 0.522 0.360 0.208 ND-WPSVM 1.382 0.313 0.217 0.191
RD-WPSVM 0.475 0.258 0.244 0.228 RD-WPSVM 0.238 0.209 0.231 0.152
WPSVM 0.181 - - - WPSVM 0.167 - - -
7 Boeing 737 Data Analysis
We now compare the principal support vector machines method with the proposed dis-
tributed algorithms in a real data analysis. The data contains 14 index variables of 618178
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Table 2: Average running time (in seconds) with n = 30000.
Model I Model II
p = 10 k=500 k=100 k=50 k=10 p = 10 k=500 k=100 k=50 k=10
ND-PSVM 0.004 0.011 0.028 0.487 ND-PSVM 0.006 0.010 0.026 0.228
RD-PSVM 0.133 0.242 0.386 1.848 RD-PSVM 0.106 0.218 0.367 1.454
PSVM 33.962 - - - PSVM 10.702 - - -
p = 20 k=500 k=100 k=50 k=10 p = 20 k=500 k=100 k=50 k=10
ND-PSVM 0.005 0.017 0.041 0.702 ND-PSVM 0.005 0.014 0.030 0.291
RD-PSVM 0.173 0.291 0.421 2.070 RD-PSVM 0.130 0.246 0.362 1.585
PSVM 51.707 - - - PSVM 15.703 - - -
p = 30 k=500 k=100 k=50 k=10 p = 30 k=500 k=100 k=50 k=10
ND-PSVM 0.016 0.027 0.062 0.982 ND-PSVM 0.007 0.019 0.041 0.374
RD-PSVM 0.212 0.370 0.493 2.445 RD-PSVM 0.158 0.256 0.406 1.689
PSVM 79.971 - - - PSVM 23.846 - - -
Model III Model IV
p = 10 k=500 k=100 k=50 k=10 p = 10 k=500 k=100 k=50 k=10
ND-PSVM 0.004 0.020 0.045 0.653 ND-PSVM 0.006 0.016 0.041 0.715
RD-WPSVM 0.289 0.346 0.459 1.433 RD-WPSVM 0.283 0.358 0.417 1.504
WPSVM 49.845 - - - WPSVM 53.106 - - -
p = 20 k=500 k=100 k=50 k=10 p = 20 k=500 k=100 k=50 k=10
ND-WPSVM 0.005 0.021 0.055 0.887 ND-WPSVM 0.005 0.020 0.054 0.919
RD-WPSVM 0.302 0.373 0.419 1.636 RD-WPSVM 0.304 0.357 0.434 1.696
WPSVM 74.560 - - - WPSVM 80.322 - - -
p = 30 k=500 k=100 k=50 k=10 p = 30 k=500 k=100 k=50 k=10
ND-WPSVM 0.008 0.028 0.072 1.197 ND-WPSVM 0.007 0.028 0.072 1.187
RD-WPSVM 0.301 0.381 0.463 1.944 RD-WPSVM 0.304 0.392 0.460 2.006
WPSVM 114.767 - - - WPSVM 122.767 - - -
flights conducted by Boeing 737 throughout the landing process. The 14 measured values
during the landing procedure, include the maximal pitch angle, the maximal airspeed, the
average airspeed, the maximal groundspeed, the total ground distance, the total elapsed
time, the difference in fuel consumed engine 1, the average fuel flow engine 1, the maximal
Mach (a unit of speed), the average Mach, the maximal absolute longitudinal acceleration,
the maximal absolute lateral acceleration, the minimal vertical acceleration, the maximal
vertical acceleration. In a landing action, if the plane lands too fast, a huge vertical accel-
eration will be generated and accordingly a considerable gravitational force will be acted on
the landing gear, jeopardizing the quality and safety of a flight. Therefore, we adopt the
maximal vertical acceleration during landing as the response Y and the rest 13 indices as
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Table 3: Average distances in estimating the central subspace with n = 50000.
Model I Model II
p = 10 k=500 k=100 k=50 k=10 p = 10 k=500 k=100 k=50 k=10
ND-PSVM 0.213 0.147 0.122 0.109 ND-PSVM 0.193 0.137 0.081 0.069
RD-PSVM 0.181 0.104 0.106 0.093 RD-PSVM 0.177 0.100 0.080 0.067
p = 20 k=500 k=100 k=50 k=10 p = 10 k=500 k=100 k=50 k=10
ND-PSVM 0.319 0.209 0.191 0.166 ND-PSVM 0.207 0.138 0.103 0.121
RD-PSVM 0.287 0.174 0.181 0.138 RD-PSVM 0.127 0.117 0.097 0.122
p = 30 k=500 k=100 k=50 k=10 p = 30 k=500 k=100 k=50 k=10
ND-PSVM 0.427 0.255 0.247 0.209 ND-PSVM 0.304 0.148 0.149 0.129
RD-PSVM 0.281 0.274 0.210 0.206 RD-PSVM 0.145 0.127 0.127 0.119
Model III Model IV
p = 10 k=500 k=100 k=50 k=10 p = 10 k=500 k=100 k=50 k=10
ND-WPSVM 0.294 0.191 0.154 0.097 ND-WPSVM 0.218 0.110 0.085 0.060
RD-WPSVM 0.104 0.115 0.088 0.094 RD-WPSVM 0.062 0.121 0.063 0.061
p = 20 k=500 k=100 k=50 k=10 p = 20 k=500 k=100 k=50 k=10
ND-WPSVM 0.657 0.224 0.220 0.145 ND-WPSVM 0.507 0.137 0.135 0.122
RD-WPSVM 0.182 0.179 0.147 0.141 RD-WPSVM 0.142 0.174 0.115 0.103
p = 30 k=500 k=100 k=50 k=10 p = 30 k=500 k=100 k=50 k=10
ND-WPSVM 1.106 0.301 0.223 0.164 ND-WPSVM 1.096 0.649 0.150 0.156
RD-WPSVM 0.255 0.259 0.191 0.170 RD-WPSVM 0.286 0.217 0.196 0.127
the explanatory variables.
We first apply the original principal support vector machines method to this data for the
estimation of the SY |X . For this data with n = 618178, we set the number of slices as R = 10.
And the computation time for this massive data is 90028.17 seconds. The top 3 eigenvalues
are 2484.7, 69.2, 0.5 respectively, and the rest eigenvalues are all smaller than 0.02. The
ridge ratio based BIC-type method proposed by Xia et al. (2015) further yields dˆ = 2 as the
estimation of the structural dimension. Denote the resulting estimator of principal support
vector machine by V̂n, which is a 13× 2 matrix. And the distance correlation (Sze´kely et al.
, 2007) between Y and V̂TnX, represented by dcor(Y, V̂TnX) is 0.2848.
We also apply the two distributed algorithms of principal support vector machines to
this data for comparisons. The estimator of SY |X based on the distributed algorithms is de-
noted as V˜ . We calculate the d(V̂n, V˜), which measures the distance between the distributed
estimator and the original estimator. The distance correlation between Y and V˜TX is also
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Table 4: Average distances in estimating the central subspace with n = 100000.
Model I Model II
p = 10 k=500 k=100 k=50 k=10 p = 10 k=500 k=100 k=50 k=10
ND-PSVM 0.135 0.097 0.085 0.083 ND-PSVM 0.061 0.052 0.048 0.053
RD-PSVM 0.112 0.092 0.201 0.066 RD-PSVM 0.055 0.040 0.048 0.052
p = 20 k=500 k=100 k=50 k=10 p = 20 k=500 k=100 k=50 k=10
ND-PSVM 0.170 0.155 0.137 0.135 ND-PSVM 0.114 0.093 0.075 0.077
RD-PSVM 0.183 0.128 0.139 0.098 RD-PSVM 0.076 0.078 0.067 0.075
p = 30 500 100 50 10 p = 30 500 100 50 10
ND-PSVM 0.210 0.159 0.157 0.142 ND-PSVM 0.153 0.102 0.093 0.097
RD-PSVM 0.181 0.158 0.156 0.147 RD-PSVM 0.101 0.099 0.095 0.087
Model III Model IV
p = 10 k=500 k=100 k=50 k=10 p = 10 k=500 k=100 k=50 k=10
ND-WPSVM 0.103 0.064 0.058 0.060 ND-WPSVM 0.188 0.088 0.071 0.067
RD-WPSVM 0.068 0.055 0.045 0.047 RD-WPSVM 0.070 0.066 0.065 0.075
p = 20 k=500 k=100 k=50 k=10 p = 20 k=500 k=100 k=50 k=10
ND-WPSVM 0.279 0.137 0.106 0.091 ND-WPSVM 0.167 0.094 0.099 0.078
MD-WPSVM 0.147 0.114 0.105 0.102 RD-WPSVM 0.117 0.090 0.075 0.070
p = 30 k=500 k=100 k=50 k=10 p = 30 k=500 k=100 k=50 k=10
ND-WPSVM 0.377 0.168 0.126 0.112 ND-WPSVM 0.239 0.109 0.116 0.098
RD-WPSVM 0.159 0.155 0.122 0.121 RD-WPSVM 0.181 0.120 0.097 0.084
included in our calculations. We summarize all these results along with the computation
time in Table 5. It is clear that the distributed algorithms work much faster than the orig-
inal principal support vector machines method. And the refined distributed estimator is
generally very close to the original estimator and is insensitive to the choice of k, which
again supports our theoretical findings. Although the naive distributed estimator is not very
close to the original estimator when k is large, the corresponding distance correlation is very
close to the oracle value 0.2848, which implies the estimated directions still capture useful
information for the regression.
Table 5: Results for the distributed algorithm applied to the Boeing 737 Data.
k = 2000 k = 1000 k = 500 k = 100
d(V̂n, V˜) ND-PSVM 1.4092 1.2913 0.5025 0.1234
RD-PSVM 0.1308 0.1293 0.0980 0.1035
dcor(Y, V˜TX) ND-PSVM 0.1928 0.2784 0.2859 0.2855
RD-PSVM 0.2840 0.2840 0.2843 0.2841
running time ND-PSVM 0.0511 0.2109 0.5950 14.0733
RD-PSVM 2.1529 3.5482 4.9056 18.9438
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Finally, based on the sufficient dimension reduction estimators obtained, we can create
the 3D scatter plot (Figure 2 and Figure 3) to scrutinize that whether the two distributed
algorithms generate a close estimator to the original method or not. In this plot, the x and y
axises, i.e. the axises on bottom plane, are XT vˆ1 and X
T vˆ2, where vˆ1 and vˆ2 are the first two
estimated directions. And the z axis characterizes the response value. Moreover, in these
figures, the circle points represent the feature extraction of the original method, while the
asterisks and squares represent the naive and refined distributed estimators respectively. It
is clear that the two distributed methods can well capture the key regression patterns. In
Figure 2 with k = 100, the extracted features from different methods are almost in the same
spatial position, which indicates that the two distributed estimators are close enough to the
original principal support vector machines estimator.
On the application front, the return implies that ”Max Mach during Landing” (speed
measurement) and Average Mach during Landing (speed measurement) are two most sig-
nificant influencing factors to the vertical acceleration on landing moment, which is highly
recognized by the aviation industry. It can at least show the effectiveness of our refined
method to some extent from another side.
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Figure 2: 3D scatter plot of feature extraction with k = 100.
(a) k = 500 (b) k = 1000 (c) k = 2000
Figure 3: 3D scatter plot of feature extraction with different k’s.
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8 Appendix
8.1 Algorithm Map
Algorithm 1: Refined distributed estimation
Input: Samples stored in the machines S = {H1, . . . , Hk}; R− 1 dividing points;
Smoothing function H; Regularization parameter λ; Number of iterations T ;
Bandwidth {h1, . . . , hT}.
Result:
(
M˜(T ), V˜(T )
)
Compute Σˆ = V ar (X). ;
for q` ∈ {q1, . . . , qR−1} do
for g = 1, . . . , T do
if g = 1 then
Compute the initiator based on H1
θˆ(0),` ∈ arg min
θ
θTdiag
(
Σˆ, 0
)
θ + λn−1
∑
i∈I1
Kh
(
g
{
Xˆi, Y˜
(`)
i , θ
}
/h
)
end
θˆ(0),` is assigned into all the machines. ;
for k = 1, . . . K do
Compute
(
Uˆ(g),k,`, Vˆ(g),k,`
)
according to equation (11). ;
Transform all
(
Uˆ(g),k,`, Vˆ(g),k,`
)
into the central machine. ;
end
Compute θˆ(T ),` according to equation (11). ;
end
Compute
(
M˜(T ), V˜(T )
)
according to the equation (10). ;
end
return
(
M˜(T ), V˜(T )
)
;
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8.2 Regularity Conditions
The following regularity assumptions are necessary for the theoretical investigations.
Assumption 1. X has an open and convex support and E(‖X‖2) <∞.
Assumption 2. The condition distribution of X|Y˜ (`) is dominated by the Lebesgue mea-
sure.
Assumption 3. For any linear independent ψ, δ ∈ Rp, y˜ = 1,−1 and v ∈ R, the map-
ping function u 7→ E(X|ψTX = u, δTX = v, Y˜ (`) = y˜)fψTX|δTX,Y˜ (`)(u, v|y˜) is continuous,
where fψTX|δTX,Y˜ (`) is the conditional density function of ψ
TX given δTX and Y˜ (`).
Assumption 4. There exists a nonnegative Rp+1-function C(v, y˜) with E{C(δTX, Y˜ (`))|Y˜ (`) =
y˜} ≤ ∞ and vE(X|ψTX = u, δTX = v, Y˜ (`) = y˜)fψTX|δTX,Y˜ (`)(u, v|y˜) ≤ C(v, y˜), where the
inequality holds componentwise.
Assumption 5. There exists a nonnegative function c0(v, y˜) with E{c0(δTX, Y˜ (`))|Y˜ (`) =
y˜} ≤ ∞ and fψTX|δTX,Y˜ (`)(u, v|y˜) ≤ c0(v, y˜), where the inequality holds componentwise.
Assumption 6. There exists a nonnegative constant γ such that 1/2 < γ ≤ 1 Eθˆj,` − θj,` =
OP (m
−γ).
Assumption 7. Assume the bandwidth h satisfies that h → 0 and log n/nh = o(1). In
addition, for the bth iteration, the bandwidth is chosen as h := hb = max{n−1/2,m−2b−2} for
1 6 b 6 B.
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Remark 1. Assumptions 1-5 are all utilized in Li et al. (2011) and Shin et al. (2016) to
study the asymptotic behavior of (weighted) principal support vector machines. These are
common regularity conditions for the asymptotic analysis of support vector machine related
problems. Assumption 6 can be regarded as a conclusion from Theorem 6 in Li et al. (2011),
which asserts that
θˆj,` =θj,` +m
−1∑
i∈Ij
Sθ0,`(Z
(`)
i ) + oP (m
−1/2).
As E{Sθ0,`(Z(`)i )} = 0, it is then natural to assume that Eθˆj,` − θj,` = OP (m−γ) for some
positive constant γ such that 1/2 < γ ≤ 1
8.3 Proofs of Theorems
Proof of Theorem 2. From the proof of Theorem 6 in Li et al. (2011), we know that
θˆ0,` =θ0,` + n
−1
n∑
i=1
Sθ0,`(Z
(`)
i ) + oP (n
−1/2),
θˆj,` =θj,` +m
−1∑
i∈Ij
Sθ0,`(Z
(`)
i ) + oP (m
−1/2), (21)
where ` = 1, . . . , R−1 and j = 1, . . . , k. Recall that M̂j =
∑h−1
`=1 ψˆj,`ψˆ
T
j,` and E{Sθ0,`(Z(`)i )} =
0, we conclude that the leading term of EM̂j −M0 is
h−1∑
`=1
ψ0,`(Eψˆj,` − ψj,`)T +
h−1∑
`=1
(Eψˆj,` − ψj,`)ψT0,`,
which is OP (m
−γ) as Eθˆj,` − θj,` = OP (m−γ) by Assumption 6. We can further derive that
cov{vec(M̂j)} = ΣM/m + o(1/m) because m1/2vec(M̂j − EM̂j) → N(0p2 ,ΣM). Moreover,
since {m1/2vec(M̂1 − EM̂1), . . . ,m1/2vec(M̂k − EM̂k)} are i.i.d. p2 × 1 vectors with mean
zero and covariance matrix being ΣM + o(1), we apply the central limit theorem and the
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Slutskys theorem to get
k1/2
k∑
j=1
m1/2vec{(M̂j)− E(M̂j)}/k → N(0p2 ,ΣM)
in distribution as k goes to infinity. On the other hand, we have
n1/2
k∑
j=1
vec{E(M̂j)−M0}/k = n1/2{E(M̂j)−M0} = OP (n1/2m−γ) = oP (1),
under the condition that n = o(m2γ). The asymptotic distribution of M˜ is then obtained by
noting that
n1/2vec(M˜ −M0) = k1/2
k∑
j=1
m1/2vec{(M̂j)− E(M̂j)}/k + n1/2
k∑
j=1
vec{E(M̂j)−M0}/k.
We then get the limiting distribution of Vˆ based on Bura & Pfeiffer (2008) to complete the
proof.
Proof of Theorem 3. As the final target formulation we want to obtain is similar to its coun-
terpart in Theorem 1, we just need to demonstrate that the θˆ(B),` obtained by the refined
estimation have the same asymptotic expansion as that of the original estimation presented
in Theorem 6 in Li et al. (2011). We know the fact that
θ0,` =
[
λn−1
n∑
i=1
XˆiXˆ
T
i H
′
{
g
(
Xˆi, Y˜
(`)
i , θˆ(0),l
)
/h
}
/h+ 2diag
(
Σˆ, 0
)]−1
[
λn−1
n∑
i=1
Y˜
(`)
i Xˆi
(
Y˜
(`)
i Xˆiθ0,l
)
H ′
{
g
(
Xˆi, Y˜
(`)
i , θˆ(0),l
)
/h
}
/h+ 2diag
(
Σˆ, 0
)]
θ0,`
Comparing the expression of θ0,` with equation (9), we obtain
θˆ(1),` − θ0,` = Hn,h,θ0,`−1Dn,h,θ0,` ,
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where Hn,h,θ0,` and Dn,h,θ0,` are defined as

Hn,h,θ0,` = n
−1
n∑
i=1
XˆiXˆ
T
i H
′
{
g
(
Xˆi, Y˜
(`)
i , θˆ(0),`
)
/h
}
/h+ 2diag
(
Σˆ, 0
)
/λ
Dn,h,θ0,` = n
−1
n∑
i=1
Y˜
(`)
i Xˆi
[
H
{
g
(
Xˆi, Y˜
(`)
i , θˆ(0),`
)
/h
}
+
{
g
(
Xˆi, Y˜
(`)
i , θ0,`
)
/h
}
H ′
{
g
(
Xˆi, Y˜
(l)
i , θˆ(0),l
)
/h
}]
− 2diag
(
Σˆ, 0
)
θ0,`/λ
The following two propositions are necessary to complete the proof.
Proposition 2. Assume the regularity conditions 1-5 and 7 in the Appendix hold true, we
have
Hn,h,θ0,` −Hθ0,` = OP
(
{log n/nh}1/2 +m−1/2 + h+ n−1/2/λ
)
Proposition 3. Assume the regularity conditions 1-5 and 7 in the Appendix hold true, we
have
Dn,h,θ0,` +Dθ0,`(Z
(`)) = OP
(
{h log n/n}−1/2 + h2 +m−1 + n−1/2/λ
)
.
Invoking the above two propositions, we can obtain
θˆ(1),l − θ0,` = −H−1θ0,`Dθ0,`(Z(`)) + rn,
where the order of the remainder rn can be derived as follows
rn = OP
(
{h log n/n}1/2 + {log n/hn2}1/2 + h2 +m−1 + n−τ + n−1/2/λ)
and τ > 1/2 is specified in Assumption 6. In general, for the Bth iteration with hB =
max{n−1/2,m−2B−2}, we have
θˆ(B),l − θ0,` = −H−1θ0,`Dθ0,`(Z(`)) + rn,
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where the remainder is
rn = OP
(
{hB log n/n}1/2 +
{
log n/hBn
2
}1/2
+ h2B + n
−τ + n−1/2/λ
)
With the assumption that B ≥ dC0 log2(logm n)e, we see that h2B = oP (n−1/2). And
{hB log n/n}1/2 = oP (n−1/2) and {log n/hBn2}1/2 = oP (n−1/2) under Assumption 7. More-
over, n−1/2/λ = oP (n−1/2) as λ→∞. Then we conclude that rn = oP (n−1/2), which entails
that
θˆ(B),l − θ0,` = −H−1θ0,`Dθ0,`(Z(`)) + oP (n−1/2).
We see that θˆ(1),` enjoys the same asymptotic expansion form as that of θˆn,`. The result is
then straightforward following proof of Theorem 7 and Corollary 1 in Li et al. (2011).
Proof of Proposition 2. Let δ(.) denote the Dirac delta function. Without loss of generality,
assume µ = 0 is known, then Xˆi = X˜i = (X
T,−1)T. By algebra calculations, we have
Hn,h,θ0,` −Hθ0,` = n−1
n∑
i=1
XˆiXˆ
T
i H
′
{
g
(
X˜i, Y˜
(`)
i , θˆ(0),`
)
/h
}
/h− E
[
δ
(
1− Y˜ (`)XˆT θ0,`
)
X˜X˜T
]
+2diag
(
Σˆ, 0
)
/λ− 2diag (Σ, 0) /λ
=: T1 + T2,
where T1 and T2 are defined as
T1 = n
−1
n∑
i=1
XˆiXˆ
T
i H
′
{
g
(
Xˆi, Y˜
(`)
i , θˆ(0),`
)
/h
}
/h− E
[
δ
(
1− Y˜ (`)XˆT θ0,`
)
XˆXˆT
]
T2 = 2diag
(
Σˆ, 0
)
/λ− 2diag (Σ, 0) /λ
Because Σˆ− Σ = OP (n−1/2), then T2 = OP (n−1/2/λ). In the next, we will deal with T1.
From the proof of lemma 3 in Cai et al. (2010), we have
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‖T1‖ 6 4 sup
1≤j≤N1
∣∣vTj T1vj∣∣ .
where vj’s are some non-random vectors with ‖vj‖2 = 1 and N1 is some positive constant.
For α satisfying that α− θ0,` = OP (m−1/2), we define
Hn,h,j,θ0,` (α) =
1
nh
n∑
i=1
vTj XˆiXˆ
T
i vjH
′
{
g
(
Xˆi, Y˜
(`)
i , α
)
/h
}
=
1
nh
n∑
i=1
(
vTj Xˆi
)2
H ′
{
g
(
Xˆi, Y˜
(`)
i , α
)
/h
}
.
We then have
sup
1≤j≤N1
∣∣vTj T1vj∣∣ 6 sup
1≤j≤N1
sup
α−θ0,`=OP (m−1/2)
∣∣∣Hn,h,j,θ0,` (α)− vTj E [δ (1− Y˜ (`)XˆT θ0,l)] vj∣∣∣ .
Moreover, for any positive constant C ′ > 0, we could form a sequence {αj, 1 6 k 6 nC′} and
further find an αk in the sequence satisfying that
α− αk = OP
(
m−1/2/nC
′
)
.
Then, with the asymptotic property of α, we can carry out the following three lemmas.
Lemma 1. Under the assumptions in theorem 3 and with the asymptotic property of α, we
have
sup
j
sup
‖α−θ0,`‖6m−1/2
∣∣∣Hn,h,j,θ0,` (α)− vTj E [δ (1− Y˜ (`)XˆT θ0,`)] vj∣∣∣
− sup
j
sup
k6nC′
∣∣∣Hn,h,j,θ0,` (αk)− vTj E [δ (1− Y˜ (`)XˆT θ0,`)] vj∣∣∣ = oP (n−1/2) (22)
Lemma 2. Under the assumptions in theorem 3 and with the asymptotic property of α, we
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have
sup
j
sup
k6nC′
∣∣Hn,h,j,θ0,` (αk)− E [Hn,h,j,θ0,` (αk)]∣∣ = OP ((log n/nh)1/2) (23)
Lemma 3. Under the assumptions in theorem 3 and with the asymptotic property of α, we
have
E
[
Hn,h,j,θ0,` (αk)
]− vTj E [δ (1− Y˜ (`)XˆT θ0,`)] vj = O (h+m−1/2) (24)
Combine these lemmas, we get
T1 = OP
(
{log n/nh}1/2 + h+m−1/2
)
.
The proof is completed.
Proof of Proposition 3. By some algebra calculations, we have
Dn,h,θ0,` +Dθ0,`(Z
(`)) = T3 + T4,
where T3 and T4 are defined as
T3 = n
−1
n∑
i=1
Y˜
(`)
i Xˆi
[
H
{
g
(
Xˆi, Y˜
(`)
i , θˆ(0),`
)
/h
}
+
{
g
(
Xˆi, Y˜
(`)
i , θ0,`
)
/h
}
·
H ′
{
g
(
Xˆi, Y˜
(`)
i , θˆ(0),`
)
/h
}]
− En
{
XˆY˜ (`)I
(
1− θT0,`XˆY˜ (`) > 0
)}
T4 = 2diag
(
Σ− Σˆ, 0
)
θ0,`/λ
Again T4 = OP (n
−1/2/λ). We will calculate the order of T3 in the following. We define
T3 (α) = n
−1
n∑
i=1
Y˜
(`)
i Xˆi
[
H
{
g
(
Xˆi, Y˜
(`)
i , α
)
/h
}
+
{
g
(
Xˆi, Y˜
(`)
i , θ0,`
)
/h
}
·
H ′
{
g
(
Xˆi, Y˜
(`)
i , α
)
/h
}
− I
(
1− θT0,`XˆY˜ (`) > 0
)]
,
31
Based on the above definition, we can get that
‖T3‖ =
∥∥∥T3(θˆ(0),`)∥∥∥ := sup
v∈Rp+1,‖v‖2=1
∥∥∥T3(θˆ(0),`)v∥∥∥ .
As we don’t know the optimal v, we make a 1/2-net of the unit sphere Sp+1 in the Euclidean
distance in Rp+1 and denote it by Sp+11/2 . From Roman Vershynin (2011), we have K0 =:
Card(Sp+11/2 ) ≤ N1. Let v1, . . . , vK0 be the centers of these K0 elements in the net. Then for
any v ∈ Rp+1, there exists a vj ∈ {v1, . . . , vK0} such that ‖v − vj‖2 6 1/2. Then
∥∥∥T3(θˆ(0),`)∥∥∥ 6 2 sup
1≤j≤K0
∣∣∣T3(θˆ(0),`)vj∣∣∣ .
We define
T3,j (α) = n
−1
n∑
i=1
vTj Y˜
(`)
i Xˆi
[
H
{
g
(
Xˆi, Y˜
(`)
i , α
)
/h
}
+
{
g
(
Xˆi, Y˜
(`)
i , θ0,`
)
/h
}
H ′
{
g
(
Xˆi, Y˜
(`)
i , α
)
/h
}
− I
(
1− θT0,`XˆY˜ (`) > 0
)]
.
Then we can bound T3 as
‖T3‖ ≤ sup
α−θ0,`=OP (m−1/2)
‖T3 (α)‖ 6 2 sup
1≤j≤K0
sup
α−θ0,`=OP (m−1/2)
|T3,j (α)| .
Similar to the proof of Proposition 2, we can also obtain the following three lemmas.
Lemma 4. Under the assumptions in theorem 3 and with the asymptotic property of α, we
have
sup
j
sup
α−θ0,`=OP (m−1/2)
|T3,j (α)| − sup
j
sup
16k6nC′
|T3,j (αk)| = oP (n−1/2). (25)
Lemma 5. Under the assumptions in theorem 3 and with the asymptotic property of α, we
have
sup
j
sup
1≤k≤nC′
|T3,j (αk)− ET3,j (αk)| = OP
(
{h log n/n}1/2
)
. (26)
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Lemma 6. Under the assumptions in theorem 3 and with the asymptotic property of α, we
have
sup
j
sup
1≤k≤nC′
ET3,j (αk) = O
(
h2 + ‖αk − θ0,`‖2
)
= O
(
h2 +m−1
)
. (27)
Therefore, combining three lemmas above, we can obtain the conclusion that T3 =
OP
(
{h log n/n}1/2 + h2 +m−1
)
. The proof is completed by combining the results of T3
and T4.
Proof of Theorem 5. From the theorem 3 in Shin et al. (2016) and similar with the proof of
theorem 2, we can also draw that
θˆj,` = θj,` +m
−1∑
i∈Ij
S˜θ0,`(Z
(`)
i ) + oP (m
−1/2) (28)
despite of a difference on Sθ0,`
(
Z
(`)
i
)
in the theorem 2. Hence, take advantage of the proof
of theorem 2, we only need to show E
{
S˜θ0,`
(
Z
(`)
i
)}
= 0 also holds true under the weighted
PSVM scenario. This is obvious, as |wpi (y)| 6 1.
Proof of Theorem 6. Similar with the proof of theorem 3, we take derivative of equation (18)
and input a good initial θ˜(0),` which is the solution of WPSVM on any single machine, then
θ˜(1),` − θ0,` = H˜−1n,h,θ0,`D˜n,h,θ0,` , (29)
where H˜n,h,θ0,` and D˜n,h,θ0,` are defined as

H˜n,h,θ0,` = λn
−1
n∑
i=1
wpi (Yi)XˆiXˆ
T
i H
′
{
g
(
Xˆi, Yi, θ˜(0),`
)
/h
}
/h+ 2diag
(
Σˆ, 0
)
D˜n,h,θ0,` = λn
−1
n∑
i=1
wpi (Yi)XˆiYi
[
H
{
g
(
Xˆi, Yi, θ˜(0),`
)
/h
}
+
{
g
(
Xˆi, Yi, θ0,`
)
/h
}
·
H ′
{
g
(
Xˆi, Yi, θ˜(0),`
)
/h
}
− 2diag
(
Σˆ, 0
)
θ0,`
(30)
And naturally, we want to show the following two propositions hold true, which can directly
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lead to the final conclusion.
Proposition 4. Assume the regularity conditions 1-5 and 7 in the Appendix hold true, we
have
H˜n,h,θ0,` − H˜θ0,` = OP
(
{log n/nh}1/2 +m−1/2 + h+ n−1/2/λ
)
Proposition 5. Assume the regularity conditions 1-5 and 7 in the Appendix hold true, we
have
D˜n,h,θ0,` + D˜θ0,`(Z
(`)) = OP
(
{h log n/n}−1/2 + h2 +m−1 + n−1/2/λ
)
.
Then, the rest of the proof can be founds in the proof of theorem 3.
8.4 Proofs of Lemmas
Proof of Lemma1. Noticing that ‖α− θ0,`‖2 6 OP
(
m−1/2
)
, we construct a set of vectors{
αk, 1 6 k 6 nM(p+1)
}
in Rp+1 by dividing each
[
θ0,`i −m−1/2, θ0,`i +m−1/2
]
into nM small
equal pieces. Hence, for any possible vector α in the ball ‖α− θ0,`‖2 6 OP
(
m−1/2
)
, there
exist Λ ⊂ [nC′] where C ′ = M (p+ 1) is a constant such that for any k ∈ Λ, we have
‖α− αk‖2 6 2(p+ 1)1/2m−1/2/nM . Then, combining the Lipschitzness of H ′ (x), we can
obtain ∣∣∣∣(vTj Xˆi)2H ′ {g (Xˆi, Y˜ (`)i , α) /h}− (vTj Xˆi)2H ′ {g (Xˆi, Y˜ (`)i , αk) /h}∣∣∣∣
6 C(p+ 1)1/2m−1/2
∥∥∥Xˆi∥∥∥3
2
/hnM ,
(31)
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which is due to
∥∥∥Y˜ (`)i ∥∥∥
2
= 1 = ‖vj‖2. Therefore, combined with the definition of Hn,h,j,θ0,` ,
we have
sup
j
sup
‖α−θ0,`‖6m−1/2
∣∣∣Hn,h,j,θ0,` (α)− vTj E [δ (1− Y˜ (`)XˆT θ0,`)] vj∣∣∣−
sup
j
sup
k6nC′
∣∣∣Hn,h,j,θ0,` (αk)− vTj E [δ (1− Y˜ (`)XˆT θ0,`)] vj∣∣∣
6
n∑
i=1
Cλ(p+ 1)1/2m−1/2
∥∥∥Xˆi∥∥∥3
2
/n(M+1)h2.
(32)
We can easily get the conclusion of lemma 1 when considering n→∞ with the Assumption
1 about the boundary of the norm of X.
Proof of Lemma2. Take
ξij =
(
vTj Xˆi
)2
H ′
(
g
{
Xˆi, Y˜
(`)
i , θ0,`
}
/h− Y˜ (`)i XˆTi ω/h
)
=
(
vTj Xˆi
)2
H ′
(
(εi − Y˜ (`)i XˆTi ω)/h
)
where 
εi = g
{
Xˆi, Y˜
(`)
i , θ0,`
}
ω = α− θ0,`
.
Then, the following inequalities stand
E
[
ξ2ij exp (t |ξij|)
]
6 E
[
ξ2ij exp
(
Ct
(
vTj Xˆi
)2)]
6 CE
[(
vTj Xˆi
)2
H ′
(
εi − Y˜ (`)i Xˆiω
)2]
.
(33)
Next, very technically, we decompose the expectation, the calculus over x ∈ Rp, into a double
35
integration with z and x−1 separately, where x =
(
z, xT−1
)T
. Specifically,
E
[(
vTj Xˆi
)2
H ′
(
(εi − Y˜ (`)i Xˆiω)/h
)2]
= −h/ω1
∫
Rp−1
f−1 (x−1)
∫
R
(
vT xˆ
)2
H ′(z)2f
((
1− ω0 − xT−1ω−1 − hz
)
/ω1 |x−1
)
dzdx−1
= O (h) ,
(34)
where the Lipschitzness of H ′ and f is used in the last inequality. Hence,
E
[
ξ2ij exp (t |ξij|)
]
6 CE
[(
vTj Xˆi
)2
H ′
(
εi − Y˜ (`)i Xˆiω
)2]
= O (h) . (35)
And finally, adopting the Lemma 1 in (Cai et.al , 2011), we have for any γ > 0,
sup
j
sup
k6nC′
P
(∣∣Hn,h,j,θ0,` (αk)− E [Hn,h,j,θ0,` (αk)]∣∣ ≥ C(log n/nh)1/2) = O (n−γ) (36)
Proof of Lemma3. Notice that
E
[
Hn,h,j,θ0,` (αk)
]
= E
{(
vT Xˆ
)2
H ′
{
g
(
Xˆ, Y˜ (`), αk
)
/h
}
/h
}
(a)
= P
[
Y˜ (`) = 1
] ∫
Rp
(
vT xˆ
)2
H ′
{(
1− xˆTαk
)
/h
}
f (x) /hdx+
P
[
Y˜ (`) = −1
] ∫
Rp
(
vT xˆ
)2
H ′
{(
1 + xˆTαk
)
/h
}
g (x) /hdx
= P
[
Y˜ (`) = 1
]
T (+) + P
[
Y˜ (`) = −1
]
T (−),
(37)
where 
T (+) =
∫
Rp
(
vT xˆ
)2
H ′
{(
1− xˆTαk
)
/h
}
f (x) /hdx
T (−) =
∫
Rp
(
vT xˆ
)2
H ′
{(
1 + xˆTαk
)
/h
}
g (x) /hdx
.
Plus, in the equation (a) above, f (x) is the sample distribution when its corresponding
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Y = 1 and g (x) is the sample distribution when its corresponding Y = −1.
Then firstly expanding these distributions to joint distributions of its first element and
the rest, take T (+) as an example,
T (+) =
∫
Rp
(
vT xˆ
)2
H ′
{(
1− xˆTαk
)
/h
}
f (x) /hdx
= (1/h)
∫
Rp−1
∫
R
(
v0 + v1x1 + v
T
−1x−1
)2
H ′
{(
1− αk,0 − x1αk,1 − xT−1αk,−1
)
/h
}
f (x1, x−1)dx1dx−1
= (−1/αk,1)
∫
Rp−1
f−1 (x−1)
∫ 1
−1
(
v0 + v1
(
1− αk,0 − xT−1αk,−1 − hy
)
/αk,1 + v
T
−1x−1
)2×
f
({
1− αk,0 − xT−1αk,−1 − hy
}
/αk,1 |x−1
)
H ′ (y) dydx−1,
(38)
where
y =
(
1− αk,0 − x1αk,1 − xT−1αk,−1
)
/h
. Then, with the fact that
{
v0 + v1
(
1− αk,0 − xT−1αk,−1 − hy
)
/αk,1 + v
T
−1x−1
}2
=
(
v0 + v
T
−1x−1
)2
+ 2
(
v0 + v
T
−1x−1
)
v1
(
1− αk,0 − xT−1αk,−1 − hy
)
/αk,1+
v21
(
1− αk,0 − xT−1αk,−1 − hy
)2
/α2k,1
= A1 + A2 + A3,
(39)
we can expand
T (+) = −1/αk,1
∫
Rp−1
f−1 (x−1)
{
T
(+)
1 + T
(+)
2 + T
(+)
3
}
dx−1
T
(+)
i =
∫ 1
−1
Aif
({
1− αk,0 − xT−1αk,−1 − hy
}
/αk,1 |x−1
)
H ′ (y) dy.
(40)
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And these T
(+)
i can be solved separately.
T
(+)
1 =
∫ 1
−1A1f
({
1− αk,0 − xT−1αk,−1 − hy
}
/αk,1 |x−1
)
H ′ (y) dy
=
∫ 1
−1
(
v0 + v
T
−1x−1
)2
f
({(
1− θ0,`,0 − xT−1θ0,`,−1
)
/θ0,`,1
} |x−1 )H ′ (y) dy
+O (1)
∫ 1
−1
(
v0 + v
T
−1x−1
)2 {(
1− αk,0 − xT−1αk,−1 − hy
)
/αk,1
}
−{(1− θ0,`,0 − xT−1θ0,`,−1) /θ0,`,1}× |H ′ (y)| dy
T
(+)
2 =
∫ 1
−1A2f
({
1− αk,0 − xT−1αk,−1 − hy
}
/αk,1 |x−1
)
H ′ (y) dy
=
∫ 1
−1 2
(
v0 + v
T
−1x−1
)
v1
{(
1− θ0,`,0 − xT−1θ0,`,−1
)
/θ0,`,1
}×
f
({(
1− θ0,`,0 − xT−1θ0,`,−1
)
/θ0,`,1
} |x−1 )H ′ (y) dy
+O (1)
∫ 1
−1 2
(
v0 + v
T
−1x−1
)
v1
({(
1− αk,0 − xT−1αk,−1 − hy
)
/αk,1
}
−{(1− θ0,`,0 − xT−1θ0,`,−1) /θ0,`,1})× |H ′ (y)| dy
T
(+)
3 =
∫ 1
−1
A3f
({
1− αk,0 − xT−1αk,−1 − hy
}
/αk,1 |x−1
)
H ′ (y) dy
=
∫ 1
−1
v21
{(
1− θ0,`,0 − xT−1θ0,`,−1
)
/θ0,`,1
}2
f
({(
1− θ0,`,0 − xT−1θ0,`,−1
)
/θ0,`,1
} |x−1 )H ′ (y) dy
+O (1)
∫ 1
−1
v21
({(
1− αk,0 − xT−1αk,−1 − hy
)
/αk,1
}− {(1− θ0,`,0 − xT−1θ0,`,−1) /θ0,`,1})
× |H ′ (y)| dy
And combining the three integrals above, we have
T (+) = (−1/αk,1)
∫
Rp−1
f−1 (x−1)
{
3∑
i=1
T
(+)
i
}
dx−1
= vT
(
−E
[
δ
(
1− Y˜ (`)X˜T θ0,`
)
XˆXˆT
∣∣∣Y˜ (`) = 1]) v
+O (1)
∫
Rp−1
f−1 (x−1)
∫ 1
−1
(
v0 + v1 + v
T
−1x−1
)2 {(
1− αk,0 − xT−1αk,−1 − hy
)
/αk,1−(
1− θ0,`,0 − xT−1θ0,`,−1
)
/θ0,`,1
} |H ′ (y)| dydx−1
+O (1) {(αk,1 − θ0,`,1) /αk,1θ0,`,1}
∫
Rp−1
f−1 (x−1)
∫ 1
−1
{v0+ v1
(
1− θ0,`,0 − xT−1θ0,`,−1
)
/θ0,`,1+
vT−1x−1
}2 |H ′ (y)| dydx−1
(41)
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Notice that
∣∣(1− αk,0 − xT−1αk,−1 − hy) /αk,1 − (1− θ0,`,0 − xT−1θ0,`,−1) /θ0,`,1∣∣
6 C
(
h+
∣∣xT−1 (αk,−1 − θ0,`,−1)∣∣+ ∣∣1− αk,0 − xT−1θ0,`,−1∣∣ |αk,1 − θ0,`,1|+ |αk,0 − θ0,`,0|) .
(42)
Hence, we could obtain
T (+) = vT
(
−E
[
δ
(
1− Y˜ (`)XˆT θ0,`
)
XˆXˆT
∣∣∣Y˜ (`) = 1]) v +O (h+ ‖αk − θ0,`‖2) . (43)
Conducting the similar procedure on the T (−) and according to the (37) and the constraint
that ‖αk − θ0,`‖2 = O
(
m−1/2
)
, we can directly obtain the conclusion of lemma3.
Proof of Lemma4. Similar with the proof of lemma1, we construct a set of vectors
{
αk, 1 6 k 6 nM(p+1)
}
in Rp+1 by dividing each
[
θ0,`i −m−1/2, θ0,`i +m−1/2
]
into nM small equal pieces. Hence, for
any possible vectors α in the ball ‖α− θ0,`‖2 6 O
(
m−1/2
)
, there exist Λ ⊂ [nM(p+1)] such
that for any k ∈ Λ, we have ‖α− αk‖2 6 2(p+ 1)1/2m−1/2/nM . Then, with the triangle
inequality and Cauchy-Schwarz inequality, it should be easy to verify that
sup
j
sup
α−θ0,`=OP (m−1/2)
T3,j (α)− sup
j
sup
k∈Λ
T3,j (αk)
6 sup
j
sup
α−θ0,`=OP (m−1/2)
sup
k∈Λ
n−1
∥∥vTj ∥∥ n∑
i=1
∥∥∥XˆTi Y˜ (`)i ∥∥∥
2
(
T
(1)
i + T
(2)
i
) (44)
where 
T
(1)
i =
∣∣∣εiH ′ {g (Xˆi, Y˜ (`)i , α) /h} /h− εiH ′ {g (Xˆi, Y˜ (`)i , αk) /h} /h∣∣∣
T
(2)
i =
∣∣∣H {g (Xˆi, Y˜ (`)i , α) /h}−H {g (Xˆi, Y˜ (`)i , αk) /h}∣∣∣ .
39
And further, due to the Lipschitzness properties assumed on H, we have
T
(1)
i 6 C1
∥∥∥XˆTi Y˜ (`)i ∥∥∥
2
‖α− αk‖2/h+ C2
∥∥∥XˆTi Y˜ (`)i ∥∥∥2
2
‖α− θ0,`‖2‖α− αk‖2/h2
T
(2)
i 6 C
∣∣∣g (Xˆi, Y˜ (`)i , α) /h− g (Xˆi, Y˜ (`)i , αk) /h∣∣∣ 6 C∥∥∥XˆTi Y˜ (`)i ∥∥∥
2
‖α− αk‖2/h.
And final result can be obtained by plugging the two inequalities above into (44).
Proof of Lemma5. With a denotation
ξk = v
T
k Y˜
(`)
k Xˆk
[
H
{
g
(
Xˆk, Y˜
(`)
k , αk
)
/h
}
− I (εk) + εkH ′
{
g
(
Xˆk, Y˜
(`)
k , αk
)
/h
}
/h
]
and the fact that
∣∣∣H {g (Xˆi, Y˜ (`)i , α) /h}− I (εi) + εiH ′ {g (Xˆk, Y˜ (`)k , α) /h} /h∣∣∣
6 C
(
1 +
∣∣∣XˆTi (α− θ0,`)∣∣∣ /‖α− θ0,`‖2) ,
for a constant C, we can assert
n∑
k=1
Eξ2ke
t|ξk| 6
n∑
k=1
Eξ2k exp
{
Ct
∣∣∣vTk Xˆk∣∣∣ (1 + ∣∣∣XˆTk (α− θ0,`)∣∣∣ /‖α− θ0,`‖2)}. (45)
40
And we can similarly decompose the multivariate integral into a double integral that,
Eξ2 exp
{
Ct
∣∣∣vT Xˆ∣∣∣ (1 + ∣∣∣XˆT (α− θ0,`)∣∣∣ /‖α− θ0,`‖2)}
6
∫
Rp
(
vT xˆ
)2
exp
(
Ct
∣∣vT xˆ∣∣ (1 + ∣∣xˆT (α− θ0,`)∣∣ /‖α− θ0,`‖2)) [H {(1− xˆTα) /h}−
I (ε) + εH ′
{(
1− xˆTα) /h} /h] f (x) dx
(a)
= (−h/α1)
∫
Rp−1
f−1 (x−1)
∫
R
(
vT xˆ
)2
exp
(
Ct
∣∣vT xˆ∣∣ (1 + ∣∣xˆT (α− θ0,`)∣∣ /‖α− θ0,`‖2))×H (z)− I
(
1− θ0,`,0 −
(
1− α0 − xT−1α−1 − hz
)
/α1 − xT−1θ0,`,−1
)
+
θ0,`,1
{(
1− α0 − xT−1α−1 − hz
)
/α1 −
(
1− θ0,`,0 − xT−1θ0,`,−1
)
/θ0,`,1
}
H ′ (z) /h

2
×
f
{(
1− α0 − xT−1α−1 − hz
)
/α1 |x−1
}
dzdx1
= O
(
h+ ‖α− θ0,`‖2 + ‖α− θ0,`‖22 /h
)
,
(46)
where the variable transformation z =
(
1− xˆTα) /h is used in the (a). And finally, adopting
the Lemma 1 in (Cai et.al , 2011), we can obtain
sup
j
sup
k6nC′
P
(
|T3,j (αk)− ET3,j (αk)| ≥ C(log n/nh)1/2
)
= O
(
n−γ
)
(47)
Proof of Lemma6. Notice that
ET3,j (αk)
= E
(
n−1
n∑
i=1
vTi Y˜
(`)
i Xˆi
[
H
{
g
(
Xˆi, Y˜
(`)
i , αk
)
/h
}
− I (εi) + εiH ′
{
g
(
Xˆi, Y˜
(`)
i , αk
)
/h
}
/h
])
= E
(
vT Y˜ (`)Xˆ
[
H
{
g
(
Xˆ, Y˜ (`), αk
)
/h
}
− I (ε) + εH ′
{
g
(
Xˆ, Y˜ (`), αk
)
/h
}
/h
])
= E
(
vT Y˜ (`)XˆH
{
g
(
Xˆ, Y˜ (`), αk
)
/h
})
+ E
(
vT Y˜ (`)XˆI (ε)
)
+ E
(
vT Y˜ (`)XˆεH ′
{
g
(
Xˆ, Y˜ (`), αk
)
/h
}
/h
)
= E1 + E
(
vT Y˜ (`)XˆI (ε)
)
+ E2.
(48)
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We can then decompose the E1 and E2 into two parts separately according to the value of
Y , that is to say
E1 = E
(+)
1 P
[
Y˜ (`) = 1
]
+ E
(−)
1 P
[
Y˜ (`) = −1
]

E
(+)
1 =
∫
Rp
(
v0 + v
T
−0x
)
H
{(
1− αk,1 − xTαk,−1
)
/h
}
f (x) dx
E
(−)
1 =
∫
Rp
(
v0 + v
T
−0x
)
H
{(
1 + αk,1 + x
Tαk,−1
)
/h
}
f (x) dx
and
E2 = E
(+)
2 P
[
Y˜ (`) = 1
]
+ E
(−)
2 P
[
Y˜ (`) = −1
]

E
(+)
2 =
∫
Rp
(
v0 + v
T
−0x
) {(
1− θ0,`,1 − xT θ0,`,−1
)
/h
}
H
{(
1− αk,1 − xTαk,−1
)
/h
}
f (x) dx
E
(−)
2 =
∫
Rp
(
v0 + v
T
−0x
) {(
1 + θ0,`,1 + x
T θ0,`,−1
)
/h
}
H
{(
1 + αk,1 + x
Tαk,−1
)
/h
}
f (x) dx.
And finally, by expanding these integrals to the joint integrals of (x1, x−1) as what we have
conducted in the proof of lemma3, we can assert
E
(+)
1 + E
(+)
2 = −E
(
vT Y˜ (`)XˆI (ε)
∣∣∣Y˜ (`) = 1)+O (h+ ‖αk − θ0,`‖22)
E
(−)
1 + E
(−)
2 = −E
(
vT Y˜ (`)XˆI (ε)
∣∣∣Y˜ (`) = −1)+O (h+ ‖αk − θ0,`‖22) . (49)
Finally, plugging (49) into (48), we have
sup
j
sup
1≤k≤nC′
ET3,j (αk) = E
(
vT Y˜ (`)XˆI (ε)
)
− E
(
vT Y˜ (`)XˆI (ε)
)
+O
(
h+ ‖αk − θ0,`‖22
)
= O
(
h+ ‖αk − θ0,`‖22
)
= O
(
h+m−1
)
(50)
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