Abstract-A reciprocity theorem for electromagnetic fields with general time dependence has been derived in the time domain, and thus the result is applicable to fields whose time dependences are not Fourier transformable functions. The region to which the theorem applies may consist of dissipative, dispersive, nonhomogeneous, and anisotropic (but nongyrotropic) media, and all these properties may extend to W t y .
I. INTRODUCTION T H E R E C I P R O C I T Y T H E O R E M
for electromagnetic fields with simple harmonic time dependence \\-as first derived by Lorentz in 1595. This theorem, an expression of a basic property of electromagnetic fields, has proved to be one of the important analytical tools in the simplification and solution of various problems in electromagnetic theory. In principle, the solution to a problem of arbitrary time dependence can be expressed in terms of a solution with harmonic time dependence through the use of Fourier transforms. If, however, as frequently occurs, one can obtain only an approximate solution for harmonic time dependence valid over a finite frequency band, or if the original excitation is not Fourier transformable, one is forced t o seek the solution in the time domain directly.
Two different forms of reciprocity theorems for electromagnetic fields with general time dependences have been obtained by Welch [l] and by Goubau [2] . In Welch's formulation, the "advanced" solution to the wave equation has been used, as well as the regular retarded solution. Goubau's formulation is a result obtained directly from the application of the inverse Fourier transform to the original Lorentz time harmonic form. In this paper, a third form is presented which combines the essential features of the two. The result is derived in the time domain, and thus it is applicable to fields whose time dependence is not Fourier transformable. The proof requires only the past histories of the fields; their behavior at t = + 00 is immaterial. The
The first part (Section 11) of this paper was presented orally a t the environment may be nonhomogeneous, dissipative, and dispersive. The media may also be anisotropic, but they must be nongyrotropic. Since the meaning of anisotropicity of dispersive media for fields of arbitrary time dependence requires clarification, its consideration will be delayed until the proof of the theorem for isotropic media has been carried out.
The first portion of the paper is devoted to the statement, proof, and discussion of the theorem. Subsequently a variational expression for the calculation of the scattered fields from a perfectly conducting scatterer is derived. Particular emphasis is given to the meaning of an approximation to the time-varying scattered fields. Consideration is given to the actual signals derived at the output ports of three classes of detectors in response to the exact and approximate forms of the scattered electromagnetic fields. The types of detectors discussed are square law, full-wave bridge, and single diode. In particular, it is shown that the variational expression yields an upper bound to the true value of the signal obtained from the latter two types.
ST.L\TEMEXT AND P R O O F O F THE THEOREM

Theorem
In a certain environment containing an arbitrary distribution of linear time-independent media (see Fig. l ), let Ja(r, t ) and J b ( r , t ) be two independent source current distributions with prescribed time and spatial dependences satisfying the following two conditions: 1) Ja(r, t ) =Jb(rr t ) = 0 , for t < t o ( f o > -* ) and all r .
2) J a ( r , t ) =Jb(r, t ) =0, for I rl > r~( r o < m ) and all
Let &(r, t ) and Eb(r, t ) denote the electric fields corresponding to the sources Ja(r, t) and Jb(r, t ) , respectively. Then, for all T,
\There ITo is any volume containing both Ja and Jb.
In the following, the shorthand notation Ja(t) =Ja(r, t ) , etc., will sometimes be used with spatial dependence understood.
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Proof
The fields Ea(t) and Eb(t) satisfy Maxwell's equations:
where J ( t ) is the appropriate source current and Jind(t) and hence the theorem is proved. Notice that from the boundary and initial conditions stated in the theorem, the integrals all have finite limits. Hence, the orders of integration can be interchanged arbitrarily.
In order to carry out the first step of the proof as outlined, it is necessary to establish the relations between
B(t) and H(t), D(t) and E(t), and Jind(t) and E(t).
Since 
where @(x) =g(X) =. (X) =0, for h <O. Their origin and meaning are discussed in Appendix I for the interested reader. With (6) through (S), it is then simple to show that integrating ( 5 ) with respect to t yields See Appendix I1 for details. Now (9) is integrated xvith respect to volume. After (4) an interchange of the order of integration, there results
The lhs of (10) consists of the volume integral of the divergence of a vector function of time. By use of the divergence theorem, it can be changed into a surface integral over a surface So enclosing Vo. With one further (5) interchange of the order of integration, there is obtained T h e remainder of the proof may be outlined as fol-Lo S L d t [ & ( 7 -t ) x Hb(t) -Eb(t) x Ha(7 -f)] lows: First ( 5 ) is integrated with respect to t , and it is shown that the integral of all the terms in the rhs of ( 5 ) will vanish except the two involving Ja(7-t) and J b ( t ) .
Then the remaining equation is integrated over volume. I t is shown that the integral of the Ihs of ( 5 ) will vanish,
Since both J,(t) and J b ( t ) have only'finite extension, the volume 170 can be chosen sufficiently large to enclose Ja(t) and J b ( t ) completely. Then the value of the Ihs of (9) will remain constant for further increase of V o beyond that which insures enclosure of the sources. Stated alternatively, the surface integral of the lhs of (11) is a constant over any SO which encloses both J a and Jb.
Furthermore, it may be shown that this constant is zero. For this purpose a physical condition on the behavior of the fields a t a distance from the source is imposed.
The condition is that the fields propagate with a jinite velocity away from the source which generates them.
In mathematical terms, this means that if J ( t ) = O for all t < t o ( t o > -E)
and has only finite extent, then for every finite 11, however large, there exists a finite sphere of radius rl on 11-hich E(t) = H ( t ) = 0 for t 5 tl. IYith this condition one can show that the surface integral on the lhs of (1 1) can be made equal to zero by choosing a sphere for So with a radius sufficiently large. Notice that each term of this integrand consists of the convolution integral of a component of the fields due to Jo(t) and another component of the fields due to Jb(t). Generally, it may be expressed as
Then for every 7 given, a sphere for So is chosen with a radius sufficiently large so that f a ( t ) = f b ( t ) = 0 for t <~/ 2 as shown in Fig. 2 . I t is clear from Fig. 2 that on this sphere, where the surface integral is to be carried out, f a ( r -t ) andfb(t) can never be nonzero for any value oft. Therefore, the integrand is zero identically, and hence the lhs of (15) can be made zero by choosing a sufficiently large sphere for So. Then from the argument presented, the surface integral is equal to zero on every SO which encloses both J , and Jb. Therefore,
With the discussion given in Appendix I, it is simple t o extend the proof of this theorem to environments containing anisotropic media.
In conclusion, it is evident that the theorem holds in an environment which may contain anisotropic (but nongyrotropic), dissipative, and dispersive media, and with all these properties extending to infinity. The only requirement on the time functions is that the sources must have been zero at some time in the past.
The reciprocity theorem in this present form is closely related to the Lorentz reciprocity theorem in the Rayleigh-Carson form, namely, where J a , Jb By proving the theorem in the time domain directly, one does not require this assumption. Furthermore, in proving (12) for simple harmonic time dependence, it is necessary for one to apply the radiation condition in order to estimate the behavior of the fields a t infinity. T o be rigorous one would thus have to exclude from consideration structures or media with infinite extensions such as periodic structures.
A VARIATIOXAL EXPRESSION FOR SCATTERED FIELDS
-An important consequence of a reciprocity theorem is the possibility of obtaining a variational expression for computing scattered fields in a scattering problem. From such an expression, one is able to obtain an accurate estimate of the scattered fields from an assumed current distribution over the scatterer. The variational computation has the property that if the assumed current distribution has a first-order error, the scattered fields computed from the variational expression have a secondorder error.
For the case of a simple harmonic time dependence, Rumsey 141 has obtained a variational expression for the scattered fields which is expressed as the product of two integrals divided by a third. The expression also offers a sophisticated physical interpretation from the viexpoint of the reaction concept. For the condition of an arbitrary time dependence, Welch [l] has obtained a similar variational relation which is also applicable to the present theorem with only a slight modification. I n this paper an alternative variational expression is given which offers advantages in both physical and mathematical interpretations. In order to introduce this expression, standard procedure for formulating such a problem is used. Consider a system shown in Fig. 3 . S is a perfectly conducting scatterer, and J h is the primary source which would produce a field Eh in the absence of S. A current Jb will be induced on s producing a scattered field Eb such that the boundary condition on S is satisfied. The boundary condition is that the tangential component of the total E field, or the sum of Eh and E b , must be zero on s. T h e problem is to find Eb.
Cheo:
In order to establish a variational expression for Eb, a secondary source Jb is introduced which consists of a dipole in space at r = ro oriented in a certain direction ( e g . , z direction) and excited by a unit impulse. That is to say,
where 6, is a unit vector in the e direction.
Then, the quantity is defined by
Using the reciprocity theorem (l), one obtains the result Hence, in the problem just outlined, one can write
where E, is the field produced by J,. E, will also generate component of the total field Ea 3. E, must also be zero on S. Notice that both J a and Jb are surface currents on S.
The scalar product of J a or Jb by any field quantity involves only its tangential component. Hence
By the use of the reciprocity relation (l), one further obtains
The proposed variation expression for the result of computing (16) yields an approximation vap(7) which differs from its true value V(T) by a second-order variation. Let vap(7) = ( J p , E,), -I-(Ja, E h ) 7 f (Ja, Eo)7
and Eo = E b + 6 E b . From the principle of the superposition, one sees that 6 E b is the field generated by 6Jb. 1T;ith the aid of boundaw conditions and the reciprocity theorem (l), one has
For a simple harmonic time dependent problem, the scattered signal is a phasor. For such a problem, the meaning of accuracy is evident; the comparison is made between two numbers, the two phasors corresponding to the exact and the approximate signals. In problems of fields with arbitrary time dependence, the meaning of accuracy needs clarification. In this case, the difference between the true function and its approximation, a current J, o n S a n d a scattered field E,. The tangential i.e., the error, is also a function of time. Hence some --
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March kind of averaging process which is meaningful physically should be used to evaluate the approximation. The approach is to consider the output which would result from a practical detector used for detecting the scattered signal.
In a practical problem, the fine-grain details of v ( r ) are generally not of great interest. Furthermore, most practical detecting systems have a response time too slow for the rapid variations usually contained in v(T). One typical example in which this is true is that of a radar system transmitting pulses of very short time duration in an environment of an ensemble of large scatterers. In this situation, the major interest is usually centered in the relative amplitudes and delays of the various pulses returned from different scatterers and the secondary echoes of one single scatterer.
Preliminary to the estimation of the error associated with the variational formulation, it is of interest to consider the signal processing functions of several practical detection methods. In such circuits, the signal s usually applied to a nonlinear device, typically a diode or a square-law detector, and the resulting signal is averaged by a low-pass filter. This process may be characterized by the following three expressions, in which e(to) is the output of the detector, and T corresponds to the time constant of the system: 1) Square-law detector: The operator Q has the following properties: 
One may apply (18) to determine the approximation involved in (17). Let ea(to) and e(t0) designate, respectivelg;, the output signals resulting from the application of the approximate and the true scattered signals vaP(7) and v(r) to the detector. Then for the three detecting systems one finds the following: 1) Square-law detector:
2) Full-wave diode detector:
3) Half-wave diode detector:
In (19), (20) , and (21) one can see that the difference between the actual and the approximate scattered signal is of second order, i.e., if 6J, is 0(e1) and 6 J b is O ( a ) , the error is O(e1~2). Sotice further from (20) and (21) that, for the two types of diode detectors, the error is always positive. Hence the variational calculation yields an upper bound. However, the same may not be said for the square-law detector because the second term in (19) can be either positive or negative.
The variational expression (16) may appear to have one disadvantage, this being that the accuracy of this expression depends upon the levels of the assumed trial functions Ja(t) and J&), as well as upon their forms.
The calculation is thus sensitive to a multiplicative constant in the trial functions for the induced currents on the scatter. In a steady-state simple harmonic time dependent problem, this could be a serious drawback. Since the absolute level of the induced current on the Cheo: Reciprocity Th,eora for EM Fields 283 scatterer depends critically upon the resonance situation, it therefore cannot be accurately estimated without some knowledge of the true solution. However, in a time-dependent problem, the absolute level of the induced currents can be readily determined at the first moment of the incident wavefront impinging upon the scatterer. In the case of a perfectly conducting scatterer, the value of the induced current at the moment of impact can be exactly determined and is equal to 2 2 X H, where H is the magnetic field of the incident wave, and ri is the unit vector normal to the scatterer at the point of impact. Therefore, from this initial value of the induced current, one can determine the constant multiplier of the trial functions. Rlost of the variational expressions, which are independent of a constant multiplier of the trial functions, are generally expressed in a form homogeneous in Ja and Jb. For example, the following expression is also variational : will be canceled out in the expression. However, in a problem of arbitrary time dependence, this form is undesirable, since the denominator may vanish at some value of T , especially whenever oscillatory functions are involved.
CONCLUSION
A reciprocity theorem has been derived which is applicable to electromagnetic fields in environments containing various media of either finite or infinite extensions. The media may be nonhomogeneous dissipative, dispersive, anisotropic, but nongyrotropic. The only requirement on the time dependence of the source is that i t must have begun a t some finite time in the past.
KO knowledge of the behavior of the fields at t = + 30 is necessary.
A variational expression formulated with the aid of this theorem yields an approximation for the scattered fields from a conducting scatterer. The approximation can be interpreted physically as yielding an error of second order in the output signal of a practical detector. The approximation is of particular interest for either full-wave or half-wave diode detectors, inasmuch as the error is equal to or less than a second-order positive quantity, and the approximation yields an upper bound to the actual value of the signal at the output of the detector.
APPENDIX I
It has been mentioned in the text that no simple relation exists between B(t) and H(t) in a dispersive medium. However, from the linearity of the medium one may express B(t) in terms of H(t) and an "impulse response" of the medium in a convolution integral. The impulse response may be defined in the following manner: Let the H field a t a certain point inside the medium be a unit impulse and linearly polarized in a certain direction 6 , viz., H ( t ) = &6(t). T h e B field measured at the same point is called the impulse response. If this response is always polarized in the same direction as the Impulse H field, i.e., B(t) = d p ( t ) , the medium is tropic.
In this case p ( t ) must remain the same for all directions. l$Tith p ( t ) so properly defined, one may easily conclude from the principle of superposition that
(6)
Since the impulse H field is applied at t = 0, the response p ( t ) must be zero before t = 0. Furthermore, if H(t) =O for t < t o as stated in the text, the integrand is zero identically outside the finite interval 0 <X<t-to.
Hence, from (6) one can readily see that the value of B(t) a t a certain moment t =~ depends on the entire history of H ( f ) between t = t o (x =T --to) and t = T (x = 0) but not on that after t =~. Notice also from (6) that, in spite of the fact that the medium is isotropic, B(t) and H(t) in general are not colinear unless they are linearly polarized.
Here the impulse response p ( t ) has an intimate relation with the permeability of the medium for fields with harmonic time dependence. Consider the case in which all three functions in (6)-B(f), p ( t ) , and H(t)-are all Fourier transformable and let their transforms be respectively B(w), p (~) , and H(w). From the theory of Fourier transforms, one sees that they must be related b y Bb) = du)H(w) (22) This is the relation defining the permeability of a medium. Thus p ( t ) must be the inverse Fourier transform of the permeability of the medium as a function of frequency. In order that p ( t ) be a real function, p ( w ) must be an even function of frequency. This is found to be so in all physical media.
As co+k 30, p ( w ) approaches a constant po, the permeability of free space for a physical medium.l
Thus p ( t ) should always contain a 6 function and generally can be expressed as where
%4
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The foregoing discussion on magnetic fields can be applied equally well to electric fields. Hence, one has and p i j = pjd for nongyrotropic media.
D(t) = JWZ(X)E(t -X)&
APPENDIX I I
T h e proof of (9) depends only upon (6), (i), and (8) and upon the fact that all integrals involved have finite limits.
Consider the first two terms on the rhs of (5). Substituting for Ba(T-t) and Bb(t), one uses relation (6), which results in However, for all finite X, Since the integration with respect to X in (26) is between finite limits, relation (6) may be substituted in (26): H.(r -t ) .-Bb(t) + H b ( t ) .-Ba(7 -t ) 
