Satellite based Air Traffic Management (ATM) and In-Flight Internet (IFI) services surely are among the most important ones that will be offered to airlines in the long term. In the design of any communication and security system, high performance must be paid for with high system costs. It is then clearly important, under the business case and technical perspective, to have fairly realistic estimates of the network resources that have to be provided, in order to guarantee the
INTRODUCTION
To fairly estimate resources is already a non-trivial task for any terrestrial communication system. Yet, anytime a satellite constellation (of GEOs and/or non-GEO satellites) is envisaged to offer services to mobile users even bigger efforts are needed, since the analysis and the simulation of the communication network has to be coordinated with the analysis and the simulation of the satellite constellation. A powerful, reliable and flexible simulation tool set is then needed, in whose environment these two levels of simulation can run in parallel.
In this paper we shortly present MLDesigner and SatLab, a tool set including a mission level design tool and a constellation simulator that proved to be well suited for the aforementioned requirements. We model then the real case scenarios of ATM and IFI services offered in the North Atlantic region and finally present the performance results of these tools. All Out of all ATM services we focused on the most important ones: the Air Traffic Services (ATS). Table 1 shows the selected services and the sizes of the packets sent. The data flow for each service is described in detail in [ODI01] . For our purposes it is relevant to recall that each flight is divided into phases such as Strategic Planning, Ground, Climb out, En Route, and Arrival. Each phase has a fixed duration, with the clear exception of the En Route phase, and defined service message profiles.
CONSTELLATIONS' PERFORMANCE ANALYSIS AND SIMULATION FOR COCKPIT AND PASSENGERS AERONAUTICAL SERVICES
We developed at first a simulation environment to evaluate the capacity needed by a single aircraft during a long haul North Atlantic flight and then extended our results to the global scenario of all aircraft flying on North-Atlantic routes during a whole day. For this purpose we used the OAG flight route data [OAG03].
MLDesigner and SatLab were used in conjunction in order to render the spatial position of the aircraft and at the same time simulate the data transfers American Institute of Aeronautics and Astronautics between communication nodes (i.e. aircraft, satellite and ground station). The transport of service messages was implemented by sending packet data structures. All network nodes in our model are freely settable by input files.
Flights were defined by using a data structure that includes flight name, departure and destination's longitude and latitude, altitude, start time, flight duration, takeoff time, route sectors and reporting interval. Using the model for the traffic received by and sent from each aircraft, the number of aircraft in the North Atlantic region and their type distribution we could estimate the uplink and downlink data rates for the chosen Inmarsat satellites. The AOR-E was used as relay for all flights from Europe to the USA, the AOR-W for all others. For each satellite the amount of data packet sizes were accumulated for downlink and uplink separately within a time window of 20 seconds. The simulation was made in 66 steps with about 21 aircraft each. The results were later superposed. The aircraft scenario proved to be too complex for being simulated in one run. The total simulation CPU runtime was of about 35 hours. Figure 6 shows the downlink traffic load of both satellites with the highest peak of capacity usage (9486 bps). Figure 7 shows the uplink traffic load for each satellite. The correlation between the number of active planes and the maxima of ATM data traffic appear there evidently. In order to offer ATS services in the North-Atlantic region a GEO satellite shall offer a net satellite capacity of about 9 kbps.
SIMULATION OF IN-FLIGHT INTERNET
In [UBWH04] we modelled the dynamic behaviour of the aggregate Internet traffic generated by InFlight-Internet users. The results were presented in form of PDF's (probability density function) and CDF's (cumulative density function) of the used data rate. Base for our estimations were the aircraft types A340, B747, B767, B777, MD11 and A380 and our previous market analyses [BHW03]. Table  3 shows the simulation results for the expected number of users, mean data rates and the capacity required to offer, according to the chosen aircraft type, for 99% of the time the necessary QoS. The data rates are in kbps. These results were obtained by simulating for each aircraft type about 3000 intercontinental North-Atlantic flights. A sheer extension of these results to the aggregate traffic of a satellite spotbeam, or footprint, was not possible using the same model, due to the high number of aircraft and passengers to consider. Another model was necessary in order to perform simulations whose run length was independent of the number of passengers. The CDF of the dynamic data rate usage for each aircraft type was rebuilt through a random data rate generator (RDG) Figure 8 shows the principle of this generator. A random number uniformly distributed between 0 and 1 is used as input on the y-axis of the desired CDF. The resulting value on the x-axis is the desired random data rate of the airplane, for the chosen smallest time unit (time granularity). Clearly the random variable generated in such a way has the desired PDF and CDF. American Institute of Aeronautics and Astronautics ...
Data Rate
FIGURE 8: RANDOM DATA RATE GENERATOR
The big advantage of this solution is that all simulation runs are independent of the number of users. Table 4 shows an example of the measured speedup. As a rule of thumb it came out
It is further to remark that the generated data rate usage values cause no loss of detail for the whole simulation, since for every aircraft type the bandwidth CDF results out of the simulation of 3000 (!) intercontinental flights. With this optimization, a simulation run of IFI services for one day of flights between Europe and America took only minutes instead of days. 
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CONCLUSIONS
We have shown the feasibility of the simulation of the whole In-Flight Internet and ATM traffic in the North-Atlantic area in day time scales.
SatLab and MLDesigner proved to be a stable and extensible platform. Our results could be extended to arbitrary scenarios on all scales, starting from the user behaviour up to aircraft types and constellations. Even a terrestrial telecommunication network to offer aeronautical services could be simulated by using the environment we developed.
Last but not least the results we presented are based on very general assumptions and, when available, on real data.
In order to offer In-Flight Internet services during North Atlantic long haul flights a GEO satellite shall offer a net capacity of about 18 Mbps. In order to offer ATM services about 9 kbps are necessary. 
