Denitrification processes have been studied for many decades in both the laboratory and the 34 field, and current work investigates heterotrophic and autotrophic denitrification reactions. 35
therein). Nitrate is now very commonly found in groundwater in Europe and North America 63 (Matĕjů et al, 1992; Rivett et al, 2008) . This creates environmental problems and has even led 64 to the halting of pumping in many well fields. Techniques to decrease nitrate concentrations 65 include ion exchange, reverse osmosis and biological denitrification (Matĕjů et al, 1992) . 66 Denitrification (or dissimilatory nitrate reduction) is recognised as being an efficient natural 67 microbially-mediated nitrogen removal process in soils and waters (Dahab, 1987; Rivett et al., 68 2008; Aelion and Warttinger, 2010) . Indeed, groundwater nitrate can be attenuated by 69 denitrification processes that reduce NO 3 according to a series of reactions mediated by 70 micro-organisms under anaerobic conditions (Knowles, 1982 been developed to describe biogeochemical processes. These include the enzyme reaction 100 kinetic model proposed by Michaelis and Menten (1913) and the bacterial growth kinetics 101 model proposed by Monod (1949) . The latter is used most often to describe the relationship 102 between bacterial growth and substrate concentration (Rittmann and McCarty, 2001 ). This 103 approach, while very successful for batch systems, has significant limitations. It is suitable for 104 irreversible reactions and conditions far from thermodynamic equilibrium where chemical 105 energy is not a limiting factor (Curtis, 2003; Jin and Bethke, 2007; Torres et al., 2010) . It 106 cannot, however, correctly predict reaction rates when substrate concentrations drop below a 107 substrate threshold value (Lovley, 1985 , Cord-Ruwisch et al., 1988 Giraldo-Gomez et al., 108 1992) . Like other empirical rate laws, it does not consider that, close to thermodynamic 109 equilibrium, there is not enough available energy to meet the needs of micro-organisms for 110 microbial metabolism, maintenance and other cellular functions (Jin and Bethke, 2007) . 111 112 Because of the large number and the complexity of the elementary mechanisms involved, the 113 numerical modelling of these processes requires the use of powerful and relevant theoretical 114 approaches in the calculation codes. To enable us to progress in our understanding of the 115 biogeochemical behaviour of ecosystems, robust numerical tools must consider not only 116 chemical and thermodynamic processes (i.e. Gibbs free enthalpy of the redox reactions), but 117 also biological phenomena (i.e. bacterial growth). Among the various patterns proposed to 118 simulate these coupled processes, that of Jin and Bethke (2003 , 2005 , 2007 appears to be the 119 most comprehensive because it considers both the chemical characteristics of the system 120 (through electron donor/acceptor concentrations) and thermodynamic conditions (through the 121 Gibbs free enthalpy of the redox reactions involved), which are the driving forces of the 122 biogeochemical processes. The suitability of this approach (thereafter called "the Jin and 123 Bethke approach‖) and the role of the thermodynamic potential factor have been 124 demonstrated for degradation processes with the thermodynamic control of the respiration 125 rate during arsenate reduction (Jin and Bethke, 2003) , methanogenesis or sulfate reduction 126 (Jin and Bethke, 2005) . In these examples, the respiration process is expected to cease, even if 127 significant amounts of both electron donors and acceptors are still available for 128 metabolization. The role of thermodynamics has also been described concerning the progress 129 of enzymatic reactions like benzoate, crotonate and glucose fermentations (Jin and Bethke, 130 Because denitrification is a complex process mediated by micro-organisms, this coupled 133 thermokinetic/biogeochemical approach would seem to be highly suitable for simulating the 134 biogeochemical reactions occurring between nitrate and electron donors in water. Such a 135 model could be useful for the management of natural environments, particularly to estimate 136 denitrification rates in groundwater for long-term groundwater protection or for the 137 implementation of corrective measures to decrease the impact of diffuse sources. We describe 138 here a versatile model that does not oversimplify the biogeochemical system (overall reaction 139 of nitrate to N 2 ) and is suitable for denitrification catalyzed by different microbial consortia. 140
This model includes a multi-step denitrification process that enables better control of the 141 numerous thermokinetic parameters involved by considering all reaction products. This model 142 tests the suitability of the Jin and Bethke approach for each individual mechanism (the 143 -driving forces‖ of each process). It defines the limiting and weight parameters and we use it 144 to investigate how natural consortia influence the dynamics of denitrification. The model also 145 enables integration of different microbial communities having specific influence on 146 denitrification process. This model allows for evaluation of the relationship between 147 anabolism and catabolism for the heterotrophic micro-organisms under consideration and it 148 enables estimation of the fraction of denitrification that is caused by autotrophic and/or 149 heterotrophic bacteria. 150 151 This work is based on laboratory denitrification experiments (batch and packed bed column 152 done with inoculum from groundwater that contains both heterotrophic and autotrophic 153 bacteria), and yields numerical simulations of the biogeochemical reactions involved in the 154 denitrification processes. Its objectives were to (i) identify the main steps that control the 155 kinetic rate of the denitrification process, (ii) highlight an approach using both batch and 156 flow-through column experiments, (iii) characterize the role played by micro-organisms Heterotrophic denitrification involving organic matter has, however, also been reported 178 (Pauwels et al., 2001 (Pauwels et al., , 2004 . 179
Experiments and Modelling

180
Groundwater was collected with a submersible pump and stored in a sterile vessel after three 181 well volumes of water had been purged. The well enabled the collection of water at a depth 182 between 7 and 15 ma redox zone where there is denitrification (Pauwels et al., 2001) . 183
Aliquots were filtered through 0.45 µm pore size for chemical analysis. Aliquots for cation 184 measurements were acidified to pH 2. Alkalinity was measured by titration with HCl. Major 185 cation (Na + , K + , Ca 2+ 
Batch experiments 203
Batch assays were done in glass serum flasks (500 mL) supplemented with 150 mL (biotic 204 flasks) or 300 mL (abiotic flasks) of sampled groundwater (Table 1) . The headspace was 205 flushed with CO 2 gas to remove oxygen from the flasks. CO 2 was chosen instead of N 2 or 206 CO 2 + N 2 mixtures in order to avoid a secondary nitrogen source in a nitrogen-enriched 207 medium. The flasks were sterilised by autoclaving at 120 °C for 20 minutes. The biotic flasks 208 were inoculated with 150 mL of non-sterile groundwater. Six flasks were prepared -3 biotic 209 flasks and 3 abiotic flasks. Ten millilitres (10 mL) of a 3,000-mg KNO 3 L -1 solution were 210 added to the medium to give a final concentration of 50 mg NO 3 -L -1 and 50 mL of a 1476.4-211 mg Na 2 CH 3 COO L -1 solution were added to give a final concentration of 50 mg acetate L -1 . A 212 trace-element solution (0.25 mL) containing the following, in mg L -1 , was added to this: 213 Water and gas samples were collected at regular intervals to monitor the reaction. 216
Flow-through column experiment 217
Denitrification was studied in a glass column (0.45 L) equipped with an external water jacket 218 that maintained the temperature at 14 °C throughout the experiment (Fig. 1 ). The column had 219 an internal diameter of 3.5 cm and was 32 cm high. It was packed with 599.3 g of crushed 220 schist (200 µm, see Table 2 for mineralogical assemblage) and sterilised 3 times at 24-hour 221 intervals by autoclaving for 1 hour at 121 °C. 222
After sterilisation, the column was inoculated with a denitrifying bacteria consortium 223 specially prepared for this experiment. The enrichment culture, prepared with a groundwater 224 sample, was made up in sterile 500 mL serum flasks containing a culture medium composed 225 of 150 mg L -1 of KNO 3 , 5.66 mg L -1 of Na-acetate and 1 mL of the trace-element solution 226 described above. The pH of the medium was adjusted to 6.5 with a 1 molar H 2 SO 4 solution. 227
The serum flasks were then flushed with N 2 gas to ensure anaerobic conditions. The 228 enrichment culture was incubated for 3 weeks at 14 ± 2 °C. Aliquots were sampled 229 periodically to monitor bacterial growth and the nitrate concentration in the flask. 230
231
The experiment was done with synthetic water prepared with chemicals reagents (Table 3) . 232
The nitrate-bearing solution was injected into the column after the inoculum solution for 200 233 hours in two phases: 234 -Phase 1 (between 0 and 100 hours). The column was fed continuously with synthetic 235 solution 1 (Table 3) were similar to those of the groundwater (Table 1) . Before it was injected into the 238 column ( Fig. 1 ), the synthetic medium was continuously sparged with CO 2 gas and 239 placed in a thermostatic chamber (14°C). 240 -Phase 2 (between 100 and 200 hours). A carbon source (acetate) with a concentration 241 of 10 mg C L -1 (Table 3) be accurately predicted before we can determine the fate of chemical species (reactants and 276 products), microbial population activity and microbial growth. Modelling requires a robust 277 numerical model able to account for all of these strongly linked characteristics and the 278 evolving properties. 279
Thermodynamic and biological coupling 280
Various kinetic rate laws and coupled models have been proposed to describe the thermo-281 as the reaction quotient Q/K, where Q is the ionic activity product and K is the equilibrium 285 constant of the reaction) or a minimum free energy (G min ). However, most of these 286 approaches were developed to describe specific physiological systems with constant G min 287 values. The approach proposed by Jin and Bethke (2002 , 2003 , 2005 , 2007 ) goes further and 288 seems to be more suitable and flexible because it associates (i) a kinetic factor for an electron 289 donor, (ii) a kinetic factor for an electron acceptor, (iii) a term for bacterial growth, and (iv) a 290 thermodynamic factor. Furthermore, the Jin and Bethke approach makes it possible to propose 291 a consistent reactive transport model for hydro-geochemical systems with kinetically 292 dissolving/precipitating minerals for which the reaction quotient Q/K is used in the context of 293 the Transition State Theory (Lasaga, 1984; Palandri and Kharaka, 2004) . 294 295 The Jin and Bethke approach is based on the relationship between chemical redox reactions 296 and microbial growth under natural conditions. Redox reactions, which are often slow, can, in 297 some rare cases, be at thermodynamic equilibrium or close to it (Lindberg and Runnels, 1984; 298 Keating and Bahr, 1998; Michard, 2002; Stefansson et al., 2005) . In natural systems, the 299 progress of redox reactions is usually catalysed by micro-organisms. During this process, 300 bacteria use some of the released energy to synthesize adenosine triphosphate (ATP) from 301 adenosine diphosphate (ADP) and the orthophosphate ion (intracellular PO 4 3-, denoted P i ) 302 (Eq. 5): 303
where  D  A  D+ and  A-are the stoichiometric coefficients of chemical species (D = donor, 306 A = acceptor). The ATP serves as a chemical energy reserve (stock). 307 308 From this, Jin and Bethke (2002) derived a comprehensive kinetic law (Eq. 6) that can 309 account quantitatively for the thermodynamic driving force of redox reactions: 310
where v is the overall rate of microbial respiration (mol L -1 s -1 ), k is the intrinsic kinetic 314 constant (mol g -1 s -1 ) and [X] is the biomass concentration (g L -1 ). F D and F A (ranging from 0 315 to 1, dimensionless) are kinetic factors accounting for the effects of the concentration of 316 dissolved chemical species involved in redox reactions (Eqs. 7 and 8): 317
where D ,  A ,  D+ ,  A-are exponents of reactant and product concentrations. Their values are 320 not predicted by theory and depend on details of the electron transport mechanism (Jin and 321 Bethke, 2003). K D and K A are constants for electron donor D and acceptor A. 322 323 F T (ranging from 0 to 1, dimensionless) is the thermodynamic potential of the overall reaction 324 corresponding to the driving force of the reaction (Eq. 9): 325
where G redox is the free enthalpy of the reaction, G P is the phosphorylation energy, and  is 329 the average stoichiometric coefficient of the overall reaction. The coefficient m is the number 330 of synthesised ATP defined in the overall reaction (Eq. 5). 331
Numerical modelling approach 332
The Jin and Bethke approach was included in the geochemical code PHREEQC (Parkhurst 333 and Appelo, 1999) to deal with denitrification in the presence of acetate. This approach 334 requires, however, that the database used by the calculation code be modified. In its standard 335 use, this code is based on chemical equilibrium calculations of aqueous solutions interacting 336 with minerals and gases using general and extended thermodynamic databases, and aqueous 337 redox reactions are considered to be at equilibrium. As this is rarely the case (Stefansson et  338 al., 2005), a kinetic term must be introduced for redox reactions. PHREEQC is a very flexible 339 code for simulating chemical reactions in the aqueous phase and enables the re-writing of 340 aqueous redox reactions to account for kinetic constraints. Since this study focuses on nitrate 341 behaviour, all redox reactions involving nitrogen were re-written to take into account the 342 kinetics of successive transformations (decreasing redox number: N(V)→N(III)→N(II)→N(I) 343 →N(0)). The chemical equilibria between nitrate-nitrite-N 2 O and N 2 were removed from the 344 database and replaced by kinetic laws. Only aqueous complexing reactions of nitrate and 345 nitrite with cations and vapour-liquid equilibrium for N 2 O and N 2 were kept. 346
Thermo-kinetic simulation of denitrification processes 347
The coupled thermodynamic-biogeochemical approach is applied to the reduction of (i) nitrate 348 to nitrite (Eq. 2), (ii) nitrite to nitrous oxide (Eq. 3) and (iii) nitrous oxide to nitrogen (Eq. 4). respectively (Michard, 2002) . 361
362
In Eqs (7) and (8)
are kinetic terms that 363 replace the half-saturation constant in the Monod equation. In a first approximation, the 364 kinetic term can be expected to be equivalent to the half-saturation constant only when the 365 thermodynamic potential is close to 1 (Jin and Bethke, 2005) or when, under appropriate 366 geochemical conditions such as when the pH is buffered, there is a large substrate 367 concentration and no build-up of metabolic products (Jin and Bethke, 2007) . In this study, as 368 demonstrated below, the pH is buffered and the thermodynamic factor is close to 1 throughout 369 the reaction. Consequently, the two kinetic terms are replaced by two half-saturation constants 370 used. For nitrous oxide, as no literature data were found, the same value as the one for nitrate 380 was chosen arbitrarily (0.09 mg-biomass/mg-N 2 O). For calculations, a conversion factor of 381 6.2 10 9 cells mg -1 biomass was used to convert experimental data (in cells mL -1 ) to input data 382 for numerical model (in mg-biomass mL -1 ) (Clément et al., 1997) . 383 384 Because denitrification by heterotrophic bacteria is studied, the model must also take into 385 account the microbial growth using carbon from acetate and nitrogen from each nitrogen-386 bearing species in solution. For the numerical simulations, the biomass is represented using a 387 simplified generic form (C 5 H 7 O 2 N) and integrated into Eqs.
(2) to (4). The growth yield 388 determined above provides information concerning the stoichiometry of the reaction, i. 
These stoichiometric equations, which take into account the biomass growth (anabolism), 396 were incorporated in the geochemical code. Although bacterial death obviously also affects 397 the micro-organism population during the experiments, it was disregarded. We assumed that 398 no significant nutrients (or chemical components) coming from dead bacteria are released into 399 solution. Modelling is based on experimental constraints and the results obtained, using the Jin and 424 Bethke approach, are described above. The kinetic constants for each reaction are: 425 -Nitrate to nitrite: An initial period (day 0 to day 8) during which no measurable microbial 426 activity and no denitrification is recorded, is followed by a second period (day 8 to day 29) 427 during which nitrate is reduced to nitrite consistent with a mean kinetic constant of 4.6 10 -7 428 mol N L -1 h -1 . 429 -Nitrite to nitrous oxide: A first period (day 0 to day 29), up to complete nitrate reduction, 430 during which the nitrite reduction rate is assumed to be nil, is followed by a second period 431 (day 30 to day 40) during which the nitrite reduction rate is about 2.3 10 -7 mol N L -1 h -1 .
-Nitrous oxide to nitrogen: The kinetic rate is highly dependent on nitrate and nitrite 433 concentrations. Up to the total reduction of nitrate (day 0 to day 29), the nitrous oxide 434 reduction rate is assumed to be nil, whereas thereafter (day 29 to day 60), a value of 435 2.1 10 -7 mol N L -1 h -1 provides a rather good fit of the observed results. 436
By coupling batch experiments and numerical modelling we were able to define the different 437 steps of the denitrification process and determine the respective kinetic rates. The kinetic rate 438 for the first reduction step (nitrate to nitrite) falls within the range reported in the literature 439 (from 5.0 10 -7 to 2.0 10 -6 mol-N L -1 h -1 ) for denitrification with organic matter (Star and 440 Guillham, 1993; Vojvodic Vukovic, 1998, 2000; Devlin et al., 2000) . This 441 experiment shows that the reduction of nitrite (and the formation of nitrous oxide) is related to 442 nitrate consumption. As long as nitrate is present, nitrite increases and is measurable in 443 solution. In natural environments, high nitrite concentrations are rarely observed, except in 444 specific cases (Kelso et al., 1999) . In laboratory systems, this nitrite accumulation is often 445 observed by the use of acetate as the electron donor. Carbon sources such as acetate and 446
propionate cause nitrite to accumulate in the medium, which does not occur with butyrate, 447 valerate or coproate (Wilderer et al., 1987; van Rijn and Tal, 1996) . These authors assume 448 that in the presence of acetate, nitrite accumulation is caused by differences in nitrate and 449 nitrite reduction rates and by the competition between nitrate and nitrite reduction pathways 450 for electrons. Our experiments confirm this hypothesis of competition between the two 451 reduction processes in the presence of acetatenitrite reduction does not start until all of the 452 nitrate has been consumed, favouring nitrate reduction before nitrite reduction and the nitrite 453 accumulation. 454
pH pattern 455
The pH is initially stable or decreases slightly (during nitrate reduction to nitrite, up to day 456 29), and then increases during nitrite reduction (day 29 to day 40, Fig. 3 ). Calculated pH 457 values fit the experimental data relatively well and the major trends are reproduced, except for 458 some small discrepancies in the first part of the experiment. During nitrate reduction (Eq. 2), a 459 small increase in pH is predicted by numerical calculations due to proton consumption, 460
whereas experimental data show a slight decrease. The slopes of the curves for observed and 461 simulated results are identical for the nitrite reduction reaction. Eq. (3) indicates that the 462 proton consumption is higher than in the previous nitrate reduction reactionthe 463 consequence of this being a change in the slope with a relatively greater increase in pH 464 between day 30 and day 40. However, pH does not vary greatly due to the buffering capacity 465 of the reactive aqueous solution. 466
Acetate as the electron donor 467
Acetate is the electron donor used by micro-organisms to promote the heterotrophic 468 denitrification reaction. The concentration is constant during the first 8 days (when no nitrate 469 is consumed) and then decreases sharply (Fig. 4) . After 40 days, there is no longer any acetate 470 (for 2 of the 3 replicates). The simulation correctly fits the observed data, except for one of 471 the replicates, for which no explication can be found, since all of the other measured variables 472 (nitrogen species concentration, pH, biomass concentration) are consistent for the three 473
replicates. Numerical simulations confirm that all of the acetate is consumed during the 474 experiment. It is used to synthesize CO 2 (catabolism) and biomass (anabolism) (Eqs. 10 to 475 12). When numerical modelling was done without taking the bacteria anabolism into 476 consideration ( Fig. 4 -dashed Acetate is the source of both the electrons and the carbon needed by bacteria to proliferate. 479 This is highlighted by the two simulations. One considers only catabolism, while the other 480 takes into account both the anabolism and the catabolism of the micro-organisms (Fig. 4) . in agreement with observed data. The only discrepancy concerns the first period (day 0 to day 498 8). Some bacterial activity, independent of the denitrification process since nitrate reduction 499 and acetate oxidation are nil (or extremely low) during this period, is assumed to influence the 500 biomass population and probably pH during this period. The batch experiments were done 501 with groundwater initially containing both heterotrophic and autotrophic bacteria. Autotrophic 502 bacteria (very active in the field) might develop during the experiment in the aqueous 503 solution. These use the mineral carbon (bicarbonate), and their activity might explain the 504 biomass peak and the slight decrease in pH (Fig. 3) . This is hypothetical, however, and since 505 it does not play a major role in the overall denitrification process, it was disregarded in the 506 numerical calculations. 507
The measurements of biomass concentration in the three replicates also show that the 508 bacterial growth stabilizes after 40 days, in correlation with the total consumption of electron 509 donors and acceptors. Acetate and nitraterather than the bioavailability of other elements -510 seem to be the limiting factors of bacterial activity. As an example, a simple calculation of the 511 amount of phosphorus needed shows that, assuming a classical formulation 512 C:N:P106:16:1 for dry biomass (Sigg et al. 2000) , a few µmol P L -1 are necessary to 513 generate the concentrations of biomass measured in the three replicates. The calculated P 514 concentration and the limit of quantification have the same order of magnitude. We therefore 515 assume that the natural groundwater used for these experiments provides enough trace 516 elements (such as phosphorus) for the growth of the bacterial community. 517
Remarks on the Thermodynamic Potential Factor 518
One objective of this study was to determine the relative weight of kinetic factors influencing 519 global denitrification. The thermodynamic potential factor (F T ) remains constant (and equal to 520 1) throughout the experiment (Figs. 6 and 7) . For denitrification in the presence of acetate, the 521 thermodynamic factor has no affect on denitrification. For step 1 (i.e. reduction from nitrate to 522 nitrite -Eq. 2), the denitrification process is governed by the kinetic factor (F A ) related to the 523 electron acceptor concentration (i.e. nitrate), whereas for step 2 (i.e. reduction from nitrite to 524 nitrous oxide -Eq. 3), the kinetics of denitrification is limited by F A (i.e. nitrite concentration) 525 and mainly F D factors (i.e. acetate concentration). For denitrification in the presence of acetate 526 ( Figs. 6 and 7) , the thermodynamic factor can be disregarded and the global kinetics of 527 denitrification are governed mainly by the concentrations of electron donors/acceptors. The 528 model proposed by Jin and Bethke is, however, entirely suitable for simulating bacteria-529 mediated changes in the redox state of a complex biogeochemical system. 530
Flow-through column experiment 531
Flow-through column experiments should help us better understand the influence of flow on 532 water chemistry, in particular on the denitrification process. Tarits et al. (2006) have 533 demonstrated the influence of hydrodynamic factors on water chemistry. They point out that 534 denitrification is activated by pumping in the aquifer. In columns and, more generally, in 535 consolidated porous media, microbial communities can also develop in biofilms, creating 536 locally variable redox conditions and processes (Yu and Bishop, 1998; Bishop and Yu, 1999) . 537
Our column experiment provides an opportunity to observe whether the denitrification kinetic 538 rates determined using batch experiments are always valid and can be used as is in transport 539 experiments. The breakthrough curves for nitrate and nitrite are given in Fig. 8 and for 540 chloride and sulphate in Fig. 9 . 541
The nitrate concentration increases until it reaches a constant value equal to the input 542 concentration (50 mg L -1 ). The nitrite concentration is lower than 2 mg L -1 (Fig. 8) . The 543 synthetic solution 1 (Table 3) has lower chloride and sulphate concentrations than the 544 inoculum solution initially introduced in the column. This explains the decrease in the outlet 545 concentrations of these two ions during the first hours of the experiment (Fig. 9 ). Between 50 546 and 100 hours, the outlet concentrations for chloride, sulphate and nitrate are the same as the 547 inlet concentrations: the system reaches a steady state. No denitrification occurs in the column 548 during this period despite the presence of bacterial inoculum in the system and of pyrite in the 549 schist (Table 2) . 550 551 At time = 100 hours, phase 2 of the experiment begins with the input of a carbon source. A 552 solution containing nitrate (50 mg L -1 ), acetate (10 mg L -1 ) and sulphate (33.78 mg L -1 ) is 553 injected into the column (synthetic solution 2, Table 3 ). The nitrate concentration at the outlet 554 of the column decreases immediately and the nitrite concentration increases. About 50 % of 555 the injected nitrate has been reduced to nitrite and to reduced nitrogen species after 190 hours 556 ( Fig. 8) . Nitrate removal is not in a steady state. It is more rapid between 100 and 130 hours 557 than during the period between 130 and 200 hours. Nitrite concentrations followed the 558 opposite trend with a sharp increase between 100 and 130 hours and a smoother variation 559 thereafter (130 to 200 hours). The chloride concentration does not vary when the injected solution changes, whereas the sulphate concentration does. Since synthetic solution 2 contains 561 less sulphate than synthetic solution 1, a decrease in the sulphate concentration was expected. 562 Although a small drop was observed, the outlet concentration of this species was always 563 greater than the injected concentration, as opposed to what occurred during the previous phase 564 (0 to 100 hours). Sulphates are therefore produced within the column, and we conclude that 565 dissolved sulphates come from an interaction between the aqueous solution and minerals. 566
Considering the mineralogical assemblage of the constituting rock (pyrite-bearing schist), the 567 sulphur production is attributed to the dissolution/oxidation reaction of pyrite. During this 568 stage (100 to 200 hours), two electron donors impact on the denitrification processacetate 569 (Eqs. 2 to 4) and pyrite (Eq. 1). 570
Based on the results of the column experiment, we assume that the bacterial inoculum used to 571 colonize the schist was composed mainly of heterotrophic bacterial species. The specific 572 medium, enriched in acetate and used to develop this inoculum, probably favours the growth 573 of heterotrophic bacteria (Tranvik and Höfle, 1987) , which have a specific growth rate higher 574 than that of autotrophic micro-organisms (Tsai and Wu, 2005 ). Marchand and Silverstein 575 (2002) also show that heterotrophic microbial growth could have an impact on the behaviour 576 of autotrophic populations, in particular on the biological oxidation of pyrite. They suggest 577 that the development of heterotrophic micro-organisms might inhibit the rate and the extent of 578 sulphide mineral oxidation. This experiment highlights the major role played by heterotrophic 579 bacteria in the denitrification process since it is initiated by the addition of organic matter to 580 the injected solution. 581
The absence of denitrification due to the oxidation of pyrite by nitrate during the first period 582 (0 to 100 hours) was not expected since microbial denitrification had been observed at the site 583 where the samples were collected (Pauwels et al., 1998) . However, these authors did not 584 specify whether the autotrophic micro-organisms were chemolithotrophic bacteria (which use 585 inorganic carbon as a carbon source and non-carbon compounds as an electron source, 586
Chapelle 2001) or chemoorganotrophic bacteria (which use inorganic carbon as a carbon 587 source and carbon compounds as an electron source, Chapelle 2001). From field 588 measurements, they simply identified the preponderant role of autotrophic bacteria compared 589 to that of heterotrophic bacteria. The results of our experiment show that chemoorganotrophic 590 bacteria had been fostered by the acetate-enriched medium used to develop the inoculum, 591
whereas chemolithotrophic bacteria, probably present in the inoculum but in low numbers, 592
were not active enough to initiate the denitrification process. Consequently, the low 593 population of chemolitotrophic micro-organisms and the absence of organic matter for 594 chemoorganotrophic bacteria prevented any decrease in the nitrate concentration during this 595 first period. 596
597
The column experiment was modelled with PHREEQC using a 1D column (discretised into 598 10 sections, each 3 cm long) with hydrodynamic characteristics determined using the bromide 599 tracer (see paragraph 2.1.2). The simulation complies with the two-phase experiment: 600 injection of a nitrous solution without organic carbon (synthetic solution 1, Table 3 ) during 601 the first 100 hours, followed by injection of a nitrate/acetate solution (synthetic solution 2, 602 Table 3 ) from hour 100 to hour 200. A constant injection flow rate is imposed at the inlet of 603 the column and a Cauchy boundary condition is assumed at the outlet. A biomass 604 concentration of 1.6 10 7 cells mL -1 is assumed at the beginning at the experiment. 605
For the biogeochemical part of the simulation, the kinetic parameters determined in batch 606 systems with acetate were used without modification (Eqs. 10 to 12). However, in this flow-607 through column experiment, the kinetic rate for reaction 1 (i.e. pyrite oxidation, Eq. 1) had to 608 be estimated (3.2 10 -7 mol N L -1 h -1 ) based on field data (Postma et al., 1991; Pauwels et al., 609 1998 ). To our knowledge, there is no literature data for the parameters used to calculate the 610 thermodynamic factor of reaction 1 (Eq. 1). Only the free enthalpy can be calculated: -456 kJ 611 mol -1 (Michard, 2002) . This value is high (of the same order of magnitude as that of acetate), 612 and in batch experiments it was demonstrated that the thermodynamic factor is close to 1 with 613 such a high G 0 . In a first approximation, for this calculation, the thermodynamic factor is 614 assumed to be 1. A Monod approach is then used for reaction 1 (Eq. 1). This is justified due to 615 the high free enthalpy of the reaction and the excess of pyrite in the schist (Pauwels et al., 616 1998) . 617
The kinetic rates used for each reaction make it possible to reproduce the experimental values 618 for nitrate, nitrite ( Fig. 8) and sulphate (Fig. 9 ). The outlet sulphate concentrations, calculated 619 from the inlet SO 4 concentration and the number of moles of pyrite oxidized by nitrates 620 (Reaction 1, Eq. 1), are in good agreement with the observed data ( Fig. 9 ). A small difference 621 between measured and calculated sulphate concentrations is observed at 120 hours. Numerical 622 modelling predicted a small peak in sulphate that is not observed. In the column experiment, 623 the autotrophic bacteria have a short time lag, which is not considered in the numerical 624 approach since the two bacterial processes (heterotrophic and autotrophic) are activated at the same time. This simultaneous activation might explain the punctual over-estimation of the 626 sulphate concentration. 627
The numerical simulation of the second part of the experiment (between 100 and 200 hours) 628 also confirms that the bacteria active in the column are, for the most part, heterotrophic since 629 the outlet nitrate concentration starts to decrease when acetate is co-injected with nitrate. 630
However, heterotrophic denitrification alone cannot explain the measured decrease in the 631 nitrate concentration. Autotrophic denitrification must also be involved to match the observed 632 data. The two autotrophic processes (chemoorganotrophic and chemolithotrophic) are also 633 assumed to be active in this experiment. Indeed, the addition in the injected solution of a 634 carbon source (acetate) can activate the chemoorganotrophic mechanism. Moreover, 635 heterotrophic bacteria produce alkalinity (mainly as dissolved CO 2 ), due to acetate 636 degradation for their catabolism. According to the reactions described in Eqs. (10) to (12), 1 637 mole of nitrate induces the formation of about 1.8 moles of CO 2,aq . This increase in alkalinity 638 could explain the increased activity of chemolithotrophic bacteria. All of these processes are 639 assumed to be active in the column experiment. 640
The absence of any source of organic matter, therefore, prevents the development of 641 chemoorganotrophic activity. The low alkalinity of the injected solution also stops the activity 642 of chemolithotrophic bacteria. With the addition of acetate, the heterotrophic bacteria are 643 activated and produce alkalinity, which is immediately used by chemolithotrophic micro-644 organisms. We also assume that chemoorganotrophic bacteria are activated by the carbon 645 availability. However, neither the data nor the model can explain the relative weight of each 646 autotrophic community. This simultaneous heterotrophic/autotrophic denitrification has been 647 described for nitrate removal from high-nitrate wastewater (Gommers et al., 1988;  hours is close to 30 mg L -1 (for an inlet concentration of 50 mg L -1 ), which means that the two 658 species of bacteria are able to remove about 40 % of the initial nitrate. A comparison of two 659 calculations (results not shown here), one done with and the other without considering the 660 autotrophic mechanism, indicates that 80 % of the nitrate consumption is due to heterotrophic 661 denitrification and the remainder is due to autotrophic processes. The numerical results for the 662 nitrite concentration are in good agreement with the observed data. As the modelling 663 approach considers only the production of nitrite by the heterotrophic process, we deduce that 664 autotrophic denitrification does not release any nitrite into solution (or that the kinetic rate of 665 nitrite production equals the kinetic rate of nitrite consumption). This absence of nitrite Nevertheless, although this thermodynamic approach is not useful for denitrification with 716 acetate, it cannot be applied to all denitrification processes in the presence of other electron 717 donors. The main factor influencing the thermodynamic factor is the free enthalpy of the 718 reactionsthe reactions with acetate and pyrite are very energetic (several hundreds of kJ 719 mol -1 ) whereas the free standard enthalpy of reactions with goethite or amorphous iron 720 hydroxides are low (several tens of kJ mol -1 ). This approach should, therefore, be of value for 721 dealing with denitrification involving goethite or amorphous oxides as electron donors.
-24 -
723
This work, which uses both batch and column experiments, shows that these two approaches 724 are complementary. The kinetic data set determined at the batch scale (similar to literature 725 data) is sufficiently well constrained to simulate nitrate, nitrite and biomass concentrations. 726
The numerical simulations indicate that during the heterotrophic denitrification reaction, 727 about 40 % of the carbon from acetate is used for anabolism, whereas 60 % is used for 728 catabolism. Moreover, this set of parameters, fitted with results from batch experiments, can 729 be successfully used to model the column experiment, a 1D system. The heterotrophic 730 denitrification in the column and batch experiments can be explained by the same process, 731 which is promising for application to field studies. Numerical modelling is therefore a useful 732 tool for managing natural environments when the numerous thermo-kinetic parameters are 733 known. 
