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Abstract
Development of image-guided interventional systems is growing up rapidly in the recent 
years. These new systems become an essential part of the modern minimally invasive surgical 
procedures, especially for the cardiac surgery. Transcatheter aortic valve implantation (TAVI) 
is a recently developed surgical technique to treat severe aortic valve stenosis in elderly and 
high-risk patients. The placement of stented aortic valve prosthesis is crucial and typically 
performed under live 2D fluoroscopy guidance. To assist the placement of the prosthesis 
during the surgical procedure, a new fluoroscopy-based TAVI assistance system has been 
developed.
The developed assistance system integrates a 3D geometrical aortic mesh model and 
anatomical valve landmarks with live 2D fluoroscopic images. The 3D aortic mesh model and 
landmarks are reconstructed from interventional angiographic and fluoroscopic C-arm CT 
system, and a target area of valve implantation is automatically estimated using these aortic 
mesh models. Based on template-based tracking approach, the overlay of visualized 3D aortic 
mesh model, landmarks and target area of implantation onto fluoroscopic images is updated 
by approximating the aortic root motion from a pigtail catheter motion without contrast agent. 
A rigid intensity-based registration method is also used to track continuously the aortic root 
motion in the presence of contrast agent. Moreover, the aortic valve prosthesis is tracked in 
fluoroscopic images to guide the surgeon to perform the appropriate placement of prosthesis 
into the estimated target area of implantation. An interactive graphical user interface for the 
surgeon is developed to initialize the system algorithms, control the visualization view of the 
guidance results, and correct manually overlay errors if needed.
Retrospective experiments were carried out on several patient datasets from the clinical 
routine of the TAVI in a hybrid operating room. The maximum displacement errors were 
small for both the dynamic overlay of aortic mesh models and tracking the prosthesis, and 
within the clinically accepted ranges. High success rates of the developed assistance system 
were obtained for all tested patient datasets.
The results show that the developed surgical assistance system provides a helpful tool for 
the surgeon by automatically defining the desired placement position of the prosthesis during 
the surgical procedure of the TAVI.
   
Kurzfassung
Die Entwicklung bildgeführter interventioneller Systeme wächst rasant in den letzten Jahren.
Diese neuen Systeme werden zunehmend ein wesentlicher Bestandteil der technischen 
Ausstattung bei modernen minimal-invasiven chirurgischen Eingriffen. Diese Entwicklung 
gilt besonders für die Herzchirurgie. Transkatheter Aortenklappen-Implantation (TAKI) ist 
eine neue entwickelte Operationstechnik zur Behandlung der schweren Aortenklappen-
Stenose bei alten und Hochrisiko-Patienten. Die Platzierung der Aortenklappenprothese ist 
entscheidend und wird in der Regel unter live-2D-fluoroskopischen Bildgebung durchgeführt. 
Zur Unterstützung der Platzierung der Prothese während des chirurgischen Eingriffs wurde in
dieser Arbeit ein neues Fluoroskopie-basiertes TAKI Assistenzsystem entwickelt.
Das entwickelte Assistenzsystem überlagert eine 3D-Geometrie des Aorten-Netzmodells
und anatomischen Landmarken auf live-2D-fluoroskopische Bilder. Das 3D-Aorten-
Netzmodell und die Landmarken werden auf Basis der interventionellen Angiographie und 
Fluoroskopie mittels eines C-Arm-CT-Systems rekonstruiert. Unter Verwendung dieser
Aorten-Netzmodelle wird das Zielgebiet der Klappen-Implantation automatisch geschätzt. Mit 
Hilfe eines auf Template Matching basierenden Tracking-Ansatzes wird die Überlagerung des 
visualisierten 3D-Aorten-Netzmodells, der berechneten Landmarken und der Zielbereich der 
Implantation auf fluoroskopischen Bildern korrekt überlagert. Eine kompensation der 
Aortenwurzelbewegung erfolgt durch Bewegungsverfolgung eines Pigtail-Katheters in 
Bildsequenzen ohne Kontrastmittel. Eine starrere Intensitätsbasierte Registrierungsmethode 
wurde verwendet, um kontinuierlich die Aortenwurzelbewegung in Bildsequenzen mit 
Kontrastmittelgabe zu detektieren. Die Aortenklappenprothese wird in die fluoroskopischen 
Bilder eingeblendet und dient dem Chirurg als Leitfaden für die richtige Platzierung der 
realen Prothese. Eine interaktive Benutzerschnittstelle für den Chirurg wurde zur 
Initialisierung der Systemsalgorithmen, zur Steuerung der Visualisierung und für manuelle 
Korrektur eventueller Überlagerungsfehler entwickelt.
Retrospektive Experimente wurden an mehreren Patienten-Datensätze aus der klinischen 
Routine der TAKI in einem Hybrid-OP durchgeführt. Hohe Erfolgsraten des entwickelten 
Assistenzsystems wurden für alle getesteten Patienten-Datensätze erzielt.
Die Ergebnisse zeigen, dass das entwickelte chirurgische Assistenzsystem ein hilfreiches 
Werkzeug für den Chirurg bei der Platzierung Position der Prothese während des 
chirurgischen Eingriffs der TAKI bietet. 
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Chapter 1
Introduction
Cardiovascular disorders represent one of the important challenges for western healthcare systems.
Aortic stenosis (AS) is the most frequent acquired valvular heart disease and is responsible for 
approximately 70% of all valve surgery in the aging population (Coeytaux et al. 2010). Surgical 
aortic valve replacement is the standard treatment of calcific AS. However, many elderly patients 
have an elevated predictable operative risk that could compromise the patient’s outcome after 
standard open heart surgery (Ferrari and von Segesser 2010). Transcatheter aortic valve implan-
tation (TAVI) surgery represents a recent minimally invasive alternative to the standard surgical 
treatment for the elderly and high-risk patients with severe AS. Compared to the standard aortic 
valve replacement interventions, the TAVI limits the surgical access to small incisions causing 
minimal tissue trauma. The TAVI technique can be performed on the beating heart without
cardiopulmonary bypass support (Walther et al. 2009). Recovery time may be reduced and the 
patient can eventually return to normal activity more quickly. More than 70,000 transcatheter valve 
implantations have been performed worldwide (Valle-Fernández et al. 2010).
In minimally invasive cardiac interventions performed today, image-guided intervention (IGI) 
technology provides the physicians with invaluable insight of anatomical or pathological targets,
based on modern imaging modalities such as computed tomography (CT), real-time magnetic 
resonance imaging (MRI) or intra-operative C-arm CT fluoroscopy. The IGI systems are mainly 
computer-based systems employing computer vision methods to facilitate the performance of 
perioperative surgical procedures. Interventional angiographic and fluoroscopic C-arm system is 
widely used to guide the TAVI procedures. Different IGI suites have been recently added to this 
interventional C-arm system to perform integration combining 3D information of diseased aortic 
valve from intra-operative CT images with live fluoroscopic images (John et al. 2010; Schröfel et 
al. 2010), but they have still some limitations to cover all clinical requirements, while increasing the 
overall safety for the TAVI surgery.
In this thesis, interventional image guidance techniques for assisting the surgeons during 
minimally invasive TAVI surgery are investigated. The following sections give a detailed 
description of the motivation behind this thesis work and intra-procedural guidance problems that 
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arise during TAVI procedures in Section 1.1 and Section 1.2 respectively. Section 1.3 presents the 
contributions of this work to overcome these guidance problems. Finally, the structure of this thesis 
is outlined in Section 1.4.
1.1. Motivation
Live 2D X-ray fluoroscopy is typically the most common imaging modality for the surgeon during 
the TAVI procedure. Unfortunately, X-ray fluoroscopic images show only blood vessels such as the 
aortic root and the coronary arteries using limited dosage of contrast agent injections in a few 
seconds. Therefore, the correct positioning of stented aortic valve prosthesis (AVP) in live fluoro-
scopic images can be a difficult task even for professional and highly trained surgeons. Moreover,
single-plane fluoroscopic images are generated from projected 3D anatomic objects onto 2D 
images. Therefore, the surgeon still needs more 3D information to decide accurately the position of 
the AVP to be implanted. In clinical practice, supplemental transesophageal echocardiography 
(TEE) is used for this task together with 2D fluoroscopy guidance.
Despite rapidly growing developments in the research areas of medical imaging, medical image 
processing and visualization, the use of computer assistance in surgical routine of the TAVI is still 
limited to static overlay of 3D aortic root roadmaps and anatomical valve landmarks onto live 2D 
fluoroscopic images, causing misalignments between the static overlaid aortic roadmaps and the 
underlying anatomy because of heart beating and respiratory motions.
To overcome the current difficulties associated with intra-operative 2D fluoroscopy guidance 
systems during the TAVI procedure, developing a new surgical assistance system that is capable of 
automatically determining a target area of valve implantation to allow the surgeon to identify
accurately the correct position of the AVP in live fluoroscopic images, can consequently lead to 
significant improvement of the health outcomes for elderly patients with TAVIs.
1.2. Problem Placement
Difficult clinical complications can arise from a misplaced valve using the TAVI technique (Al Ali 
et al. 2008; Yan et al. 2010). Also the AVP cannot be repositioned after deployment. If the AVP is 
placed too high, the coronary arteries may be obstructed, resulting in an emergency sternotomy. In 
case of too low position of the AVP, the mitral valve leaflets might be damaged by the stent and 
perivalvular leakage may occur. Therefore exact placement of the AVP is crucial during the
intervention.
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On the other side, X-ray fluoroscopy guidance has limitations to guide the TAVI procedure. The 
contrast of live fluoroscopic images is generally low. Only contrast agent is injected to visualize the 
aortic root, valve annulus, and coronary ostia, but an excessive usage of contrast agent causes renal 
insufficiency in these high-risk patients. 
Using other imaging modality such as intraoperative MRI has been proposed in previous studies 
for guiding the TAVI (Horvath et al. 2010; Ming et al. 2010). Nevertheless, incorporating the MRI 
technology into the operating room requires special MRI-compatible medical systems and a safe 
MR environment to perform the interventions (Bergese and Puente 2009), which are not possible 
for all modern heart centers. In addition, employing optical or electromagnetic tracking systems in 
the guidance of the TAVI procedure can complicate the surgical workflow.  
Applying medical image processing and visualization techniques therefore presents an 
appropriate solution for accomplishing the guidance task of the TAVI surgery under live 2D 
fluoroscopy.  
1.3. Thesis Contributions
This thesis presents a new fluoroscopic image-based assistance system to guide the TAVI surgery.
In cooperation with Siemens AG (Healthcare Sector, Forchheim, Germany) and the clinicians at the 
Heart Center (Department of Cardiac Surgery, University Hospital Leipzig, Germany), the
workstation of the developed surgical assistance system was integrated a “hybrid” operating room
and connected to an interventional C-arm system. It has been evaluated on several patient datasets 
from clinical routine of the TAVI surgery.
This section presents the main contributions of this thesis to the field of interventional image
guidance systems and surgical technique of the TAVI as follow.
1.3.1. Contributions to Interventional Image Guidance Systems
Interventional image guidance systems are main tools of the physicians to plan and monitor 
minimally invasive surgical procedures. Here the capabilities of angiography and fluoroscopy C-
arm system have been extended for the TAVI guidance by using the developed assistance system,
which includes the following components in a general framework:
x Updated overlay of 3D aortic root model and valve landmarks onto fluoroscopic 
images: A 3D geometrical mesh model of the aortic root and anatomical valve landmarks
are acquired from the interventional C-arm system. In contrary to current guidance systems 
of the TAVI, the overlaid aortic mesh model and landmarks are updated by approximating
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the translational motion of aortic root without additional injections of contrast agent from
sensorless tracking of an interventional device, i.e. the pigtail catheter.
x Target area of Implantation: In this thesis, a target area of implantation is defined as the 
desired area to perform final placement of the AVP based on the best experience and 
knowledge of the physician. The target area of valve implantation is estimated automatically
inside the 3D aortic mesh model. It is then overlaid and updated onto fluoroscopic images in
parallel with aortic mesh model and anatomical valve landmarks. 
x Tracking of Aortic Valve Prosthesis: To visually align the edges of the AVP within the 
estimated target area of implantation, real-time image-based tracking of the prosthesis is
also performed in fluoroscopic image sequences.
x Real-time visualization and user-interaction: An interactive graphical user interface 
(GUI) has been implemented to be integrated with the proposed image processing and 
visualization algorithms based on C++ programming language. Different views of updated 
aortic mesh model, landmarks, target area of implantation, and tracked prosthesis are 
separately visualized to allow the physician to display only the required information for the 
AVP deployment. To ensure the safe guidance procedures of the TAVI using the developed 
assistance system, a minimal user-interaction is included for correcting manually the 
localization errors of visualized aortic mesh model and the AVP only if they occur.  
1.3.2. Contributions to Surgical Valve Implantation Technique
The TAVI surgery relies mainly on the subjective assessment and the professional experience of the 
physicians. However, employing the developed assistance system in guiding the TAVI can provide
the following clinical advantages: High accuracy in the TAVI surgery by defining automatically the 
target area of implantation, reducing the surgery time for controlling the position of the AVP, and 
increasing the safety level of surgical procedures with less risk for the elderly patients.
1.4. Thesis Outline
A graphical overview of the thesis structure is shown in Fig. 1.1. The remainder of this thesis starts 
with two chapters (Chapter 2 and Chapter 3) where clinical and imaging technology basics of 
interventional aortic valve replacement are reviewed and summarized. The main part of the thesis 
(Chapter 4) describes the developed assistance system to guide the TAVI procedure. The 
corresponding experimental results and clinical studies are given in Chapter 5 and Chapter 6
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Fig. 1.1 Overview of the thesis structure.
respectively. Finally, the thesis is concluded with prospects related to this work. The outline of this 
thesis reads in the following way.
Chapter 2 Medical Background and Imaging: The second chapter presents all clinical aspects of 
aortic valve replacement including the TAVI technique. To demonstrate current imaging methods 
during perioperative procedures of the TAVI, the necessary support of different imaging tech-
nologies such as multi-detector row computed tomography (MDCT) and echocardiography is 
described in detail, focusing on the role of interventional C-arm fluoroscopy during the surgery.
Furthermore, imaging requirements and challenges are discussed which are currently needed to 
complete the safe guidance of the TAVI procedure using live 2D fluoroscopy. 
Chapter 3 Image-Guided Cardiac Intervention: The third chapter introduces conceptual 
fundamentals of image-guided intervention platform for minimally invasive cardiac procedures. 
Concerning intra-operative 2D fluoroscopy guidance, the previous studies on image-based tracking 
of interventional devices as well as integrating anatomical cardiac models are reviewed, followed
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by a review of the state-of-the-art in image-guided TAVI systems that are either research studies or
industrial prototype systems. This chapter also outlines current limitations of these TAVI guidance 
systems to validate the above contributions of this thesis in Section 1.3.
Chapter 4 A New Assistance System for Transcatheter Aortic Valve Implantation: The fourth 
chapter gives a detailed description of the developed assistance system for the TAVI surgery under 
live 2D fluoroscopy guidance. Hardware system components are presented to establish the connec-
tion with the C-arm imaging system in the operating room. Additionally, methods of the developed 
assistance system including image processing and visualization techniques are described.
Chapter 5 Experiments and Evaluation: In the fifth chapter, experimental results and a technical 
evaluation of the developed assistance system are given based on patient datasets from the clinical 
routine of the TAVI. The system performance of real-time updating of visualized aortic models 
onto fluoroscopic images and tracking the AVP is quantitatively evaluated.
Chapter 6 Conclusions and Prospects: The final chapter provides conclusions of the scientific 
work carried out in this thesis. Also, the technical and clinical prospects for future work of this 
thesis are given.
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Chapter 2
Medical Background and Imaging
Aortic valve is one of four heart valves. When the heart pumps, one-way the aortic valve 
opens to let oxygen-rich blood flow from the left ventricle into a large blood vessel called the 
aorta (Fig. 2.1). Blood then flows through the aorta to the rest of the body. The left ventricle 
has a great workload to pump the blood to the entire body. Therefore, the aortic valve is the 
most common site for acquired heart valve diseases (Zaret et al. 1992). Aortic valves can 
become thickened and calcified over time inhibiting their ability to open properly and 
therefore develop a stenosis (Dominik and Zacek 2010). Less prevalent, the aortic valve can
leak, called insufficiency. Aortic valves have normally three leaflets (tricuspid) as shown in 
Fig. 2.1. But some aortic valves have two leaflets (bicuspid) or rarely one leaflet (unicuspid), 
causing the most frequent congenital cardiovascular mal-formation in humans (Cohn 2008;
Dominik and Zacek 2010).
Aortic valve replacement is the standard surgical treatment of aortic valve diseases using 
either mechanical or tissue valves (Dominik and Zacek 2010). Standard valvular heart surgery
 
Fig. 2.1. Schematic view of the heart chambers and main blood vessels. The closed the aortic valve is located 
between the left ventricle and the aorta during filling (diastole) (Nishimura 2002). The aortic valve has three 
leaflets (tricuspid) to prevent any backflow of blood from the aorta to the left ventricle.
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has generally been performed via a full median sternotomy using cardiopulmonary bypass
(Cohn 2008). However, many patients with multiple comorbidities have spurred the need of 
less invasive surgical techniques (Bakir et al. 2006; Cohn 2008). Minimally invasive 
techniques have been applied in heart valve surgery since the mid-1990s. There are many 
reasons to perform minimal access aortic valve surgery (Cohn 2008):
x Reducing postoperative pain and faster postoperative recovery
x Improving postoperative respiratory function due to preservation of a part of 
the sternum and the integrity of the costal margin
x The surgical performance can be with the same degree of ease and speed as a 
conventional operation, with no difference in mortality
x Providing access to the relevant parts of the heart and reducing dissection of 
other areas
When Wilhelm Konrad Röntgen in 1895 discovered X-rays at the University of Würzburg,
he generated a new diagnostic tool to visualize the human anatomy. Physicians today depend 
more and more on the information acquired by images to understand, interpret information
and finally find a diagnosis. Nowadays, radiographic examinations and interventions in 
hospitals are done by various well-established imaging technologies such as computed
tomography (CT), magnetic resonance imaging (MRI), positron emission tomography (PET), 
ultrasound (US), and X-ray fluoroscopy and angiography (Fig. 2.2). Utilizing these
technologies is essential to perform successful minimally invasive cardiac procedures, 
because the surgeon cannot directly observe the anatomical or pathological structures of the 
patient. In the following, the minimally invasive aortic valve surgery and related imaging 
modalities will be explained in more detail.
 
Fig. 2.2. Examples of different medical imaging methods. (a) Computed Tomography (CT) of the abdomen. (b)
Ultrasound image of a 10 weeks old fetus. (c) Magnetic resonance imaging (MRI) demonstrating a tumor in the 
brain as indicated by a red arrow.
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2.1. Interventional Aortic Valve Replacement
2.1.1. Aortic Valve Stenosis and Surgical Treatment
Aortic stenosis (AS) is one of the most frequent acquired valvular heart diseases in developed 
countries, affecting 2% to 4% of adults over age of 65 in the United States (Singh et al. 2008)
and it was found that the AS constitutes 43% of all valve diseases in Europe (Iung et al. 2003)
with a prevalence of 4.6% in adults older than 75 years of age (Nkomo et al. 2006).
The aortic valve stenosis leads to increased work force of the left ventricle over time, and 
in the end causing heart failure. The main etiological causes of the valvular AS are congenital,
degenerative and rheumatic AS, as shown in Fig. 2.3 (Dominik and Zacek 2010). The 
congenital AS is caused by bicuspid or unicuspid valve. The etiology of AS in the Western 
population is primarily degenerative, and patients are typically elderly with multiple co-
morbidities increasing operative risk (Yankah et al. 2010). In contrast to degenerative AS, the 
rheumatic AS is less common in the developed countries and results in rigid stenotic or steno-
incompetent orifice (Dominik and Zacek 2010).
Aortic valve replacement via sternotomy is the gold standard to treat aortic valve stenosis 
(Singh et al. 2008). However, nearly 30% of all elderly patients with severe symptomatic AS
are not suitable candidates for surgical replacement of the aortic valve because of their
comorbidities and therefore a too high surgical risk (Sherif et al. 2009). Consequently, the 
need for alternative minimally invasive techniques to treat high-risk patients with severe AS
resulted in the technology and techniques of transcatheter aortic valve implantation (TAVI) 
(Ferrari and von Segesser 2010; Sherif et al. 2009).
 
 
Fig. 2.3. Etiological causes of aortic valve stenosis (Dominik and Zacek 2010). (a) Congenital bicuspid aortic 
valve. (b) unicuspid aortic valve. (c) Calcific aortic stenosis : degenerative (top) and rheumatic (bottom).
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2.1.2. Prosthetic Aortic Valves
Stenotic heart valves are not repairable due to extensive calcification, infection, or congenital 
malformation (Dominik and Zacek 2010). Therefore, surgical valve replacement with heart
valve prosthesis is required. Initially mechanical heart valves have been implanted beginning 
in the 1960s. They are constructed from plastic materials, titanium or metallic alloys with the 
sewing ring from various fabrics. Since the mid-1980s, mechanical bi-leaflet valves were still 
the most frequently implanted valves to treat aortic valve pathologies, e.g. the St. Jude
Medical (SJM) valve (Fig. 2.4a). Biological valves or bioprostheses are made from biological 
tissues derived from animals, e.g. pigs. The leaflets are mounted on a stent equipped with a 
sewing ring as shown in Fig. 2.4b.
The dominant design of transcatheter aortic valve prosthesis is a stent-based bioprosthetic 
valve, delivered by using a catheter and expanded within the diseased valve; the prosthesis is 
crimped over a balloon for deployment using a self-expanding stent device (Christofferson et 
al. 2009). Currently, there are different prosthesis designs for TAVI, but only two prostheses; 
namely the Edwards SAPIENTM prosthesis (Edwards Lifesciences Inc, Irvine, CA, USA) and 
the CoreValve RevalvingTM system prosthesis (Medtronic Inc., Minneapolis, MN, USA) are 
routinely implanted in several highly specialized cardiac centers (Ferrari and von Segesser 
2010; Piazza et al. 2008; Piazza et al. 2010).
The Edwards SAPIENTM prosthesis consists of three bovine pericardial cusps mounted into 
a stainless-steel balloon-expandable stent (Fig. 2.5a). The CoreValve® aortic valve prosthesis
consists of a trileaflet porcine pericardium valve that is mounted and sutured in a self-
expanding nitinol frame (Fig. 2.5b). At the moment transcatheter aortic valve prostheses are 
available in two sizes as summarized in the Table (Fig. 2.5c) (Piazza et al. 2010).
Fig. 2.4. Conventional aortic valve prostheses (Dominik and Zacek 2010). (a) Mechanical bileaflet St. Jude 
Medical valve. (b) Bioprosthesis St. Jude Medical–Epic.
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Fig. 2.5. Main types of transcatheter aortic valve prostheses (Piazza et al. 2010). (a) The Edwards SPAIEN
prosthesis (Edwards Lifesciences Inc.). (b) The CoreValve Revalving system (Medtronic Inc.). (c) Dimensions 
of both the Edwards SAPIEN and CoreValve Revalving system prostheses are illustrated in the table.
2.1.3. Hybrid Operating Room
The surgical procedure of TAVI can be performed in a hybrid operating room (OR). The 
hybrid OR is a modern operating room equipped with an interventional C-arm CT imaging 
system and offering all surgical prerequisites such as sterile valve preparation before 
implantation, anaesthetic equipment, appropriate lighting, and the heart-lung machine as a 
backup to perform a safe TAVI procedure (Fig. 2.6) (Nollert and Wich 2009; Pasic et al. 
2010).
In the hybrid OR, C-arm CT rotational angiography and fluoroscopy is used to reconstruct 
3D datasets, which can be fused with 2D fluoroscopic images displayed on the typical 
monitor (Kpodonu 2010). Therefore, hybrid cardiovascular suites provide the surgeons the 
ability to perform the surgery using 3D anatomical information.
To obtain higher quality of acquired images, higher hardware specifications of the imaging 
system workstation, e.g. working memory (RAM) and central processing unit (CPU), are 
needed. The Digital Imaging and Communications in Medicine (DICOM) format is used to 
store images from the interventional C-arm system for further postoperative tasks such as 
quantitative vessel analysis and evaluation. Wireless devices is one of the future perspectives
of the operating room to overcome the common limitations of wire connection points such 
that the operating table, C-arm, and other equipment can be rotated a full 360o at any location 
within the hybrid OR.
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Fig. 2.6. Two examples of hybrid operating rooms
2.1.4. Aortic Valve Implantation Procedures and Complications
TAVI is done via a retrograde (transfemoral, transaxillary) or antegrade (transapical) 
approach (Singh et al. 2008). The main advantage of the transapical TAVI technique is the 
direct access to the aortic valve which eliminates the need for a large peripheral vascular 
access in patients with peripheral vascular disease, small tortuous vasculature, a history of 
major vascular complications, or previous vascular interventions (Singh et al. 2008).
Surgical Procedures
For transapical approach of the TAVI, the surgical procedure consists of a left anterolateral 
mini-thoracotomy for direct antegrade access through the apex of the left ventricle (Walther et 
al. 2009). It is followed by the placement of an inflatable bioprosthetic valve within the 
diseased native aortic valve using a catheter under rapid ventricular pacing (RVP). Using a 
transvenous pacing catheter in the right ventricular apex, the RVP (180-220 beats/min) is 
initiated to minimize transvalvular flow and the risk of valve embolization (Rodes-Cabau et 
al. 2010).
As soon as the correct position of implantation has been decided by the physician, the 
aortic valve prosthesis (AVP) is deployed by an inflatable balloon to reach its final diameter, 
thus fixing the prosthesis in the aortic wall as shown in Fig. 2.7. As described above in 
Section 2.1.2, the Edwards SAPIENTM prosthesis is the most commonly used prosthesis for 
TAVI in several European countries and the only one approved for transapical approach so far 
(Thomas et al. 2010). Thus only the Edwards SAPIENTM prosthesis (Fig. 2.5a) has been used
for the experiments described in this thesis.
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Fig. 2.7. Transapical approach for implanting the transcatheter Edward SAPIENTM prosthesis. (a) The placement 
of aortic valve prosthesis is at mid-position in the patient’s stenotic valve. (b) The prosthesis is deployed by 
instantaneous balloon inflation [Courtesy of Edwards Lifesciences Inc.].
Clinical Complications
Vascular problems, paravalvular leaks, stroke, and conduction disorders requiring permanent 
pacing can complicate the surgical procedures of TAVI (Van de Veire 2010). Therefore, 
appropriate patient selection with characterization of vascular anatomy and aortic annulus size 
should be carefully defined. 
Exact valve placement is the most crucial step during the intervention, because another 
type of clinical complications can arise from a misplaced valve, which are difficult to manage 
and requires different bailout strategies. The following complications have been reported
(Yan et al. 2010) such as high-degree atrioventricular (AV) block (10-30%), paravalvular leak 
(4-35%), coronary ostia occlusion (0.5-1%), aortic dissection (0-4%), cardiac tamponade (1-
9%). A malposition of the prosthesis rarely occurs, however, 5.3% incidence (9/170) patients 
was reported (Al Ali et al. 2008). The 30-day mortality of the TAVI in Europe is 5-10 % 
(Thomas et al. 2010; Walther et al. 2010).
2.2. Imaging Methods for Transcatheter Aortic Valve Implantation
To minimize the clinical complications of the TAVI, different cardiac imaging modalities
such as multi-detector row computed tomography (MDCT), echocardiography, MRI, and 
fluoroscopy are routinely performed during the perioperative TAVI procedures (Van de Veire 
2010) (Walther et al. 2009). Interventional C-arm fluoroscopy is typically used to guide the 
TAVI procedure and after the implantation to assess the deployment position of the prosthesis
(Walther et al. 2010).
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2.2.1. Preoperative Imaging
Echocardiography, MDCT and MRI allow to quantify the severity of AS and are used to 
evaluate the following important factors for successful TAVI (Yankah et al. 2010) (Van de 
Veire 2010) (Jayasuriya et al. 2011) (Ewe et al. 2011):
x Aortic valve morphology (tricuspid or bicuspid and calcifications) 
x Aortic annulus size measurement
x Coronary anatomy assessment for significant coronary artery disease
x Aorta and peripheral arteries evaluation including artery tortuosity and 
calcifications to choose the suitable TAVI approach
Echocardiography 
Despite the existence of many imaging modalities for assessing the valvular heart diseases ,
echocardiography is still the primary modality to image the heart valves and to acquire
quantitative data on the pathology of the valves, the blood flow, and the surrounding tissue 
motion (Nihoyannopoulos and Kisslo 2009; Solomon and Bulwer 2007). Echocardiography 
(Cardiac Sonography) uses continuous ultrasound waves to generate real-time 2D images or 
recently 3D volume images of the heart, displaying the blood flow within the cardiac 
chambers, valves, and blood vessels. For the TAVI, echo-cardiography plays a fundamental 
role for patient selection and prosthesis sizing (Jayasuriya et al. 2011).
Before the intervention, the AS is usually assessed with a 2D transthoracic echo-
cardiography (TTE). The aortic annulus diameter is measured by TTE to determine the right 
size of Edward SAPIENTM or CoreValve RevalvingTM prosthesis. Figure 2.8 shows the
measured annulus from a 2D midesophageal long-axis image between 120R and 140R plane 
Fig. 2.8. Echocardiography for planning the TAVI showing the measurement of aortic annulus diameter from the 
insertion point of the base of the right coronary cusp (yellow arrow) to the base of the non-coronary cusp (red 
arrow). Using a transesophageal echocardiography (TEE) scan to confirm the annulus measurements.
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rotation on transesophageal echocardiography (TEE) in systole. Only the physician can use 
the TEE before the surgical procedures if the obtained information with TTE is inaccurate or 
suboptimal (Jayasuriya et al. 2011).
 
MDCT
A clinical study of 50 patients with AS showed that 2D echocardiography was unable to 
identify the aortic valve anatomy in 10 patients due to extensive calcification, but MDCT was 
able to visualize and identify the aortic valve in 49 of 50 cases correctly (Alkadhi et al. 2010).
Therefore, MDCT is an important additional pre-procedural screening and planning method 
for TAVI (Ewe et al. 2011; Van de Veire 2010).
MDCT systems are CT scanners with multiple rows of detector arrays in the longitudinal 
direction providing rapid scanning and a wider scan coverage. All MDCT scanners use a slip-
ring gantry to perform helical acquisition at 330 ms/360° rotation speed of the X-ray tube 
around the patient (Fig. 2.9a) (Becker et al. 2008). The terminology “Multislice CT (MSCT)”
is commonly used to represent the technical capabilities of a MDCT system such as a 64-slice 
MDCT (Valentin 2007).
The quantification and localization of aortic valve calcification is analyzed in detail by the 
MDCT before the TAVI procedure as shown in Fig. 2.9a (Leipsic et al. 2009; Van de Veire 
2010). The measurement of the aortic annulus is performed in coronal and sagittal planes 
(Fig. 2.9b), because the aortic annulus has no optimal circular shape (Leipsic et al. 2009).
Fig. 2.9. Multi-detector row computed tomography (MDCT) for preoperative planning of the TAVI. (a) 
Siemens Somatom Sensation 64 Cardiac CT Scanner. (b) MDCT showing coronal (top) and sagittal (bottom)
reconstructed views of severely calcific aortic valve and also measurements of aortic annulus (blue lines).
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MRI
The key element of the MRI is the relaxation property of excited hydrogen nuclei in fat and
water of body soft tissues. The main advantage of MRI over echocardiography is the 
independence from geometric assumptions, which allows the MRI as an investigative tool to 
reduce the sample size (Nicholls and D. 2011). Cardiovascular magnetic resonance (CMR) 
provides clear visualization of the aorta with unrestricted access and freedom from ionizing 
radiation. It allows accurate and reproducible measurements of the aortic root to make a
decision on the timing and nature of surgical replacement of the aortic valve (Burman et al. 
2008). The patients can be imaged using a 1.5 Tesla MRI scanner as depicted in Fig. 2.10a.
Steady state free precession (SSFP) cine images in oblique sagittal and coronal orientations
are acquired aligned with the left ventricular outflow tract (LVOT) as shown in Fig. 2.10b 
(top). They are used to locate two ‘sinus’ planes transecting the aortic root at the widest point 
in the phase of maximal systolic distension and at end diastolic positions (Fig. 2.10b 
(bottom)). Three level of measurements are performed in the sagittal and coronal LVOT 
planes, which are the aortic annulus, the maximum diameter across the sinuses, and at the 
sino-tubular junction illustrated as plotted lines in Fig. 2.10b (top). In each of the systolic and
diastolic sinus planes as depicted in Fig. 2.10b (bottom), three cusp-cusp and three cusp-
commissure of the aortic root dimensions are measured.
The limitations of cardiac MRI include safety concerns related to the presence of metallic
objects in the body such as pacemakers and implantable defibrillators (Nicholls and D. 2011).
These devices are commonly implanted in patients with heart failure and limit the usefulness
of MRI in this population. Nevertheless, the MRI is still safe for the most patients with heart 
valve prostheses and coronary stents.
Fig. 2.10. Magnetic resonance imaging (MRI) for planning the aortic valve replacement. (a) Siemens 
MAGNETOM Avanto 1.5 Tesla scanner. (b) Four cine oblique planes aligned with the left ventricular outflow 
tract (LVOT) are acquired to perform the required measurements of the aortic root. They are ‘sagittal LVOT’
and ‘coronal LVOT’ planes (top), ‘systolic sinus’ and ‘diastolic sinus’ planes (bottom).
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2.2.2. Intraoperative and Follow-up Imaging
Live 2D X-ray fluoroscopy is mostly used during the TAVI, in order to determine proper 
valve positioning and the plane of alignment of the aortic valve cusps with supplemental 
echocardiography confirmation (Van de Veire 2010; Walther et al. 2009). Recently, an 
interventional C-arm CT imaging system (Siemens AG, Healthcare Sector, Forchheim, 
Germany) is used in the clinical routine to capture both intraoperative 3D CT images and live 
2D fluoroscopic images. Real-time MRI has only been used experimentally to guide the 
TAVI in a porcine model (Horvath et al. 2011). The surgeon depends on the TEE to rapidly 
assess prosthesis position and function information. MDCT and MRI are used for follow-up 
examination to evaluate the prosthesis position after the implantation.
Interventional C-Arm Fluoroscopy
Fluoroscopy is a technique to obtain real-time x-ray images of the anatomical structures of 
patients. X-ray image intensified fluoroscopy was suggested first by Dr. Chamberlain in 1942 
and manufactured in the early 1950’s. Modern fluoroscopy systems used an x-ray image 
intensifier optically coupled to a conventional video or charge coupled devices (CCD) 
cameras to display the real-time images on a separate monitor (Lai and Cunningham 2002). In 
recent fluoroscopy imaging systems, X-ray sensitive flat panel detectors are replacing the 
image intensifier-camera combination (Nickoloff 2011). These flat panel detectors are 
mounted on a C-arm system and placed around the operating table during the intervention 
(Fig. 2.11a). Fluoroscopy becomes a main tool for physicians during angiographic surgical 
procedures to visualize the heart chambers and blood vessels using contrast agent injections 
that absorb X-rays.
To start the surgical procedures of the TAVI, the physician uses the interventional C-arm
CT system to reconstruct a 3D CT image of the aortic root under a short episode of RVP from 
acquired rotational 2D image sequences of 200o over 5 seconds by applying 75 ml diluted 
contrast agent (Fig. 2.11b). This small amount of contrast agent is equivalent to just a single 
angiogram aortic root shot.
In the presence of contrast agent, different fluoroscopic projections are used to visualize 
the aortic root and the aortic annulus in a perpendicular view (Fig. 2.11c). The ventricular-
aortic angle can only be estimated in the right anterior oblique (RAO) view, because the left 
anterior oblique (LAO) view looks at this angulation en face. The annular plane is sometimes 
visible depending on the amount of annular calcification, but often only indirect clues are
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provided by the position of a pigtail catheter. The pigtail catheter should be placed at the 
bottom of a coronary sinus. Information from the planning CT or intraoperative C-arm CT 
images can be used to calculate the best possible fluoroscopic view for a coaxial implantation 
and automatically adjust the angulation of the C-arm without giving additional contrast agent. 
However, the following valve adjustment in the aortic annulus requires additional contrast 
agent and radiation exposure. When valve positioning is considered correct, the balloon-
expandable prosthesis is released to replace the diseased valve under RVP as shown in Fig .
2.11d. After the implantation, the assessment of the implanted AVP is also done by using 
fluoroscopy guidance (Fig. 2.11e).
Fig. 2.11. (a) Fluoroscopy C-arm system (Siemens Artis Zeego). (b) Dyna-CT image. 2D Fluoroscopy guidance 
during the transapical TAVI: (c) Valve positioning, (d) Valve implantation, and (e) Final assessment after valve 
implantation.
MRI
Intra-operative MRI guidance for the TAVI provides precise three-dimensional information 
about both soft tissue anatomy and catheter position and immediate parameters of
cardiovascular function as well. However, this guidance modality requires special compatible 
MRI-instruments and considerable capital investment. It is still under experimental studies 
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(Horvath et al. 2011; Kuehne et al. 2004). The MRI can be used for the final assessment of 
the implanted AVP after the surgery.
TEE and MDCT
Transesophageal echocardiographic guidance in conjunction with fluoroscopy is the key 
feature in determining optimal positioning of the prosthesis (Jayasuriya et al. 2011). Besides 
guiding valve implantation, the TEE is used to determine the final valve deployment 
assessment. Using real-time 3D TEE is recently introduced in guiding TAVI intra-operatively
(Van de Veire 2010). One month follow-up after the TAVI, the use of MDCT is helpful to 
evaluate the position of the AVP in relation to the annual plane as well as the left and right 
coronary ostia (Delgado et al. 2010).
2.3. Live 2D Fluoroscopy Challenges and Requirements
Intraoperative imaging is essential in coping with the surgical needs for the TAVI procedure.
The physician uses mainly live 2D fluoroscopy guidance to perform the valve-positioning 
step as described above. However, the contrast quality of fluoroscopic images is generally 
limited to minimize the radiation exposure for the patient and the physician. The annular 
plane is sometimes invisible in live fluoroscopic images, depending on the amount of annular
calcification. Therefore the contrast agent is injected via a pigtail catheter to visualize the 
aortic root and the valve annulus in a few seconds. On the other side, the amount of contrast 
agent injection must be minimized to avoid renal insufficiency in elderly high-risk patients.
Some requirements of 2D fluoroscopy are therefore derived to improve the accuracy guidance 
of the TAVI as follow.
2.3.1. Target Area of Valve Implantation
Based on the professional surgical experience, the correct position of the AVP should be 1/3 
to 1/2 of its length above and perpendicular to the aortic annulus (Walther et al. 2009). A
target area for valve implantation is the area between the two planes of the lowest points of 
leaflet cusps and the cornary ostia. To enhance the surgical procedure, the target area of valve 
implantation could be automatically estimated and visualized during the surgery.
The collaborating physicians assumed that the allowed errors of misplaced valve are in the 
range of 2.0 mm to 5.0 mm within the target area of implantation. In narrow aortic roots,
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severe calcification of the left coronary cusp and a distance of the left coronary ostium to the 
annulus of less than 1 cm, the margin of misplaced valve error should not exceed 2.0 mm.
2.3.2. Limited Dosages of Contrast Agent Injection
The aortic root is only visible in single-plane fluoroscopic images if contrast agent is injected,
but it is needed to minimize the amount of contrast agent injections during the surgical 
procedure. In order to overcome this visualization problem of the aortic root roadmap without 
contrast agent, integrating 3D information of the aortic root model from CT or intra-operative
C-arm CT images with live fluoroscopic images represents a good solution to improve the 
surgical workflow.
2.3.3. Interactive Imaging System 
Fully automated systems can be an ideal tool for intra-operative guidance of minimally 
invasive cardiovascular surgery. However, imaging systems such as interventional C-arm 
provide interactive capabilities to allow the surgeon to initialize required system parameters if 
exist, control the display of guidance views, and correct or minimize the unexpected errors if 
occurred. Therefore, recent imaging systems usually include some levels of user-interaction to 
ensure the safe surgical procedures.
2.4. Summary
In this chapter, the clinical background of aortic valve replacement and related imaging 
methods during perioperative TAVI have been presented. Intra-operative challenges and 
requirements of 2D fluoroscopy guidance have been described to improve the accuracy of the 
TAVI as: 1) Automatic estimation of the target area for valve implantation will assist the 
surgeon to define the appropriate placement of the AVP; 2) Continuous visualization of the 
aortic root roadmap without an excessive usage of contrast agent increases the surgical safety 
for elderly high-risk patient population scheduled for TAVI; 3) Minimal user-interaction to
ensure the high performance of guidance system.
The role of image-guided intervention will be presented in the next chapter of this thesis to 
achieve the above fluoroscopic guidance requirements of the TAVI.
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Chapter 3
Image-Guided Cardiac Intervention
 
Minimally invasive procedures are often performed using image-guided support, e.g. X-ray imaging
modality, to look inside the patient’s body and to manipulate surgical instruments or implants
through small incisions. These surgical procedures can be difficult even for highly trained 
physicians. Therefore, developing appropriate image-guided intervention (IGI) technology is 
needed to assist the physician (Cleary and Ingeholm 2007). The use of IGI in clinical routine is 
approximately 20 years old. During this period, the evolution of computers has played an important 
role in shaping the IGI (Peters 2006). Recent developments in computer vision have been applied to 
a variety of clinical applications to enhance the view of the patient anatomy and to facilitate the 
performance of pre and intra-operative surgical procedures, especially for minimally invasive 
cardiac interventions. Generally, the IGI has three main key components (Grimson et al. 2000;
Peters 2006; Rettmann et al. 2009):
x Integration of pre and intra-operative imaging from the same or different 
modalities including 3D reconstruction of patient-specific models and alignment 
of these models with live images of the patient
x Real-time tracking of interventional devices or instruments to allow the 
physician to define the actual position of his device with respect to critical or 
hidden structures during the procedure
x Creating a meaningful display that visualizes the required information of the 
tracked device and patient data to ease the guidance process
Intra-operative imaging modalities are used to guide the surgical procedure, as described in 
Chapter 2. However, surgeons still need to mentally fuse the surgical plan from preoperative images 
with the real-time information, while manipulating the surgical devices or instruments inside the 
body and monitoring targets delivery (Linte et al. 2010b). These clinical needs evolve the IGI
technologies that enable the integration of pre and intra-operative imaging and surgical navigation 
into an image-guided suite during surgery.
In this chapter, the following components of IGI system will be described: Medical image 
processing techniques and anatomical modeling of the heart with major blood vessels such as the 
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aortic root (Section 3.1), localization and tracking methods of interventional devices (Section 3.2),
integration of patient datasets using the methodology of image registration (Section 3.3), and 
medical visualization systems (Section 3.4). In Section 3.5, image-based tracking methods of 
interventional devices, e.g. catheters or guide wires, and the use of anatomical cardiac models under 
2D fluoroscopy guidance are briefly reviewed. The state-of-the-art in image-guided transcatheter 
aortic valve implantation is discussed, showing recent developments in interventional support 
systems for the placement of transcatheter aortic valve prosthesis. Section 3.6 outlines current 
limitations of fluoroscopic image-guided TAVI that should be overcome to improve further the 
accuracy of aortic valve implantation.
3.1. Image Processing and Anatomical Modeling
Medical image processing is recently utilized in diagnosis as well as treatment of cardiovascular 
diseases because of rapidly growing interest in minimally invasive surgery. Although the IGI
employs various medical imaging modalities for the surgical guidance, the imaging datasets still 
require sophisticated image processing algorithms, e.g. segmentation, to accurately extract the 
required information of target area. Additionally, these image processing algorithms can be used to 
generate patient-specific models of medical images to plan surgical procedures and to guide the 
intervention.
Main concepts of enhancement and segmentation techniques are presented here for processing 
medical images after they have been generated in digitized format. 3D anatomical modeling of the 
heart and blood vessels is also reviewed.
3.1.1. Enhancement
A 2D image acquired from a medical imaging system represents a 3D anatomical target for medical 
treatment. Unfortunately, most medical images are subject to noise due to various sources of 
interference and other phenomena, affecting the measurement process and data acquisition in
imaging systems (Bankman 2000). Image enhancement techniques are used to reduce noisy images
and to improve the visual quality of medical images. The enhancement of anatomical structures is 
an essential first step in many image analysis systems. Different enhancement techniques including 
linear, nonlinear, fixed, adaptive, pixel-based, or multi-scale methods have been applied in clinical 
applications such as coronary angiography (Kim et al. 2010), X-ray mammography (Zhiwen et al. 
2005), and liver CT images (Yang et al. 2010). Figure 3.1 shows an example of applying a spatial-
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temporal filter to enhance X-ray fluoroscopic images during cardiac interventions (Bismuth and 
Vaillant 2008).
The enhanced image may give a poor representation of the original image. Also, it may eliminate 
small details and edge sharpness while removing the noise caused by an inappropriate use of 
enhancement techniques (Bankman 2000). Therefore, users should be cautious to avoid these 
enhancement problems by finding suitable enhanced imaging techniques for their specific 
applications.
 
  
 
Fig. 3.1. Using image enhancement for X-ray fluoroscopic images (Bismuth and Vaillant 2008). (a) Original noisy 
image. (b) Adaptive filtering result of the original image.
3.1.2. Segmentation
Increasing size and number of medical images made the use of image segmentation techniques
necessary for the delineation of anatomical structures and other regions of interest in assisting and 
automating specific radiological tasks such as treatment planning (Pham et al. 2000). In Fig. 3.2, a 
MRI image shows an example of cardiac segmentation by analysis of grey-level variations during 
contrast agent injections (Mischi et al. 2005). Principally, a segmentation process is to partition an 
input image into a number of homogenous regions or classes based on one or more features; e.g.
contours and surfaces that define the segmented object as a spatially connected group of pixels.
Alternatively, segmentation can be defined as a pixel labeling process to assign all pixels with the 
same label that belong to the same homogenous region. Segmentation algorithms operate on the 
image intensity or texture variations (Bankman 2000). They include thresholding, region growing, 
deformable models, pattern recognition techniques such as artificial neural networks and fuzzy 
clustering, and advanced techniques like hybrid segmentation and volumetric segmentation.
3.1.2. Segmentation 26
 
 
  
 
Fig. 3.2. Segmentation of left ventricle (LV), left atrium (LA), and aorta in a MR image (Mischi et al. 2005).
Due to high similarity in gray level and texture among the interested objects, medical image 
segmentation methods have generally restrictions causing possible segmentation errors (Mahsa 
2009). Therefore, current image segmentation solutions in most clinical applications are still 
problem-based and require additional user-interaction. Processing time of segmentation algorithms 
is also an important factor to obtain desired results in real-time during intra-operative guidance 
procedure.   
  
3.1.3. Anatomical Cardiac Models
Anatomical models of the heart and blood vessels are employed for guiding cardiac procedures. An 
anatomical model consists primarily of a surface extraction of the organ of interest using image 
segmentation. Several model-based techniques including deformable models, level sets, and atlas-
based approaches were initially developed to quantify ejection fraction of the left ventricle for 
diagnostic purposes. They have shown faster and accurate results than manual segmentation. These 
modeling techniques were also used to build specific heart models to be employed during cardiac 
guidance. Cardiac models are usually obtained from magnetic resonance (MR) or computed 
tomography (CT) datasets as shown in Fig. 3.3 (Weese et al. 2010).
Computational meshes are extracted from the segmented 3-D medical datasets, in order to 
assemble models of cardiac structure and function (Burton et al. 2006; Prassl et al. 2009).
Unstructured grids can be adaptively generating 3D finite element meshes of cardiac model. The 
resulted cardiac model is usually a triangulated surface mesh consisting of vertices and triangles.
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In recent years, the advances in computer technology and the evolution of graphic processing 
units (GPUs) have allowed the construction of four-dimensional (4D) cardiac models using volume 
rendering of preoperative MRI or CT images. Therefore, full 3D attributes of the preoperative 
images can be appreciated while maintaining all the original data without discarding most of it 
during anatomical model estimation using classical segmentation algorithms.
 
 
 
 
Fig. 3.3. Completer cardiac model with the aortic root (red), the coronary sinus (orange), the left ventricle (yellow),the 
left atrium (green), the apical region of the endocardial wall (dark blue), the right ventricle (light green), and the right 
atrium (blue) (Weese et al. 2010). (a) Segmentation results of the heart and blood vessels in a MR image. (b) The 
segmented heart and blood vessels in CT. (c) 3-D surface cardiac model.
3.2. Interventional Devices Localization and Tracking
Precise knowledge of the position and the orientation of interventional devices (e.g. catheters, guide 
wires, and prostheses) with respect to the target are important during minimally invasive 
interventions. Tracking of interventional devices is therefore an essential component of IGI
systems. Most frequently technologies of tracking systems employed in IGI can use optical or 
electromagnetic approaches. Although these optical and electromagnetic systems showed good 
tracking accuracy, their applications are limited to guide cardiac interventions. The optical tracking 
systems cannot be used within body applications, because they require an unobstructed line-of-sight 
between the transmitting device and the sensors mounted on the surgical device. On the other hand, 
the performance of electromagnetic tracking systems may be limited by the presence of ferro-
magnetic materials near the field generator, or inadequate position of the surgical device within the 
tracking volume of electromagnetic systems.
Image-based tracking can be also employed in IGI to overcome the above limitations of optical 
and electromagnetic tracking systems. The advantages of an image-based tracking approach are that 
image-guided systems do not require expensive instrumentation and both the interventional device
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and the patient’s anatomy are observed together in the same image plane, thus eliminating a critical 
calibration step (DiMaio et al. 2007). However, a compromise between imaging speed and quality
can degrade localization accuracy and reliability.
Feature-based methods and region-based methods are two main categories of image-based 
tracking algorithms (Dewan 2008). In feature-based methods, features of interest such as edges, 
corners, scale-invariant features, and affine invariant features are detected in the target region. 
These features are tracked through correspondence in subsequent frames. Then, the target motion is 
estimated through the collective motion of these features.
For region-based tracking methods, the appearance of the object or the target region (i.e. 
template) being tracked is stored. The location or motion of this object in the consecutive frames is 
estimated through an objective function that is defined to choose an area of an image closely 
matching the appearance of the template. Various objective functions such as normalized cross 
correlation and sum of squared differences have been used. A parametric motion model such as 
translation, translation and scale or affine is chosen based on the motion of the object being tracked. 
The user typically selects the template image from the initial frame in the sequence.
3.3. Data Integration
Image registration is a key of the enabling technology for image-guided minimally invasive 
interventions (Markelj et al. 2010). In IGI, registration provides a helpful tool to integrate the pre-
and intra-operative data before and often during an intervention so that corresponding anatomical 
structures in the two datasets are aligned. Registration was initially defined as a process to 
geometrically align two images, which have been acquired from the same patient at different time
points or with different imaging modalities. Now, the definition of medical registration is expanded
over time to include the alignment of images, features, or models with corresponding features or 
models in the physical space (Linte et al. 2010b). Various registration techniques from fully manual 
to completely automatic have been employed in clinical applications. Historically, image-
registration has been classified as being “rigid” or “nonrigid” (Crum et al. 2004). In rigid image 
registration, it is assumed that the objects simply need to be rotated and translated with respect to 
one another to achieve correspondence. On the other side, correspondence between structures in
two images using nonrigid registration cannot be achieved without some localized stretching of the 
images. Medical registration approaches can be recently divided into three main categories as 
follow: First, landmark-based registration is a common manual approach consisting of the selection 
of homologous landmarks, e.g. points, in multiple datasets. These rigid landmarks are very difficult
3.3. Data Integration 29
to identify in a preoperative cardiac image and also within the patient’s heart during the 
intervention.
Second, geometry and intensity-based registration are generally automatic registration methods 
and require little or no input from the user. Intensity-based methods determine the optimal 
alignment using only information contained in pixels or voxels of 2D and 3D images respectively 
(Markelj et al. 2010). Normalized mutual information (NMI), as an example of intensity-based 
registration algorithms, has been developed to register 3D CT images to intra-operative 2D
ultrasound (US) images in minimally invasive cardiac procedures (Huang et al. 2009). Geometry-
based registration techniques are performed through finding a transformation that minimizes the 
distance among homologous features or surfaces defined in multiple datasets. Extraction of 
geometrical features is done via image segmentation, which reduces the amount of data and 
therefore speeds up the registration procedure. However, the drawback of such registration 
techniques is that the accuracy of segmentation directly affects the accuracy of geometrical-based 
registration (Markelj et al. 2010). Iterative closest point (ICP) algorithm was developed for 
registration of 3D shapes (Besl and McKay 1992). The ICP algorithm has been extended to register
4D dynamic cardiac shapes (Wilson et al. 2006).
Third, deformable registration has been widely employed for cardiac image registration because 
of the soft tissues of the heart. Nonrigid multilevel free-form deformations (MFFDs) registration 
has been developed for analysis of myocardial motion using tagged MRI. Also, a nonrigid 
registration approach has been used to extract the cardiac motion from CT images using free-from 
deformation (Zhang et al. 2009a). Although the deformable techniques provide robust and accurate 
registration of cardiac images, they may be computationally inefficient for real-time use during 
critical interventional procedures (Holmes III et al. 2008). These limitations arise due to the 
challenges of computing the anatomical models and updating the non-rigid registration in nearly 
real-time. 
3.4. Visualization
Medical visualization is a primary interface between physician and patient (Holmes III et al. 2008).
Development of an appropriate image-guided interface requires good understanding of several 
aspects of data acquisition, processing and integration, and visualization methods in the context of 
the surgical procedures. In order to accurately guide the surgeon to the target during the procedure, 
IGI visualization systems often incorporate pre and intra-operative patient image data and may 
include interventional devices into the surgical environment. 2D multi-planar and oblique
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image displays are simple methods for displaying medical image data that are collected and stored 
as a rectilinear volume or 2D slices (Holmes III et al. 2008). Visualizations of 3D and 4D images
are generally more intuitive and useful for providing information which cannot be accessed via 
direct vision by the physician. However, 3D and 4D visualization systems require substantial 
system resources and can significantly reduce the frame rate of an IGI system. A 3D visualization is 
often generated using surface rendering. After segmentation and surface extraction, polygonal
models are generated to define the surface of the target and can be rapidly manipulated with 
graphics hardware to create dynamic visualizations. For real-time clinical applications, compromise 
must be achieved between the desired frame rate and the image quality including the polygonal 
model with sufficient resolution to accurately represent the underlying anatomy.
Effective IGI software interface should be easy to use and powerful enough to include the 
required tools and different visualization views for the surgeons. Most medical visualization 
systems are developed based on C/C++ programming language. Visual Basic, C Sharp, Tcl/tk, Java,
and other appropriate programming languages can be used for developing medical interfaces. As 
depicted in Fig. 3.4, many visualization packages have been reported in the literature such as 3D-
 
  
  
Fig. 3.4. Examples of medical visualization applications. (a) Visualization of ultrasound data using 3D Slicer software 
(http://www.slicer.org). (b) Real-time visualization system for cardiac catheter ablation guidance (Rettmann et al. 
2006). (c) IGSTK-based graphical user interface for precision placement of robotic surgical instruments (Stenzel et al. 
2007). (d) An application of the MITK for the inspection of the aorta (http://www.mitk.org).
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Slicer (Brigham and Women’s Hospital, Harvard University, Boston, MA, USA) (Gering et al. 
2001), Image-Guided Surgery Toolkit (IGSTK) (Georgetown University, Washington DC, USA) 
(Enquobahrie et al. 2007), and the Medical Imaging Interaction Toolkit (MITK) (German Cancer 
Research Center, Heidelberg, Germany) (Maleike et al. 2009). These visualization platforms use 
extensively open-source libraries such as the Visualization Toolkit (VTK) (William 2000) to 
manipulate the anatomical models and to generate 3D displays and the Insight Toolkit (ITK) (Yoo 
and Metaxas 2005) for using various image segmentation and registration algorithms. Interactive 
image processing capabilities and supporting tracking systems can be also included in all 
visualization packages for surgical planning and intra-operative guidance as well.      
3.5. Related Work 
3.5.1. Image-Based Tracking of Interventional Devices
Detection and/or tracking methods of guide wires and catheters in 2D fluoroscopic images have 
been reported by relatively few researchers. Schoonenberg et al. (Schoonenberg et al. 2005)
proposed an adaptive filtering of temporally varying X-ray image sequences to improve the visual 
tracking of catheters for radiologists during endovascular interventions. Takemura et al. (Takemura 
et al. 2008) used a background subtraction technique to improve the quality of fluoroscopic images. 
This technique has been applied on a phantom to support the guidance of catheters during intra-
cranial aneurysm surgeries. However, this algorithm failed to detect the micro-catheter in some 
images. Palti-Wasserman et al. (Palti-Wasserman et al. 1997) presented an algorithm based on the 
Hough transform for tracking the guide wire in the coronary arteries during angioplasty for 
monitoring myocardial function.
Template matching is the most common method for determining the position of a given object in 
an image (Briechle and Hanebeck 2001). It has been used for tracking guide wires or arteries in X-
ray fluoroscopy. Baert et al. (Baert et al. 2003) used the template matching procedure to determine 
the displacement of guide wire during the intervention. Then the position of guide wire is 
determined by fitting a spline to fluoroscopic images, but the spline may be incorrectly placed when 
there is a motion blur in the images of sequence. Lahfi et al. (Lahfi et al. 2003) presented an image 
matching approach of abdominal aorta aneurysm by the aid of a special ruler to control the 
positioning of endovascular prosthesis. Based on template matching, tracking a catheter in 2D 
fluoroscopic images has been used for approximating respiratory motion during hepatic artery
catheterizations (Atasoy et al. 2008).
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3.5.2. Interventional Guidance Using Cardiac Models
X-ray CT volumes or 3D geometrical meshes are widely used as anatomic roadmaps during 
catheter-based cardiac interventions. Segmented endocardial surfaces from live 3D US image 
streams were overlaid onto a static CT volume to provide intra-procedural information about the 
cardiac anatomy (Duan et al. 2007). This proposed method used a 3D active mesh approach to
segment endocardial borders of the left ventricle in dynamic 3D US images, based on selected 
landmarks manually for rigid body registration of CT and US datasets. This method showed a slow 
frame rate of approximately 5 frames per second. 
An integration of interventional US imaging with pre-operative anatomical models and virtual 
representations of the surgical instruments tracked in real-time has been evaluated on a cardiac 
phantom (Linte et al. 2010a). This model-enhanced US guidance demonstrated a targeting accuracy 
less than 3 mm root mean square (rms).
During percutaneous coronary interventions, an automated co-registration method of the 
coronary arteries in 3D CT and 2D X-ray angiography has been developed. It is based on a new 
vesselness-based similarity measure avoiding an explicit segmentation of the X-ray image (Ruijters 
et al. 2009). The evaluation of this registration method against the ICP registration method showed 
average residual error of 0.42 mm vs. 1.44 mm respectively. The average calculation time for the 
ICP method was 82 ms and proposed vesselness algorithms calculated for 2.7 to 11.0 seconds. 
An intra-operative registration of 3D transesophageal echocardiography and 2D fluoroscopy has
been presented for the guidance of cardiac catheterization procedures (Gao et al. 2010). The 
registration method consists of an image-based TEE probe localization algorithm and a calibration
procedure. The target registration errors for the heart phantom and two cardiac electrophysiology 
procedures were less than 2 mm and in-plane errors of 1.5 and 3 mm respectively. The total 
processing time to perform this registration procedure is approximately 9.5 seconds.
For the guidance of atrial fibrillation ablation procedures, a new technique has been developed to 
generate intra-procedural surface to integrate fully-automated segmentation of the left atrium and 
pulmonary veins (LAPVs) in almost real-time (Manzke et al. 2010). This technique uses an 
automatic model-based segmentation algorithm to generate fast and accurate LAPV meshes based 
on 3D rotational X-ray fluoroscopy acquisitions in combination with a filtered back-projection-
based reconstruction. This allows a possible volumetric interrogation of the LAPV anatomy.
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3.5.3. State-of-the-Art in Guiding Transcatheter Aortic Valve Surgery
Only few studies deal with image-guided planning and intra-operative support to assist TAVI,
because the TAVI is a new surgical treatment for aortic stenosis in elderly high-risk patients as 
described in Section 2.1. This section presents the current research areas, industrial prototypes, and 
robotic systems for assisting interventional procedures of the TAVI.
The research group of Prof. Terry M. Peters at the Imaging Research Laboratories, Robarts 
Research Institute (University of Western Ontario, London, ON, Canada) is working on developing 
new approaches to register intra-operative images of the patient to use a navigation system that 
combines intra-operative TEE with a virtual model of instrumentation for the TAVI or other 
interventional cardiac procedures (Peters et al. 2011). The same research group proposed an 
approach for registration of real-time 3D TEE and live fluoroscopy images to improve visualization 
during the TAVI (Lang et al. 2010). This proposed approach includes 3D TEE pose estimation from 
single-perspective fluoroscopic images. Point-based and intensity-based tracking techniques are 
used as two fluoroscopic image-based tracking techniques to localize a TEE probe. Results of 
phantom trails showed a registration error of 3.5 mm rms.  
Our research group at the Innovation Center Computer Assisted Surgery (ICCAS), University of 
Leipzig, has previously proposed an interactive TAVI guidance system including two separate 
modules which are a planning system and a fluoroscopic image-based tracking system as depicted 
in Fig. 3.5 (Karar et al. 2009). The planning software has been developed to extract a surface model 
of the aortic root from the volumetric CT angiography images and to virtually fuse a 3D template of 
the prosthesis into the model (Gessat et al. 2009). Tracking of the prosthesis in fluoroscopic image 
sequences has been developed based on template matching approach and on a shape model of AVP 
to extract the corner points of the prosthesis. For this guidance system, it is assumed that the motion 
of the AVP can be used to extrapolate the motion of the coronary ostia even without contrast agent.
As defined in Section 2.3.1, the concept of the target area of valve implantation is here represented
as a green box in the fluoroscopic images (Fig. 3.5b) and it can be tracked based on the motion of 
the prosthesis. However, this tracking assumption fails for both the coronary ostia and the target 
area of implantation, if the surgeon moves the prosthesis during the surgical procedure.
Siemens (Healthcare Sector, Forchheim, Germany) and Philips (Philips Healthcare, Best, the 
Netherlands) have introduced two prototype systems to assist in planning and positioning the AVP 
using angiographic and fluoroscopic C-arm CT systems. Siemens has equipped its interventional C-
arm with a system for automatic segmentation and overlay of aortic root volume including
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anatomical landmarks from intra-operative CT images on live 2D fluoroscopic images (Fig. 3.6a)
(John et al. 2010). Although it is a fully automatic guidance system, a level of user-interaction is 
needed to manually correct the 3D positions of segmented valve landmarks such as the coronary 
ostia and lowest points of aortic cusps. The overlaid aortic root volume and the landmarks are static 
and do not follow aortic root motion during the surgical procedure. In a similar way, Fig.3.6b shows 
the guidance system of Philips; called HeartNavigator (Schröfel et al. 2010). Four views of the 
HeartNavigator show the segmented CT data from different viewpoints allowing point-to-point 
measurements in any of these views as well as an appropriate selection of valve types and 
dimensions. During live fluoroscopy guidance, the fused visualization of the CT data rendering 
shows only the overlaid outline of the aortic root (red line) onto fluoroscopic images. 
Dr. Ming Li, Bioengineering Section Chief of Cardiothoracic Surgery Research Program, 
National Heart, Lung and Blood Institute (National Institutes of Health, Bethesda, Maryland, USA), 
has developed a prototype of a robotic assistant system for the TAVI under intra-operative MRI 
guidance (Li et al. 2011). The robotic assistance system integrates an interactive real-time MRI 
system and a robotic arm with a developed robotic valve delivery module (Fig. 3.7). The surgeon
can plan the procedure and manipulate the robot via an integrated user interface. Image-based robot 
registration was done using a compact fiducial that can be placed in the volume of interest. This 
robotic assistance system has been only evaluated on a phantom. 
 
 
 
Fig. 3.5. Results of the proposed TAVI guidance system by us at ICCAS, Universität Leipzig, Germany. (a) Screenshot 
of the preoperative planning software shows the surface of the aortic root is reconstructed and the optimal size and 
position of the aortic valve prosthesis are selected. (b) Results of intra-operative tracking system for locating the AVP 
(in lighter intensity target window) and the coronary ostia (red points) in 2-D fluoroscopic images with contrast agent 
(left) and also without contrast agent (right), the green box represents the target area of implantation.
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Fig. 3.6. Two industrial systems for interventional guidance of the TAVI. (a) Siemens system (Healthcare Sector, 
Forchheim, Germany) shows the user interface appearance after automatically aortic root segmentation and landmarks 
detection (John et al. 2010). Detected landmarks are coronary ostia in blue and green, commissure points in purple, 
lowest points of cusps in red, and centerline in yellow. These derived structures including perpendicularity circle and 
ruler in red are shown in 3-D volume rendering and three orthogonal intersection planes (left), and overlay with correct 
matching (right). (b) HeartNavigator system (Philips Healthcare, Best, the Netherlands) includes the planning and live 
guidance procedures (Schröfel et al. 2010), where the green circle represents the view from the X-ray system and the 
yellow circle is perpendicular to the green circle. In 3D volume rendering of the aortic root, calcifications are 
automatically shown in blue. The red mesh indicates the planned device (left), and results of overlay during final 
positioning of the valve (right).
 
Fig. 3.7. MRI-compatible robotic system for delivering transcatheter aortic valve prosthesis (Li et al. 2011).
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3.6 Limitations of Fluoroscopy-Guided Transcatheter Aortic Valve Implantation
Currently, the image-guided TAVI systems have still limitations under 2D fluoroscopy guidance. 
These limitations can be summarized as follow.
3.6.1. Static CT Aortic Root Roadmaps Overlay
X-ray fluoroscopic images cannot distinguish soft tissue well. Thus integration of 3-D anatomic 
information from interventional CT system with live 2-D fluoroscopic images provides a helpful 
tool for the surgeon to easily define target positioning. However, fluoroscopic overlay image 
guidance of minimally invasive cardiac interventions is mainly limited by the beating heart and the 
respiratory motions, causing misalignment between the static overlaid cardiac roadmap and the 
underlying anatomy. Therefore, some researchers proposed different solutions to avoid this 
misalignment problem by directly using other imaging modalities, such as intra-operative 3D
echocardiography (King et al. 2010; Siegel et al. 2011) and real-time MRI guidance (Horvath et al. 
2010), or using advanced bi-plane fluoroscopy C-arm systems to generate 3D and 4D CT images 
(Prummer et al. 2009). These advanced imaging modalities do not provide a good commercial 
solution to many cardiac centers. On the other side, any imaging modality to fluoroscopy still needs 
3D-to-2D registration to be performed, but it is a challenging task to obtain accurate results in real-
time and without additional dosages of contrast agent as well.
3.6.2. Aortic Valve Prosthesis Tracking
Although tracking interventional devices is a main key element of the IGI systems, unfortunately 
current TAVI guidance systems did not include the tracking of the AVP (John et al. 2010; Schröfel 
et al. 2010). In addition, localization of the prosthesis in live fluoroscopic images is a challenging 
task. The contrast in fluoroscopic images is generally limited to minimize the radiation exposure for 
the patient and the surgeon. The motion of the AVP is complex due to the heart beat under rapid 
pacing and the respiratory motion. Additionally, moving anatomical structures and guide wires in 
the image plane may interfere or overlap the AVP. The injected contrast agent to visualize the aortic 
root with the coronary ostia may obscure the view of the upper part of AVP during deployment.
3.6.3. Real-Time Image Processing and Visualization
Using high dimensional medical images or complex image processing and visualization algorithms
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can significantly slow down the update rate of processed live streaming images during the 
intervention. Consequently the availability of such surgical guidance systems cannot be ensured for 
the clinical use. In contrary, the power of modern GPUs allows the suitability of processing higher 
dimensional heart models and volume rendering of CT datasets (Zhang et al. 2009b). However,
developing intra-operative image-guided systems still need to consider real timing and performance 
for overall system algorithms even without using the GPUs to achieve successfully surgical 
treatment procedures.
3.7. Summary
This chapter described the main components of establishing IGI platform for minimally invasive 
cardiac interventions, focusing on the interventional guidance of TAVI. The main components of 
IGI procedure are: 1) medical image processing including enhancement and segmentation
techniques with employing anatomical models of the heart as well as major blood vessels for 
guiding cardiac procedures, 2) tracking interventional devices such as catheters and prostheses, 3) 
visually integrating 3D cardiac volume or mesh models from CT datasets with live fluoroscopic 
images or with other modalities such as intra-operative US using registration techniques, and 4) 
real-time visualization and interactive software interface to show the required information of treated 
targets in a safe surgical environment.
This thesis emphasizes using image-based methods and 3D cardiac mesh models to perform
interventional guidance of TAVI under live 2D fluoroscopy guidance. Therefore, related work 
concerning image-based tracking of interventional devices using cardiac models as guidance of 
minimally invasive procedures and current image-guided systems for TAVI have been reviewed in 
Section 3.2. Static overlay of CT aortic root roadmaps, tracking of the AVP and real-time image 
processing and visualization algorithms are currently the main limitations of interventional 
guidance systems of the TAVI. In the next chapter, the description of developed TAVI assistance 
system is presented to overcome the above guidance limitations of live 2D fluoroscopy.
 
 
 
Surgical Assistance System for Guiding Transcatheter Aortic Valve Implantation 38
 
 
 
 
Chapter 4
A New Assistance System for Transcatheter 
Aortic Valve Implantation
In order to achieve interventional imaging challenging and requirements (Section 2.3) and to
overcome current limitations associated with the image-guidance of transcatheter aortic valve 
implantation under 2D X-ray fluoroscopy guidance (Section 3.6), this chapter presents a new 
assistance system for transcatheter aortic valve implantation (ASTAI). The developed assistance 
system augments a 3D aortic root model derived from intra-operative C-arm CT images and
tracking the aortic valve prosthesis with live fluoroscopic images. Moreover, a target area of 
implantation is automatically determined to define the correct position of the AVP without 
additional injections of contrast agent. The ASTAI is mainly based on image processing and 
visualization methods, avoiding the use of additional implanted radiopaque markers or external 
tracking systems which can complicate the surgical workflow and installation.
As depicted in Fig. 4.1, the ASTAI is a computer-based system that needs special equipments
and cables to establish the connection with angiographic and fluoroscopic C-arm system. Also, a 
new software system is developed for achieving guidance purposes of the TAVI in real-time. The
Fig. 4.1. Overview of the developed assistance system for transcatheter aortic valve implantation (ASTAI) connected to
an interventional angiographic C-arm system to guide the TAVI under live 2D fluoroscopy.
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workflow of the ASTAI methods includes an initialization step, followed by updating overlay and 
tracking procedures of the projected aortic mesh model and the AVP respectively. In the 
initialization step, a 3D geometrical mesh model of the aortic root and anatomical landmarks is
imported from the interventional C-arm workstation. A target area of valve implantation is 
automatically estimated inside the 3D mesh model. The projected aortic mesh model and valve 
landmarks are then manually aligned onto a contrast image. The contrast image is a fluoroscopic 
image which is automatically detected and displays well the aortic root roadmap filled with contrast 
agent. Finally, the overlay of the aortic mesh model with landmarks and of the target area of 
implantation are updated onto live fluoroscopic images by following the aortic root motion via 
either tracking of a pigtail catheter without injection contrast agent or using a rigid intensity-based 
image registration method in the presence of contrast agent. Furthermore, the ASTAI includes 
interactive tools to perform the initialization tasks, to control visualization views, and to correct the 
high guidance errors if occur.
In the following, the ASTAI including system equipments, software architecture and methods is 
described in more detail.
4.1. Assistance System Equipments 
The developed assistance system is a PC (Intel® CoreTM Quad CPU 2.4 GHz, 3.25 GB RAM)
equipped with the ASTAI guidance software that is able to capture live fluoroscopic video signals.
The interventional angiographic C-arm system (Artis zeego, Siemens AG, Healthcare Sector, 
Forchheim, Germany) sends live fluoroscopic images to the ASTAI workstation over the following 
cables and equipments:
x Multi-mode optical fiber cables are used to transmit two components of C-arm 
signal that are 1024 x 1024 pixels of fluoroscopic image data and 256 x 1024 pixels 
include the values of C-arm parameters such as the values of kV/mA of the X-ray 
tube.
x DVI-D/VGA adapter performs the conversion from digital visual interface (DVI)
signals to video graphic array (VGA) signals
x Video-Switcher/Mixer converts the VGA signal to a synchronized video signal and 
sending it over five Bayonet Neill-Concelman connector (5 BNC) cables
x Matrox Helios eA/XA card (Matrox Electronic Systems Ltd, Dorval, Quebec, 
Canada) is an analog frame-grabber card. It has two input DVI-A channels. In this 
work, only one input channel has been used to receive synchronized fluoroscopic 
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signals from video-switcher in real-time. The captured fluoroscopic images are 1280
x 1024 pixels.
Because there are no cable connections between the imaging system workstation and the ASTAI 
workstation, the required files such as aortic mesh models are saved on an USB-Memory stick.
Then, it is plugged to the ASTAI workstation to continue the surgical guidance procedure.
4.2. Guidance Software Architecture
Figure 4.2 shows the general architecture of the ASTAI software. This system software has been 
developed using C++ programming language and open source components, in order to implement 
image processing and visualization methods for real-time guidance of the TAVI. The role of each 
open source component is described as follows:
x DCMTK-Digital Imaging and Communications in Medicine (DICOM) Toolkit
(http://dicom.offis.de) has been used to read fluoroscopic DICOM files, which 
include required parameter values to compute the 3D-2D transformation matrix of 
the interventional C-arm system. In this context, the transformation matrix is used to 
provide 3D anatomical model projection onto 2D fluoroscopic image plane
x OpenCV-Open Computer Vision (Bradski and Kaehler 2008) is a real-time image 
processing library, officially released by an Intel Research initiative to advance 
CPU-intensive applications in 1999. It includes major computer vision techniques 
such as object segmentation and recognition.  
Fig. 4.2. The ASTAI software architecture including DICOM Toolkit (DCMTK) , Open Computer Vision (OpenCV),  
Insight Toolkit (ITK), Visualization Toolkit (VTK), and Fast Light Toolkit (FLTK).
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x ITK-Insight Toolkit for image segmentation and registration (Ibáñez and 
Consortium 2005) has been developed by Kitware Inc. In this thesis work, the 
capabilities of image registration framework have been used to complete 
fluoroscopic image analysis procedures. 
x VTK-Visualization Toolkit (Hansen and Johnson 2005) is a software system for 3D 
computer graphics, image processing and visualization. VTK supports several 
visualization algorithms as well as advanced modeling techniques such as volumetric 
methods and Delaunay triangulation.
x FLTK-Fast Light Toolkit (www.fltk.org) is a graphical user interface (GUI) 
programming library. It has been used to develop the user interface of the ASTAI. 
The developed GUI allows the physician to adjust initial the parameter values of the 
system algorithms and to control visualization views of the guidance procedures 
during the surgical procedure.
The above open source components consist of C++ class libraries. They are cross-platforms and 
run on Linux, Windows, Mac, and UNIX operating systems.
4.3. Methods
The ASTAI includes four main modules as depicted in Fig. 4.3. Each module of the developed 
assistance system is described in the following.
Fig. 4.3. Schematic showing the main modules of the developed assistance system, which are: 1) Aortic mesh model 
and target area of implantation, 2) live fluoroscopic images preprocessing and initialization , 3) dynamic aortic mesh 
model overlay and prosthesis tracking, and 4) visualization and user-interaction.
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4.3.1. Aortic Mesh Model and Target area of Implantation
In order to guide the surgical procedure, a 3D triangulated mesh model of the aortic root (M3d) has 
been used. The mesh geometry is generated based on a learning-based 3D boundary detector of the 
aortic root in intra-operative C-arm CT images (Zheng et al.). Using a discriminative learning-based 
landmark detector, the resulting model moreover includes eight anatomical valve landmarks (Zheng 
et al.); namely two points for the coronary ostia (left LCO3d and right RCO3d), three points for the 
commissures (left LC3d, right RC3d and non-coronary NC3d) and the three lowest points (hinge 
points) of each leaflet cusp (left LLC3d, right RLC3d and non-coronary NLC3d), as shown in Fig. 4.4. 
Based on professional surgical experience, the correct placement of AVP should be one-third to 
one-half of its length above and perpendicular to the aortic annulus (Walther et al. 2009). In this 
study, a target area of valve implantation (TAI3d) is defined by two embedded circles of annulus and 
ostia planes with the normal center line to the valve annulus (Gessat et al. 2009). The annulus circle 
AC3d = C (ca, ra) is defined by the three lowest points of the valve cusps. The circle’s center ca is the 
centroid of the cusp points (LLC3d, RLC3d, NLC3d). The radius ra is calculated from the lengths of 
the sides of the cusp points (a, b, c) and the area of three cusps points Aa from Heron’s formula:
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Similarly, the ostia circle OC3d is calculated at the level of the lowest coronary ostium within the 
aortic root and is parallel to the AC3d. The normal center line CL3d connects the two centers of AC3d
and OC3d as shown in Fig. 4.4.
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Fig. 4.4. 3D model of the aortic root (yellow meshes) and anatomical valve landmarks as colored points; namely 
coronary ostia (red), commissures (green) and lowest points of the leaflets cusps (blue) and estimated target area of the 
valve implantation (white)
3D-to-2D Projection
The projection of the 3D aortic root model onto the live fluoroscopic images involves determining 
the transformation of the coordinate space of the 3D data into the coordinate space of 2D 
fluoroscopy data. The coordinate systems of patient, interventional C-arm CT and surgical table are 
depicted in Fig. 4.5(a). The 3D to 2D transformation is represented by a 3 x 4 homogenous matrix
of projection. The projection matrix P represents all imaging geometry parameters with respect to 
the patient position on the surgical table (Fig. 4.5(b)). This projection matrix has to be computed 
and corrected from deviations based on calibration data. The calibration is performed off-line before 
first clinical use. It can involve locating reflective markers placed on the C-arm or a phantom in 
their coordinate systems (Feuerstein et al. 2008; Sorensen et al. 2007).
The C-arm system’s isocenter O represents the origin for C-arm rotations. The perspective 
depends on geometrical imaging parameters, which are the X-ray source to detector distance (SID), 
the X-ray source to isocenter distance (SOD), the detector dimensions, the positioner primary angle 
ĮDQGWKHSRVLWLRQHUVHFRQGDU\DQJOHȕ of C-arm rotations. The projection transformation P can be 
expressed as (Demirci 2011)
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where [R|t] represents the parameters for rotation and translation of a 3-D object. s is an isotropic 
scaling factor and K represents the imaging parameters as
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Sp is the size of a pixel in the X-ray fluoroscopic image. x0 and y0 are half the size of the generated 
image.
Fig. 4.5. Projection of 3D data onto live 2D fluoroscopic images. (a) Coordinate systems of patient, C-arm CT system
and surgical table. (b) Schematic view shows parameters of X-ray tube, detector, and isocenter with direction of C-arm 
rotational angles. The parameters are already defined in the context.
4.3.2. Live 2D Fluoroscopic image processing and initialization
Preprocessing
Input fluoroscopic images are preprocessed using a 2-D Gabor filter, in order to reduce the image 
noise and adjust intensities within the sequence while preserving the important features of the target 
objects such as the AVP. The general form of a circular 2-D Gabor filter in the spatial domain is 
given by (Kong et al. 2003)
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where i = 1 . The parameter q and T are the frequency and the orientation of the sinusoidal signal 
respectively. ı2 is the variance of the Gaussian envelope. q, T, and ı2 constitute the parameter space
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of Gabor filters where T  [0o, 360 o]. The default values of Gabor filter parameters are chosen as 
follow: q = 5/44 cycles/pixel, T = 0o, and ı2 = 39/44.
Template Image Definition
Template matching approach (Briechle and Hanebeck 2001) is applied to determine the current 
positions of the pigtail catheter and the prosthesis within each fluoroscopic image of the live 
sequence. The template images of the pigtail catheter and the prosthesis are manually defined on the 
first image of live sequence, as shown in Fig. 4.6.
A region of interest (ROI) covering the template searching space in the image is defined to 
reduce the processing time and increase the algorithm robustness. In practice, the size of the ROI is 
3.0x the size of each template image and is constant for all images of each sequence. 
Prosthesis Model Estimation
A shape model of the prosthesis is proposed to extract the corner points of the AVP in live 
fluoroscopic images. An initialization step is performed by manually defining the corner points of 
the prosthesis in the first image of sequence to provide the model parameters and a target window 
including the template image of the AVP (Fig. 4.6(b)). In this thesis, the target window includes the 
template image and the shape model of the prosthesis. The corner points are noted p1, p2, p3, and p4.
The target window is automatically defined around AVP corner points such that the height and 
the width of this window are |p4y - p2y| and |p3x - p1x| with one pixel offset to get the complete image 
of AVP respectively. The geometrical parameters of the prosthesis model are then estimated. The 
AVP model is defined as a semi-rectangle with the height h. The upper and lower widths are w1 and 
Fig. 4.6. Manual definition of template images. (a) Template image of a pigtail catheter is defined on a fluoroscopic 
image. (b) Target window is generated around the manual definition of connected AVP corner points in white lines 
(left) and a shape model of the AVP is then automatically estimated (right). The model parameters are already defined 
in the context.
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w2 respectively. The center point of the prosthesis is pc. The prosWKHVLV¶VDQJOHĳLVGHILQHGEHWZHHQ
the two segments (p1-p2) and (p1-p4). 7KHDQJOHȥEHWZHHQSc-p1) and the horizontal line represents 
the orientation of the prosthesis in the current image. The measures h, w1, w2 DQGĳDUHDVVXPHGWR
be constant for all images in the sequence and just before inflating the balloon to reach the 
prosthesis’s final diameter, because the shape of AVP doesn’t change at that time of the procedure.
Contrast image Detection
By analyzing the histogram of live fluoroscopic images and using the 98-percentile as a threshold 
measurement of contrast agent, a contrast image is automatically detected after learning the 
histogram feature curve of the first 20 frames of the fluoroscopic sequence without contrast agent 
(Condurache et al. 2004). In this contrast image, the aortic root roadmap shows up in dark pixels as 
depicted in Fig. 4.7(a).
The 3D aortic mesh model with eight valve landmarks and the target area of implantation are 
then projected onto the 2D fluoroscopy plane by using the projection matrix P of the interventional 
C-arm system (Eq. 4.4). This projected data is initially aligned with the aortic root roadmap onto the 
contrast image by the physician (Fig. 4.5 (b)). Then, the projected aortic mesh model, Mproj, and 
anatomical landmarks, ALproj = {LCOproj, RCOproj, LCproj, RCproj, NCproj, LLCproj, RLCproj, NLCproj}, 
are expressed as
y,xdproj M*M f 3P (4.7)
Fig. 4.7. Contrast image detection and aortic mesh model alignment. (a) The contrast image shows up the aortic root 
filled with contrast agent. (b) Manual alignment of projected aortic mesh model and target area of implantation with the 
aortic roadmap onto the contrast image
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and
y,xdproj AL*AL f 3P (4.8)
where AL3d and fx,y represent all 3-D anatomical landmarks and the manual alignment values of 
projected data respectively. Similarly, the projected target area of implantation, TAIproj = {ACproj,
OCproj, CLproj}, is expressed as
y,xdproj TAI*TAI f 3P (4.9)
4.3.3. Dynamic Overlay of Aortic Mesh Model and Prosthesis Tracking
Updating Aortic Mesh Model Overlay
To follow the motion of the aortic root within live fluoroscopic images, the updating method of 
overlaid aortic root model including the landmarks and the target area of implantation is divided 
into two image-based tracking procedures. In this thesis, these tracking procedures depend mainly 
on image similarity measures and detection of contrast agent into fluoroscopic images as follows: 
x Template-based tracking of a pigtail catheter is applied to approximate trans-
lational motion of the aortic root without contrast agent.
x Rigid intensity-based registration of the predefined contrast image with input 
fluoroscopic images is employed to track the aortic root motion in the presence of 
contrast agent.
The collaborating physicians confirmed that the aortic root moves with the pigtail catheter unless 
it is pulled or pushed manually. Therefore, image-based tracking of the pigtail catheter was 
proposed to provide a dynamic overlay of the projected aortic mesh model with landmarks and the 
target area of implantation onto live 2D fluoroscopy as follows.
Using template matching approach (Briechle and Hanebeck 2001), I(x, y) denotes the intensity 
of a preprocessed ROI image of the size Sx × Sy at point (x, y), x {0, ..., Sx-1}, y{0, ..., Sy-1} and 
the template image t of the size sx × sy. The position of the pigtail catheter is determined by a 
pixelwise comparison of the ROI image with the target window based on the computing of fast 
QRUPDOL]HG FURVV FRUUHODWLRQ FRHIILFLHQW Ȗ DW HDFKSRLQW X Y IRU52, DQG WHPSODWH LPDJHV The 
definition RIȖLVH[SUHVVHGDV
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where v,ui and t are the mean brightness values within the ROI and the template image respectively. 
7KHQRUPDOL]HGPD[LPDOYDOXH Ȗmax at the point (u, v) in the current ROI image defines the best 
matching location of the template. If the matching is perfect, then Ȗmax is equal to 100%.
The translational motion of the visualized aortic root model, valve landmarks and the target area 
of implantation is then updated by calculating the displacement d = (dx, dy) of pigtail catheter 
between two images of the sequence (Atasoy et al. 2008), as shown in Fig. 4.8. This is based on the 
different matching positions of the catheter template between these two images. In order to ensure 
the high accuracy of the tracked pigtail catheter, the template-based tracking algorithm is
temporarily stopped if the best matching value of Ȗmax is less than 60% in the current proceeded 
image and/or the contrast agent appears in fluoroscopic images.
Fig. 4.8. Projected aortic mesh model with landmarks and target area of implantation onto a fluoroscopic image of live 
sequence with static overlay (a) and with updating model overlay (b) in the case of absence of contrast agent.
Due to the presence of contrast agent, updating of overlaid aortic root model onto live 
fluoroscopic images is not possible by using the template-based tracking procedure. Therefore, the
ASTAI includes a rigid image registration-based tracking procedure, in order to continue tracking 
the aortic root motion during the surgical procedure. The workflow of this image-based tracking 
procedure is depicted in Fig. 4.9. The image registration framework of the Insight Segmentation and 
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Registration Toolkit (ITK) (Ibáñez and Consortium 2005) is applied to register the predefined 
contrast image including the initialized position of overlaid aortic root model as a moving image
with input contrasted-enhanced fluoroscopic images as fixed images. The result of this 2D–2D 
image registration provides new position values of the overlaid aortic mesh model with valve 
landmarks and the target area of implantation onto live contrasted fluoroscopic images.
In Fig. 4.9, the image registration framework includes four components which are: 1) a mutual 
information metric by Mattes et al.(Mattes et al. 2003) has been used to compute how well the two 
images match each other based on similar intensity features between the input image and the
contrast image. These matched objects are the contrasted aortic root, the transesophageal echo-
cardiography probe, and guide wires (Fig. 4.10); 2) a linear interpolation allows intensity 
estimation of the moving image in a non-grid position after mapping the fixed image space onto the 
moving image space; 3) a transformation maps the fixed image onto the moving image by 
resolving the translational misalignment between the two images in order to overlap the same 
objects in both images; 4) a regular step gradient descent optimizer is applied with four iterations 
to explore the optimal values of these translational parameters in X-Y coordinates that allow to 
update the registered image transformation in real-time. 
Fig. 4.9. The workflow of image registration-based tracking procedure for updating overlaid aortic root model on live 
fluoroscopic images with contrast agent, using the ITK image registration framework.
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Fig. 4.10. (a) Input contrasted-enhanced fluoroscopic image. (b) The predefined contrast image. Both fluoroscopic 
images have similar intensity-based features; namely the aortic root roadmap, the transesophageal echoprobe, and the 
guide wires.
Finally, the initial position of the overlaid aortic root model onto the contrast image is updated 
according to the final values of the transform parameters in the current processed image. The new 
position of the aortic mesh model is then overlaid on the input contrast-enhanced image. Once the 
contrast agent disappeared in input images of the live sequence, the registration-based tracking 
procedure is deactivated; consequently the template-based tracking procedure works again.
Prosthesis Tracking
Similar to the template-based tracking algorithm of the pigtail catheter, the target window including 
the prosthesis’s template image is detected within all images of the sequence. For locating the edges 
of the AVP, Canny filter (Canny 1986) is then applied on the detected target window. Based on a 
priori knowledge of the prosthesis features in fluoroscopic images, the low and high Canny 
hysteresis thresholds are manually set to 50 and 255 respectively. However, the possible presence of 
contrast agent in the images and the overlapped catheter may prevent a successful detection of all 
the corner points of the prosthesis. Therefore, the estimated shape model of the AVP is employed to
complete the prosthesis localization step as follows.
Because the AVP resides at the beginning of aortic root, the target window always shows the 
corner point p1 of the prosthesis at the maximum x-coordinate value in the image plane which is
robustly detected by Canny filter edge detection. TKHDQJOHȥLQWKHFXUUHQWLPDJHJLVGHWHUPLQHG
between (pc-p1) line and the horizontal line (Fig. 4.6(b)). The prosthesis center pc is obtained using 
WHPSODWHPDWFKLQJ7KHRULHQWDWLRQGLIIHUHQFHǻȥg represents the rotation angle of the prosthesis. It 
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is FDOFXODWHGEHWZHHQWKHFXUUHQWRULHQWDWLRQLQDSURFHVVHGLPDJHȥg and the initial orientation in 
the firVWLPDJHRIVHTXHQFHȥ1 as given by 
, ...,n, gȥȥǻȥ gg 21   (4.11)
7KHSURVWKHVLVRULHQWDWLRQȥ 1 is used as a reference orientation angle to minimize the distance 
errors of prosthesis tracking in the image sequences. Then, the new positions of three corner points 
namely p2, p3 and p4 DUHREWDLQHGE\URWDWLQJWKHSRVLWLRQRI$93PRGHOLQWKHILUVWLPDJHZLWKǻȥg.
Finally, the tracked prosthesis is displayed linking the four corner points on the current image of 
sequence (Fig. 4.11).
Fig. 4.11. Tracking result of the prosthesis showing a fluoroscopic image includes the ROI (in yellow box) and the 
superimposed AVP model on the prosthesis within the target window (in white box).
4.3.4. Visualization and User Interaction
An interactive graphical user interface (GUI) has been developed to be integrated with the ASTAI
methods. The parameter values needed to compute the 3D–2D projection matrix of the C-arm 
imaging system (given in Section 4.3.1) are imported from a DICOM file or manually given by the 
user. Moreover, different views of the overlaid mesh model, valve landmarks and target area of 
implantation are separately visualized to allow the physician to display only the required 
information for the prosthesis deployment (Fig. 4.12). Using the developed GUI, the significant
overlay errors of the aortic mesh model as well as localization errors of the AVP can be manually 
minimized by adding suitable offset values in X-Y directions.
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Fig. 4.12. Different visualization views of the projected aortic mesh model, landmarks, target area of implantation and 
tracked prosthesis onto a fluoroscopic image.
Live fluoroscopic images including the guidance results of the ASTAI are saved as AVI (Audio 
Video Interleave) files for further analysis and evaluation after the surgery. These AVI files can be 
also exported as DICOM files using Sante DICOM Viewer (http://www.santesoft.com), in order to
be saved on the PACS server.
4.4. Summary
In this chapter, a new fluoroscopy-based assistance system has been developed to guide the TAVI 
surgery; namely ASTAI (assistance system for transcatheter aortic valve implantation). The 
workstation of the ASTAI is equipped with the required hardware components as well as the 
software system architecture, in order to acquire live fluoroscopic images for processing and 
visualization during the intervention. The developed ASTAI provides the following main functions
of the intra-operative guidance: 1) Dynamic overlay of the 3D aortic root model with anatomical 
valve landmarks obtained from intra-operative C-arm CT images onto live fluoroscopic images with 
and without contrast agent injections. Moreover the target area for AVP implantation is auto-
matically estimated inside the 3D aortic root model and overlaid onto fluoroscopic images; 2) 
Tracking the AVP to assist the final placement position of the prosthesis; 3) Interactive GUI is 
developed to initialize the system algorithms, to correct manually high overlay errors of the 
visualized aortic root model and the target area of implantation if occur, and to display only the 
required information for implanting the AVP by decomposing the main visualization view of the 
ASTAI into separate sub-visualization views. Experimental results and evaluation of the developed 
ASTAI are presented in the next chapter of this thesis.
Surgical Assistance System for Guiding Transcatheter Aortic Valve Implantation 54
Chapter 5
Experiments and Evaluation
The chapter 4 described how the assistance system (ASTAI) was developed to guide the 
transcatheter aortic valve implantation under live 2D fluoroscopy. In this chapter, the performance 
of the developed ASTAI is evaluated. Retrospective experiments were carried out on several patient 
datasets from the clinical routine of TAVI at the Heart Center, University of Leipzig, Germany (Fig. 
5.1a). Furthermore, all image-based ASTAI methods were quantitatively evaluated to determine the 
guidance accuracy for implanting aortic valve prosthesis.
5.1. Experimental Setup
Figure 5.1b shows the ASTAI workstation and required equipments, e.g. DVI-D converter and 
video switcher/mixer, which are needed to acquire fluoroscopic images from the interventional C-
arm CT system (Artis zeego, Siemens AG, Healthcare Sector, Forchheim, Germany). The guidance 
results are displayed on the ASTAI’s monitor. The C-arm system sends live fluoroscopic images 
over multi-mode optical fiber cables, DVI-D/VGA converter, and a video-switcher/mixer. The
frame grabber card (Matrox Electronic Systems Ltd, Dorval, Quebec, Canada) in the ASTAI 
workstation receives the live fluoroscopic images at the input channel and forwards them for further 
processing by the developed guidance software.
Fig. 5.1. (a) Integration of the developed assistance system to guide the surgical procedure of TAVI in a hybrid 
operating room at the Heart Center Leipzig. (b) The ASTAI workstation and equipments.
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To start the experiment, a 3D aortic mesh model with anatomical valve landmarks was 
segmented on a prototype workstation (syngo X workplace with prototypical software, Siemens 
AG, Forchheim, Germany) based on the corresponding 3D C-arm CT images. The mesh models 
and the landmarks are saved in an appropriate format such as the SEG (Society of Exploration 
Geophysicists) format. The DICOM file of each image sequence, which includes the parameters of 
the 3D to 2D projection matrix is created on the same workstation. The SEG and DICOM files are
then saved on an USB-Memory to be imported by the developed ASTAI.
5.2. Patient Datasets and Results
Experiments were retrospectively performed on 15 patient datasets from the clinical routine of the 
TAVI. All patient datasets included fluoroscopic image sequences and related aortic root models. 
The fluoroscopic sequences include around 100 images per sequence with a resolution of 512 × 512 
to 1024 × 1024 pixels. The pixel size was approximately 0.2 mm. Tables 1 and 2 illustrate the 
clinical patient’s data, sizes of Edwards SAPIEN prosthesis for the tested image sequences, and
values of the AVP model parameters, estimated on fluoroscopic images in the initialization step.
Defining a template image of pigtail catheter, template image of the AVP, importing 3D aortic root 
model including the estimated target area of implantation and its alignment with detected contrast 
image varied between 2.0 to 5.0 min. The total computation time for image processing algorithms 
was approximately 100.0 msec per frame. Screenshots of the developed graphical user interface 
(GUI) and the guidance results of the ASTAI for a sample of six different datasets are shown in 
figures 5.2 and 5.3 respectively.
Table 5.1 Patient’s data and size of Edwards SAPIEN prosthesis for all tested patient datasets
Patient datasets
Patient
Edwards SAPIEN size 
(width x height)
Sex           Age (years)
1 Male            77           26.0 x 16.0 mm
2 Female            77           23.0 x 14.5 mm
3 Female            88           23.0 x 14.5 mm
4 Female            78           23.0 x 14.5 mm
5 Male            75           26.0 x 16.0 mm
6 Female            82           23.0 x 14.5 mm
7 Male                83           23.0 x 14.5 mm
8 Male                79           23.0 x 14.5 mm
9 Female            82           23.0 x 14.5 mm
10 Male               72           26.0 x 16.0 mm
11 Male                78           23.0 x14.5 mm
12 Female  88           26.0 x 16.0 mm
13 Female            89           23.0 x14.5 mm
14 Male                90           26.0 x 16.0 mm
15 Female            82           26.0 x 16.0 mm
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Table 5.2 Parameters of the prosthesis model for all tested fluoroscopic image datasets
Fig. 5.2. Screenshots of the developed ASTAI graphical user interface. (a) Automatic detection of the contrast image.
(b) Manual alignment of projected aortic root model and estimated target area of implantation onto the contrast image.
(c) Main guidance view of the assistance system for controlling the final placement position of the prosthesis.
Image datasets AVP Dimensions  (pixels) Shape angle ĳ ,QLWLDORULHQWDWLRQԦ
1 w1 = 33.76, w2 = 29.11, h = 80.00 115.15° 42.85°
2 w1 = 30.29, w2 = 29.78, h = 72.50 95.93° 62.07°
3 w1 = 35.38, w2 = 38.22, h = 72.50 99.33° 58.67°
4 w1 = 30.64, w2 = 33.95, h =  72.50 88.79° 69.21°
5 w1 = 34.82, w2 = 39.95, h =  80.00 101.09° 56.91°
6 w1 = 30.01, w2 = 34.71, h = 72.50 87.26° 70.74°
7 w1 = 30.12, w2 = 33.05, h = 72.50 94.99° 63.01°
8 w1 = 27.53, w2 = 27.53, h = 72.50 88.98° 69.02°
9 w1 = 30.47, w2 = 30.19, h = 72.50 112.33° 45.68°
10 w1 = 32.03, w2 = 28.14, h =  80.00 101.79° 56.21°
11 w1 = 28.57, w2 = 25.87, h =  72.50 103.74° 54.27°
12 w1 = 32.43, w2 = 38.45, h = 80.00 102.05° 55.95°
13 w1 = 35.05, w2 = 33.08, h = 72.50 113.82° 44.18°
14 w1 = 30.25, w2 = 32.99, h = 80.00 93.95° 64.05°
15 w1 = 33.37, w2 = 30.13, h = 80.00 85.36° 72.64°
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Fig. 5.3. Examples of the assistance system results. First column: aortic mesh models with landmarks and estimated 
target area of implantation. Second column: alignment of projected aortic mesh models with detected contrast images. 
Third column: updating of visualized models based on tracked aortic pigtail catheter without contrast agent.
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5.3. Surgical Assistance System Evaluation
The developed assistance system’s guidance accuracy was determined by the accuracy and success 
rates of both dynamic overlay of the aortic root model and the tracked AVP onto live fluoroscopic 
images as follows.
5.3.1. Updating Aortic Root Model Overlay Accuracy
The updating performance of overlaid aortic root model onto live fluoroscopic images was 
evaluated by calculating the following accuracies of
x Template-based pigtail catheter tracking (for images without contrast agent)
x Image registration-based tracking (for images with contrast agent)
In order to determine the above accuracies, the absolute mean and maximum displacement 
errors, Emean ± standard deviation (SD) and Emax, were calculated between the expected and the
computed displacements of the target, i.e. the pigtail catheter or the aortic root roadmap in the 
presence of contrast agent, over all tested fluoroscopic images. The expected displacement of these
tracked targets is manually performed by an experienced physician in the TAVI surgery during the 
evaluation procedure only.
For each image g of the sequence, the automatic localization target point ( Agx , Agy ) and manual 
localization target point ( Mgx , Mgy ) are used to compute the displacement error Eg. The absolute 
displacement errors Emean and Emax are then computed over n images of the sequence as 
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Evaluation of Template-Based Pigtail Catheter Tracking Accuracy
The performance of updated aortic root model overlay onto live fluoroscopic images was indirectly 
evaluated by calculating the absolute mean and maximum displacement errors of the pigtail 
template over all tested patient datasets (Fig. 5.4). These evaluation results did not include the
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images with high doses of contrast agent, because these images can temporarily stop the template-
based tracking algorithm of the pigtail catheter.
As depicted in Fig. 5.4, the patient dataset #2 shows relatively high displacement errors of Emean,
catheter = 0.66 ± 0.3 mm and Emax, catheter = 1.66 mm. This is due to the pigtail catheter having been 
slightly pulled by the physician. Due to an overlapping of the pigtail catheter with the prosthesis, 
patient dataset #11 yielded the highest maximum displacement error 1.73 mm, but has such large 
error for only three images per sequence. However, the tested patient datasets showed that the 
absolute mean displacement errors are less than 1.0 mm and within the clinically accepted ranges.
Fig. 5.4. Evaluation results of the updated aortic root model overlay onto fluoroscopic image sequences for 15 patient 
datasets based on displacement errors of the pigtail catheter. The maximum and mean displacement errors are less than 
1.8 mm and 1.0 mm respectively, and within the clinically accepted ranges for all tested fluoroscopic images.
Evaluation of Image Registration-Based Tracking Accuracy
In the presence of the contrast agent, the aortic root roadmap appears in fluoroscopic images. This 
allows activating a rigid image registration–based tracking procedure, in order to approximate the 
translational aortic root motion, as described in Section 4.2.4. One selected point of the anatomical 
valve landmarks on the boundary of the aortic root roadmap; namely the right coronary ostium has 
been used to evaluate intensity-based matching registration accuracy (Fig. 5.5). The absolute mean 
and maximum displacement errors of this landmark also represent the displacement errors of the 
overlaid aortic mesh model.
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Fig. 5.5. Evaluation of image registration-based tracking method for all tested patient datasets. High maximum 
displacement errors are only observed in patient datasets #3, #4, #8 and #9 approximately 1.98 mm. However, all 
patient datasets showed a successful overlay updating of the aortic mesh model with displacement errors < 2.0 mm.
In Fig. 5.5, all tested patient datasets are presented showing relatively small mean displacement 
errors less than 1.4 mm, based on the intensity-based image registration. In patient datasets #3, #4, 
#8, and #9, high maximum displacement errors were observed approximately 1.98 mm. That is due 
to severe image noise and a small number of similar intensity features between the predefined 
contrast image and each image of the patient dataset. However, the tested images of 15 patient 
datasets still showed successful overlay updating of the aortic mesh model with displacement errors 
less than 2.0 mm.
5.3.2. Prosthesis Tracking Accuracy
In each image of all patient datasets, the tracking accuracy was assessed by computing the absolute 
displacement errors between the automatically and manually located four corner points of the AVP
as illustrated in Table 5.3, using Eq. 1 to Eq. 3.
Patient datasets #2 and #6 present the highest localization errors Emean, prosthesis of the AVP corner 
points from 0.28 ± 0.05 mm to 0.34 ± 0.03 mm. Because the images of patient dataset #4 and 
patient dataset #8 have been captured at low contrast agent doses without overlapping of guide 
wires, the lowest localization errors are obtained (Emax, prosthesis < 0.15 mm). In patient dataset 6, the 
maximum localization errors of AVP corner point P1 is high (Emax, prosthesis = 0.38 mm) among the 
patient datasets. Therefore the corner points P2, P3, and P4 have relatively high localization errors in 
the same dataset.
5.4. Discussion 62
Two upper corner points of the prosthesis P2 and P3 present the upper side of prosthesis, which 
must be positioned below the coronary ostia. The maximum and mean displacement errors of P2 and 
P3 were approximately similar and varied from 0.16 mm to 0.43 mm and from 0.11 ± 0.02 mm to 
0.46 ± 0.07 mm respectively.
Figure 5.6 shows the localization distance errors of the AVP corner point P1, which is the main 
corner point for the success of the tracking method of the prosthesis. The mean localization errors 
of P1 are from 0.12 ± 0.18 mm to 0.34 ± 0.03 mm. The maximum localization error of P1 is 
approximately 0.2 mm to 0.4 mm in all tested fluoroscopic images.
Table 5.3 Displacement errors for the four corner points of the prosthesis for 15 patient datasets
Fig. 5.6. Evaluation of tracking results of the main corner point P1 of the prosthesis for 15 patient datasets. The 
maximum displacement errors of the main corner point P1 didn’t exceed 0.4 mm in all tested fluoroscopic images.
Patient datasets
P1 P2 P3 P4
Mean ± SD 
(mm)
Maximum 
(mm)
Mean ± SD 
(mm)
Maximum 
(mm)
Mean ± SD 
(mm)
Maximum 
(mm)
Mean ± SD 
(mm)
Maximum 
(mm)
1 0.18 ± 0.01 0.21 0.19 ± 0.01 0.20 0.20 ± 0.02 0.20 0.10 ± 0.01 0.10
2 0.28 ± 0.05 0.37 0.23 ± 0.03 0.38 0.33 ± 0.03 0.38 0.11 ± 0.01 0.21
3 0.15 ± 0.02 0.18 0.14 ± 0.02 0.20 0.14 ± 0.02 0.20 0.16 ± 0.02 0.19
4 0.12 ± 0.18 0.16 0.11 ± 0.06 0.22 0.11 ± 0.06 0.22 0.09 ± 0.05 0.19
5 0.16 ± 0.02 0.29 0.16 ± 0.03 0.24 0.16 ± 0.03 0.24 0.15 ± 0.02 0.22
6 0.34 ± 0.03 0.38 0.46 ± 0.07 0.43 0.46 ± 0.06 0.38 0.42 ± 0.03 0.35
7 0.15 ± 0.02 0.19 0.13 ± 0.06 0.23 0.13 ± 0.07 0.22 0.11 ± 0.05 0.19
8 0.13 ± 0.01 0.15 0.11 ± 0.02 0.16 0.12 ± 0.02 0.16 0.14 ± 0.01 0.15
9 0.23 ± 0.02 0.36 0.20 ± 0.03 0.38 0.21 ± 0.04 0.38 0.24 ± 0.02 0.37
10 0.15 ± 0.02 0.17 0.14 ± 0.02 0.17 0.14 ± 0.02 0.17 0.14 ± 0.02 0.16
11 0.24 ± 0.03 0.35 0.22 ± 0.04 0.34 0.23 ± 0.04 0.34 0.16 ± 0.03 0.34
12 0.24 ± 0.03 0.28 0.21 ± 0.03 0.30 0.22 ± 0.04 0.31 0.15 ± 0.04 0.30
13 0.26 ± 0.03 0.34 0.27 ± 0.04 0.35 0.29 ± 0.05 0.34 0.24 ± 0.03 0.35
14 0.18 ± 0.03 0.23 0.17 ± 0.03 0.24 0.18 ± 0.03 0.24 0.19 ± 0.03 0.24
15 0.15 ± 0.02 0.18 0.13 ± 0.02 0.20 0.14 ± 0.02 0.20 0.16 ± 0.02 0.19
Chapter 5. Experiments and Evaluation 63 
5.3.3. Success Rate
Based on the experience of our clinical partner, the updated overlay of the aortic root model and the 
tracked prosthesis are assumed to be “success” if the total absolute displacement error doesn’t 
exceed 2.0 mm for any given fluoroscopic image of all tested datasets. The success rates of these 
assistance system methods are calculated as a percentage of the total number of images of each 
patient dataset, including the images with failure cases
Table 5.3 illustrates the success rates of template-based pigtail catheter and registration-based 
tracking methods for updating the aortic root model overlay and also the success rate of prosthesis 
tracking in the fluoroscopic images for 15 patient datasets. The lowest success rate among all 
patient datasets is appeared in the patient dataset #9, because the displacement errors of the aortic 
root model overlay and prosthesis tracking were relatively high. However, the developed system 
has still a high success rate of more than 90 % for all tested datasets.
Table 5.4 Success rates of the dynamic overlay model of the aortic root and tracking prosthesis for 15 patient datasets 
5.4. Discussion
For validation purposes, the experiments of developed assistance system were performed using
angiographic and fluoroscopic C-arm system in the hybrid operating room. Compared to the work 
in (John et al. 2010; Schröfel et al. 2010), the developed ASTAI improves misalignments between 
the static overlay of the aortic root model and hidden features of the aortic root in live fluoroscopic 
images during surgical procedures. Furthermore, automatic definition and visualization of the 
Patient datasets
Dynamic Aortic Root Model Overlay
Prosthesis trackingTemplate-based pigtail catheter 
tracking ( Total images/dataset )
Image registration-based 
tracking (Total images/dataset)
1 97.53 % ( 81 images) 93.10 % ( 29 images) 96.00 %
2 98.85 % (87 images) 95.65 % ( 23 images) 98.00 %
3 100.00 % ( 58 images) 92.86 % ( 42 images) 97.00 %
4 100.00 % (56 images) 95.45 % ( 44 images) 98.00 %
5 97.06 % ( 68 images) 93.75 % ( 32 images) 96.00 %
6 96.92 % ( 65 images) 91.43 % ( 35 images) 95.00 %
7 100.00 % ( 63 images) 100.00 % ( 37 images) 100.00 %
8 100.00 % ( 59 images) 92.68 % ( 41 images) 97.00 %
9 94.55 % ( 55 images) 91.11 % (45 images) 93.00 %
10 100.00 % (75 images) 100.0 % ( 25 images) 100.00 %
11 95.71 % ( 70 images) 100.00 % (30 images) 97.00 %
12 100.00 % ( 66 images) 100.00 % ( 34 images) 100.00 %
13 98.46 % ( 65 images) 97.14 % ( 35 images) 98.00 %
14 100.00 % ( 77 images) 100.00 % ( 23 images) 100.00 %
15 100.00 % (69 images) 100.00 % (31 images) 100.00 %
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target area for valve implantation is potentially reducing the physician’s stress as well as surgery 
time.
In order to perform dynamic overlay of the aortic root model and the target area of implantation 
onto live fluoroscopic images, the template matching using FNCC approach has been applied for 
tracking the pigtail catheter which approximates the translational motion of the aortic root without 
contrast agent injections. Interventional devices such as the TEE probe and guide wires have no 
effect on the detection of the pigtail catheter, because they often lie outside of the region of interest.
Overlapping with the AVP may affect the matching accuracy of the pigtail catheter. Nevertheless,
the obtained results demonstrated that this method is accurate enough to track the pigtail catheter in 
the context of the TAVI procedure.
For fluoroscopic images with contrast agent, the template-based tracking procedure is 
temporarily stopped, because the pigtail catheter is almost hidden and cannot be tracked. Therefore, 
the intensity-based registration method has been used to determine the new positions of the aortic 
root onto the contrast-enhanced fluoroscopic images. Severe image noise and the small number of 
similar intensity features such as TEE probe and guide wires affected the image registration 
accuracy as observed in four patient dataset #3, #4, #8, and #9 (Fig. 5.6). However, the alignment of 
fluoroscopic images is still valid and optimized by using the ITK image registration framework.
Unfortunately a clinical validation of the developed system would require additional contrast 
agent injections which are dangerous for elderly and high-risk patients. Because there are no tools 
or ground truth datasets to accurately identify the correct overly of the aortic root model without 
contrast injections, the updating accuracy of overlaid aortic root models has therefore been 
indirectly evaluated by estimating the displacement errors of the pigtail catheter for all 15 patient 
datasets (Fig. 5.5).
For the transapical TAVI, the collaborating physicians assumed that the allowed displacement 
errors of the implanted prosthesis were 2.0 mm to 5.0 mm under live 2D fluoroscopy guidance. This 
margin of errors should not exceed 2.0 mm in narrow calcific aortic stenosis. All the evaluation 
results show that the displacement errors are within the clinically accepted ranges, as shown in Fig.
5.4 and Fig. 5.5. The guidance failure of the developed assistance system could occur in one to 
three images of a patient dataset and be corrected in next images of the same dataset.
The work of this thesis demonstrated that template matching algorithm is fast and successful 
approach to track the pigtail catheter as well as the prosthesis (Fig. 5.3). For tracking the AVP, the 
prosthesis detection can be affected by a possible rotation of the prosthesis ǻԦg) and the presence
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of contrast agent. Nevertheless the template matching algorithm is still valid to find the correct 
position of the AVP in all tested patient datasets with maximum displacement errors of less than 0.5 
mm (Fig. 5.6).
The success of fluoroscopy-guided assistance system for the TAVI was verified by calculating
the success rates of dynamic aortic model overlay and the AVP tracking for 15 patient datasets as 
illustrated in Table 5.3. Five patient datasets #7, #10, #12, #14, and #15 show the best success rates 
(100%) of the developed assistance system methods. For each patient dataset, the success rate of 
each image-based method for dynamic aortic root model overlay, i.e. template-based and rigid 
registration-based tracking methods, was calculated separately. The success rates of dynamic aortic 
model overlay using the image registration-based tracking method were lower than the template-
based tracking method, because the optimizer in the registration framework may need more time to 
improve the estimation of optimal values of translational transform parameters. However, this will 
decrease the processing rate of live fluoroscopic images during the surgical procedure. Although the 
overlay is sometimes not required and should be switched off if the contrast agent appears in 
fluoroscopic images (Condurache et al. 2004), the image registration-based tracking method is still 
valid for updating the overlay of the aortic meshes model and within clinically accepted margins.
The developed ASTAI includes an interactive user-interface to correct manually high 
displacement errors by adding suitable offset values in X-Y directions for the overlaid aortic root 
model and/or the tracked prosthesis. Moreover, the physician can control the visualization view on 
the guidance monitor to see only the required information to perform the implantation procedure.
5.5. Summary
The image-guided TAVI assistance system has been developed to assist the positioning of the AVP 
under live 2D fluoroscopy guidance. The workstation of ASTAI and required equipments are an
experimentally setup to be connected to the interventional C-arm CT system (Artis zeego, Siemens 
AG, Healthcare Sector, Forchheim, Germany) in a hybrid operating room. The developed assistance 
system has been tested and evaluated retrospectively on 15 patient datasets including eight females 
and seven males patients between 72 and 90 years of age. All patients received a standard 
transapical TAVI using Edwards SAPIEN prosthesis (Edwards Lifesciences Inc., Irvine, CA USA). 
In order to evaluate the performance of the developed ASTAI, the accuracy and success rates of 
assistance system methods are determined as follow. First, the updating accuracy of the overlaid 
aortic root model including the anatomical valve landmarks and the estimated target area of 
implantation was calculated. This is based on accuracies of image registration-based and template-
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based pigtail catheter tracking methods for fluoroscopic images with and without contrast agent
respectively. The absolute values of maximum displacement errors did not exceed 1.8 mm for
tracking pigtail catheter and are less than 2.0 mm for registration-based tracking procedure in all 
tested datasets. Second, the AVP is tracked to align with the target area of implantation. The mean 
localization errors of AVP corner points varied from 0.28 ± 0.05 mm to 0.34 ± 0.03 mm. The 
highest distance error of AVP is less than 0.4 mm in all tested fluoroscopic images. Finally, the 
success rate of all ASTAI methods is calculated as a percentage of the total number of images per 
patient dataset. It is assumed that the developed ASTI has a successful performance, if the total 
absolute displacement error doesn’t exceed 2.0 mm for any given fluoroscopic image of each 
patient dataset. The results showed that all displacement errors are within the clinical accepted 
range. Moreover, the developed assistance system has high success rates over 90 % for all tested 
patient datasets. Additionally, the ASTAI includes an interactive user interface to correct manually 
displacement errors by adding suitable offset values, in order to ensure the safe guidance procedures 
of TAVI.
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Chapter 6
Conclusions and Prospects
 
This chapter concludes in Section 6.1 the work of this thesis . Despite the successful performance of 
the developed assistance system for intra-operative fluoroscopy guidance of the transcatheter aortic 
valve implantation, Section 6.2 presents some technical and clinical prospects of the surgical 
assistance system for continued research and improvements. 
6.1. Conclusions
In this thesis, a new surgical assistance system has been developed to assist the correct positioning
of the AVP during transapical transcatheter aortic valve implantation. The developed ASTAI 
automatically defines the target area for implanting the AVP under live 2D fluoroscopy guidance.
In addition, this surgical assistance system works with low levels of contrast agent for the final 
deployment of AVP, reducing therefore long-term negative effects, such as renal failure in the 
elderly and high-risk patients.
The developed TAVI assistance system provides four main advantages over current fluoroscopy-
based guidance systems. First, the dynamic overlay of projected 3D aortic root model and the 
anatomical landmarks from intra-operative C-arm CT images is achieved onto live 2D fluoroscopic 
images without additional use of contrast agent. Second, the target area of the valve implantation is 
automatically estimated and visualized during the surgical procedure. Third, the AVP is tracked to 
enhance the visualization of the prosthesis and to improve its positioning within the estimated target 
area of valve implantation. Fourth, the ASTAI does not require any additive and expensive
instrumentation or sophisticated imaging technologies such as optical and electromagnetic tracking 
systems, which will complicate the surgical workflow.
Image-based methods of ASTAI have been used to achieve guidance tasks of the surgical 
procedure. Template-based and image registration-based tracking methods are used to update the 
overlaid aortic root model onto live fluoroscopic images without and with contrast agent 
respectively. In the absence of contrast agent, the aortic root motion is approximated from the 
pigtail catheter motion, based on the confirmation of our collaborating surgeons. The template-
matching approach is used to track the pigtail catheter with maximum displacement error less than
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1.8 mm. For fluoroscopic images with contrast agent, displacement errors of the model-updated 
overlay did not exceed 2.0 mm based on image registration-based tracking procedure. In parallel, 
the tracked AVP is located onto live fluoroscopic images using template matching and the shape 
model of the prosthesis. The localization distance error of AVP corner points is less than 0.4 mm in 
each fluoroscopic image of the tested datasets. The evaluated performance of developed ASTAI 
moreover showed high success rates of more than 90% as well as acceptable displacement errors for 
the guidance methods.
One of the important components of the ASTAI is the visualization and the interactive graphical 
user interface, which is responsible for displaying the guidance results on a monitor in the front of
the surgeon during the operation. The GUI allows to control visualization views of the guidance 
results and to display only the required information for valve implantation by the surgeon.
Furthermore, it provides an option to manually correct the displacement errors for the updated 
overlay and tracked prosthesis.
The developed  surgical assistance system provides a new guidance tool to improve the accuracy 
of the TAVIs. In addition, It might decrease the physicians’ efforts as well as surgery time, while 
increasing the overall safety of the surgical procedure.
6.2. Prospects
6.2.1. Technical Prospects
A new surgical assistance system for real-time fluoroscopy guidance of the TAVI has been 
developed in this thesis. It provides a solution for the guidance problem arising during minimally 
invasive aortic valve implantation. Some improvements for extending the developed assistance 
system can be achieved in the future as follows.
Although a minimal user-interaction is still required for initializing the image processing 
algorithms and visually correcting possible displacement errors of the projected aortic root model
during the intervention, the developed assistance system can be extended to a fully automatic 
guidance system. Therefore, the initialization steps of image-based tracking method of the pigtail 
catheter and the prosthesis should be improved by automatically capture their templates.
The aortic root including the diseased valve has a deformable motion, which is approximated to 
the translational motion in X-Y directions in this thesis. Based on that fact, the modeling of the
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aortic root and landmarks can be extended from 3D to 3D+t meshes model by including the cardiac 
motion. Applying non-rigid registration methods, e.g. free-form deformations (FFD) (Fischer and 
Modersitzki 2003), can assist tracking of the aortic root in the presence of contrast; consequently
the updated overlay accuracy will be improved. Nevertheless, the hardware of the ASTAI
workstation must be upgraded in this case to keep the processing rate of live fluoroscopic images in 
real-time.
In this thesis, the developed assistance system is connected to the interventional C-arm system to 
grab live fluoroscopic images in the hybrid operating room. Nevertheless, the workstation of the 
ASTAI still needs fully integration with this imaging system to automatically obtain the parameters 
of the C-arm projection matrix and to directly import 3D aortic root model instead of manual user 
settings, as described in Chapter 4. Then, the performance of the ASTAI can be significantly 
increased.
Developing a fluoroscopy-based surgical robotic system is one of future directions to perform
safe TAVI. In this thesis, the developed assistance system presents the main module to create such a 
robotic system. Mechanical and electronic valve delivery system will be operated based on the 
guidance results of the developed ASTAI under supervision of the surgeon.
6.2.2. Clinical Prospects
The surgical assistance system has been integrated and evaluated retrospectively in the hybrid 
operating room. Clinical studies are an important step to ensure the validation of the developed 
system for the clinical use.  In addition to the transapical TAVI approach and the Edwards SAPIEN
prosthesis (Edwards Lifesciences Inc.) discussed in this thesis, the assistance system can be also 
applied for the transfemoral and  transaxillary approaches of the TAVI (Singh et al. 2008) as well as 
other types of the AVP such as CoreValve (Medtronic Inc.).
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Appendix A
Digital Imaging and Communications in 
Medicine (DICOM)
The DICOM (Digital Imaging and Communications in Medicine) is the most universal and 
fundamental standard in digital medical imaging (Pianykh 2008). The DICOM standard 
provides all necessary tools for the diagnostically accurate representation and processing of 
medical imaging data. It is not only an image or file format, but also specifies a non-
proprietary data protocol for storage and exchange of medical images among the imaging 
devices of different manufacturers.
The National Electrical Manufacturers Association (NEMA) created the DICOM standard 
to aid the distribution and viewing of medical images, such as magnetic resonance images 
(MRIs). The DICOM standard was published in 1993 and is continuously being extended 
until today. It was accepted as a formal standard in Europe (MEDICOM, ENV 12052) in 
1995. The DICOM standard itself is free and the official website of the DICOM is maintained 
by the NEMA (http://medical.nema.org).
All DICOM companies plug into Picture Archiving and Communication Systems (PACS).
The PACS are computer-based systems which are used to run digital medical imaging. They 
comprise digital image modalities such as CT scanners or ultrasound, digital image archives 
where the acquired images are stored, and workstations where radiologists view the images
(Fig. A.1).
Fig. A.1. Main Components of Picture Archiving and Communication System (PACS) (Pianykh 2008). Image 
acquisition devices (modalities) store images on a digital archive. Radiologists access these stored images at the 
viewing workstations.
Appendix A Digital Imaging and Communications in Medicine (DICOM) II
The DICOM standard ensures the highest diagnostic standards and the best performance by 
providing (Pianykh 2008):
x A universal standard of digital medicine that makes current digital image-
acquisition devices producing DICOM images and communicating through 
DICOM networks
x Excellent medical image quality comparing to other image formats such as 
JPEGs or bitmaps (BMP)
x Full support for numerous image-acquisition parameters and different data
types such as patient 3D position, physical sizes of objects in the image, slice 
thickness, and image exposure parameters
x Complete encoding of medical data by using more than 2000 standardized 
attributes (DICOM data dictionary) to convey various medical data from patient 
name to image color depth and current patient diagnosis
x Clarity in describing digital imaging devices and their functionality in very 
precise and device-independent terms
A. 1. Overview
DICOM was developed to create an open platform for the communications of medical images 
and related data. Also, DICOM defines network services for transfer or printing of the images, 
media formats for data exchange, work-flow management, consistency and quality of presen-
tation and requirements of conformance of devices and programs (Mustra et al. 2008).
DICOM standard introduces Information Object Definitions (IODs) to describe a certain 
characteristic of an DICOM object. IODs have attributes that precisely describe type of the 
object, data of the patient, performed procedures or reports and the technical information of 
the medical imaging device used in the procedure as well; for example, data that are included
for a mammography device are exposure time, field of view, X-Ray tube current, anode 
material, compression force, detector ID and temperature … etc. There are also private 
attributes, which are only used by equipment vendors to save proprietary data and cannot be 
used by other manufacturer's workstations (Mildenberger et al. 2002).
The DICOM network services are used for information exchange over a network based on 
the client/server relationship (http://dicom.offis.de). Both DICOM stations have therefore to 
support the same services and objects, in order to  establish a connection and agree on the
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following parameters: Who is client and who is server, which DICOM services are to be used, 
and in which format data is transmitted, e. g. compressed or uncompressed.
Moreover, there are many advanced network services included in the DICOM standard 
such as image archive service, print service and  modality worklist service. The DICOM 
image archive service (Query/ Retrieve Service Class) allows to search images in a PACS
using a certain criteria like patient name, time of creation of the images, the name of imaging 
modality. The DICOM print service (Print Management Service Class) allows accessing
shared laser cameras or printers over a network. The DICOM modality worklist service 
allows to automatically up-to-date worklists including a patient's demographic data and study 
details from a Hospital Information System (HIS) or a Radiology Information System (RIS) to 
the imaging modality.
For data transfer and communication, the DICOM network application augments basic 
Transmission Control Protocol (TCP)/Internet Protocol (IP) functionality with DICOM-
specific protocols (Pianykh 2008). The TCP/IP accommodates all network setups and delivers 
the most fundamental network functionality needed. That protocol therefore provides a
mechanism for uniquely identifying Information Objects for transferring across the network. 
Information Objects are defined for images, patients, studies, reports, and other data 
groupings. The DICOM standard does not define hardware interfaces for equipment 
connection, but it supports information exchange independent of the physical network. This 
allows to be used in different network setups.
The DICOM Standard consists of 16 parts as follows (http://medical.nema.org):
PS 3.1: Introduction and Overview
PS 3.2: Conformance
PS 3.3: Information Object Definitions
PS 3.4: Service Class Specifications
PS 3.5: Data Structure and Encoding
PS 3.6: Data Dictionary
PS 3.7: Message Exchange
PS 3.8: Network Communication Support for Message Exchange
PS 3.9: Retired 
PS 3.10: Media Storage and File Format for Data Interchange
PS 3.11: Media Storage Application Profiles
PS 3.12: Media Formats and Physical Media for Data Interchange
PS 3.13: Retired
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PS 3.14: Grayscale Standard Display Function
PS 3.15: Security and System Management Profiles
PS 3.16: Content Mapping Resource
PS 3.17: Explanatory Information
PS 3.18: Web Access to DICOM Persistent Objects (WADO) 
The DICOM is large and complex standard and has to be suited for different medical 
branches. Therefore, 26 workgroups develop only specific portion of the standard as 
illustrated in Table A.1(Mildenberger and Jensch 1999; Mustra et al. 2008).
Table A.1. DICOM workgroups
No. Name Work items
WG-01 Cardiac and Vascular 
Information
Develops standard for interchange of digital 
cardiovascular images, physiologic waveforms and 
core clinical information
WG-02 Projection Radiology 
and Angiography
Develops and maintains objects in the domains of 2D 
and 3D X-Ray imaging
WG-03 Nuclear Medicine Develops standards for nuclear medicine and PET 
images
WG-04 Compression Tracks progress of JPEG2000 image compression 
standard, prepares a work item for 3D image 
compression
WG-05 Exchange Media Develops a standard for interchange media (DVD, 
UDF file format)
WG-06 Base Standard Maintains the overall consistency of the DICOM 
Standard
WG-07 Radiotherapy Develops and maintains radiotherapy information 
objects of the DICOM Standard
WG-08 Structured Reporting Maintains and develops the DICOM Structured 
Reporting (SR) specification and collaborates with 
DICOM workgroups in development of codes and 
controlled terminology and templates for biomedical 
imaging applications
WG-09 Ophthalmology Develops a work flow of eye-care environments and 
addresses all the issues related to imaging in 
ophthalmic applications
WG-10 Strategic Advisory Considers the issues and opportunities related to the 
strategic evolution of DICOM Standard
WG-11 Display Function 
Standard
Develops services related to display and presentation 
of images
WG-12 Ultrasound Develops DICOM Standard to meet the needs of the 
ultrasound and echocardiography specialties, provides 
support for the 3D ultrasound image acquisition and 
processing
WG-13 Visible Light Adopts DICOM Standard for still and motion Visible 
Light color or monochrome images
WG-14 Security Develops extensions for secure information exchange
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WG-15 Digital Mammography
and CAD
Develops support for breast imaging and Computer-
Aided Detection (CAD)
WG-16 Magnetic Resonance Develops a new MR object with more descriptive 
attributes
WG-17 3D Extends the DICOM Standard for handling 3D and 
other multidimensional data sets that are not specific 
only to certain modality
WG-18 Clinical Trials and
Education
Extends the DICOM Standard to support clinical trials 
and research using medical images
WG-19 Dermatologic Standards Provides support for cutaneous imaging
WG-20 Integration of Imaging
and Information 
Systems
Develops DICOM and Health Level 7 (HL7) 
standards for image related information where the 
consistent use of both standards is of prime concern
WG-21 Computed Tomography Develops and extends CT image objects to support 
technological and clinical advances in CT
WG-22 Dentistry Addresses the issues related to imaging and reporting 
of image-based studies in dental and maxillofacial 
applications
WG-23 Application Hosting Develops specification for interfaces between hosted 
application system and a DICOM host system
WG-24 Surgery Develops DICOM objects and services for Image 
Guided Surgery (IGS)
WG-25 Veterinary Medicine Develops attributes to support identification and 
description of veterinary patients
WG-26 Pathology Extends DICOM Standard to support Pathology 
images (cytopathology, surgical pathology, clinical 
pathology and autopsy pathology studies)
A. 2. How Does DICOM Work?
The data of patients, studies, medical devices are viewed by DICOM as objects or attributes.
These objects and attributes are standardized according to DICOM IODs; for example a
patient IOD can be described by name, medical record number (ID), sex, age, weight, 
smoking status, and many attributes as needed to capture all clinically relevant patient 
information (Fig. A. 2).
Fig. A.2. DICOM Information Object Definitions (IODs) such as a patient IOD, which is a collection of 
attributes.
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Fig. A.3. DICOM services (Pianykh 2008).
In order to ensure consistency in attribute naming and processing, the DICOM maintains a 
list of all standard attributes (more than 2000 of them), known as the DICOM data dictionary.
All DICOM attributes are formatted to 27 value representation (VR) types, including dates, 
times, names, and so on. The DICOM data attributes can be transmitted and processed 
between DICOM devices and software as Application Entities (AEs).
For data exchange over a computer network, DICOM applications provide associated 
particular service types with the data (IODs) that they process. These DICOM service 
associations called Service Object Pairs (SOPs), and group them into SOP Classes.
Figure A.3 shows an example to clarify DICOM services to store an image from a CT 
scanner on a PACS archive (Pianykh 2008). The CT image represents the DICOM data object
(IOD). The CT scanner requests the storage service from the archive (service requestor), and 
the archive provides the storage service to the scanner (service provider). In the DICOM 
standard, service requestors called Service Class Users (SCUs) and service providers called  
Service Class Providers (SCPs). In this example, the CT scanner represents the CT Storage 
SCU and the PACS archive represents the CT storage SCP. An association begins with each 
DICOM data network transfer between the SCU and the SCP. Establishment of DICOM 
handshake starts when the two connecting applications exchange the Presentation Contexts. 
The DICOM applications can connect and start SCU-SCP processing, if they match their 
contexts.  
Because there are many DICOM applications and devices are produced by many 
manufacturers, a Conformance Statement must be written and accompanied with each device 
or program claiming to be DICOM conformant. This statement explains which DICOM 
services (SOPs) and options are supported, which extensions and peculiarities have been 
implemented, and how the device communicates with other DICOM systems.
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Appendix B
Technology of C-Arm CT Systems
C-arm computed tomography (CT) has been recently introduced as a new and innovative 
three dimensional imaging technique for cardiac interventional procedures (Lauritsch et al. 
2006; Orth et al. 2008; Strobel et al. 2009). Using angiographic C-arm CT systems, both real-
time fluoroscopy and 3D/4D CT images can be generated on the same system. Proper use of 
this new technology requires an understanding of important C-arm system components and 
how X-ray input images are acquired with C-am CT image quality, as described in the 
following.
B. 1. C-Arm CT System Components
B.1.1. X-Ray Beam Generation and Exposure Control
The X-ray tube, X-ray generator, and X-ray control system are crucial components of any C-
arm imaging system, because they determine tube voltage, tube current, and irradiation time
respectively(Strobel et al. 2009). Contrast-detail perceptibility and dose depend mainly on
these exposure parameters.
C-arm systems are equipped with automatic exposure control (AEC) to obtain high 2D 
image quality for fluoroscopic and radiographic imaging. Also, the C-arm CT operates with 
the AEC for controlling the tube current (mA), and the tube voltage (kVp) to maintain a high
signal-to-noise ratio (SNR) if necessary (Orth et al. 2008).
B.1.2. Flat-Panel Detector Technology
Flat panel detectors have been used in C-arm systems to either avoid or reduce the major 
disadvantages of X-ray image intensifiers (XRIIs) (Ducourant et al. 2003; Granfors et al. 
2001). The most important technical advantages of flat detectors are (Strobel et al. 2009):
x Homogeneous image quality resulting in free distortion images and position-
independent spatial resolution
x High low-contrast resolution, i.e. good 2D soft tissue imaging performance
x High detective quantum efficiency (DQE) across all dose levels
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x High dynamic range at all dose levels from fluoroscopy to digital subtraction 
angiography (DSA) facilitated by A/D converters with 14 bits
x Tightly enclosed square or rectangular active imaging areas offering improved 
patient access
The design of most flat panel detectors is based on two steps of indirect conversion process 
of X-rays to light (Ducourant et al. 2003). First, the X-ray quantum is absorbed by a 
fluorescence scintillator screen, e.g. a cesium iodide (CsI) substrate, converting it into visible 
light. Second, this light is received by a photodiode array, e.g. amorphous silicon (a-Si), and 
converted into electrical charge. Scintillator thickness is also an important design parameter 
for X-ray detectors. A larger scintillator thickness improves the energy absorption efficiency;
consequently improving the X-ray sensitivity of the detector is achieved.
B.1.3. C-Arm Gantries
3D angiographic C-arm imaging comprises a stand and a C-arm which includes the attached  
detector, X-ray tube, and collimator. The C-arm keeps the X-ray tube, collimator, and flat-
panel detector exactly aligned under varying view angles. C-arm systems are widely used for 
interventional radiology, neuroradiology, cardiology, and surgical applications.
In Fig. B.1, The whole gantry of ceiling-mounted C-arm systems can be rotated and 
translated to increase patient coverage and access. The traditional gantry design involves a 
mechanically fixed center of rotation commonly referred as the isocenter  (Fig. 3.2a). A new 
type of multi-axis C-arm system (Artis zeego, Siemens AG, Healthcare Sector, Forchheim,
Germany) has recently been introduced to further increase positioning flexibility (Fig. 3.2b).
Fig. B.1. C-arm gantries (Siemens AG, Healthcare Sector, Forchheim, Germany): (a) An Artis zee ceiling-
mounted C-arm. The C-arm keeps the detector (positioned on top) exactly aligned with collimator and X-ray 
source (bottom-mounted). (b) An Artis zeego showing that detector and collimator rotate in synchronization. The 
X-ray source is built into the C-arm below the collimator.
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Advantage of such systems are the large flexibility, more accurate, faster movements, and 
better patient coverage. Therefore, this C-arm system is especially well suitable to guide 
minimally invasive surgical procedures.
B. 2.  C-Arm CT Image Acquisition
The acquisition of C-arm CT data is increasingly automated for an easy use. To start X-ray 
image acquisition, the patient is properly placed to be within the region of interest (ROI) and 
visible in all acquired X-ray views around the patient. A safety run is performed during the 
slow movement of the C-arm to its start position. Then, a short fluoroscopic X-ray pulse is 
applied to initialize the AEC.
The system is now ready to begin a 3D run scan by rotating the C-arm from the start 
position to its end position. Raw data is acquired by activating a dead-man switch. To prevent 
accidental X-ray exposure, the rotational scan is stopped if the dead-man switch is released.
Raw data acquisition and 3D reconstruction of the Artis zee family (Siemens AG, Healthcare
Sector, Forchheim, Germany) can be faster than 1 min depending on the scan protocol
(Strobel et al. 2009). The C-arm CT data acquisition is usually performed using selective 
contrast injections to enhance blood vessels as well as corresponding tissue regions.  
The X-ray dose measured behind the antiscatter grid called the detector entrance dose. The 
AEC adjusts X-ray exposure parameters to maintain the detector entrance dose at constant
level. An important set-up parameter for C-arm CT imaging protocols is the system dose. The 
detector entrance dose for C-arm CT is about half the system dose based on internal 
adjustments. The CT dose index (CTDI), weighted CTDI (CTDIw) and the quantified 
effective dose to the patient can be used to monitor and report C-arm CT dose. The unit 
Sievert (Sv) measures the equivalent dose of radiation. According to United Nations 
Scientific Committee on the Effects of Atomic Radiation (UNSCEAR 2000), the average 
background dose for a human being is about 2.4 mSv per year.
B. 3.  C-Arm CT Image Quality
A flat panel detector (FD) is optimized for high-resolution 2D fluoroscopic and radiographic 
imaging. Therefore, the spatial resolution of the C-arm CT system can be very high. For
example, a common detector for large-plate C-arm systems such as the 30 cm × 40 cm Pixium 
4700 flat-panel detector (Trixell, Moirans, France), offers native pixels pitch of 154 ȝm in a 
1,920 × 2,480 matrix. However, it reduces the frame rate of FD to 7.5 frames per second. This
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low frame rate may limit its clinical use to certain high-contrast applications. By applying 2 × 
2 binning or 4 × 4 binning of detector pixels, higher frame rates can be obtained. Because the 
pixel binning combines neighboring detector elements, the effective width and height of a 
pixel increase to 308 ȝm (2 × 2 binning) or to 616 ȝm (4 × 4 binning) respectively.
The example bellow shows how the detector pixel width is related to the image spatial 
resolution. Based on a detector pixel pitch of 308 ȝm and operation in 2 × 2 binning mode, 
the pixel width of the Pixium 4700 FD is obtained. The magnification factor of a cone beam 
between isocenter and detector of 1.5 produces an effective pixel size at isocenter of 205 ȝm.
If the imaging conditions are ideal, a spatial resolution (in-plane) of up to 2.4 line pairs 
(LP)/mm is achieved after tomographic reconstruction of 1/0.410 mm. However, other factors 
such as the finite focal spot size, the gantry motion, and the 3D reconstruction kernel may 
cause lower spatial resolution. For an Artis zee system using syngo DynaCT (Siemens AG, 
Healthcare Sector, Forchheim, Germany), the spatial resolution after tomographic 
reconstruction is not 2.4 LP/mm as estimated above, but 2.0 LP/mm (Fig. B.2). At this 
resolution, the smallest high contrast object has a size of approximately 250 ȝm or 0.25 mm.
The system can separate objects with a size of around 0.50 mm, if 4 × 4 binning is applied
and the spatial resolution is about 1.0 LP/mm.
For low-contrast C-arm imaging, the 4 × 4 binning mode is a clinically well accepted 
acquisition technique, because the increased frame rate enables the acquisition of a higher 
number of views in a shorter time frame (Strobel et al. 2009). This leads to improve low-
contrast detectability, while the shorter scan time reduces the resulting artifacts due to patient 
motion or breathing. To further reduce noise in applications such as head scans, system dose 
may need to be increased. 
Fig. B.2. Spatial resolution experiment on a phantom (Strobel et al. 2009). The 3D spatial resolution from 2D X-
ray projections acquired with a Trixell Pixium 4700 detector is about 2.0 LP/mm in the 2 × 2-pixel binning
mode. Projection data were acquired using an Artis zee C-arm system and reconstruction was performed with 
syngo DynaCT (Siemens AG, Healthcare Sector, Forchheim, Germany).
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