Apple is one of the most popular fresh fruits with an extensive scope of regions owing to its nutrition and sweet in flavor. There is a large difference in the composition of the fruits growing in varying regions because of the variation in the growing regions, such as temperature, soil nutrients, etc. As a result, it is of significance to decrease the impact of region variability on the measurement of soluble solids content (SSC) in apples. To lessen the impact of region variability and enhance the predictive ability of on the model, our manuscript compared the performance of the two multi-region prediction models for the estimation of SSC in apples from multiple geographical regions. One multi-region prediction model was developed by merging SSC values and spectral data of all samples from multiple regions. The other multiregion prediction model was built for the determination of SSC in combination with region discriminant, model search strategy, and single-region models. Support vector machine (SVM) was applied to establish the model for discriminating the apples from multiple geographical regions. It was found that the region discriminant model achieved great results, with the classification accuracy of 99.52%. By comparing and analyzing the two multi-region prediction models, the optimal multi-region prediction model was obtained. Finally, to decrease the irrelevant spectral information and reduce the computational cost, the multi-region SSC prediction model was optimized in combination with various spectral preprocessing methods (multiple scatter correction (MSC), standard normal variate (SNV), and first derivative (FD) correction) and variable selection methods (Monte Carlo uninformative variables elimination (MC-UVE), competitive adaptive reweighted sampling (CARS), and random frog (RF)). The overall results denoted that it was more accurate to estimate SSC in apples from the different geographical regions by using the multi-region models based on the region discriminant model in combination with SNV preprocessing algorithm and MC-UVE variable selection algorithm, and the prediction accuracy preceded the single-region models.
I. INTRODUCTION
Apple is one of the most popular fresh fruits for the consumers owing to its nutrition and sweet in flavor. Soluble solids content (SSC) is a major internal parameter that affects the flavor, postharvest storage requirements, and harvest time The associate editor coordinating the review of this manuscript and approving it for publication was Liandong Zhu. of apples [1] . In consequence, the development of a reliable and fast SSC estimation approach is of great significance to satisfy the growing market demands for high-quality fruit [2] . In the past, a variety of standard analytical approaches such as high-performance liquid chromatography [3] , and gas chromatography [4] , [5] have been employed to evaluate the quality of fruit. However, most of them exhibit great reliability and high accuracy but have some certain limitations, namely, time-consuming, expensive, and destructive. NIR spectroscopy has been considered as a replacement of the traditional destructive analytical methods during the past decades since it is nondestructive, fast, accurate, and economically reasonable [6] .
The recorded NIR spectra comprise both chemical and physical information of the irradiated samples [7] . In combination with a suitable predictive model, Flourier transformation NIR (FT-NIR) spectroscopy has been demonstrated to be a fast and accurate analytical technique which is utilized for quantifying SSC in the assessment of fruits and vegetables, such as melon [8] , apple [9] , [10] , and peach [11] . Giovanelli et al. [12] probed into the feasibility of NIR spectroscopy in optimizing post-harvest management and following fruit quality changes during storage. It was found that the average correct classification of validation set was higher than 93% and that of classification set nears 100%, confirming that NIR spectroscopy was a valid technology to measure internal quality parameters of apples. More applications of FT-NIR spectroscopy applied for the quality assessment of fruits and vegetables were researched by Alamar et al. [13] and Wang and Han [14] .
Apple is an extensively cultivated fruit with an extensive scope of regions. Because of large-scale planting areas and changes in the growing environment (i.e., lighting effect, temperature, soil nutrient, rainfall), the composition of the fruits produced in diverse regions varies greatly [15] . Zhang et al. [1] gave a detailed summary of the impact of physical and biological variability which includes region variability and compensation methods for eliminating the effects in fruit and vegetable quality non-invasive assessment by applying imaging and NIR spectroscopy technology. In addition, Alamar et al. [13] researched the influence of region variability on the NIR spectroscopy assessment of SSC values. Functional analysis of variance was applied to interpret the variance in the spectra with regard to biological variability. It was concluded that the impact of region variability on the NIR spectra was great of significance. Therefore, it is necessary to decrease the effect of region variability on the quality measurement of apples.
Nevertheless, there were few reports that using FT-NIR spectroscopy to decrease the impacts of geographical region variability on the assessment of SSC values. Nowadays, two main approaches to determine the SSC in apples from multiple regions were reported. One approach was to construct the prediction model by merging the spectral data and SSC values of all studied samples [16] . For the second approach, the prediction model was established based on the region discriminant and the single-region model [7] , [17] . Consequently, in order to lessen the impact of region variability on the SSC assessment model, our manuscript compared the performance of the two multi-region prediction models mentioned above on the determination of SSC values in apples from multiple geographical regions. Then, in an attempt to enhance the predictive ability, the multi-region model optimization was performed by combining with the spectral preprocessing algorithms and variable selection algorithms.
II. MATERIALS AND METHODS

A. SAMPLES PREPARATION
In this research, the apple samples were collected from 'Fuji' apple commercial orchards in Akesu, Qixia, and Yichuan of China. 208 samples in total with no damages were washed, dried, numbered, and then stored in the laboratory (20 • temperature and 60% relative humidity) for 24h. All samples from each region (76 samples came from Akesu, 72 samples came from Qixia, and 60 samples came from Yichuan) were marked around the equator and scanned by the FT-NIR spectrometer. In order to avoid errors, three replicate measurements were made on all the apple samples that are utilized for this experiment, and the mean of three measurements was utilized for the subsequent analysis.
B. SPECTRA ACQUISITION
The frame diagram of the FT-NIR spectral data acquisition system for samples was depicted in Fig. 1a . The spectral data of apple samples were collected in the reflectance mode by an Antaris II FI-NIR spectrometer (Thermo Electron Co., USA) which equipped with an InGaAs detector with high sensitivity, an integrating sphere, and a tungsten lamp (20W) [18] . The detector covered the spectral range from 10,000 to 4000cm −1 (1000-2500nm), and the spectral resolution of this spectrometer is 1.928cm −1 . The intact apples were put into fruit holder of FT-NIR spectrometerone by one, finally getting 3112 spectral variables per sample. At the equidistant position around the equator of each apple, three reflection spectra were measured, and the averaged spectrum of each apple was utilized as the raw spectrum of the sample for analysis.
C. SSC MEASUREMENT
After the spectral data were acquired, the SSC values in apples were measured immediately by a conventional destructive method. At the same points of the spectra measurement, three slices of fresh with peel were cut from the equidistant points at the equator of each apple, respectively. Then, the juice from each apple was pressed and dripped onto a temperature-compensated refractometer to measure the actual SSC values. By averaging from the soluble solids at the three different positions of apple, the value of SSC in each sample was obtained as a reference for the FT-NIR spectral analysis approach. between FT-NIR spectra and SSC measurements were acquired by converting the reflectance spectra (R) to absorbance value (log (1/R)) [19] . For the purpose of getting a more stable and predictable regression model, the apple samples were segmented into two subsets on the basis of the Kennard-Stone (KS) algorithm. The first one was the training sets, which were applied to construct the calibration models, while the other was the test sets, which were applied to detect the accuracy of the developed models. In this study, the KS algorithm was used to divide the samples from every region into the training set and test set according to a ratio of 3:1, respectively.
The entire data processing generally includes the following several procedures: spectral preprocessing, variable selection, model calibration, and model evaluation [20] . The spectral data needed to be preprocessed to eliminate multiplicative and additive impacts in the spectra and improve the subsequent multivariate analysis. In our study, we applied and compared several commonly used spectral preprocessing approaches, which included multiple scatter correction (MSC), standard normal variate (SNV), and first derivative (FD) correction. The detailed description of these data preprocessing approaches could be searched in the literature of [21] and [22] .
2) VARIABLE SELECTION
To decrease the calculative burden of spectra data, enhance the efficiency of the detection, and predigest the model for estimating SSC values of apples, variable selection is a crucial and inevitable procedure to select the optimal variables [20] . In this research, four wavelength selection algorithms were employed to extract effective variables with the highest predictive capacity, including Monte Carlo uninformative variables elimination (MC-UVE), competitive adaptive reweighted sampling (CARS), and random frog (RF). A detailed description of these variable selection methods can be found in the literature [7] .
3) PARTIAL LEAST SQUARE (PLS) REGRESSION
PLS regression is an extensively applied chemometric approach for developing calibration models in NIR spectral analysis [23] . It has the advantage to solve the situation when the input variables contain noise and are highly correlated, but also applicable when the matrix of predictors has more wavelengths than that of observations [24] . In recent decades, the PLS algorithm was welcome to develop many calibration models for fruits and vegetables in present chemometric analysis, and a lot of applications are reported on apples [9] . The principle of the PLS algorithm is to search a set of latent variables (LVs) by projecting the X variables and the Y variables into a new latent space under the constraint of maximization of covariance between inputs and outputs [25] . In this manuscript, we applied the PLS regression algorithm to establish the calibration models to determine the SSC values of apples. When establishing the PLS model, it is of significance to utilize cross-validation of the calibration sets to determine the optimal number of LVs. The optimal number of LVs was determined by performing 10-fold crossvalidation of calibration sets until the root mean square error of cross-validation (RMSECV) attained the minimum [7] .
In terms of the correlation coefficient of calibration (R c ) and the root mean square error of calibration (RMSEC) between the predicted values and the measured values in the training set, the performance of the calibration model was evaluated [15] . Likewise, the correlation coefficient of prediction (R p ) and the root mean square error of prediction (RMSEP) are applied to evaluate the prediction model. RMSEC,RMSEP, R c , and R p are defined in the following equations:
where,ŷ i is the predicted value of the ith observation, y i is the measured value of the ith observation, y cm or y pm is the mean value of the calibration or prediction set. n c and n p are separately the number of observations in the training and test set. Generally, a great model needs to possess high R c and R p values and low RMSEC and RMSEP values [7] .
E. REGION DISCRIMINANT WITH SUPPORT VECTOR MACHINE (SVM)
SVM is a statistical learning model on the basis of structural risk minimization which analyzes data applied to perform non-probabilistic binary linear classification or multivariate function assessment [26] . Although initially designed for binary classification, the basic SVM algorithm can be extended to the multi-class discrimination task [27] . Nowadays, SVM has been extensively utilized for supervised pattern recognition. Compared with other machine learning algorithms, this algorithm develops a model with fewer training samples, thus overcoming the local minimum required for the neural network. The reader can refer to the tutorials and mathematical explanations about SVM in detail [28] . In order to avoid over-fitting, the complexity (c value) of the model is determined by a penalty error function. There are three diverse kernel functions applied in establishing SVM models, including radial basis function (RBF), polynomial, linear kernel functions. In this study, SVM with the polynomial as the kernel function was selected for classifying samples in diverse geographical regions. Furthermore, we use a gridsearch and cross-validation procedure to get the best kernel function parameters (g) and varying penalty parameters (c) to achieve the highest recognition rate. All the SVM computations were performed by using LIBSVM (version 3. 24) package in MATLAB R2018b. For the purpose of obtaining an SVM classification model with good performance, we evaluated the SVM model based on the statistical parameters of the correct classification rate (CCR) [27] . CCR is defined in the following equations:
where, N all and N Right refer to the total number of samples in that class and the numbers of samples that are correctly classified, respectively. For instance, in terms of samples from Aksu, N all is the number of samples from Aksu in total, and N Right refers to the number of samples from Aksu when they actually belong to samples from Aksu.
F. DEVELOPMENT OF TWO TYPES OF MULTI-REGION SSC PREDICTION MODEL
To examine the influence of the geographical region on the FT-NIR spectral analysis of SSC in apples, the PLS algorithm was utilized to establish the multi-region model of SSC. In this study, two different strategies were proposed to quantitatively determinate the SSC in 'Fuji' apples from multiple geographical regions to decrease the effect of region variability. In terms of the first strategy, the other multi-region SSC prediction model (multi-region prediction model_1) was developed by merging SSC values and spectral data of all studied samples from diverse regions. That was to say, SSC values and spectral data of all studied apple samples were used as input for constructing a multi-region model. For the second strategy, one multi-region SSC prediction model (multi-region prediction model_2) was established for determining SSC values in 'Fuji' apples on the basis of region discriminant model, model search strategy, and multivariate regression analysis. For the single-region models, they were constructed based on varying data (spectral and SSC of apple samples coming from Aksu, Qixia, and Yichuan). The multiregion SSC prediction was performed in the following procedures: (1) separately establishing three specific single-region prediction models for estimating the SSC values of apple samples from Aksu, Qixia, and Yichuan; (2) discriminating and identifying the geographical region of the unknown apple samples through region discriminant model; (3) developing the multi-region SSC prediction model_2 by PLS algorithm in combination with the results of the region discriminant, model search strategy, and the single-region SSC prediction models.
To obtain an SSC prediction model with a more stable and predictive property, the two multi-region SSC prediction models were employed and compared to separately determine SSC in apples from multiple geographical regions. The optimal multi-region SSC prediction model was obtained by comparing and analyzing the two multi-region SSC prediction models. Then, in order to enhance the predictive ability, the multi-region prediction model optimization was performed by combining with the spectral preprocessing algorithms and variable selection algorithms. Fig. 2 showed the flowchart for the determination of SSC values in apples from the multiple geographical regions based on two multi-region models.
III. RESULTS AND DISCUSSION
A. FT-NIR SPECTRAL ANALYSIS AND SAMPLE DIVISION
In this study, the FT-NIR spectra were collected from apple samples within the range from 4000 to 10000cm −1 , finally getting 3112 data points per spectrum. The original FT-NIR absorbance spectra of 208 apple samples from three geographical regions are shown in Fig. 1b . In this figure, the spectra curves of 'Fuji' apples coming from Aksu, Qixia, and Yichuan were depicted separately by the green, yellow, and red lines. It could be observed that there are two strong absorption peaks around 5195cm −1 and 6917cm −1 . The absorption peak around 5195cm −1 was related with the first overtone of O-H stretching, while the absorption peak around 6917cm −1 was attributed to the combination of the band of the second overtone of O-H stretching [16] . The graphic also revealed that there were some overlapping and crossovers among these spectra, however, the apple samples from diverse geographical regions had similar spectral trends. Fig. 1c showed the averaged absorbance spectra of apple samples which came from three regions. As shown in Fig. 1c , a variation of the spectral intensity of samples in varying regions existed. This variability might be influenced by the geographical region which included the factor of light effects, nutrition, soil characteristics, as well as weather conditions.
According to the KS algorithm, the apple samples from three regions of Aksu, Qixia, and Yichuan were respectively partitioned into the training sets and test sets with a proportion of 3:1. The reference measurement results of SSC in the training sample sets and test sample sets from three diverse regions were pooled to create reference data for the multiregion SSC model. The mean and standard deviation values of samples from each region were depicted in value in training sets covered the ranges of in the test sets, which was helpful for establishing a good calibration model.
B. RESULTS OF REGION DISCRIMINANT USING SVM
SVM was utilized to build models for discrimination of 'Fuji' apples from diverse geographical regions. To estimate properly the predictive capacity of the region discriminant model established, the data obtained from 208 apple samples were sorted into a training set and a test set. The training set consisted of 156 samples (Aksu: 57; Qixia: 54; Yichuan: 45), while the test set was composed of the remaining 52 samples (Aksu: 19; Qixia: 18; Yichuan: 15). To discriminant the diverse geographical regions of the samples, this study applied the SVM algorithm to construct a region discriminant model by using the spectral data as inputs. In the SVM model, the X variables were related to the spectral data and the Y variables were associated with class labels of the region. In terms of Y variables, three geographical regions of samples were labeled, where 1, 2, and 3 separately stand for Aksu, Qixia, and Yichuan.
The results of region discriminant models by the SVM algorithm using different kernel functions were presented in Table 2 and Fig. 3 . After the comparison of the overall accuracy of the region discriminant models by the SVM algorithm using different kernel functions, the best kernel function was found to be the Linear with the support vectors (SVs). The kernel function parameter of c was 256 and the kernel function parameter of g was 0.011. The excellent results were acquired, and the classification accuracy for training and test set were 99.36% and 100%, respectively. When the best region discriminant model was applied to recognize the region of all studied apple samples, the overall accuracy of 99.52% was obtained. In Fig. 3 , the region discriminant model was carried out to predict the region of samples in the test set. In this figure, the little blue circle stood for the actual region variety, while the region predicted by the region discriminant model was described with the red asterisk. As can be seen in Fig. 3 , the region discriminant model performed an excellent classification rate. Thus, this region discriminant model was identified to be appropriate to build the multiregion to use for the establishment of multi-region prediction model_2. Then, according to the result of the region discriminant model, the corresponding single-region SSC prediction model was selected. In this way, the multi-region prediction model_2 was built.
C. COMPARISON ANALYSIS OF TWO MULTI-REGION SSC PREDICTION MODELS
The performances of different multi-region models and different single-region models for assessing SSC in apple samples from varying geographical regions were illustrated in Table 3 . For the purpose to enhance the prediction accuracy and avoid the over-fitting of the data, the optimal LVs were determined according to the minimum RMSECV by applying cross-validation. As depicted in Table 3 , single-region prediction models were established separately by using the training set of per region (Aksu, Qixia, and Yichuan), and then they were validated by employing all the test sets of the diverse regions. For the single-region prediction models (Aksu model, Qixia model, and Yichuan model), they had the lowest RMSECV (0.810, 0.589, and 0.401 • Brix) for test sets when the number of LVs were 10, 7, and 14, respectively. It was found that the single-region SSC prediction model obtained satisfying prediction results if both the training set of a single-region model and the test set used to be predicted came from a similar geographical region. However, if the single-region prediction model was applied to assess the apple samples from other regions, the results of this model did not possess reliable prediction accuracy (higher RMSEP and lower R p ). For example, when the single-region model built with the training set from Qixia was used to predicting the SSC values of samples from Qixia, the RMSEP and R p values were 0.612 • Brix and 0.799, respectively, while the RMSEP and R p values were separately 1.504, 1.735 • Brixand 0.869, 0.606 when this model was utilized to estimate the SSC values of apple samples from Aksu and Yichuan. Obviously, the prediction results of the single-region model of Qixia was used to predict the samples from Qixia were far great than those of this model used to assess the samples from Aksu and Yichuan. The results indicated that the singleregion prediction model was sensitive to the variability of the geographical region and not dependable enough for practice application.
In an attempt to correct for the effect of region variation, the multi-region prediction model_1 based on a training set containing samples data from three diverse regions was established. As illustrated in Table 3 , the RMSEP and R p values of the multi-region prediction model_1 for predicting the SSC values of samples from three geographical region were 0.705, 0.455, 0.389 • Brix and 0.915, 0.907, 0.951. Compared with the single-region model, it seemed that the results of the multi-region prediction model_1 developed on the basis of all samples data from three regions obtain were worse than the results of the single-region prediction model established by using the samples from the same region. But in fact, the multi-region prediction model_1 generated more accurate results for all the samples from the varying regions, which denoted that the variability of the sample region had a little impact on the prediction accuracy of the multi-region prediction model_1. Therefore, building a multi-region prediction model by merging all the sample data was helpful and effective to decrease the effect of region variability and enhance the stability and robustness of the model for SSC measurement.
As discussed above (Table 2) , we could accurately search the corresponding single-region prediction model through the model search strategy based on the best result obtained by the region discriminant model (overall accuracy of 99.52%). In combination the results of region discriminant, model search strategy, and single-region model, the multi-region prediction model_2 was developed. The results of the multiregion prediction model_2 to predict the SSC values of apples from three varying regions were also shown in Table 3 . Compared with the single-region models, the multi-region model_2 obtained better prediction results for the samples from diverse regions, with the corresponding RMSEP and R p values were 0.753, 0.616, 0.624 • Brix and 0.898, 0.796, 0.895, respectively. According to the principle of establishing multi-region model_2, we could conclude that the prediction accuracy of multi-region model_2 would be infinitely close to the single-region model which used to prediction the sample from the same region when the correct discriminant rate of region discriminant model approached 100%.
Although the targets of the multi-region prediction model_1 and multi-region prediction model_2 were both to minimize the effect of geographical region variability, those two models were suitable for different application circumstances. By incorporating a great amount of sample data per region, the multi-region prediction model_1 could reduce the impact of geographical region variability on the accuracy of SSC measurement. Whereas, when the model was utilized to determine the SSC values of apples that were not included in the training set, the performance of the multi-region prediction model_1 still got poor results, just like single-region models. In addition, the prediction accuracy of the multiregion model_1 would drop as the variety of the geographical regions increases. On the contrary, although the variety of geographical regions were in escalation, the multi-region prediction model_2 would not be affected due to the existence of the region discriminant model. However, if there was not a sufficient number of sample data per region, the prediction accuracy of the multi-region model_2 was not particularly satisfying when compared with the multi-region prediction model_1. Just like the result in this manuscript, the prediction accuracy of the multi-region prediction model_1 was superior to that of the multi-region prediction model_2, and it had higher R p and lower RMSEP.
D. OPTIMIZATION OF THE MULTI-REGION MODEL
As discussed above, the multi-region prediction model_1 and the multi-region prediction model_2 had their own merits when applied to estimate the SSC values of apples from varying regions. When the amount of the sample data per region was not sufficient, the multi-region prediction model_2 could not acquire excellent analysis results because the model contained insufficient information. If the variety of the geographical regions was too much, the multi-region prediction model_1 would get poor results. According to Table 3 , all the multi-region models with full spectral obtained great results in the SSC measurement of apples. Nevertheless, some spectral improvement in multivariate data analysis was still required to decrease the irrelevant spectral information and reduce the computational cost, achieving more accurate results.
In this manuscript, the raw spectral data were separately preprocessed with MSC ( Fig. 4b) , FD correction, and SNV (Fig. 4c ) algorithms before constructing the calibration model. The effects of these preprocessing approaches were evaluated based on the PLS calibration model for SSC. In Table 4 ,the accuracy of the multi-region model_1 and multi-region model_2 based on different spectral preprocessing methods for determining SSC values in apples from Aksu, Qixia, and Yichuan were compared and analyzed, respectively. As shown in Table 4 , the model based on the spectra selected by SNV algorithm had the best prediction accuracy, and RMSEP and R p of multi-region model_1 ( Fig. 4d ) and multi-region model_2 was surrounded by a red outline. It was concluded that SNV preprocessing algorithm showed good optimization results and effectively removed the slop and baseline effects. Therefore, the subsequent computation of this manuscript was based on spectral data which preprocessed by the SNV method.
As mentioned above, the SSC prediction models based on the full spectra were time-consuming for spectral calculation and analysis, and thus variable selection algorithms area significant procedure to decrease the calculative burden of spectra data.
Variable selection algorithms including MC-UVE, CARS, and RF were applied to select the most crucial wavelengths based on the samples with full spectral data. During the process of MC-UVE variable selection, 156 samples (from Aksu, Qixia, and Yichuan) in the training set were chosen to acquire the variable selection result. Effective wavelengths can be selected by evaluating the stability values of each wavelength. Variables with stability values above the threshold (0.75) were regarded as the informative variables. Fig. 5a described the stability of each wavelength and the red circles in this figure stood for the spectral variables selected for building the calibration model based on MC-UVE variable selection. The lowest RMSEP values and the highest R p values were obtained for the calibration model when the variable number is 100. For the purpose of eliminating noninformative variables, the CARS variable selection approach was also able to be used for the calibration model to select the most effective variables. After the calculation, the number of sampling runs was 30, 40 sampling variables number to be selected from the full spectra as the key wavelengths of SSC measurement were determined by 10-fold cross-validation. And when the number of sampling runs was equal to 30, the lowest RMSECV of 0.582 ( • Brix) was obtained. The variable selection process of CARS for the prediction of SSC values in 156 samples from three regions and the distribution of effective variables selected from the full spectra by CARS were described in Fig. 5c . Furthermore, RF was also carried out to select key spectral variables. Fig. 5b displayed the selection probability of wavelength determined by RF algorithms. The large the selection probability was, the more crucial the corresponding wavelength was. The cutoff threshold of the selection probability of each variability was set to be 0.15. Thus, 30 crucial variables were selected as the inputs for the development of the calibration model. As shown in Table 5 and Fig. 5d , the multi-region model_1 and multiregion model_2 based on the variables selected by MC-UVE, CARS, and RF performed better than those models on the basis of the full spectra. The results showed that MC-UVE, CARS, and RF were both effective approaches to remove non-informative wavelengths and enhance the accuracy of the calibration model. In conclusion, the multi-region model_1 and multi-region model_2 could achieve the best results when two models were carried out to prediction SSC values of apples from Aksu, Qixia, and Yichuan by applying the SNV preprocessing algorithm and MC-UVE variable selection algorithm, with RMSEP values of 0.521, 0.412, 0.476 ( • Brix) and R p values of 0.920, 0.885, 0.951.
IV. CONCLUSION
In this study, the impact of geographical region variability on the FT-NIR spectral analysis of SSC values in apples was investigated. As shown in Table 3 , the prediction performance of the single-region models would be excellent if the test samples and the training samples came from the same geographical region. However, the single-region model achieved a poor result when it was used to estimate the SSC values of apples from other regions. These results denoted that the influence of region variability on the performance of SSC in apples existed. In an attempt to decrease the effect of region variability, two different strategies were proposed to quantitatively determinate the SSC in 'Fuji' apples from multiple geographical regions. For the first strategies, the multi-region prediction model_1 was developed by merging SSC values and spectral data of all samples from multiple regions. For the second strategy, the multi-region prediction model_2 was built for the determination of SSC by combining with region discriminant, model search strategy, and single-region models. SVM was applied to establish the model for discriminating the apple samples from diverse geographical regions. It was found that the region discriminant model achieved great results, with the classification accuracy of 99.52%. According to the result of the region discriminant model, we could accurately search the corresponding singleregion prediction model through the model search strategy.
Then, two multi-region prediction models were compared and analyzed to determine SSC values in apples from diverse regions. It was found that both of the two multi-region prediction models demonstrated region performance. By incorporating a great amount of sample data per region, the impact of geographical region variability on the spectroscopy accuracy for SSC measurement could be decreased by applying the multi-region prediction model_1. Whereas, when the model was utilized to predict the SSC values in apples that were not included in the training set, the performance of the multiregion prediction model_1 still got poor results, just like single-region models. On the contrary, owing to the existence of the region discriminant model, the multi-region prediction model_2 was not sensitive to the variability of the region. Nevertheless, the multi-region prediction model_2 cannot acquire excellent analysis results when the amount of the sample data per region is not sufficient. Finally, the multiregion SSC prediction model was optimized in combination with the spectral preprocessing methods and variable selection methods. The overall results (shown in Table 5 ) denoted that it was feasible to accurately determine SSC in apples from the different geographical regions using the multiregion model_2 in combination with SNV preprocessing method and MC-UVE variable selection method, and the prediction accuracy was superior to the single-region models.
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