In order to assess the effect of jumps on realised variance calculations, we study some of the econometric properties of time-changed Lévy processes. We show that in general realised variance is an inconsistent estimator of the time-change, however we can derive the second order properties of realised variances and use these to estimate the parameters of such models. Our analytic results give a first indication of the degrees of inconsistency of realised variance as an estimator of the time-change in the non-Brownian case. Further, our results suggest volatility is even more predictable than has been shown by the recent econometric work on realised variance.
Introduction

Time-deformed Lévy processes
Here we study time-deformed Lévy processes. By doing this we can assess the impact of jumps on using realised variances which, as recent work has demonstrated, has significantly improved our ability to forecast the volatility of financial markets. In particular this paper will derive the first four moments of returns, the second order properties of realised variances and the degree of inconsistency of the realised variance estimator of the time-change. We will see that in terms of contributions to the mean square error, the square of the bias of the realised variances is dominated by its variance. The moments of realised variances will be used to estimate parameters of time-deformed Lévy processes using a quasi-likelihood constructed out of these moments, focusing on OU based models, superpositions, log-normal OU processes and long-memory models.
Time-deformed Lévy processes have recently been introduced into financial economics by Geman, Madan, and Yor (2003) and Carr and Wu (2004) . To understand this class of processes we start with the standard setup in asset pricing models. We let log-prices Y t , for time t ≥ 0, follow a semimartingale process
Here A is a finite variation process, which informally means that the sum of the absolute values of the increments of this process measured over very small time intervals is finite. Further, M is a local martingale -which is a convenient generalisation of a martingale in financial economics.
Without loss of generality, we assume that A 0 = 0 and M 0 = 0, which implies that Y 0 = 0. For an excellent discussion of probabilistic aspects of semimartingales see Protter (1990) , while its attraction from an economic viewpoint is discussed by Back (1991) .
We follow Carr, Geman, Madan, and Yor (2003) , Geman, Madan, and Yor (2003) and Carr and Wu (2004) in basing the model on a time-deformed Lévy process. In particular we take
where Z is a Lévy process (that is a process with independent and stationary increments i.e. a continuous time random walk) with the added condition that Var(Z 1 ) < ∞ and Z 0 = 0.
Textbook expositions on Lévy processes can be found in Bertoin (1996) , Sato (1999) and Cont and Tankov (2004) . Here τ * is a time-change (that is a process with non-decreasing paths) such that, for all t, τ * t < ∞. Finally, we will assume that z ⊥ ⊥ τ * which means that the two processes are independent. This rules out leverage type effects, which is clearly regrettable. This structure means that A t = µt + τ * t E(Z 1 ) while M t = Z τ * t − τ * t E(Z 1 ). The four most well known examples of Lévy processes in financial economics are (i) Z is a Brownian motion, the workhorse of modern financial economics (e.g. Duffie (1996) ).
A sample path of a scaled Brownian motion is given in Figure 1 (a).
(ii) Z is a jump diffusion (Merton (1976) ), that is the addition of Brownian motion and a compound Poisson process with Gaussian jumps.
(iii) Z is a variance gamma (also called a normal gamma) process (Madan and Seneta (1990) ).
(iv) Z is a zero mean normal inverse Gaussian process (Barndorff-Nielsen (1998) ). A sample path of a normal inverse Gaussian motion is given in Figure 1 stable processes in the econometric literature. Such stable processes have a poor record of accurately modelling the log-prices of returns through time, e.g. they have infinite variances, while actual asset returns typically do not. Equating stable and Lévy processes is simply a technical misunderstanding, the class of Lévy processes is much wider than is commonly held in that literature.
The most well known example of a time-changed Lévy process is where Z is Brownian motion, a model developed by Bochner (1949) and first used in economics by Clark (1973) . Econometric research which followed these early papers include Stock (1988) and Ghysels and Jasiak (1994) .
We additionally restrict our attention to time-changes of the form
where τ is a non-negative process. This means that τ * has a continuous, but not necessarily differentiable, sample paths. Under this assumption M has a continuous sample path with probability one if and only if Z is Brownian motion. In the Brownian motion case this process is equivalent to a stochastic volatility process.
Returns and realised variance
Associated with the continuous time price process, is a sequence of discrete returns. In this paper we will use them to study the properties of time-deformed Lévy processes, both in theory and application. Here we establish a notation for returns and realised variances, which are functions of high frequency returns.
Consider a fixed interval of time of length > 0. For concreteness we typically refer to as representing a day. Traditional daily returns are computed as
where i indexes the day. In the next Section we will calculate some of their properties and then later use them to make inference on the parameters indexing time-change models. We mostly focus on the case where we additionally have M intra-high frequency observations during each time period. The time-gap between these observations will be δ = /M . The j-th intrareturn for the i-th period will be calculated as
High frequency returns allow us to compute
the realised variance (RV) for the i-th day. In econometrics the RV is used to proxy the variability of the i-th return. We will justify this in the context of time-changed Lévy processes by seeing that RV is an estimator of Var(y i |τ i ) = τ i Var(Z 1 ), where
. That is it estimates the variance of y if we had known the path of τ * .
RV has been studied in quite some detail, first by Comte and Renault (1998) , Andersen and Bollerslev (1998) and Barndorff-Nielsen and Shephard (2001) . Later empirical and methodological work by Andersen, Bollerslev, Diebold, and Labys (2001) has been influential. A distribution theory for realised variance under time-changed Brownian motion was developed by BarndorffNielsen and Shephard (2002) , while some of this work was extended by Meddahi (2002b) . See also Barndorff-Nielsen and Shephard (2004a) for a discussion of the multivariate case and Andersen, Bollerslev, and Diebold (2004) for surveys of this area. Bai, Russell, and Tiao (2000) provide some simulation evidence for the effects of jumps on realised variances.
The notation [Y δ ] i is designed to reflect the fact that this quantity is based on the Y process using δ spaced observations and computed on the i-th day. The reason for the use of the square brackets will become clearer later when we recall the idea of quadratic variation.
Some literature on jumps in financial economics
Being able to understand the empirical relevance of jumps is important as it has implications for risk management and asset allocation. A stream of recent papers in financial econometrics has addressed this issue using low frequency return data (e.g. the parametric models of Eraker, Johannes, and Polson (2003) , Andersen, Benzoni, and Lund (2002) , Chernov, Gallant, Ghysels, and Tauchen (2003) and the Markovian, non-parametric analysis of Aït-Sahalia (2002 ), Johannes (2003 and Bandi and Nguyen (2003) ) and options data (e.g. Bates (1996) , Carr and Wu (2004) and the review by Garcia, Ghysels, and Renault (2004) ). Barndorff-Nielsen and Shephard (2004b) and Barndorff-Nielsen and Shephard (2003) introduced realised bipower variation which can be scaled to consistently estimate the quadratic variation of the continuous component of prices in the presence of jumps. Their results suggest that the realised bipower variation of a time-changed finite activity Lévy process would converge to zero as the time gaps between observations goes to zero. Other work along this line is Mancini (2003a) and Mancini (2003b) .
She introduces a jump threshold into the estimator of the quadratic variance. The absolute value of this threshold goes to zero as the number of observations within each day goes to infinity. Following Barndorff-Nielsen and Shephard (2004b) , Woerner (2003) has studied the robustness of realised power variation δ 1−r/2 t/δ j=1 |y j,i | r to an infinite numbers of jumps in finite time periods showing that the robustness property of realised power variation goes through in that case. A related paper is Aït-Sahalia (2004) , which shows that maximum likelihood estimation can disentangle a homoskedastic diffusive component from a purely discontinuous infinite activity Lévy component of prices. Outside the likelihood framework, the paper also studies the optimal combinations of moment functions for the generalised method of moment estimation of homoskedastic jump-diffusions.
Structure of the paper
The outline of this paper is as follows. In Section 2 we derive various cumulants of the returns from time-deformed Lévy processes. In Section 3 we extend this to the RV case, giving us a first analytic handle on the inconsistency of realised variance as an estimator of the time-change hidden in the price process. Readers whose interest focuses solely on realised variance can start by reading Section 3 immediately after Section 2.1, without going through the other subsections of Section 2. In Section 4 we use the properties of realised variances to derive rather simple and computationally tractable quasi-likelihood estimators of the parameters which index timedeformation models. We illustrate these results in Section 5 estimating various short memory and long memory Lévy and Brownian motion based SV models. Section 6 concludes. We provide an Appendix which contains the proofs of the main results in the paper.
2 Some cumulants of returns
Background material on cumulants of Lévy processes
We will compute various moments of
via the corresponding cumulants. To start, recall that cumulants are derived via the cumulant function, which is log Ee iθX for some arbitrary random variable X. Then the j-th cumulant is defined as (assuming it exists)
, j = 1, 2, ... .
These cumulants are related to the uncentred moments. Recall (e.g. Barndorff-Nielsen and Cox (1989, p. 7) ) that if we write
Often we will be interested in the cumulants and moments of processes as a function of t.
The cumulants and moments of Z t will be written as κ j,t and µ j,t , respectively.
A characterising feature of Lévy processes is that, so long as they exist,
This follows from the fact that E e iςZt = Ee iςZ 1 t , which implies log E e iςZt = t log Ee iςZ 1 .
If we ignore drift for a moment, the only Lévy process without jumps is Brownian motion. Hence non-Gaussian increments and jumps are synonymous.
Suppose Z is Lévy process with κ 4 < ∞. Then
Note µ 3,t and µ 4,t have terms involving just t and so dominates for small t. In the case where
with W being standard Brownian motion, then κ 1,t = βt, κ 2,t = σ 2 t and κ j,t = 0 for j > 2.
This implies that
Now µ 3,t and µ 4,t have leading terms of order t 2 , so differ from some Lévy processes. The result on µ 4,t will turn out as an essential observation for the behaviour of realised volatility for time-changed Lévy processes.
Fourth order cumulant and Brownian motion
Before we look at the properties of the time-change processes, we take a small technical detour.
This can be skipped on first reading without losing the thread of the paper.
Suppose Z is a symmetric Lévy process with κ 4 < ∞. We now show that if κ 4 = 0 then Z must be scaled Brownian motion plus drift. This is a rather surprising result (as this does not hold for general random variables, that is variables which do not have to be infinitely divisible) and was communicated to us by Ken-iti Sato, who we thank for allowing us to state the result here.
Recall the Lévy-Khintchine representation for the cumulant function of Z 1 is, for a symmetric Lévy process
where b = [−1, 1] and η is associated symmetric Lévy measure (η must be symmetric as Z 1 is symmetric). Then
Equation ζ to zero we have that, so long as it exists,
Hence if this is zero, then η must be zero and so there is no jump component in Z. This implies, by the Lévy-Khintchine representation, that Z must be essentially scaled Brownian motion plus drift. As a result one can test a Lévy process for jumps by first testing for symmetry and then, conditioning on symmetry, testing whether κ 4 = 0. In principle this is rather straightforward to do as it can be carried out using returns recorded at frequency and without detailed knowledge of a hypothesised form of the Lévy measure.
Conditional cumulants and moments of log-prices
Recall log-prices obey
where Z ⊥ ⊥ τ * . The cumulants of Y t |τ * t are, when they exist,
The relationship between cumulants and uncentred moments (3) can be used to derive the following results in terms of uncentred conditional moments. Throughout we set µ = 0, although the corresponding results for µ = 0 can be backed out straightforwardly.
Further,
Proof. Given in the Appendix.
Unconditional moments of log-prices
To derive unconditional moments of Y the second order properties of τ * need to be found.
Remark 1 (Barndorff-Nielsen and Shephard (2001)) Suppose τ is covariance stationary with ξ, ω 2 and r being, respectively, its mean, variance and autocorrelation function. Then E (τ * t ) = ξt, and Var (τ * t ) = 2ω 2 r * * t
where
When this result is combined with Proposition 1 we have the following result.
When κ 1 = 0, the 3rd and 4th moments of log-prices require us to calculate the corresponding moments of τ * . Proposition 3 is helpful in thinking about this when t is small.
Proposition 3 If α j = E{|τ t − ξ| j } is finite for some natural number j then
In fact,
If we combine Propositions 2 and 3, then we have immediately the following result. Some of these results are derived in the special case of time-change Brownian motion by Meddahi (2002a) and Barndorff-Nielsen and Shephard (2002) .
Proposition 4 If κ 4 < ∞ and τ is stationary and Eτ 4 t < ∞, then for t ↓ 0,
This result means that Y 2 t − κ 2 τ * t is, to a higher order approximation, uncorrelated to κ 2 τ * t and that we can characterise the variability of Y 2 t − κ 2 τ * t .
Second order properties of squared returns
Now let us look at the econometric properties of a sequence of returns over an interval of length > 0,
It will be convenient for us to also define the associated actual time-changes
If τ is stationary, then y is stationary and so has the same marginal distribution as
Hence Proposition 2 directly computes
and Var
by just setting t = .
The only new issue is to give a discussion of the dynamics of y i and y 2 i . Our analysis will be based on a result in Barndorff-Nielsen and which showed that, for s = 0,
This can be combined with an extension of Proposition 3 which is that as ↓ 0 then
The above results imply the following.
Proposition 5 If τ is covariance stationary and κ 2 < ∞, then for s = 0
and
while for ↓ 0, to the order indicated,
3 Cumulants of realised variance 3.1 Setting the scene: the theory of quadratic variation
Our major motivation for the development of the above results is in their use in understanding the properties of realised variance. Before we discuss this we will recall some general results on semimartingales.
It is well known that if Y is a semimartingale then the probability limit of [Y δ ] i as δ ↓ 0 can be found from the quadratic variation process. Recall the quadratic variation (QV) process is well defined (e.g. Jacod and Shiryaev (1987, p. 55) ) for any semimartingale Y and can be written as
for any sequence of partitions
Here p− lim denotes the probability limit of the sum. Thus QV can be thought of as the sum of squares of returns computed over infinitesimal time intervals calculated during the period from time 0 up to time t. Geman, Madan, and Yor (2002) 
The definition of QV immediately implies that for all semimartingales as
Example 2 Suppose A and τ * have continuous sample paths and
This example shows that in the Brownian motion time-change case [Y δ ] i p → κ 2 τ i . In the more general case of a time-changed Lévy process, M = Z τ * , then
Basic results on realised variance
Mean and variance of
It is clear that an econometrician interested in forecasting the variability of returns should focus on forecasting κ 2 τ i , which we estimate by [Y δ ] i . Here we study the properties of the RV error
To do this it is helpful to note that Barndorff-Nielsen and Shephard (2002) proved
Proposition 6 Suppose τ is covariance stationary and κ 4 < ∞, then
In the κ 1 = κ 4 = 0 and κ 2 = 1 case this reproduces the Barndorff-Nielsen and Shephard (2002) result on the behaviour of realised variance. Further, in the limit as δ ↓ 0 so
The above means our Proposition 6 tells us the following.
• The bias of [Y δ ] i as an estimator of κ 2 τ i . We see this is O(M −1 ).
• •
, κ 2 τ i } tells us that the time-change and RV error are, to a high order, uncorrelated.
•
informs us that to a very high order, the RV errors are uncorrelated.
Overall, the movement from Brownian motion to the Lévy time-change model has really only impacted the variability of the RV error. This is the most important point we make in this paper.
Second order properties of [Y δ ] i
To carry out inference on these types of models it is helpful to know the second order properties
Proposition 7 If κ 4 < ∞ and τ is covariance stationary, then
From now on in the paper we will ignore O(M −2 ) terms in the variability terms and
in the bias. This leads to the approximations 
Some implications for autocorrelation
Thus the autocorrelation function of [Y δ ] i is monotonically decreasing in κ 4 . Further, as M → ∞ and assuming κ 2 = 1 to simplify the exposition
Of course the equality, in the inequality, is obtained only in the Brownian case. Otherwise the autocorrelation amongst the [Y δ ] i will systematically underestimate the autocorrelation in the τ i and so the predictability in the volatility process. This resonates with the modern methodological literature on volatility forecasting by Andersen and Bollerslev (1998) , Andersen, Bollerslev, and Meddahi (2004) and Andersen, Bollerslev, and Meddahi (2002) which has shown that the volatility of financial markets is much more predictable than is widely believed in the academic literature.
An important alternative asymptotics is to allow κ 4 → ∞, while fixing κ 2 = 1 to simplify the result. In this case, holding M fixed,
as the variance of the squares of the returns becomes infinity.
The general result as M → ∞ implies that
as M → ∞. Of course this is 1 if and only if κ 4 = 0. Again this correlation can be driven to be arbitrarily close to zero by allowing κ 4 to become large.
In the Brownian case Meddahi (2002b) has argued that we should replace [Y δ ] i by the regression estimator
Of course, as M → ∞,
Again, inevitably, this is an inconsistent estimator of κ 2 τ i for Z = W . Andersen, Bollerslev, and Meddahi (2004) and Andersen, Bollerslev, and Meddahi (2002) We can define a Gaussian realised quasi-likelihood function
which allows us to define
using the fact that the score has zero expectation under the second order properties of the model.
In particular, for short-memory models if we write
then we would expect from the general theory of method of moments estimation
The asymptotic theory of this type of quasi-likelihood estimator is worked out by Dunsmuir (1979) . It will be asymptotically equivalent to an estimator defined via the Whittle likelihood.
Typically, in theory, we have to estimate J using spectral matrix methods (e.g. Newey and West (1987) ). Empirical evidence suggests the daily contributions to the score vector are close to being uncorrelated but that the standard estimator of J is typically quite a lot larger than the estimator of I even when M is large. Usually n is quite large in financial economics when = 1 represents one day and so computing log RQ is onerous due to the need to compute the inverse of the n × n matrix Cov ([Y δ ] 
Note that L −1 is also lower triangular. Importantly the i-th diagonal elements of D are the variances of the best linear, unbiased one-step ahead forecasts of [
while the i-th element of e has the associated one-step ahead forecast errors
We should note that Engle (2002) has recently used simulation to approximate these best linear estimators in the context of the Brownian-SV models.
Great computational gains can be made in the special case where τ i can be represented as
where x is a selection matrix, T is a fixed matrix which may be indexed by some parameters, the "state vector" i is of finite dimension and v i is a zero mean, weak white noise process. Then we can compute log L RQ in O(n) computations using the Kalman filter (e.g. Harvey (1993, Ch. 4) and Durbin and Koopman (2001, Ch. 4 
and so 2 log RQ (θ) = − n 2 log 2π − 1 2
Informal checks suggest that when n = 3, 000 and the dimension of the state space is two then the Kalman filter computes log L RQ around 20 times faster than when we use the Durbin algorithm, although we should note that the Kalman filter's computational load is quadratic in the dimension of the state and so can become slower than the Durbin algorithm for very large dimensional state vectors. When n is under 1, 000 the difference between the two algorithms is not very substantial. Overall, in both the cases of the Durbin algorithm or the Kalman filter the calculation of the likelihood is, using a modern PC, very fast.
Being able to write τ i into (15) is restrictive. We will give a number of examples where this is possible, however typically models with long-memory features will not be able to be written in this way. In this case we are forced back to the somewhat slower method of Durbin.
Before we move on we note there is a very large and stimulating literature on alternative ways of estimating SV models. Some of this literature is reviewed in Shephard (1996) and Ghysels, Harvey, and Renault (1996) . Broadly this literature splits into (i) simulation based Bayesian analysis via Markov chain Monte Carlo (e.g. Jacquier, Polson, and Rossi (1994), Kim, Shephard, and Chib (1998) ), (ii) simulation based indirect inference (e.g. Gourieroux, Monfort, and Renault (1993) , Gallant and Tauchen (1996) ), (iii) generalised method of moments (e.g. Andersen and Sørensen (1996) ), (iv) simulation based maximum likelihood using importance sampling (e.g. Durham and Gallant (2002) ).
Previous related work on estimating parameters of SV models using realised variances in- 
and the associated mean square error f i for i = 1, 2, . . . , n in O(n 2 ). Likewise, for the more specialised case of the Kalman filter, all these quantities are also produced in O(n). These best linear estimators have many advantages: they are simple and fast to compute, they are optimal in the linear sense and have associated measures of uncertainty, etc. However, they only provide a partial solution to the filtering problem. In principle a more complete filtering solution would yield the density of
However, the linear approach does not even provide any of the moments of these densities.
Indeed, in general, there is nothing stopping the estimators from becoming negative. The lack of a full posterior density makes it impossible to construct valid confidence intervals of τ i or use the estimator to imply meaningfully properties of derived quantities such as the vital actual volatility √ κ 2 τ i . In order to do this we can use particle filters, but this is beyond the scope of this paper. We refer the reader to the literature on this topic, see for example, Gordon, Salmond, and Smith (1993), Pitt and Shephard (1999a) and Doucet, de Freitas, and Gordon (2001) . Work on using particle filters for time-changed processes include Kim, Shephard, and Chib (1998), Pitt and Shephard (1999a) , Pitt and Shephard (1999b) 
Numerical aspects
Single factor model
We start with the simplest model for τ where r s = Cor(τ t , τ t+s ) = exp(−λs). This is the autocorrelation function of an OU process, suggested in this context by BarndorffNielsen and and also for the CIR variance process (e.g. Heston (1993) ). Then r * * s = λ −2 (e −λs −1+λs), which is enough to analytically characterise the autocovariance function of [Y δ ] i and so compute the quasi-likelihood function directly using Durbin's method.
In order to use the Kalman filter in this context we need to perform more analytic calculations. A straightforward manipulation from (12) implies that
which is the autocovariance function of an ARMA(1, 1) process and hence can be placed into a linear state space form with a two dimensional state. We write this representation as
The autoregressive root is φ = e −λ . Barndorff-Nielsen and Shephard (2002) noted this but then worked out θ and Var(e i ) using numerical methods. We now see that the moving average root and variance of e i can be found analytically using the following lemma. This result is based on having analytically available Var(τ i ) and Cor(τ i , τ i−1 ), which is the case in this class of models.
Lemma 1 (after a related result by Meddahi (2003) on the process for y 2 i ). Straightforwardly
Note that Cor(τ i , τ i−1 ) ≥ φ as e λ − e −λ ≥ 2λ . Write
Remark 2 Note that
which only depends on λ and . Hence this is also true for θ. Numerical experiments suggest that for a wide set of parameter values θ is usually around 0.25 when = 1.
For this model we can place it into a linear state space form with τ i = ξ + (1 0) i and
which allows a very fast quasi-likelihood evaluation when n = 3, 000. For these models the estimation is carried out in just a couple of seconds.
J factor model
When we move to a superposition model the results change somewhat. We assume that 
Related work on building models for the spot variance out of Markov component models includes Shephard (1996) , Engle and Lee (1999) , Gallant, Hsu, and Tauchen (1999) , Alizadeh, Brandt, and Diebold (2002) , Barndorff-Nielsen and Shephard (2001) , Barndorff-Nielsen and Shephard (2002) and Chernov, Gallant, Ghysels, and Tauchen (2003) .
Again the resulting process is analytically tractable with
so the log L RQ can easily be calculated via the Durbin algorithm as terms such as
are straightforward to calculate. Further, we can write τ i as the sum of J uncorrelated ARMA (1, 1) processes. The parameters of each of these ARMA(1, 1) components can be calculated independently and analytically from the one factor results given in Lemma 1. An attractive feature of this setup is that we can again write this into a linear state space form with 
Hence the Kalman filter can be used to rapidly compute log L RQ .
Log-normal OU process
An important class of models is where we put log τ as a N(ξ log , ω 2 log )-OU process. This appeared in the work of, for example, Hull and White (1987) while discrete time versions of this model was pioneered by Taylor (1982) in the SV literature. We call this the log-normal OU process, denoted LNOU. In that case This model can be thought of as being a sup-OU process, an infinite dimensional superposition of OU process, for we can write
a truncated Poisson variable with the atom at 0 being knocked out and the probability function being renormalised so it sums to one over the strictly positive integers. This representation is helpful for we can use software for superposition models to compute the quasi-likelihood function.
A similar, but rather differently motivated, type of approach is used by Meddahi (2001) in his work on eigenfunction processes. In practice we tend to place a large upper bound (e.g. 10) on the support of the truncated Poisson distribution. In this case the Durbin algorithm is highly competitive in terms of computational speed compared to the Kalman filter.
A long memory model
Suppose we parameterise r
where π is a probability measure on λ. This autocorrelation function arises as the limit of a superposition process, with the number of components potentially going off to infinity. A rigourous theory for this is provided by Barndorff-Nielsen (2001) , whose work is related to earlier papers on building long-memory models by the addition of short memory processes by Mandelbrot (1971) and subsequently by Granger (1980) and Granger and Joyeux (1980) . We do not know of any papers which estimate genuine long-memory continuous time time-deformation models without employing some form of discretisation. Papers which employ discretisation include Comte and Renault (1998) , Gallant, Hsu, and Tauchen (1999) , Meddahi (2001) , Comte, Coutin, and Renault (2003) and Gloter and Hoffmann (2004) . See also the earlier work on long memory SV models by Harvey (1998) .
In the present setting, letting ε(t; λ) = λ −1 (1 − e −λt ) and ε * (t; λ) = λ −2 e −λt − 1 + λt , we have that
Example 3 Let π correspond to a Γ(2H, α) distribution. Recall a Γ(ν, α) density is
. Thus we find that for H < 1/2 (which deliver long-memory models)
We can mix the long memory variance model with a short memory OU. We do this by writing that
Clearly, with this structure
which is straightforward to calculate and so we can use Durbin's method to compute the quasilikelihood.
Illustration based on realised variances
The data and realised variances
In this Section we will use the theory of RV in the context of time-changed Lévy processes to estimate various volatility models. We start out with a discussion of high frequency data, together with its relevant stylised facts. Then we estimate OU based models using daily realised variances and their superposition extensions. We then compare their fit to those built out of log-OU processes and long-memory models.
To illustrate some of the empirical features of RV we have used a return dataset similar to that employed by Andersen, Bollerslev, Diebold, and Labys (2001) , although we have made slightly different adjustments to deal with some missing data. These are described in detail in Barndorff-Nielsen and Shephard (2002) . This series records the United States Dollar/ German Deutsch Mark series. It covers the ten year period from 1st December 1986 until 30th November 1996. The original dataset records every 5 minutes the most recent mid-quote to appear on the Reuters screen. It has been kindly supplied to us by Olsen and Associates in Zurich, who document their path breaking work in this area in Dacorogna, Gencay, Müller, Olsen, and Pictet (2001) . Table 1 shows the fitted results for the OU and superposition of OU processes for squared daily returns. This corresponds to M = 1. This suggests the move from the Brownian timedeformation model to the more general Lévy version improves the fit of the moments of the model, but not dramatically in terms of quasi-likelihood fit. The Lévy motion has better variance tracking properties than the corresponding estimated Brownian models. In both the Brownian and Lévy models we have that the components of the superpositions are well separated with one component representing quite persistent shocks to the volatility, while the other component is more rapidly reverting. In both of these cases the components have roughly equal weight. A move to a third component does not improve the quasi-likelihood. Table 2 provides estimated standard errors for some of the estimates in this Table. It is designed to show how the estimated errors change as a function of M . We can see that κ 4 and ξ become more precisely determined as M increases, but the other parameters are not much effected. . This may reflect the fact that for time-change processes the RV is a much more accurate estimator of the integrated variance. It provides a much more informative basis for estimating the parameters of these models. Table 3 shows that the fit of the model continually improves as we increase the complexity of the model. Now, the estimated parameters change quite a lot with the Brownian based model. However, at all stages the model is well tracked, with the fitted and empirical expectations and variances of the RVs being comparable.
Superposition model
For the single OU DM case Figure 3(a) shows that the estimated model has little memory in it and provides a poor match to the empirical observations. The reason for this is that the three parameter model is not sufficiently flexible to simultaneously fit the average value of RV, its variance and its decay in the autocorrelation function. In effect, the quasi-likelihood chooses to highly weight the mean, variance and very short lags in the autocorrelation function. This then almost entirely neglects higher lags in the autocorrelation function.
The J = 2 Brownian based model is much more reasonable, although it tends to under weight the longer lags in the acf. When we fitted the J = 3 superposition model one of the component has a value for λ which is above 200. This is basically almost instantly mean reverting and so can be thought to proxy very short term deviations from the local Gaussian assumption. Many researchers would model this using a jump type process.
In the Lévy case the estimated model based on the OU process is quite poor, but is much better than the Brownian version. Figure 3(b) shows the memory of the acf last to around 50 lags, which is still of course too short. When we move to the J = 2 model the fitted acf is similar to that fitted by the J = 3 Brownian model. This seems a reasonable description of the empirical correlogram. The move to a J = 3 model allows the fitted acf to have more memory at long lags. This additional component has a value of λ which is 0.007 and a weight of 0.03.
Although this may make some difference to very long forecasts, which can been seen from the QML estimators Although the Brownian and Lévy based models are rather similar for large J superposition models, for small J models the Lévy based model is preferable. It is more stable as we change the model, adding new OU components.
Very similar results hold when we fit the model using M = 144. These results are given in Table 3 .
Again as we take M down to 72 the parameters do not move very much. Importantly, for the simplest Brownian model the estimated value of λ is quite large, which means the fitted model has very little memory in it. This changes quite a lot when we allow for Lévy effects for then the estimated value of λ falls dramatically down to around 0.1. When the superposition model is added the estimated values of λ are around 0.03 and 1. This allows a component of the variance process which has a great deal of memory.
Finally, Table 3 gives the corresponding result for M = 2. This is in line with the analysis 
Log-OU models
The corresponding results for the estimated log-OU based time-deformation models are given in Table 4 . This Table shows The Table indicates that for large M the Brownian LNOU model fits much better in terms of the quasi-likelihood criteria than the OU based models, although the Lévy version of the model is only slightly superior. The fact that introducing Lévy effects reduces the difference between the two sets of models is interesting. Table 5 gives the RV estimates of the gamma-long memory process of Section 4.2.3 using the Brownian and Lévy based models. The Table includes the results when we add in short memory OU components to the variance process.
Long memory models
The results are much less stable with respect to M than we saw in Table 3 on the Lévy based model whose spot variance was constructed by a finite superposition of OU processes. The Lévy based models still tend to have higher long-memory parameter H than the Brownian versions, while the addition of the OU components tend to mean that H drifts higher. When the OU components are added, then the estimated values of H seem in line with those estimated for FIGARCH models, e.g. Maheu (2003) . Throughout the long-memory component has a high weight, the only exception being the Lévy based model using daily data where the long memory component is close to being irrelevant.
Conclusion
In this paper we have studied the econometrics of time-changed Lévy process. The effect of allowing for the possibility of jumps is that the probability limit of RV, the increments to quadratic variation, is no longer the increments to the time-change. In fact, outside the Brownian motion, even if we observe the exact path of the price process we cannot recover the time-change.
Even though the RV is an inconsistent estimator of the time-change, it is an almost unbiased one. We characterise the variability of the difference between RV and the time-change. This 
Proof of Proposition 6
It is useful to write This implies the desired result.
Proof of Proposition 7
We have that
Then (9) 
