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We devise a systematic method to determine the Fisher information required for resolving two incoherent
point sources with a diffraction-limited linear imaging device. The resulting Crame´r-Rao bound gives the lowest
variance achievable for an unbiased estimator. When only intensity in the image plane is recorded, this bound
diverges as the separation between the sources tends to zero, an effect which has been dubbed as Rayleigh’s
curse. However, this curse can be lifted using suitable coherent measurements. In particular, we determine a
class of measurements that can be easily implemented as projections on the orthogonalized derivatives of the
point spread function of the system.
PACS numbers: 03.65.Ta, 03.67.-a, 42.50.St
Introduction.— The spatial resolution of any imaging de-
vice is restricted by light diffraction [1], which causes a sharp
point on the object to blur into a finite-sized spot in the im-
age. This information is encoded in the point spread function
(PSF) [2], whose size determines the resolution: two points
closer than the PSF width will be difficult to resolve due to
the substantial overlap of their images. This is the physical
significance of the famous Rayleigh criterion [3].
Needless to say, improving this limit is a source of contin-
uing research. Actually, in the past two decades a number of
top-notch techniques have appeared, overcoming Rayleigh’s
limit under particular conditions. They rely on nonconven-
tional strategies, such as near-field imaging or on nonclassical
or nonlinear optical properties of the object [4–10]. However,
these schemes are often challenging and require careful con-
trol of the source, which is not always possible.
Quite recently, Tsang and coworkers [11–13] have re-
examined this question from the perspective of estimation the-
ory. The idea is to use the Fisher information and the associ-
ated Crame´r-Rao lower bound (CRLB) to quantify how well
the separation between two poorly resolved incoherent point
sources can be estimated. When only light intensity at the
image plane is measured (the basis of all the traditional tech-
niques), the Fisher information falls to zero as the separation
between the sources decreases and the CRLB diverges accord-
ingly; this is Rayleigh’s curse [11]. On the other hand, when
the Fisher information of the complete field is calculated, it
remains constant and so does the CRLB, which implies that
the Rayleigh limit is subsidiary to the problem.
These stunning predictions prompted a sequence of rapid-
fire experimental implementations [14–17]. Nonetheless,
these proposals have some limitations, for the detection works
only for small separations or is limited to particular source
profiles. Inspired by these developments, we establish in this
Letter a general procedure to construct optimal measurements
(see also the recent related work [18]). By this, we mean
spatial modes such that, when the signal is projected onto
them, they yield a constant Fisher information thus attaining
the CRLB; i.e., the separation can be estimated with the best
achievable precision.
The key feature of these modes is the spatial symmetry.
Even more interestingly, we determine detection schemes
achieving the quantum limit for any symmetric PSF: the as-
sociated modes turn out to be orthogonal polynomials with
respect to a measure that is just the PSF.
Model and measurements.— We follow the basic model of
Tsang and coworkers [11–13] and consider quasimonochro-
matic paraxial waves with one specified polarization and one
spatial dimension, x, denoting the image-plane coordinate.
We formulate what follows in a quantum language, even
though it can be directly applied to a classical scenario. A
coherent complex amplitude U(x) can be assigned to a ket
|U〉, such that U(x) = 〈x|U〉, where |x〉 represents a point-like
source located at x.
We take a spatially-invariant imaging system. The associ-
ated PSF, which is just the normalized intensity response to
a point light source, is denoted as I(x) = |〈x|Ψ〉|2 = |Ψ(x)|2,
where Ψ(x) is the amplitude PSF, which we require to be in-
version symmetric; i.e.,Ψ(x) =Ψ(−x), an assumption met by
most aberration-free imaging systems.
Two incoherent point sources, each of the same intensity,
are located at two unknown points X± = ±s/2 in the ob-
ject plane. This regular configuration entails no essential
loss of generality. Our objective is to estimate the separation
s= X+−X−.
The density matrix for the image-plane modes is thus
ρs = 12 (|Ψ+〉〈Ψ+|+ |Ψ−〉〈Ψ−|) , (1)
where the spatially-shifted responses are Ψ±(x) =
〈x± s/2|Ψ〉. This density matrix gives the normalized mean
intensity profile: ρs(x) = 12 (|Ψ(x− s/2)|2 + |Ψ(x+ s/2)|2).
The spatial modes excited by the two sources are not orthogo-
nal, in general (〈Ψ−|Ψ+〉 6= 0), which means that they cannot
be separated by independent measurements. This is the crux
of the problem.
To estimate s we must perform appropriate measurements.
Complete von Neumann tests [19] will prove sufficient for
our purposes. They consist of a set of orthonormal pro-
jectors {|n〉〈n|} (with 〈n|n′〉 = δnn′ ) resolving the identity
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2∑n |n〉〈n|= 1 . Each projector represents a single output chan-
nel of the measuring apparatus; the probability of detecting
the nth output is given by the Born rule pn(s) = 〈n|ρs|n〉. The
generalization to continuous observables is otherwise straight-
forward.
The statistics of the quantum measurement carries informa-
tion about s. This is aptly encompassed by the Fisher infor-
mation [20, 21], which is a mathematical measure of the sen-
sitivity of an observable quantity to changes in its underlying
parameters (the emitter’s position). It is defined as
Fs = E
[(
∂ log pn(s)
∂s
)2]
, (2)
with E[Y ] being the expectation value of the random variable
Y . The Crame´r-Rao lower bound (CRLB) [22, 23] ensures
that the variance of any unbiased estimator sˆ of the quantity s
is bounded by the reciprocal of the Fisher information; viz,
Var(ŝ)≥ 1
Fs
. (3)
Let us take the von Neumann measurement as the continu-
ous projection over |x〉〈x|, which corresponds to conventional
image-plane intensity detection (or photon counting, in the
quantum regime). We stress that this is the information used
in any traditional technique, including previous superresolu-
tion approaches. The Fisher information (per detection event)
for this scheme reads as
Fs =
∫ ∞
−∞
1
ρs(x)
∂ 2ρs(x)
∂s2
dx' s2
∫ ∞
−∞
[I′′(x)]2
I(x)
dx , (4)
where, in the second integral we have performed a first-order
expansion in s, which is valid only for points sufficiently close
together. Then, Fs goes to zero quadratically as s→ 0. This
means that detection of intensity at the image plane is progres-
sively worse at estimating the separation for closer sources, to
the point that the variance in this situation is doomed to blow
up.
To bypass this obstruction, we need a different measure-
ment that incorporates the information available in the phase
discarded by the intensity detection. In what follows we re-
quire our measurement to have a well-defined parity; i.e.,
〈−x|n〉=±〈x|n〉. Accordingly,
pn ≡ |an|2 = |〈n|Ψ±〉|2 , (5)
so that the measurement does not feel the two-component
structure of the signal. Additionally, the probability ampli-
tudes an have to fulfill
Im
(
an
∂a∗n
∂s
)
= 0 . (6)
This property allows one to write the Fisher information as
Fs = 4∑
n
∣∣∣∣∂an∂s
∣∣∣∣2 . (7)
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FIG. 1. First PSF-adapted modes (14) for a sinc response. In blue
solid lines we plot the symmetric modes [n = 0 (thick) and n = 2
(thin)] and in red broken lines we have the antisymmetric ones [n= 1
(thick) and n = 3 (thin)].
Next, we note that |Ψ±〉 = exp(±isP/2)|Ψ〉. Here, P is
the momentum operator that generates displacements in the x
variable, so it acts as a derivative P =−i∂x, much in the same
way as in quantum optics. Because of the completeness of the
eigenstates of P, Eq. (5) can be rewritten in the form
an =
∫
〈n|p〉〈p |Ψ〉e−isp/2d p . (8)
Inserting this in (7), performing the derivative, and using mea-
surement completeness, we finally obtain the compact expres-
sion
Fs =
∫
p2 |Ψ(p)|2d p = 〈P2〉, (9)
where Ψ(p) is the Fourier transform of the PSF amplitude
Ψ(x). The Fisher information appears then as the second
moment of the momentum with respect to the PSF and is
therefore independent of the separation of the points. Con-
sequently, the variance in the CRLB remains constant and
one lifts Rayleigh’s curse, as heralded. Incidentally, Eq. (9)
is known to be the ultimate quantum limit [24, 25]. Hence,
we have clearly identified conditions enabling a measurement
to attain the quantum CRLB. This is the first main result of
this Letter.
Before proceeding further, we return to Eq. (6). This con-
dition is readily satisfied by choosing an = |an|exp(iαn), with
phases αn independent of s. As these phases can be absorbed
in the basis |n〉, this is tantamount to requiring real probability
amplitudes an. Due to the properties of the Fourier transform,
this imposes
〈n|p〉〈p |Ψ〉=±(〈n|p〉〈p |Ψ〉)∗ , (10)
where the symmetries of the PSF amplitude and the measure-
ment have been employed. Hence a sufficient condition to en-
abling (6) is that the diagonal elements of the operators |Ψ〉〈n|
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FIG. 2. Fisher information attained by the first D projections on the Hermite-Gauss basis with arbitrarily chosen σ = pi (orange bars) and
the PSF-adapted measurement (14), when applied to a system with a sinc impulse response. The plots are for separations s = 1 (left), s = 2
(middle), and s = 15 (right), and the corresponding Rayleigh limit is s = pi . More than a hundred of Hermite-Gauss projections must be
measured to access 98.5% of the quantum Fisher information (indicated by a horizontal red line) for s = [0,15], whereas just ten projections
of the PSF-adapted measurement are sufficient.
in the momentum representation are all real or purely imagi-
nary. For a real PSF amplitude, an obvious choice of |n〉 is a
complete set of real wave functions 〈x|n〉 with a well-defined
parity (symmetric or antisymmetric). The position projection
(i.e., intensity detection) does not have the required symme-
try and this explains why the intensity scan fails to reach the
quantum bound.
Optimal strategies.— It is known that the optimal measure-
ment in the limit of small s is proportional to the first deriva-
tive of Ψ(x) [17]. This suggests that one could try to project
the signal on a set of orthonormalized derivatives of Ψ(x). In-
deed, we propose to construct the measurement basis |n〉 in
momentum space as
Φn(p)≡ 〈p|n〉= Qn(p)Ψ(p), (11)
where Qn(p) is a system of orthogonal polynomials, with
respect to the measure |Ψ(p)|2d p. Since this measure is
symmetric, they satisfy the symmetry property Qn(−p) =
(−1)nQn(p) [26].
One can check that this generates a bona fide measurement
basis. Truly, for the states (11), the condition (10) trivially
holds, the probability amplitudes an = 〈n|Ψ±〉 are real, and
(6) is fulfilled. Of course, one would expect that the number
of significant projections is small, and even the first derivative
is sufficient in the superresolution regime.
The optimal PSF-adapted modes attaining the CRLB (9) for
all separations are obtained by an inverse Fourier transform
Φn(x)≡ 〈x|n〉= 1√
2pi
∫
Qn(p)Ψ(p)eipx d p . (12)
The general rules (11) and (12) of finding the PSF-optimized
scheme make the second main result of this Letter.
As a first, important example, we consider a Gaussian PSF
amplitude Ψ(x) = (2pi)−1/4 exp(−x2/4), with unit variance
(σ = 1). The Fourier transform is again a Gaussian, and a di-
rect calculation givesFs = 1/4. The optimal PSF-adapted set
consists of Hermite-Gauss polynomials, which are orthonor-
mal with respect to the PSF.
As a second example, we take a slit aperture with Ψ(x) =
1√
pi sinc(x) and Fourier transform Ψ(p) =
1√
2
rect(p/2). Here,
sinc(x) = sin(x)/x and rect(p) is 0 outside the interval
[−1/2,1/2] and 1 inside it. The set Φn(p) is now the Leg-
endre polynomials Ln(p), which are complete in the unit in-
terval. In this way,
an = 〈n|Ψ±〉=
√
2n+1
2
∫ 1
−1
Ln(p)e−ips/2 d p . (13)
By Eq. (9), the Fisher information is Fs = 1/3 and, by (12),
the optimal measurement modes are given as
Φn(x) =
√
n+1/2
Jn+ 12
(x)
√
x
, (14)
where Jk(x) is the Bessel function of the first kind. For n =
1, the measurement reduces to the first derivative of the sinc
function, as expected. In Fig. 1 we plot the first PSF-adapted
modes (14).
Each projection contributes with a piece of information
Fs,n =
pi
[
nJn− 12 (s/2)− (n+1)Jn+ 32 (s/2)
]2
(2n+1)s
, (15)
and, interestingly enough, all these complicated terms sum up
to a total ofFs = 1/3.
If the PSF amplitude of the system is real, any complete set
of real modes with defined parity will also work. For exam-
ple, the sinc response will also be optimal with a projection
on Hermite-Gauss modes, but the connection to derivatives is
lost. Besides, it might happen that, for small separations, the
number of significant projections will be much larger than for
the PSF-adapted set.
This can be illustrated by comparing the performances of
different sets of measurements for the same PSF. Assuming a
sinc, we can compare two optimal sets: the PSF-adapted mea-
surement of Eq. (14) and the Hermite-Gauss projections. Fig-
ure 2 shows the information obtained by summing the Fisher
40
0.1
0.2
0.3
0.4
0 5 10 15
F
i s
s
FIG. 3. Fisher information accessed by measuring the Fourier sine
transform of two incoherent images separated by a distance s for a
sinc impulse response. Notice that for small separations this mea-
surement is optimal. For larger separations the complement ofF is to
quantum Fisher information is accessed by the Fourier cosine trans-
form.
information over the first D projections. Both measurements
attain the quantum CRLB; however, the number of effective
projections to be measured is considerably less for the opti-
mized measurement. We can also see that this advantage de-
creases with increasing separations.
Another feasible option is to project in modes comprised of
the real and imaginary parts of plane waves; i.e.,
Φrk(x) =
1√
2pi
cos(kx) , Φik(x) =
1√
2pi
sin(kx) , (16)
where now the modes are indexed by the continuous wave
vector k. This can be implemented using the Fourier proper-
ties of optical lenses and spatial light modulators. In Fig. 3 we
plot the Fisher information corresponding to
F is =
1
2
1∫
−1
k2 sin2
(
ks
2
)
dk , (17)
obtained by such a measurement for different separations. For
small separations, the imaginary part of the signal spectrum
alone readily provides all the available information. Again,
we note that in this limit the same information can be ex-
tracted with a single projection of the PSF-optimized mea-
surement (14).
Concluding remarks.— In conclusion, we have shown that
optimal sub-Rayleigh two-point resolution can be achieved
with an optical system having a symmetric amplitude PSF
provided the system output is projected onto a suitable com-
plete set of modes with definite parity. Particularly useful
modes can be generated from the derivatives of the system
PSF, which in the limit of small separation can access all avail-
able information with a single projection.
The above formalism can be generalized to other transfor-
mations provided the frequency spectrum is replaced with a
suitable representation, in which the assumed transformation
becomes a simple phase shift.
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