We show that the free energy in the mixed p-spin models of spin glasses does not superconcentrate in the presence of external field, which means that its variance is of the order suggested by the Poincaré inequality. This complements the result of Chatterjee who showed that the free energy superconcentrates when there is no external field. For models without odd p-spin interactions for p 3, we prove the central limit theorem for the free energy at any temperature and give an explicit formula for the limiting variance. Although we only deal with the case of Ising spins, all our results can be extended to the spherical models as well.
Introduction
In [5, 7, 9] Chatterjee developed a theory that linked various phenomena -superconcentration, chaos, and multiple valleys -for general Gaussian fields and gave a number of examples of application (see also [8, 15] ). One of the examples related to spin glass models showed that the free energy in the Sherrington-Kirkpatrick model [25] without external field superconcentrates at any temperature, i.e., it has variance of a smaller order than the usual one suggested by the Poincaré inequality (see [7, Theorem 1.5] , or [9, Sections 6.3, 10.2] ). Before that, this was known (in a stronger form) only at high temperature (see [1] or [30, Section 11.4] ). Chatterjee's techniques can also be applied to show superconcentration in a more general class of mixed p-spin models without external field. In this paper we complement these results by showing that there is no superconcentration in the presence of external field and moreover, in the case of mixed even p-spin models with external field, we obtain a Gaussian central limit theorem for the free energy at any temperature.
First, let us recall the definition of mixed p-spin models. Let (β p ) p 1 be a sequence of nonnegative real numbers decreasing fast enough, for example, satisfying ∑ p 1 2 p β 2 p < ∞. The mixed p-spin Hamiltonian is defined as a linear combination
where the p-th term in the first sum 
is called the pure p-spin Hamiltonian, (g i 1 ,...,i p ) are i.i.d. standard Gaussian for all p 1 and (i 1 , . . . , i p ) ∈ {1, 2, . . ., N} p , and h ∈ R. The last sum in (1) is called the external field term, where we separated the parameters into a non-random part h and symmetric Gaussian part β 1 g i . Consider the following quantities
-the partition function, random unscaled and scaled free energy. Our first result is the following.
Theorem 1. If the external field term is present, i.e., h
for some constants C > c > 0 independent of N.
The proof is based on a version of Chatterjee's representation for the variance (see Lemma 1 below) and some consequences of the validity of the Parisi formula for the free energy.
In the case when all odd p 3 spin terms in the mixed p-spin model vanish, we have additional tools available from the theory of spin glasses, which will allow us to strengthen Theorem 1 and prove the central limit theorem for the free energy.
The description of the variance of the limiting Gaussian distribution is explicit but quite complicated, and we need to recall several results and definitions first. Consider the following function
The Parisi formula for the free energy [23, 24] , which was proved for mixed even p-spin spin models by Talagrand in [28] and for general mixed p-spin models in [20, 21] (see [22, Chapter 3] ), states that
where the minimum is taken over all probability measures µ on [0, 1] and Φ µ (q, x) for q ∈ [0, 1] and x ∈ R is the solution of the Parisi equation
with the boundary condition Φ µ (1, x) = log cosh x. It was proved in [3] (see also [19] ) that the Parisi variational formula has unique minimizer, which will be denoted by µ P . When h 2 + β 2 1 = 0, [30, Theorem 14.12.1] proves that the support of the Parisi measure is separated from zero, i.e., d := min supp µ P > 0. Furthermore, by [11, Proposition 1] we have that
where χ is a centered Gaussian random variable with variance ξ ′ (d). Next, for any fixed t ∈ (0, 1), we consider the function
of s ∈ [0, d], where the pair (χ 1 t (s), χ 2 t (s)) is centered Gaussian with the covariance given by
In the setting of mixed even p-spin models, it was shown in [ 
This quantity is precisely the limiting scaled variance in our central limit theorem. Before stating the central limit theorem let us recall that the total variation distance between two r.v.s X and Y is defined as 
where d TV is the total variation distance and g is standard Gaussian.
Let us explain right away why the condition h 2 + β 2 1 = 0 implies that u t > 0 for all t > 0 and, thus, ν > 0. By the definition of u t as the fixed point, it is enough to check that ϕ t (0) > 0. For s = 0, the covariance of (χ 1 t (0), χ 2 t (0)) above can be rewritten as
where
for independent standard Gaussian random variables z, g 1 , g 2 and, by (9) we have
where E 1 is the expectation in g 1 . It is well known that for any q 
is odd and strictly increasing and the expectation E 1 inside the square is not zero when h + β 1 √ tz = 0, which happens with probability one when h 2 + β 2 1 = 0 and t > 0. This shows that u t > 0 and ν > 0.
To prove Theorem 2, we adapt Stein's method to control the total variation distance for the free energy through a covariance formula. The crucial part of the argument is played by a recent result on the disorder chaos in the mixed even p-spin model with external field obtained in [11] , which allows us to gain control of the total variation distance and determine the exact value of ν in (10).
We remark that the approaches in Theorems 1 and 2 can be applied to the spherical version of the model as well, when σ ∈ S N−1 , with the spin glass computations for the Ising spins replaced by the corresponding results in [29, 12, 14] for the spherical case. In the spherical SherringtonKirkpatrick model without external field, it was shown by Baik and Lee in [4] that the free energy superconcentrates at high temperature with Var( f N ) = Θ(1), while at low temperature it superconcentrates with Var( f N ) = Θ(N 2/3 ) and the fluctuations around the limiting value of the free energy are given by the GOE Tracy-Widom distribution. In contrast, in the presence of external field our results show that the order of fluctuations of the free energy is the same at any temperature and, for even p-spin models, the classical Gaussian central limit theorem holds. Of course, it would be of great interest to extend Theorem 2 to include the case of odd spin interactions and, if possible, obtain the rate of convergence in (11).
Proof of Theorem 1
The upper bound is a standard application of the Poincaré inequality, so only the lower bound requires proof. We will start with a version of Chatterjee's representation for the variance and some of its properties, Lemmas 3.4 and 3.5 in [5] .
Let z, z 1 and z 2 be independent standard Gaussian vectors on R n and, for t ∈ [0, 1], define
For a function f :
This quantity is, clearly, nonnegative since, by symmetry,
where E 1 is the expectation with respect to z 1 . If all partial derivatives ∂ i f of f are of moderate growth then, taking derivative and using Gaussian integration by parts,
which is nonnegative because each term is of the form (13) . This means that ϕ(t) is nondecreasing. Actually, this fact also holds for any f such that E f (z) 2 < ∞ (see Lemma 3.5 in [5] ), but here we will deal only with nice smooth functions. Notice that, by induction, ϕ (k) (t) 0 as long as partial derivatives of order k are of moderate growth. This was observed in Lemma 3.3 in [7] with some important consequences. Let us consider the Gibbs measure corresponding to the Hamiltonian (1),
and denote by · the average with respect to G ⊗∞ N . Recall the Hamiltonian (1) and let
be its random Gaussian part, excluding non-random external field h. Consider two independent copies Y 1 N and Y 2 N of Y N and, for t ∈ [0, 1], define two correlated copies of the Hamiltonian (1),
Let G 1 t (σ ) and G 2 t (τ) be the Gibbs measures corresponding to these Hamiltonians. Denote · t the Gibbs average with respect to the product measure G 1 t × G 2 t . Let us denote by
the overlap between configurations σ , τ ∈ {−1, +1} N .
Lemma 1. The following representation holds,
and the integrand E ξ (R(σ , τ)) t is nonnegative and non-decreasing in t.
Proof. Let us consider the following function of t ∈ [0, 1],
It is easy to see from the definition (18) that
Using Gaussian integration by parts, one can check that
and (20) follows. The reason this derivative is nonnegative and non-decreasing is because, for any p 1,
(where · 1 and · 2 denote the Gibbs averages with respect to G 1 t (σ ) and G 2 t (τ)) and each term is of the form (13) . Even though these are now functions of possibly infinitely many i.i.d .  Gaussians g i 1 ,. ..,i p , we can approximate by functions of finitely many Gaussians by truncating the series in (1) at large finite p.
⊓ ⊔ Lemma 1 implies that, for any t < 1,
One can now use the disorder chaos results in [11] (or [14] for the spherical model), to show that R(σ , τ) concentrates on a constant value u t under · t and check that u t > 0 when h 2 + β 2 1 = 0. The results of [11] only apply to even p-spin models and will be used in the next section but here we will instead give a simpler approach which will also apply to general mixed p-spin models that include odd p-spin interactions.
First, we will fix any t ∈ (0, 1) in (21) and will freeze the interpolation of the external field terms in (18) at time t, while at the same time continuing the interpolation of p-spin interaction terms using another parameter s ∈ [0,t]. More precisely, we will break the Hamiltonian in (17) into two components,
consider their independent copies X 1 N , Z 1 N and X 2 N , Z 2 N and, for s ∈ [0,t], definê
Let G 1 t,s (σ ) and G 2 t,s (τ) be the Gibbs measures corresponding to these Hamiltonians and let · t,s be the Gibbs average with respect to the product measure G 1 t,s × G 2 t,s . Clearly, for s = t this coincides with the previous definition,Ĥ ℓ t = H ℓ t for ℓ = 1, 2 in distribution, and
On the other hand, the function s → E ξ (R(σ , τ)) t,s is still nonnegative and non-decreasing, because the calculations and symmetry considerations in the equations (13)- (15) 
If we denote, for ℓ = 1, 2 and i N,
then we can rewritê
We will now show that, under · t,0 , the overlap R(σ , τ) concentrates near some constant u, which will be strictly positive when h 2 + β 2 1 = 0, finishing the proof of Theorem 1. Let us recall the definition of the Parisi measure µ P and the function Φ µ P in (6) and (7), recall the notation in (25) and define
The following holds.
Proposition 1.
For any ε > 0, there exists K > 0 independent of N such that
To see that this finishes the proof of Theorem 1, we rewrite
where E 1 is the expectation with respect to g 1 1 .
As we mentioned in the introduction, it is well known that for any q ∈ [0, 1], Φ µ (q, · ) is symmetric and strictly convex. Therefore, ∂ x Φ µ P (0, · ) is odd and strictly increasing and the expectation E 1 inside the square is not zero whenever h + β 1 √ tg 1 = 0, which happens with probability one when h 2 + β 2 1 = 0 and t > 0.
Proof of Proposition 1. For any ε > 0, we definê
Note that, for any λ 0,
If we denote the first terms on the right hand side bŷ
then we have shown that, for any λ 0,
The key observations now is that, since X 1 N and X 2 N are independent, one can run two independent copies of the Guerra's replica symmetry breaking scheme [18] with the same order parameter µ to obtain the following upper bound,
with the boundary condition
Of course, this boundary condition comes from the identity
This type of calculation is completely standard (for analogous computations see e.g. Theorem 15.7.3 in [30] ) and the upper bound can be first proved for discrete distributions µ, in which case it can be expressed either via explicit recursive definition as in the original work of Guerra [18] or via Ruelle probability cascades as, for example, in Chapter 3 in [22] . For general nondiscrete µ this definition can be extended by approximation, and we give a representation via the above differential equation only for convenience of notations and refer to [13] for details. One important remark is that, as in the case of one system, the original proof of Guerra [18] will work only for even p-spin model. However, as was noticed by Talagrand in [27] , one can obtain the same bound in the general case by introducing a small perturbation of the Hamiltonian and utilizing the Ghirlanda-Guerra identities [16, 17] (see e.g. Theorem 14.4.4. in [30] or Theorem 3.5 in [22] ). Exactly the same perturbation will work for the above system coupled by the term ±λ NR(σ , τ) to give the upper bound (28) for the general mixed p-spin model.
Finally, we use the bound (28) as follows. First, it is obvious that
and, therefore, EΨ µ (0, 0, h 1 1 , h 2 1 ) = 2EΦ µ (0, h 1 ) so, for µ = µ P , the right hand side of (28) is twice the right hand side of (6) . By Lemma 4 in [13] ,
(also, one can easily check this first for discrete µ using the representation in terms of Ruelle probability cascades, as in Chapter 3 in [22] , and then extend to general µ by approximation), which implies that
Recalling the definition of u in (26) , this derivative equals −ε for µ = µ P . As a result, setting µ = µ P and choosing λ > 0 sufficiently small in (27) and (28), we get strict inequality lim sup
Applying Gaussian concentration inequalities toF ± N,ε and F N finishes the proof. ⊓ ⊔
Proof of Theorem 2
Throughout this section, we assume that β p = 0 for all odd p 3 and h 2 +β 2 1 = 0. Our approach is based on Stein's method (see [10] ) of normal approximation, which essentially utilizes the idea that if a random variable W approximately satisfies EW ψ(W ) ≈ Eψ ′ (W ) for a large class of functions ψ, then W is approximately standard Gaussian. Here we mention that when W is standard Gaussian, EW ψ(W ) = Eψ ′ (W ) for all absolutely continuous function ψ for which both expectations are well-defined. More precisely, Stein's lemma [26, page 25] ) says that for a standard Gaussian random variable g and any random variable W ,
Now suppose that, for some W , there exists a function f such that
for all absolutely continuous functions ψ. If f (W ) is concentrated at 1, then we can conclude that EW ψ(W ) ≈ Eψ ′ (W ) and it would follow by Stein's method that the distribution of W is approximately standard Gaussian. This approach has been used in [6] to prove second order Poincaré inequalities and is the main ingredient in our proof of Theorem 2. Another crucial ingredient is played by the recent result on disorder chaos in the mixed even p-spin model with external field (see [11, Theorem 1] ), which states that, for any 0 < t < 1 and any ε > 0, there exists some K > 0 such that
where the constant u t was defined in the introduction as the unique fixed point of (9) 
A result similar to (30) is missing for the mixed odd-spin model to complete the proof of the central limit theorem. We remark that, even though the results in [11] were stated and proved for the two systems with the same external field, the argument works without any changes in the present setting of correlated external fields. In order to make a connection between Stein's method and the disorder chaos, we need a generalization of (20) for the covariance of the functions of Gaussian vectors. Let y, y 1 and y 2 be independent centered Gaussian vectors on R n with the covariance matrix C = (C j, j ′ ) and, for 0 t 1, define y 1 (t) = √ ty + √ 1 − ty 1 and y 2 (t) = √ ty + √ 1 − ty 2 .
Let A, B : R n → R be absolutely continuous functions such that E ∇A(y) 
Recall the definition of ν in (10) and define
Let g be a standard Gaussian r.v. on R and ψ be any absolutely continuous function on R with ψ ′ ∞ 2. We now apply (31) with n = 2 N , y = Y N defined in (17) 
and, therefore, for any 0 < δ < 1/2, 
