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ABSTRACT
It is difficult to imagine a more flexible platform for nanoscale instrumentation design than
the modern atomic force microscope (AFM). The basic AFM instrument allows studies of
localizing phenomena at the nanoscale using an atomically sharp tip with precise
positioning control, an exquisitely sensitive scheme for measuring tiny forces using a
flexible cantilever with laser deflection sensing, and a system to record and display
measurements during a raster or line scan. Forces of electrical, magnetic, or chemical origin
can be detected. Moreover, the tip can be used to transfer forces, fields, or matter to a
sample at a precise location. Exploiting this versatility has often required the addition of
innovative electronics, new types of probes, and new methods for data acquisition and
processing. As an application of force sensing for electrical characterization of nanoscale
materials, we propose a novel microscopy scheme with the purpose of electrostatically
imaging biased conductors buried in insulators below doped semiconductors. This
Heterodyne-Electrostatic Force Balance Microscope (H-EFBM) uses a capacitive
microcantilever to electrically stimulate thin layers of doped semiconductors, locally
depleting the layer to create a “virtual aperture” while simultaneously sensing the
electrostatic force exerted on the tip by the electric potential of the conductors buried in
the oxide. The operating principles of this tool are described with support of multiphysics
and numerical simulations as well as proof-of-concept experimental results. Although the
tool described was unsuccessful at controllably depleting semiconductor materials, an
intermediate step in detecting metal wires below thin layers of silicon, we demonstrate
imaging of the surface potential and the combined dielectric constant and surface
topography information of conducting materials. As with so many other AFM extensions,
considerable engineering is required to make the new methods possible. Some highlights of
that effort are presented.
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CHAPTER 1
INTRODUCTION
1.1 Integrated Circuits Background and Motivation
New innovations in integrated circuits (ICs), such as three-dimensional (3D) transistors,
present new challenges in failure analysis and fault isolation, specifically in detecting
interconnect faults with high spatial resolution. For instance, 3D ICs introduce additional
manufacturing steps that increase the risk of defects during processing. These defects could
result in faults and failures which naturally affect product yields, quality, and reliability,
thus motivating IC manufacturers to seek new methods for evaluating their manufacturing
processes. In the case of packaged semiconductor devices that have failed, manufacturers
are highly motivated to develop efficient diagnostic methods for determining the root cause
of such failures. Hence, increasingly, there is a need for novel tools and techniques that are
easy to use, non-destructive, highly sensitive, and provide high spatial resolution down to
sub-100 nanometer. Such tools would enable optimization of the process flow, leading to
high yields and reliability and ultimately high performance and high quality products.
1.2 Fault Isolation and Failure Analysis (FI/FA) of ICs
FI/FA can be categorized by two major groups: physical testing and electrical testing.
Electrical characterization of a device, such as the datalog of reported failures, measured
continuity, parametric, and functional outputs of the device from production test
equipment, is the starting point of all failure analysis. Not only does it provide insight on
how the device is failing but it also narrows fail site isolation. For instance, electrical
testing narrows the scope of the failure analysis from many millions of transistors and
interconnects down to several. Fail site isolation requires that the device be placed in the
failing electrical condition and often that the die be exposed (since packaging materials are
opaque). Hence, direct access to the device is currently required. Typical techniques for
fault isolation either attempt to identify secondary effects of the failure (global techniques)
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or troubleshoot the device by directly measuring electrical signals that dictate circuit
performance within the IC (probe techniques).
In complex, high-density packaging analysis, it is a great challenge to non-destructively
image electrical failures such as open circuit failures. This is because there is no current
flow through metal interconnects and thus conventional methods based on current sensing
cannot be employed. Although many electrical tests can easily identify an open circuit,
there are few methods for non-invasively isolating it to high resolution. Non-invasive
evaluation of packaged ICs is critical since it can best reveal the location and causes of
assembly-related failures.
Packaging FA can be broadly categorized by acoustic imaging, x-ray techniques, thermal
and photonic techniques, direct imaging of the current path, electrical techniques, and
physical decapsulation and cross sectioning. Some of the more common techniques are
discussed.
1.2.1 Current Methods for Electrical Probing Analysis
1.2.1.1 Micro-probing
Micro-probing, or contact probing, is a way to probe individual conductors so that analysts
can selectively inject and measure the real-time current and voltages resulting under
varying conditions. The ability to probe individual devices allows the analyst to distinguish
specific types of failures. However, since not all functional parts and structures are large
enough to land micro-probes for physical analysis, nano-probing is employed to measure
small-scale components that light-optics cannot resolve. Micro-probing can be a rather
invasive process, requiring die thinning, trench etching, and focused ion beam editing,
while being able to reproduce the fault. If by electrical testing a failure is identified, the
problem must remain during probing, which can make fault isolation challenging; also,
micro-probing is typically limited to features greater than 1 mm.
1.2.1.2 Nano-probing
A nano-probing tool is used inside a focused ion beam (FIB) and scanning electron
microscope (SEM) in order to resolve small features that cannot be seen by optical means.
A wafer probing system with multiple micro manipulators is used to measure the device
characteristics at the contact level. For instance, in measuring the I/V characteristics of
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individual transistors, the micro manipulators make contact to the source, drain, and gate
electrodes, and measurements are taken, as in Figure 1.1.
Figure 1.1: (a) PMOS being tested by Klocke Nanotechnik wafer probing system installed
into a Hitachi FE-SEM S-4800 and (b) the device behavior curves of the good and bad
transistors. The device of bad die has higher Ioff . Images adapted from [1].
1.2.1.3 Atomic Force Probing (AFP)
AFP is the highest-resolution method for resolving the smallest of features in nano-scale
devices, including modern ICs. Atomic force microscopy (AFM) can topographically map
probe landing areas and conductive-AFM is a widely used method to identify failure
location and mechanism spacially mapping current and measuring I/V characteristics.
1.2.1.4 Scanning Capacitance Microscopy (SCM)
SCM is an electrical technique in scanning force microscopy used to non-invasively map
electrical carrier densities. Since this is a contact-mode technique, it requires that a thin
oxide layer is grown on the sample surface that acts as insulator between the probe tip and
the doped semiconducting sample, thereby creating an MOS capacitor. The semiconductor
material is then deeply depleted locally as the AFM tip scans across the sample surface
and a capacitance map is obtained. Further discussion is presented in Chapter 2 on
scanning probe microscopy.
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1.2.2 Disadvantages of Current Methods and Why New Techniques Are
Needed
Currently, electrical testing and probing methods map current flow or capacitance of
devices but are not employed for identifying buried faults; therefore, requiring some wafer
thinning, dicing, or etching in order to characterize a device. Also, there is currently no
direct way for nondestructively mapping potentials that are buried in insulators below
doped semiconducting materials. For instance, FIB can be used to burrow a hole through a
thinned semiconducting layer and oxide in order to image potential on an interconnect.
However, this process is destructive to the device operation. On the other hand, C-AFM
can nondestructively generate a current map. However, if there exists a break in the metal
interconnect, no current flow exists, therefore, this is not a method for mapping potentials.
Also, SCM can map the 2D-carrier dopant profiles of ICs, however, it requires imaging the
cross-section of a device. Therefore, it also requires destruction to the device. Finally,
optical techniques, such as two-photon laser-assisted device alteration, which exploits
two-photon absorption to localize individual device faults, cannot achieve the resolution
requirements. The goal is to distinguish biased interconnects from grounded ones of an IC
in operation. We present a method for doing this in this dissertation.
1.3 Objectives of the Dissertation
As described above, there are tens of methods for quality and reliability analysis, including
parametric fault isolation, non-destructive testing, logic gate isolation, photon emission and
probing analysis, and physical and compositional analysis. This dissertation focuses on a
force-based microscopy method for imaging devices having the structure described herein.
Figure 1.2 shows the cross-section of a device having metal nanowires buried in oxide below
a thin sheet of p-doped silicon. The ultimate goal in isolating physical faults in the
nanowire, such as a break in the wire, requires the ability to peek through the
semiconductor thin film from above the device in order to capacitively couple to the
nanowire and distinguish grounded wires from those having an applied bias. Since the
semiconductor thin film is doped, it electrostatically shields low-frequency fields from
penetrating through the film, such as a blindfold that blocks one’s view. However, if the
semiconductor is nondegenerately doped, one can form an MOS capacitor system, locally
depleting a region of the semiconductor, such as in Figure 1.3. Developing this method on
the atomic force microscope offers high-resolution, sub-100 nanometer imaging. In this
dissertation, some techniques in electrical probing analysis are described and a novel
4
Figure 1.2: Semiconductor manufacturer device structure: Metal nanowires buried in oxide
below a thin layer of doped semiconductor film have an applied voltage or are grounded.
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Figure 1.3: AFM probe hovering above semiconductor device structure. (a) The unbiased
AFM probe is electrically isolated from the device. (b) A biased AFM tip hovering closely
above the device can form a MOS capacitor below the tip with the semiconducting film,
thus depleting the semiconducting film of majority carriers.
method that extends capabilities beyond conventional techniques is offered. In developing
this method, new techniques were explored, including quantitative depletion of
semiconductors, the presence of a moving “virtual aperture” through a semiconductor thin
film, and innovative variations of other techniques in force microscopy to reveal information
from a different perspective; these topics and more are later discussed in detail.
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CHAPTER 2
SCANNING PROBE MICROSCOPY
2.1 Background and History
Since the initial studies of atomic or molecular assemblies with dimensions ranging from 1
nm to hundreds of nm, efforts have been made to incorporate such assemblies into devices.
The ability to evaluate and characterize these devices has been a necessary component in
miniaturizing them and thus increasing their density in packages. Given their size
dimension and assemblies, optical techniques cannot be used to resolve their features since
those techniques are diffraction-limited. Hence, microscopic techniques should be used to
image nanometer-scale objects by exploiting electrons, which have a wavelength less than
the size of the objects under test; namely, scanning probe microscopy, which uses a
physical probe to scan across a specimen and can be used to visualize and manipulate
objects as small as a single atom with unmatched resolution.
Scanning probe microscopy (SPM) includes a plethora of techniques, starting from
scanning tunneling microscopy (STM) to an array of variations in atomic force microscopy
(AFM), including Kelvin Probe Force Microscopy (KPFM), Electric Force Microscopy
(EFM), and Scanning Capacitance Microscopy (SCM). AFM, invented by Binnig et al. [2],
is a combination of the principles of scanning tunneling microscopy (STM) and stylus
profilometry. In STM, it was demonstrated that there are a variety of forces acting between
a tip and sample with their strength depending on the tip-surface separation distance. The
force interaction exists for all type of materials including insulators, and so these forces
could be exploited to develop probe microscopy. Scanning capabilities were extended by
applying principles of stylus profilometry, whereby a topographic map was obtained by
rastering a stylus tip across a sample to study the sample’s roughness. In this chapter,
brief descriptions of STM, scanning force microscopy, and techniques in AFM are provided.
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2.1.1 Scanning Tunneling Microscopy
STM is a technique for imaging nanometer-scale surfaces by scanning an ultra-sharp, often
platinum-rhodium or tungsten conducting needle over the surface of a conducting solid.
This technique exploits the quantum tunneling effect by applying a bias voltage between
the tip and surface of the specimen under test to allow electrons to tunnel through the gap
between them, as illustrated in Figure 2.1. The STM system consists of a scanning tip,
piezoelectric tube controlling the tip height and x,y scanning, a coarse tip-sample control, a
vibration isolation system, and a computer. The scanning tip is ultra-sharp, now reaching
sub-nm dimension [3]; it is the limiting factor of the image resolution. Electron tunneling
occurs when the conducting tip is brought very near the surface, typically in the 4-7
A˚ range. The resulting tunneling current depends on the tip position, applied voltage, and
local density of states of the conducting sample. To characterize the topography of the
sample, a constant tunneling current is set and as the needle rasters across the surface, a
piezoelectric actuator moves up and down to maintain the set current corresponding to the
form of the surface. Alternatively, the vertical position of the needle can be held constant
as it scans across the surface and the current can be monitored; the data acquired from
this scan generates the topography image.
Figure 2.1: The STM enables the investigation of electrically conducting surfaces down to
the atomic scale (images adapted from [4]).
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2.1.2 Scanning Force Microscopy
In STM, a variety of forces act between the tip and the sample under test. These forces act
when, for instance, two non-magnetic bodies are held at a distance of one to several tens of
nanometers. Descriptions of the forces and methods for detecting and measuring them
follow.
Electrostatic Intermolecular Interactions
 Ion-ion interaction: If both bodies have a net electrical charge, there exists an
electrostatic force represented by Coulomb’s law. This force is either attractive or
repulsive, depending on the polarity of the charges. The strength of the interaction is
represented by the following equation:
|F| = ke |q1q2|
r2
(2.1)
where ke =
1
4piε0
≈ 9x109 N·m2/C2 is Coulomb’s constant, q1and q2 are the signed
magnitudes of the charges, and the scalar r is the distance separating the charges.
This type of interaction is long range and can occur microns away. The Coulomb
repulsions arise indirectly from the Pauli exclusion principle when neighboring
orbitals overlap.
 Ion-dipole interaction: An atom or molecule with a net charge changes the
orientation of a polar molecule that has a permanent multipole moment so that the
positive and negative groups are next to one another, allowing for maximum
attraction, as shown in Figure 2.2. The magnitude and sign of this interaction energy
depends strongly on the orientation of the dipole. The interaction energy of a point
charge Q with a dipole moment p having a fixed angle θ is given by
U(z, θ) =
Q
4piκε0
[
q
r+
+
(−q)
r−
]
=
Qp
4piκε0
cos (θ)
z2
(2.2)
 Ion-induced-dipole interaction: An atom or molecule with a net charge polarizes a
non-polar molecule, causing a distortion in the electron cloud on the neutral
molecules and hence inducing a dipole moment.
van der Waals Interactions
If both bodies are electrically neutral, van der Waals forces dominate the interaction
force between them. This interaction is attractive between closed-shell molecules; its
strength depends on the distance between the bodies as 1/r6. In the absence of a biased
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Figure 2.2: Ion-dipole interaction: the interaction energy of a point charge Q with a
permanent dipole, which is the separation of charges -q and +q by distance d centered
about fixed point (0,0), is a function of the angle of rotation θ (image adapted from [5]).
cantilever tip, van der Waals forces are assumed to be the only forces present during
atomic force microscopy operation. van der Waals forces can be classified by the following:
 Orientation (dipole/dipole interaction): two polar molecules having permanent
multipole moments change the orientation of one another.
 Induction (dipole/induced-dipole interaction): a polar molecule induces a polarity (or
small changes in electron distribution) in the nearby neutral molecule.
 Dispersion (induced-dipole/induced-dipole interaction, illustrated in Figure 2.3):
instantaneous dipole associated with rapid electron movement in one molecule
becomes correlated with rapid electron movement in another molecule. This
interaction is also known as London interaction.
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Figure 2.3: Induced-dipole/induced-dipole interaction, also known as London interaction, is
the most important contributor to van der Waals forces and acts between all molecules
regardless of their polarization (image adapted from [5]).
Since the charge of ions is much greater than that of dipole moments, ion-dipole and
ion-induced-dipole interactions are stronger than dipole-dipole and dipole-induced-dipole
interactions.
Repulsive and Total Interactions
As two atoms or molecules approach one another at very short distances, both nuclear
(positively charged nucleus) and electronic (penetration of their electron clouds) repulsions
begin to dominate the attractive forces. The increase of the repulsion with decreasing
distance has been studied extensively; it is best represented by an exponential rise. At
equilibrium, the force between the two bodies is zero; here, the potential energy reaches a
minimum and the bodies neither attract nor repel one another. The total forces follow the
Lennard-Jones potential, as in Figure 2.4, which represents a form of the intermolecular
potential energy. The figure shows that at long range the interaction is attractive but at
close range the repulsions dominate. At separation distance zt, the AFM and sample under
observation exhibit forces which follow the Lennard-Jones potential curve.
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Figure 2.4: The Lennard-Jones potential describes the potential energy of interaction
between two non-bonding atoms or molecules as a function of their separation distance,
accounting for the difference between the total attractive forces and repulsive forces (image
adapted from [6]).
2.1.2.1 Surface Force Apparatus (SFA)
The surface force apparatus, shown in Figure 2.5, had long been used before the invention
of SPM to measure van der Waals forces [7, 8, 9, 10, 11]. This sensitive tool measures the
range and magnitude of the molecular forces between crossed cylinders of molecularly
smooth and optically transparent mica sheets coated with semi-reflective silver that
carefully approach and retract one another using a mechanical reduction mechanism and
piezoelectric transducers. Hooke’s law governs the deflection ∆z = F
k
of a cantilevered
spring with adjustable stiffness k from 10− 105 N/m on which the bottom disk is mounted.
This deflection is used to calculate the force exerted. Using optical techniques to capture
interference fringes, the SFA can resolve forces as small as 10−8 N and a separation
distance of 0.1 nm. By varying the separation distance and measuring the forces exerted,
electrostatic and van der Waals forces were studied for an array of materials in many
environments, including in vapors and liquids and in the presence of adsorbates.
Double-layer forces, solvation and capillary forces were also experimentally observed using
the SFA. Although this tool helped to considerably expand our knowledge of intermolecular
and surface forces, spatial information could not be resolved using this technique.
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Figure 2.5: The SFA measures the long-range interaction forces between two surfaces.
Commercial tools can typically resolve distances to within 0.1 nanometer and forces at the
10 nN level (image adapted from [12]).
2.1.2.2 Surface Profilometry
The stylus profilometry is still used to characterize the surface roughness of materials.
Using a sharp stylus in soft mechanical contact with the sample, the tip rasters across the
surface and generates a topographical map. Forces between the tip and sample are usually
set to 10−4 N, which corresponds to the set value of the tunneling current in STM. This
tool is useful for relatively large features; the stylus tip radius is a limiting factor to the
resolution and profilometer stylus tips generally have a nominal radius of 1 µm. For this
reason as well as the relatively large loading force that could damage the substrate surface,
this tool could, therefore, not be adapted at the nanoscale; however, it undoubtedly led to
the birth of the atomic force microscope.
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2.2 Atomic Force Microscopy
When the atomic force microscope was invented by Binnig et al. [2], it was regarded as a
hybrid between the STM and stylus profilometer. However, it offered a significant
advantage over STM—insulators could also be measured. Thus, solid materials could be
studied without the condition of surface conductivity.
2.2.1 Operating Principles
Figure 2.6 illustrates the operating principles of the AFM. A cantilever with a sharp tip
mounted to its free end is deflected as it approaches the sample due to the close-range,
interaction forces acting between the tip and sample surface. The cantilever-tip ensemble,
or probe, scans over a sample surface. As the tip approaches the surface from tens of
nanometers, attractive forces cause the cantilever to deflect toward the surface. However,
when the cantilever is brought within a few nanometers from the surface, such that the tip
is in contact with the surface, increasingly repulsive forces take over and cause the
cantilever to deflect away from the surface. A laser beam incident upon the back of the free
end of the cantilever detects the deflection of the cantilever. The beam reflects off of the
cantilever and onto a position-sensitive photodiode (PSD). Sub-nanometer changes in the
cantilever deflection are tracked by the PSD. Images of the sample surface can be recorded
by rastering an actuated stage along the x-y plane. At every x-y position, the height of the
tip is adjusted to maintain a constant deflection of the cantilever, for which value is set by
the operator. The AFM generates a map of the surface from these recorded heights.
2.2.2 Experimental Setup
In general the AFM system consists of a probe (the force sensor), scanning unit, a
deflection sensing system, a feedback system, and a computer. The scanning unit is a stage
mounted atop a piezoelectric transducer that translates in the X-Y plane.
2.2.2.1 Modes of Operation
Three main modes of operating the AFM have been established:
Contact Mode (CM) In contact mode (also referred to as static or dc-mode), the
deflection of the cantilever is held constant and, as the tip rasters, the z-piezo moves up or
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Figure 2.6: The AFM employs a beam cantilever which deflects to conduct surface sensing,
an optical laser beam and photodector to measure the cantilever deflection, and an
actuated stage for surface imaging (image adapted from [6]).
down to correct for the change in the tip-sample separation distance. The cantilever is in
direct contact with the sample surface; therefore, repulsive interaction forces are correlated
directly to the static deflection of the cantilever. Due to the strong interaction forces
present and friction forces as the cantilever tip drags along the surface, this mode can be
damaging, especially to soft samples. For instance, when scanning soft materials, such as
biological cells, soft cantilevers with stiffness below 1 N/m and/or operating in noncontact
or tapping mode may be preferred to avoid puncturing the cell membrane.
15
Noncontact Mode (NCM) In noncontact mode, the cantilever is set to oscillate at or
near its resonant frequency with small vibration amplitudes, typically less than 100 nm
(see Section (2.2.3) for details about the forced harmonic oscillator with damping).
Cantilever excitation can be driven by a number of methods, commonly by applying an
alternating current (AC) to a piezoelectric transducer attached to the base of the cantilever
(acoustic excitation). However, other methods include electrical excitation by applying an
AC current directly to the cantilever and photothermal excitation by applying an optical
source such as a pulsed blue laser to the base of the cantilever (see details of cantilever
excitation in Section (2.2.3)). As the cantilever oscillates above the sample, the interaction
forces modulate its vibration frequency, amplitude, and phase. This allows for two different
methods for detection in dynamic mode: AM-AFM and FM-AFM.
 Amplitude Modulation-AFM: In AM-AFM, the probe oscillation is held at a fixed
frequency near or at its resonant frequency. As the probe periodically approaches the
surface, the amplitude changes. These changes are detected by a lock-in amplifier and
fed into a feedback loop. The z-piezo then moves up or down in order to correct for
the change in tip-sample separation distance, thus measuring the topography of the
sample surface. AM-AFM is often performed in air or liquid and rarely in vacuum
since the Q factors can be quite large in vacuum (up to 105); therefore, it can take
very long for the cantilever amplitude to reach steady state. AM-AFM is a powerful
tool for obtaining simultaneous topographic contrast and compositional contrast in
heterogeneous samples since one can perform phase imaging by recording the phase
angle difference between external excitation and tip motion.
 Frequency Modulation-AFM: As in AM-AFM, during FM-AFM operation, the tip
oscillates near or at its resonant frequency but at a fixed amplitude. As the tip
approaches the surface, the force-dependent oscillation frequency is shifted, which is
captured by a lock-in amplifier and fed into a feedback loop. The z-piezo uses the
frequency data to correct for that shift by moving up or down, thus forming an image
corresponding to the frequency shift. FM-AFM has been used to reach true atomic
resolution in vacuum.
These dynamic modes of operation, in which the cantilever oscillates, opened up a world of
methods for conducting electrical measurements by AFM since cantilever oscillation is
separable into orthogonal modes.
Tapping Mode This mode of operation is a combination of static and dynamic mode
whereby the probe oscillates near its resonant frequency but periodically taps the surface of
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the sample, coming into soft contact. This mode is less damaging to the surface of the
sample, especially on soft samples such as biological, minimizing friction while still
measuring strong repulsive interaction forces between the tip and sample surface. Since the
tip-sample contact time is so short, this technique is often considered a non-contact mode.
2.2.3 The Force Sensor: Probe
Figure 2.7 shows the force sensor employed by the AFM, i.e. the probe. As in the SFA, the
deflection of the cantilever follows Hooke’s law:
FN = kz ·∆z (2.3)
where ∆z is the vertical displacement of the cantilever having vertical spring constant kz
corresponding to the normal force FN acting on the cantilever. The normal (vertical) force
Figure 2.7: The AFM probe consists of a beam cantilever that is fixed at one end and has a
tip at its free end. The cantilever is deflected as it approaches the sample due to the
close-range, interaction forces, Finteraction, acting between the tip and sample surface. The
cantilever sensitivity is limited by forces from thermal noise. The tip can be mechanically
excited piezoelectrically, resulting in forced harmonic oscillatory motion (image adapted
from [6]).
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FN will be assumed as the only force acting on the cantilever; therefore, FN will be denoted
by F . The cantilever deflection can be sensed with very high sensitivity below 1 A˚.
Although optical methods by laser beam are commonly used in modern AFM systems,
tunneling, capacitance, and optical interferometric schemes have also been used with high
sensitivity (see Section (2.2.3)). The topography of the sample is mapped by holding the
interaction force constant while scanning the surface of the sample relative to the tip. The
spring constant of the cantilever is critical to the detection of forces. In order to achieve
high deflection for small forces, a soft cantilever having low spring constant is desired. The
spring constant of the cantilever is geometry-dependent and a rectangular cantilever has
spring constant given by:
k =
E
4
· wt
3
l3
(2.4)
where E is Young’s modulus and l, w and t are the length, width and thickness of the
cantilever, respectively.
The Forced Harmonic Oscillator with Damping In dynamic mode, the vibrating
cantilever can be accurately described mathematically by Eq. (2.5):
EI
∂4
∂x4
w(x, t) + µ
∂2
∂t2
w(x, t) = F(x, t) (2.5)
where E denotes Young’s modulus, I is the moment of inertia, w is the transverse
displacement, µ is the mass per unit length, and F denotes the force density acting along
the cantilever acting on the tip, including the driving force, interaction forces, and all
perturbation forces. As one can see, this fourth-order differential equation is quite
formidable. Therefore, the cantilever-tip ensemble is often simplified as a point-mass spring
having the following equation of motion:
mz¨ +
mω0
Q
z˙ + kz = F(z, t) = F0 cosωt+ Fts + Fper = Fext + Fts + Fper (2.6)
where m is the mass, k is the spring constant, ω0 is the natural (resonant) angular
frequency, Q is the quality factor, F0 is the driving force amplitude (held constant), ω is
the driving force angular frequency, Fext = F0 cosωt is the periodic external (driving) force,
Fts is the combination of all tip-sample interaction forces, and Fper are all the perturbation
forces. For Fts = Fper = 0, the cantilever-tip ensemble can be simplified to a forced
harmonic oscillator with damping.
Since the motion of a harmonic oscillator is essential in understanding the cantilever
motion, the points provide a quick primer on oscillatory motion and describes how it
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relates to the vibrating cantilever:
 Fs = −kz is the restoring spring force that opposes the motion of the undamped
cantilever. By Newton’s law,
ΣF = ma (2.7)
ΣFz = −kz = maz (2.8)
az = − k
m
z =
d2z
dt2
(2.9)
−ω20z =
d2z
dt2
(2.10)
ω0 =
√
k
m
(2.11)
By the method for calculating the spring constant of a rectangular cantilever, we find
that ω0 w
√
Et2
l4ρ
. Note that the natural frequency ω0 is geometry-dependent and is
fixed with the cantilever.
 The nonconservative, retarding force acting on the cantilever, e.g., friction is given by
R = −bvz. It has a damping coefficient b = mω0Q and by Newton’s law, the resonant
frequency of the tip due to damping can be obtained by the following:
ΣFz = −kz − bvz = maz (2.12)
−kz − bvz = md
2z
dt2
(2.13)
ωr =
√
ω20 −
(
b
2m
)2
=
√
ω20 −
(
ω0
2Q
)2
= ω0
√
1− 1
4Q2
(2.14)
The resonance frequency of a damped oscillator is dependent on the fixed natural
frequency and the quality factor Q of the cantilever. Hence, damping modifies the
resonance frequency of the cantilever. The Q-factor depends on the environment of
the oscillating cantilever; in air, typically Q-factors range 100-103, in liquid, the
Q-factors range in 10-100, and in vacuum, Q-factors can reach 104.
 Suppose a forced oscillator is driven by an external force, Fext(t) = F0 cosωt, which
compensates for the energy decrease due to damping. Suppose the angular frequency,
ω, is variable while the force amplitude, F0, is held constant. The following harmonic
19
approximations can be made:
ΣF = F0 sinωt− bdz
dt
− kz = md
2z
dt2
(2.15)
A(ω) =
F0/m√
(ω2 − ω20)2 + (ωω0Q )2
=
F0√
(k −mω2)2 + b2ω2 (2.16)
where the oscillation amplitude, A, is dependent on the angular excitation frequency,
ω. At ω = ω0, the amplitude reaches its maximum value and Eq. (2.16) collapses to
the resonant amplitude A0 =
QF0
k
. Based on Eq. (2.16), the oscillation amplitude
depends on the driving force, the hydrodynamic damping and the position of the
excitation frequency with respect to the natural frequency.
In the case of a weakly perturbed harmonic oscillator, such as the case when the tip is
under the influence of a parabolic tip-surface interaction potential, the total force F(z, t)
acting on the tip includes the elastic restoring force kz and the interaction force Fts. If we
assume a small oscillation amplitude, the total force of the harmonic oscillation with an
effective spring constant keff can be expressed as
F = F0 +
(
dF
dz
)
z0
(z − z0) (2.17)
where
keff = −dF
dz
=
(
k − dFts
dz
)
z0
(2.18)
and with effective resonance frequency
ωeff =
√(
k − (dFts/dz)
m
)
(2.19)
From Eqs. (2.18) and (2.19), it is shown that the spring constant and resonance frequency
are dependent on the gradient of the interaction. Hence, a change in resonance frequency
results in a shift in the resonance curve. This shift is left if the interaction is attractive and
to the right if the interaction is repulsive.
Multi-Vibrational Modes By approximating the cantilever as an ideal spring with a
dashpot and a point mass and solving Newton’s equation of motion, the cantilever
vibrational modes are not realized; i.e., the cantilever is assumed to have one resonance
peak that depends on its geometry. In reality, the cantilever is an extended beam that is
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fixed at one point having multiple vibrational resonances. Thus Eq. (2.5) must be solved
numerically to calculate the frequencies and shapes of the cantilever in resonance. The
resonance frequencies fi =
ωi
2pi
and corresponding wavelengths λi are given by
fi =
α2
2pi
t
l2
√
E
12ρ
(2.20)
and
λi =
2pil
αi
(2.21)
where α4 = − m¯
EI
¨Y (t)
Y (t)
(m¯ is mass density and Y (t) is the time-dependent amplitude of the
motion) and ρ is the mass density (≈ 2300 kg
m3
for silicon). Therefore, the higher modes can
be related to the first mode by
f2 = 6.267f1
f3 = 17.55f1
f4 = 34.39f1
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Figure 2.8: The first four vibration modes of the rectangular cantilever. They are scaled so
that the amplitude at the end is the same. Image adapted from [13].
Figure 2.8 shows the shape of the first four vibration modes of the rectangular cantilever.
Figure 2.9 shows the initial displacement caused by the first five modes as a function of the
distance from the fixed end. It is observed that the vibration amplitude decreases
significantly for higher modes. Because of this it can be difficult for modes higher than
n = 3 to be detected by a lock-in amplifier without very large drive voltages. The higher,
orthogonal vibrational modes can be exploited to achieve dual-mode imaging, e.g.
simultaneous surface topography and electrical imaging.
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Figure 2.9: Simulated initial displacement caused by an aluminum cantilever beam modes.
One end of the beam is fixed, while the other end is free. The origin of the coordinate axis
is at the fixed end. In this study, the beam dimensions are L = 30 mm long, w = 5 mm
wide, and t = 0.5 mm thick. (a) Displacement of the first five vibrational modes of beam
cantilever. (b) Close-up of modes 2-5. Image adapted from [14].
2.2.4 Cantilever Deflection Measurement
Several methods have been developed to sense cantilever displacement with ultra-high
resolution down to 0.1 A˚ although optical laser beam detection is most widely used in
modern AFM systems. Detection schemes are chosen to measure the cantilever deflection
while having negligible influence on the deflection itself and without causing imaging
artifacts. These techniques are typically chosen to be easy to implement in all types of
AFM environments, including ultra-high vacuum (UHV) and cryogenic environments. The
techniques for cantilever deflection measurement are as follows:
 STM: Electron tunneling from the back side of the cantilever to an STM tip was the
first method for detecting the small cantilever deflections by Binnig et al. Just as in
AFM operation, an STM tip was placed within tunneling distance of the rear side of
the cantilever free end. As the cantilever deflects, a tunneling current having
exponential dependence on the separation between the two electrodes is measured
with high sensitivity. However, the extreme sensitivity of electron tunneling to surface
conditions of the cantilever made tunneling conditions unstable unless a freshly
prepared gold film was coated to the cantilever. Otherwise, tunneling conditions
could change with time due to surface contamination, causing deflection signals to be
inaccurate. Also, non-ambient environments such as UHV were non-ideal for
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tip-cantilever alignment. Hence, other, more stable techniques were preferred.
 Capacitance: Neubauer et al. used capacitive microcantilevers to capacitively sense
cantilever displacement by use of a counter electrode opposite to the rear side of the
cantilever, as shown in Figure 2.10 [15, 16]. To detect small capacitances, a
transformer bridge was employed with required noise levels on the order of 10−18 F.
Cantilever displacement was monitored by measuring the varying capacitance
between the free end of the lever and a fixed reference electrode. Small electrode
separation was required to achieve high detection sensitivity.
Figure 2.10: Capacitive sensors developed by Neubauer et al. [15] (a) an integrated sensor
with the tip; (b) wire on plate with sharpened end pointing toward the sample. Image
adapted from [15].
Go¨ddenhenrich et al. [17] attached a small plate of thin aluminum foil to the rear
side of the cantilever to form one capacitive plate with the opposite plate on a
piezotube. This detection method had a high sensitivity of 10−6 pF corresponding to
0.01 A˚. Capacitance detection has been optimized for magnetic force imaging and
friction force studies. Although this scheme is much less sensitive to surface
contamination and influences from the cantilever itself as compared to STM
deflection sensing, the convenience of optical detection methods have made them
much more appealing; optical detection has been widely adapted in AFM.
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 Optical Laser Beam: Optical laser beam deflection sensing is the most widely used
scheme for measuring deflection of the cantilever because of its high sensitivity and
convenience. A collimated light beam is reflected on the rear side of the cantilever
and projected onto a four-quadrant position-sensitive photodetector (PSD). The
change in reflection angle due to the deflection of the cantilever changes the beam
position on the photodetector, which is divided into four quadrants A, B, C, and D
having output currents IA, IB, IC , and ID. The direction of the reflected light
displacement represents deflections due to either normal or lateral forces acting on
the cantilever (lateral forces are deflected when performing friction studies). Meyer et
al. first used this scheme to simultaneously measure the lateral and normal force
acting on the cantilever [18]. The signals are obtained from the PSD outputs:
– The sum signal S = IA + IB + IC + ID is used to normalize the force signals and
eliminate dependency on the laser source intensity.
– The normal force FN = z · kz = (IA+IB)−(IC+ID)S deflecting the cantilever is
proportional to the vertical deflection z by a factor of the vertical spring
constant kz. The normal force acting on the cantilever is due to long range van
der Waals forces and repulsive forces as described above.
– The lateral force FL = y · kyT = (IA+IC)−(IB+ID)S deflecting the cantilever is due to
the twisting of the cantilever leading to torsional deflection. This deflection is
typically very small due to the significantly higher spring torsional spring
constant kyT =
Gwt3
3l3ltip
, where G is the modulus of rigidity. This force is only
relevant in contact mode during, for example, friction force studies when
scanning is done in lateral direction.
Optical beam deflection influences the displacement of the cantilever negligibly and
shows very little sensitivity to surface roughness of the cantilever, contrary to STM
detection. Also, high sub-A˚ sensitivity is routinely achieved by this method and it
can be easily implemented in non-ambient environments, although in cryogenic
environments, heating of the cantilever by the laser beam must be considered.
 Optical Interferometry: Rugar et al. [19] introduced another family of optical
detection techniques using a fiber optic interferometer as the cantilever displacement
sensor . Essentially a light source is split into two waves, one reflecting from a mirror
and another reflecting from the cantilever, that interfere with each other and whose
product of interference is guided to the coupler that splits them, then to a laser diode
and detector. This technique shares the advantages of optical laser deflection with
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the additional advantage that it does not require a mirror-like surface on the rear of
the cantilever.
Cantilever Excitation Dynamic mode operation of the cantilever requires excitation at
or near its resonant frequency, which is typically facilitated acoustically by a piezoelectric
element mounted at the base of the cantilever through its holder. The driver shakes the
entire holder to induce vibration of the cantilever. Alternatively, the cantilever can be
driven electrostatically by applying an AC voltage to an isolated electrode mounted above
the cantilever such as the capacitive microcantilever employed by Neubauer et al. [15].
This capacitive control excited the cantilever and can be applied in liquids where acoustic
excitation is insufficient. However, in gases and vacuum, a shake piezo works well. Other
methods include thermo-optic excitation, where resonances are resolved more cleanly.
2.3 Electrical Techniques in Atomic Force Microscopy
The addition of a conductive tip to the AFM extended its capabilities to an array of
techniques to electrically characterize surfaces of samples in addition to topographical
characterization. For instance, scanning Kelvin Probe Microscopy (SKPM), also referred to
as Kelvin Probe Force Microscopy (KPFM), has been developed to measure the surface
potential of materials; Scanning Capacitance Microscopy (SCM) has been adapted in the
semiconductor industry to, e.g., profile doping of semiconducting materials; while Scanning
Gate Microscopy (SGM) has been used to study current flow across semiconducting and
metallic materials. SKPM and Electric Force Microscopy (EFM) are force-detection
electrical methods which have the same general operating procedures, i.e. a conductive tip
acts as a movable top electrode while the sample acts as a bottom electrode, as in a
parallel plate capacitor. The cantilever is electrically driven so that an AC voltage is
applied directly to the tip. This leads to a potential difference between the tip and sample.
The following subsections focus on force harmonic response sensing by SKPM.
2.3.1 Cantilever Force Detection and Scanning Kelvin Probe Microscopy
In Kelvin probe force microscopy, the force between two electrodes with an applied AC bias
could be canceled in order to extract the surface potential difference between the plates.
This technique was extended to AFM to spatially map the surface charge at the nanoscale.
Consider a biased cantilever tip hovering over a sample. If a constant potential is applied
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between the tip and sample, the resulting electrostatic force Fes can be mathematically
described by Eq. (2.22):
Fes =
1
2
(∆V )2
∂C
∂z
(2.22)
where Fes depends on the potential difference between the tip and surface
(∆V = ∆Vdc = Vdc −∆ϕ = Vdc − ϕtip−ϕsamplee , where ∆ϕ = ϕtip − ϕsample is the difference in
tip and sample work functions) and the tip-sample gradient as a function of the separation
distance [C(z)]. The capacitance depends on the geometry and tip-sample separation
distance as well as the dielectric properties of the surrounding medium. For a parallel plate
capacitor in which the surface area of the plates is much larger than the separation
distance and fringing fields can be neglected, the capacitance of the system can be
calculated by C = ε0εrd
A
. However, in the case of a sharp tip approaching a flat plane, these
assumptions cannot be made and the fields are dominated by the fringe. Therefore,
analytical and numerical methods must be employed. (Considerable work has been done on
modeling the capacitance between a sphere of radius R and an infinitely long flat sheet
representing the sample surface.) By applying an AC voltage directly to the tip, the
potential on the tip is modulated so that
∆V = ∆Vdc + Vac sinωt (2.23)
By inserting Eq. (2.23) into Eq. (2.22) the equation for a modulated electrostatic force can
be described by:
Fes(t) = −1
2
dC
dz
(∆V )2 (2.24)
= −1
2
dC
dz
[
(Vdc −∆ϕ)2 + 1
2
V 2ac
]
︸ ︷︷ ︸
Fdc
− dC
dz
[(Vdc −∆ϕ)Vac sin(ωt)]︸ ︷︷ ︸
Fω
+
1
4
dC
dz
V 2ac cos(2ωt)︸ ︷︷ ︸
F2ω
(2.25)
where the time-dependent force is the sum of three components: a static force component
Fdc independent of the AC frequency, a harmonic force having the same frequency as the
applied AC voltage, Fω (the first harmonic), and a harmonic force with a frequency double
that of the applied AC voltage, F2ω (the second harmonic). By plugging Eq. (2.24) into
Eq. (2.6), we obtain the governing equation for the motion of the cantilever:
d2z
dt2
+
ω0
Q
dz
zt
+ ω2z =
1
4m
∂C
∂z
[
V 2ac cos(2ωt) + 4(Vdc −∆ϕ)Vac sinωt−
(
2(Vdc −∆ϕ)2 + V 2ac
)]
(2.26)
Figure 2.11b illustrates the cantilever deflection as a function of time given an input
alternating voltage with frequency ω = 2.5 kHz. The output modulated signal oscillates at
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frequencies ω = 2.5 kHz and 2ω = 5 kHz. Figure 2.12a shows the time-average deflection of
the cantilever at 0ω (the DC term above), ω, and 2ω as the applied alternating voltage
amplitude is swept from 0 to 2 Vrms. In liquids, the cantilever resonant modes shift left as
in Figure 2.12b. This supports the second-order nonlinear dependence of 2ω and 0ω
deflection amplitude and the first-order linear dependence of ω amplitude on the applied
voltage as described by Eq. (2.26).
Figure 2.11: (a) A schematic of the system components. (b) A 1.0 Vpk–pk, 2.5 kHz AC
driving voltage (top line, left axis) and the resultant tip position profile (bottom line, right
axis). Image adapted from [20].
28
Figure 2.12: (a) Voltage sweep from 0 to 2.0 Vrms in water at ω = 4 kHz. (b) Frequency
sweep from 0 to 40 kHz in air and in water at an applied bias of 1.0 Vrms. The cantilever
was positioned ∼ 300 nm above a grounded silicon wafer substrate in both cases. Images
adapted from [20].
KPFM is used to measure the local surface potential of a sample by monitoring the
deflection of the tip to the interaction the force. Its principles are the same at macroscopic
Kelvin probing. Here, the metal-coated cantilever acting as a reference electrode is held at
constant separation distance from the sample surface. The cantilever is electrically driven
at a frequency ω equal to one of its resonance frequencies (listed above). Whenever the tip
has a DC voltage different than the surface potential ∆ϕ, the tip oscillates with amplitude
Fω, as in Eq. (2.26). Since the only term that depends on the resonant frequency is the
Vdc · Vac term above, a nulling circuit can be used to drive the DC potential Vdc to a value
that minimizes the oscillation of the tip at frequency ω. This occurs when Vdc = ∆ϕ. A
KPFM image is generated from the DC offset required to null the ω-dependent term.
EFM can also be used to map surface potentials of materials. Chapter 3 discusses EFM
and extends previous work on enhancing the imaging resolution.
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CHAPTER 3
HIGH SPATIAL RESOLUTION ELECTRIC FORCE
MICROSCOPY WITH COAXIAL PROBES
3.1 Introduction
Electric force microscopy (EFM) is a powerful tool for characterizing the electrical
properties of materials. By probing the electrostatic force between an electrically biased
and oscillating atomic force microscopy cantilever and a surface, EFM can map surface
potentials of conducting materials, charge distributions of insulating materials and charged
domains in ferroelectrics. Figure 3.1 shows a schematic of EFM and its operating
principles. It works by measuring the long-range forces between the tip and sample surface
arising from attraction and repulsion of separated charges. A combined DC and AC bias is
applied to the capacitor formed by the cantilever tip and sample. The stored electrical
energy can be represented by the equation U = 1
2
C ·∆V 2. From this expression, the
electrostatic force can be derived, having both DC and AC components:
Fes(t) =
1
2
∂C
∂z
∆V 2 = Fdc + Fω + F2ω (3.1)
EFM is a related technique to KPFM, except that it directly measures the forces that are
produced on the charged probe tip by the electric field emanating from the surface. In this
technique, the frequency shift or amplitude change of the cantilever oscillation is used to
detect the electric field. EFM data represents the cantilever amplitude of vibration
A ∝ ∂C
∂z
∆VdcVac as a function of applied DC potential such as in Figure 3.2.
With the advancement of nanotechnology, sensing and mapping with high lateral
resolution are of great interest. For instance, modern silicon-based integrated circuits
include arrays of sub-100 nm interconnect nanowires buried in insulating layers such as
silicon dioxide. Optical methods can resolve such features to the 200 nm level, but fail at
smaller dimensions. Can EFM do better? Brown et al. [21] showed that shielded tips
improve EFM resolution, but offered no guidance regarding the optimal dimensions of the
shield. As part of our study of EFM for integrated circuit failure analysis, we investigate
the effects of shield size on signal strength and lateral resolution when detecting individual
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Figure 3.1: Electric force microscopy schematic and working principles: a bias
V = Vdc + Vac sinωt is externally applied to the cantilever causing a potential difference
between the sample surface and the tip expressed by V = Vdc + Vac sinωt− Vs. This leads
to a time-varying force F (t) that can be separated into a time-invariant DC term Fdc, a
term depending on ω, Fω, and a term depending on 2ω, F2ω. In dual-mode imaging, the 2ω
term can be used to measure topography while the ω term can be canceled by tuning the
dc-bias, leading to electrical characterization of the sample surface. Images adapted from
Park Systems (www.parkafm.com).
nanowires, both alone and within arrays.
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Figure 3.2: Cantilever vibration amplitude at frequency 1ω vs applied tip DC bias for four
different conducting materials. The amplitude minima represent the contact potential
differences between the tip and sample surface, which, in vacuum, is the surface work
function. This contact potential difference is the data that KPFM records. Image adapted
from [22].
3.2 Method
The conductive AFM probe consists of a needle-like cylindrical tip emerging from a conical
projection near the end of the cantilever. The probe is shielded by applying conformal
dielectric and conductive films, then etched at the end of the tip to expose the sensing
surface. For modeling purposes, the exposed end is presumed to be flat and parallel to the
nanowire axis. Commercial finite element analysis package COMSOL Multiphysics is used
to simulate the electrostatics of the tip-nanowire system. The solver discretizes the
geometry and solves Poisson’s equation in three dimensions. The geometry-dependent
capacitance is calculated between the shielded or unshielded AFM probe and a 50 nm x 50
nm x 2 µm copper nanowire, either isolated or as an element of an array. Figure 3.3 shows
an unshielded 3D AFM probe with a nanowire hovering 50 nm above the tip, as modeled in
a Cartesian coordinate system. The simulation model is simplified by restricting the
analysis to a neighborhood around the end of the tip, recognizing that coupling to the
remainder of the probe has little effect on lateral resolution. To model the shielded probe,
a needle-like tip with a radius of 25 nm is layered with 50, 150, or 300 nm dielectric
(dielectric constant εr = 3.15). In order to ensure that the exposed end of the tip is
representative of fabricated probes, a 30 nm flange is applied to the end. Lateral resolution
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is estimated by a sequence of capacitance calculations and lateral displacements, while the
capacitance derivative in the direction normal to the sample is estimated from differences
between calculated capacitance values at successive distances from the sample. In order to
represent practical devices, the final simulation experiment shows the response of probes to
a single wire held at nonzero potential among an array of wires at ground potential. In all
cases, the probe and shield are terminated at ground and contact potential differences are
assumed to be zero.
3.3 Results
3.3.1 Field Confinement
Figure 3.4 shows the equipotential surfaces between the probe and nanowire for both
unshielded and coaxial probes. The images show that the fields are better confined by the
coaxial probe. Figure 3.5 shows the capacitance derivative between the probe and
nanowire. In this example, the coaxial probe has a dielectric thickness of 50 nm. The figure
shows the derivative of the capacitance between the nanowire and the inner conductor of
Figure 3.3: Atomic Force Microscopy (AFM) probes simulated in COMSOL Multiphysics
finite element analysis package. The probe can be described by three regions based on scale:
(1) the 1.6 mm x 3.4 mm x 300 µm chip (Figure a) supports a (2) 200 µm x 40 µm x 0.6
µm cantilever off of which a (3) 15 µm long conical tip with a 10 µm long 50 nm diameter
needle is set (Figure b inset). Coaxial geometry can be achieved by coating a dielectric on
the probe, shielding with a thin layer of metal, then exposing the tip. A 50 nm x 50 nm x 2
µm nanowire with and without a ground plane has been considered (Figure c).
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Figure 3.4: Equipotential surface plots of a biased nanowire hovering over an AFM tip.
Figures (a) and (b) are the cross-sectional viewpoint of the unshielded and coaxial
geometries, respectively, while figures (c) and (d) are the front view of these respective
geometries.
the probe. The capacitance to the shield is not included because it does not contribute to
the AC force on the cantilever (the sinusoidal AC excitation is provided only to the tip
[21]). Although the capacitive coupling between the coaxial probe and nanowire is
significantly less than for the unshielded probe, the capacitance derivative for the shielded
probe changes more sharply with lateral displacement, implying better lateral resolution.
Figure 3.6 shows the distortion of the fields around the wire as the probe passes,
demonstrating the complexity of the wire-probe interaction.
3.3.2 Effect of Varying Thickness of Dielectric
Figure 3.7 shows the cross-sectional of the equipotential surfaces of the coaxial probes
having varying dielectric thickness. When a coaxial probe approaches a nanowire and a
difference of potential exists between the tip and the nanowire, the coupling between these
elements has a complicated dependence on probe geometry, tip-sample spacing, and the
geometry of nearby objects. This complexity appears in the performance of coaxial tips vs.
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Figure 3.5: The lateral capacitance between between the unshielded (black) and coaxial
(red) tips as the nanowire moves laterally. The unshielded tip and nanowire are illustrated
(to scale) behind the data curves.
Figure 3.6: Cross-sectional viewpoint of equipotential surfaces of unshielded (top) and
coaxial (bottom) probes as the nanowire translates laterally above the probe. Even at long
distances (300 nm), field confinement is achieved.
the radii of their shield elements. We expect the more open structure of a wider shield
would allow more electrostatic coupling between tip and nanowire and greater mechanical
force on the cantilever. This is confirmed by Figure 3.8, which shows the relative force
acting on probes of differing shield radii. But when the data is normalized to a common
scale as in Figure 3.9, the differences in lateral resolution appear to defy the conventional
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Figure 3.7: Cross-sectional viewpoint of equipotential surfaces of coaxial probes having
dielectric thicknesses 50 nm (top row), 150 nm (middle), and 300 nm (bottom). Lateral
translations are pictured at 0 nm, 50 nm, 100 nm, 200 nm, and 300 nm from the center of
the probe.
wisdom that a smaller probe gives better resolution. These results include the effects of
several factors, including the one-dimensional nature of the sample potential variation, the
circular symmetry of the tip sensitivity pattern, and the dependence of the force on the
derivative of the capacitance with respect to tip motion, not the capacitance itself.
3.3.3 EFM Resolution in Wire Arrays
In semiconductor devices, conductors are often arranged in arrays of uniform pitch. Figure
3.10 shows the sensitivity of coaxial probes with differing shield radii to a single excited
nanowire embedded in an array of parallel wires at ground potential. Again, the wider
shield yields greater force. When normalized to equal intensity, the lateral resolution
differences are apparent, as in Figure 3.11. Here, the more constrained field distributions of
the wire array result in the expected relationship between probe size and resolution.
3.4 Summary
Resolution enhancement of electrical characterization by force microscopy can be achieved
with coaxial geometry probes, but the probe dimensions may affect the apparent resolution
in unexpected ways. Moreover, because the tip radii of coaxial probes are generally
significantly larger than conventional unshielded probes (25 nm vs. <10 nm, typically), the
former may not be ideal for high-resolution topographical EFM imaging.
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Figure 3.8: Capacitance gradient for varying thicknesses of the dielectric layer in coaxial
probes.
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Figure 3.9: Normalized capacitance gradient for coaxial tip-nanowire coupling with varying
thickness of the dielectric.
38
Figure 3.10: Coaxial tip-nanowire capacitance with in the presence of nanowire arrays in
which one is biased while the rest are held at ground.
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Figure 3.11: Normalized capacitance data for coaxial tip-nanowire coupling in the presence
of an array of nanowires in which one is biased and others are held at ground.
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CHAPTER 4
ELECTROSTATIC FORCE BALANCE
MICROSCOPY
4.1 Introduction
In order to image biased structures below thin semiconductor films at low frequency,
controlled depletion of the semiconductor below the tip is necessary, and in order to control
depletion, simultaneous stimulation and measurement of the surface potential must be
possible. Surface potential measurement on a local scale is an important step in
understanding the physical and chemical properties of materials surfaces. In particular,
these mechanisms can be investigated by detecting local electrostatic effects involving
charges and DC voltages [23, 24, 25, 26]. The information that is revealed in these
observations leads to discoveries of new and improved materials and devices, particularly
by semiconductor device characterization and testing. Surface charge and potential
distributions have been measured by Kelvin probe force microscopy [27, 28] and
electrostatic force microscopy, both techniques detecting the long-range electrostatic forces
at the nanoscale by employing the modern atomic force microscope (AFM) [2]. In
noncontact mode, the AFM uses an atomically sharp tip mechanically oscillating closely
above a sample under investigation. A feedback loop monitors the frequency shift of the
oscillating cantilever held at resonance (FM-AFM) or the amplitude change of the
oscillating cantilever at constant frequency held slightly off resonance (AM-AFM), which
then regulates the tip-sample separation distance. Both KPFM and EFM involve applying
an AC bias in addition to a DC bias between the tip and sample, inducing oscillatory
motion on the tip whose amplitude depends on the contact potential difference between the
tip and sample, thus enabling quantitative measurement of the sample work function.
Here we propose scanning electrostatic force balance microscopy (EFBM) to directly
probe the induced surface potential change when a biased conducting tip is held close to a
material surface. Figure 4.1 shows a schematic of the EFBM apparatus. A cantilever
having a small electrode installed behind it is employed to bias the tip arbitrarily while
applying a corrective DC-bias to this triple-plate-capacitor system, which balances the
forces on the tip, hence measuring the corresponding surface potential. Hudlet et al.
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Figure 4.1: Electrostatic force balance microscopy to measure surface potential while
applying an arbitrary DC voltage. This technique employs a modified cantilever assembly
to bias the tip arbitrarily while applying a corrective DC-bias to the triple-plate-capacitor
system, which balances the forces on the tip, hence measuring the corresponding surface
potential.
described well the forces between a metallic tip and semiconductor surface and presented
the calculated variations of induced forces with the externally controlled bias voltage and
tip-surface distance, shown Figure 4.2 [29, 30, 31]. In contrast to a metal-tip/metal-surface
system where the charge is proportional to the applied bias voltage, the
metal-tip/semiconductor-surface system is such that the total electrostatic energy is
U =
1
2
(
QMV0 +
ˆ ∞
0
ρ (z)V (z) dz
)
where QM and V0 are, respectively, the charge (per unit surface) and the voltage on the
metallic tip, ρ(z) and V (z) are, respectively, the charge density (per unit surface) and the
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Figure 4.2: The electrostatic interaction forces between a metallic tip and an n-doped
semiconductor: the variation of first harmonic signal (tip amplitude at oscillation frequency
1ω) versus applied tip DC bias for different dopant concentrations. This curve very clearly
reveals the “semiconductor effects” in the curve corresponding to ND = 10
22 m−3, i.e. a
linear, accumulation regime can be identified to the right of the minimum and a nonlinear
depletion region is found to the left of the minimum. The onset of inversion occurs at the
elbow are V0 ∼= −1.2 V. The linear regime at V < −1.2 V is the inversion regime.
Tip-sample separation distance z = 10 nm. Image adapted from [29].
potential voltage inside the semiconductor. This expression leads to a tip voltage,
semiconductor surface potential, VS, and semiconductor charge, QS, relation of
V0 = VS − QS/CI
where QS = −QM =
´∞
0
ρ(z)dz and CI =
ε0
z
is the associated capacitance per unit surface.
The surface potential on the semiconductor has dependence on the surface charge only.
Hence, with a nonlinear dependence of surface charge on the applied tip potential, the
applied attractive electrostatic force is
F = −Q
2
S
2ε0
= − [CI (V0 − VS)]
2
2ε0
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We wish to measure non-equilibrium surface band bending and surface charge in
semiconductors, i.e. quantify the surface potential change as we bias the
metal-insulator-semiconductor (MIS) system out of flatband conditions and into depletion
and weak and strong inversion.
EFBM is closely related to KPFM, which has been employed frequently to study the
electrical properties of semiconductor materials and devices, such as force distribution on a
surface reconstruction, surface defects, phase state, atomic composition and surface state
concentration. KPFM can measure the surface band bending and surface charge in
semiconductors; however, it is limited to “flat band” conditions in semiconductors. This is
because the local contact potential difference is the information of interest which is found
under one measurement condition. In KPFM, a small ac-bias voltage Vac oscillating with
frequency ω is superimposed over a constant dc-bias voltage ∆Vdc such that the tip voltage
with respect to the surface is ∆V = ∆Vdc + Vac sinωt. This induces a total electrostatic
force oscillating at both ω and 2ω, where the force component at ω is proportional to the
surface potential of the sample; hence,
Fω = −∂C
∂z
(Vdc −∆ϕ)Vac sin(ωt)
where ∂C/∂z is the derivative of the geometry-dependent tip-sample capacitance and ∆ϕ is
the surface potential. In order to map the surface potential of the substrate, a feedback
controller is used to adjust Vdc until the AC induced vibration at ω is nulled for every tip
position. At this point, Vdc = ∆ϕ, ideally providing a measurement of the local contact
potential difference with high spatial and potential resolution. If we consider the
tip-sample system as an MIS, KPFM essentially is the equivalent of biasing the gate until
the built-in voltage has been zeroed, thereby reaching the flat band voltage.
On the other hand, EFBM can also be related to EFM since EFM images samples out of
flat band. That is, EFM mapping involves biasing the tip with some arbitrary potential
while measuring the tip amplitude at that pixel. When the material is non-uniform in
conductivity, doping concentration, atomic composition, phase state, etc., the tip
amplitude changes under the same applied bias. EFM is considered qualitative and can be
difficult to interpret, however, because the data does not compensate for the shift in the 1ω
vs tip voltage curve of the material, making pixel-to-pixel information difficult to correlate.
For instance, as Kim et al. described, the v-shaped 1ω versus tip amplitude plot translates
left or right [22]. Other changes to the material, such as doping concentration can lead to
even more dramatic changes to tip plot. EFBM applies a potential to the tip which is some
offset from the KPFM null at every pixel. In doing so, the image data is both correlative
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and quantitative. That is, instead of applying some arbitrary voltage Vdc and measuring
the tip amplitude at that position in space, some Vdc − Vs is applied to the tip, thus
accounting for any shift in the 1ω versus tip voltage curve. The depletion of charge carriers
in semiconducting materials is crucial to solid-state electronics; thus, understanding the
depletion region is key to explaining semiconductor electronics. It plays a major role in the
operation of devices such as diodes, bipolar junction transistors, and field-effect transistors,
all of which rely on depletion region phenomena. For instance, a depletion region forms at
the p-n junction, in which electrons and holes diffuse into regions of lower concentrations,
such as when perfume diffuses in air until it is uniformly distributed. In some cases, the
ability to control the depletion region as well as measure it provide insight into the
operation of devices. However, there currently are little to no methods for accurately
measuring the depletion layer. We propose using EFBM to resolve the “semiconductor
effects” and image depleted and inverted semiconducting materials.
4.1.1 EFBM Imaging of Depleted Semiconductors
Figure 4.3 shows the differences in recorded data between KPFM, EFM, and EFBM. When
measuring semiconducting materials, localized variations on the surface (such as defects)
can result in changes to the 1ω versus tip DC bias relation (red curve). As every x-y
position, KPFM records the tip bias necessary to null oscillation at frequency 1ω, the value
labeled “VCPD” in each column of the top row. This makes KPFM blind to any variations
in the 1ω versus tip bias curve, such as scaling. EFM, on the other hand, is sensitive to
such variations. At every x-y position, the tip bias held constant while the tip amplitude is
recorded. EFM is inherently qualitative, however, since pixel-to-pixel data cannot be
correlated, i.e. unlike KPFM, EFM does not record a material-dependent reference point
(this reference point is the contact potential difference in KPFM imaging). EFBM
proposes to leverage both of these techniques by imaging at some tip DC bias with respect
to the oscillation null (material-dependent contact potential difference). That is, the tip
stimulates the surface at some constant offset voltage at every x-y position. This method
should be simple to implement on the KPFM platform; however, the cantilever forces,
which dominate the interaction forces between the tip and surface, are insensitive to the
very small force variations which distinguish the different semiconductor regimes. EFBM
can operate in KPFM mode. The added features of EFBM make it both novel and
powerful in investigating and optimizing devices and materials.
In Section 4.2, we develop the mathematical formulation to the first order, employing
some assumptions that will simplify the tedious math. Next, we apply the simple
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Figure 4.4: Three-conductor parallel plate capacitor with DC sources.
derivation to simulation results in order to surmise the feasibility of this EFBM system. In
doing so, we model the three-electrode system in COMSOL Multiphysics environment in
order to calculate the capacitance gradients between each pair of electrodes. We conclude
that the capacitance gradient between the tip and sample is, as expected, much larger than
the capacitance gradients of the control-sample and control-tip, which are comparable. We
use these values to approximate a k ratio, which relates the necessary applied voltages in
order to achieve force balance. In the Chapter 5, we derive the general mathematical
formulation, which is a more accurate approach to the implementation.
4.2 Mathematical Formulation
4.2.1 Zeroth-Order Approximation
Consider the three-conductor parallel-plate capacitor shown in Figure 4.4. The bottom,
middle, and top plates are conductors 1, 2, and 3, respectively. The three plates have
surface area A. Conductors 1 and 2 are separated by a distance z while conductors 1 and 3
are separated by distance h. For simplicity, we assume that all three electrodes are
coplanar. A potential difference V is applied between conductor 1 and 2, and kV is applied
between conductors 2 and 3. The total energy stored in this three-electrode system is
described by:
U =
1
2
C21 (V )2︸ ︷︷ ︸
U21
+C32 (kV )
2︸ ︷︷ ︸
U32
+C31 [(k + 1)V ]
2︸ ︷︷ ︸
U31
 (4.1)
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thus the total forces in the system are given by
F = −∂U
∂z
(4.2)
= −1
2
∂C
∂z
∆V 2 (4.3)
= −1
2
∂C21(z)∂z V 2︸ ︷︷ ︸
F21
+
∂C32(z)
∂z
(kV )2︸ ︷︷ ︸
F32
+
∂C31(z)
∂z
[(k + 1)V ]2︸ ︷︷ ︸
F31
 (4.4)
where C31 = C13, C21 = C12, and C32 = C23 are the control-sample, tip-sample, and
tip-control capacitances, respectively, and ∂C21(z)
∂z
, ∂C32(z)
∂z
, and ∂C31(z)
∂z
are the respective
partial capacitances with respect to z. Now suppose that the geometry is such that F31 can
be ignored. In reality, this is not necessarily the case. However, it simplifies the algebra,
which will be tedious when we added multiple sources.
If we want to balance all of the forces on the middle conductor, then we would set Eq.
(4.2) to zero.
FTOT = F21 + F32 =
1
2
∂C21
∂z
V 2 +
1
2
∂C32
∂z
(kV )2 = 0 (4.5)
1
2
∂C21
∂z
V 2 = −1
2
∂C32
∂z
k2V 2 (4.6)
∂C21
∂z
∂C32
∂z
= −k2 (4.7)
±
√
−
(
∂C21
∂z /∂C32∂z
)
= k (4.8)
From Eq. (4.8), we find that the capacitance gradients define the k ratio that satisfies force
balance. Note that the negative sign inside the square root come from the fact that ∂C12
∂z
and ∂C23
∂z
must have opposite signs. Equation (4.8) suggests that some k exists for which all
forces of electrical origin will disappear on the cantilever. Later, we will discuss the
physical consequence of this phenomena. Additionally, k has two possible values and they
are both real. We recall that the capacitance depends on the geometry and tip-sample
separation distance as well as the dielectric properties of the surrounding medium. Since
we assumed a parallel plate capacitor system, we can directly define k in terms of the
conductor separation distances.
By assuming area to be much larger than separation distance, the parallel-plate
capacitor equation can be applied. We know that the capacitance c of flat, parallel metallic
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plates of area A and separation d is given by the expression:
c =
εA
d
(4.9)
where ε = εrε0, ε0 is the permittivity of free space and εr is the relative permittivity of the
dielectric material between the plates (we assume εr = 1 in air). Then the capacitance of
the middle and bottom plates is:
C21 =
εA
z
(4.10)
and the capacitance of the of the middle and top conductors is:
C32 =
εA
h− z (4.11)
and the corresponding capacitance gradients are:
∂C21
∂z
= −εA
z2
(4.12)
and
∂C32
∂z
=
εA
(h− z)2 (4.13)
If we now plug these expressions into Eq. (4.8), we find that the voltage ratio required to
balance the forces on the middle electrode due to the top and bottom electrodes is:
k = ±
√√√√−( − εAz2
εA
(h−z)2
)
= ±h− z
z
(4.14)
That is, if we let V = V21 and kV = V32, then the voltage ratio that creates force balance is
k =
V32
V21
= ±h− z
z
(4.15)
Simply put, the force on the conductor 2 becomes zero when the absolute value of the
electric field is the same on either side of it. This occurs when the k = h
z
− 1 and k = 1− h
z
.
At either of these voltage ratios, zero potential difference is established between conductor
2 and its environment (note that this same technique could be used for any number of
electrodes), making the magnitude of the electric field equal on both sides of the middle
electrode. Applying this to EFBM, where the conductor 1 is the sample, conductor 3 is the
control electrode, the cantilever as the middle electrode, fringing fields must be considered;
however, the k ratio will still be some value related to the geometry. We need not be
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concerned with the exact value of the ratio except that we accept that is it still exists and
that we can find it by tuning the potentials V21 and V32.
We now consider a three-conductor parallel-plate capacitor but with AC and DC sources
applied to electrodes. These AC potentials result in sinusoidal forces that result in
oscillatory motion by the cantilever. We will see that, by adding AC potentials, we develop
a method for sensing when the k -condition has been met. Again, we assume that the
geometry is such that F31 can be ignored.
4.2.2 Forces Acting on Multiple Conductors with Applied Bias
Figure 4.5 shows a three-conductor capacitor with applied AC and DC potentials on the
plates.
Figure 4.5: Three-conductor parallel-plate capacitor with AC and DC applied bias.
Given that the action of electrostatic forces are long range, all conductors in the system
must be accounted for and their effects on the probe taken into account. Recall above that
the electrostatic forces that exist in the system can be represented by
Fes = −1
2
∂C
∂z
∆V 2
To relate this to EFBM, we assume conductors 1, 2, and 3 to be the sample, tip, and
control electrode, respectively. In this case, the potential difference ∆V is a summation of
the applied potential on the tip and any contact potential differences that exist between
the tip and surrounding materials. That is, the potential difference is defined by:
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∆V = Vtip + VCPD (4.16)
where
Vtip = V
tip
DC + V
tip
AC sin (ωt) (4.17)
and
VCPD = V
tip−sample
CPD (4.18)
for the contact potential difference existing between the tip and sample and
VCPD = V
tip−control
CPD (4.19)
for the contact potential difference existing between the tip and control electrode.
The contact potential differences, V tip−sampleCPD and V
tip−control
CPD are defined by the
tip-sample and tip-control work function differences, respectively, i.e.:
V tip−sampleCPD = −∆ϕts =
φtip − φsample
e
and
V tip−controlCPD = −∆ϕtc =
φtip − φcontrol
e
Let v21 = V2 − V1 be the potential difference between the tip and sample and
v32 = V3 − V2 be the the potential difference between the control and tip. The electrostatic
force on the tip due to the sample is given by:
F21 = −1
2
∂C21
∂z
(
v21 + V
CPD
21
)2
(4.20)
and the electrostatic force on the tip due to the sample is:
F32 = −1
2
∂C32
∂z
(
v32 + V
CPD
32
)2
(4.21)
Now expanding the tip potentials to include the applied AC and DC components:
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F32 = −1
2
∂C32
∂z
∆V 2
= −1
2
∂C32
∂z
[(
V DC3 − V DC2 − V CPD32
)
+ (V AC3 − V AC2 ) sinωt
]2
= −1
2
∂C32
∂z
[(
vDC32 − V CPD32
)
+ vAC32 sinωt
]2
=
1
4
∂C32
∂z
{[
− (vAC32 )2 − 2 (V CPD32 )2 + 4V CPD32 vDC32 − 2 (vDC32 )2]
+4vAC32
[
V CPD32 − vDC32
]
sinωt+
(
vAC32
)2
cos 2ωt
}
(4.22)
and
F21 = −1
2
∂C21
∂z
∆V 2
= −1
2
∂C21
∂z
[(
V DC2 − V DC1 − V CPD21
)
+ V AC2 sinωt
]2
= −1
2
∂C21
∂z
[(
vDC21 − V CPD21
)
+ V AC2 sinωt
]2
=
1
4
∂C12
∂z
{[
− (V AC2 )2 − 2 (V CPD21 )2 + 4V CPD21 vDC21 − 2 (vDC21 )2]
+4V AC2
[
V CPD21 − vDC21
]
sinωt+
(
V AC2
)2
cos 2ωt
}
(4.23)
From Eqs. (4.22) and (4.23), the force terms relating the fields between the tip and
sample and tip and control electrode are quite robust! We can separate these by their
frequencies:
F21 = F
DC
21 + F
ω
21 + F
2ω
21
where
FDC21 =
1
4
∂C12
∂z
{[
− (V AC2 )2 − 2 (V CPD21 )2 + 4V CPD21 vDC21 − 2 (vDC21 )2]
F ω21 =
∂C12
∂z
V AC2
[
V CPD21 − vDC21
]
sinωt
F 2ω21 =
1
4
∂C12
∂z
(
V AC2
)2
cos 2ωt
and
F32 = F
DC
32 + F
ω
32 + F
2ω
32
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where
FDC32 =
1
4
∂C32
∂z
{[
− (vAC32 )2 − 2 (V CPD32 )2 + 4V CPD32 vDC32 − 2 (vDC32 )2]
F ω32 =
∂C32
∂z
vAC32
[
V CPD32 − vDC32
]
sinωt
F 2ω32 =
1
4
∂C32
∂z
(
vAC32
)2
cos 2ωt
If we take a moment to look at the DC force terms, we find that these are only deflections
in the tip that are dependent on the applied AC and DC voltages and on the contact
potential differences between the tip and sample and tip and control. We expect that this
deflection is small compared to the separation distance; however, even if it is not, in
force-balance conditions, all of these are canceled exactly. Similar to the ω terms in KPFM,
the F ω terms above are dependent on the difference between the applied DC potentials and
contact potential differences. Hence, the tip oscillates at frequency ω with total force:
F ωtip =
(
∂C12
∂z
V AC2
[
V CPD21 − vDC21
]
+
∂C32
∂z
vAC32
[
V CPD32 − vDC32
])
sinωt (4.24)
The force acting on the tip is due to the sample and control potentials and corresponding
contact potential difference. Since tip oscillation at ω is dependent on surface potentials at
the sample, it can be used to not only measure the surface potential of the sample but also
any potentials being introduced to the sample (by, for instance, depletion of a
semiconductor). Another consequence of Eq. (4.24) is that the tip-control ensemble can be
used to stimulate the sample by applying some bias that causes a change in the vDC21 term.
We discuss this in detail below when we describe the operating principles of EFBM. Also
similar to the result in KPFM, the tip oscillates at frequency 2ω with amplitude
proportional the square of its applied AC potential. The total force of the tip oscillation at
frequency 2ω due to the presence on the sample and the control electrode is:
F 2ωtip =
1
4
((
V AC2
)2 ∂C21
∂z
+
(
vAC32
)2 ∂C32
∂z
)
cos 2ωt (4.25)
Note that total force is proportional to the summation of the geometry-dependent
capacitance gradients between the tip-sample and sample-control.
Let us focus on the forces at 2ω for a moment. Notice that the coefficient in Eq. (4.25)
looks a lot like Eq. (4.5) above since the voltages are squared.
Again, we wish to balance the tip-sample forces with the tip-control forces so that
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F12 = F23. The forces on the tip are balanced when the total tip force is zero, i.e.
F 2ωtip =
1
4
(
V AC2
)2 ∂C21
∂z
cos 2ωt+
1
4
(
vAC32
)2 ∂C32
∂z
cos 2ωt (4.26)
then if F 2ωtip = 0,
−1
4
∂C32
∂z
(
vAC32
)2
cos 2ωt =
1
4
∂C21
∂z
(
V AC2
)2
cos 2ωt (4.27)
−∂C32
∂z
(
vAC32
)2
=
∂C21
∂z
(
V AC2
)2
(4.28)
∂C21
∂z
∂C32
∂z
= −
(
vAC32
)2
(V AC2 )
2 ≡ -k2 (4.29)
±
√
−
∂C21
∂z
∂C32
∂z
=
vAC32
V AC2
= k (4.30)
Hence, we can use the tip oscillation at the second harmonic in order to find the
k-condition. We invoke this relation on Eq. (4.24) with F ωtip = 0.
Now we describe the force balance condition on the tip oscillating at resonance frequency
ω. The tip stops oscillating at frequency ω when the total force at ω is zero:
F ωtip =
(
∂C12
∂z
V AC2
[
V CPD21 − vDC21
]
+
∂C32
∂z
vAC32
[
V CPD32 − vDC32
])
sinωt (4.31)
then if F ωtip = 0,
−∂C32
∂z
vAC32
(
V CPD32 − vDC32
)
=
∂C21
∂z
V AC2
(
V CPD21 − vDC21
)
(4.32)
∂C12
∂z
∂C32
∂z
= − v
AC
32
(
V CPD32 − vDC32
)
V AC2 (V
CPD
21 − vDC21 )
(4.33)
Since
∂C12
∂z
∂C32
∂z
≡ −k2, the RHS of Eq. (4.33) must be equal to k2. Hence
vAC32
(
V CPD32 − vDC32
)
V AC2 (V
CPD
21 − vDC21 )
= k · k (4.34)
And from the results of the second harmonic force balance condition, we conclude that:
vAC32
V AC2
= k
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and, therefore,
V CPD32 − vDC32
V CPD21 − vDC21
= k (4.35)
when the contact potential differences are compensated.
Even though this result hinges on the assumption that the control-sample forces can be
ignored, it adequately explains the methodology. In Chapter 5, we generalize the system
and we learn that the geometry of the three-electrode system only changes the capacitance
gradients. In Section (4.3), we approximate the capacitance gradient by simulating the
control-tip-sample system in COMSOL Multiphysics. We use the results to calculate the
k-ratio that satisfies the force-balance condition. This gives us a good approximation of the
amplification requirements needed for implementing the EFBM.
4.3 Approximating the Capacitance Gradients
We investigated the electrostatic interaction of the three electrode system in order to
model the capacitance gradients of the coefficients of capacitance gradient matrix. A
conductive AFM cantilever-tip ensemble consisting of a conical projection having a
rounded tip with radius 20 nm near the end of the cantilever was modeled. Above the
cantilever is a conductive electrode having thin tabs and a slit, as in Figure 4.6.
Commercial finite element analysis package COMSOL Multiphysics is used to simulate the
electrostatics of the system. The solver discretizes the geometry and solves Poisson’s
equation. The geometry-dependent capacitance is calculated between the control electrode
and the cantilever-tip ensemble, the cantilever-tip ensemble and the sample, and the
control electrode and the sample. Figure 4.6 shows a 3D AFM probe with the control
electrode hovering 300 µm above the tip, which varies between 5-45 nm above the sample,
as modeled in a Cartesian coordinate system. In order to ensure that the tip is
representative of fabricated probes, the entire probe has been modeled as well as a gold
pad used to make contact to the probe (for practical purposes). The capacitance derivative
in the direction normal to the sample is estimated from differences between calculated
capacitance values at successive distances from the sample. In all cases, the cantilever-tip
ensemble is terminated at ground and contact potential differences are assumed to be zero.
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Figure 4.6: Model geometry for the three-conductor system: The probe consists of a
cantilever-tip-control ensemble (the dielectric between the cantilever and probe is ignored).
4.3.1 Results
Figure 4.7 shows the potential map of the tip and sample. At close proximity, the electric
field between the tip and sample is strong, however, it decreases rapidly at distances away
from the tip. Figure 4.8 shows the potential map of the entire system. From the figure,
there exists significant coupling between the cantilever and control electrode while the
cantilever is less coupled to the sample. This result is promising since, in practice, we wish
to reduce or eliminate the cantilever forces from measurements.
Table 4.1 outlines the capacitance gradients of the three coupling electrodes. The table
shows that the control-sample capacitance gradient is an order of magnitude lower than the
tip-sample capacitance gradient and two orders of magnitudes lower than the tip-sample
capacitance gradient, which is expected since the control-sample separation distance is
much larger than that of the tip-sample separation distance. Based on the calculated
control-sample capacitance gradient, this value makes little difference in approximating the
voltage ratio, k0, which nulls all forces at the assumed separation distances, i.e.
k0 ≈ c
′
21 + c
′
32
c
′
31 + c
′
32
= 9.44
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Figure 4.7: Potential map of the tip and sample. The tip is held at a distance 35 nm above
the sample. The tip is grounded while the sample is biased at -1 V.
where c
′
21 =
∂c21
∂z
, c
′
32 =
∂c32
∂z
, and c
′
31 =
∂c31
∂z
. This value for k0 implies that, at the
tip-sample distance of approximately 20 nm and with the cantilever grounded,
V control−tipdc = V
control−tip
ac = 9.44 V would be required in order to balance all of the forces on
the cantilever, assuming that V tip−sampledc = V
tip−sample
ac = 1 V. There is a unique k0 ratio for
each height ratio. Implementing this system requires that an amplifier be built, which we
describe in Chapter 5.
Table 4.1: The calculated capacitance gradients. The tip-sample capacitance gradient (c
′
21)
is large compared to the tip-control capacitance gradient (c
′
32) and the control-sample
capacitance gradient (c
′
31). At these values, the calculated k ≈ 9.44, which agrees with
experiment.
Electrode Pair Calculated Capacitance Gradient Magnitude (F/m)
Tip-Sample (c
′
21) 4.32E − 16
Tip-Control (c
′
32) 1.08E − 17
Control-Sample (c
′
31) 5.92E − 18
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Figure 4.8: Potential map of sample-tip-control electrode system: the end of the tip is held
at a distance 10 nm above the sample. The control electrode is biased at 1 V and the
sample is biased at -1 V.
4.4 Summary
The electrostatic force balance microscopy system was introduced and proposed for
characterizing semiconducting materials. The three-electrode system having known
voltages has been analytically described and simulated. The aforementioned results lay the
groundwork to the proposed electrostatice force balance microscopy system. This technique
applies a control electrode to a conducting AFM cantilever. The tip is grounded while both
AC and DC voltages are applied to the control electrode above the cantilever and the
sample below the cantilever. This technique uses the force balance condition to apply
arbitrary bias to tip while simultaneously measuring the surface potential of the sample
below the tip. The COMSOL simulation result is favorable since it suggests that the
voltage amplification needed for typical electrode configuration is practical.
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CHAPTER 5
ELECTROSTATIC CHARGES, POTENTIALS, AND
FORCES ACTING BETWEEN SEVERAL
CONDUCTORS AND EFBM IMPLEMENTATION
5.1 Introduction
In the effort to develop a method for simultaneous measurement and stimulation of
materials, particularly semiconducting surfaces, we investigate the application of a
“control” electrode applied to the AFM probe, separated by an insulator thus electrically
isolating it. We must then investigate the implications of such three-conductor system.
First we derive the charges on each electrode, leading to the description of the coefficient of
capacitance matrix. We then describe the energy of the system as well as the electrostatic
forces between each pair of electrodes, assuming that the middle electrode (the
tip-cantilever ensemble) oscillates in the z-axis. We then derive the total force acting on
the system assuming known potential differences. This leads to a relation between the
capacitance gradients of the system and the applied potentials, which we will employ as the
basis for the proposed EFBM measurement system. Finally, we discuss in detail the
implementtion of EFBM on the Asylum Research MFP-3D AFM apparatus. We measure
semiconducting surfaces by EFBM and discuss our findings.
5.2 The Three-Conductor System
We begin by considering a three conductor system enclosed in a conducting shell as in
Figure 5.1. We choose the potential of the conducting shell to be zero. Applying the
uniqueness theorem and superposition principle, given potentials v1, v2, and v3, we can
determine the charges q1, q2, and q3 on the individual conductors and the electric field
throughout the system. The charge on the inner surface of the envelope is − (q1 + q2 + q3),
hence, one could imagine that the shell expands outward to infinity without limit. Using
the principle of superposition, i.e. considering individually the three states (1) v2 ' v3 = 0,
(2) v1 ' v3 = 0 and (3) v1 ' v2 = 0, we can develop the a system of linear equations
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Figure 5.1: Three conductors enclosed in a conducting shell, which has zero potential. The
potential of each conductor is known; therefore, the charges on each conductor can be
determined.
connecting the charges and potentials. We describe this relation by:
q1 = c11v1 + c12v2 + c13v3
q2 = c21v1 + c22v2 + c23v3
q3 = c31v1 + c32v2 + c33v3
(5.1)
where c12 = c21, c13 = c31, and c23 = c32, which can be suggested using a proof based on the
conservation of energy. The cij’s in Eq. (5.1) are called the coefficients of capacitance. We
can draw this as an equivalent capacitor network, as pictured in Figure 5.2, to emphasize
that every point on each object is expected to have the same potential, and all the
capacitances from every unit of surface area can be lumped together into a single element
we refer to as “the” capacitance between each pair of nodes. In matrix form, this would be
q = Cv:  q1q2
q3
 =
 c10 + c12 + c13 −c12 −c13−c12 c20 + c12 + c23 −c23
−c13 −c23 c30 + c13 + c23

 v1v2
v3
 (5.2)
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Figure 5.2: The equivalent capacitor network of three conductors enclosed in a conducting
shell.
where c11 = c10 + c12 + c13, c22 = c20 + c12 + c23, and c33 = c30 + c13 + c23. Here, the charge
of individual conductors is described by the column vector
q =
 q1q2
q3
 (5.3)
and the potentials of the conductors, assumed to be known, are described by the column
vector
v =
 v1v2
v3
 (5.4)
In Section 5.5, we short conductor 2 to ground by connecting it to the enclosed shell. For
now, we describe the energy stored in capacitors and electrostatic forces between them.
5.3 Energy Stored in the Capacitors
Given the capacitances and potential differences described in Eqs. (5.1) and (5.4), we can
describe the energy stored between any pair of conductors and in the total system.
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Considering any pair of conductors,
U = vdQ (5.5)
dQ = cdv
U = c
ˆ
vdv
=
1
2
cv2 =
1
2
vTCv (5.6)
By plugging Eqs. (5.2) and (5.4) into Eq. (5.6), the total energy of the system is:
U =
1
2
{v1 [c11v1 − c12v2 − c13v3] + v2 [−c12v1 + c22v2 − c33v3]
+v3 [−c13v1 − c23v2 + c33v3]}
=
1
2
{v1 [(c10 + c12 + c13) v1 − c12v2 − c13v3] + v2 [−c12v1 + (c20 + c12 + c23) v2 − c33v3]
+v3 [−c13v1 − c23v2 + (c30 + c13 + c23) v3]} (5.7)
5.4 Electrostatic Forces Acting Between the Conductors
F = −∂U
∂z
(5.8)
= −1
2
∂C
∂z
∆V 2 (5.9)
In matrix form, Eq. (5.9) becomes
F = −1
2
vT
∂C
∂z
v (5.10)
where the coefficient of capacitance gradient matrix is
∂C
∂z
= C
′
=
 c
′
10 + c
′
12 + c
′
13 −c′12 −c′13
−c′12 c′20 + c′12 + c′23 −c′23
−c′13 −c′23 c′30 + c′13 + c′23
 (5.11)
62
where c
′
ij =
∂cij
∂z
. Therefore, the force acting between conductors is
F =
1
2
{
v1
[
c
′
11v1 − c
′
12v2 − c
′
13v3
]
+ v2
[
−c′12v1 + c
′
22v2 − c
′
33v3
]
+v3
[
−c′13v1 − c
′
23v2 + c
′
33v3
]}
=
1
2
{
v1
[(
c
′
10 + c
′
12 + c
′
13
)
v1 − c′12v2 − c
′
13v3
]
+ v2
[
−c′12v1 +
(
c
′
20 + c
′
12 + c
′
23
)
v2 − c′33v3
]
+v3
[
−c′13v1 − c
′
23v2 +
(
c
′
30 + c
′
13 + c
′
23
)
v3
]}
(5.12)
5.5 Potentials and Forces After Shorting One Electrode to Ground
Some simplification of the model and notation would be helpful. Ultimately, object 2 in
Figure 5.1 will represent the cantilever in our EFBM system. We normally maintain this
electrode at ground potential, shown in the diagram as the outer shell. Making this
connection gives us Figure 5.3. We no longer need to reserve a variable for the potential of
Figure 5.3: Three-conductor system with conductor 2 shorted to ground.
object 2, so our notation simplifies:
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v =
 v1v2
v3
→ ( v1
v3
)
This change also short-circuits one capacitor from the schematic diagram of Figure 5.2.
The change is shown on the left side of Figure 5.4. The right side of Figure 5.4 shows a
Figure 5.4: The equivalent circuit to the three-electrode system with conductor 2 shorted
to ground.
simplified diagram and some new terms corresponding to labels appearing on the
laboratory hardware. The new terms cA0 and cB0 correspond to the sums c10 + c12 and
c30 + c23, respectively. Some additional substitutions will make the notation more
consistent, such as cAB for c13, and Eq. (5.13).
v1 = vsample = vB + φB = (B0 + φB) +B1 sinωt
v3 = vcontrol = vA + φA = (A0 + φA) + A1 sinωt
(5.13)
where the contact potential differences of the control electrode (object 3) and the sample
(object 1), defined with respect to the AFM probe (object 2), are φA and φB, respectively.
The changes in capacitance notation yield:
F = −1
2
vT
∂C
∂z
v = −1
2
(
v1
v3
)T(
c′B0 + c′AB −c′AB
−c′AB c′A0 + c′AB
)(
v1
v3
)
Making the substitutions from Eq. (5.13) provides the following result.
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F = −1
2

[
(c′B0 + c′AB) (B0 + φB)
2 − 2c′AB (A0 + φA) (B0 + φB)
+ (c′A0 + c′AB) (A0 + φA)
2
]
+
[
2 (c′A0 + c′AB) (A0 + φA)A1 + 2 (c′B0 + c′AB) (B0 + φB)B1
−2c′AB (A0 + φA)B1 − 2c′ABA1 (B0 + φB)
]
sinωt
+
[
(c′A0 + c′AB)A21 − 2c′ABA1B1
+ (c′B0 + c′AB)B21
]
sin2ωt

(5.14)
The three terms in square brackets represent the DC forces, the coefficient of the AC
forces at the excitation frequency, and the coefficient of the AC force component from the
square of the excitation sine wave, respectively. Bear in mind that the last of these is
equivalent to a component at twice the excitation frequency, plus a DC force not included
in the first term in square brackets. But our main interest is the force at the excitation
frequency. We can express its coefficient as
Fω =

− (c′A0 + c′AB) (A0 + φA)A1
+c′AB [(A0 + φA)B1 + A1 (B0 + φB)]
− (c′B0 + c′AB) (B0 + φB)B1
 (5.15)
5.6 Force Balance
This system with three electrodes has some interesting properties. Consider the simplified
case in which the contact potential differences are zero. Suppose the voltages applied to
the electrodes satisfy
A0
B0
=
A1
B1
= k (5.16)
Then substituting Eq. (5.16) into Eq. (5.15) after eliminating the contact potential
differences yields
Fω =
[− (c′A0 + c′AB) k2 + 2c′ABk − (c′B0 + c′AB)]B0B1 (5.17)
This AC force coefficient will vanish when
0 = (c′A0 + c′AB) k2 − 2c′ABk + (c′B0 + c′AB) (5.18)
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But when Eq. (5.16) holds, each of the other terms in square brackets in Eq. (5.15)
reduces to this same form. They, too, vanish when k is chosen to satisfy Eq. (5.18). That
means that all the forces disappear when voltages are applied to the electrodes in the
correct ratio, provided that the contact potential differences can be eliminated. To
accomplish this, we will use electronics that can deliver voltages the in form of
VA = VDC1 + gA(VDC3 + VAC1)
VB = VDC2 + gB(VDC3 + VAC1)
(5.19)
where VA and VB were defined in Eq. (5.13), VDC1, VDC2, and VDC3 represent adjustable
DC potentials, and VAC1 is the amplitude of the AC excitation at a frequency typically
selected to drive the cantilever at its fundamental resonance. The gain coefficients gA and
gB are adjustable parameters used to deliver DC and AC signals that conform to Eq.
(5.16). That is, we adjust gA and gB to get
gA
gB
= k (5.20)
Then the individual terms in Eq. (5.13) may be expressed as
A0 = VDC1 + gAVDC3 = VDC1 + kgBVDC3
A1 = gAVAC1 = kgBVAC1
B0 = VDC2 + gBVDC3 = VDC2 + gBVDC3
B1 = gBVAC1
(5.21)
Making these substitutions, the amplitude of the force at the fundamental frequency from
Eq. (5.14) becomes
Fω =

− (c′A0 + c′AB) (VDC1 + kgBVDC3 + φA) kgBVAC1
+c′AB
[
(VDC1 + kgBVDC3 + φA) gBVAC1
+kgBVAC1 (VDC2 + gBVDC3 + φB)
]
− (c′B0 + c′AB) (VDC2 + gBVDC3 + φB) gBVAC1
 (5.22)
Expanding and rearranging, we obtain Eq. (5.23):
Fω =

[c′AB − k (c′A0 + c′AB)] (VDC1 + φA)
+ [kc′AB − (c′B0 + c′AB)] (VDC2 + φB)
− [(c′A0 + c′AB) k2 − 2c′ABk + (c′B0 + c′AB)] gBVDC3
 gBVAC1 (5.23)
The second line of this result disappears whenever k satisfies Eq. (5.18), leaving us with
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Fω =
{
[c′AB − k (c′A0 + c′AB)] (VDC1 + φA)
+ [kc′AB − (c′B0 + c′AB)] (VDC2 + φB)
}
gBVAC1 (5.24)
This vanishes whenever
(VDC1 + φA) =
−kc′AB + (c′B0 + c′AB)
c′AB − k (c′A0 + c′AB) (VDC2 + φB) (5.25)
Eq. (5.25) has an infinite number of solutions. It describes a straight line in the
(VDC1, VDC2) plane where the fundamental frequency force vanishes.
5.7 Practical Considerations
Eq. (5.23) is independent of VDC3 whenever the hardware applies voltages in the correct
ratio k to satisfy Eq. (5.18). This independence can be exploited as an experimental
method to determine the correct value of k. One must simply adjust the gain ratio until
the fundamental frequency force becomes constant while the DC bias term, VDC3, is swept
across a range of values. It is not necessary to make this force vanish by satisfying Eq.
(5.25). Simply making the force constant while VDC3 is swept is adequate to identify the
correct ratio, k.
Another way to establish the correct k involves the second harmonic of the excitation.
Recall that the last term of Eq. (5.14) expresses the amplitude of force at the second
harmonic of the excitation frequency, and has no terms involving DC potentials. Yet it
vanishes when Eq. (5.18) is satisfied, so it represents a universal indicator of the correct
value of k: The gain ratio satisfies Eq. (5.18) whenever the second harmonic force
disappears.
We now have experimental procedures to locate the solution of Eq. (5.18), which
eliminates the second harmonic force. At any solution of Eq. (5.25), the force at the
fundamental frequency will also disappear. Do the DC forces also vanish under some
conditions? The DC force term from Eq. (5.18), the only term we have not yet eliminated,
can be expressed as
FDC = −1
2
 (c
′
B0 + c
′
AB) (B0 + φB)
2
−2c′AB (A0 + φA) (B0 + φB)
+ (c′A0 + c′AB) (A0 + φA)
2
 (5.26)
After all the substitutions of Eq. (5.21) and some rearranging, this becomes
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FDC =

(c′B0 + c′AB)
(
(VDC2 + φB)
2 + 2 (VDC2 + φB) gBVDC3
)
+ (c′A0 + c′AB)
(
(VDC1 + φA)
2 + 2 (VDC1 + φA) kgBVDC3
)
−2c′AB
(
(VDC1 + φA) (VDC2 + φB)
+ (VDC1 + φA) gBVDC3 + (VDC2 + φB) kgBVDC3
)
+ [(c′B0 + c′AB)− 2c′ABk + (c′A0 + c′AB) k2] (gBVDC3)2

(5.27)
The last line of this expression disappears when k satisfies Eq. (5.14). All the other
elements of the expression depend on either VDC1 + φA or VDC2 + φB, or both. If, in
addition to that particular value of k, we also choose
VDC1 = −φA
VDC2 = −φB
(5.28)
then all of FDC disappears, in addition to all AC forces. That is, all forces of electrical
origin are completely canceled under these conditions. What is a little more surprising is
that the same cancellation occurs whenever Eq. (5.25) is satisfied. Substituting Eq. (5.25)
into Eq. (5.27) gives the result
FDC =

(VDC2 + φB)
2
 (c′B0 + c′AB)− 2c′AB −kc′AB+(c′B0+c′AB)c′AB−k(c′A0+c′AB)
+ (c′A0 + c′AB)
(
−kc′AB+(c′B0+c′AB)
c′AB−k(c′A0+c′AB)
)2

+ (VDC2 + φB) (gBVDC3)

2 (c′B0 + c′AB)
−2c′AB
((
−kc′AB+(c′B0+c′AB)
c′AB−k(c′A0+c′AB)
)
+ k
)
+2 (c′A0 + c′AB)
−kc′AB+(c′B0+c′AB)
c′AB−k(c′A0+c′AB) k

+(gBVDC3)
2 [(c′B0 + c′AB)− 2c′ABk + (c′A0 + c′AB) k2]

We might write this as
FDC = X1(VDC2 + φB)
2 +X2 (VDC2 + φB) gBVDC3 +X3(gBVDC3)
2 (5.29)
After some tedious algebra, we find that
X1 =
(c′A0c′B0+c′A0c′AB+c′B0c′AB)
[c′AB−k(c′A0+c′AB)]2 [(c
′
B0 + c
′
AB)− 2kc′AB + k2 (c′A0 + c′AB)]
X2 = 0
X3 = (c
′
B0 + c
′
AB)− 2kc′AB + k2 (c′A0 + c′AB)
(5.30)
Once again, whenever Eq. (5.25) is satisfied, all three terms are zero, and the total force
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disappears. To summarize, as long as the instrument is adjusted so that
gA
gB
= k
with
0 = (c′A0 + c′AB) k2 − 2c′ABk + (c′B0 + c′AB)
and
(VDC1 + φA) =
−kc′AB + (c′B0 + c′AB)
c′AB − k (c′A0 + c′AB) (VDC2 + φB) (5.31)
then the net force on the cantilever, including all AC and DC forces, will be zero.
There are three important caveats to remember. First, while we have discussed F and its
components as the force on the cantilever, in fact we are referring to a weighted force
integral over the cantilever and tip surfaces, where the weighting function relates to the
moment each surface element exerts on the bending of the tip. Forces exerted on the base
of the tip have almost zero effect, while those near the free end of the cantilever are
weighted most highly. Second, although this weighted force may approach zero, the force
gradient, particularly at the probe tip, may be quite significant, and may vary strongly
with DC tip-sample bias. A significant shift in the resonant frequency of the cantilever may
result. Third, the conditions of Eq. (5.25) or Eq. (5.28) never exist on samples of practical
interest. They imply that the entire sample surface has exactly the same potential, so there
is nothing of interest to measure. Real samples have some variation of φB. A more detailed
analysis is required to evaluate the residual force where φB variations exist.
5.8 Implementation
In order to implement the force balance technique, the AFM probe was redesigned to
include a control electrode and the electrical setup was modified to include a custom
amplifier, which we call the “EFBM Control Unit”. Figure 5.5 shows the block diagram of
the new apparatus. An AC signal (referred to at the VAC1) is generated through a lock-in
amplifier or by a direct digital synthesizer in the Asylum Research AFM controller. A DC
voltage, referred to as VDC3, is added to the AC signal. Both signals are then routed to two
parallel amplifiers having different gains, DC signals are added to them, and they are
routed to the control and sample electrodes. The cantilever-tip ensemble is held at ground.
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Figure 5.5: EFBM signal block diagram: an AC signal is generated from a direct digital
synthesizer. This signal is fed into the EFBM control unit and a DC offset is applied. The
signal is then split, amplified, offset by DC bias DC1 and DC2, then applied directly to the
sample and control electrode, respectively. The cantilever is grounded. Voltage ratio, k,
can be adjusted by changing the gains. The tip-control separation distance held constant
and some unique gain ratio, k0, corresponds to each tip-sample separation distance.
Next we discuss each modification in detail, including the redesigned AFM probe and
the EFBM control unit. We then present experimental results.
5.8.1 Modified Cantilever Assembly
In order to implement the three-electrode system, it was necessary to apply a control
electrode behind the cantilever. The following requirements must be fulfilled by the control
electrode in order to ensure that the tip-control unit behaves as described in the
mathematical formulation:
1. The control electrode cannot interfere with the optics of the AFM.
2. The control electorde must be electrically isolated from the probe.
3. The distance between the cantilever and control electrode should be short in order to
minimize the necessary voltage and avoid the need for a voltage amplifier.
4. The probes should be long in order to decrease the control-tip:tip-sample ratio and
avoid the need for a voltage amplifier.
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5. The control electrode must be fabricated such that it can be electrically stimulated
externally.
6. Changing the cantilever should be relatively fast.
7. The modified cantilever should not require modifications to the cantilever holder.
Figure 5.6: Modified cantilever assembly: (a) Schematic image of the tip-control ensemble.
(b) modified cantilever assembly mounted onto a standard Asylum Research cantilever
holder. (c) In early experiments, a control electrode was cut out of fine mesh stainless steel
having 200 openings per inch. The modified cantilever was formed by installing the mesh
electrode to back side of a commercially available conductive cantilever (RMNano
12Pt400B). (d) Stainless steel, laser-milled control electrodes were stiffer and more stable.
In both images (c) and (d), the cantilever consists of a solid platinum probe tip and
cantilever supported on standard AFM probe sized ceramic chip, connected to conductive
gold bonding pad with conductive epoxy. A thin slit was cut in the control electrode in
order to permit laser beam deflection detection.
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These requirements significantly limited options for commercially available cantilevers since
most AFM probes are fabricated from silicon as a single sensor, then coated with a
conducting metal such as platinum. Therefore, if a typical probe was chosen, the question
of electrically isolating it from the metal control electrode present an even bigger hurdle.
Depositing a thin layer of an insulating material to the control electrode would increase the
separation distance between the control electrode and tip, requiring higher voltage in order
to achieve force-balance. It would also prohibit access by an electrical wire. All methods
proposing the use of metal-metal coated glass would interfere with the optics.
Figure 5.6 shows the modified cantilever ensemble. A schematic of the cantilever with
the control electrode installed behind it is shown in Figure 5.6a. Figure 5.6b shows the
modified cantilever ensemble mounted into a standard Asylum Research cantilever holder.
No changes were made to the cantilever holder. 5.6c shows the modified cantilevers
employed in early experiments [15, 16]. A control electrode was cut out of fine mesh
stainless steel having 200 openings per inch. The modified cantilever was then formed by
clamping the mesh electrode to above a commercially available conductive cantilever
(RMNano 12Pt400B). The cantilever consists of a solid platinum probe tip and cantilever
supported on standard AFM probe-sized ceramic chip, connected to conductive gold
bonding pad with conductive epoxy; hence, the mesh “control” electrode was mounted on
the back side of the ceramic chip so that it was electrically isolated from the probe. Since
it was imperative that the control electrode not interfere with the AFM optics, i.e. the
laser beam deflection sensor system, a thin slit was cut in the control electrode so that it
permitted the laser beam to reflect on the back of the cantilever normally. Although the
control slit was cut manually, microfabrication could produce batches of these in the future
(through lithography and electrochemical etching) [32]. In later experiments, control
electrodes were laser-milled from stainless steel sheets, as shown in Figure 5.6d. These
electrodes were stiffer, more stable, and enables easy spot-welding of wire leads for
connection to the EFBM control unit. Figure 5.7 shows the piezo tunes of the
control-cantilever ensemble. The first harmonic has a very high peak as compared to the
second harmonic, however, the phase is not clean. This frequency can be used for electrical
measurements while the second (or third) harmonic can be used for topography since they
have suitable phases.
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Figure 5.7: Tuning curves of the modified cantilever: the amplitude (black) and phase
(blue) is graphed as a function of the oscillation frequency of a piezoelectrically driven
platinum probe tip and cantilever supported on standard AFM probe-sized ceramic chip,
connected to a conductive gold bonding pad with conductive epoxy (RMNano 12Pt400B).
Tune of (a) fundamental resonance at f0 = 6.011 kHz, (b) second resonance at
f1 ≈ 6.33f0 = 38.74 kHz, and (c) third resonance at f2 ≈ 17.25f0 = 109.4 kHz.
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5.9 EFBM Control Unit
A custom-designed, high-frequency, low-noise amplifier was built to deliver the necessary
applied potentials with approximated gain to the control-cantilever-sample system. This
system was used to tune the necessary voltages in order to reach the force balancing
condition. It was designed to provide low noise, low harmonic distortion, uniform gain, and
matched phase shift vs. frequency. Figure 5.8 shows the EFBM control unit. The system
Figure 5.8: EFBM control unit: a custom-designed, high-frequency, low-noise amplifier was
built to deliver the necessary applied potentials with controlled gain to the
control-cantilever-sample system. This system was used to tune the necessary voltages in
order to reach the force balancing condition.
includes two DC power supplies, one input for DC gain, two AC inputs, and two DC offset
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inputs. For the AC inputs, which come from an external lock-in amplifier or from the
Asylum Research direct digital synthesizer (DDS), there is a ten-turn potentiometer to
allow one to easily adjust the AC signal magnitude without having to rely on the controls
of the external equipment, and to give an easy way to come back to a previous operating
level. Each DC channel also has its own internal source, controlled by a ten-turn
potentiometer. So one can ignore the external inputs and derive the DC biases entirely
from this control unit, or, for automated use or for feedback control (as needed for our
enhanced versions of KPFM), we can choose the external signals. Again, we can switch
between the sources, or shut off the entire channel completely.
In order to simplify the setup, the cantilever is connected to ground while the sample
and control electrode are directly excited. After summing two AC signals and a DC signal,
labeled “AC1”, “AC2”, and “DC3”, respectively, the combined signal passes through a pair
of calibrated compensated attenuators. One attenuator drives the control electrode, while
the other drives the sample. The ratio of the two attenuations, adjusted for the ratio of
maximum gains of the two channels, i.e. 200x for the control and 10x for the sample, gives
us the value of k. The control unit provides the flexibility to adjust either the sample
voltage or the control electrode voltage, or both, to find the condition where the forces
balance. Output A driving the control electrode can swing ±150 V out to 400 kHz. At 1
MHz the maximum sine wave amplitude is 80 V. Output B driving the sample can deliver
±10 V to beyond 1 MHz, which is more than enough bandwidth to operate with the
Asylum Research MFP-3D PSD. This feature enables us to use high-speed and ultra-short
AFM probes. More details concerning the EFBM control unit is provided in the Appendix
A.
5.10 Results
We investigated commercially available phosphorus-doped n-type silicon wafers (University
Wafers, < 100 > orientation, ρ = 0.5 Ω-cm, 1000 µm thick) having dopant concentration
ND = 10
14 − 1015 cm−3. The surface was cleaned by buffered-oxide etch and pirahna etch.
All experiments were performed using a commercial SPM system (Asylum Research
MFP-3D, MFP-3D “black” controller) operating in “tip offset bias tune” mode where a DC
bias was swept from -9 V to +9 V and the tip oscillation amplitude was recorded. For all
measurements, capacitive cantilever described above was used.
Based on the formulation described, the expected 1ω versus tip DC bias should follow
Figure 5.9. Figure 5.10 shows the tip oscillation amplitude as function of Vdc3 for increasing
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Figure 5.9: Expected EFBM 1ω tip amplitude versus applied DC bias. (a) When k = 0,
the curve follows typical data (sans the nonlinear depletion region, which is not resolved in
KPFM-like methods). (b) As k → k0, the curve collapses in amplitude significantly and
changes its shape. Contact potential difference compensation translates the curve along the
diagonal axis. (c) At k = k0, the curve is flat along linear accumulation and inversion
regions. The nonlinear depletion region can be easily resolved. (c) The onset of
accumulation and inversion are apparent. (d) The “semiconductor effects” are resolved.
k at separation distance z = 1 µm. As k approaches the desired value, k0, the DC bias has
less of an effect on the tip oscillation. From the figure, we see that the maximum amplitude
of tip oscillation across the span of each graph is significantly higher for k < 4 than for
k > 4, where we approach the value needed for the force balance condition. Figure 5.10,
showing the best balance conditions, displays only a few millivolts of variation in tip
oscillation amplitude across the bias range, while Figure 5.10a, which is equivalent to a
standard KPFM measurement, shows over 350 millivolts. This demonstrates the basic
premise of the EFBM technique: It is possible to vary the DC bias between tip and sample
over a very wide range without changing the net forces on the cantilever. This is the key to
having the ability to drive conditions on the sample electrostatically while maintaining the
ability to measure surface potentials. The EFBM hardware was designed to achieve a
reduction of tip forces to 1% of the unbalanced level, and we observe this level of reduction.
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Figure 5.10: Tip amplitude (mV) vs. DC bias for increasing k at tip-sample separation
distance z = 1 µm: (a) k = 0 (KPFM data), (b) k = 0.968, (c) k = 1.637, (d) k = 4.83, (e)
k = 4.85, (f) k = 4.85 (the DC sweep range is wider). As the formulation suggests, as we
approach the correct value for k, the DC potential affects the tip oscillation less.
The useful range of DC bias is limited by the EFBM electronics, which can drive no
more than about volts of peak AC + DC signal between the tip and sample. When
applying an AC signal of 1 volt amplitude, this results in signal distortion above about 9
volts of DC bias, causing the balance to be lost rather dramatically outside of this range.
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This effect is seen in Figure 5.10f.
No attempt was made to cancel all the forces in these experiments, because doing so
causes a error in the Asylum AFM software that sometimes crashes the system. For this
reason, all of these data values must be acquired away from the complete balance condition.
This data was acquired at a comparatively large tip-sample gap. At this separation
distance, we would not expect to detect any semiconductor behavior, since, as Hudlet et al.
[29, 31] pointed out, this behavior is dependent on the separation distance compared to the
Debye length, and at the doping concentration of the sample, the tip sample separation
distance would have to have been to less than 200 nm. We, therefore, take measurements
at 100 nm.
Figure 5.11: Tip amplitude (mV) vs. DC bias for increasing k at tip-sample separation
distance z = 100 nm: (a) k = 0 (KPFM data), (b) k = 4.82, (c) k = 4.85, (d) k = 6.30.
Figure 5.11 shows the tip oscillation amplitude as a function of Vdc3 for increasing k at
separation distance z = 100 nm. As in Figure 5.10, the curve is v-shaped having a sharp
slope as the bias increases away from the origin. Also, as k approaches the desired value,
the curve flattens out, indicating that there is minimum dependence on the DC bias to the
tip oscillation at frequency ω. Since the tip is closer to the sample, k is increased from the
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previous result. This is consistent with predictions since the separation distances cause the
capacitance gradient to increase (as in the parallel plate capacitor result above). The
expected asymmetry from semiconductor surface depletion did not appear. This frustrating
finding was consistent throughout the experiments. However, all other expectations of the
physics of the system were observed. For example, at this tip-sample spacing, force
gradient effects begin to be observed at large values of electrical bias. These account for
the curvature of all the traces shown in Figure 5.11 at large DC bias magnitudes. When
the electrical bias is large, the derivative of electrical force with respect to tip-sample
spacing becomes significant. In simplest electromechanical terms, the force derivative is
equivalent to a spring attached to the tip, detuning the cantilever resonance to a lower
frequency. This effect is clearly visible in a series of tip tuning curves obtained under
identical conditions, as shown in Figure 5.12. The detuning is approximately proportional
to the square of the applied voltage, adjusted for any contact potential differences.
The result of this detuning is a reduction in signal amplitude as the AC signal, which is
excited from a fixed-frequency source, no longer falls at the center of the cantilever
resonance peak. This effect causes all the data in Figure 5.11 to curve downward at high
DC bias magnitudes. While this effect might seem annoying, it has virtually no impact on
the accuracy of an EFBM technique that seeks a signal null to determine a surface
potential, by analogy to KPFM. The main consequence is a moderate loss of sensitivity.
However, an effort was made to compensate by pre-tuning a frequency offset when setting
up the system. This was not entirely helpful, as shown in Figure 5.13.
Finally, the time dependence of the tip oscillation versus Vdc3 bias was measured,
revealing an increase in the amplitude of the peak after k was tuned, as shown in Figure
5.14. This led to the discovery that there exists thermal drift in the AFM electronics that
the k-ratio is sensitive to at small separation distances. That is, as the AFM sensor drifts
closer to the sample, the k-ratio is upset, causing the curve to shift. The measurement was
taken approximately every 5 s and shows that the amplitude of the peak slowly increases as
time progresses. This result could have some promising consequences, such as it being used
as the feedback loop when constant tip-sample separation distance is required, such as for
nanoindentation by AFM. Preliminary results of this are discussed in Section 5.12.
5.11 Quantitative Depletion of Semiconducting Materials
Even though the EFBM experiments did not resolve semiconductor effects, i.e. nonlinear
depletion regime, the system operated as expected. This result could mean that the sample
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Figure 5.12: Cantilever tunes taken at increasing Vdc3 bias: (a) Vdc3 = 0 V, (b) Vdc3 = 1 V,
(c) Vdc3 = 2 V, (d) Vdc3 = 3 V, (e) Vdc3 = 7 V, and (f) Vdc3 = 8 V. The cantilever becomes
detuned as Vdc3 increases, causing the tip oscillation to decrease.
Figure 5.13: Tip amplitude (mV) vs. DC bias while operating the cantilever off-resonance
by (a) +20 Hz and (b) -20 Hz; z = 100 nm, k = 0.
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requires more careful preparation; for instance, adsorption of water on the surface of the
sample would lead to metallic-like data due to the high dielectric constant of water.
Therefore, future experiments should take care to prevent water adsorption, perhaps by
treating the surface so that it becomes hydrophobic. For silicon, this can be accomplished
by HMDS treatment. In case an ideal sample is used, controlled depletion should be
accomplished by the following steps:
Figure 5.14: Tip amplitude (mV) vs. DC bias at initial k = 6.83: Measurement taken at
time (a) t = 0 (just after the separation distance is set), (b) t = 10 s, (c) t = 20 s, (d)
t = 25 s, (e) t = 25 s, and (f) readjusting the tip-sample separation to its original value,
which causes the curve to revert to the (a) z = 100 nm.
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5.11.1 Using EFBM to Measure Surface Potential While Applying
Arbitrary Bias
Figure 5.15: Calibrating the EFBM system by finding the k = k0 that balances the forces
on the cantilever.
1. Calibrating the system in order to find the desired k-value: Figure 5.15a shows the
calibration step. The tip is excited at half the fundamental cantilever resonant
frequency, ω1
2
and the electrode voltage ratio, k, is adjusted to suppress motion at ω1.
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Because the second harmonic force F2ω, is independent of the DC voltages, contact
potentials and trapped charge are ignored for this step. If the sample is a
semiconductor, the DC bias v21 must be held in accumulation. This way, the surface
potential does not change with tip-sample potential. Once the second harmonic is
balanced, i.e., the tip oscillation ceases, as in Figure 5.15b, we know the voltage ratio
that can cancel all electrical forces, once the DC balance condition is met. If the
tip-sample and cantilever-sample distances do not change significantly (the AFM
topography control loop should ensure this condition), this adjustment should hold
for the entire raster.
2. Measuring the surface potential: In order to measure the surface potential, the
cantilever is excited directly at resonant frequency ω1, as shown in Figure 5.16. In the
Figure 5.16: Measuring the surface potential of the sample by monitoring the oscillation of
the cantilever.
presence of both the sample and control electrode, the DC condition must be
corrected for the contact potential differences due to both the sample and the control
electrode. That is, we must measure the contact potential differences in order to find
the corrected DC applied biases required to reach force balance. This requires several
simple steps that can be automated:
(a) Temporarily remove AC bias between the tip and control electrode, vAC32 , leaving
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an electrostatic force on the tip at frequency ω given by
F tipω
∣∣
vAC32 =0
=
∂C12
∂z
V AC2
[
V CPD21 − vDC21
]
(b) Perform KPFM, i.e. tune vDC21 until motion at ω is suppressed, when
vDC21 = V
CPD
21 .
(c) Restore AC bias vAC32 and remove V
AC
2 . Now the tip oscillates at ω with
electrostatic force given by
F tipω
∣∣
V AC2 =0
=
∂C32
∂z
vAC32
[
V CPD32 − vDC32
]
(d) Again, perform KPFM. Tune vDC32 until motion at ω ceases, when v
DC
32 = V
CPD
32 .
(e) Now that V CPD32 and V
CPD
21 have been found, v
DC
32 can be set to
vDC32 = V
CPD
32 − k
(
V CPD21 − vDC21
)
. vDC21 can now be chosen arbitrarily and all the
forces will remain in balance as long as this equation holds.
3. If the sample under test is a semiconductor, the set vDC21 and corresponding v
DC
32 must
be swept until oscillation at ω reached a minimum. This can be done by simply
applying an offset voltage V10 (DC3 on the EFBM control unit). A feedback loop can
automatically the offset voltage until the surface potential is canceled and oscillation
at ω1 ceases, as in Figure 5.16. V10 is the voltage necessary to restore force balance.
This is similar to KPFM; however, in this technique, the surface potential is
measured while applying arbitrary tip-sample bias.
Achieving Controlled Depletion In order to achieve quantitative depletion, an
additional DC voltage is applied to the sample by the cantilever. This is analogous to
introducing some additional surface potential to the semiconductor. This new surface
potential disrupts the balance of forces due to the depletion of mobile carriers and an offset
voltage equal to the initial surface potential plus some change must be applied in order to
balance the forces. The offset voltage that is applied in order to re-establish force balance
relates to KPFM (with some additional tricks) and is the voltage that is mapped to image
the measured depletion.
As far as the forces go, applying a voltage on the tip will cause a surface potential like
adding some ∆V to the potential that already exists on the surface due to, for instance,
trapped charge. The change in the electrostatic force on the tip due to this “gate” voltage
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can be expressed by:
F tipω =
(
∂C21
∂z
V AC21
[
V CPD21 −∆V − vDC21
]
+
∂C32
∂z
vAC32
[
V CPD32 − vDC32
])
(5.32)
Measurement is performed in the following loop:
1. Adjustments for the gain ratio, k, are made, either once for the whole image, or
pointwise.
2. The contact potential difference for the tip is calibrated against a gold reference, then
the CPD for the control electrode is adjusted as described above.
3. Surface potentials are measured for each point of the image.
4. A surface voltage increment is chosen that will open the depletion zone of desired size.
5. Referring to Figure 5.17, at each pixel, V10 is adjusted to cancel not only the original
surface voltage, but also the desired voltage increment selected in step 4. Under these
conditions, the loop will be out of balance, because there is not enough (or too much)
tip-sample bias to establish the surface potential we called for with the V10 we
programmed.
6. Then we allow a feedback loop to adjust V10 and kV10, as shown in Figure 5.17. If the
sample were a perfect conductor, these adjustments would have no effect on the force
balance at the fundamental frequency. But on a semiconductor, the change in
tip-sample DC bias will cause a small change in surface potential. If we programmed
V10 correctly, we should be able to reach a new force balance with a suitable change
in tip-sample bias, and that should open the desired depletion “window” for sensing
buried conductor potentials. Calibration is done at every point in the raster.
5.12 Surface Electrostatic Imaging and Force Contour Mapping
By accident, it was observed that, at distances as long as microns away, while in open-loop,
“dwell” mode, force balance would yield in time, as shown in Figure 5.14. At short
separation distances (hundreds of nanometers), force balance would abandon in a matter of
a few seconds. This serendipitous hap led to the discovery that EFBM is highly sensitive to
tip-surface separation distance, especially at short distances, which prompted further
investigation. By programming the feedback loop to raise or lower the height of the
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Figure 5.17: In performing controlled depletion, the cantilever is excited directly at the
resonant frequency. The surface potentials are measured for each x-y position of the image
and V10 is adjusted to cancel both the original surface voltage plus some desired voltage
increment.
cantilever so that force-balance is satisfied at every x-y position, as described in the block
diagram in Figure 5.18, a new type of force microscopy was revealed by which surface
potential imaging and topography imaging was performed. A voltage is applied so that the
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Figure 5.18: Block diagram of equiforce imaging by EFBM. A voltage is applied so that the
probe-electrode gap is an adjustable multiple of the probe-sample voltage. For any voltage
ratio, there is a unique tip-sample height at which the net electrostatic force on the probe
is zero. When operated in a deflection-minimizing mode, the AFM controller will adjust
the tip height to trace the equiforce surface over which balance is achieved.
probe-electrode gap is an adjustable multiple of the probe-sample voltage. For any voltage
ratio, there is a unique tip-sample height at which the net electrostatic force on the probe
is zero. When operated in a deflection-minimizing mode, the AFM controller will adjust
the tip height to trace the equiforce surface over which balance is achieved. This novel tool
can operate in two different modes or simultaneously to measure the electrostatic features
of conducting, semiconducting, and insulating thin films. These results are similar to
Scanning Maxwell Stress Microscopy (SMSM), but with significant differences [33].
Figures 5.19 and 5.20 show preliminary data where this electrostatic surface imaging was
demonstrated. The topography is imaged by EFBM of an Asylum Research calibration
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Figure 5.19: Topography imaging by EFBM of an Asylum Research calibration standard
(900.220): the cantilever is electrically excited at frequency ω/2 and while the height is
adjusted to null oscillation ω, the tip amplitude is independent of the surface potential.
This crude image is a measure of the combined information on dielectric constant and
topography.
Figure 5.20: Surface potential imaging by EFBM of 10-µm wide gold interdigitated fingers
(gold regions) evaporated on a glass slide (violet region): the tip is electrically stimulated
at resonant frequency ω while the height is adjusted in order to null tip oscillation. In
Figure a, the microwires have the same potential. However, Figure b shows the wires
having a potential difference of 2.5 V. The darker wire in the middle is at a lower potential
and the two outer wires are at the same high potential.
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standard (900.220). The sample is a 10 mm x 10 mm Si die having 0.5 mm thickness and
contains a microfabricated pitch and step height grating of a field of 10 µm +/- 0.04 µm
square pits having depth of 200 nm. The silicon die has been mounted on a 3” x 1” glass
slide. The image was taken by applying an AC bias at half the resonant frequency and
adjusting the height of the cantilever to null the tip oscillation at resonant frequency ω. In
doing so, the data is independent of surface potential, i.e. contact potential difference
variations. The image was captured from 1.76 µm above that sample, exploiting long-range
electrostatic forces. A cantilever having fundamental resonance at 6 kHz was employed, as
shown in Figure 5.6b. The scan speed was 1 Hz, much faster than the bandwidth of the
tip, thus the crude image. Nonetheless, the pits in the calibration standard can be made
easily identified. Further experiments employed a faster tip, which both resulted in better
imaged and faster scan rates. Surface potential can be imaged by simply exciting the tip at
frequency ω while adjusting the height to maintain force balance. Figure 5.20 shows
surface potential maps by EFBM in 10-µm wide gold interdigitated fingers evaporated on a
glass slide (violet region). The wires are at the same potential in Figure 5.20a and are
biased at a potential difference of 2.5 V in Figure 5.20b. A potential difference can clearly
be identified by the contrast, where the middle wire is darker the two on either side of it.
Simultaneous topography imaging and surface potential can be performed by employing
higher resonance modes of the cantilever or by detecting one or both of the signals away
from cantilever resonance, as is common for Maxwell stress microscopy.
5.13 Summary
A novel microscopy tool was developed with the intent to perform controlled depletion of
semiconductors. Previous work theorized that the nonlinear semiconductor effects could be
resolved using KPFM-like methods; however, calculations of these effects were never
experimentally observed. Although not demonstrated in our experiments, EFBM was
developed to address this limitation. The AFM probe was redesigned to quantitatively
measure the surface potential for any applied bias. With this modified cantilever assembly,
the tip is biased arbitrarily while applying a corrective DC-bias to the
triple-plate-capacitor system, which balances the forces on the tip, hence measuring the
corresponding surface potential. We find that, if this technique can successfully measure
the induced variation in the surface potential, it could be especially useful for imaging
semiconducting materials, where the surface charge and surface potentials have a nonlinear
relationship. This could lead to a new way of characterizing emerging devices.
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Furthermore, the finding that the EFBM is highly sensitive to tip-sample separation
distance makes it a strong candidate for long-range topography imaging. This could lead to
advances in large-area AFM imaging, increased tip height control while in open-loop,
noncontact mode, and novel materials characterization and analysis methods. A drawback
for this technique is that it requires conducting samples. However, the dielectric properties
of insulating thin films can also be investigated by this method.
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CHAPTER 6
HETERODYNE-ELECTROSTATIC FORCE
BALANCE MICROSCOPY: IMAGING
CONDUCTORS BURIED IN INSULATORS BELOW
DOPED SEMICONDUCTORS
6.1 Introduction
Techniques in EFM can be used to image conductors buried in insulators. However, what if
the biased conductor is buried in insulating material below a doped semiconductor? In this
case, the mobile carriers in the semiconductor make imaging the conductor in the
low-frequency regime impossible since these carriers effectively shield the conductor up to
microwave frequencies. To electrostatically image the conductor, there must be a way to
“move” the mobile carriers out of the “view” of the tip so that it can sense potentials from
the biased conductor. Scanning Heterodyne-EFBM (H-EFBM) is a proposed method for
achieving this result. This technique uses EFBM (assuming that the technique can resolve
“semiconductor effects”) to locally deplete the semiconducting layer to create a “virtual
aperture” (detailed in Chapter 5) while simultaneously sensing the electrostatic force
exerted on the tip by the electric potential of the conductors buried in the oxide.
6.1.1 Detailed Analysis of the Problem
Figure 6.1 illustrates the structure of an example device. A copper wire (usually an array
of wires) having cross-sectional dimensions 50 nm x 50 nm is buried in oxide 50 nm below a
sheet of doped semiconductor. In the case of a nanowire array where some wires have an
alternating voltage applied and others are grounded, the goal would be to image the biased
wires only. In the absence of the doped semiconductor layer, imaging the biased wires
could be done by EFM. However, the mobile carriers in the semiconducting sheet (very
effectively) terminate the fields emanating from the biased nanowires so that a probe
hovering above the semiconducting sheet cannot capacitively couple with the buried
conductor.
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Figure 6.1: (a) Isotropic and (b) cross-sectional view of scanning heterodyne-EFBM
imaging of a biased conductor buried in oxides below a doped semiconductor thin film.
6.2 Heterodyne-EFBM
H-EFBM is proposed to sense the electrostatic force exerted on the conducting tip by the
buried conductor through a depleted semiconductor. After the semiconductor has been
depleted, the fields emanating from the nanowire can penetrate through the semiconductor
and the tip can capacitively couple with the biased nanowire. Controlled depletion is
necessary in order to control the size of the window opened and optimize the resolution.
For instance, a large window will allow more capacitive coupling between the tip and
buried conductors, so signals will be larger, however, resolution will suffer. On the other
hand, small windows will result in higher resolution but the capacitive coupling between
the tip and nanowire will be small, leading to small signals. Figure 6.2 shows the operating
principles of H-EFBM. The voltages applied to the tip are:
Vtip = ∆Vdc + Vac−ω1 sinω1t︸ ︷︷ ︸
used for EFBM
+Vac−ω2 sin(ω2 + ωx)︸ ︷︷ ︸
used for H-EFBM
(6.1)
where ∆Vdc = Vdc −∆ϕ has been described in previous chapters, ω1 is the fundamental
cantilever resonance frequency used with 2ω for quantitative depletion of the
semiconducting sheet by EFBM, and the first overtone, ω2 = 6.267ω1 (as described in
Section 2.2.3), is used for H-EFBM. The third overtone, ω3 = 17.55ω1, can be used for
topographical imaging. The sample potential in the region below the tip is given by
Vsample = Vdep + Vac−fromwire(fw) sinωxt (6.2)
where Vdep is the potential due to the depletion of the sample by the tip and Vac−fw sinωt is
the potential due to the AC-biased nanowire carrying a potential with frequency ωx
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unrelated to any of the resonant frequencies or their harmonics. Finally, the buried
nanowire carries a potential given by:
Vwire(t) = Vwire sinωxt (6.3)
The force exerted on the tip due to the nanowire can then be given by the following:
Ftip−sample = −1
2
∂C
∂z
(Vtip − Vsample)2
= −1
2
∂C
∂z
(∆VdcVdep + · · ·+ Vac−ω2Vac−fw [sin (ω2 + ωx) t] sinωxt)
= −1
2
∂C
∂z
(
∆VdcVdep + · · ·+ 1
2
Vac−ω2Vac−fw [cos (ω2 + ωx − ωx) t− cos (ω2 + ωx + ωx)]
)
= −1
2
∂C
∂z
(∆VdcVdep + · · ·+ Vac−ω2Vac−fw [cos (ω2t)− cos (ω2 + 2ωx) t])
=
∂C
∂z
∆VdcVdep + · · ·+ Vac−ω2Vac−fw cos (ω2 + 2ωx) t+ Vac−ω2Vac−fw cosω2t︸ ︷︷ ︸
detected by lock-in

(6.4)
The last term in Eq. (6.4) is used to sense the conductor below the depleted
semiconductor and has a peak amplitude when the tip hovers over the nanowire in Figure
6.3. A lock-in amplifier locks frequency ω2 and the output amplitude is monitored as the
tip rasters above the sample.
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Figure 6.2: H-EFBM applies a second AC bias at frequency ω2 + ωx (some frequency that
is out of resonance with the cantilever) to cantilever and an AC bias to the nanowires
under investigation. EFBM locally depletes the semiconducting film below the tip, creating
an insulating depletion region through which fields can penetrate the semiconducting layer.
A lock-in amplifier records the amplitude of the tip oscillation at frequency ω2.
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Figure 6.3: H-EFBM imaging on metal nanowires below doped silicon: when the tip passes
over a nanowire carrying an AC bias at frequency ω2, this tip amplitude increases, thus
imaging the biases nanowires through dopes silicon.
6.3 Approximating Tip Voltages
In order to approximate the potentials that need to be applied to the tip in order to
deplete through the semiconductor, the tip-air-semiconductor-oxide-nanowire structure was
modeled as a double-gate metal-insulator-semiconductor (MIS) capacitor, as shown in
Figure 6.4. Commercial finite element analysis package COMSOL Multiphysics was used to
simulate the carrier dynamics and electrostatics of the system. The solver discretizes the
geometry and simultaneously solves the drift-diffusion equation and Poisson’s equation.
The structure was modeled as a two-dimensional structure having length 1 µm. From
top-to-bottom, the structure has the following geometry: a 50 nm wide bar of aluminum
(having negligible thickness) was modeled above a 50 nm thick p-type silicon sheet doped
with 1016/cm3 atoms. The silicon sheet is separated from the metal gate by 10 nm of air.
Below the silicon sheet is a 50 nm x 50 nm bar of copper separated by 50 nm of oxide. The
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silicon sheet is grounded by an ohmic contact off to the end of the sheet (microns away).
The silicon-oxide-metal geometry was specified by a semiconductor manufacturer fault
isolation and failure analysis group.
Figure 6.4: The double-gate MIS capacitor was modeled to simulate the carrier dynamics
of the silicon thin film due to the biased AFM tip 10 nm above it and a biased nanowire 50
nm below it.
The top gate has a voltage sweep applied to it from -0.5 to 0.8 V at increments of 0.5 V
and the bottom gate has two voltages applied, 0 V or 0.6 V. The carrier concentrations and
electric potentials in the silicon slab were simulated for each voltage.
6.4 Results
Figure 6.5 shows the scaled equilibrium band diagram of the structure. Without applying
any fields to either metal, band bending occurs in the silicon at both boundaries on either
side. In order to approximate the voltage required to deplete the silicon of mobile carriers,
the voltage on the Al gate must be tuned until the Fermi level (black dashed line) in the
silicon aligns with the intrinsic level (green line).
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Figure 6.5: The equilibrium band diagram of the double-gate MIS capacitor shows band
bending in silicon due to a copper film below the sheet and an aluminum film above it,
both separated by dielectric. The metal gates are unbiased.
Figure 6.6 shows the hole concentration in the silicon along the normal direction
centered at the metal gates. Each curve represents a different voltage applied to the top
gate (which acts as the cantilever tip). The left side of the graph represents the air-silicon
boundary and the right side represents the silicon-oxide boundary, which is shown
graphically below the Figure 6.6a. Figure 6.6a shows the hole concentrations for a
grounded bottom gate (metal nanowire) and Figure 6.6b shows the concentrations for the
bottom gate having 0.6 V applied. It is found that optimal depletion is achieved when the
top gate is held at a voltage 0.35 V while the bottom gate is biased (the third red curve
from the top of Figure 6.6b). In this case, the silicon sheet between the top and bottom
gates have hole concentrations close to intrinsic levels between 109 − 1010/cm3. Figure 6.7
shows the lateral electric potential and electron concentration at the silicon-air interface
when the top gate is biased by 0.35 V. The blue and green curves correspond to a grounded
and biased nanowire, respectively. The figure shows that the DC potential on the bottom
gate influences the electric potential and carrier concentration at the top of the silicon
sheet below the gate. This validates that the potentials in the silicon change based on the
nanowire bias and these potentials exert a force on the tip that can be sensed.
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Figure 6.6: The hole concentration in through the silicon directly between the gates as the
aluminum gate is biased and the copper gate (a) held at ground and (b) biased at 0.6 V.
Figure 6.7: (a) Electric potential and (b) electron concentration in silicon layer below
probe having applied DC voltage v10 = 0.35 V. The blue curve corresponds to a bottom
gate held at ground and the green curve corresponds to a biased bottom gate at 0.6 V.
Figure 6.8 shows the lateral electron concentration for the entire silicon boundary
interface having length 1 µm. The peak in electron concentration represents the silicon-air
interface just below the aluminum gate. Figure 6.8a gives some insight about the depletion
of the mobile carriers radially outside of the tip. The depletion drops off sharply at the
silicon-air surface outside the tip.
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Figure 6.8: Lateral electron concentration of silicon just below the tip. (a) the electron
concentration along the silicon-air interface (dimensions in nm) and (b) lateral electric
potential along the silicon-air interface. The top gate (representing the EFBM tip) has a
bias of 0.35 V and the bottom gate is either grounded (blue curve) or is biased at 0.6 V
(green).
6.5 Summary
Heterodyne-EFBM is proposed to image biased conductors buried in oxide below doped
semiconductors. In order to image these conductors, a controlled-depletion region must be
formed in the silicon sheet to allow the potentials from the conductor to be sensed by the
tip. The double-gate MIS capacitor structure was simulated to model the carrier dynamics
in a silicon sheet having a top gate separated by air and bottom gate separated by thin
oxide. Results from the simulation show that, indeed, a depletion region can be formed and
capacitive coupling occurs between the top gate and bottom gate when they are biased
correctly, though with less-than-desired resolution. Further work should demonstrate the
advantages of coaxial probes and show the amount of coupling for a translating top gate.
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CHAPTER 7
CONCLUSIONS
For this dissertation, we successfully implemented a new scanning force microscopy
technique on the Asylum Research MFP-3D atomic force microscope. We developed the
theory and mathematical formulation of the system by deriving the electrostatic forces and
energies of a three-conductor-system with known applied potentials and assuming that the
middle conductor is free to oscillate in the z-axis. We found that there exists a
force-balance condition in which all forces, both DC and AC, on the middle conductor
balance each other precisely, causing all oscillatory motion of the middle electrode to cease.
We first considered a triple-plate-capacitor and found that the condition for achieving
force-balance lays in the voltage ratios between the conductors, which directly corresponds
to the height ratio of the conductors through their respective capacitance gradients. We
found that this could be generalized to any system of three conductors and that a unique
force-balance voltage ratio corresponds to each tip-sample height. We exploited this
force-balance condition to develop the electrostatic force balance microscopy tool on the
AFM apparatus.
Developing this technique required that the AFM probe be redesigned, an amplifier built
to provide required AC bias, and the AFM software be modified. A control electrode was
applied to a commercially available AFM probe consisting of sharpened platinum wire
bonded to a ceramic chip. A capacitive cantilever was formed by installing a small
electrode behind the ceramic chip. With the AFM probe now between the control electrode
and the sample, a three-conductor-capacitor system was realized. Since the ceramic chip is
at least an order of magnitude thicker than the cantilever-tip separation distance, very
large amplification was predicted to be necessary; the amplifier was designed to operated at
high frequencies of up to 300 MHz, high voltages of ±150 V, less than a half a degree phase
shift, and with low noise. These strict requirements needed to be satisfied in order to
ensure that AC signals could be canceled. The AFM software was “hacked” to maintain
feedback round the force-balancing condition.
The problem statement leading to this dissertation, as proposed by an FA/FI laboratory
at a major semiconductor microprocessor manufacturer, was to image thin conducting
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nanowires buried in oxide below doped silicon, distinguishing biased wires from grounded
ones. Achieving this electrostatically seemed like a daunting task; however, we predicted
that it could be done by a two-step process: (1) by controllably depleting the thin
semiconductor film, creating an insulating window below it, and (2) capacitively coupling
to the nanowires. At first glance, the intervening semiconductor layer made the ultimate
goal seem quite difficult. However, in modeling the tip-air-silicon-oxide-metal system as a
double-gate capacitor in COMSOL Multiphysics environment, the doped silicon film
actually turned out to be a blessing in disguise since, if controllable depletion was achieved,
it would help to control the imaging resolution, i.e. by controlling the depletion precisely, a
small “virtual” aperture could be opened for maximum resolution. However, the tradeoff
would be signal magnitude. Nonetheless, we learned that quantitative depletion would
require simultaneous stimulation and measurement of the silicon film surface potential.
Hudlet et al.’s [31, 29] theoretical work examined a closely related problem. He
calculated that force-based electrical microscopy could resolve “semiconductor effects”,
namely that inversion, depletion, and accumulation regimes could be resolved by simply
forming an MOS capacitor system between the AFM tip and semiconducting surface
(separated by some insulator, which he assumed to be air). Assuming some AC bias at
frequency ω was applied to the tip in addition the DC bias, he calculated the first
harmonic tip amplitude versus DC bias, which revealed that, for doping concentrations
between 1020 − 1024 cm−3, and short separation distance per Debye length (z/LD), this
curve followed the same shape as the surface charge versus gate bias curve for MOS
capacitors. A search through the literature revealed that his calculations were never
experimentally observed, although it also revealed that no one seems to have intended to
reproduce his findings experimentally. Achieving this enhanced sensitivity, i.e. resolving
the semiconductor effects would naturally enable controlled depletion. It immediately
became clear that a novel imaging technique which exploited the enhanced sensitivity and
leveraged Kelvin Probe Force Microscopy (KPFM) and Electrostatic Force Microscopy
(EFM) would reveal electrical information about semiconducting materials that has not
been possible by scanning force microscopy. We discovered that a more meaningful way to
study semiconducting materials and devices would be to apply a tip DC bias which is some
constant offset from the contact potential difference while recording the vibration
amplitude at the excitation frequency. This would reveal the surface potential in a way
that neither KPFM nor EFM currently investigate as they are typically used.
Though force-balance conditions were demonstrated, we were unsuccessful at resolving
the semiconductor effects which Hudlet et al. [29, 31] laid out in his calculations. Like
previous work, the vibration amplitude versus tip bias sweeps, though noisy, appear to be
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linear, though large DC bias resulted in an asymmetric shift in tip resonance. We believe
that inadequate sample preparation and humidity in the AFM chamber are the cause of
these disappointing results. Mobile charge and double-layer effects in an electrolyte layer
could be shielding the semiconductor’s charge from the AFM tip.
Without experimentally demonstrating quantitative depletion, the second step to
imaging buried wires became moot. Despite this, we proposed a heterodyne-EFBM method
for mapping biased nanowires. Without the silicon thin film shielding the electrostatic
fields emanating from the wires, EFM is ideal for this (and, in fact, heterodyne-EFBM is a
more general form of EFM in this case); however, resolution is the limiting factor since
fields emanating from adjacent nanowires are not isolated. We modeled the two-conductor
AFM tip-nanowire system in COMSOL Multiphysics environment and showed that coaxial
AFM tips could significantly improve resolution, depending on the tip-sample separation
distance with respect to the thickness of dielectric separating the AFM tip from the shield.
We showed that resolution and signal are a tradeoff when considering coaxial probes. For
example, large signal could be captured using probes with thick dielectric layers; however,
resolution would naturally suffer. Also, the simulations revealed that the optimal dielectric
thickness depends on the tip-sample distance; therefore, for imaging buried conductors,
high resolution cannot be guaranteed. Finally, fabricating these probes can be exceedingly
tedious and expensive, making them impractical for large-scale manufacturing.
Assuming that controlled depletion could be achieved, we modeled and simulated the
AFM probe-air-silicon-oxide-nanowire system as a double-gate MIS capacitor in COMSOL
Multiphysics environment. Of course, this two-dimensional model was, at best, a first-order
approximation of the real system since it assumed a parallel-plate structure. The
simulation results revealed that, at the silicon surface below the top gate, which we
modeled as the AFM probe, a surface potential difference of 0.5 V exists when the
nanowire below the silicon film is biased to 0.6 V versus ground and the top gate is biased
at 0.35 V. From these results, we concluded that precise control of the size of the virtual
aperture through quantitative depletion of the silicon film was not only easier to implement
and much less expensive, but it could also produce higher-resolution imaging.
Finally, an initially puzzling occurrence, that the force-balance conditions drifted while
the AFM instrument was idling without active tip height control, led to my developing a
method for imaging the electrical properties of conductors, semiconductors, and thin
dielectric films by exploiting the fact that EFBM is inherently sensitive to tip-sample
separation distances. We demonstrated preliminary long-range imaging of the surface
topography and surface potential by tracing the equiforce contour along the sample
surface. We later learned that this method is very similar to scanning Maxwell stress
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microscopy method; however, it goes a step farther, with a dual nulling technique that is
currently under development. This tool could lead to advances in high-speed AFM imaging
over large areas.
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APPENDIX A
EFBM CONTROL UNIT DETAILS
This appendix contains notes provided by Mr. Ernie Sammann detailing the
EFBM control unit. The AFM system used in this study provides all the electrical
signals required for electrostatic techniques like EFM and KPFM, but it does not provide
excitation for an extra electrode. To perform EFBM, additional circuitry is needed. EFBM
is based on the cancellation of nearly identical forces arising from carefully scaled electrical
signals, so controlling the levels of the AC and DC signals at the sample and the control
electrode is a primary concern. Their relative scaling is of the utmost importance.
Depending on the geometry of the system, the AC amplitudes required at the control
electrode may be quite large (±150 V was chosen as a design target). Yet no more than 10
volts might be suitable for the sample. Two quite different amplifiers are required. But
cancellation requires precise matching of phase and amplitude at the outputs of the two
amplifiers, so the two must have closely matched response over the full range of frequencies
applied, including DC. That frequency range might extend to hundreds of kilohertz to
excite commonly available probe cantilevers at resonance. Although the capacitance of the
electrodes that must be energized for EFBM is very small, the capacitance of the cables
that transport the signals from the EFBM electronics to the AFM hardware could exceed
100 pF, with additional capacitance needed within the amplifier to maintain stability when
the cables are disconnected. The current required to drive this capacitance ultimately
determines the maximum voltage swing delivered by the amplifier at high frequency. The
control electrode amplifier design goals were: output swing of ±150 V from DC to 400 kHz
with less than 1% total harmonic distortion while driving 100 pF load, output current
limiting below 100 mA for short-circuit protection, and phase match to the sample amplifier
output within 0.6 degrees. The phase and distortion specifications were chosen with the
goal of less than 2% residual signal at null, including harmonic distortion and quadrature
signals (the sine of 0.6 degrees is approximately 0.01, so the specified phase match limits
quadrature signal amplitude to 1% of the in-phase signal). No amplifier meeting these
specifications and having well-controlled frequency response was available for purchase at
the beginning of this project, so custom hardware was designed and built. This hardware
also included multiple inputs for various AC & DC signal sources, precision internal DC
sources, amplifiers and attenuators with carefully matched gain and phase response for
control of signal levels, various measures for noise mitigation, and safety interlocks to
reduce the risk of shock from the high voltages generated for the control electrode.
Figure A.1 provides a simplified block diagram of the completed system.
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