Abstract. The parabolic or forward scattering approximation has been used extensively in the study of wave propagation. This approximation is combined with a gaussian white noise approximation for waves propagating in a random medium. The validity of this approximation is proved for strati ed weakly uctuating random media in the high frequencies regime. The limiting distribution of the wave eld is characterized as the unique solution of a random Schr odinger equation studied by Dawson and Papanicolaou 4]. The proofs are based on various generalizations of the perturbed test function method developped by Kushner 9].
1. Introduction. We consider the reduced wave equation for the scalar eld (r); r 2 IR 3 : r 2 + k 2 n 2 (r) = 0
where k denotes the free space wave number and n(r) a random index of refraction given by: n 2 (r) = 1 + ( r 1 ; r 2 ; r 3 ) for 0 r 3 L n 2 (r) = 1
The random eld is assumed to be real bounded and centered with mixing properties in the r 3 -direction; is a positive parameter measuring the size of the uctuations such that j j is bounded by a constant less than 1; is a positive scale ratio between the r 3 -direction and the (r 1 ; r 2 ) orthogonal directions and L is a length scale corresponding to a distance of propagation in the r 3 -direction. Equation (1.1) is to be solved on the half-space fr 3 0g with the following boundary conditions:
(r 1 ; r 2 ; 0) = 0 ( r 1 ; r 2 ) radiation condition on r 3 > L (1.3) where 0 is a smooth function which has a bounded Fourier transform^ 0 with compact support included in a ball centered at 0 with radius R; our radiation condition corresponds to the absence of left going wave on r 3 > L (this condition will be made precise later on).
In this introduction, we shall exhibit various regimes for which the elliptic problem (1.1) with boundary conditions (1.3) is expected to converge to a stochastic parabolic problem with an initial condition at r 3 = 0. We are not concerned by the wellposedness of problem (1.1),(1.3): this will be guaranteed in the strati ed model described in the next section.
We are interested in the solution of (1.1) which propagates mainly in the r 3 -direction. In order to center our problem, we de ne the eld u(r) by:
(r) = e ikr3 u(r) (1. with the boundary conditions: u(0; x) = 0 (x 1 ; x 2 ) also denoted u 0 (x) and a radiation condition on t > 2 L. Let us assume that L is of order ?2 such that L = T= 2 . Equation (1.7) is to be solved on 0; T].
We are interested in the parabolic and white noise approximation of this equation: the parabolic or forward scattering approximation consists in neglecting the backscattered waves, namely the second derivative with respect to t, keeping of order 1 the second derivative in the orthogonal direction x. This approximation is commonly made in the litterature (Ishimaru 7] ,Sobszyk 14],Dawson-Papanicolaou 4],Nair-White 12]). The second approximation is the white noise approximation: it consists in approximating k 2 2 ( t 2 ; x) by a white noise in the t-variable.
The parabolic approximation is of great interest because solving directly (1.5) requires a large amount of computations. It has been justi ed when the angle of propagation is small, far from the source and for small variations in the range of the sound speed (see for example Bamberger and al 2] or ). On the other hand, the white noise approximation enables us to use stochastic calculus on the limiting eld in order, for instance in our linear case, to close the equations for the moments of the solution. The aim of this paper is to show that it can be made simultaneously for regimes corresponding to high frequencies. We now reformulate our problem (1.7) in the regimes described above. (1.8)
The condition 1 p 4 will ensure that and are small or at most of order 1.
It will turn out that these approximations will be valid only in the high frequencies regimes which correspond to p > 2. So we assume: 2 < p 4
(1.9)
With p satisfying (1.9), our problem is now only dependent and it can be rewritten as:
i @u @t + p @ 2 u @t 2 + u + 1 ( t 2 ; x)u = 0 (1.10)
with the boundary conditions: u (0; x) = u 0 (x) radiation condition on t > T (1.11) Remark 1.1. In the applications, and will be given; we are interested in the cases where is small and at most of order 1 so that by (1.8) our parameter is of order ( 2 ) 1=3 , k is of order ( ) 2=3 . For instance, the case = 1, small (p = 4) corresponds to the model used in 12], 13].
Denoting by W(t; x) the in nite dimensional brownian motion obtained as the limit in law of the process W (t; x) = 1 R t 0 ( s 2 ; x)ds and assuming to be stationary in the x-direction, u (x; t) should converge to a solution of the following This random Schr odinger equation has been studied by Dawson-Papanicolaou: they proved the uniqueness of the solution. One can observe that such a limiting result requires to take a limit in an elliptic problem (1.10) with boundary conditions (1.11) and to obtain a parabolic problem with an initial condition; in particular the radiation condition in (1.10) disappears in the limit. In order to explain how we shall derive such a result let us introduce the following parabolic problem:
with the initial condition:
(1.14)
We rst prove that v (t; x) converges in law, as goes to zero, to the solution u(t; x) of (1.12). This is done on the space of IL 2 -valued continuous processes. We then expand u (t; x) as an in nite series involving u 0 (x), @u @t (0; x) and their derivatives.
This gives a strong solution of equation (1.10) and requires strong uniform estimates on @u @t (0; x) and its derivatives. We then show that u (t; x) has the same limit as v (t; x). In order to derive rigorously the strong uniform estimates needed, we shall restrict ourself to a particular model, namely a strati ed random medium, that we describe in the next section. To end this introduction we show the relation between @u @t (0; x) denoted by u 1 (x) and @ @r3 (r 1 ; r 2 ; 0) denoted by 1 ( r 1 ; r 2 ) in the -scale: we already have that u 0 (x) = u 0 (x) = 0 (x) and by using (1.4) we get that u 1 (x) = 1 2 ( 1 (x) ? ik 0 (x)); note that 1 (x) depends on 0 (x) itself and the entire equation through the radiation condition at in nity. It will be easier to work out estimates on the eld and deduce the corresponding estimates on u 1 (x) thanks to the previous relation. This is the content of the next section. In the third section we give the mixing condition assumed on the noise and we state our results. The last section will be devoted to the proofs.
2. The strati ed model. Let f n ; n 1g be a sequence of random variables de ned on the same probability space ( ; A ; IP ). We assume that these random variables are uniformly bounded and centered. We do not assume the independence of these random variables but a mixing property will be needed in the next section.
For a given integer N we de ne the following pure jump process:
This will be our noise in (1. The continuity condition of the solution and its derivative at the interfaces reads:
The solution is zero for frequencies j!j 2 greater than R 2 since we have supposed that 0 has a support included in the ball centered at zero with radius R. k being of order 2?p which goes to in nity under the hypothesis (1.9), we may always suppose that the coe cients k 2 n = k 2 (1 + n ) are greater than 2 j!j 2 for frequencies in the support of^ 0 . With this remark we can decompose, on each interval (n ? 1; n), the solution^ n into right and left going waves: n (r 3 ; !) = a n (!)e i p k M n = f n g n g n f n the set of these matrices being a multiplicative group, N can also be written as: Using the uniform boundedness of the ( n ) one can deduce the existence of a constant To conclude this section we may observe that the estimate (2.9) is a purely deterministic result due to the smallness of the strati ed noise and the high frequencies regime.
However u 1 (x) is measurable with respect to the ? eld generated by the ( n ) up to n of order ?2 .
3. Statement of the result. Let us rst rewrite our problem (1.10) in the strati ed model described in the previous section. T 0 and T being xed such that 0 < T 0 < T, we de ne (t), (t) and T (t) for t 0 as follows:
where N = T 2 ] denotes the integer part of T 2 , the number of layers in our model.
The random process fu (t; x); t 0; x 2 IR 2 g is de ned as the unique solution of:
with the boundary conditions (1.3).
We consider u as a stochastic process with continuous trajectories from 0; T 0 ] in IL 2 C j (IR 2 ) equipped with its weak topology and denoted by IL 2 w . We shall denote by < : > and k:k the scalar product and the hilbertian norm in the space IL 2 . To (3.2)
we associate the following parabolic problem:
with the initial value v (0; x) = u 0 (x). Replacing T by in (3.3) does not a ect v (t; x) for t T 0 .
We give now the precise hypothesis on the noise ( n ) n 1 . We suppose that the sequence of uniformly bounded centered random variables ( n ) n 1 is stationary; denoting by F n m the ? eld generated by f k ; m k ng, we de ne the mixing coe cient (n) by:
and we assume that:
In terms of the process (t) we de ne F t 0 as F t]+1 1 and we denote F t 2 0 by F t and the conditional expectation with respect to F t by IE t . The following estimates are the basic ingredients in the perturbed test function method, they are consequences of (3.4) (see Kushner 9] ):
(for a constant C independent from ). We shall denote: We point out that although C 0; T 0 ; IL 2 w ] is not a Polish space, Prohorov criterium for weak relative compactness of sets of probability measures holds (cf M etivier 11]). The rst stochastic integral being a stratonovich integral and the second one an Itô integral.
By Fourier inverse, we identify the limit in distribution of v as the unique solution of (3.4).
Remark 3.1. The proof of this result is very simple because we have an explicit representation of the solution as a continuous functional of the process R t 0 (s)ds which converges in distribution to B t . This is obviously due to the fact that our noise does not depend on the orthogonal direction x in the strati ed model.
We would like to point out that the theorem 3.1 remains true for a general class of noise (t; x), stationary in the x variable and mixing in the t direction as we assumed above for (t). The proof is much more involved and requires to carry out the perturbed test function method through the dual martingale problem characterizing the solution of (1.12) as in Dawson and Papanicolaou 4] . Details can be found in Bailly 1] .
We turn now to the main di culty of this paper, namely the convergence of u solution of (3.2) to the unique solution u of (3.7). The main result of this paper is: Remark 3.2. c= is a direct consequence of a=, b= and theorem 3.1 since b= and theorem 3.1 imply the convergence of the nite dimensional distributions of u to the one's of u and a= insures the tightness of (u ). with initial conditions and its derivatives at t = 0.
Using directly the perturbed test function method of Kushner, they proved a convergence result for the solution of (1.10) under regularity assumptions on F.
This case is quite di erent from ours. Indeed is the solution of a Cauchy problem instead of a Dirichlet problem. On the other hand, it is not possible to carry out the perturbation method directly in the complex case. We succeeded in solving these di culties only when F is a linear mapping.
We shall now derive a series expansion for u (t; x) and decompose the proof of theorem 3.2 into lemmas. The proof of these lemmas will be given in the last section. From now on we shall not make any di erence between (t) and T (t) for notational simplicity. Writing the solution of (3.2) as:
u (t; x) = f (t; x)e i 1 t + g (t; x)e i 2 t
we apply the variation of constant method which means that f and g should satisfy:
(f ) 0 (t; x)e i 1 t + (g ) 0 (t; x)e i 2 t = 0 which combined with (3.2) and the notation u 1 (x) = @u @t (0; x) give: f (0; x) = i p u 1 (x) (resp. g (0; x) = u 0 (x) ? i p u 1 (x)) is denoted by H 1 (x) (resp. H 2 (x)).
1 and 0 will denote respectively the laplace operator and the identity operator. For ( ; ) 2 A n xB n ; n 1, we set: S ; (t; x) = (?1) j j (i) n e i 1t 3.2. Main steps of the proof. The proof of theorem 3.2 will be divided into four lemmas. We rst give a de nition which will be useful when dealing with series:
A sequence (e n ) n>0 of non-negative real numbers belongs to the class S if and only if: For every test function in IL 2 the family of continuous processes (< u (t; x); (x) >; t 0) >0 is tight in C 0; T 0 ; C j ].
These two lemmas imply the tightness of u ( A similar decomposition will be made onS ; (t; x) written as R ; (t)Q ; (x) wherẽ Q ; (x) is de ned as Q ; (x) with g (0; x) replaced by u 0 (x).
The space dependency is handled in the following result: with k + l n. In these terms u 1 is always multiplied by p as can be seen in the de nition of H n (x). Therefore kQ ; k 2 is less than 8 n which proves i= with M = 8. ii= and iii= are obvious since H 1 (x) = f (0; x) and H 2 (x) = g (0; x) converge respectively to 0 and u 0 (x) by (2.9).
The proofs of the lemmas require now a detailed study of the complex-valued processes R ; (t). For each in B n we have 2 n+1 real multiple integrals corresponding to the choice of real or imaginary parts in the complex exponentials. To avoid more notations we shall not detail this decomposition but simply write:
where is a parameter varying in a set C n with card(C n ) = 2 n , k k is an integer associated to and R ; ; (t) are real multiple integrals.
All the proofs will be given for the particular R ; ; (t) denoted by R ; ;0 (t) and obtained by replacing the complex exponentials by cosinus: The various estimates that we shall obtain do not depend on this particular choice;
estimates on R ; (t) itself will be deduced easily. We now consider the particular term R ; ;0 (t) de ned in (4.5).
Using j (t i )j C and j cos(t i )j 1, we get: This shows with (4.6) that P 1 n=0 a n e n < 1 for xed. (8Ma) n 1 + C n T n 0 n! 2 < 1 We shall restrict the summation to n 1 because kS (t; x)k 2 is uniformly bounded.
In order to prove (4.7), we introduce the following system of di erential equations: Reindexing ( 1 ; : : : ; n ) and ( 1 ; : : : ; n+1 ) as ( n ; : : : ; 1 ) and ( n+1 ; : : : ; 1 ), the integral R ; ;0 (t) is now given by cos( 1 t)Y n (t) and any R ; ; (t) will be given by such a system (4.8). We have sup t T0 jR ; ;0 (t)j sup t T0 jY n (t)j. This remark enables us to work on Y n (t) directly by applying the perturbed test function method to the system (4.8). As in Kushner 9] , we de ne the pseudo-generator A acting on V n (t) as the L 1 -limit when goes to 0 of:
We easily obtain: AV n (t) = ?2 (t) cos(( n+1 ? n )t)Y n (t)Y n?1 (t) + L n;1 (t) + L n;2 (t) with: is a F t -martingale. Adding (4.12) to (4.9), one obtains for n 1:
(Y n (t)) 2 = M n (t) ? V n (t) + Z t 0 (L n;1 (s) + L n;2 (s))ds (4.13) with the convention L 1;2 (s) = 0.
Our mixing properties (3.5) imply the following bounds:
IEjV n (t)j C 0 IEjY n (t)j:jY n?1 (t)j IEjL n;1 (t)j C 1 IE(Y n?1 (t)) 2 IEjL n;2 (t)j C 2 IEjY n (t)j:jY n?2 (t)j Taking the expectation in (4.13), we get: 
Using the same pseudo-generator as previously, we get: AW n (t) = ? (t) cos( n t)Y n?1 (t) + K n (t) where K n is de ned by: >From the bounds jW n (t)j CjY n?1 (t)j and jK n (t)j CjY n?2 (t)j, we get:
So the rst part of the proof, shows that N n (t) is a square integrable martingale and moreover, owing to Burkholder's inequality, we have, for b = 8Ma:
On the other hand (4.19) leads to: (Y n (t)) 2 2 (N n (t)) 2 + (W n (t)) 2 ii/ There exists two sequences of real number (a n ) n>0 and (b n ) n>0 going to +1 such that: lim n!1 an bn = +1. iii/ lim ) ? F n (t i )) cos( a n b n t + a n t i )dt There exists an index m n such that m+1 = 2 and m = 1 (otherwise would be equal to ( 2 ; : : : ; 2 )).
Under these conditions, system (4.8) writes as: We shall prove that, for t xed: The rst two terms go to 0 owing to Lebesgue's theorem. For the last one it is enough to bound the derivative of IEY m+1 (t)Y m?1 (t) by C 2 . A last application of the averaging lemma ends the proof. 4 .3. Proof of lemma 3.8. We want to show that the sequence of complex processes (< u (t; x); (x) >) >0 is tight in C 0; T 0 ; C j ] when (x) is a test function in IL 2 .
We divide into two parts the expansion of u (t; x) according to the value Each term of the rst sum has a common phase e i 1t = e i 1 t = e ?it= p ; in the second sum, there is no such phase since e i 1t = e i 2 t = 1. Therefore, with obvious notations, u (t; x) can be written as: u (t; x) = e ? i p t u 16 =0 (t; x) + u 1=0 (t; x) It is enough to prove the tightness of the two families of processes < u 16 =0 (t; x); (x) > and < u 1=0 (t; x); (x) >. Indeed, as a consequence of lemmas 3.4 and 3.6, we know that:
IEku 16 =0 (t; x)k 2 = 0 Therefore < u 16 =0 (t; x); (x) > will converge to 0 in the law sense on the space C 0; T 0 ]. This implies that < e ?it= p u 16 =0 (t; x); (x) > converges also to 0 in the law sense on C 0; t 0 ] and therefore is tight. Combined with the tightness of < u 1=0 (t; x); (x) >, this gives the tightness of < u (t; x); (x) >. Separating x and t variables and real and imaginary part in u 16 =0 (t; x) and u 1=0 (t; x) as we did previously for u (t; x), it is easy to see that we have to check the tightness of the sequence: R (t; x) = 1 X n=0 X 2Ãn; 2Bn; 2CnR ; ; (t)Q ; (x) WhereÃ n ;B n andC n are subset of A n ; B n and C n andR ; ; (t) is a real multiple integral obtained as R ; ; (t) after removing the phase e i 1t . As we did previously, we shall work only on a speci c term and we choose: 
