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a b s t r a c t
This paper considers the spectralmethods for a Volterra-type integro-differential equation.
Firstly, the Volterra-type integro-differential equation is equivalently restated as two
integral equations of the second kind. Secondly, a Legendre-collocation method is used
to solve them. Then the error analysis is conducted based on the L∞-norm. In addition,
numerical results are presented to confirm our analysis.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
This paper considers the following Volterra-type integro-differential equation:
u′(x) = a(x)u(x)+ b(x)+
∫ x
−1
K(x, s)u(s)ds, x = I ∈ [−1, 1] (1)
with the given initial condition
u(−1) = u−1. (2)
Here, the functions a(x), b(x), g(x) and the kernel function K(x, s) are sufficiently smooth, which allow high-order numerical
methods, such as spectral methods, to be used.
There exist many numerical methods for solving the Volterra-type integral equations, such as collocation methods,
product integration methods, see, e.g., Brunner [1] and the references therein. However few works touched the spectral
approximations to integral equations. Spectral methods are a class of techniques used in appliedmathematics and scientific
computing to numerically solve certain partial differential equations (PDEs) (see e.g., [2–5] and the references therein), often
involving the use of the Fast Fourier Transform.Where applicable, spectralmethods have excellent error properties, with the
so-called ’’exponential convergence’’ being the fastest possible. In [6], Chebyshev spectral methods are developed to solve
nonlinear Volterra–Hammerstein integral equations, and in [7], Chebyshev spectral methods are investigated for Fredholm
integral equations of the first kind under multiple-precision arithmetic. But, no theoretical analysis had been provided to
justify the high accuracy obtained until Tang, in [8], proposed a Legendre-collocation method and its error analysis for the
Volterra integral equation of the second kind.
E-mail addresses: jiangyingjun@csust.edu.cn, jiang2050@hotmail.com.
0377-0427/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.12.001
334 Y.-J. jiang / Journal of Computational and Applied Mathematics 230 (2009) 333–340
Themain purpose of this paper is to use the Legendre-collocationmethod to numerically solve Problem {(1) and (2)}. We
will provide a rigorous error analysis which theoretically justifies the spectral rate of convergence of the proposed method.
This paper is organized as follows: Section 2 introduces the Legendre-collocation spectral approaches for {(1) and (2)};
Section 3 gives the convergence analysis; Section 4 conducts the numerical experiment used to verify the theoretical results
obtained in Section 3; Section 5 draws a conclusion.
Throughout the paper, C denotes a generic positive constant that is independent of N but depends on the bounds of the
given functions a(x), b(x), k(x, s).
2. Legendre-collocation method
Before using collocation methods, we need to restate problem {(1) and (2)}. The usual way (see [1]) to deal with the
original problem is: writing z = u′, (1) is equivalent to a linear Volterra integral equation of the second kind with respect to
z,
z(x) = b(x)+ u−1a(x)+ a(x)
∫ x
−1
z(s)ds+
∫ x
−1
K(x, s)
[
u−1 +
∫ s
−1
z(τ )dτ
]
ds (3)
or
z(x) = f1(x)+
∫ x
−1
K1(x, s)z(s)ds (4)
with
f1(x) = b(x)+ u−1a(x)+ u−1
∫ x
−1
K(x, s)ds (5)
and
K1(x, s) = a(x)+
∫ x
s
K(x, τ )dτ . (6)
But (3) and {(4), (5), (6)} are not much suitable for the use of the special collocation method. In order that the spectral
collocation method is carried out naturally, we restate (1) as
u(x) =
∫ x
−1
(z(s)+ a(s)u(s))ds+ u−1;
z(x) = b(x)+
∫ x
−1
K(x, s)u(s)ds.
(7)
Let the collocation points be the set of (N+ 1) Legendre–Gauss, or Gauss–Radau, or Gauss–Lobatto points, {xi}Ni=0. Eq. (7)
at xi are:
u(xi) =
∫ xi
−1
(z(s)+ a(s)u(s))ds+ u−1;
z(xi) = b(xi)+
∫ xi
−1
K(xi, s)u(s)ds,
0 ≤ i ≤ N. (8)
Gauss quadrature formulaswill be used to compute the integral terms in (8). For this purpose, a simple linear transformation
is made for (8):
s = s(xi, θ) = 1+ xi2 θ +
xi − 1
2
, −1 ≤ θ ≤ 1. (9)
Then Eq. (8) become
u(xi) = 1+ xi2
∫ 1
−1
(z(s(xi, θ))+ a(s(xi, θ))u(s(xi, θ)))ds+ u−1;
z(xi) = b(xi)+ 1+ xi2
∫ 1
−1
K(xi, s(xi, θ))u(s(xi, θ))ds.
(10)
By the (N + 1)-point Gauss quadrature formula relative to the Legendre weights {ωk}, we estimate the integrals to get
u(xi) ≈ 1+ xi2
(
N∑
k=0
z(s(xi, θk))ωk +
N∑
k=0
a(s(xi, θk))u(s(xi, θk))ωk
)
+ u−1;
z(xi) ≈ b(xi)+ 1+ xi2
N∑
k=0
K(xi, s(xi, θk))u(s(xi, θk))ωk,
(11)
where the points {θj}Nj=0 and the collocation points {xj}Nj=0 coincide.
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Write ui = u(xi) and zi = z(xi), i = 0, 1, . . . ,N . Then we expand u, z, using Lagrange interpolation polynomials:
u(σ ) ≈
N∑
j=0
ujFj(σ ), z(σ ) ≈
N∑
j=0
zjFj(σ ), (12)
where Fj is the jth Lagrange basis function. Combining the above equations with (11) yields
ui ≈ 1+ xi2
(
N∑
j=0
zj
N∑
k=0
Fj(s(xi, θk))ωk +
N∑
j=0
uj
N∑
k=0
a(s(xi, θk))Fj(s(xi, θk))ωk
)
+ u−1;
zi ≈ b(xi)+ 1+ xi2
N∑
j=0
uj
N∑
k=0
K(xi, s(xi, θk))Fj(s(xi, θk))ωk.
(13)
Denote Ui and Zi as the approximations of ui and zi respectively. Then from (13), we obtain the discrete problem:
Ui = 1+ xi2
(
N∑
j=0
Zj
N∑
k=0
Fj(s(xi, θk))ωk +
N∑
j=0
Uj
N∑
k=0
a(s(xi, θk))Fj(s(xi, θk))ωk
)
+ u−1;
Zi = b(xi)+ 1+ xi2
N∑
j=0
Uj
N∑
k=0
K(xi, s(xi, θk))Fj(s(xi, θk))ωk.
(14)
Remark 2.1. Since
∑N
j=0 ZjFj(s) is a polynomial of order N + 1, we have∫ xi
−1
N∑
j=0
ZjFj(s)ds = 1+ xi2
∫ 1
−1
N∑
j=0
ZjFj(s(xi, θ))ds = 1+ xi2
N∑
j=0
Zj
N∑
k=0
Fj(s(xi, θk))ωk.
Writing UN = [U0,U1, . . . ,UN ]T and ZN = [Z0, Z1, . . . , ZN ]T, we obtain the following equations of the matrix form from
(14): {
UN = AZN + BUN + U−1;
ZN = bN + LUN , 0 ≤ i ≤ N, (15)
where U−1 = u−1 × (
N+1︷ ︸︸ ︷
1, . . . , 1)T and the entries of the matrices A, B and L are given by
Aij = xi + 12
N∑
k=0
Fj(s(xi, θk))ωk, Bij = xi + 12
N∑
k=0
a(s(xi, θk))Fj(s(xi, θk))ωk,
Lij = xi + 12
N∑
k=0
K(xi, s(xi, θk))Fj(s(xi, θk))ωk
and
bN = (b(x0), b(x1), . . . , b(xN))T.
3. Convergence analysis
Lemma 3.1 ([9], p.290. Integration Error fromGauss Quadrature). Assume that a (N+1)-point Legendre–Gauss, or Gauss–Radau,
or Gauss–Lobatto quadrature formula relative to the Legendre weight is used to integrate the product uφ, where u ∈ Hm(I) with
I := (−1, 1) for some m ≥ 1 and φ ∈ PN . Then there exists a constant C independent of N such that∣∣∣∣∫ 1−1 u(x)φ(x)dx− (u, φ)N
∣∣∣∣ ≤ CN−m|u|H˜m,N (I)‖φ‖L2(I), (16)
where
|u|H˜m,N (I) =
(
m∑
j=min(m,N)
‖u(j)‖2L2(I)
)1/2
, (17)
(u, φ)N =
N∑
j=0
ωju(xj)φ(xj). (18)
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Lemma 3.2 ([9], p. 289. Estimates for the Interpolation Error).Assume that u ∈ Hm(I) and denote INu its interpolation polynomial
associated with the (N + 1)-point Legendre–Gauss, or Gauss–Radau, or Gauss–Lobatto points {xj}Nj=0, namely,
INu =
N∑
j=0
u(xj)Fj(x). (19)
Then
‖u− INu‖L2(I) ≤ CN−m|u|H˜m,N (I). (20)
Lemma 3.3 ([10] Lebesgue constant for the Legendre series). Assume that Fj(x) is the jth Lagrange interpolation polynomial
associated with the Legendre–Gauss, or Gauss–Radau, or Gauss–Lobatto points. Then
max
x∈(−1,1)
N∑
j=0
|Fj(x)| = 1+ΛlegN , (21)
where
Λ
leg
N =
23/2√
pi
N1/2 + B0 + O(N−1/2)
with B0 is a bounded constant.
Lemma 3.4 (Gronwall Inequality). If a non-negative integrable function E(t) satisfies
E(t) ≤ C1
∫ t
−1
E(s)ds+ G(t), −1 < t ≤ 1, (22)
where G(t) is an integrable function, then
‖E(t)‖L∞(I) ≤ C‖G(t)‖L1(I). (23)
Theorem 3.1. Let u, z be the exact solutions of the Volterra equation (7) and
U(x) =
N∑
j=0
UjFj(x), Z(x) =
N∑
j=0
ZjFj(x), (24)
where Uj, Zj is given by (14) and Fj(x) is the jth Lagrange basis function associated with the Legendre–Gauss, or Gauss–Radau, or
Gauss–Lobatto points, {xi}Ni=0. If u, z ∈ Hm(I) for m ≥ 1, then for sufficiently large N,
‖eu(x)‖L∞(I) ≤ CN1/2−m |a(s)|H˜m,N (I) ‖u(x)‖L2(I)
+ CN1/2−mmax
x∈I
(
m∑
j=min(m,N)
∫ x
−1
|∂ (j)s K(x, s)|2ds
)1/2
‖u(x)‖L2(I) + CN−m|u|H˜m,N (I) + CN−m|z|H˜m,N (I), (25)
where eu = u(x)− U(x).
Proof. Following the notations of (18), we let
(f (s), φ(s))N,x = (f (s(x, θ)), φ(s(x, θ)))N,x =
N∑
k=0
f (s(x, θk))φ(s(x, θk))ωk. (26)
Then the numerical scheme (14) can be written as
Ui =
∫ xi
−1
Z(s)ds+ xi + 1
2
(a(s(xi, θ)),U(s(xi, θ)))N,xi + u−1;
Zi = b(xi)+ 1+ xi2 (K(xi, s(xi, θ)),U(s(xi, θ)))N,xi ,
(27)
where the first equation is obtained by Remark 2.1. Using (27) gives
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Ui =
∫ xi
−1
Z(s)ds+ 1+ xi
2
∫ 1
−1
a(s(xi, θ))U(s(xi, θ))dθ + u−1 − Ii,1;
Zi = b(xi)+ 1+ xi2
∫ 1
−1
K(xi, s(xi, θ))U(s(xi, θ))dθ − Ii,2,
(28)
where
Ii,1 = 1+ xi2
(∫ 1
−1
a(s(xi, θ))U(s(xi, θ))dθ − (a(s),U(s))N,xi
)
, (29)
Ii,2 = 1+ xi2
(∫ 1
−1
K(xi, s(xi, θ))U(s(xi, θ))dθ − (K(xi, s),U(s))N,xi
)
. (30)
It follows from (9) and (28) that
Ui =
∫ xi
−1
Z(s)ds+
∫ xi
−1
a(s)U(s)ds+ u−1 − Ii,1;
Zi = b(xi)+
∫ xi
−1
K(xi, s)U(s)ds− Ii,2.
(31)
Write κi = xi+12 , and by Lemma 3.1 we have
|Ii,1| ≤ CκiN−m|a(s(xi, ·))|H˜m,N (I)‖U(s(xi, ·))‖L2(I)
≤ CN−m|a(s)|H˜m,N (I)‖U(s)‖L2(I), (32)
|Ii,2| ≤ CκiN−m|K(xi, s(xi, ·))|H˜m,N (I)‖U(s(xi, ·))‖L2(I)
≤ CN−mmax
x∈I
(
m∑
j=min(m,N)
∫ x
−1
|∂ (j)s K(x, s)|2ds
)1/2
‖U‖L2(I). (33)
Multiplying Fi(x) on both sides of the two equations of (31) and summing up from i = 0 to N yield
U(x) = IN
∫ x
−1
Z(s)ds+ IN
∫ x
−1
a(s)U(s)ds+ u−1 − J1(x);
Z(x) = INb(x)+ IN
∫ x
−1
K(x, s)U(s)ds− J2(x),
(34)
where
Jl(x) =
N∑
i=0
Ii,lFi(x), l = 1, 2.
Multiplying Fi(x) on both sides of the two equations of (8) and summing up from i = 0 to N yield
INu(x) = IN
∫ x
−1
z(s)ds+ IN
∫ x
−1
a(s)u(s)ds+ u−1;
INz(x) = INb(x)+ IN
∫ x
−1
K(x, s)u(s)ds.
(35)
Subtracting (34) and (35) yields
eu(x)+ INu− u = IN
∫ x
−1
ez(x)ds+ IN
∫ x
−1
a(s)eu(s)ds+ J1(x);
ez(x)+ INz − z = IN
∫ x
−1
K(x, s)eu(s)ds+ J2(x),
(36)
where eu(x) = u(x)− U(x), ez(x) = z(x)− Z(x).
Consequently,
eu(x) =
∫ x
−1
ez(s)ds+
∫ x
−1
a(s)eu(s)ds+ J1(x)+ J3(x)+ J4(x)+ J5(x);
ez(x) =
∫ x
−1
K(x, s)eu(s)ds+ J2(x)+ J6(x)+ J7(x),
(37)
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where
J3(x) = u− INu, J4(x) = IN
∫ x
−1
ez(x)ds−
∫ x
−1
ez(x)ds, J6(x) = z − INz, (38)
J5(x) = IN
∫ x
−1
a(s)eu(s)ds−
∫ x
−1
a(s)eu(s)ds, (39)
J7(x) = IN
∫ x
−1
K(x, s)eu(s)ds−
∫ x
−1
K(x, s)eu(s)ds. (40)
By (37), we obtain
eu(x) =
∫ x
−1
∫ s
−1
K(s, τ )eu(τ )dτds+
∫ x
−1
a(s)eu(s)ds+ J∗(x);
=
∫ x
−1
(∫ x
s
K(τ , s)dτ + a(s)
)
eu(s)ds+ J∗(x), (41)
where J∗ = ∫ x−1(J2(s)+ J6(s)+ J7(s))ds+ J1(x)+ J3(x)+ J4(x)+ J5(x). By (41), we have
|eu(x)| ≤
∫ x
−1
(∫ 1
−1
|K(τ , s)|dτ + |a(s)|
)
|eu(s)|ds+ |J∗(x)|
≤ 2
(
max
(x,s)∈I×I
|k(x, s)| +max
s∈I
|a(s)|
)∫ x
−1
|eu(s)|ds+ |J∗(x)|. (42)
It follows from the Gronwall inequality in Lemma 3.4 that
‖eu(x)‖∞ ≤ C‖J∗(x)‖L1(I) ≤ C
7∑
j=1
‖Jj‖L1(I). (43)
Using (33) and Lemma 3.3 gives
‖J2‖L1(I) ≤ C‖J2‖L2(I) = C
∥∥∥∥∥ N∑
i=0
Ii,2Fi(x)
∥∥∥∥∥
L2(I)
≤ CN−mmax
x∈I
(
m∑
j=min(m,N)
∫ x
−1
|∂ (j)s K(x, s)|2ds
)1/2
‖U(x)‖L2(I)max
x∈I
N∑
j=0
|Fj(x)|
≤ CN1/2−mmax
x∈I
(
m∑
j=min(m,N)
∫ x
−1
|∂ (j)s K(x, s)|2ds
)1/2
‖U(x)‖L2(I)
≤ CN1/2−mmax
x∈I
(
m∑
j=min(m,N)
∫ x
−1
|∂ (j)s K(x, s)|2ds
)1/2
(‖eu(x)‖L∞(I) + ‖u(x)‖L2(I)). (44)
Similarly, by (32) we get
‖J1‖L1(I) ≤ CN1/2−m |a(s)|H˜m,N (I) (‖eu(x)‖L∞(I) + ‖u(x)‖L2(I)). (45)
Using the L2-error bounds for the interpolation polynomials (i.e., Lemma 3.2) gives
‖J3‖L1(I) ≤ C‖J3‖L2(I) ≤ CN−m|u|H˜m,N (I), (46)
‖J6‖L1(I) ≤ C‖J6‖L2(I) ≤ CN−m|z|H˜m,N (I) (47)
and
‖J5‖L1(I) ≤ C‖J5‖L2(I)
≤ CN−1‖a(s)eu(s)‖L2(I)
≤ CN−1‖eu(s)‖L∞(I). (48)
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Table 1
The maximum point-wise error.
N 6 8 10 12
Error 2.7676× 10−2 1.1824× 10−3 3.6895× 10−5 8.8131× 10−7
N 14 16 18 20
Error 1.6021× 10−8 2.2188× 10−10 2.3643× 10−12 4.9738× 10−14
Similarly, we get
‖J4‖L1(I) ≤ CN−1‖eu(s)‖L∞(I), ‖J7‖L1(I) ≤ CN−1‖eu(s)‖L∞(I). (49)
By (43)–(49) we obtain
‖eu(x)‖L∞(I) ≤ CN1/2−m |a(x)|H˜m,N (I) (‖eu(x)‖L∞(I) + ‖u(x)‖L2(I))
+ CN1/2−mmax
x∈I
(
m∑
j=min(m,N)
∫ x
−1
|∂ (j)s K(x, s)|2ds
)1/2
(‖eu(x)‖L∞(I) + ‖u(x)‖L2(I))
+ CN−m|u|H˜m,N (I) + CN−m|z|H˜m,N (I) + 3CN−1‖eu(x)‖L∞(I),
which leads to (25), provided that N is sufficiently large. This completes the proof. 
4. Numerical example
We give a numerical example to confirm our analysis.
Example: Consider the problem {(1), (2)} with
a(x) = sin x, b(x) = 4e4x − e4x sin x+ 1
x+ 4
(
e−(x+4) − e(x+4)x) and k(x, s) = exs.
Then the exact solution is u = e4x.
Here, without lose of generality, the Legendre–Gauss points xk, k = 0, 1, . . . ,N , are used. Then the corresponding
weights are
ωk = 2
(1− x2k)[L′N+1(xk)]2
, k = 0, 1, . . . ,N.
Matlab 7.0 and double precision are used in the test. To obtain sufficient accurate Gauss-points and weights, variable-
arithmetic precision (vpa) is employed with digit being assigned to be 30. See Table 1 for the numerical results.
5. Conclusion
This work is concerned with the spectral methods for solving Volterra-type integro-differential equation and the error
analysis. To facilitate the use of themethods, we first restate the original integro-differential equation as two simple integral
equations of the second kind, and then we demonstrate theoretically that the L∞-errors decay rapidly, which is confirmed
by the numerical experiment.
In the same way, we can also solve the following nonlinear equation by the spectral methods:
u′(x) = a(x, u(x))+ b(x)+
∫ x
−1
K(x, s, u(s))ds, x = I ∈ [−1, 1] (50)
with u(−1) = u−1. It is quite direct to establish a convergence result for the nonlinear Eq. (50) as that in Theorem 3.1 as
long as a(s, u) is Lipschitz continuous with its second argument and K(x, s, u) Lipschitz continuous with its third argument,
i.e.,
|a(s, u1)− a(s, u2)| ≤ C |u1 − u2|, |K(x, s, u1)− K(x, s, u2)| ≤ C |u1 − u2|
for some constant C . In addition, the method of restating the original problem {(1), (2)} as Eq. (7) can be used to deal with
some other integro-differential equations. For example, consider the following problem
u′′(x) = a1(x)u′(x)+ a0(x)u(x)+ b(x)+
∫ x
−1
(
k1(x, s)u(s)+
∫ s
−1
k2(s, τ )u(τ )dτ
)
ds
with initial conditions
u(−1) = u−1, u′(−1) = u′−1.
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The problem can be restated as
w1(x) = u′−1 +
∫ x
−1
a1(s)w1(s)ds+
∫ x
−1
a0(s)w0(s)ds+
∫ x
−1
z0(s)ds;
w0(x) = u−1 +
∫ x
−1
w1(s)ds,
z0(x) = b(x)+
∫ x
−1
k1(x, s)w0(s)ds+
∫ x
−1
z1(s)ds,
z1(x) =
∫ x
−1
k2(x, s)w0(s)ds,
(51)
wherew1(x) = u′(x), andw0(x) = u(x).
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