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Abstract
In the Fourier heat conduction equation, when the flux definition
is expressed as the product of a constant diffusivity and the temper-
ature gradient, the characteristic length scale evolves as the square
root of time. However, if we replace the 1st order transient and gra-
dient terms in the Fourier equation with fractional derivatives and/or
define a non-linear spatially dependent diffusivity, it is possible to gen-
erate an anomalous space-time scaling, i.e., a scaling where the time
exponent differs from the expected value of 1/2. To compare and con-
trast the possible consequences of using fractional calculus along with
a non-linear flux, we investigate a space-time fractional heat diffusion
equation that involves a non-linear diffusivity. Following presentation
of the governing non-linear fractional equation, we arrive at a space-
time scaling that accounts for the combined anomalous contributions of
memory (fractional derivative in time), non-locality (fractional deriva-
tive in space), and a non-linear diffusivity. We demonstrate how this
scaling can manifest in a physical setting by considering the analytical
solution of a non-linear fractional space-time diffusion equation, a limit
case Stefan problem related to moisture infiltration into a porous me-
dia. A direct physically realizable simulation of this process shows how
the anomalous space-time scaling is explicitly related to measures of
both the memory and non-linearity in the system. Overall, the finding
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from this work clearly shows how the definition of a non-linear diffusiv-
ity might contribute to anomalous diffusion behavior and suggests that,
in modeling a particular observation, the roles of fractional derivatives
and a suitably defined non-linear diffusivity are interchangeable.
1 Introduction












, x > 0, (1)
where T is temperature and D is the diffusivity. If we were to introduce
the following space x∗ = x/` and time t∗ = t/τ we can, on substitution
into eq.(1), readily recover the well known square root relationship between
the space and time scale, i.e., ` ∼ τ
1
2 . There has, however, been interest
in studying so-called anomalous diffusion phenomena in heat transfer appli-
cations [1, 2, 3, 4, 5, 6, 7]. Such phenomena arise in situations where the
problem domain includes heterogeneities with a power law distribution of
length scales. Diffusion in the presence of these heterogeneities can exhibit
”hold ups” or ”fast paths” [8, 9, 10], which disrupt the classic and expected
square root of time dependence, i.e., ` ∼ τn, n 6= 12 .
One way of modeling anomalous diffusion processes is through the use
of fractional calculus [10, 11, 12]. Here the idea is to replace the transient
and space gradient derivatives in the Fourier heat conduction with deriva-
tives with fractional orders between 0 and 1; essentially a fractional in time
derivative is formed by a convolution in time (representing memory effects)
and a fraction in space derivative is formed as a convolution in space (repre-
senting non-locality). The analytical study of a limit case one-dimensional
Stefan melting problem [4] has shown that when fractional time and space
derivatives are employed in the governing equation the advance of the melt
front goes as s(t) ∼ t
γ
1+α , where 0 < α ≤ 1 is the order of the space deriva-
tive and 0 < γ ≤ 1 is the order of the time derivative; a scaling consistent
with the known form for the fractional space-time diffusion equation [10].
Note with this scaling the choice of integer orders (α, γ = 1) will give the
standard relationship for the melt front, i.e., s ∼ t
1
2 , while with other appro-
priate choices of the derivative orders it is possible to generate exponents in
the s ∼ tn relationship, anywhere in the range (0, 1], where n = γ1+α . Also
note that, memory effects—represented by fractional time derivatives—tend
to induce so called sub-diffusion n < 12 and non-local effects—represented by
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fractional space derivative—tend to induce so called super-diffusion n > 12 .
Such anomalous behaviors of the front evolution, however, can also be
generated by introducing non-linearity. For example, in studying a one-
dimensional Stefan melting problem, based on the integer derivative Fourier
equation with the non-linear space dependent diffusivity D ∼ x
2β−1
β , 0 <
β ≤ 1, Falcini and Voller [13] obtain an analytical solution for the movement
of the melt front that goes as s ∼ tβ; i.e., an appropriate non-linear term in
an integer derivative governing equation can generate the same anomalous
diffusion signals (time exponent) as a governing heat diffusion equation with
factional time and space derivatives.
Here our intentions are two fold. In the first place we will fully in-
vestigate the possible interchangeable contributions to anomalous diffusion
signals through memory (realized through a fractional time derivative), non-
locality (realized through a fractional time derivative), and non-linear (real-
ized through a non-linear diffusivity). In the second place we will provide a
direct physical example that demonstrates how anomalous diffusion signals
can be generated by a combination of memory and non-linear effects. In
pursuing our first objective, after carefully defining the appropriate mathe-
matical constructs, we will arrive at a heat diffusion governing equation that
incorporates, in a general fashion, memory, non-local, and non-linear effects.
A scaling analysis of this equation, supported by a closed form solution of a
limit case Stefan problem, clearly reveals how the combination of memory,
non-locality, and a non-linear diffusivity combine and compete to determine
the time exponent in the anomalous diffusion signal. For our second ob-
jective we will appeal to recent experiments and simulations of horizontal
infiltration [14, 15, 16]—a problem directly related to our a limit case Stefan
problem. In particular we will present a direct simulation of horizontal (x-
direction) infiltration into a porous medium containing a power-law (fractal)
distribution of different sized flow obstacles, the fluidic conductivity between
the obstacles increasing as a power-law in x.
2 Definitions of non-locality, non-linearity, and mem-
ory







where q(x, t) is the heat flux. In a basic treatment we expresses the flux q,
at a given point, in terms of the temperature gradient at that point,
q(x, t) ∼ −∂u
∂x
. (3)
This local treatment will recover the classical integer derivative (local) form
of the Fourier heat conduction equation, eq.(1). By contrast, considering
only up-stream contributions, a non-local flux definitions can be defined by
the following convolution (e.g., [11, 12])





(ξ, t)dξ, α ∈ (0, 1] (4)
which, in a physical sense, states that the flux at a given point is a weighted
sum of upstream gradients; 0 < α ≤ 1 is the degree of non-locality, which is
related to the range of heterogeneity of the system. We notice that equation
(4) is essentially a left-hand Caputo fractional space derivative of order α,
i.e., qnon−local ∼ −∂αu/∂xα.
The local flux terms within the convolution of eq. (4) assume a linear
diffusivity. This feature can be generalized by using a power-law in space
diffusively D ∼ x
2β−1
β , 0 < β ≤ 1 (e.g., a functionally graded material) to










a general treatment that recovers a purely non-local definition on setting
β = 1/2 and purely non-linear definition on setting α = 1. On defining the















Finally we note that, In addition to a non-local treatment through a frac-
tional derivative in space, we can also introduce memory into our governing
equation by replacing the time derivative in (1) with the Caputo fractional








dτ, γ ∈ (0, 1] (8)
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Finally, we note that we could also make further generalization of our
non-local and memory models by allowing the orders of the fraction deriva-
tives to be functions of the independent variables, so-called variable order
fractional derivatives [17, 18, 19]. Here, however, we feel that our current
purpose of comparing and contrasting fractional derivative and non-linear
treatments of diffusion transport is better made by assuming that our frac-
tional space and time orders (β and γ) are constant.
3 Space-time scaling
Utilizing the modeling options of memory, non-locality, and a non-linear












We introduce the following scalings t∗ = t/τ, x∗ = x/`, u∗ = u/uref , U
∗ =
U/Uref , where τ, ` are time and space scales, respectively, and uref , Uref are
reference values; note, without loss of generality, we will set uref = 1. When
these scalings are used in eq.(9) we obtain the following relation between
the space and time scales




which on combination lead to the following space-time scaling
` ∼ τn, n = γ
[1 + α] +
[
( 1β − 2)
] , (α, β, γ) ∈ (0, 1], (12)
for the space-time fractional diffusion equation with a non-linear flux.
To categorize the different anomalous behaviors that can result from
the values of α, γ, β we consider three possible outcomes from our scaling
analysis of eq.(12), sub- (n < 1/2), super- (1/2 < n < 1), and super+-
(n > 1). The results using this nomenclature are summarized in Table 1.
In the first row of the table we show that the settings α = 1, β = 1/2, γ =
1 recovers the base case of a memory free, local, linear equation with no
anomalous transport behaviors. In rows 2-4 we consider changes in the range
(0, 1] for each parameter in turn, while fixing the remaining parameters at
their ”normal diffusion values” ( α = 1, β = 1/2, γ = 1). The striking
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feature is that, while the fractional derivative treatments are restricted to
either sub- n < 1/2 (memory) and super- n > 1/2 (non-local) behaviors,
the appropriate choice of the non-linear parameter β spans the whole sub-
ballistic range (0 < n < 1). This suggests that a non-linear treatment could
be used in place of a non-local or memory fractional derivative treatment.
To gain yet further insight we also consider varying pairs of parame-
ters ([non-local, memory], [non-linear, memory], and [non-local, non-linear])
while keeping the remaining parameter fixed at the ”normal” value. The last
three rows of Table 1 shows the types of anomalous diffusion behaviors that
can result from these pairings. We note that the case of [non-local, memory]
behaviors (row 5) recovers the scaling n = γ1+α previously derived by Metzler
and Klafter [10] for the fractional transient diffusion equation with a linear
diffusion coefficient. When we compare this scaling to the [non-linear only]
behaviors (row 4) we see that a non-linear diffusivity treatment could be
used in place of any combination of non-local and memory fraction deriva-
tive treatments. Further, we also note that the combination of non-local and
non-linear treatments (row 7) allows for the possibility of time exponents in
excess of the ballistic limit, i.e., value of n > 1.
4 Manifestation of space-time scaling in a heat/mass
transfer setting
The analysis above is very much in the abstract. To move away from this
we need to answer the question in what physically realizable systems should
one expect to see anomalous diffusion behaviors? To answer this question
we consider a limit case Stefan melting problem related to the infiltration
of moisture into an initially empty porous tube. In previous work Voller
[4] showed that this problem arrises in the case when the specific heat in
a one-phase Stefan melting problem is allowed to go to zero. In that work
Voller developed a fractional derivative version of the governing equations
and examined how the exponent n in the closed form solution for determining
the movement of the moisture front s = tn could— depending on non-locality
0 < α ≤ 1 and memory 0 < γ ≤ 1— take on sub-diffusive (n < 1/2) and
super-diffusive (n > 1/2) values. Here we look at the alternative problem
where we have a local flux definition (α = 1) but account for memory (0 <
γ ≤ 1) and a non-linear power-law diffusivity D ∼ x
2β−1
β , 0 < β ≤ 1. In
this way, our governing equation is a steady state problem in the growing
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Table 1: Range of Anomalous Behaviors Through Choice of Values for the
Non-locality 0 < α ≤ 1, Memory 0 < γ ≤ 1, and Non-linearity 0 < β ≤ 1
type exponent sub- super- super+-
normal
α = 1, β = 0.5, γ = 1
n = 12 No No No
non-local only
α ∈ (0, 1]
n = 11+α No Yes No
memory only
γ ∈ (0, 1]
n = γ2 Yes No No
non-linear only
β ∈ (0, 1]
n = β β ∈ (0, 0.5] β ∈ (0.5, 1] No
non-local + memory
α, γ ∈ (0, 1]
n = γ1+α 1 + α > 2γ 1 + α < 2γ No
non-linear +memory
β, γ ∈ (0, 1]
n = βγ βγ < 1/2 βγ > 1/2 No
non-local + non-
linear
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β < 2










= 0, x ∈ (0, s(t)) (13)
with boundary conditions u(0) = 1, and u(s) = 0. The time evolution of the
system is introduced by assuming that the moving boundary s(t) satisfies



























, s(0) = 0. (16)
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Figure 1: Infiltration into a porous medium containing impermeable inclu-
sions (black squares) laid out as a Serpinski fractal carpet. The background
diffusivity is increasing as a power-law with increasing position x, (darker
to lighter). The image shown, is at the point where the infiltration fluid has
reached the end of the domain—the red line indicates the position of the
filling front.
Noting that when n > 0 the Caputo fractional derivative ∂
γ
∂tγ t
n ∼ tn−γ [11],
suggests the following analytical form for the advance of the moisture front
s(t) = tn, n = βγ; (17)
exactly the exponent we would expect from our scaling analysis in eq.(12)
(see row 6 in Table 1).
While the above closed form solution demonstrates how our proposed
scaling emerges from a non-linear fractional treatment applied to an infil-
tration problem it does not provide a physical justification for using such a
model. To mitigate this shortcoming and to complement our analysis, we
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will present a direct simulation that explicitly demonstrates how our scaling
emerges from a physically realizable infiltration scenario.
In physical applications, our general, one-dimensional, non-linear frac-
tional derivative equation (eq. (9)) can be used, after appropriate aver-
aging, as a model for predominately uni-directional transport through a
multi-dimensional heterogeneous domain. With this in mind, for our phys-
ical demonstration, we will consider infiltration into a unit square domain
(x ∈ [0, 1], y ∈ [0, 1]), containing an initially empty and dry (air filled)
heterogenous porous medium; the heterogeneity, induced by impermeable
inclusions, laid out as a truncated fractal (Serpinski) carpet, see Fig. 1. In
the simulation we assume that fluid is driven into the domain by the ap-
plication of a fixed head, u = 1, along the y-oriented boundary at x = 0.
Moreover, we (i) impose no flow across the x-oriented boundaries; (ii) as-
sume that there is a sharp interface between the infiltrating fluid and unfilled
parts of the domain; (iii) set, at each point in time, a gauge pressure head
u = 0, in the dry regions.
According to the proposed setting (Fig. 1), the presence of impermeable
inclusions would require a two-dimensional treatment. However, we will be
primarily interested in calculating an infiltration length s(t), defined as the
equivalent x-length of fluid in the domain. This value is readily evaluated
by calculating, at any point in time, the area fraction of the domain covered
by fluid. Our contention is that due to its one-dimensional nature, the
time evolution of the infiltration length can be modeled by the fractional
governing infiltration equations, given by (13) and (14).
The simulation is performed by means of a volume of fluid (vof) method
[20]—full details of the approach, along with empirical validation are given
in [14, 15, 16]. In this previous work the simulations considered cases where
the background diffusivity — the fluidic conductivity of the medium in the
spaces between the fractal carpet flow obstacles — is a fixed constant, e.g.,
k = 1. Results showed that the evolution of the infiltration length was an
anomalous sub-diffusion with a time exponent less than the square root,
i.e., s ∼ tn, t < 1/2. Concurrent scaling work [21] determined that the
expected value of the time exponent is related to properties of the fractal
carpet of the inclusions, i.e., n = (H − 1)ν, where, for the carpet pattern
in Fig. 1, H = 1.89 < 2 is the fractal dimension and ν = 0.475 < 0.5
is the time exponent associated with a spreading random walker in the
spaces between the obstacles (impermeable inclusions). We note that this
sub-diffusive nature of the evolution of the infiltration length s(t) can be
realized by setting the time derivative order γ = 2n = 0.846 in our proposed
fractional derivative infiltration model, viz., eqs.(13) and (14).
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Here we extend the previous works by Voller and co-workers ([14, 15, 16]),
by assuming that the background fluidic conductivity is not unity but has
the power-law dependence k = x
1
2 . With reference to the non-linear diffusive
form in eq.(6), this choice implies that β = 23 . If our scaling is applicable, the
direct vof simulation of infiltration into this porous medium should generate
a supper-diffusive time behavior for the infiltration length, i.e., s(t) = tn, n =
γβ = 23×0.846 = 0.564. Figure 2 shows a plot of the simulated predictions of
log s vs. log t. This plot is close to linear, indicating a power law dependence
of infiltration length s on time t. Moreover, the best fit line through the
data has a slope of n = 0.564, exactly matching our scaling prediction
from the solution of eqs. (13) and (14). Thus, we have demonstrated how
our suggested scaling for a problem with memory and non-linearity can
be manifest in a physically realizable system. Interestingly, in this case, the
contributions of the non-linearity and memory to the final time exponent can
be determined a-priori from the form of the non-linearity and the geometry
of the obstacle field.
5 Conclusion
The core result in this work is the scaling of non-linear, space-time fractional
heat diffusion, i.e., eq.(12), extending the known scaling associated with lin-
ear space-time fractional diffusion [10]. We have demonstrated, both by con-
sidering the analytical solution of a limit case Stefan problem and through
direct simulation, how this scaling can manifest in realistic heat/mass trans-
fer applications. This analysis is worthwhile because it provides us a possi-
ble means of interpreting the physical cause of observed anomalous diffusion
signals. We need, however, to take care with such an analysis. While our
direct simulation clearly demonstrates how the individual parameters of a
non-linear diffusivity, memory (fractional time derivative), and non-locality
(fractional space derivative) in the transport model can combine together to
arrive at the time exponent in the space time scaling, we should be aware
that an appropriate non-linear flux definition will always be able to recover
the full range 0 < n ≤ 1 of anomalous diffusion behaviors. So in every
case, we need to debate, if an anomalous diffusion signal genuinely includes
memory and non-local effects or if it is the result of a non-linear flux alone.
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Figure 2: log-log plot of predicted infiltration length s against time t for the
porous medium in Fig. 1, shown as black dots. Due to the combination of
memory (γ = 0.846) and non-linear diffusivity (β = 23) the best fit power
law (red line) though the predicted data has a slope (time exponent) of
n = γβ = 0.564.
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