Comments and Corrections
Correction to "A Unifying Variational Perspective on Some Fundamental Information Theoretic Inequalities" Sangwoo Park, Erchin Serpedin, and Khalid Qaraqe
Several corrections are necessary in our paper [1] . We will next describe these corrections. On page (p.) 7134, in equation (21), a tilde is missing above k in k(x, y, f 1 ). On p. 7135, in equations (22), (23) and two lines below equation (24), the minus sign − in front of constant λ should be changed into the plus sign +. Also, on p. 7135, the left-hand side (LHS) of equation (22) should be integrated with respect to y. Thus, the correct form of (22) should be
Because of the correction in (22), several other equations in the paper have to be updated appropriately. Therefore, equation (67) will take the form:
Similarly, equations (112) and (113) must be updated to:
and the sentence following equation (113) Equation (48) should be written as:
On p. 7139, in the first line of text following equation (71), f Y * (x) should be replaced by f Y * (y). And the last three equations in (73) should be replaced by Because of the corrected form of (22), the proposed variational proof of entropy power inequality (EPI) is not complete because the global optimality (uniqueness) of local extremum (expressed in terms of Gaussian pdfs) cannot be established anymore. This represents an open research problem. Therefore, the claims made in the paper regarding the variational proof of EPI must be withdrawn. However, the rest of results and theorems stated in the paper continue to hold because of the convexity of the functionals involved in the formulation of these optimization problems. For example, in the version of Extremal Entropy Inequality (EEI) formulated in Theorem 11, the global optimality of Gaussian solutions f X * and f Y * is ensured by the convexity of functional K (x, y, f X , f Y ) with respect to variables f X and f Y . Also, its domain defined by constraints (104)- (109) are defined:
and thus
It can be verified that the Hessian matrix of
and it is positive semi-definite due to (119). Convexity of
and it follows that
where the inequality (a) follows from the complementary slackness condition in the KKT conditions. Indeed, since fX only represents an arbitrary feasible solution and θ ≥ 0, it follows that and therefore, θ F 2 (x, y, fX ) − F 2 (x, y, f X * )dxdy ≤ 0. Similarly, the complementary slackness condition associated with (108) leads to α 1 F 4 (x, y, fX ) − F 4 (x, y, f X * )dxdy ≤ 0. Furthermore, (b) is due to (e.1), and (c) follows from (112) and (113). This proves the sufficiency of Gaussian distributions. Therefore, the optimal solutions f X * and f Y * minimize the functional problem in (103).
A corrected version of the paper [1] is posted in the online archive [1] .
