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1 Einleitung
In der nuklearmedizinischen Diagnostik werden radioaktive Arzneimittel zur in vi-
vo Messung von Stoﬀwechselvorgängen eingesetzt. Hierbei koppelt ein radioaktives
Isotop oder ein radioaktiv markiertes Peptid an seinen speziﬁschen Rezeptor. Sol-
che Tracer liegen aufgrund ihrer geringen Stoﬀmenge unter der pharmakologischen
Wirkungsgrenze. Daher durchlaufen sie, abhängig vom Tracertyp, vollständig oder
teilweise den natürlichen Metabolismus, ohne diesen zu beeinﬂussen. Die tomo-
graphische Bildgebung in der nuklearmedizinischen Diagnostik stellt hierbei ein
nichtinvasives Verfahren dar, welches auf der Messung der beim radioaktiven Zer-
fall entstehenden Gammastrahlung beruht.
Die Positronenemissionstomographie (PET) verwendet Positronenstrahler und misst
daher die aus dem Positronenzerfall resultierende Annihilationsstrahlung. Als funk-
tionelles Bildgebungsverfahren ist es mittels der PET möglich, die zeitliche und
räumliche Bioverteilung des Tracers im Organismus dreidimensional zu visualisie-
ren. Zudem kann die PET als quantitatives Verfahren zur Ermittlung der abso-
luten Tracerkonzentrationen herangezogen werden. Anwendungsgebiete erstrecken
sich von der Onkologie (Glukosestoﬀwechsel), über die Neurologie bis hin zur Kar-
diologie.
In der präklinischen Forschung hat sich für onkologische Fragestellungen die Maus
als Tiermodell etabliert. Nach dem menschlichen Genom, war das der Maus das
zweite Säugetiergenom, welches vollständig sequenziert wurde [1]. Da viele mensch-
liche Gene ein Analogon in der Maus besitzen, werden Mäuse häuﬁg als Plattform
verwendet, um menschliche Erkrankungen zu untersuchen [2]. Das injizierte Volu-
men ist hierbei aus tierschutzrechtlichen Gründen auf 10% des kompletten Blut-
volumens begrenzt. Daher beschränkt sich das mögliche Injektionsvolumen auf ca.
0,25ml, was eine hohe speziﬁsche Aktivität des Tracers, sowie eine hohe Sensiti-
vität des Scanners erfordert [3]. Aufgrund der zusätzlich benötigten Anästhesie,
gestaltet sich der Untersuchungsablauf beim Kleintier komplexer als in der Hu-
mananwendung. Neben einer präzisen Positionierung und Fixierung, darf die Nar-
kose und der damit verbundene Stress für das Kleintier, dessen Stoﬀwechsel nicht
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2zu sehr beeinträchtigen, um valide physiologische Ergebnisse zu erhalten. Weiterhin
benötigt die Bildgebung beim Kleintier eine deutlich höhere Auﬂösung, als beim
Menschen, um vergleichbare anatomische und funktionelle Strukturen zu visuali-
sieren. Während in der Humanbildgebung für einen standardisierten Patienten mit
einem Gewicht von 70 kg, Auﬂösungen in der Größenordnung von 4 - 6mm liegen,
müßte die benötigte Ortsauﬂösung bei einer Maus mit einem Gewicht von 20 - 30 g,
unter 1mm betragen [4]. Um sich dieser theoretisch notwendigen Auﬂösungsgrenze
anzunähern, werden für die Kleintierbildgebung dedizierte Scanner mit kleineren
Detektoren und höherer Sensitivität entwickelt.
Die ersten PET-Scanner mit einer Tieranwendung, wurden 1992 für nichtmensch-
liche Primaten durch Hamamatsu [5] und CTI PET Systems [6] entwickelt. Beide
Tomographen verwendeten BGO (Bismutgermanat) Szintillationskristalle zur De-
tektion der Annihilationsphotonen. Während für das CTI PET zwei duale Anoden
Photo Multiplier Tubes (PMTs) zur Signalverstärkung an jeder Kristallmatrix ver-
wendet wurden, erhöhte Hamamatsu die Detektionsgenauigkeit noch zusätzlich
durch die Verwendung positionssensitiver PMTs. Somit ergaben sich transaxia-
le Auﬂösungswerte von 3,8mm Halbwertsbreite (Full Width at Half Maximum,
FWHM) für das CTI PET und von 3,0mm FWHM für das Hamamatsu Sys-
tem [3]. Das RAT-PET stellte den ersten dedizierten Scanner für Nagetiere dar
und wurde im Rahmen einer Kooperation des Hammersmith Hospitals mit CTI
PET Systems entwickelt [7], [8]. Außer eines geringeren Detektorringdurchmessers
von 11,5 cm, besitzt es eine transaxiale Auﬂösung im Zentrum von 2,4mm FWHM.
Aufgrund der relativ breiten Kristalle von 5,95mm in y-Richtung, besitzt das RAT-
PET zwar eine höhere Sensitiviät, wobei aber mit zunehmendem radialen Abstand
die Auﬂösung aufgrund von Depth of Interaction Eﬀekten (DOI) stark abnimmt [3].
Ein System, welches eine homogenere radiale Auﬂösung aufweist und erstmalig
LSO (Lutetiumoxyorthosilicat) Szintillationskristalle mit einer höheren Lichtaus-
beute verwendet, ist der microPET-Scanner [9]. Dieser wurde am UCLA Crump
Institute entwickelt und besitzt im Zentrum eine isotrope Auﬂösung von 1,8mm
FWHM [3]. Eine High Density Avalanche Chamber (HIDAC) wurde in Kombinati-
on mit einerMultiwire Gas Proportional Chamber (MWPC) erstmals durch Oxford
Positron Systems für einen Kleintier-PET-Scanner verwendet [10]. Um die 511 keV
Annihilationsphotonen des Positronenzerfalls für die Detektion in Elektronen um-
zuwandeln, enthielt die MWPC noch zusätzlich Platten mit Isolations- und Blei-
schichten. Das 3D HIDAC Tier-PET besteht aus zwei solchen Detektormodulen,
die um das zu messende Objekt rotieren, um den vollständigen Projektionsraum zu
erfassen [3]. Mit diesem System war es erstmals möglich, im Zentrum des Scanners
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eine transaxiale Submillimeterauﬂösung von 0,95mm FWHM zu erreichen.
Somit hängt die intrinsische Auﬂösung eines PET-Scanners u.a. stark von den
Detektoreigenschaften ab. Grundlegende Arbeiten haben gezeigt, dass die untere
Auﬂösungsgrenze noch von weiteren Faktoren abhängig ist, welche durch folgende
Gleichung beschrieben werden können [11,12]:
FWHM  a
a
pd{2q2   b2   r2   p0, 0022Dq2 (1.1)
Hierbei ist a ein Parameter, der den verwendeten Bildrekonstruktionsalgorithmus
berücksichtigt, d stellt die Kristallgröße dar und b beschreibt das Blockdetektor-
design bzw. die Kopplung der individuellen Kristalle an die Ausleseelektronik. Der
Parameter r kennzeichnet die eﬀektive Objektgröße inklusive der Positronenreich-
weiteneﬀekte. Im letzten Term wird zudem die Nichtkolinearität der generierten
koinzidenten Annihilationsphotonen bzw. die Abweichung von ihrem idealen 180
Emissionswinkel über den Ringdurchmesser D des PET-Scanners berücksichtigt.
In dieser Arbeit wurde das Concorde microPET Focus 120 verwendet, welches ein
Nachfolgemodell des oben beschriebenen UCLA microPETs ist. Aufgrund der Ver-
wendung von positionssensitiven PMTs, kann hierbei der Faktor b in Gleichung 1.1
entsprechend [13] mit b 0,8mm abgeschätzt werden. Für einen idealen Bildre-
konstruktionsalgorithmus (a=1) und eine vernachlässigbare eﬀektive Objekgrö-
ße (r= 0mm), liegt die intrinsische Auﬂösung des Scanners in der Größenord-
nung von 1,0mm FWHM. Da aber stets mit einem Rekonstruktionsalgorithmus
(a=1,25 für die geﬁlterte Rückprojektion) und einem Isotop gemessen werden muss
(r= 0,47mm für F-18), liegt die messbare untere Auﬂösungsgrenze am microPET
Focus 120 bei ca. 1,4mm FWHM.
Diese Arbeit beschäftigt sich schwerpunktmäßig mit dem Isotop I-124, welches
aufgrund mehrerer Vorteile in der Forschung zunehmend Verwendung ﬁndet. Je-
doch weist das Isotop I-124 auch einige Nachteile auf, die insbesondere an den o.g.
Herausforderungen in der PET-Kleintierbildgebung ansetzen. Einerseits verringert
die geringe Positronenausbeute von nur knapp 23% die Sensitivität bzw. die De-
tektionswahrscheinlichkeit der Annihilationsphotonen. Andererseits ist I-124 ein
nichtreiner Strahler, welcher zusätzlich zum Positronenzerfall direkte Kaskaden-
gammalinien emittiert. Diese können untereinander oder häuﬁger noch mit einem
aus dem Positronenzerfall stammenden Annihilationsphoton in Koinzidenz treten.
Diese Kaskadengammakoinzidenzen erhöhen den Untergrund im rekonstruierten
Bild und erschweren somit eine absolute Quantiﬁzierung. Außerdem besitzt I-124
ein hochenergetisches Energiespektrum, welches in eine mittlere Reichweite in Was-
ser von knapp 3mm [14] resultiert. Dieser deutliche Ortsauﬂösungsverlust liegt ca.
4zwei Größenordnungen über der messbaren unteren Auﬂösungsgrenze am micro-
PET Focus 120. Hieraus ergibt sich ein deutlicher Bildverschmierungseﬀekt.
Zielsetzung dieser Arbeit war es, diese durch die Verwendung des Isotops I-124
begründeten Eﬀekte, zu korrigieren. Daher wurde eine vollständige Verarbeitungs-
kette implementiert, von der Abschätzung der Kaskadengammakoinzidenzen über
Monte-Carlo-Simulationen bis hin zur Rekonstruktion der korrigierten Bilder. Die
etablierten Korrekturen ermöglichen nunmehr eine auf knapp 3% genaue absolute
Quantiﬁzierung, zusammen mit einer Ortsauﬂösungsverbesserung in der Größen-
ordnung von 20%. Das robuste und automatisierte Korrekturverfahren ermöglicht
den routinemäßigen Einsatz in der präklinischen PET-Bildgebung.
In den ersten beiden Kapiteln werden in der Folge die physikalischen und mathema-
tischen Grundlagen der PET dargelegt. In Kapitel 4 wird neben dem Monte-Carlo-
simulierten PET-Scanner und den simulierten Phantomen, zudem das implemen-
tierte Korrekturschema näher beschrieben. In Kapitel 5 wird zunächst eine Ab-
schätzung der Kaskadengammakoinzidenzen und des Auﬂösungsverlustes mittels
Monte-Carlo-Simulationen durchgeführt. Kapitel 6 behandelt die darauf aufbauen-
den etablierten Korrekturen, die für eine erhöhte Quantiﬁzierung erforderlich sind.
Der umgesetzte Rekonstruktionsalgorithmus zur Auﬂösungsverbesserung wird in
Kapitel 7 näher untersucht. Abschließend wird in Kapitel 8 die Anwendung des
etablierten vollständigen Korrekturschemas in der präklinischen Routine anhand
von Ergebnissen aus mehreren Phantommessungen und Mausstudien demonstriert.
2 Physikalische Grundlagen der Po-
sitronenemissionstomographie
In den folgenden Abschnitten werden die Grundlagen für die Bildgebung in der
Positronenemissionstomographie eingeführt, von der Produktion der Radionukli-
de, über die elektronische Erfassung der entstehenden Koinzidenzen, bis hin zu
deren Korrekturen.
In Abschnitt 2.1 werden neben der Nuklidproduktion, die physikalischen Eigen-
schaften der in dieser Arbeit verwendeten Positronenemitter näher betrachtet.
Die wichtigsten Wechselwirkungsprozesse der bei der Positronenannihilation (Ab-
schnitt 2.2) entstehenden Gammaquanten, sowie der direkt emittierten Gammali-
nien, werden in Abschnitt 2.3 beschrieben. Direkt emittierte Gammaquanten treten
bei nichtreinen Positronenstrahlern auf. Das in dieser Arbeit verwendete Isotop I-
124 ist beispielsweise ein Vertreter dieser Gruppe. Die Detektion der Gammaquan-
ten inklusive der Gerätetechnik ist für das speziell in dieser Arbeit verwendete
Concorde microPET Focus 120 in Abschnitt 2.4 dargestellt. Als Voraussetzung
für die Bildrekonstruktion wird die Datenaufbereitung der gemessenen Koinziden-
zen in Abschnitt 2.5 erläutert. Um eine absolute Quantiﬁzierung der Bilddaten
zu ermöglichen, sind neben allgemeinen Korrekturen (Abschnitt 2.6), auch spezi-
elle Korrekturen für nichtreine und hochenergetische Positronenstrahler notwendig
(Abschnitt 2.7).
2.1. Produktion und physikalische Eigenschaften von
Positronen
2.1.1. Radionnuklidproduktion
Die in dieser Arbeit verwendeten Isotope F-18, I-124 und Ga-68 werden mit Hilfe
eines Zyklotrons bzw. eines Generators hergestellt. Bei einem Zyklotron werden
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geladene Teilchen (z.B. Protonen p, Neutronen n oder α-Teilchen) durch elektro-
magnetische Felder auf Kreisbahnen beschleunigt und auf ein Zielmaterial (Target)
gelenkt. Dort kollidieren die geladenen Teilchen mit Kernen des Targets und neue
Kerne (Radionuklide) werden erzeugt [15]. In Bezug auf eine hohe molare Ra-
dioaktivität ist die eﬀektivste Produktionsmethode für F-18 die Verwendung von
O-18 angereichertem Wasser als Target [16] mit der Kernreaktion 18O(p,n)18F. Die
reinste Herstellung von I-124 bei einer relativ geringen Beschleunigungsenergie von
12MeV und gleichzeitig hoher Ausbeute, wird durch die Verwendung des Feststof-
fes Te-124 als Target erreicht [17] mit der Kernreaktion 124Te(p,n)124I.
In einem Ge-68/Ga-68 Nuklidgenerator zerfällt Ge-68 (mit einer langen Halbwerts-
zeit (HWZ) von 271 Tagen) unter Elektroneneinfang in Ga-68, welches dann eluiert
wird [18].
2.1.2. Radiopharmakon
Ein PET-Radiopharmakon (radioaktiver Tracer) besteht aus einem Biomolekül
(Vektor, Ligand, Vehikel) und einem positronenemittierenden Radionuklid [19].
Bei großen Molekülen (z.B. Peptide, Antikörper, Proteine und Nukleinsäuren) ist
das Radionuklid in einem Chelator komplexiert (z.B. DOTA oder NODAGA)
und über einen Linker (Aminosäurekette) mit dem Molekül verbunden (Abb. 2.1).
Biomoleküle können beispielsweise Antigene, Proteine, Enzyme, Rezeptoren oder
Transporter sein. Für Radiopharmaka, die mit F-18 markiert werden, ist kein Lin-
ker notwendig, da durch atomaren Austausch das Molekül (z.B. FDG) selbst radio-
aktiv ist. Das radioaktive I-124 benötigt weder einen Linker noch ein Biomolekül
und kann über den humanen Natrium Iodid Symporter (hNIS) in die Zelle transpor-
tiert werden [20]. So kann z.B. durch Viren die genetische Information des hNIS in
die Zelle eingebracht und von dieser dann exprimiert werden, so dass anschließend
I-124 in die Zelle transportiert werden kann. [F-18]Tetraﬂuoroborat ist ebenfalls
ein Substrat für den hNIS. Der Precursor Tetraﬂuoroborat (TFB oder BF4 ) wird
mit F-18 unter sauren Bedingungen durch Isotopenaustausch markiert, um den
PET-Tracer [F-18]TFB herzustellen [21].
Abbildung 2.1.: Schlüssel-Schloss-Prinzip eines Radiopharmakons. Jedes Biomolekül be-
sitzt eine speziﬁsche Oberﬂächenstruktur, die dem Target bzw. Rezeptor komplementär
ist.
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2.1.3. Physikalische Eigenschaften einiger Positronenemitter
Die physikalischen Eigenschaften der in dieser Arbeit verwendeten Isotope sind
in Tabelle 2.1 zusammengefasst. F-18 ist ein reiner Positronenstrahler (96,7%)
ohne zusätzliche Emission von Gammalinien. Aufgrund der durch die niedrige Zer-
fallsenergie resultierenden geringen Reichweite des Positrons, eignet sich F-18 für
Messungen mit hoher Ortsauﬂösung. Die geringe Halbwertszeit von 109,8min li-
mitiert den Nutzen von F-18 jedoch im Rahmen von Langzeitstudien. Das Isotop
Na-22 besitzt geringe mittlere und maximale Positronenenergien, die mit F-18 ver-
gleichbar sind. Gleichzeitig besitzt Na-22 eine deutlich längere Halbwertszeit von
2,602 Jahren. Daher wird Na-22 häuﬁg für Auﬂösungsmessungen in der Positrone-
nemissionstomographie verwendet. Der nichtreine Positronenstrahler I-124 bietet
ebenfalls eine längere Halbwertszeit (ca. 4,2Tage), die für die Kleintierbildgebung
neben dem Monitoring des gleichen Tieres über mehrere Tage hinweg auch die Dar-
stellung von langsamen biochemischen Prozessen ermöglicht. Zusätzlich wird I-124
über den humanen Natrium-Iodid-Symporter in die Zelle transporiert, weswegen
es für die Kleintierstudien in dieser Arbeit verwendet wurde. Aus dem komplexen
Zerfallsschema von I-124 (Abb. 2.2) ergeben sich jedoch mehrere Nachteile. Neben
F-18 Na-22 I-124 Ga-68
T1{2 109,8min 2,602 y 4,18 d 67,7min
Emax [keV] 633,5 546 1534,9 1899,1
2137,6 821,7
Emean [keV] 249,8 215,5 687,0 836,0
974,7 352,6
Rmax [mm] 1,8 1,3 8,3 7,6
Rmean [mm] 0,47 0,27 2,48 2,54
β -yield [%] 96,7 90,3 22,9 88,9







Tabelle 2.1.: Physikalische Eigenschaften der in dieser Arbeit verwendeten Positronen-
strahler mit T1{2 als der Halbwertszeit des Isotops und Emax [22,23] (Emean [24]) als der ma-
ximalen (mittleren) Positronenenergie. Rmax ist die maximale Reichweite in Wasser (von
99% aller Positronen) und Rmean ist die mittlere Reichweite bestimmt aus eigenen Monte-
Carlo-Simulationen. Zum Positronenzerfall zusätzlich auftretende Gammalinien sind ab
einer Häuﬁgkeit von ¥ 1 % aufgeführt [24].
8 2.2 Positronenzerfall und Annihilation
einer geringen Positronenausbeute von ca. 23%, werden mehrere Kaskadengammas
zeitgleich mit dem Positronenzerfall emittiert. Die Energien der dominanten Pho-
tonen fallen in die Standardenergiefenster herkömmlicher Kleintier-PET-Scanner
mit Häuﬁgkeiten von ca. 63% für die 602,7 keV und ca. 10% für die 722,8 keV
Linie. Diese Photonen können in Koinzidenz mit den 511 keV Gammaquanten aus
der Positronenannihilation treten und zusätzlich die Bildqualität verschlechtern.
Weiterhin besitzt I-124 im Vergleich zu F-18 hohe Positronenendenergien, die zu
einer ca. fünf Mal so großen mittleren Reichweite führen. Das Isotop Ga-68 besitzt
eine mit I-124 vergleichbar hohe maximale Positronenenergie und eine ähnliche
mittlere Reichweite in Wasser von ca. 2,5mm. Wie F-18 ist es ein nahezu reiner
Positronenstrahler mit einer Positronenabundanz von ca. 89% und einer relativ





































Abbildung 2.2.: Vereinfachtes I-124 Zerfallsschema mit Daten aus [24]. Nur Häuﬁgkeiten
¥ 1 % sind gezeigt.
2.2. Positronenzerfall und Annihilation
Positronen pe q können beispielsweise über den β  Zerfall erzeugt werden:
A
ZX Ñ AZ1Y   e    νe (2.1)
1
1p Ñ 10n  e    νe.
Hierbei verringert sich die Kernladungszahl Z des Mutterkerns X um 1, wohin-
gegen die Massenzahl A des Tochterkerns Y konstant bleibt. Dabei wandelt sich
ein Proton p in ein Neutron n um unter der Emission eines Positrons e . Aus Er-
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haltungssatzgründen entsteht zusätzlich noch ein Elektron-Neutrino νe [25]. Dies
begründet sich darin, dass für einen Zwei-Teilchen-Zerfall, aufgrund der Energieer-
haltung für die Gesamtenergie E0, folgende Relation gilt: E0  Ekin,1 Ekin,2 mit
der kinetischen Energie Ekin,1 des emittierten Teilchens und Ekin,2 als der Ener-
gie des Rückstoßkerns. Bei Impulserhaltung p1  p2 ergibt sich mit den beiden








für die kinetische Energie Ekin,1 des
emittierten Teilchens ein konstanter Wert von
Ekin,1  m2  m1
m1
E0. (2.2)
Dies steht im Widerspruch zu dem kontinuierlichen Positronenspektrum mit ei-
ner maximalen Endpunktsenergie Emax (Abschnitt 2.1.3).
Die Emission eines Elektrons bzw. seines Antiteilchens (Positron) müßte bei einem
Zwei-Teilchen-System eine halbzahlige Spinänderung h¯{2 ergeben. Da aber alle
bisher beobachteten Spinänderungen ganzzahlig waren, wäre die Impulserhaltung
für den β-Zerfall als ein Zwei-Teilchen-System ebenfalls verletzt. Daher postulier-
te Pauli erstmals 1930 [26] die Existenz eines weiteren Teilchens (damals noch
als Neutron bezeichnet) mit einem halbzahligen Spin, das die Energie- und Im-
pulserhaltung wiederherstellt. Die Entdeckung diese Teilchens (Neutrino) konnte
aufgrund seiner geringen Wechselwirkungen erst 1956 durch Reines [27] erfolgen.
Für die PET spielt das masselose Neutrino keine Rolle.
Im Gegensatz zum Neutrino verursacht das Positron Wechselwirkungen in Mate-
rie und verliert durch inelastische Stoßprozesse seine kinetische Energie. Nach dem
Abbremsvorgang kann das Positron kurzzeitig mit einem Elektron ein Positronium
bilden (Abb. 2.3). Dies geschieht in ca. 33% aller Fälle in Wasser oder in mensch-
lichem Gewebe [15]. Hier ﬁndet daher häuﬁger die direkte Annihilation zwischen
Abbildung 2.3.: Schematische Darstellung des Positronenzerfalls für F-18 bis zur Anni-
hilation der beiden Gammaquanten nach [15,28,29]. Die 9 Protonen und 9 Neutronen des
Isotops sind jeweils gelb bzw. grau dargestellt.
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Positron und Elektron statt. Bei einem Positronium kreisen das Positron und das
Elektron um einen gemeinsamen Schwerpunkt und annihilieren nach einer kurz-
en Zeit ( 1010 s) [25]. Es werden zwei Photonen mit einer Energie von jeweils
511 keV Eγ mc2 erzeugt, die koinzident in einem 180 Winkel voneinander abge-
strahlt werden. Mit einer Wahrscheinlichkeit von   1 % kann zusätzlich ein drittes
Photon entstehen [15]. Abweichungen von diesem Idealfall ergeben sich, wenn die
Teilchen nicht den exakt gleichen Impuls relativ zum gemeinsamen (ursprüngli-
chen) Schwerpunkt haben. Durch kleine Abweichungen in Bezug auf Betrag und
Richtung des Impulsvektors ergibt sich ein Gesamtdrehimpuls  0 und Abweichun-
gen von dem idealen 180 Winkel in der Größenordnung von  0,5 [15] können
auftreten. Sowohl der Eﬀekt der energieabhängigen Reichweite der Positronen (Ta-
belle 2.1) von ihrer Entstehung bis hin zur Annihilation, als auch die Abweichung
vom idealen 180 Winkel, reduzieren die mögliche Auﬂösung für die Positronene-
missionstomographie.
2.3. Wechselwirkung von Gammaquanten in Materie
Abb. 2.4 zeigt die maßgeblichen Wechselwirkungsprozesse von Photonen in wei-
chem Gewebe. Für geringe Energien unter 30 keV dominiert hier der Photoeﬀekt,
ab  30 keV kommt die Comptonstreuung stärker zum Tragen. Ab Energien von
1022MeV gewinnt der Paarbildungsprozess, hauptsächlich in Materialien mit ho-
hen Ordnungszahlen, immer mehr an Bedeutung. Dabei entsteht ein Elektronen-
Positronen-Paar durch die vollständige Vernichtung des Gammaquants.
Der maßgebliche Wechselwirkungsprozess in der Positronenemissionstomographie
ist aufgrund der Energien der generierten Photonen hauptsächlich die Compton-
streuung. Bei der Comptonstreuung handelt es sich um die Streuung eines Pho-
tons an einem quasifreien Elektron der äußeren Atomhülle. Dabei vergrößert sich
die Wellenlänge des Photons aufgrund seines teilweisen Energieverlustes an das
Hüllenelektron. Die Richtung des Photons ändert sich hierbei und das Elektron
wird aus dem Atomverbund gelöst. Der Ablenkungswinkel ist abhängig von der ur-
sprünglichen Energie des einfallenden Photons. Beim Photoeﬀekt wird das Photon
komplett absorbiert und übergibt seine Energie hauptsächlich an ein Elektron in
der inneren Atomhülle. Das Elektron wird emittiert und das Atom ionisiert. Bei der
Rayleigh-Streuung handelt es sich um eine elastische Streuung niederenergetischer
Photonen an Teilchen, deren Durchmesser klein im Vergleich zur Wellenlänge des
eingestrahlten Photons ist. Hierbei treten quasi keine Energieverluste auf und die
Wellenlänge des Photons ändert sich nicht. Aufgrund der geringen Energie, kann
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die Rayleigh-Streuung für die PET-Bildgebung vernachlässigt werden.
Abbildung 2.4.:Massenschwächungskoeﬃzient von Photonen in weichem Gewebe (ICRU
44, [30]) als Funktion ihrer Energie. Generiert mit XMuDat [31].
2.4. PET-Detektoren und Gerätetechnik
2.4.1. Allgemeine Eigenschaften
Für die Detektion der beiden 511 keV Vernichtungsquanten kommen in der PET
Szintillationsdetektoren zum Einsatz. Die Annihilationsphotonen verlieren ihre Ener-
gie in dem Szintillationskristall direkt an einer Stelle über den photoelektrischen Ef-
fekt oder über die Comptonstreuuung an mehreren Stellen innerhalb desselben oder
in benachbarten Kristallen [32]. Durch die absorbierte Energie wird der Kristall in
einen höheren Energiezustand versetzt. Die angeregten Elektronen des Kristalls
verlieren ihre Energie über die Emission von Photonen, die durch nachgeschaltete
Photomultiplier Tubes (PMT) weiter verstärkt und in ein elektrisches Signal für
die Ausleselektronik umgewandelt werden.
Für den Wirkungsquerschnitt der Comptonstreuung gilt ρ Zeﬀ{A mit der Dichte ρ,
der Massenzahl A und der eﬀektiven Kernladungszahl Zeﬀ. Das Verhältnis Zeﬀ{A
liegt für alle Elemente bis auf Wasserstoﬀ nahezu bei einem konstanten Wert von
0,45 0,05 [32]. Eine hohe Materialdichte verstärkt die Photonenwechselwirkungen
innerhalb des Kristalls, während ein Material mit hoher eﬀektiver Kernladungszahl
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Zeﬀ die Wechselwirkungswahrscheinlichkeit für den Comptoneﬀekt erhöht und so-
mit auch die Absorptionsfähigkeit des Kristalls vergrößert. Tabelle 2.2 listet einige
Eigenschaften herkömmlicher Szintillationsmaterialien für PET-Detektoren auf.
Das Szintillationsmaterial Natriumiodid dotiert mit Thallium NaI(Tl) besitzt
zwar die höchste Lichtausbeute, hat aber aufgrund der geringen Dichte und der
niedrigen eﬀektiven Kernladungszahl eine relativ geringe Nachweiswahrscheinlich-
keit für 511 keV Gammaquanten. Demgegenüber steht Bismutgermanat (BGO),
das bedingt durch seine hohe eﬀektive Kernladungszahl und Dichte einen hohen
Schwächungskoeﬃzienten für 511 keV Gammaquanten aufweist. Dennoch resultiert
aus der geringen Lichtausbeute bei 511 keV nur eine Energieauﬂösung von 18%
im Vergleich zu 7% für NaI(Tl) und 11% für Lutetiumoxyorthosilicat (LSO) [32].
LSO besitzt im Vergleich zu BGO eine ähnliche eﬀektive Kernladungszahl, aber
eine deutlich erhöhte Lichtausbeute und geringere Abklingzeit. Dies macht LSO zu
einem sehr gut geeigneten Szintillationsmaterial für die PET. Nachteilig ist lediglich
die intrinsische Radioaktivität von LSO durch Lu-176 mit einem Anteil von 2,6%,
welche zu einer Untergrundstrahlung führt. LuYAP bietet die höchste Dichte und
die geringste Abklingzeit. Dennoch ist die Lichtausbeute hier am niedrigsten. Auf-
grund von unterschiedlichen Abklingzeiten kann bei einer phoswich-Konﬁguration
(Detektor aus zwei Schichten unterschiedlicher Materialien) eine zusätzliche Tie-
feninformation (Depth of Interaction, DOI) gewonnen werden. Dies ist z.B. beim
NaI(Tl) BGO LSO LYSO LuYAP
NaI(Tl) Bi4Ge3O12 Lu2SiO5 Lu1,6Y0,4SiO5 Lu0,8Y0,2AlO3*
ρ1 3,7 7,1 7,4 7,1 ¥7,7
Zeﬀ2 51 75 66 60 ¥60
yield3 41000 9000 30000 32800 6040-8760*
t4 230 300 40 41 20,5p65%q
160p35%q
λpeak
5 410 480 420 420 367
n6 1,85 2,15 1,82 1,81 1,95+
Hygro.7 ja nein nein nein nein
1Dichte in

g{cm3 2 eﬀektive Kernladungszahl
3 Lichtausbeute in rγ{MeVs 4Abklingzeit in rnss
5 Peakwellenlänge in [nm] 6 Brechungsindex 7Hygroskopie
* abhängig von der Dotierung mit Ce, aus [35] + aus [36]
Tabelle 2.2.: Physikalische Eigenschaften einiger Szintillationsmaterialien, die häuﬁg
in der PET-Bildgebung Verwendung ﬁnden [3236]. LSO wird im microPET Focus 120
(Concorde) verwendet und LYSO und LuYAP im ClearPET (Raytest) in einer phoswich-
Konﬁguration.
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ClearPET durch die Kombination von Lutetiumyttriumoxoorthosilicat (LYSO) mit
LuYAP technisch realisiert worden, wird aber in der Datenanalyse bisher noch nicht
kommerziell genutzt.
Die ersten PET-Detektoren (1975, Ter-Pogossian [38]) zeichneten sich durch eine
direkte Anbindung des Szintillators an den Photodetektor aus. Als die Scanner-
geometrien komplexer wurden und mehr Detektoren auf einem Ring untergebracht
werden sollten, wurde diese one-to-one Kopplung durch die Größe und Kosten
der Photomultiplier limitiert [39]. 1986 wurden dann die Blockdetektoren durch
Casey und Nutt [40] eingeführt. Ursprünglich wurde eine 4 x 8 BGO Kristallma-
trix mit 4 PMTs verbunden. Dabei wird das Licht jedes Kristallelements durch
Einschnitte unterschiedlicher Tiefen im Kristall voneinander getrennt. Die Posi-
tionsberechnung im Kristall erfolgt durch Schwerpunktbildung der Signalampli-
tuden (Anger-Prinzip). Die Weiterentwicklung zu positionsabhängigen (position-
sensitive) PMTs erfolgte im gleichen Jahr durch die Firma Hamamatsu [41]. Hierbei
wird die Lokalisierungsgenauigkeit durch die Verwendung mehrerer unabhängiger
sich überkreuzender Anodendrähte erhöht. Das microPET Focus 120 besitzt 12 x 12
Kristallmatrizen, die jeweils mit optischen Faserkabeln an einen positionssensitiven
PMT mit 8 x 8 Anoden gekoppelt sind. Die Berechnung hier erfolgt ebenfalls nach
dem Anger-Prinzip (Abb.2.5). Elektronen, die aus der Photokathode emittiert wer-
den, werden kaskadenartig durch die Dynoden vervielfältigt und schließlich von der
letzten Dynode reﬂektiert (Abb.2.5 links). Über die sich kreuzförmig schneidenden
Anodentypen (X und Y Anode) wird dann das Signal zweidimensional ausgelesen
(Abb.2.5 rechts). Jede Anode in der gleichen Richtung ist durch eine Kette von
Widerständen miteinander verbunden, an deren Enden zwei unterschiedlich starke
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To take full advantage of the effective area, the photoelectrons emitted from the edges of the photocath-
ode are focused toward the dynodes. This tends to increase anode crosstalk (3 % to 6 %) particularly in the










Supply Voltage: 1000 V
Light Source: Tungsten Lamp
Spot Size: 5 square milli eters
THBV3_0918EA
Figure 9-18: Crosstalk characteristics of anodes in corner area
9.2 Center-of-Gravity Position Sensitive Photomultiplier Tubes
9.2.1 Metal channel dynode type multianode photomultiplier tubes
(cross-plate anodes)
(1) Structure
Figure 9-19 shows the electrode structure of a metal cha nel dynode type mu tianod  photomul iplier
tube using a cross-plate anode.
In this photomultiplier tube, photoelectrons emitted from the photocathode are multiplied by each dyn-
ode and the multiplied secondary electrons are then reflected back from the last dynode and read out from










Figure 9-19: Electrode structure
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Figure 9-20 illustrates the center-of-gravity detection method for reading out the output signal from a
position-sensitive photomultiplier tube using a cross-plate anode. The electron bunch released from the
last dynode is collected by anodes linearly arranged in the X and Y directions. Since each anode in the
same direction is connected by a resistor string, the collected electrons are divided into four signal compo-
nents X1, X2, Y1 and Y2 corresponding to the anode position at which the secondary electrons arrive. By
inputting these signals to summing (SUM) and divider (DIV) circuits, the center of gravity in the X and Y













Figure 9-20: Center-of-gravity measurement method
(2) Characteristics
This section describes spatial resolution characteristics obtained by center-of-gravity detection using
6(X) + 6(Y) cross-plate anodes respectively arranged in the XY directions. This spatial resolution data
(output distribution of each anode) was measured by scanning the photocathode surface with a 1-millime-
ter collimated light beam emitted from a tungsten lamp. Results are shown in Figures 9-21 and 9-22.
© 2007 HAMAMATSU PHOTONICS K. K.
Abbildung 2.5.: Anger-Prinzip bei positionssensitiven PMTs. Links: Elektrodenstruktur.
Rechts: Lokalisationsberechnung mit Hilfe des Anger-Prinzips [37].
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Signalkomponenten (X1,X2 bzw. Y1,Y2) abgegriﬀen werden. Mit diesen Signal-
komponenten kann die X bzw. Y Position des Kristallelements über die Schwer-
punktsberechnung bestimmt werden.
Sowohl im klinischen als auch im präklinischen Alltag werden heutzutage üblicher-
weise Vollringtomographen verwendet. Hierbei werden die Kristallmatrizen in tran-
saxialer Richtung ringförmig und entlang der axialen Richtung möglichst lückenlos
wiederholt. Die PET-Bildgebung beruht hauptsächlich auf der koinzidenten Mes-
sung der generierten 511 keV Gammaquanten. Die verwendeten Koinzidenzzeitfens-
ter sind abhängig von den Abklingzeiten des verwendeten Kristallmaterials. Somit
ergibt sich für LSO ein kürzeres Zeitfenster (z.B. 6 ns für das microPET Focus
120) im Vergleich zu BGO (z.B. 12 ns für die ältere ECAT Human-PET Serie).
Neuere Humanscanner, wie beispielsweise das Siemens Biograph mCT, verwenden
ebenfalls LSO als Kristallmaterial, welches ein kürzeres Koinzidenzzeitfenster von
4,5 ns erlaubt.
2.4.2. Concorde microPET Focus 120
Abbildung 2.6.: Bilder des microPET Focus 120. Links: Ohne Verkleidung mit den
24 Kassetten, die jeweils 4 Detektormodule in axialer Richtung beinhalten und den sich
anschließenden Koinzidenzboards. Rechts: Geschlossener microPET-Scanner mit tempe-
raturregulierbarer Mausliege inklusive Narkoseeinheit mit Maus vor einer Messung.
Technische Speziﬁkationen
Die Kristalle aus LSO des Kleintierscanners Concorde microPET Focus 120 (Abb.
2.6) besitzen eine Größe von 1,5 x 1,5 x 10mm3, die in 12 x 12 Kristallmatrizen oder
Detektorblöcken angeordnet sind. Jeder Detektorblock ist über optische Fasern
an eine positionssensitive Photomultipliertube angeschlossen und wird 4Mal axial
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und 24Mal radial wiederholt. Somit ergeben sich 48 einzelne Kristallringe axial
mit jeweils 288 ringförmig angeordneten Kristallen. Der Abstand zwischen den
Mittelpunkten zweier Kristalle (crystal pitch) beträgt in transaxialer Richtung
0,163mm und 0,1592mm in axialer Richtung. Daraus resultiert ein axiales FOV
(Field of View oder Gesichtsfeld ) von 7,6 cm und ein Detektorringdurchmesser
von 14,7 cm. Das Standardenergiefenster am microPET Focus 120 beträgt 350-
650 keV und das Koinzidenzzeitfenster 6 ns. Die mittlere Energieauﬂösung aller
13.824 Kristalle wurde aus Kalibriermessungen berechnet und beträgt abzüglich
























Abbildung 2.7.: Histogramm der gemessenen Kristallenergieauﬂösungen am microPET
Focus 120.
Kalibrierfaktor
Die PET kann als ein absolutes quantitatives Bildgebungsverfahren verwendet wer-
den. Dazu wird ein Kalibrierfaktor benötigt, um aus den gemessenen Zählraten die
Einheit Becquerel (Bq) zu erhalten. Anhand der bekannten Aktivität eines Messob-
jektes muss eine Umrechnung durch einen Skalierungsfaktor S erfolgen. Als Objekt
wurde hier eine Injektionsspritze (B. Braun, Melsungen) mit einem Volumen von
20ml verwendet. Bezüglich des Volumens und des Durchmessers von 20,3mm, ent-
spricht sie etwa den Dimensionen eines kleinen Nagetieres. In der Regel müssen alle
Korrekturen in der PET angewandt werden, damit eine absolute Quantiﬁzierung
erfolgen kann. Unter bestimmten Voraussetzungen ist diese aber auch ohne die
Verwendung aller Korrekturen möglich. Nach den Ergebnissen der Skalierungsme-
thode für Phantome im Kleintiermaßstab aus [42], beinhaltet die Rekonstruktion
ohne Schwächungskorrektur eine Kompensation für Objekte, die ähnliche Ausma-
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ße besitzen und in einer ähnlichen Lage positioniert wurden. Daher umfassst der
nicht-schwächungskorrigierte Kalibrierfaktor aus einer 20ml Spritzenmessung die
Schwächungskorrektur für gleich positionierte Objekte mit ähnlichen Dimensionen.
Analog wurde der Kalibrierfaktor für F-18, I-124 und Ga-68 mit Spritzenmessungen
oder -simulationen der jeweiligen Isotope durchgeführt, nachdem alle Korrekturen
angewandt wurden.
Der Kalibrierfaktor Q für die Quantiﬁzierung setzt sich aus dem Skalierungsfaktor
S und aus einem Korrekturfaktor, jeweils für die Totzeit des Systems DT und für
die Zerfallskorrektur DC des verwendeten Isotops, zusammen:
Q  S
DT  DC . (2.3)
2.5. Datenerfassung und -aufbereitung
2.5.1. Line of Response (LOR)
Die Positronenemissionstomographie beruht auf der Messung der koinzidenten An-
nihilationsstrahlung mittels zweier gegenüberliegender Detektoren. Unter der An-
nahme, dass beide Gammaquanten ungestreut sind, einen vernachlässigbar kleinen
Restdrehimpuls besitzen (Emissionswinkel θ 180) und die Reichweite des Po-
sitrons vernachlässigbar klein ist, liegt der Annihilationsort auf einer idealen ge-
raden Linie (Line of Response, LOR). In dieser Veranschaulichung verbindet das
Linienintegral zentral die beiden Fronten der Detektoren miteinander (Abb. 2.8).
Dennoch ist die genaue räumliche Lokalisierung, der als ideal angenommenen
LOR, durch die Tube of Response (TOR) limitiert. Die TOR ist ein dreidimen-
sionales Parallelogramm, ein so genanntes Parallelepiped, welches sich aufgrund
der endlichen Größe des Detektors ergibt [15]. Jedem Detektorpaar da,db wird eine
LORda,db zugewiesen. Das Linienintegral über die örtlich variierende Tracerkonzen-
tration λ p~rq ergibt die mittlere Anzahl an detektierten Ereignissen xpda,dby. Da der





λ p~rq d~r. (2.4)
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Abbildung 2.8.: Darstellung der Sinogrammgenerierung. Links: Schematischer Detek-
torring mit Durchmesser D und 40 Detektorelementen, die repräsentativ für die insgesamt
288 am microPET vorhandenen sind. Rechts: Sinogramme zweier Punkte im Abstand d1
und d2 vom Zentrum des Scanners. Am micoPET wird die redundante Information eines
kompletten Sinogramms (von pi bis  pi) auf einen Bereich von pi{2 bis  pi{2 beschränkt.
2.5.2. Sinogramme
Eine gängige Form der Datenspeicherung in der PET sind die so genannten Sino-
gramme. Die Parametrisierung der LOR innerhalb einer transaxialen Ebene erfolgt
dabei mit Hilfe der beiden Variablen r und θ. Die Größe r ist der radiale vekto-
rielle Abstand zum Koordinatenursprung (Detektorring) und die Winkelvariable θ
bestimmt die Orientierung der LOR (Abb. 2.8). Aufgrund dieser Polarkoordinaten-
darstellung werden die LORs durch einen Punkt P0 px0, y0q als eine sinusförmige
Funktion dargestellt: r  x0 cos θ   y0 sin θ. Die Auftragung r gegen θ inner-
halb des Detektorringdurchmessers D wird demnach als Sinogramm bezeichnet.
Ein Sinogramm einer komplexeren Aktivitätsverteilung ist in Abb. 2.9 dargestellt.
Deutlich sichtbar ist eine überlagerte Struktur, die durch die vorhandenen Lücken
zwischen den einzelnen Detektoren bedingt ist. Durch eine geeignete Normalisie-
rung (Abschnitt 2.6.5) wird diese Struktur während der Rekonstruktion eliminiert
(Abschnitt 3.1).
Aufgrund der erhöhten Speicherkapazität werden heutzutage Messdaten übli-
cherweise im Listenmodus akquiriert. Im List Mode Format werden alle detektier-
ten Koinzidenzen chronologisch abgespeichert, inklusive ihres Zeitstempels, den
beiden entsprechenden Kristallnummerierungen, sowie der deponierten Energie.
Somit wird die nachträgliche Sinogrammerstellung für verschiedene Messzeitinter-
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Abbildung 2.9.: Sinogramm einer Simulation in GATE. Links: Simulierter microPET
Focus 120 Scanner mit dem Image Quality Phantom (nach NEMA NU 4-2008). Rechts:
Sinogramm für die beiden kalten zylindrischen Einschübe umgeben mit heißem (radioak-
tiven) Wasser (weiß gestrichelte Linie).
valle (frames) ermöglicht.
Im 3D Sinogrammmodus werden Koinzidenzen zwischen allen N Detektorringen
zugelassen. Abhängig vom axialen Öﬀnungswinkel können bis zu N2 axiale Schich-
ten gemessen werden. Der Öﬀnungs- oder Akzeptanzwinkel beschreibt den Winkel
zwischen einer schrägen und einer direkten LOR. Eine direkte LOR verbindet stets
zwei gegenüberliegende Punkte auf ein und demselben Detektoring miteinander
(z.B. von Ring 1 nach Ring 1). Daraus ergeben sich maximal N direkte Schichten.
Schräge LORs überkreuzen sich hingegen und verbinden benachbarte gegenüber-
liegende Ringe miteinander (z.B. Ring 1 mit Ring 2). Daraus ergeben sich maximal
N-1 schräge Schichten [43].
Um die Größe der Sinogramme zu limitieren, ist es möglich mehrere Sinogramm-
datensätze benachbarter Positionen bzw. Winkel axial zu mitteln. Das Ausmaß
dieser Datenkompression wird Span genannt. Je höher der Span, desto mehr schrä-
ge LORs zwischen benachbarten Ringen werden zur Mittelung herangezogen und
desto größer ist die Datenkompression. Der maximale axiale Winkel wird hierbei
über die Ringdiﬀerenz deﬁniert, welche maximal den Wert N-1 annehmen kann.
Abhängig von dem Span bzw. der Ringdiﬀerenz, werden Sinogramme in Grup-
pen (Segmenten) zusammengefasst. Je höher der Öﬀnungswinkel, desto weniger
Sinogramme sind in dem jeweiligen Segment vorhanden. Ein Span von 1 besitzt
die niedrigste Datenkompression und eine Ringdiﬀerenz für das jeweilige Segment,
welche jeweils um 1 inkrementiert wird. Segment 0 enthält hier beispielsweise nur
N direkte Schichten (unter einem Öﬀnungswinkel von 0) und besitzt daher eine
Ringdiﬀerenz von 0. Bei einem Span von 3 wird die Ringdiﬀerenz für das jewei-
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lige Segment um 3 inkrementiert. Für den Span ergibt sich immer eine ungerade
Zahl, die um 2 inkrementiert wird. Werden die Daten zu stark komprimiert, ist der
Auﬂösungsverlust aufgrund der Divergenz der LORs zu groß. Daher ergeben sich
Standardwerte für den Span zwischen 3 (für Hirnstudien mit hohen Zählstatisti-
ken) und 9 für Ganzkörperscans mit niedriger Zählstatistik [15].
2.6. Allgemeine Datenkorrekturen
Die Ereignisdetektion in der PET beruht auf der elektronischen Kollimation der
generierten Annihilationsstrahlung. Falls beide 511 keV Gammaquanten innerhalb
eines Zeitfensters (Koinzidenzfensters) detektiert werden, die im Kristall deponierte
Energie innerhalb des gewählten Energiefensters und die zugewiesene LOR inner-
halb des Akzeptanzwinkels liegt, wird die Koinzidenz gewertet. Alle registrierten
Koinzidenzen werden als Prompts bezeichnet und beinhalten somit auch uner-
wünschte Anteile. Abbildung 2.10 listet die verschiedenen Koinzidenzanteile sche-
matisch auf. Neben den echten (Trues), wird zwischen gestreuten (Scatter)
und zufälligen (Randoms) Koinzidenzen unterschieden. Für Isotope mit Emission
von Kaskadengammalinien treten noch zusätzlich falsche Koinzidenzen (Cascade
gammas) auf. In einer optimalen Messung stimmt für die Trues die Verbindungs-
linie zwischen den beiden Detektoren mit der Vernichtungslinie der beiden 511 keV
Photonen exakt überein. Tritt zusätzlich eine Comptonstreuung für die Scatter
auf, stimmt im Rahmen der Energieauﬂösung des Systems diese Verbindungslinie
nicht mehr. Es entsteht eine falsche LOR (dargestellt durch die gestrichelte Li-
nie), die nicht mehr der Koinzidenzlinie der beiden Photonen entspricht. Dies ist
auch bei den Randoms und Cascade gammas der Fall. Durch eine Koinzidenz
zwischen zwei Photonen aus unterschiedlichen Zerfällen bei den zufälligen Koinzi-
denzen bzw. durch eine Koinzidenz zwischen einem Annihilationsphoton und einem
Kaskadengamma bei den Cascade gammas, repräsentiert die Line of Response
nicht mehr den realen Ort des Zerfalls. Somit führen die Scatter, Randoms
und Cascade gammas zu einer fehlerhaften Bildrekonstruktion und müssen kor-
rigiert wird. Die Charakterisierung der verschiedenen Koinzidenzanteile inklusive
notwendiger Korrekturen hierfür, wird daher in den noch folgenden Abschnitten
detailliert dokumentiert.
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Abbildung 2.10.: Schematische Darstellung der verschiedenen Koinzidenzereignisse für
einen Vollring-PET-Scanner. Der Annihilationsort des Positrons ist jeweils durch einen
schwarzen Punkt gekennzeichnet. Für die gestreuten (Scatter), zufälligen (Randoms) und
Kaskadengammakoinzidenzen (Cascade gammas) wird die fehlerhaft zugewiesene LOR
durch die gestrichelte Linie veranschaulicht. Bei den echten Koinzidenzen (Trues) ist die-
se idealerweise deckungsgleich mit der Emissionsrichtung der beiden Annihilationsphoto-
nen. Mindestens ein Photon wird bei gestreuten Koinzidenzen (Scatter) durch eine Comp-
tonstreuung abgelenkt (weißer Pfeil). Bei einer zufälligen Koinzidenz (Randoms) werden
gleichzeitig zwei Photonen aus zwei unterschiedlichen Annihilationen detektiert. Kaska-
dengammakoinzidenzen (Cascade gammas) treten zufällig zwischen einem Annihilations-
photon und einem direkt emittierten Gammaquant (roter Pfeil) auf. In sehr seltenen Fällen
können auch zwei direkt emittierte und gleichzeitig detektierte Gammaquanten als solch
eine Koinzidenz gewertet werden (nicht veranschaulicht).
2.6.1. Streukorrektur
Der Anteil an gestreuten Ereignissen in der Kleintierbildgebung ist wesentlich ge-
ringer (3D PET, Mäuse: 7 - 9%, eigene GATE-Simulationen) als in der klinischen
Humanbildgebung (3D PET, 42 - 67%, GATE-Simulationen aus [44]). Der Einﬂuss
der Streuung ist hauptsächlich abhängig von der Aktivitätsverteilung und den geo-
metrischen Eigenschaften des Objekts wie Form und Dichte [45]. Weiterhin wird die
Streuung durch die Photonenenergie, die Energieauﬂösung, die Größe der Detekto-
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ren und durch den Akzeptanzwinkel des Tomographens beeinﬂusst [46]. Zusätzlich
ist die Wahl des Energiefensters relevant, da die Streuung hauptsächlich niederener-
getisch ist (Abb. 2.11). Für das in dieser Arbeit verwendete Concorde microPET
Focus 120 existiert standardmäßig eine untere Energieschwelle von 350 keV. Zum
Vergleich besitzt das Raytest ClearPET eine untere Schwelle von 250 keV. Somit
werden für die ClearPET-Scannerkonﬁguration mehr energieärmere gestreute Kon-
zidenzen zugelassen als für das microPET.
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Abbildung 2.11.: In GATE simulierte Energiespektren einer reinen 511 keV Gamma-
linienquelle (back-to-back source) getrennt nach gestreuten, zufälligen und echten Ko-
inzidenzen. Es wurde eine Aktivität von 9MBq simuliert mit einem Energiefenster von
50-750 keV und einer Energieauﬂösung von 20% um den 511 keV Peak.
In der Literatur existieren für die Korrektur der gestreuten Ereignisse mehrere
Lösungsansätze, die folgendermaßen klassiﬁziert werden können [45,46]:
• Energiefensterung:
 Dual Energy Window (DEW) Methode
 Multiple Energiefenster
 Aufteilung des Photopeaks in mehrere Energiefenster (Dual Photopeak
Window, DPW)
 Onlinekorrektur mit Energiegewichtung während der Datenakquisition
(Energy Weighted Acquisition, EWA)
• Subtraktionsmethoden:
 Entfaltungsmethoden (deconvolution)
 Faltung und Subtraktion (convolution-subtraction, CVS)
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 Fitten von analytischen Funktionen (z.B. Gauß) außerhalb der Objekt-
grenzen, um den Streuanteil innerhalb des Objekts abzuschätzen
 Streuabschätzung durch Transmissionsmessungen und Computertomo-
graphie (CT)
• Berechnung der Streuverteilung:




Ursprünglich wurde die Streuabschätzung über mehrere Energiefenster für die
SPECT (Single Photon Emission Computed Tomography) entwickelt [47]. In der
PET etablierten sich Korrekturmethoden, die auf zwei [4850], auf drei [51] oder auf
mehreren Energiefenstern [52] beruhen. Prinzipiell liegt allen Variationen die Tat-
sache zugrunde, dass die Streuung hauptsächlich niederenergetisch ist (Abb. 2.11)
und durch ein Energiefenster oder durch die Wichtung mehrerer Fenster [53, 54]
unterhalb des 511 keV Peaks abgeschätzt werden kann. Dieser abgeschätzte An-
teil wird auf Sinogramm- oder Bildebene von den Counts abgezogen, die in einem
höherenergetischen Fenster um den 511 keV Peak gemessen wurden. Hierbei wird
angenommen, dass sich die Counts beider Energiefenster proportional verhalten.
Bei der Dual Photopeak Window Methode (DPW) wird vorausgesetzt, dass comp-
tongestreute Photonen mehr zum niederenergetischen 511 keV Photopeakanteil bei-
tragen als zum hochenergetischen. Daher wird hier der Photopeak in zwei sich nicht
überlappende Energiefenster unterteilt [55]. Vorteilhaft bei der DPW-Methode ist,
dass Streuanteile von außerhalb des axialen Gesichtfeldes miteinbezogen werden
können [15]. Ein Nachteil besteht darin, dass die Streuschätzung auf einer Mes-
sung beruht, die mit Rauschen behaftet ist.
Die energiegewichtete Datenakquistion (Energy Weighted Acquisition, EWA) be-
rücksichtigt zusätzlich die spektrale Verteilung der gestreuten Photonen über eine
energieabhängige Wichtungsfunktion [56]. Hierbei erhält ein detektiertes Photon
mit einer Energie am unteren Ende des Energiefensters eine geringere Wahrschein-
lichkeit bzw. ein geringeres Gewicht als ein Photon in der Nähe des Peaks.
Ein Nachteil, der besonders in der Kleintierbildgebung zum Tragen kommt, ist,
dass das niederenergetische Spektrum nicht komplett aus gestreuten Koinzidenzen
besteht (Abb. 2.11). Speziell bei der Verwendung kleiner Detektoren, wie es in der
Kleintierbildgebung zwangsläuﬁg der Fall ist, wird ein Großteil der niederenerge-
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tisch registrierten Koinzidenzen durch Streuung im Detektor verursacht [15]. Diese
Koinzidenzen sind potentiell für die Rekonstruktion verwertbare Ereignisse. Da-
her ist bei der Anwendung von Energiefenstermethoden zur Streukorrektur, dieser
Statistikverlust zu beachten.
Subtraktionsmethoden
Für convolution-/deconvolution-basierte Methoden wird die räumliche Streuver-
teilung der Photopeakdaten in Form einer Streufunktion κ miteinbezogen. Die
Streufunktion κ wird standardmäßig mittels einer Linienquellenmessung in einem
Wasserphantom oder in einem homogenen Streuphantom bestimmt. In convolu-
tion-basierten Methoden [5760] wird die Streuung über eine Faltung der unge-
streuten Counts mit der Streufunktion κ modelliert. Das Ergebnis der Faltung
wird skaliert und von den gemessenen Daten abgezogen, die sowohl gestreute als
auch ungestreute Counts beinhalten [57]. Im Gegensatz dazu wird bei deconvoluti-
on-basierten Ansätzen angenommen, dass die Streufunktion bereits den Streuanteil
beinhaltet und somit eine Entfaltung des rekonstruierten Bildes mit κ erforderlich
macht [6163].
Eine weitere Möglichkeit, den Streuanteil auf Projektions- oder Bildebene zu be-
stimmen, ist über Tail-Fitting Scatter Subtraction Methoden. Hierbei werden die
Ausläufer (tails ) außerhalb der Objektgrenzen herangezogen, um analytische
Funktionen an den Streuanteil innerhalb des Objekts zu ﬁtten und diesen anschlie-
ßend zu subtrahieren. Funktionen können beispielsweise ein Gauß [64] oder ein
parabolischer Fit [65] sein. In Abbildung 2.12 ist der Streuanteil auf Sinogramm-
ebene für eine GATE-Simulation exemplarisch dargestellt. Im Vergleich zu faltungs-
basierten Ansätzen bietet diese Methode den Vorteil, dass Streuanteile außerhalb
des Field of Views miteinbezogen werden können. Für homogene Strukturen bie-
tet das Tail-Fitting Verfahren eine ausreichende Genauigkeit verbunden mit einem
geringeren Zeitaufwand als es beispielsweise für Single Scatter Simulation-basierte
Ansätze der Fall ist (siehe folgender Abschnitt). Da in der Kleintierbildgebung auf-
grund der geringen Objektdimensionen, heterogene anatomische Strukturen eine
untergeordnetere Rolle als in der Humanbildgebung spielen, wurde in dieser Arbeit
ein modiﬁzierter Ansatz des Tail-Fitting Verfahrens implementiert (Kap. 6).
Eine genauere Streuabschätzung kann nur erfolgen, wenn die anatomischen Dichte-
werte bekannt sind. Dies kann zum Beispiel mit Transmissionsmessungen erfolgen.
Hier rotiert eine externe stabförmige Quelle um das Objekt, um die 511 keV Absorp-
tionsfaktoren für Gewebe bzw. für Phantommaterialien berechnen zu können. Die-
se Informationen können dann als Eingangsdaten für die exaktere Berechnung von
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Abbildung 2.12.: Streuanteil auf Sinogrammebene. Summierte Proﬁllinien einer GATE-
Simulation für alle Proﬁllinien, die zu Segment 0 gehören. Dargestellt ist der Streuanteil
(rot) im Vergleich zu allen gemessenen Counts (schwarz).
Streufaktoren an jedem Punkt des rekonstruierten Bildes benutzt werden [66, 67].
Durch den vermehrten Einsatz von Hybridsystemen, wie die Kombination aus PET
und CT, werden die Transmissionsmessungen heutzutage durch einen CT-Scan ab-
gelöst.
Berechnung der Streuverteilung
Modellbasierten Streukorrekturansätzen liegt zunächst eine Emissions- oder Schwä-
chungsverteilung zugrunde, von welcher dann gestreute Koinzidenzraten über das
Volumenintegral berechnet werden. Für die Single Scatter Simulation Technique
(SSS) [6870] wird der Strahlungstransport von nur einfach Compton-gestreuten
Ereignissen berechnet. Das Integral für eine LOR ist u.a. abhängig von der Dichte,
vom linearen Massenschwächungskoeﬃzienten, von der Energie des 511 keV Pho-
tons vor und nach der Comptonstreuung, von den Wirkungsquerschnitten, dem
Streuvolumen und den Wirkungsquerschnitten der Detektoren, die die Koinzidenz
registrieren. Nach Watson et al. [69] wird das Integral über den Ort gebildet, an
dem die Streuung stattfand. Ollinger et al. [71] kombiniert den SSS-Ansatz mit ei-
ner Abschätzung für mehrfache Streuprozesse über eine Faltung der SSS-Verteilung
mittels eines eindimensionalen Gaußkernels. Vorteilhaft bei den SSS-Verfahren ist
eine möglichst genaue Streuabschätzung unter der Verwendung von bekannten phy-
sikalischen Prinzipien. Von Nachteil sind hierbei die mit der Implementierung ei-
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nes solchen Algorithmus verbundene Komplexität bzgl. der genauen Deﬁnition des
Streumodells und bzgl. der rechenintensiven Implementierung. Point Spread Funk-
tionen (PSF), die in einer faltungsbasierten Subtraktionskorrektur verwendet wur-
den, wurden in [72] über die Klein-Nishina Gleichung berechnet. Durch immer
größere Rechnerleistungen kommen vermehrt Monte-Carlo-Simulationsmethoden
in der PET zum Einsatz. Mit ihnen ist es möglich, den exakten Weg eines Photons
von der Generierung über den Positronenzerfall bis hin zur Detektion nachzuvollzie-
hen und diese zusätzlichen Informationen u.a. zur Streukorrektur zu nutzen [7375].
Monte-Carlo-Methoden stellen somit den genauesten, aber auch den zeit- bzw. re-
chenintensivsten Ansatz dar. Zur Untersuchung der fundamentalen physikalischen
Vorgänge, wurden daher in dieser Arbeit Monte-Carlo-Simulationen verwendet.
Anhand von standardisierten Beispielen, die in Analogie zu realen Messungen ge-
wählt wurden, wurden die Eigenschaften analysiert, die für die implementierten
Korrekturen relevant sind.
2.6.2. Korrektur zufälliger Koinzidenzen
Der Korrektur zufälliger Koinzidenzen liegt folgende Beziehung zugrunde [76]:
xRi,jy  2τSiSj . (2.5)
Die mittlere Zählrate zufälliger Koinzidenzen xRi,jy nimmt quadratisch mit der
Singles- oder Einzelzählrate S zu, mit τ als dem Koinzidenzzeitfenster des Scanners
und Si und Sj als den Singleszählraten der beiden 511 keV Annihilationsphotonen,
die an den jeweiligen Detektoren i und j registriert werden. Da die Singleszählrate
mit der Aktivität zunimmt, steigt die Anzahl an zufälligen Koinzidenzen ebenfalls
mit zunehmender Aktivität zunächst linear bei niedrigen Aktivitäten und nähert
sich dann einem Grenzwert für höhere Aktivitäten an. Für die in der Kleintier-
bildgebung herkömmlicherweise verwendeten Aktivitäten von 3 bis 15MBq ergibt
sich ein Anteil von 5,1% bis 20,2% an zufälligen Koinzidenzen (eigene GATE-
Simulationen einer 511 keV back-to-back Emissionsquelle). Aufgrund ihrer zufäl-
ligen Registrierung (vgl. Abb. 2.10), besitzen die Randoms keine Korrelation zum
Annihilationsort. Somit verursachen sie eine homogene Hintergrunderhöhung bzw.
ein konstantes Untergrundrauschen in den Sinogrammen und den rekonstruierten
Bildern.
Aufgrund dieser homogenen Verteilung exisitieren in einem Zeitfenster, welches um
∆t ¡¡ τ zu den gemessenen Koinzidenzen verschoben ist, nur zufällige Ereignisse.
Neben der direkten Berechnung über die beiden Singleszählraten, können mit Hilfe
dieser delayed window Technik die Randoms abgeschätzt und in Echtzeit subtra-
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hiert werden. Vorteilhaft bei dieser Methode ist, dass das zeitverzögerte Fenster
die identische Totzeit aufweist, wie der Kanal, der die Prompts P misst. Nachtei-
lig hierbei ist der Einﬂuss der Randoms Ri,j auf den Rauschanteil N . Durch die
Subtraktion der Randoms verdoppelt sich deren Anteil am Rauschen NpT  Scqi,j
der Trues Ti,j und der Scatter Sci,j [77]:
NpT   Scqi,j 
b
NpP q2i,j  Ri,j . (2.6)
Unter Einbeziehung des Rauschens der Prompts NpP qi,j 
a
Ri,j   Sci,j   Ti,j
ergibt sich für Gleichung 2.6:
NpT   Scqi,j 
a
2Ri,j   Sci,j   Ti,j . (2.7)
Um dieses Rauschen zu reduzieren, existieren in der Literatur variance reduc-
tion Methoden. Die zeitverzögerten Koinzidenzen werden in einem separaten Si-
nogramm abgespeichert und vor der Subtraktion von den Prompts geglättet [78].
Problematisch bei diesem Ansatz ist die Existenz hoher Frequenzkomponenten, die
aufgrund der Variation der Detektoreﬃzienzen entstehen und Bildartefakte verur-
sachen können [79,80].
Da die Kaskadengammakoinzidenzen ein ähnliches Verhalten besitzen wie die zufäl-
ligen Koinzidenzen (Abschnitt 2.7), wurde in dieser Arbeit hierfür eine kombinierte
sinogrammbasierte Korrektur implementiert.
2.6.3. Schwächungskorrektur
Die Absorption beider Photonen im Gewebe ist exponentiell abhängig vom linearen
Schwächungskoeﬃzienten µpdq und der gesamten durchlaufenen Weglänge d:






Dabei ist die resultierende Intensität Ipdq das Integral über die Weglänge beider
Photonen mit der Anfangsintensität I0 [81]. Für 511 keV sind die im Körper re-
levanten Gewebearten Wasser mit µW =0,096 cm-1, Knochen mit µK =0,17 cm-1
und Lungengewebe mit einem Schwächungskoeﬃzienten von µL 0,03 cm-1 (Wer-
te aus [82]). Die Schwächung im Kleintier ist wesentlich geringer als in der Hu-
manbildgebung. Für eine Maus mit einem Durchmesser von  25mm ergeben sich
Abschwächungen von 21 % für Wasser, 35 % für Knochen und von 7 % für Lun-
gengewebe (Abb. 2.13). Für einen Patientendurchmesser von  50 cm ergeben sich
hingegen Abschwächungen von ¡ 99 % für Wasser und Knochen und von 78 % für
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Abbildung 2.13.: Schwächung als Funktion der Dicke d für Lungengewebe, Wasser und
Knochen.
das Lungengewebe.
Zur Korrektur der Schwächung wurden in dedizierten PET-Systemen Transmissi-
onsmessungen mit rotierenden Stabquellen durchgeführt, z.B. mit dem langlebigen
Isotop Ge-68 mit einer Halbwertszeit von 270,8Tagen. Durch die Rotation wird der
Anteil der Photonen, die durch den Körper abgeschwächt werden, für jede LOR
bestimmt. Diese Methode ist zwar sehr genau, erforderte aber eine deutlich verlän-
gerte Scanzeit, die in ähnlicher Größenordnung von der des Emissionsscans liegt.
Aufgrund der geringeren Zählstatistiken in der Transmissionsmessung, erhöht sich
das Rauschen in den schwächungskorrigierten Emissionsbildern zusätzlich.
Da heutzutage vermehrt Hybridsysteme, wie ein PET-CT, im Einsatz sind, wird
die Schwächungskorrektur fast ausschließlich über die Aufnahme des CTs reali-
siert. Hierbei liegt der Vorteil in den geringen Aufnahmezeiten unterhalb einer
Minute (30-40 s pro Patient) unter den gleichen Lagerbedingungen des Patienten.
Aufgrund der unterschiedlichen Akquisitionszeiten beider Modalitäten, stellt das
CT eine Momentaufnahme dar, während die Aufnahme eines PETs über einen
längeren Zeitraum erfolgt. Daher umfasst ein PET-Scan eine Mittelung über respi-
ratorische und kardiale Bewegungen und kann somit Artefakte aufweisen. Um die
beiden Bildserien zu fusionieren, kann für die 4D PET-Aufnahme ein Gating über
ein Brustgurt- oder Lasermarkersystem erfolgen, das die Patientenbewegung erfasst
(Motion Tracking Sytem). Die aus dem CT-Bild berechneten Houndsﬁeldwerte mit
Energien zwischen 80 und 120 keV werden dann auf die 511 keV Photonenenergie
transformiert [83,84].
Da eine Transmissionsmessung einen zusätzlichen Zeitaufwand erfordert und die
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Hybridsysteme in der Kleintierbildgebung noch nicht so etabliert sind wie in der
Humanbildgebung, kommen hier auch andere Kompensationsverfahren zur Schwä-
chungskorrektur zum Einsatz. Beim Skalierungsverfahren wird angenommen, dass
die Schwächung im Kleintier aufgrund der geringen Dichteunterschiede durch ein
homogenes zylindrisches Objekt angenähert werden kann [42]. Ein einzelner globa-
ler Skalierungsfaktor wird dann auf das rekonstruierte Bild angewandt. Die Quanti-
ﬁzierungsgenauigkeit, die mit dieser Methode für ein Phantom in Kleintiergröße mit
einem Durchmesser von 30mm erreicht wurde, betrug lediglich - 2,5% im Vergleich
zur applizierten Aktivität [42] und erlaubt somit eine ausreichende Genauigkeit in
der Kleintierbildgebung.
2.6.4. Totzeitkorrektur
Die maximale Aktivität, die während einer Messung verwendet werden kann, ist
limitiert durch die Zeit, die das Detektorsystem, bestehend aus dem Szintillator
und der Elektronik, benötigt, um ein einzelnes Ereignis zu verarbeiten. Während
der Integrationszeit eines Pulses, ist der Detektor tot für nachfolgende Ereignis-
se in diesem Zeitintervall und kann diese nicht verarbeiten [85]. Tritt während der
Verarbeitungszeit ein zweites Ereignis auf, wird dieses zu dem ersten Signal addiert
(pile-up). Das resultierende Signal ist daher eine Kombination aus beiden Signalen
bzgl. der Zeit und der Energie und wird je nach Wahl des Energiefensters verwor-
fen oder akzeptiert. Bei einer Akzeptanz erhält das Ereignis eine falsche Orts- und
Energieinformation. Für niedrige Zählraten ist dieser Eﬀekt vernachlässigbar. Hin-
gegen ist der lineare Zusammenhang zwischen gemessener Zählräte und applizierter
Aktivität für hohe Aktivitäten nicht mehr gegeben. Ab einem Grenzwert ist der
Detektor gesättigt und die Zählrate nimmt ab. Die Totzeitkorrektur erfolgt über
eine Kalibrierfunktion aus der Messreihe einer abklingenden radioaktiven Quelle.
2.6.5. Normalisierung
Eine Detektornormalisierung gewährleitest, dass jede LOR das gleiche Ergebnis für
eine bekannte Aktivitätsverteilung liefert, unabhängig von ihrer Position im FOV
des Scanners. Die Normalisierung kann in zwei Komponenten unterteilt werden:
In eine geometrische und eine Komponente, die von den Detektoreﬃzienzen ab-
hängig ist (component-based normalization nach Casey et al. [86]). Die Detektoren
sind ringförmig angeordnet, dennoch erfolgt das Rebinning in Sinogramme durch
eine Parallelstrahlgeometrie. Daher nimmt die Distanz zwischen den jeweiligen De-
tektorpaaren mit zunehmendem Abstand vom Projektionszentrum ab. Zusätzlich
ergeben sich je nach Einfallswinkel der LORs an der Frontﬂäche des Detektors
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geometrische Unterschiede zwischen den Detektoren untereinander. An den Kris-
tallrändern ist dadurch die Sensitiviät geringer als in der Mitte des Kristalls. Dies
ist in Abbildung 2.14 durch die dunkleren diagonalen Linien sichtbar.
(a) Radius r gegen den Winkel θ (b) Radius r gegen die axiale Richtung z
Abbildung 2.14.: Sinogramm einer Normalisierung gemessen mit einem Ge-68 Zylinder-
phantom am microPET Focus 120 mit zwei verschiedenen Ansichten. Der Ausfall eines
kompletten Detektorblocks stellt sich jeweils durch die schwarzen Flächen dar.
Die mittlere Eﬃzienz der Detektoren hängt maßgeblich von zwei Komponenten
ab: der intrinsischen Komponente, die die Detektoreﬀzienz ohne Totzeit darstellt
und einer Komponente, die die Eﬃzienzverluste für hohe Zählraten beschreibt.
Die geometrische Komponente der Normalisierung wird idealerweise durch eine
ﬂache Aktivitätsverteilung gemessen [86]. Messtechnisch wird dies über eine zylin-
derförmiges Phantom realisiert, welches dann anschließend mathematisch auf eine
ﬂache Aktivitätsverteilung korrigiert wird. Die intrinsische Detektoreﬃzienz ohne
Totzeit wird über die direkten streukorrigierten Schichten eines homogen gefüllten
Phantoms berechnet. Somit kann die intrinsische Detektoreﬃzienz mit dem gleichen
zylinderförmigen Phantom gemessen werden, wie die geometrische Komponente der
Normalisierung. Die Grundannahme hierbei ist, dass für eine ringförmige symme-
trische Aktivitätsverteilung das Integral für einen Fächer an LORs, der zu einem
einzelnen Kristall gehört, das gleiche ist, wie das Integral für jeden anderen Kris-
tall. Die Eﬃzienzkomponente für hohe Zählraten wird über eine Totzeitmessung
(Abschnitt 2.6.4) bestimmt. Die Eﬃzienzen werden dann für jeden Aktivitätspunkt
der Kalibrierkurve aus den Messungen der abklingenden radioaktiven Quelle be-
rechnet.
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2.7. Nichtreine und hochenergetische Positronenstrahler
Nichtreine Positronenstrahler, wie z.B. I-124, Br-76 oder Y-86, emittieren zusätz-
lich zum Positronenzerfall Gammaquanten, die in Koinzidenz mit einem Anni-
hilationsphoton oder miteinander treten können (Abb. 2.10 rechts unten). Die-
se zusätzlichen Koinzidenzen verursachen in der Kleintierbildgebung ein erhöhtes
Untergrundauschen in den rekonstruierten Bildern (Abb. 2.15). Hochenergetische
Positronenstrahler, wie z.B. I-124, Ga-68, O-15, Cu-60, C-11, N-13 oder Br-76,
besitzen hohe mittlere und maximale Energien, aus denen eine lange Reichweite
im Gewebe resultiert, was wiederum die Ortsauﬂösung verschlechtert. Neben Br-
76, besitzt I-124 die beiden zuvor genannten Eigenschaften. Da diese Eigenschaf-
ten jedoch generell unabhängig voneinander sind und verschiedene Lösungsansätze
hierfür existieren, werden sie in den folgenden Abschnitten separat behandelt. Die
Reichweitenkorrektur wird demnach separat in Abschnitt 3.2 nach der Einführung
der Rekonstruktionsgrundlagen behandelt.
(a) transaxiale Ansicht (b) koronale Ansicht
179 kBq/ml
0
Abbildung 2.15.: Messung des Hollow Spheres Phantoms (Abschnitt 4.3) am microPET
mit I-124 und einer Akivität von 20MBq und einer Akquisitionszeit von 60min. Deutlich
sichtbar ist die Hintergrunderhöhung bedingt durch die Randoms und die Kaskadengam-
makoinzidenzen.
2.7.1. Kaskadengammakorrektur
Der Anteil der Koinzidenzen, die durch mindestens ein Kaskadengamma verur-
sacht werden, ist abhängig von der Aktivität, der Position im FOV und von der
Objektgeometrie bzw. von dessen Schwächungseigenschaften [87]. Für Aktivitä-
ten zwischen 2,6 und 15,1MBq liegt der Anteil der Kaskadengammakoinzidenzen
im Kleintier zwischen 38,1% und 41,8% (eigene I-124 GATE-Simulationen des
MOBY-Mausvoxelphantoms mit einem Gewicht von 25 g). Für die Korrektur die-
ses nicht zu vernachlässigenden Anteils, existieren verschiedene Lösungsansätze.
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Da der Koinzidenzanteil bedingt durch die Kaskadengammas messtechnisch durch
die Detektoren nicht direkt erfasst werden kann, werden häuﬁg Monte-Carlo-Simu-
lationen zu dessen Bestimmung herangezogen [8790].
Ein weiterer messtechnischer Ansatz besteht darin, neben der Phantommessung
mit dem nichtreinen Isotop, die gleiche Messung mit einem Referenzisotop durch-
zuführen und zu vergleichen. Dazu wird ein reiner Positronenstrahler ohne Kaska-
dengammaemission verwendet und oftmals F-18, welches in der klinischen Routine
am häuﬁgsten zum Einsatz kommt. Der Anteil der Kaskadengammakoinzidenzen
wird dann durch Subtraktion der beiden Sinogramme bestimmt [9195].
Dennoch ist eine genaue Analyse der Kaskadengammakoinzidenzen nur durch Monte-
Carlo-Simulationen möglich, die daher in dieser Arbeit zum Einsatz kommen. Die
folgende Auﬂistung fasst die gängigen Korrekturverfahren für Kaskadengammako-
inzidenzen zusammen:
• Energiefensterung
• Sinogrammbasierte Tail-Fitting Methoden:
 linearer Fit




Die dominantesten Gammalinien besitzen für I-124 Energien von 603, 723 und
1691 keV (vgl. Tabelle 2.1). Diese liegen daher in einem Energiebereich, der grö-
ßer als der 511 keV Annihilationspeak ist. Somit ist durch eine günstige Energie-
fensterwahl eine Minimierung der Kaskadengammakoinzidenzen möglich [96100].
Allerdings wird durch ein kleineres Energiefenster die Sensitivität verringert, da
absolut weniger Koinzidenzen detektiert werden. Weiterhin ist es nicht möglich
mit der Wahl des Koinzidenzzeitfensters Einﬂuss auf die Kaskadengammakoinzi-
denzen zu nehmen [101]. Vergleichende I-124 Messungen mit zwei Energiefenstern
für verschiedene Phantome wurden in dieser Arbeit durchgeführt, um die Auswir-




Die häuﬁgsten Subtraktionsverfahren auf Sinogrammebene beinhalten eine Modi-
ﬁkation der Tail-Fitting Methode für die Streukorrektur (siehe Abschnitt 2.6.1).
Dabei wird von der Akivitätsverteilung außerhalb der Objektgrenzen auf die Ak-
tivitätsverteilung innerhalb des Objekts geschlossen. Dies kann über eine lineare
Interpolation zwischen den äußeren Projektionsbins [95, 102] oder durch eine ho-
mogene Untergrundsubtraktion erfolgen [91, 92, 103, 104]. In [105] wurde der Un-
tergrund durch eine quadratische Funktion subtrahiert, die zusätzlich die Aktivi-
tätsverteilung innerhalb des Objekts berücksichtigt. Da diese Methode sich gut mit
einer Korrektur für gestreute und zufällige Koinzidenzen kombinieren lässt, wurde
ein modiﬁziertes Tail-Fitting Verfahren in dieser Arbeit angewandt.
Analytische Berechnung
In [87] wurde ein Algorithmus entwickelt, der die Verteilung der Kaskadengammas
mit Hilfe einer analytischen Funktion berechnet. Die Verteilungsfunktion ist hier
im Wesentlichen eine Integration der örtlichen Aktivitätsverteilung multipliziert
mit einem Schwächungsterm. Die Integrationsfunktion ist hauptsächlich von der
Objektdichte, dem radialen Winkel einer gegebenen Projektion und von den drei-
dimensionalen kartesischen Koordinaten abhängig. Dieses Verfahren ähnelt sehr
dem Single Scatter Simulations (SSS) Verfahren für die Streukorrektur aus Ab-
schnitt 2.6.1. In der Kleintierbildgebung ist der Informationszugewinn durch eine
genaue analytische Berechnung der Kaskadengammaverteilung gering im Vergleich
zum Aufwand der Implementation.
Faltungsmodelle
Eine weitere Möglichkeit, die Verteilung der Kaskadengammas zu modellieren, stellt
die Faltung der aus Trues bestehenden idealen Aktivitätsverteilung mit einem Ker-
nel dar. In [106] ist dieser abhängig von der Schwächung, der Entfernung zum
und dem Einfallswinkel am Detektorelement. Über Punktquellen wurde der Kernel
in [107] messtechnisch bestimmt und die Messergebnisse für verschiedene radiale
Oﬀsets in einer Datenbank abgespeichert. Die Streukorrektur wurde dazu mit einer
Kaskadengammakorrektur kombiniert. In [108] erfolgte diese kombinierte Korrektur
über die Modiﬁkation der Kernelparameter der Streukorrektur nach Bergström [62]
(vgl. Abschnitt 2.6.1). Anschließend wird bei den meisten Verfahren, die durch
Faltung abgeschätzte Kaskadengammaverteilung von der gemessenen Aktivitäts-
verteilung subtrahiert. Dies geschieht häuﬁg über die Tail-Fitting Methode.
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2.7.2. Bestimmung der Positronenreichweite
Isotope mit hochenergetischen Energiespektren besitzen eine in der Kleintierbildge-
bung nicht zu vernachlässigende Reichweite (Abb. 2.16). Dabei treten für I-124 und
Ga-68 mittlere Reichweiten in Wasser in der Größenordung von 2,5mm auf, die zu
einem deutlich sichtbaren Ortsauﬂösungsverlust und einer Bildverschmierung füh-
ren. Somit erfordern speziell I-124 und Ga-68 besondere Korrekturverfahren, um
diesen Eﬀekt zu minimieren (Abschnitt 3.2).
Allen Korrekturmethoden liegt die mathematische oder messtechnische Bestim-
mung der Positronenreichweite zugrunde.



































Abbildung 2.16.: Energie- (a) und Reichweitenhistogramme (b) in Wasser für F-18, I-
124 und Ga-68 simuliert in GATE. Die Histogramme wurden auf ihre jeweilige Fläche
normiert.
Die experimentelle Bestimmung der Reichweite erfolgte bereits 1975 durch Li-
nienquellenmessungen zwischen zwei isolierten NaI(Tl) Detektoren durch Cho und
Phelps [109, 110]. Aus der Verbreiterung der Linienquelle wurde dann die Halb-
wertsbreite (Full Width at Half Maximum, FWHM) der Line Spread Function
(LSF) bestimmt. Die FWHM ist die Breite der LSF in Pixelgrößen bzw. umge-
rechnet in mm, die die Funktion nach einem Intensitätsabfall von 50% vom Ma-
ximum noch besitzt. Jedoch variierten die daraus berechneten Reichweiten stark.
Der Grund hierfür lag hauptsächlich in den verwendeten Detektoren, die ähnliche
Auﬂösungen wie die zu messenden Reichweiten besaßen. Eine exaktere Auﬂösungs-
bestimmung in einem PET erfolgte 1979 durch Messungen sehr dünner Quellen in
einem Schaum aus Polyurethan, welcher eine geringe Dichte aufweist durch Deren-
zo [111]. Dadurch war es möglich die Reichweitenverteilung der Positronen voll-
ständiger zu erfassen.
Durch die verbesserte Detektorauﬂösung, wird die Positronenreichweite heute an
präklinischen und klinischen PET-Scannern über Linienquellenmessungen [112]
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oder über Kathetermessungen [113] bestimmt. Eine genauere Auﬂösung kann mit
Punktquellenmessungen erreicht werden. Da sich jedoch viele radioaktive Isotope
nach der Produktion in einem Zyklotron in einer wässrigen Lösungen beﬁnden und
somit im ﬂüsssigen Zustand sind, ist die Herstellung wiederverwendbarer und ex-
akt kugelförmiger Quellen erschwert. Eine Ausnahme hier ist Na-22, für das sich
wegen seiner langen Halbwertszeit von 2,6 Jahren ein Einbau in einen Festkörper
lohnt. Aufgrund der mit F-18 vergleichbaren geringen Reichweite, wird Na-22 für
die intrinsische Auﬂösungsbestimmung von PET-Scannern verwendet.
In einem theoretischeren Ansatz wurde die Dichteverteilung der Positronenanni-
hilation über die Kombination von Energiespektren und empirischen Formeln aus
Transmissionsmessungen mit Elektronenstrahlung berechnet [114]. Alle bisher be-
schriebenen Ansätze modellierten die Reichweite in einem homogenen Medium.
Dennoch variiert die Reichweite in Materialien mit stark unterschiedlichen Dich-
ten, besonders an Grenzﬂächen, wie z.B. zwischen Luft und Gewebe in der Lunge.
Bai et al. [115117] berechneten einen örtlich variierenden Reichweitenkernel über
mehrere isotrope Faltungen. Hierbei verfolgt jeweils eine Faltung den Weg des Po-
sitrons durch die verschiedenen Gewebe und ermöglicht somit über verschiedene
materialabhängige Kernel eine inhomogene Beschreibung der Positronenreichwei-
te. Der Zugewinn an einer exakteren Auﬂösungsverbesserung ist im Vergleich zum
Aufwand der Implementierung in der Kleintierbildgebung vernachlässigbar klein.
Dies wurde auch in einer späteren Arbeit der zuvor zitierten Autoren beschrie-
ben [117]. Daher wurde in dieser Arbeit ein ortsinvarianter Kernel verwendet.
Eine weitere Möglichkeit der genauen Reichweitenberechnung ist hier ebenfalls
durch Monte-Carlo-Simulationen gegeben [113, 118, 119]. Mit ihrer Hilfe können
verschiedene speziﬁsche Messsituationen inklusive der exakten Wechselwirkungs-
prozesse simuliert werden. Neben einem messtechnischen Ansatz, wird somit in
dieser Arbeit die Reichweite zusätzlich über Monte-Carlo-Simulationen bestimmt.
3 Mathematische Bildrekonstruk-
tion und Datenanalyse
In den folgenden beiden Abschnitten werden zunächst die Radontransformation
(Abschnitt 3.1.1) und die geﬁlterte Rückprojektion (Abschnitt 3.1.2) beschrieben.
Letzteres ist zwar ein schnelles Rekonstruktionsverfahren, dennoch erhöht sich,
insbesondere bei geringer Statistik der Messdaten, der Rauschanteil im rekonstru-
ierten Bild. Da die geﬁlterte Rückprojektion ein Einschrittverfahren ist, wirken sich
somit unvollständige Projektionsdatensätze besonders negativ auf die Bildqualität
aus. Daher kommen heutzutage fast ausschließlich iterative Rekonstruktionsalgo-
rithmen (Abschnitt 3.1.3) in der PET zum Einsatz. Die Grundlagen des für diese
Arbeit modiﬁzierten iterativen Algorithmus, sind in den Abschnitten 3.1.3 und
3.2 näher erläutert. Abschließend werden die in dieser Arbeit zur Auswertung der
rekonstruierten Bilder verwendeten Kenngrößen beschrieben (Abschnitt 3.3).
3.1. Rekonstruktionsalgorithmen
3.1.1. Radontransformation
Bereits 1917 lieferte Radon die Lösung zur Problematik der Bildrekonstruktion aus
Projektionsdaten [120]. Das Interesse an der Radontransformation war zunächst
nur mathematisch begründet. In die medizinische Bildgebung fand sie erst 1963
Eingang durch die Entwicklung eines Prototypen für die Computertomographie
durch Cormack, der einen Rekonstruktionsalgorithmus hierfür umsetzte [121].
Die Radontransformation in zwei Dimensionen R bildet eine Funktion fpx, yq
in kartesischen Koordinaten auf eine Funktion p pθ, rq in Polarkoordinaten ab (Gl.
3.1). Die Funktion fpx, yq wird entlang von parallelen Geraden integriert. Das
Ergebnis der Linienintegration ist die Projektion p pθ, rq, deren Punkte auf einer





mation, modiziﬁert aus [122]. Die
Aktivitätskonzentration fpx, yq
wird entlang der zur y1-Achse
parallelen Geraden integriert.
Dabei ist der Integralwert der
Projektion p pθ, rq an der Stelle
r proportional zur durchlaufenen
Strecke der Aktivitätskonzentra-
tion fpx, yq.








fpx, yqdx dy (3.1)
Für die Bildrekonstruktion in der Positronenemissionstomographie entspricht
fpx, yq der gemessenen Aktivitätsverteilung. Daher ist hier die Fragestellung um-
gekehrt und es handelt sich um ein inverses Problem: Es werden die Projektionen
ppθ, rq gemessen und die Aktivitätsverteilung fpx, yq ist unbekannt.
Projektionen p pθ, rq unter einem beliebigen Winkel θ kann man sich in einem neuen
Koordinatensystem px1, y1q vorstellen, welches um den Winkel θ um das ursprüng-
liche Koordinatensystem px, yq gedreht wurde (Abb. 3.1). Für einen festen Projek-
tionswinkel θ erfolgt die Integration entlang einer Schar von Geraden, die parallel
zur y'-Achse sind. Da die orthogonale x1-Achse parallel zu r ist, kann x1 durch r
ersetzt werden. Über die allgemeine Rotationsmatrix ergibt sich für Gleichung 3.1
im gedrehten Koordinatensystem:









x1sinθ   y1cosθqdx1dy1 (3.2)
Zur Lösung dieses Integrals bedient man sich des Fourier-Schreiben-Theorems
[123]. Die Fouriertransformierte F der Projektion ppθ, rq ergibt sich zu:
F tp pθ, rqu 
 8»
8
p pθ, rqeiωrdr. (3.3)
3.1 Rekonstruktionsalgorithmen 37
Wird der Ausdruck für p pθ, rq aus Gleichung 3.2 in Gleichung 3.3 ersetzt und an-
schließend eine Rücktransformation in das ursprüngliche Koordinatensystem px, yq
vorgenommen, ergibt sich folgende Relation:







px cosθ   y sinθqdx dy. (3.4)
Die eindimensionale Fouriertransformierte einer Projektion p pθ, rq unter einem
festen Winkel θ entspricht somit den Werten der zweidimensionalen Fouriertrans-
formierten der gesuchten Aktivitätsverteilung fpx, yq auf einer um den gleichen
Winkel θ gedrehten Achse.
3.1.2. Analytische Rekonstruktionsverfahren: Geﬁlterte
Rückprojektion
Über eine inverse 2D Fouriertransformation von Gleichung 3.4, erhält man dann
die gesuchte Aktivitätsverteilung fpx, yq:






P pωx, ωyqeipωxx ωyyqdωxdωy. (3.5)
Da die gemessenen Projektionen in Polarkoordinaten vorliegen, ergibt sich Glei-
chung 3.5 mit ωx  ω cos θ und ωy  ω sin θ und der Jacobi-Determinanten
dωxdωy  ω dω dθ zu:















eiωpx cosθ y sinθq |ω| dω dθ.
Nach dem Faltungstheorem entspricht diese Multiplikation im Frequenzraum ei-
ner Faltung im Ortsraum. Somit werden bei einer geﬁlterten Rückprojektion gemes-
sene Projektionen im Ortsraum p pθ, rq mit der inversen Fouriertransformierten der
Betragsfunktion F1 t|ω|u gefaltet bzw. geﬁltert. Anstelle der Betragsfunktionen
können hier auch weitere Filterfunktionen, wie beispielsweise Hanning, Hamming
oder Shepp-Logan verwendet werden.
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3.1.3. Iterative Rekonstruktionsalgorithmen: MLEM
Während die geﬁlterte Rückprojektion für die Bildrekonstruktion in der PET nur
mit vorkorrigierten Daten arbeiten kann, ist es bei iterativen Rekonstruktions-
algorithmen zusätzlich möglich, Korrekturen innerhalb des Iterationsprozesses zu
integrieren. Der am häuﬁgsten zum Einsatz kommende Maximum Likelihood Ex-
pectation Maximization Algorithmus (MLEM) wurde 1982 erstmals von Shepp und
Vardi [124] formuliert und 1984 durch Lange und Carson [125] erweitert. Die Be-
schleunigung des Verfahrens durch den Einsatz von Untergruppen (Subsets), in die
der komplette gemessene Projektionsdatensatz unterteilt wird, erfolgte 1994 durch
Hudson und Larkin [126] mit Hilfe des Ordered Subset Expectation Maximization
(OSEM) Algorithmus.
Die Anzahl der gemessenen Emissionsereignisse ypbq, die in ein Sinogrammbin b
aus allen Bins B sortiert werden, kann aufgrund der Statistik des radioaktiven






ppyq wird auch als Likelihood Funktion Lpbq bezeichnet. Der Mittelwert der






Hierbei ist λpvq der unbekannte Wert im rekonstruierten Bild und stellt somit die
Annihilationen pro Voxel v aus allen Voxeln V pro Zeit dar [128]. Die Systemmatrix
cpv, bq beschreibt somit die Wahrscheinlichkeit, dass eine Emission aus Voxel v in
einem Sinogrammbin b detektiert wird [129]. Sie kann in verschiedene Komponenten
zerlegt werden:
cpv, bq  npbq ρpbq cgpv, bq. (3.9)
• npbq: Beschreibt die Eﬃzienz des Detekorpaars, die dem Bin b zugeordnet ist
und somit die Wahrscheinlichkeit, dass eine Koinzidenz, die das Detektorpaar
b erreicht, auch registriert wird.
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• ρpbq: Beschreibt die Wahrscheinlichkeit, dass ein Ereignis trotz der Schwä-
chung im Medium detektiert wird.
• cgpv, bq: Beschreibt die Detektionswahrscheinlichkeit eines aus Voxel v emit-
tierten Photons bezüglich der geometrischen Eigenschaften des Scanners.
Die Log-Likelihood-Funktion lnLpbq ergibt sich aus Gleichung 3.7 zu:
lnLpbq  ln ppyq 
¸
b PB
ypbq ln ypbq  ypbq  ln ypbq!. (3.10)
Die Bildung des Erwartungswertes der Log-Likelihood-Funktion lnLpbq wird im
Expectation Maximization (EM) Algorithmus als E-Schritt bezeichnet. Danach
erfolgt die Maximierung von lnLpbq im M-Schritt, um einen geeigneten Schätzer
λpvq für die gemessenen Projektionsdaten zu ﬁnden. Eine Methode dieses Maximum
zu ﬁnden, ist es, den Gradienten der Zielfunktion null zu setzen und nach λpvq
aufzulösen. Unter Einsetzen von Gleichung 3.8 in die Log-Likelihood-Funktion in












Wenn Gleichung 3.11 nach der Systemmatrix cpvq umgestellt wird, die nicht mehr















c pv, bq y pbq°
vPV
c pv, bq λ pvq . (3.13)
Die Lösung von Gleichung 3.13 ergibt die gesuchte Emissionsverteilung λpvq
pro Voxel v. Nach der Anwendung von scannerspeziﬁschen Kalibrierfaktoren (Ab-
schnitt 2.4.2), kann diese als Aktivitätsverteilung bezeichnet werden. Gleichung
3.13 wird iterativ gelöst. Hierbei ergibt sich das rekonstruierte Bild der aktuel-
len Iteration λn 1pvq aus einer Multiplikation des vorherigen Bild λnpvq mit der
rechten Termseite aus Gleichung 3.13. Durch die zusätzliche Einführung von m
Subsets, resultiert dann die iterative Rekonstruktionsvorschrift mit dem Vorwärts-
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und Rückwärtsprojektor:




c pv, bq y pbq¸
vPV
c pv, bq λn pvqlooooooooomooooooooon
Vorwärtsprojektor
. (3.14)
Mit m  1 reduziert sich Gleichung 3.14 auf den MLEM Algorithmus ohne Sub-
sets. Als initialer Schätzer λ0pvq wird hier häuﬁg eine globale Konstante gewählt,
wie beispielsweise ein Bild bestehend aus Einsen.
Abbildung 3.2 vergleicht den MLEM Algorithmus für verschiedene Iterationsan-
zahlen mit der geﬁlterten Rückprojektion (ﬁltered backprojection, FBP) ohne zu-
sätzlichen Filter (nur Ramp) und mit einem zusätzlichen Hanningﬁlter. Durch die
Anwendung eines Hanningﬁlters werden die Streifenartefakte bei der geﬁlterten
Rückprojektion deutlich minimiert. Je mehr Iterationen für den MLEM Algor-
tihmus gerechnet werden, desto deutlicher erscheinen die Strukturen. Bei einer
höheren Anzahl von Iterationen erhöht sich jedoch zusätzlich das Rauschen.
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(a) FBP (b) FBP + Hanning
100%
0%
(c) MLEM, n=1 (d) MLEM, n=2
100%
0%
(e) MLEM, n=3 (f) MLEM, n=4
100%
0%
(g) MLEM, n=6 (h) MLEM, n=10
100%
0%
(i) MLEM, n=25 (j) MLEM, n=75
100%
0%
Abbildung 3.2.: Vergleich zwischen geﬁlterter Rückprojektion (FBP) und iterativen Re-
konstruktionsalgorithmen für einen Mausscan (F-18, 8,9MBq, 15min) am microPET in
transversaler (links) und koronaler (rechts) Ansicht. Geﬁlterte Rückprojektion (a) Ohne
zusätzliche Filterung (Ramp mit einer Abschneidefrequenz von 0,5) und (b) mit Hanning-
Filter (Abschneidefrequenz: 0,4). (c)-(j): MLEM Algorithmus für verschiedene Iterationen
n. Jedes Bild wurde auf seinen jeweiligen Maximalwert skaliert.
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Shifted Poisson Algorithmus
Werden die Eingangsdaten für den iterativen Rekonstruktionsalgorithmus in Form
einer Subtraktion vorkorrigiert, wird die Poissonstatistik (Gl. 3.7) zerstört. Bei-
spielsweise erfolgt dies häuﬁg durch die Online-Subtraktion der Randoms bereits
während der Messung oder durch sinogrammbasierte Subtraktionsverfahren für
Scatter und Kaskadengammakoinzidenzen. Dadurch werden negative Werte mög-
lich. Ein Shifted Poisson Modell wurde als Lösung von Yavuz und Fessler [130]
vorgeschlagen. Man formuliert hierbei den Erwartungswert und die Varianz der
Messdaten inklusive der Subtraktion durch die jeweiligen Korrekturterme und setzt
diese gemäß den Eigenschaften einer Poissonstatistik gleich.
In diese Arbeit wurden alle Koinzidenzen ypbqp (Prompts) als Eingangsdaten ver-
wendet, so dass sich die Log-Likelihood Funktion aus Gleichung 3.10 folgenderma-




ypbqp ln rypbqp   rpbq   cgpbq   spbqslooooooooooooooooomooooooooooooooooon
ypbq




Hierbei entsprechen die einzelnen Korrekturterme rpbq den Randoms, cgpbq den
Kaskadengammakoinzidenzen und spbq den gestreuten Koinzidenzen. Da nach Glei-
chung 3.8 ypbq der Vorwärtsprojektion in Gleichung 3.14 entspricht, gehen die ein-
zelnen Korrekturterme für nicht-vorkorrigierte Eingangsdaten additiv in den Nen-
ner der Rekonstruktionsvorschrift ein.
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3.2. Reichweitenkorrektur für hochenergetische
Positronenstrahler
Hochenergetische Positronenstrahler, wie beispielsweise I-124 und Ga-68, besitzen
aufgrund ihrer hohen Positronenenergien eine ca. fünf Mal so hohe mittlere Reich-
weite in Wasser wie das standardmäßig verwendete Isotop F-18 (siehe auch Tabelle
2.1). Daher wurden speziell für die Kleintierbildgebung Korrekturmethoden entwi-
ckelt, die die Ortsauﬂösung verbessern. Diese können folgendermaßen kategorisiert
werden:
• Entfaltung mit Hilfe der Fouriertransformation
• Faktorisierung der Systemmatrix
• Entfaltung auf Bildebene während der Rekonstruktion
3.2.1. Entfaltung mit Hilfe der Fouriertransformation
Bereits 1986 beschäftigte sich Derenzo [132] mit der mathematischen Entfernung
des Ortsauﬂösungsverlusts bedingt durch hochenergetische Positronen. Im Jahre
1990 erfolgte dann erstmals zusammen mit Haber [133] die Anwendung seiner Me-
thode auf Phantommessungen. Zu diesem Zeitpunkt wurden PET-Daten häuﬁg
mit Hilfe der geﬁlterten Rückprojektion (Abschnitt 3.1.2) rekonstruiert. Da bei
diesem Einschrittverfahren jede einzelne Fouriertransformation einer Projektion
mit einem Frequenzﬁlter multipliziert und anschließend eine inverse Fouriertrans-
formation des Produktes durchgeführt wird, lag es nahe, lediglich den Filter zu
modifzieren, um keine wesentlich erhöhte Rekonstruktionszeit zu erhalten. Hier-
bei wurde die Annahme gemacht, dass die detektierten Projektionsdaten rypbq den
idealen Projektionen entsprechen, die mit einer Funktion κpbq gefaltet werden, die
die Positronenreichweite beschreibt:
rypbq  ypbq b κpbq. (3.16)
Um den Reichweiteneﬀekt zu eliminieren, wurde die Fouriertransformierte der
gemessenen Projektionsdaten F trypbqu durch die Foriertransformierte der Reich-
weitenfunktion F tκpbqu dividiert. Der Nachteil bei dieser Methode ist, dass bei
einer Division im Frequenzraum durch eine Funktion mit niedrigen Amplituden bei
hohen Freuqenzen, die hohen Frequenzen des Quotienten weiter verstärkt werden.
Somit erhöht sich mit der Verbesserung der Auﬂösung gleichzeitig das statistische
Rauschen im rekonstruierten Bild.
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3.2.2. Faktorisierung der Systemmatrix
Für iterative Rekonstruktionsalgorithmen existieren mehrere Möglichkeiten eine
Positronenreichweitenkorrektur einzubauen. Die Implementation als ein Teil der
Systemmatrix cpv, bq in Gleichung 3.9 bietet den Vorteil, dass die Korrekturen
sowohl auf eine List-Mode-Daten-Rekonstruktion, als auch auf eine Rekonstrukti-
on mit Sinogrammdaten angewandt werden können. In der Systemmatrix können
genaue physikalische Prozesse modelliert werden, wie auch beispielsweise die orts-
variante räumliche Auﬂösung des Scanners. In einer Arbeit von Reader et al. [134]
wurde die Systemmatrix durch einen ortsinvarianten isotopenabhängigen 3D Gauß-
kernel erweitert, der während der Vorwärtsprojektion angewandt wird und eine
Faltung mit der aktuellen geschätzten Aktivitätsverteilung beinhaltet. Eine zweite
Faltung pro Iterationsschritt erfolgt während die Transponierte der Systemmatrix
angewandt wird bzw. nach der Rückprojektion.
In Arbeiten von Bai und Ruangma et al. [115117] wurde eine Reichweitenkor-
rektur für homogene und inhomogene Materialien in einem maximum a posteriori
(MAP) Algorithmus in die Systemmatrix während der Vorwärtsprojektion einge-
bracht. Durch einen Prior kann Vorwissen in einen MAP Algorithmus eingebracht
werden. Wie stark dieses Vorwissen den Rekonstruktionsalgorithmus beeinﬂusst, ist
maßgeblich abhängig von der Wahl des Regularisierungsparameters. Bei zu starker
Regularisierung oder nicht korrekter Wahl des eingebrachten Vorwissens, kann der
Algorithmus in eine falsche, artefaktbehaftete Lösung konvergieren. Vorteilhaft bei
der Anwendung eines MAP Algorithmus zusammen mit einer Reichweitenkorrek-
tur ist die Möglichkeit die Rauschentwicklung bei höheren Iterationen mit Hilfe des
Regularisierungsparameters zu kontrollieren.
3.2.3. Entfaltung auf Bildebene während der Rekonstruktion
Tsyganov et al. [135] führten jeweils vor der Vorwärtsprojektion und nach der
Rückwärtsprojektion eine Faltung der geschätzten Aktivitätsverteilung auf Bilde-
bene durch. Als Faltungskernel wurde eine Gaußfunktion verwendet. Hierbei konn-
te die Auﬂösung einer theoretischen Linienquelle wiedergewonnen werden, wenn
die Ausläufer des Gaußkernels vollständig erfasst werden und keine Abschneidung
vorgenommen wird. Da zwei Faltungen einen zusätzlichen Rechenaufwand erfor-
dern, wurde zunächst ein konventioneller MLEM ohne Faltungsiterationen gerech-
net und anschließend einige Faltungsiterationen durchgeführt. Vergleichbare Er-
gebnisse wurden für den Algorithmus mit weniger Faltungsiterationen erreicht, wie
für den Algorithmus mit zwei Faltungen in jeder Iteration.
Für Ga-68 wurde ein positronenreichweitenkorrigierter OSEM Algorithmus (PR-
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OSEM) entwickelt, welcher lediglich eine Faltung der geschätzten Aktivitätsver-
teilung vor der Vorwärtsprojektion in jeder Iteration vorsieht (Cal-González et
al. [136]). Wenn die Reichweitenkorrektur zusätzlich in der Rückwärtsprojekti-
on angewandt wurde, konnte eine vergleichbare Bildqualität erreicht werden, bei
gleichzeitig langsamerer Konvergenz des Algorithmus. In Arbeiten von Brix und
Doll et al. [137, 138] wurde ebenfalls nach der Vorwärtsprojektion die Faltung auf
Bildebene durchgeführt mit einem Kernel, der die gemessene Line Spread Funktion
(LSF) beinhaltet, die als gaußförmig angenommen wurde. Für den Humanscanner
ECAT EXAT HR  konnte somit die Auﬂösung im Zentrum um ca. 36% auf 3mm
im Zentrum erhöht werden.
In dieser Arbeit wurde ein positronenreichweitenkorrigierter MLEM Algorithmus
(PR-MLEM) verwendet, der eine Faltung mit einem Kernel vor der Vorwärtspro-
jektion für einige Iterationen am Ende des Algorithmus vorsieht.
3.3. Charakterisierung von Bildern
Um die Beurteilung der Bildqualität zu standardisieren und objektiver zu gestalten,
wurden in dieser Arbeit folgende Kenngrößen zur Bildcharakterisierung verwendet.
3.3.1. Signal-zu-Rausch-Verhältnis
Für ein Signal S ergibt sich mit Hilfe seines Mittelwerts S und seiner Standardab-
weichung σpSq das Signal-zu-Rausch-Verhätnis (Signal-to-Noise Ratio, SNR) zu:
SNR  S
σpSq . (3.17)
Je mehr Rauschen dem Signal überlagert ist, desto kleiner ist das SNR.
3.3.2. Kontrast-zu-Rausch-Verhältnis
Das Kontrast-zu-Rausch-Verhältnis (Contrast to Noise Ratio, CNR) ist deﬁniert
als der Kontrast eines Signals S im Vergleich zu seinem Hintergrund BG bezogen
auf das Rauschen im Hintergrund:
CNR  max(Sq  BG
σpBGq . (3.18)
Hierbei ist max(S) das Signalmaximum in einer bestimmten Region of Interest
(ROI). Das CNR beschreibt, wie deutlich sich ein rauschbehaftetes Signal von sei-
nem Hintergrund diﬀerenzieren lässt.
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3.3.3. Maximalkontrast
Der Maximalkontrast MaxC eines Signals S relativ zu seinem mittleren Hintergrund




Es stellt eine weitere Größe dar, um den Kontrast zu charakterisieren, aber ohne
die Rauscheigenschaften miteinzubeziehen.
3.3.4. Recoverykoeﬃzient




Hierbei ist Ctrue der wahre bekannte Kontrastwert. Ein RC von 1 bedeutet so-
mit, dass der komplette Signalwert im rekonstruierten Bild wiedergefunden werden
kann. Ein RC<1 bedeutet hingegen, dass zu wenig Aktivität vorgefunden wurde
und RC>1, dass der Mittelwert des Hintergrundes zu gering ist.
3.3.5. Standardized Uptake Value (SUV)
Der Standardized Uptake Value (SUV) wird zur physiologischen Quantiﬁzierung
verwendet und um eine zeit- und gewichtsunabhängige Aktivitätsverteilung zu er-
halten. Bei einer homogenen Anreicherung erhält der SUV gemäß der folgenden
Deﬁnition den Wert 1:
SUV  ActCon  w
Act  ρ . (3.21)
Hier ist ActCon die zu dem Zeitpunkt des Scans gemessene Aktivtätskonzentra-
tion in [MBq/ml], w das Körpergewicht [g], Act die injizierte Aktivität in [MBq]
und ρ die Dichte [g/ml]. Da in den folgenden Auswertungen ausschließlich SUVs in
wassergefüllten oder in Bereichen mit Weichteilgewebe bestimmt wurden, wird die
Dichte mit ρ 1 g/ml approximiert, so dass sich ein dimensionsloser SUV ergibt.
3.3.6. Ortsauﬂösung
Die Ortsauﬂösung in der PET-Bildgebung beschreibt die räumliche dreidimensio-
nale Fähigkeit eines Systems, eine Punkt- oder auch eine Linienquelle mit möglichst
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geringer Verbreiterung darzustellen. Die Verbreiterung wird durch die Halbwerts-
breite (FWHM) oder durch die Zehntelbreite (Full Width at Tenth Maximum,
FWTM) angegeben, die mit Hilfe eines standardisierten Verfahrens gemäß der Na-
tional Electrical Manufactures Association (NEMA) [139] berechnet werden. Die
in dieser Arbeit umgesetzte Version dieses Verfahrens ist in Kapitel 7.1 näher er-
läutert.
Das Problem bei der Auﬂösungsbestimmung ist die limitierte Anzahl an Daten-
punkten. Daher wurde eine weitere Methode verwendet, welche in der Software
ROVER (ROI V isualization, Evaluation and Image Registration) [140] implemen-
tiert ist. Hier wird in Polarkoordinaten an die, über alle Raumwinkel zusamm-
gefassten, verschmierten Kanten einer zylinder- oder kugelförmigen Quelle, eine
Fitfunktion angepasst [141]. Der Koordinatenursprung liegt dabei im Zentrum der
radialsymmetrischen Quelle. Somit wird über die Ausnutzung der Radialsymme-




Nach kurzer Zusammenfassung der in der medizinischen Physik gängigen Monte-
Carlo-Simulationsprogramme (Abschnitt 4.1), wird in Abschnitt 4.2 die in die-
ser Arbeit verwendete Software GATE und die einzelnen Module des simulier-
ten Kleintierscanners näher vorgestellt. Die Beschreibung der für die Messungen
und Simulationen verwendeten Phantome folgt in Abschnitt 4.3. Eine schemati-
sche Darstellung des vollständig implementierten Korrekturverfahrens ﬁndet sich
in Abschnitt 4.4. Die folgenden Kapitel 5 bis 7 befassen sich anschließend näher
mit den einzelnen Schritten, die für das vorgestellte Korrekturschema erforderlich
sind.
4.1. Monte-Carlo-Simulationsprogramme
Die Mehrheit der Monte-Carlo-Simulationscodes für den Strahlungstransport in
Materie wurde ursprünglich für die Hochenergiephysik entwickelt [142]. Darun-
ter fallen der Electron Gamma Shower Code (EGS, [143]), der Monte Carlo N-
Particle Transport Code (MCNP, [144]), PENetration and Energy LOss of Po-
sitrons and Electrons (PENELOPE, [145]) und das GEometry ANd Tracking Tool-
kit (GEANT, [146]), welches am CERN entwickelt wurde und auch noch weiterhin
aktualisiert wird. Spezielle Simulationsprogramme für medizinische Anwendungen
wurden später entwickelt und basieren häuﬁg auf den zuvor genannten Programm-
paketen. Für die nuklearmedizinische Bildgebung existiert das Simulation System
for Emission Tomography (SimSET [147]), SimSPECT [148], eine Kombination
aus MCNP und SimSET für die Single Photon Emission Computed Tomography
(SPECT), PET-EGS [149] basierend auf dem EGS4 Code [150] und die Geant4
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Application for Emission Tomography (GATE, [151]). In dieser Arbeit wurde als
Simulationsprogramm GATE verwendet, welches im Folgenden näher beschrieben
wird.
4.2. GATE
GATE ist eine objektorientierte Monte-Carlo-Simulationsplattform basierend auf
den Geant4-Bibliotheken, in denen die Wechselwirkungen der Teilchen in Materie
abgespeichert sind. Die Software ist Open Source und in C++ geschrieben. Sie ist
aus mehreren Schichten (layers) aufgebaut, in denen Geant4 die innerste Schicht
darstellt. Darüber beﬁndet sich der so genannte core layer, der die grundlegenden
Mechanismen, wie die Geometrien, Quellen, die Zeit, Digititalisierung und die Da-
tenausgabe deﬁniert. Eine weitere Ebene höher beﬁndet sich der application layer,
welcher aus Klassen besteht, die die speziellen physikalischen Prozesse und Ob-
jekte modellieren. Die oberste Ebene ist das user level, welche es dem Benutzer
erlaubt über Makros einen Aufbau zu simulieren. Eine komplette PET-Messung
kann somit deﬁniert werden mit den Scanner- und Phantomgeometrien, sowie der
Aktivitätsverteilung, den physikalischen Prozessen, der Detektorelektronik inklusi-
ve der Signalverarbeitung und dem Ausgabeformat.
Um die Simulationen durchführen zu können, werden für diese Skriptsprache keine
expliziten C++ Kenntnisse benötigt. Dennoch sind für die Bearbeitung des Aus-
gabeformats der Simulationen in ROOT [152], grundlegende C/C++ Kenntnisse
erforderlich. ROOT ist ein objektorientiertes Datenanalyse-Framework basierend
auf C++ und entwickelt am CERN. Es beinhaltet bereits einen Interpreter, der ei-
ne zusätzlich Kompilierung in der ROOT-Umgebung daher überﬂüssig macht. Als
Ausgabe für die Simulationen wurde in dieser Arbeit das ROOT-Format gewählt,
da es u.a. eine zusätzliche Datenkomprimierung beinhaltet.
4.2.1. Hauptmakro
Innerhalb des Hauptmakros werden die weiteren Teilmodule aufgerufen, wie die
Geometriedeﬁnition des PET-Scanners (Abschnitt 4.2.2), die Phantomgeometri-
en und Aktivitätsverteilungen (Abschnitt 4.2.3), die physikalischen Prozesse (Ab-
schnitt 4.2.4) und die sich anschließende Signalverarbeitung im Digitizer (Abschnitt
4.2.6). Zusätzlich kann das komplette PET-System inklusive des Phantoms aus
verschiedenen Perspektiven über ein zusätzliches Makro visualisiert werden. Das
Ausgabeformat wird im Hauptmakro deﬁniert, sowie die Simulationsdauer und der
Monte-Carlo-Zufallsgenerator. Hier wurde einMersenne Twister Simulator mit au-
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tomatischer Seedgenerierung gewählt.
Als vordeﬁnierte Geometrie in GATE existiert lediglich das so genannte world -
Volumen, welches eine im Ursprung zentrierte leere Box ist, deren Dimensionen und
Füllmaterial im Hauptmakro deﬁniert werden. Nur innerhalb der world werden die
Teilchenwechselwirkungen verfolgt. Alle weiteren Volumendeﬁnitionen werden als
Töchter (daughters) der world eingefügt.
4.2.2. Deﬁnition des Scanners
Für die Deﬁnition des in dieser Arbeit verwendeten Kleintierscanners wurde als
Oberklasse das cylindricalPET verwendet. Die genaue Deﬁnition der Untergruppen
beﬁndet sich im Anhang A.1. In Tabelle 4.1 sind die hierfür verwendeten Geome-
trien und weitere technische Eigenschaften für das Concorde microPET Focus 120






Kristallgröße [mm] 1,5 x 1,5 x 10




Gesamtzahl der Kristall 13.824
Axiales FOV [cm] 7,6
Ringdurchmesser [cm] 14,7
Auﬂösung im Zentrum [mm] ¤1,4
Sensitivität [%] ¥ 7
Tabelle 4.1.: Eigenschaften des Kleintierscanners Concorde microPET Focus 120. Die
Daten wurden zum Teil den Herstellerangaben entnommen.
aus den axialen (cassettes) und transaxialen Modulen (modules), der Kristall-
matrix (matrix) mit den Kristallen (crystals) und der LSO-Schicht (LSO). Die
axialen Module werden ringförmig wiederholt, während die einzelnen Kristalle und
Kristallmatrizen über einen cubicArray Repeater vervielfältigt werden. Der voll-
ständig simulierte microPET-Scanner ist in Abbildung 4.1 dargestellt.
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Abbildung 4.1: Simulierter Kleintierscan-
ner in GATE mit einer Linienquelle (gelb).
In blau ist das Positron und in grün sind die
511 keV Annihilationsphotonen dargestellt.
4.2.3. Phantome und Aktivitätsverteilungen
Eine Geometriedeﬁnition muss jeweils separat für das Phantom und seine Akti-











Komplexere Phantome, wie beispielsweise das Image Quality Phantom nach
NEMA-NU-4 2008 [139] oder das Auﬂösungsphantom, sind folglich aus mehreren
Teilvolumen zusammengesetzt, die gegeneinander verschoben werden. Zusätzlich
ist es in GATE möglich, Voxelphantome zu verwenden. Die in dieser Arbeit si-
mulierten und verwendeten physikalischen Phantome sind in Abschnitt 4.3 näher
beschrieben.
Jede Geometriedeﬁnition, in der eine Teilchenwechselwirkung registriert werden
soll, muss als sensitives Volumen dem simulierten System hinzugefügt werden.
Sensitive Volumina sind beispielsweise die Kristalle oder alle Phantomgeometrien.
Für die Deﬁnition der Quellverteilung existieren mehrere Möglichkeiten. Die Ak-
tivitätsverteilung kann als reine Gammaemission (back-to-back) deﬁniert werden,
unter der Angabe der Energie (z.B. 511 keV) und der Halbwertszeit (z.B. 6586 s für
F-18). Die back-to-back Quelle stellt die schnellste, aber auch ungenauste, Simlati-
onsmöglichkeit dar. Die Deﬁnition des Isotops als reinen Positronenemitter erfolgt
mit der Angabe der Halbwertszeit und der Energieverteilung. Hierfür existieren
bereits vordeﬁnierte Spektren, wie z.B. für F-18, O-15 oder C-11. Zusätzlich kann
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jedoch auch ein benutzerspeziﬁsches Energiespektrum erstellt werden. Die genauste
und langsamste Methode eine Aktivitätsverteilung zu simulieren ist die Ionenquelle.
Durch die Angabe der Kernladungszahl, der atomaren Masse, der Ionenladung und
der Anregungsenergie, wird das Isotop vollständig inklusive seiner Positronen- und,
falls vorhanden, inklusive seiner Gammaemissionen simuliert. Für I-124 exisitiert
ein vereinfachtes und schnelleres Zerfallsschema in dem neben der Positronenemis-
sion u.a. die Gammemissionen implementiert sind, die eine Emissionswahrschein-
lichkeit ¥ 1% haben. Diese fastI124 -Quelle wurde in dieser Arbeit standardmäßig
für Simulationen mit dem Isotop I-124 verwendet.
4.2.4. Physikalische Prozesse
Im Physikmodul wird die mittlere freie Weglänge für jedes Teilchen bei jeder
Schrittweite (step) berechnet, die bzgl. seiner Energie und seiner Wechselwirkungs-
querschnitte (cuts) erlaubt sind. Ein geometrischer oder energetischer cut kann für
die produzierten Sekundärteilchen deﬁniert werden. In Geant4 exisitieren drei ver-
schiedene Modelle für elektromagnetische Prozesse: Das Standardmodell (1 keV -
100TeV), die Niedrigenergieprozesse (250 eV - 100GeV) und das Penelopemodell
(250 eV - 1GeV). PENELOPE (PENetration and Energy LOss of Positrons and
Electrons) wurde speziell für Monte-Carlo-Simulationen entwickelt, mit besonde-
rem Hinblick auf Niedrigenergieprozesse. Die in dieser Arbeit verwendeten Wech-
selwirkungen inklusive ihrer Modelle, sind im Folgenden aufgelistet:
• Photoelektrischer Eﬀekt (Standard)
• Comptonstreuung (Standard)
• Rayleighstreuung (PENELOPE)





• Für Ionen: radioaktiver Zerfall
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4.2.5. Hits
In einem Hit werden alle Informationen einer Teilchenwechselwirkung in Materie
während der Verfolgung dieses Teilchens (Spur oder track) abgespeichert. Diese
Informationen sind beispielsweise die Energiedeposition, Zeit und Position eines
Schritts (step), sowie die Information über das ursprüngliche Teilchen, das dem
verfolgten generierten Teilchen voranging (parentID und primaryID). Diese Infor-
mationen sind nicht an den realen PET-Scannern verfügbar. Nach dem Aufsum-
mieren der Hits, werden die Hits als Singles (Einzelereignisse) bezeichnet.
4.2.6. Digitizer
Im Digitizermodul ﬁndet die Verarbeitung der Singles zu den Koinzidenzen statt.
Für jedes Kristallelement wurde auf Ebene der Singles eine Energieunschärfe um
den 511 keV Peak mit 20% für das microPET verwendet. Eine nichtparalysierenden
Totzeit von 110,4 ns wurde für die Bauteile der Singlesdetektion simuliert. Für den
Koinzidenzsorter wurde eine zweite nichtparalysierende Totzeit von 42,79 ns an-
gesetzt. Bei einer nichtparalysierenden Elektronik wird während der verwendeten
Totzeit nur das erste ankommende Signal verarbeitet. Weitere ankommende Signa-
le können währenddessen nicht detektiert werden. Pile-up wurde mit einer Signal-
entstehungszeit von 100 ns an den Detektorblöcken simuliert [142, 153]. Während
dieser Zeitspanne wird ein zweites ankommendes Einzelereignis zum ersten Ereignis
addiert, welches gerade verarbeitet wird. Ein Energiefenster von 350-650 keV wur-
de standardmäßig für die Singles des microPETs verwendet. Ein Koinzidenzsorter
mit einem Koinzidenzzeitfenster von 6 ns wurde hier weiterhin benutzt. Die Ko-
inzidenzsortierung (takeAllGoods) wertet alle während des Koinzidenzzeitfensters
auftretenden Ereignisse, inklusive der multiplen Koinzidenzen, aus.
4.2.7. Interface zur Bildrekonstruktion
Als Ausgabe einer GATE-Simulation bietet sich das ROOT-Format an. Um die
Simulationszeit zu verkürzen, wurden Simulationen parallel auf mehrere Rechner-
kerne verteilt und anschließend in ROOT zusammengefasst. Durch ein modiﬁzier-
tes Rebinningskript (nach [154]), können Sinogramme für die echten, gestreuten
und zufälligen Koinzidenzen separat gebildet werden. Für I-124 kann zusätzlich
nach den wahren Koinzidenzen und den Kaskadengammakoinzidenzen mit einem
Trennungsskript (Kap. 5.1) separiert werden. Anschließend können die Sinogramme
über die Software for Tomographic Image Reconstruction (STIR, [155]), über die
kommerzielle microPET-Software durch eine zusätzliche Umsortiertung (Abschnitt
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7.2.2) oder über den positronenreichweitenkorrigierten MLEM Algorithmus (Ab-
schnitt 7.2.1) rekonstruiert werden. Abbildung 4.2 fasst diesen Ablauf schematisch
zusammen.
GATE ÝÑ ROOT ÝÑ Rebinner ÝÑ Reko
Abbildung 4.2.: Ablaufschema von einer GATE-Simulation zur Bildrekonstruktion.
Die komplette Verarbeitungskette von den Simulationen in GATE bis hin zum
rekonstruierten Bild, wird in Abschnitt 4.4 detaillierter beschrieben.
4.3. Verwendete Phantome
In den folgenden Abschnitten werden die in dieser Arbeit verwendeten Phantome
kurz umschrieben. Die GATE-Makros des Image Quality Phantoms (Abschnitt
4.3.2) und des Auﬂösungsphantoms (Abschnitt 4.3.4) beﬁnden sich im Anhang
A.2 und A.3.
4.3.1. MOBY-Voxelphantom
Das realistic digital mouse whole body phantom (MOBY, [156]) ist ein voxelbasiertes
Tiermodell, welches die Generierung von 3D Emissions- und Schwächungsbilddaten
ermöglicht. Verschiedene Organe können mit einer benutzerdeﬁnierten Auﬂösung
simuliert werden. Diese generierten Mausanatomiedatensätze können als Inputda-
teien für die Phantom- und Aktivitätsdeﬁnitionen in GATE verwendet werden.
Die beiden im Folgenden kurz beschriebenen MOBY-Geometrien wurden in dieser
Arbeit hauptsächlich verwendet.
MOBY mit einer Läsion
Die Anatomie und die Aktivitätsverteilung wurden so gewählt, dass sie einer Stan-
dardmaus der gemessenen Tierstudien entsprechen. Um einen standardisierten Tu-
mor zu simulieren, wurde eine sphärische Läsion mit einem Durchmesser von 7mm
demMOBY-Phantom in der Nähe der linken Schulter hinzugefügt (Abb. 4.3a-4.3c).
Für die Phantomgeometrie in GATE, wurden sieben verschiedene Organe neben
dem Hintergrundmaterial (body) und dem Gewebe für den Tumor (muscle) un-
terschieden: Schilddrüse, Blase, Luft im Darm und in der Lunge, Magen und zwei
Knochenmaterialien (Schädel und Wirbelsäule). Die Voxelgröße des Phantoms mit
156 x 156 x 270 Voxeln und drei verschiedenen Pixelgrößen (0,320/ 0,354/ 0,400mm)










Abbildung 4.3.: Simuliertes MOBY-Mausvoxelphantom mit einer Läsion an der linken
Schulter (a-c) und mit Metastasen (d) mit unterschiedlichen DurchmessernI. (a, b, d): 2D
Koronalansichten mit ROVER [140]. (c): 3D Volumenrendering eines PET-CT fusionierten
Bildes (a,b) mit OsiriX [157].
wurden so gewählt, um eine Maus mit drei verschiedenen Gewichten (19/ 25/ 36 g)
zu simulieren.
MOBY mit Metastasen
Für die Simulation von Metastasen (Abb. 4.3d) mit Hilfe des MOBY-Phantoms
wurden zwei verschiedene Materialien verwendet: Wasser für die Blase und bo-
dy für den Magen, die Schilddrüse, den Hintergrund und die Metastasen. Es wur-
den sieben verschiedene Durchmesser von sphärischen Metastasen (von 0,2 bis
3mm) simuliert mit einer Voxelgröße von 0,2mm pro Pixel und einer Bildgröße
von 154 x 154 x 539 Voxeln.
4.3.2. Image Quality Phantom nach NEMA-NU-4 2008
Das Image Quality Phantom (QRM, Möhrendorf) nach NEMA-NU-4 2008, simu-
liert ein kleines Nagetier mit heißen (radioaktiven) und kalten Bereichen [139].
Es besteht aus zwei verschiedenen Anteilen (Abb. 4.4a-4.4b): Einem heißen wasser-
gefüllten Hintergrund (Durchmesser d=30mm) mit zwei kalten zylindrischen Ein-
schüben (Wasser und Luft, d=8mm, Länge l= 15mm) und einem kalten Bereich
bestehend aus Polymethylmethacrylate (PMMA) mit fünf heißen wassergefüllten




Image Quality Mouse Phantom
The NEMA NU 4-2008 standard proposes a
standardized methodology for evaluating the
performance of positron emission tomographs
(PET) designed for small animal imaging.
The phantom is made from PMMA and offers a
large cavity (D = 30 mm) on the first half of the
cylinder fillable with isotope (hot region).
The large cavity houses two smaller cavities
separated from that volume to be filled with water
and air (cold regions) (see view A-A in the drawing
on the right hand side).
The second half of the cylinder houses five smaller
cavities (D = 1, 2, 3, 4and 5 mm), radially aligned
around the phantom length axis (see view B-B in
the drawing on the right hand side) and provides
an interconnection to the first half filled with
isotope(hot region).
Base material ....................................... PMMA
Outer diameter ................................. 33.5 mm
Length ................................................. 63 mm
- two seperate cavities (D = 8/10 mm) to be
filled with water and air (cold region)
- 5 cavities (D = 1, 2, 3, 4 and 5 mm) radially
orientated, to be filled with isotope (hot
region).
Specifications
The NEMA NU 4-2008 report is not part of the
phantom described here. It has to be ordered
seperately at www.nema.org!
QRM-MicroPET-IQ






According to the NEMA standard NU
4-2008, this phantom provides the
opportunity to evaluate the
performance of Micro-PET systems.
QRM-MicroPET-IQ
Micro-PET IQ Phantom










Dimensions of the phantom (in mm)
References:
[1] Performance Measurements for Small Animal Positron
Emission Tomographs;
NEMA Standards Publication NU 4-2008
(a) IQP (b) IQP, GATE (c) NEMA (d) NEMA, GATE
Abbildung 4.4.: Bilder und GATE-Simulationen des Image Quality Phantoms (IQP)
nach NEMA-NU-4 2008 und des Mini-NEMA Schwächungsphantoms (NEMA). (a)/(c)
Fotos und (b)/(d) Simulationen in GATE.
zylindrischen Inserts (l= 20mm) mit unterschiedlichen Durchmessern (1, 2, 3, 4
and 5mm). Der Hintergrund und die zylindrischen Einschübe wurden mit einer
radioaktiven Lösung befüllt, die F-18 FDG und I-124 mit ultraﬁltriertem Wasser
enthielten. Das gesamte heiße Volumen von 23ml mit einer Höhe von 63mm und
einem Durchmesser von 30mm entspricht ebenfalls den Dimensionen eines kleinen
Nagetieres.
4.3.3. Mini-NEMA Schwächungsphantom
Um die implementierten Korrekturen an Objekten zu testen, in denen die Schwä-
chung eine größere Rolle spielt, wurde ein Schwächungsphantom nach dem IEC
61675-1 Standard [158] entworfen (V=62ml) und von QRM (Möhrendorf) pro-
duziert. Dieses Mini-NEMA Schwächungsphantom besitzt dieselben geometrischen
Eigenschaften wie dasjenige für Humananwendungen aus dem o.g. Standard, le-
diglich um den Faktor fünf herunterskaliert: Drei kalte austauschbare zylindrische
Inserts (hier: Teﬂon, Wasser und Luft, d=10mm, l= 40mm) sind umgeben von
heißem Wasser (d=40mm und l= 60mm) (Abb. 4.4c-4.4d).
4.3.4. Auﬂösungsphantom
Das Animal PET Resolution Phantom 100/57 (BS Industrieelektronik & Medi-
zintechnik, Lübbecke) besteht aus einem PMMA Phantomkörper (d=57mm) mit
fünf verschiedenen Segmenten, die unterschiedlich befüllbar sind (Abb. 4.5a-4.5b).
Die Bohrdurchmesser in dem jeweiligen Segment reichen von 1 bis 3mm in 0,5mm
Schritten (Abb. 4.5b links oben). Die Abstände zwischen jeweils benachbarten Zy-
lindern sind wie folgt: Für Segment 1 (d=1mm): 4mm, Segment 2 (d=1,5mm):
5mm, Segment 3 (d=2mm): 6mm, Segment 4 (d=2,5mm): 8mm und für Seg-
ment 5 (d=3mm): 9mm. Durch die Länge von 88mm der befüllbaren Bohrungen,
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(a) Resolution (b) Resolution, GATE (c) HS (d) HS, GATE
Abbildung 4.5.: Bilder und GATE-Simulationen des Auﬂösungsphantoms (Resolution)
und des Kugelphantoms (HS). (a, c) Fotos und (b, d) Simulationen in GATE.
ist es möglich ein großes axiales FOV abzudecken.
4.3.5. Micro Hollow Spheres Phantom
Das Micro Hollow Spheres Phantom (von Gahlen, Meppen) wird dazu verwendet,
um heiße oder kalte sphärische Läsionen mit unterschiedlichen inneren (äußeren)
Durchmessern zu simulieren: 3,95 (5,95)mm, 4,95 (6,95)mm, 6,23 (8,23)mm und
7,86 (9,86)mm (Abb. 4.5c und 4.5d). Verschiedene Kontraste können durch das
Befüllen des Hintergrundes (V=123ml, d=44,5mm, h=81,5mm) zusätzlich zu
den Kugeln realisiert werden.
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4.4. Implementiertes Korrekturschema
Abbildung 4.6 fasst das in dieser Arbeit implementierte Korrekturverfahren sche-
matisch zusammen. Die zugrunde liegenden Voraussetzungen hierfür stellen Monte-
Carlo-Simulationen mit GATE dar, um die Kaskadengammakoinzidenzen und den
Auﬂösungsverlust bedingt durch das Isotop I-124 zu bestimmen (Kap. 5). Als Ein-
gangsdaten können hier sowohl am microPET Focus 120 gemessene Daten, als auch
Simulationsergebnisse aus GATE verwendet werden. Die gemessenen und simulier-
ten Sinogramme werden zunächst, wie in Kapitel 6 näher beschrieben, vorkorrigiert.
Hierfür wurde ein Kantenerkennungsalgorithmus entwickelt. Anschließend werden
diese korrigierten Daten mit dem PR-MLEM und dem MLEM Algorithmus als
Referenz rekonstruiert. Für den PR-MLEM Alorithmus ist die Kernelbestimmung
essentiell, auf welche in Kapitel 7 näher eingegangen wird. Die hierfür verwendeten
Algorithmen wurden mit Hilfe der Software MATLAB entwickelt [159].
Abbildung 4.6.: Verarbeitungskette für die Quantiﬁzierung, Korrektur und Bildrekon-
struktion für mit I-124 gemessene und simulierte Daten.
5 Quantiﬁzierung der Kaskaden-
gammakoinzidenzen anhand der
Simulationen und Messungen
Um eine Korrektur der Kaskadengammas nichtreiner Positronenstrahler durchfüh-
ren zu können, müssen zunächst deren Eigenschaften bestimmt werden. Da bei
realen PET-Messungen die daraus resultierenden Koinzidenzen nicht von den wah-
ren Koinzidenzen, bedingt durch die beiden 511 keV Annihilationsphotonen, unter-
schieden werden können, wurden Monte-Carlo-Simulationen mit GATE herangezo-
gen. Hierfür wurde ein Trennungsskript geschrieben (Abschnitt 5.1). Anschließend
erfolgte die Quantiﬁzierung der falschen Kaskadengammakoinzidenzen auf spek-
traler Ebene (Abschnitt 5.2), sowie sinogramm- (Abschnitt 5.3) und bildbasiert
(Abschnitt 5.4).
5.1. Trennung der Kaskadengammakoinzidenzen
Um die Auswirkungen der falschen Koinzidenzen bei I-124 separiert zu erfor-
schen, wurde ein Sortieralgorithmus implementiert (Anhang A.4).
Wenn ein Teilchen in GATE generiert wird, erhält es eine so genannte trackID,
die mit der Nummer 1 beginnt. Die trackID beschreibt den Weg eines Teilchens.
Verursacht dieses Teilchen Folgeprozesse, erhalten diese daraus generierten Teil-
chen trackIDs in fortlaufender Nummerierung.
Zusätzlich existieren in den Hits Variablen, mit denen eine Unterscheidung der
wahren von den Kaskadengammakoinzidenzen möglich ist. Wie in Abschnitt 4.2.5
bereits beschrieben, ist diese Information an realen Scannern nicht verfügbar.
• parentID : Ist die trackID des vorangehenden Mutterteilchens. Somit er-
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halten die ersten generierten Teilchen eine parentID von 0. Sekundärteilchen,
die aus folgenden Wechselwirkungen entstehen, erhalten dann parentIDs in
fortlaufender Nummerierung. Das erste Teilchen mit einer parentID von 0,
behält auch bei weiteren Folgeprozesse, wie z.B. Streuung, seine parentID
von 0.
• primaryID : Beschreibt die trackID des ursprünglichen Primärteilchens vor
einem Hit und startet mit dem Wert 1. Sie bleibt für die generierten Sekun-
därteilchen gleich, im Gegensatz zur parentID.
• PDGEncoding : Richtet sich nach einem Kodierungsschema für Teilchen,
welches durch die Particle Data Group am CERN entwickelt wurde [160].
Gammaquanten erhalten hier eine PDG-Teilchennummer von 22, Elektronen
von 11 und ihre Antiteilchen, die Positronen, von -11.
Für die wahren Koinzidenzen ist das Primärteilchen immer ein Positron, aus
dem die beiden Annihilationsphotonen entstehen können. Somit erhält das Po-
sitron nach o.g. Deﬁnition immer eine parentID von 0 und eine primaryID von 1.
Die daraus generierten Annihilationsphotonen erhalten demnach immer eine pri-
maryID von 1 und eine parentID>0. Das Positron erhält ein PDGEncoding von
-11 und die Annihilationsquanten von 22. Simulationen der Ionen- und Positronen-
quelle mit dem reinen Positronenstrahler F-18 bestätigten dies.
Die primären Kaskadengammas erhalten eine parentID von 0 und ein PDGEnco-
ding von 22. Simulationen mit I-124 zeigten, dass Kaskadengammas zusätzlich mit
einer primaryID>1 erzeugt werden können. Somit können die falschen Kaskaden-
gammakoinzidenzen mit dem Kriterium (PDGEncoding==22 && parentID==0 ||
primaryID>1) identiﬁziert werden.
Eine Ausnahme, die durch dieses Kriterium nicht erfasst werden kann, sind Koin-
zidenzen, die durch Sekundärteilchen der primären Kaskadengammas (primaryID
von 1) verursacht werden. Auf Koinzidenzebene existiert die eventID, die sepa-
rat für beide beteiligten Singles vergeben wird und deren gemeinsamen Ursprung
zeigt. Bei einer echten (Trues) oder einer gestreuten (Scatter) Koinzidenz, gilt somit
eventID1==eventID2, für die zufälligen (Randoms) Koinzidenzen sind die Ereig-
nisnummerierungen verschieden. Diese Ausnahme wirkt sich somit nur auf feh-
lerhaft einsortierte Randoms aus (Abb. 5.1). Daher kann eine Fehlerabschätzung
des implementierten Algorithmus über das Spektrum der als wahr einsortier-
ten zufälligen Koinzidenzen erfolgen. Das I-124 Energiehistogramm des wahren
Koinzidenzanteils zeigt, dass der Anteil der fehlerhaft einsortierten Koinzidenzen
u.a. aus zufälligen Koinzidenzen um den 602,73 keV und 645,85 keV-Peak besteht
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(Abb. 5.1). Dieser Anteil zu allen als wahr einsortierten Randoms ist unabhängig
von der verwendeten Aktivität und beträgt zusammen 19% (für 602,73 15 keV
und 645,85 15 keV). Da die Anzahl an zufälligen Koinzidenzen mit der Aktivität
steigt, werden durch den implementierten Trennungsalgorithmus bei einem Ener-
giefenster von 350-650 keV für 9MBq mindestens 0,5% zu wenig falsche Ran-
doms einsortiert, für 20MBq 1,0% und für 90MBq mindestens 2,8%. Dies ist nur
eine minimale Fehlerabschätzung, da die falschen Koinzidenzen auch Koinziden-
zen eines direkten Gammas mit einem 511 keV Annihilationsphoton sein können
und somit auch um den 511 keV Energiepeak einen Anteil haben können. Jedoch
sieht die implementierte Verarbeitungskette eine Korrektur für zufällige und alle
falschen Kaskadengammakoinzidenzen vor und somit wirkt sich die fehlerhafte
Einteilung im Folgenden nicht aus.
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Abbildung 5.1.: Energiehistogramm des wahren Koinzidenzanteils für I-124. Simuliert
wurde das Image Quality Phantom mit einer Aktivität von 90MBq und einer hypotheti-
schen Energieauﬂösung von 1%.
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5.2. Spektraler Anteil
5.2.1. Vergleich mit F-18
Energie [keV]
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Abbildung 5.2.: Vergleich simulierter Energiespektren für a) F-18 und b) I-124 mit einer
hypothetischen Energieauﬂösung von 1% und einer Aktivität von 90MBq für das Image
Quality Phantom. Die beiden zusätzlich vorhandenen höheren Energiepeaks bei 602,73 keV
(62,9%)nund 645,85 keV (0,996%) verursachen im Falle des Isotops I-124 die falschen
Koinzidenzen.
Im Vergleich zum Spektrum des Isotops F-18 weist das I-124-Energiehistogramm
zusätzlich im Standardakquisitionsfenster des microPET-Scanners (350-650 keV)
zwei direkte Gammalinien auf: Bei 602,73 keV und bei 645,85 keV (Abb. 5.2). Wäh-
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rend das Energiespektrum der gestreuten Koinzidenzen hauptsächlich niederener-
getisch ist und somit der zweite Energiepeak bei 645,85 keV entfällt, besitzen sowohl
die als Trues als auch die als Randoms einsortierten Koinzidenzen die beiden für
I-124 charakteristischen Energiepeaks. Der reine Positronenstrahler F-18 besitzt
lediglich einen Energiepeak bei den 511 keV Annihilationsphotonen.
5.2.2. Aktivitätsabhängigkeit
Abbildung 5.3 zeigt anhand von GATE-Simulationen des MOBY-Phantoms (25 g)
für verschiedene Aktivitäten von 1,0 bis 503,9MBq die Aktivitätsabhängigkeit der
Kaskadengammakoinzidenzen. Zwischen 84MBq und 90MBq exisitiert ein Um-
kehrpunkt, ab dem mehr Kaskadengammakoinzidenzen auftreten als echte Ereig-
nisse (Trues). Weiterhin exisiert eine konstante Beziehung für jede simulierte Akti-
vität zwischen den beiden Anteilen an Randoms: Ungefähr doppelt (2,14 0,07) so
viele zufällige Koinzidenzen werden durch mindestens ein Kaskadengamma produ-
ziert wie durch die beiden 511 keV Annihilationphotonen entstehen. Daher nimmt
die Anzahl der generierten Kaskadengammakoinzidenzen mit der Aktivität zu. Die
Anzahl aller zufälligen Koinzidenzen nähert sich asymptotisch einem Grenzwert
an, der bei 503,9MBq 81,6% von allen Koinzidenzen beträgt. Für die in der Klein-
tierbildgebung herkömmlichen Aktivitäten von 3-15MBq fällt die Produktion der
zufälligen Koinzidenzen wesentlich geringer aus. Für eine Aktivität von 2,6MBq
bestehen 1,5% von ingesamt 2,3% Randoms aus falschen Koinzidenzen, wohinge-
gen es für 15,1MBq 7,8% von ingesamt 11,4% sind, bezogen auf alle Koinzidenzen.
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Alle Kaskadengammakoinzidenzen
Alle Randoms
Abbildung 5.3.: Koinzidenzanteile der echten (Trues), Kaskadengammas und aller zufäl-
ligen Koinzidenzen (Randoms) als Funktion der Aktivität für das MOBY-Phantom (25 g).
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5.2.3. Einﬂussgrößen auf die Detektoreﬃzienz
Im Folgenden werden die Einﬂussfaktoren der Kaskadengammakoinzidenzen auf die
Detektoreﬃzienzen bestimmt. Zunächst werden verschiedene Energieauﬂösungen
von 1 bis 40% simuliert. Anschließend wird für die microPET-Scannerkonﬁguration
die Koinzidenzsortierung, der Einﬂuss der Tot- und pile-up Zeiten, sowie des Ko-
inzidenzzeit- und Energiefensters untersucht.
Einﬂuss der Energieauﬂösung
Abb. 5.4 vergleicht die Auswirkungen verschiedener Energieauﬂösungen auf das Ko-
inzidenzspektrum. Bis zu einer Auﬂösung von 10% sind der 511 keV-Peak und die
beiden charakteristischen I-124 Gammapeaks gut diﬀerenzierbar. Ab einer Ener-
gieauﬂösung von 15% (microPET) ist keine Trennung der einzelnen Peaks mehr
möglich. Dennoch wirkt sich dies nicht auf die Aufteilung in wahre Koinzidenzen,
bedingt durch die beiden Annihilationsphotonen, und in falsche Koinzidenzen,
bedingt durch mindestens ein Kaskadengamma, aus.
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Abbildung 5.4.: Auswirkung der Energieauﬂösung (Energy Blurring EB) auf das Ener-
giespektrum der Koinzidenzen für Energieauﬂösungen von 1-40% simuliert in GATE mit
der microPET-Scannerkonﬁguration und dem Isotop I-124 für ein Energiefenster von 250-
750 keV.
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Digitizervariation am microPET
Mit dem Trennungsskript (Abschnitt 5.1) ist es möglich, sowohl die falschen
Kaskadengammakoinzidenzen als auch die wahren Koinzidenzen aus den 511 keV
Annihilationsphotonen gemäß ihrer gestreuten, zufälligen und echten (Trues) Koin-
zidenzen zu separieren. Für eine Simulation mit dem microPET-Scanner ist diese
Trennung in Abbildung 5.5 auf spektraler Ebene dargestellt. Alle Energiespek-
tren, die durch mindestens ein Kaskadengamma verursacht wurden, besitzen eine
deutliche Verschiebung hin zu den für das Isotop I-124 charakteristischen 603 und
723 keV-Linien. Das niederenergetische Streuspektrum weist neben dem 511 keV
Annihilationspeak lediglich bei 603 keV einen Energiepeak ausschließlich bedingt
durch die Kaskadengammas auf. Demgegenüber besitzt der wahre Koinzidenzan-
teil lediglich eine Verbreiterung um den 511 keV-Peak, ähnlich wie es bei einem
reinen Positronenstrahler wie F-18 der Fall ist. Die Selektion der falschen Koin-
zidenzen nach dem Kriterium der Trues zeigt, dass einige direkt emittierte Gamma-
linien in Koinzidenzen mit einem 511 keV Annihilationsphoton treten. Die beiden
geringen Anteile bei den beiden Gammapeaks für das wahre 511 keV Spektrum
der Randoms ist bedingt durch die Implementation des Sortieralgorithmus. Eine
daraus resultierende Fehlerabschätzung erfolgte in Abschnitt 5.1.
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31,9 22,8 45,3 100,0 10,1
14,5 17,4 17,5 5,3 12,0 33,4 43,9 56,1 100,0
Default2 + 27,1 25,6 47,3 100,0 21,0
250-750 keV 8,0 19,0 18,3 7,3 11,4 36,0 37,6 62,4 207,9
Default2 + 21,9 15,7 62,4 100,0 13,8
CW3=12ns 9,9 12,0 12,0 3,6 16,5 45,9 38,5 61,5 136,6
Default2 + 25,1 29,9 45,1 100,0 20,3
F-18 25,1 0,0 29,9 0,0 45,1 0,0 100,0 0,0 201,0
1Anteil zu den Prompts simuliert mit den Default-Einstellungen
2Mit den realen Werten aus Abschnitt 4.2.6 3Coincidence Window
Tabelle 5.1.: Koinzidenzanteile bei Variationen der Digitizereigenschaften in GATE für
Simulationen mit I-124 (+ Änderungen). W: wahrer Koinzidenzanteil, bei dem beide
Einzelereignisse aus einer Positronenannihilation stammen. F: falscher Koinzidenzanteil,
bei dem mindestens ein Einzelereignis eine direkte Kaskadengammaemission darstellt. T:
Trues, S: Scatter, R: Randoms. Simuliert wurde eine Linienquelle (d=0,28mm) mit einer
Aktivität von 90MBq in einem Zylinder aus PMMA, der das komplett FOV des Scanners
erfasst.
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Abbildung 5.5.: Spektrale Koinzidenzanteile einer GATE-Simulation mit I-124. Simu-
liert wurde eine Linienquelle mit einer Aktivität von 90MBq in einem PMMA-Zylinder
und mit einer hypothetischen Energieauﬂösung von 5% und einem Energiefenster von
250-750 keV zur besseren Darstellung der einzelnen Gammalinien. Die beiden zusätzlichen
höherenergetischen Peaks (bei 602,7 und 645,9 keV) für die als wahr einsortierten Ran-
doms resultieren aus dem oben beschriebenen fehlerhaften Trennungsskript.
toreigenschaften zusammen, für die sich ein wesentlicher Unterschied ergeben hat.
Hierfür wurden Simulationen mit einer hohen Aktivität von 90MBq und einem
großen Streukörper, der das komplette FOV erfasst, durchgeführt um eine bes-
sere Statistik für die Aufteilung der zufälligen und der gestreuten Koinzidenzen
zu erhalten. Je breiter das Energiefenster und je größer das Koinzidenzzeitfenster
gewählt werden, desto mehr Kaskadengammakoinzidenzen treten auf. Diese beste-
hen hauptsächlich aus zufälligen Koinzidenzen. Bei der Verwendung des größeren
Energiefensters von 250 - 750 keV steigen zu geringen Anteilen die gestreuten und
die zufälligen Ereignisse an. Für die echten ungestreuten Koinzidenzen (Trues)
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existieren mehr als doppelt so viele falsche Anteile wie wahre . Beim Stan-
dardfenster von 350 - 650 keV waren dies lediglich 17% mehr. Dies ist ebenfalls aus
dem Spektrum der Trues in Abbildung 5.5 ersichtlich. Speziell im niederenerge-
tischen Bereich unterhalb von 460 keV, besteht das Spektrum hauptsächlich aus
Kaskadengammakoinzidenzen, die bei einem Energiefenster mit einer niedrigeren
unteren Schwelle überproportional repräsentiert werden.
Die Anzahl der zufälligen Koinzidenzen ist für die Verdopplung des Koinzidenz-
zeitfenster auf 12 ns signiﬁkanter: Anstatt 45,3% für das Standardfenster von 6 ns,
werden hier insgesamt 62,4% an Randoms produziert. Dadurch bedingt, ergibt sich
auch eine Erhöhung der Gesamtzahl an falschen Koinzidenzen.
Im Vergleich zu einer Simulation mit dem Isotop F-18 werden für F-18 annähernd
gleich viele zufällige Koinzidenzen produziert wie für I-124. Die geringe Positro-
nenabundanz von knapp 23% des Isotops I-124 wird durch die vermehrte Anzahl
an Koinzidenzen, bedingt durch die Kaskadengammas, teilweise ausgeglichen. Bei
gleicher Aktivität und Simulationsdauer werden für F-18 nur ca. doppelt so viele
Prompts registriert wie für I-124.
Die Verdopplung der jeweiligen Detektortotzeiten führt lediglich zu keiner verän-
derten Aufteilung der wahren zu den falschen Koinzidenzen. Die Verdopplung
der ersten Totzeit an den Kassetten für die Singles auf 220,8 ns führt zu einer
Reduktion der Gesamtzahl an Counts um 19,5%. Die Verdopplung der zweiten
Totzeit für die Koinzidenzen auf 85,58 ns führt zu einer kleinen Verringerung der
Gesamtzahl an Counts um 2,4%.
Durch die Variation der Koinzidenzsortierung ändert sich die Aufteilung der Koinzi-
denzen in wahre und falsche Koinzidenzen nicht. Durch die killAll Sortierung,
in der beim Auftreten von Mehrfachkoinzidenzen keine Koinzidenzen akzeptiert
werden, verringert sich die Gesamtanzahl an Prompts lediglich um 7,2% im Ver-
gleich zur verwendeten takeAllGoods-Sortierung.
5.2.4. Optimierung der Akquisitionseinstellungen
Um den Einﬂuss der höherenergetischen Gammalinien des Isotops I-124 zu limitie-
ren, wurde für einige Phantommessungen am microPET-Scanner das Energiefens-
ter EWsm auf 400 - 550 keV eingeschränkt. Dadurch kann die Hintergrunderhöhung
bedingt durch die falschen Koinzidenzen sichtbar minimiert werden (Abb. 5.6).
Weitere Phantomgeometrien wurden mit dem Tracer I-124 für zwei verschiedene
Aktivitäten, sowohl mit dem Standardfenster EWstd als auch mit dem schmale-
ren Energiefenster EWsm, am microPET-Scanner ohne eine zusätzliche Streu- oder
Schwächungskorrektur gemessen (Tab. 5.2).
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(a) 350 -650 keV,
axiale Ansicht
(b) 350 - 650 keV,
koronale Ansicht
(c) 400 -550 keV,
axiale Ansicht





















(e) Proﬁllinien durch axiale Ansichten
Abbildung 5.6.: Messungen mit zwei Energiefensterungen (a-b) 350 - 650 keV und (c-d)
400 - 550 keV für das Isotop I-124 am microPET inklusive der Proﬁllinien in (e) durch die
jeweiligen transaxialen Ansichten. Gemessen wurde das Mini-NEMA Schwächungsphan-
tom mit einer Aktivität von 20MBq und einer Akquisitionszeit von 60min. Die Bilder
sind weder schwächungs- noch streukorrigiert und jeweils in transaxialer (links) und koro-
naler (rechts) Ansicht dargestellt. Die Bilder wurden auf den jeweiligen maximalen Wert
skaliert.
Anteile von heißen zu kalten ROIs (Regions of Interest) wurden mit Hilfe
der Software ROVER in verschiedenen Bereichen der Phantome bestimmt (Tab.
5.2). Bei ideal schwächungs- und streukorrigierten Messungen geht dieser Faktor
gegen null. Für das kleinere Energiefenster sind diese Anteile für alle Messungen
durchschnittlich um 17,9 12,6% und maximal bis zu 64,1% geringer als für das
große Energiefenster und erlauben daher eine erhöhte Quantiﬁzierung. Dennoch er-
gibt sich durch die Einschränkung des Energiefensters auf 400 - 550 keV ein Verlust
an der gesamten Koinzidenzanzahl von durchschnittlich 48,3 0,2% im Vergleich
zum Standardakquisitionsfenster EWstd von 350 - 650 keV.
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kalter ROI [%] EWsm EWstd EWsm EWstd
IQP1(H2O) 14,3 16,8 49,9
15,1 16,7
50,2
IQP (Luft) 21,9 23,3 20,4 22,0




46,4NEMA (Luft) 29,1 32,2 26,5 29,8
NEMA (Teﬂon) 3,5 5,8 4,1 7,5
1 Image Quality Phantom 2Micro Hollow Spheres Phantom
3Mini-NEMA Schwächungsphantom
Tabelle 5.2.: Anteile heißer zu kalter ROIs für verschiedene Phantomgeometrien
und Aktivitäten gemessen am microPET-Scanner in Prozent. In Klammern ist die jewei-
lige Position der kalten ROI angegeben. EWstd: Standardakquistionsfenster von 350 -
650 keV, EWsm: Verkleinertes Energiefenster von 400 -,550 keV. ∆: Veränderter Anteil der
Prompts im verkleinerten Energiefenster EWsm im Vergleich zum Standardakquisitions-
fenster EWstd
5.3. Auf Sinogrammebene
5.3.1. Vergleich mit F-18
Abbildung 5.7 vergleicht die Trennung nach gestreuten, zufälligen und echten Ko-
inzidenzen für das Isotop F-18 mit I-124 ohne eine zusätzliche Berücksichtung der
Kaskadengammakoinzidenzen. Die Hintergrunderhöhung im Sinogramm wird für
F-18 fast ausschließlich durch die zufälligen Koinzidenzen (Randoms) verursacht.
Bei I-124 existiert eine zusätzliche Komponente, bedingt durch die falschen Ko-
inzidenzen. Diese Komponente beﬁndet sich u.a. in dem Sinogramm, in welches die
echten ungestreuten Koinzidenzen (Trues) einsortiert wurden und macht sich hier
durch eine konstante Untergrunderhöhung bemerkbar.
5.3.2. Sinogrammbasierte Untergrunderhöhung
Aufbauend auf der spektralen Trennung aus Abschnitt 5.2, wurden die verschiede-
nen Koinzidenzanteile separat in Sinogramme einsortiert (Abb. 5.8). Die falschen
Koinzidenzen beinhalten bei zentraler Positionierung des Phantoms keine Struktu-
rinformation und verhalten sich ähnlich wie die Randoms bei den wahren Koin-
zidenzen. Die Proﬁllinien des Sinogramms der wahren Koinzidenzen entsprechen
denen für F-18 (Abb. 5.7 links). Die Hintergrunderhöhung wird hier ausschließlich
durch die zufälligen Koinzidenzen verursacht.
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Abbildung 5.7.: Koinzidenztrennung auf Sinogrammebene für F-18 und I-124. Summier-
te Proﬁllinien aller Sinogramme des Segments 0 für die Simulationen des Image Quality
Phantoms mit 90MBq aus Abbildung 5.2.
Abbildung 5.8.: Trennung nach Trues T, Scatter S, Randoms R, wahren und falschen
Koinzidenzen auf Sinogrammebene für I-124. Summierte Proﬁllinien aller Sinogramme des
Segments 0 für die Simulation des Image Quality Phantoms mit 90MBq aus Abbildung
5.2.
Für Objekte mit größeren Dimensionen, wie beispielsweise das Auﬂösungsphan-
tom mit einem Durchmesser von 57mm, spielt die Schwächung eine größere Rolle
und eine minimale Abnahme kann in der Mitte des Phantoms für die Proﬁllinie
der Kaskadengammakoinzidenzen und Randoms beobachtet werden (Abb. 5.9).
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Abbildung 5.9.: Summierte Sinogrammproﬁllinien des Segments 0 für eine GATE-
Simulation des Auﬂösungphantoms getrennt nach allen (Prompts) und den zusammen-
gefassten Kaskadengammakoinzidenzen (C) und Randoms (R).
Bei einer deutlichen radialen Verschiebung des Phantoms um +20mm, weisen
die Kaskadenkammakoinzidenzen keine homogene Struktur mehr auf (Abb. 5.10).
Dabei besitzen hauptsächlich die als Trues einsortierten falschen Kaskadengam-
makoinzidenzen eine zum Rand des Gesichtsfeldes hin verschobene exponentielle
Form, die für größere radiale Verschiebungen dominanter wird. Zu einem geringe-
ren Teil betriﬀt dies ebenfalls die falschen Randoms, wohingegen die gestreuten
falschen Koinzidenzen nach wie vor eine näherungsweise homogene Struktur auf-
weisen. Auch die als wahr einsortierten Randoms besitzen einen leichten Anstieg
hin zum äußeren Rand des Gesichtfeldes, der deutlicher in Erscheinung tritt für ei-
ne größere radiale Verschiebung des Phantoms. Dennoch spielt dieser Anstieg nur
eine untergeordnete Rolle im Vergleich zu dem der Kaskadengammakoinzidenzen.
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Abbildung 5.10.: Trennung nach Trues T, Scatter S, Randoms R, wahren und fal-
schen Koinzidenzen auf Sinogrammebene für ein um +20mm verschobenes Phantom
simuliert mit I-124.
Tabelle 5.3 fasst die Anteile der verschiedenen Koinzidenztypen auf Sinogramm-
basis für verschiedene Phantomsimulationen und für eine Simulation des MOBY-
Mausvoxelphantoms mit drei verschiedenen Größen (19, 25, 36 g) zusammen. Die
Aktivitäten wurden in Analogie zu realen Messungen gewählt. Abhängig von den
geometrischen Dimensionen und der applizierten Aktivität bzw. den generierten zu-
fälligen Koinzidenzen, müssen zwischen 28% und 42% aller registrierten Prompts
subtrahiert werden, um eine korrekte Quantiﬁzierung ohne die Kaskadengammako-
inzidenzen und Randoms zu erreichen (Tab. 5.3). Dieser nicht zu vernachlässigende
Statistikverlust kann durch eine verlängerte Akquisitionszeit kompensiert werden.
Diese ist jedoch häuﬁg bei der Durchführung von Mausstudien limitiert.
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Phantome A1 Counts2 S3 C4 R5 T6
MOBY, 19 g 2,62 1,68 5,25 27,58 0,62 66,55
MOBY, 25 g 2,62 1,64 5,76 28,02 0,62 65,60
MOBY, 36 g 2,62 1.64 6,72 29,35 0,65 63,28
Image Quality 20,53 6,04 6,58 32,13 4,19 57,10
Hollow Spheres 18,71 8,01 9,97 37,93 4,53 47,57
Mini-NEMA 20,00 13,27 9,31 33,91 4,26 52,52
Resolution 6,84 1,90 15,73 38,56 2,03 43,67
1Aktivität A [MBq] 2Alle simulierten Counts [ 106]
3 Scatter S [%] 4Cascade Gammas C [%] 5Randoms R [%]
6Trues T [%]
Tabelle 5.3.:Mit GATE simulierte I-124 Sinogramme separiert gemäß ihrer verschiedenen
Anteile für realistische Phantom- und Kleintiermessungen.
5.4. Auf Bildebene
5.4.1. Vergleich mit F-18 und Ga-68
Ein Vergleich der Messungen des Image Quality Phantoms mit den drei Isoto-
pen F-18, Ga-68 und I-124 ist in Abbildung 5.11 dargestellt. Das Referenzisotop
F-18 besitzt aufgrund seiner niedrigen Positronenenergie die höchste Auﬂösung,
so dass der kleinste Einschub (Insert) mit dem Durchmesser von 1mm gut sicht-
bar ist. Aufgrund der hohen Poistronenreichweite ist die Auﬂösung für I-124 und
Ga-68 deutlich schlechter und stark rauschbehaftet. Da F-18 und Ga-68 nahezu
reine Positronenstrahler sind, ist der Hintergrund in den rekonstruierten Bildern
näherungsweise gleich. Demgegenüber besitzt I-124 aufgrund seiner Kaskadengam-










Abbildung 5.11.: Transaxiale Ansichten einer Messungen des Image Quality Phantoms
mit F-18 (5,4MBq, 20min), Ga-68 (6,1MBq, 120min) und I-124 (9,0MBq, 60min). Die
Bilder wurden ohne Korrekturen rekonstruiert.
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5.4.2. Auswirkungen auf die Bildrekonstruktion
Aufgrund der fehlenden Korrelation zum Annihilationsort, verhalten sich die fal-
schen Koinzidenzen auf Sinogrammebene (siehe auch Abb. 5.8) ähnlich wie die zu-
fälligen und besitzen eine näherungsweise homogene Hintergrundverteilung. Dieser
Eﬀekt ist ebenfalls in den rekonstruierten Bildern einer GATE-Simulation ersicht-
lich (Abb. 5.12). Werden nur die wahren Koinzidenzen rekonstruiert, besteht
die Untergrunderhöhung nur noch aus den wahren Randoms, wohingegen die
Bildrekonstruktion für die falschen Kaskadengammakoinzidenzen ein homogenes
Untergrundrauschen verursachen.





































Abbildung 5.12.: Trennung nach allen wahren und allen falschen Koinzidenzen auf
Bildebene für eine I-124 GATE-Simulation des Image Quality Phantoms (90MBq, 50 s) mit
jeweils zwei transaxialen Ansichten. Die Bilder wurden auf ihren jeweiligen Hintergrund
skaliert.
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5.5. Zusammenfassung und Diskussion
Der Anteil der Kaskadengammakoinzidenzen an allen Randoms ist ca. doppelt so
hoch (2,14 0,07), wie der Anteil, der durch wahre Annihilationsphotonen verur-
sacht wird. Da die Anzahl an zufälligen Koinzidenzen mit zunehmender Aktivität
steigt, nehmen auch die Kaskadengammas bei höheren Aktivitäten zu. Bis zu einer
Energieauﬂösung von 10% können die Energiepeaks der beiden direkten Gammali-
nien (602,7 keV und 722,8 keV) auf spektraler Ebene diﬀerenziert werden. Eine Va-
riation der Energieauﬂösung beeinﬂusst die Aufteilung der Koinzidenzen in wah-
re und falsche nicht. Auswirkungen haben lediglich ein vergrößertes Energie-
oder Koinzidenzzeitfenster. Je breiter diese gewählt werden, desto mehr Kaska-
dengammakoinzidenzen werden zugelassen. Messtechnisch konnte in [101] jedoch
keine Veränderung der Noise Equivalent Count Rate (NECR) Kurven durch die
Verbreiterung des Koinzidenzzeitfensters an einem Inveon Kleintier-PET/CT fest-
gestellt werden. Die NECR-Kurve repräsentiert das Signal-to-Noise Ratio, mit dem
man den besten Kompromiss zwischen den echten (Trues) und den ungewünschten
(Kaskadengammas, Randoms, Scatter) Koinzidenzen bestimmen kann. Als opti-
male Akquisitionseinstellungen wurde hier weiterhin ein schmaleres Energiefens-
ter von 400 - 590 keV für Messungen eines Mausphantoms festgelegt. Dieses ist in
Übereinstimmung mit eigenen Messergebnissen, bei denen mittels eines schmaleren
Energiefensters von 400 - 550 keV am microPET-Scanner das Untergrundrauschen
deutlich minimiert werden konnte. Dennoch geht dies mit einem durchschnittlichen
absoluten Countsverlust von 48,3% einher, verglichen mit dem Standardakquisiti-
onsfenster von 350 - 650 keV.
Die Ergebnisse der mit GATE simulierten Sinogramme und der daraus rekonstru-
ierten Bilder zeigen, dass der Eﬀekt der Kaskadengammakoinzidenzen für zentrierte
Objekte im Kleintiermaßstab auf eine näherungsweise homogene Hintergrunderhö-
hung begrenzt ist. Sowohl die Kaskadengammakoinzidenzen als auch die Randoms
besitzen keine Korrelation zum Annihilationsort, im Gegensatz zu den 511 keV An-
nihilationsphotonen. Daher beinhalten sie keine Informationen über die tatsächliche
Aktivitätsanreicherung. Die Annahme einer zusätzlichen homogenen Untergrund-
erhöhung bedingt durch Koinzidenzen mit den direkt emittierten Gammalinien des
Isotops I-124, entspricht denen einiger anderer Autoren (Herzog [95], Gregory [97],
Lubberink [161]). In einer Arbeit von Laforest et al. [87] besitzt die Kaskaden-
gammaverteilung für Br-76 ebenfalls eine näherungsweise homogene Struktur für
zentrierte Objekte mit einem Durchmesser von ¤ 10 cm. Hier wird ebenfalls ei-
ne exponentielle Form der Kaskadengammakoinzidenzen bei einer Verschiebung
des Phantoms festgestellt, die deckungsgleich mit den Ergebnissen dieser Arbeit
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ist (siehe auch Abb. 5.10). In einer Arbeit von Lubberink [162] wurde durch die
Subtraktion zweier Datensätze, gemessen mit F-18 und Br-76, ebenfalls eine expo-
nentiell abfallende Form für verschobene Phantome festgestellt. Da die Größe und
die Durchmesser der an der Klinik gescannten Kleintiere und Phantome deutlich
geringer waren und sie in der Regel zentriert positioniert werden, können die Kas-
kadengammakoinzidenzen zusammen mit den Randoms vereinfacht durch eine ho-
mogene Untergrundsubtraktion korrigiert werden. Diese Näherung produziert auch
für andere Isotope mit Kaskadengammaemission eine ausreichende Quantiﬁzierbar-
keit, die mit der eines reinen Positronenstrahlers, wie F-18, vergleichbar ist [91,92].
Pentlow et al. [91] erhielten bei Y-86 durch Subtraktion eines homogenen Unter-
grundes Sinogrammproﬁllinien, die mit F-18 vergleichbar sind. Die Autoren ge-
ben an, dass die Rekonstruktion dieser subtrahierten Sinogramme auch zu Bildern
führt, die bzgl. der Werte in den kalten Zylindern des NEMA Schwächungsphan-
toms mit F-18 Bildern vergleichbar sind. Dieses lediglich für Humananwendungen
in allen Dimensionen hochskalierte Phantom, ist mit dem in dieser Arbeit verwen-
deten Mini-NEMA Phantom vergleichbar. In einer Arbeit von Lubberink et al. [92]
wurde ein leicht verändertes Verfahren vorgeschlagen, um die Kaskadengammako-
inzidenzen für PET-Scans mit Br-76 zu entfernen. Dieses beinhaltet einen linearen
Fit zwischen den äußersten Bins der jeweiligen Ausläufer einer Projektionslinie.
Wird dieser Untergrund subtrahiert, erhält man ebenfalls eine mit F-18 vergleich-
bare Genauigkeit.
Anzumerken ist, dass man eine ausreichende Zählstatistik akquirieren muss, um
diese Korrekturen durchführen zu können. Für typische Phantommessungen und
Mausscans in einem Aktivitätsbereich von 2,6 bis 20,5MBq müssen, abhängig von
der Aktivität und den geometrischen Ausmaßen, zwischen 28 und 42% aller Counts
innerhalb der Sinogramme subtrahiert werden. Ein ähnliches Auswerteverfahren,
um Kaskadengammakoinzidenzen zu separieren, wurde mit Hilfe der Informatio-
nen der Hits für GATE-Simulationen von Beenhouwer et al. [88] entwickelt. Die
Sinogrammproﬁllinien, die für eine I-124 Simulation eines Thoraxphantoms gezeigt
wurden, demonstrieren ebenfalls den hohen Anteil an Kaskadengammakoinzidenz-
en und Scatter.
Die Form und der relative Anteil der gestreuten Koinzidenzen ist abhängig von
den Dimensionen, der Dichte und der Zusammensetzung des Materials. Während
die Streuung in großen physikalischen Phantomen mit 9 - 16% nicht vernachlässigt




Im Vordergrund, der in dieser Arbeit entwickelten Korrekturen, stand die Übertra-
gung auf reale Messdaten. Basierend auf den vorherigen Ergebnissen aus Monte-
Carlo-Simulationen mit GATE (Kap. 5), wurden zwei verschiedene Varianten von
sinogrammbasierten Korrekturen anhand von simulierten Phantomen und deren
Vergleich mit Messdaten erarbeitet. Die Umsetzung der Korrekturverfahren wird
in den folgenden beiden Abschnitten 6.1 und 6.2 näher erläutert. Beide Metho-
den erfordern zur Statistikerhöhung eine Summation der Proﬁllinien in jedem
Sinogramm, die in Abhängigkeit von der jeweiligen Position der einzelnen Pro-
ﬁllinie durchgeführt werden muss. Die Genauigkeit dieses Summationsverfahrens
wird in Abschnitt 6.3 untersucht. Die Ergebnisse für das Korrekturverfahren mit
Skalierungsfaktoren aus GATE werden in Abschnitt 6.4 gezeigt. Die Ergebnisse
der zweiten Korrekturmethode, welche auf Skalierungsfaktoren aus Monte-Carlo-
Simulationen und auf ein Schwellwertverfahren zur Grenzendetektion verzichtet,
werden in Abschnitt 6.5 vorgestellt.
6.1. Korrektur mit Skalierungsfaktoren aus GATE
Der erste Schritt dieses Verfahrens, stellt die Korrektur für Randoms und Kas-
kadengammakoinzidenzen dar und wird in Abschnitt 6.1.1 näher erläutert. Der
zweite Korrekturschritt stellt die eigentliche Streukorrektur dar. Diese ist haupt-
sächlich von der Dichte und den geometrischen Ausmaßen des Objektes abhängig.
Das umgesetzte Verfahren ähnelt hierbei dem Tail-Fitting-Verfahren [65] und der
Subtraktionsmethode durch eine Gaußfunktion [64] (vgl. Abschnitt 2.6.1).
6.1.1. Kaskadengamma- und Randomskorrektur
Wegen der fehlenden Kopplung der Kaskadengammakoinzidenzen und Randoms
an das Messobjekt, kann die Korrektur hierfür aus dem Hintergrund abgeleitet
werden. Zunächst wird daher der Hintergrund für jede der 144 Proﬁllinien in je-
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dem Sinogramm durch den Mittelwert der 15 äußeren Bins außerhalb der Ob-
jektgrenzen berechnet. Die Sinogramme des microPETs besitzen eine Größe von
128 x 144 x 1567 (Span von 3 und Ringdiﬀerenz von 47) mit einer transaxialen Bin-
größe von 0,815mm und einer axialen Bingröße von 0,796mm. Aufbauend aus den
Ergebnissen aus Kapitel 5 wird anschließend dieser Hintergrund gleichförmig für
die gesamte Projektionslinie subtrahiert, um die zufälligen und Kaskadengamma-
koinzidenzen zu korrigieren. Diese separate Untergrundsubtraktion wird nur für
die hier vorgestellte Korrektur mit Skalierungsfaktoren aus GATE (Abschnitt 6.1)
benötigt. Die Sinogrammkorrekturen mit intrinsischen Skalierungsfaktoren (Ab-
schnitt 6.2) beinhaltet bereits eine Korrektur der zufälligen Koinzidenzen und der
Kaskadengammas.
6.1.2. Streukorrektur
Skalierungsfaktoren (SF) wurden aus GATE-simulierten Sinogrammen berechnet
und dafür benutzt, um in jeder Proﬁllinie den Streuanteil innerhalb des Objek-
tes zu bestimmen und anschließend mit Hilfe eines Gaußﬁts zu subtrahieren. Die
SFs wurden als der integrale Anteil der gestreuten zu allen Sinogrammproﬁllinien
(Prompts) innerhalb der Objektgrenzen bestimmt. Hierfür wurden alle Sino-
gramme der direkten Transversalschichten (Segment 0) verwendet. Die Faktoren
basieren auf GATE-Simulationen der physikalischen Phantome und der MOBY-
Mausvoxelphantome in Analogie zu realen Messungen.
Für den Gaußﬁt ist die Kenntnis der exakten Phantom- oder Tiergrenzen wich-
tig, besonders wenn das zu untersuchende Objekt nicht exakt zentriert ist oder
wenn das Kleintier ein unregelmäßige Form aufweist. Normalerweise handelt es
sich bei PET-Akquisitionen um eine Statistik mit einer niedrigen Anzahl an Ge-
samtcounts. Deshalb ist eine Mittelung über mehrere Proﬁllinien für den Gaußﬁt
zwingend erforderlich. Für die Summation auf Sinogrammebene muss die Verschie-
bung jeder einzelnen Proﬁllinie betrachtet werden. Daher wird zunächst jedes Sino-
gramm durch einen Medianﬁlter geglättet und über den Mittelwert der zentralen
15 Sinogrammbins binärisiert. Anschließend wird ein sinusförmiger Fit für jedes
Sinogramm berechnet, um eine Transformationsmatrix für die Verschiebung jeder
Proﬁllinie bezogen auf das zentrale Sinogrammbin zu berechnen (Abb. 6.1). Die
Anpassungsfunktion fpbq  A sin pωbq   64 wird für jedes Bin b mit ω  2pi{288
und A als dem Oﬀset zum zentralen Sinogrammbin für jedes einzelne Sinogramm
gebildet. Hier wurde ω nicht fest vorgegeben, sondern ebenfalls als Fitparameter
dem Anpassungsalgorithmus übergeben, um eine mögliche axiale Schräglage des
Objektes zu kompensieren.


















Abbildung 6.1.: Sinogramm des Image Quality Phantoms gemessen am microPET Scan-
ner (20,7MBq, 60min). Links: Original des Sinogramms. Rechts: Verschobenes Sinogramm
nach dem Sinusﬁt.
Nach der Verschiebung werden jeweils 12 Proﬁllinien über die Winkel gemit-
telt und ein Schwellwert (20% vom Maximalwert) angewandt, um die Objekt-
grenzen zu bestimmen. Die individuell verschobenen Pixelkoordinaten werden an-
schließend wieder auf den ursprünglichen unverschobenen Datensatz zurücktrans-
formiert. Daraufhin können die Streukorrekturﬁts auf diesem Datensatz angewandt
werden.
6.2. Korrektur mit intrinsischen Skalierungsfaktoren
Bei diesem Verfahren wird keine separate homogene Untergrundsubtraktion durch-
geführt, sondern das Sinogramm zunächst zweimal geglättet: Durch einen Gauß-
ﬁlter (σ=4pxl) entlang der 144 Projektionswinkel und anschließend durch einen
zweiten größeren Gaußﬁlter (σ=32pxl) entlang jeder der 128 Projektionslinien.
Als Voraussetzung für die beiden Glättungen wurden die Proﬁllinien nach dem in
Abschnitt 6.1 beschriebenen Transformationsverfahren zuvor in die Mitte verscho-
ben wurden. Der erste Gaußﬁlter wird periodisch entlang der Projektionswinkel
ausgeführt (der Anfang des Arrays wird erneut an sein Ende gehängt), während
der zweite Gaußﬁlter die Werte außerhalb des Sinogramms auf null setzt. Durch
den ersten Gaußﬁlter wird eine Wichtung ermöglicht, die Projektionslinien ab-
hängig von ihrem Abstand zur zentralen Linie wichtet und somit eine genauere
Summation ermöglicht. Durch die Anwendung des zweiten größeren Gaußﬁlters
wird die Strukturinformation der einzelnen Sinogramme vereinheitlicht, so dass die
geglätteten Sinogramme mehr der charakteristischen gauß- oder parabelförmigen
Struktur von Streusinogrammen entsprechen. Anschließend werden die Schnitt-
punkte zwischen dem ursprünglichen und dem geglätteten Sinogramm berechnet
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und daraus die Objektgrenzen bestimmt. Ein Skalierungsfaktor wird für jedes Sino-
gramm berechnet. Dies geschieht automatisiert über die Integrale oder Mittelwerte
außerhalb der Objektgrenzen des geglätteten zu dem originalen Sinogramm für je-
de Proﬁllinie. Mit diesem Faktor wird das ursprüngliche Sinogramm multipliziert
und anschließend subtrahiert. Somit wird nach den beiden Glättungen das Sino-
gramm auf seine ursprünglichen Werte an den Flanken des Objektes skaliert. Der
liniengewichtete Skalierungsfaktor für jede der 144 Proﬁllinien eines Sinogramms
setzt sich aus dem Integral jeder einzelnen Linie dividiert durch die Summe aller
144 Linien zusammen.
6.3. Genauigkeit der positionsabhängigen
Proﬁlliniensummation
Die Validierung der Grenzendetektion über die Sinogrammverschiebung durch den
Sinusﬁt, erfolgt mit Hilfe einer GATE-Simulation einer 20ml Spritze mit einem
Außendurchmesser von 21,5mm (Innendurchmesser: 20,5mm) und einer Gesamt-
höhe von 65mm. Die Spritze wurde um +15mm auf der x-Achse verschoben und
mit einer Aktivität von 3,52MBq für 30min jeweils mit der fastI124 und der
511 keV back-to-back (F-18) Quelle simuliert. Der Fehler der Phantomverschie-
bung von +15mm kann über den Mittelwert der in den Simulationen bekannten
Amplitude A (Abschnitt 6.1) berechnet werden. Für beide Isotope kann sie mit
einer hohen Genauigkeit bestimmt werden: Für F-18 beträgt die mittlere Verschie-
bung über alle Sinogramme +15,2 0,5mm und für I-124 +15,2 1,4mm. Somit
liefert das Verfahren zur Berechnung der Verschiebungsmatrix eine ausreichende
Genauigkeit.
Abbildung 6.2 stellt diesen subtrahierten Streuanteil eines Sinogramms für eine
I-124 Messung exemplarisch dar. Aufgrund der für die Streuabschätzung notwen-
digen Summation von jeweils 12 der insgesamt 144 Winkel, ergibt sich für je 12
Blöcke eines Sinogramms der gleiche Gaußﬁt. Jede einzelne Proﬁllinie wurde hier
entsprechend ihrer individuellen Verschiebung auf ihren ursprünglichen unverscho-
benen Datensatz zurücktransformiert.



















Abbildung 6.2: Subtrahierter Streuanteil
eines Sinogramms, der mit Hilfe des Ver-
schiebungsverfahrens (Abschnitt 6.1) berech-
net wurde für eine I-124 Messung des Image
Quality Phantoms (20MBq, 60min)
6.4. Ergebnisse der Korrektur mit Skalierungsfaktoren
aus GATE
Tabelle 6.1 fasst die berechneten Streufaktoren SF (Abschnitt 6.1) für die GATE-
Simulationen zusammen, die in Analogie zu den durchgeführten realen Messungen
gerechnet wurden. Der Medianwert ist für Phantome mit vergleichbaren transaxia-
len Dimensionen (Image Quality, Mini-NEMA und Hollow Spheres Phantom) sehr
ähnlich. Das Auﬂösungsphantom mit dem größten Durchmesser besitzt den höchs-
ten Streuanteil, während beide MOBY-Phantome den niedrigsten Medianwert auf-
weisen. Die Streuanteile aus Tabelle 5.3 sind linear korreliert mit ihrem Durchmes-
ser (Korrelationskoeﬃzient R=0,91) und mit ihrem Volumen (R=0,97): Je größer
der Durchmesser bzw. das Volumen ist, desto höher ist der Skalierungsfaktor SF.
Obwohl die Verteilung der Skalierungswerte relativ breit und nicht symmetrisch
ist, fallen die meisten Faktoren in den Intervallbereich um den Median, wie ex-
emplarisch in Abbildung 6.3 gezeigt ist. In einem Intervall von r0.02, 0.2s beﬁn-
den sich 95,3% der Streufaktoren mit einem Median von 0,077 für das MOBY-
Voxelphantom (36 g). Daher wurde in erster Näherung für die folgende Streukor-
rektur der Median als repräsentativer Skalierungswert SF verwendet.
Phantome SF Median SF Min SF Max
MOBY, 19 g 0,059 0,016 0,667
MOBY, 36 g 0,077 0,019 0,500
Image Quality 0,125 0,022 0,750
Mini-NEMA 0,125 0,016 0,889
Hollow Spheres 0,143 0,022 0,667
Resolution 0,333 0,111 0,833
Tabelle 6.1.: Berechnete Streufaktoren SF aus GATE-Simulationen mit I-124. Die jewei-
ligen Proﬁllinien aller Sinogramme des Segments 0 wurden innerhalb der Phantomgrenzen
summiert, um die Faktoren zu erhalten.
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der Streufaktoren SF für jede
Sinogrammproﬁllinie einer I-124
GATE-Simulation mit dem MOBY-
Phantom (36 g).
Tabelle 6.2 vergleicht die subtrahierten Streuanteile für gemessene und simulier-
te Sinogramme, die mit dem o.g. Verfahren mit Skalierungsfaktoren streukorrigiert
wurden, mit den tatsächlichen Sollwerten. Sowohl für die Simulationen als auch
für die Messungen ergeben sich jeweils vergleichbare Streuanteile. Das Auﬂösungs-
phantom (Resolution ) mit dem höchsten Streuanteil besitzt die größte Überein-
stimmung der subtrahierten Streuanteile mit dem Sollwert. Für die Phantome mit
ähnlichen Durchmessern (Image Quality, Mini-NEMA und Hollow Spheres) ergeben
sich aufgrund der ähnlichen Streufaktoren SF (Tab. 6.1), vergleichbare Streuantei-
le von durchschnittlich 7,4 0,2%. Die subtrahierten Streuanteile werden hier für
das Image Quality Phantom leicht überschätzt und für die beiden anderen größeren
Phantome jeweils unterschätzt. Sowohl für die Simulationen des MOBY-Phantoms
als auch für die gemessenen Mäuse, ergeben sich hier größere Abweichungen zum
Sollwert. Die Streuung wird sowohl für die Simulationen als auch für die Messun-
gen unterschätzt. Aufgrund der geringen Streuung in einer Maus, entspricht deren
Phantome simulierte gemessene Sollwerte* [%]
Daten [%] Daten [%]
Image Quality 7,4 7,6 6,6
Mini-NEMA 7,4 7,1 9,3
Hollow Spheres 7,4 7,3 10,9
Resolution 15,9 15,6 15,7
MOBY, 36 g 3,8 6,7
MOBY, 19 g 2,5 5,2
Maus 1, 22 g 2,9
Maus 2, 20 g 2,6
* aus GATE-Streusinogrammen (Werte aus Tabelle 5.3)
Tabelle 6.2.: Subtrahierte Streuanteile für Sinogramme simuliert in GATE und gemes-
sen am microPET Scanner, die mit dem Korrekturverfahren mit Skalierungsfaktoren aus
GATE streukorrigiert wurden. Zum Vergleich ist der tatsächliche Sollwert aus GATE-
Simulationen angegeben.
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ﬂache Streuverteilung näherungsweise keiner Gaußfunktion mehr und kann somit
mit diesem Verfahren nicht exakt erfasst werden.
Zum besseren Vergleich mit der in Abschnitt 6.5 beschriebenen Korrektur, welche
Streuung, Randoms und Kaskadengammakoinzidenzen in einem subtrahiert, wur-
de diese Auswertung auch für dieses Verfahren vorgenommen (Tab. 6.3). Sowohl
für die gemessenen als auch für die simulierten Phantome ergibt sich hier eine hohe
Übereinstimmung zwischen dem subtrahierten Anteil und dem Sollwert aus den
GATE-Simulationen. Die Ergebnisse speziell im Kleintier zeigen die Limitationen
dieser Methode. Da es sich hier um geringe Aktivitäten und niedrige Zählstatistiken
handelt, erfolgt durch die erzwungene Untergrundsubtraktion eine Überkorrektur.
Phantome simulierte gemessene Sollwerte* [%]
Daten [%] Daten [%]
Image Quality 42,4 40,1 42,9
Mini-NEMA 41,7 43,1 42,9
Hollow Spheres 50,0 49,6 52,4
MOBY, 36 g 45,6 36,7
MOBY, 19 g 56,4 33,4
Maus 1, 22 g 38,7
Maus 2, 20 g 49,5
* Erwartungswert aus GATE-Sinogrammen. Beinhaltet
Randoms, Scatter und zusätzlich die Kaskadengammako-
inzidenzen für I-124. Die Werte wurden aus Tabelle 5.3
addiert.
Tabelle 6.3.: Subtrahierte Anteile für Sinogramme simuliert in GATE und gemessen am
microPET Scanner, die mit dem Korrekturverfahren mit Skalierungsfaktoren aus GATE
für Randoms, Scatter und Kaskadengammakoinzidenzen (für I-124) korrigiert wurden.
Zum Vergleich ist der tatsächliche Sollwert aus GATE-Simulationen angegeben.
Eine Fehlerbetrachtung des Anpassungsalgorithmus zur Streuabschätzung er-
folgt über den Korrelationskoeﬃzienten R zwischen dem Gaußﬁt und den um den
Faktor SF skalierten Messdaten. Somit ist neben der Validierung des Fitalgorith-
mus, R auch ein Maß dafür, inwiefern die Abschätzung des Streuanteils durch
eine Gaußfunktion möglich ist. Der mittlere Korrelationskoeﬃzient (Median) ei-
ner GATE-Simulation einer Spritze ergab sich zu 0,97 (0,99). Die Verteilung der
Korrelationskoeﬃzienten ist in Abbildung 6.4 dargestellt. Zu beachten ist, dass
aufgrund der logarithmischen Auftragung der Anteil um R=0,95 ca. drei Größen-
ordnungen größer ist, als die Histogrammanteile für niedrige Werte von R<0,50.
In einem Wertebereich von R¥0,95 liegen daher 97,7% aller 18804 Korrelations-
koeﬃzienten. Somit kann der Streuanteil bzw. die um SF skalierte Gesamtanzahl
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für reale Messdaten und Simulationen über eine Gaußfunktion in guter Näherung
abgeschätzt werden.
Abbildung 6.4: Fehlerbe-





zienten R zwischen alle um
SF skalierten Proﬁllinien
und den 18804 Gaußﬁts aller
1567 Sinogramme.
6.5. Ergebnisse der Korrektur mit intrinsischen
Skalierungsfaktoren
Das im Folgenden vorgestellte Verfahren korrigiert gleichzeitig für die Kaskaden-
gammakoinzidenzen (für nichtreine Positronenstrahler) und für die zufälligen und
gestreuten Koinzidenzen. Somit setzen sich die Sollwerte aus Tabelle 6.4 aus den
Kaskadengammakoinzidenzen und den zufälligen und gestreuten Koinzidenzen zu-
sammen. Für die simulierten und gemessenen Phantomen ergibt sich eine gute
Übereinstimmung zum Sollwert. Diese Abweichungen sind geringfügig höher als
die des Korrekturverfahrens mit GATE-Skalierungsfaktoren (Tab. 6.3). Besonders
für die beiden MOBY-Voxelphantome ergeben sich hier deutlich bessere Überein-
stimmungen. Dieses Korrekturverfahren ist abhängig von der applizierten Aktivi-
tät für die Abschätzung der Randoms und der Kaskadengammakoinzidenzen und
von den Dimensionen bzw. dem Gewicht des Kleintieres für die Streukorrektur.
Das MOBY-Mausvoxelphantom besitzt eine langgezogene Struktur, wohingegen
die gemessenen Kleintiere eher kompakt waren. Dies wirkt sich auf ein verändertes
Streuverhalten aus, für das kein standardmäßiger Erwartungswert festgelegt wer-
den kann. Dennoch kann aus den minimalen Fehlern zwischen subtrahiertem Wert
und dem Erwartungswert der gemessenen und simulierten Phantome, sowie der
beiden Mausvoxelphantome, geschlossen werden, dass die Korrekturen valide auf
reale Daten von Kleintiermessungen übertragen werden können.
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Phantome simulierte gemessene Sollwerte* [%]
Daten [%] Daten [%]
Image Quality 43,1 39,8 42,9
Mini-NEMA 42,6 47,4 42,9
Hollow Spheres 52,6 57,5 52,4
MOBY, 36 g 35,6 36,7
MOBY, 19 g 33,8 33,4
Maus 1, 22 g 44,3
Maus 2, 20 g 40,3
* Erwartungswert aus GATE-Sinogrammen. Beinhaltet
Randoms, Scatter und zusätzlich die Kaskadengammako-
inzidenzen für I-124. Die Werte wurden aus Tabelle 5.3
addiert.
Tabelle 6.4.: Subtrahierte Anteile für Sinogramme simuliert in GATE und gemessen am
microPET Scanner, die mit dem Korrekturverfahren mit intrinsischen Skalierungsfaktoren
für Randoms, Scatter und Kaskadengammakoinzidenzen (für I-124) korrigiert wurden.
Zum Vergleich ist der tatsächliche Sollwert aus GATE-Simulationen angegeben.
Für größere Phantome, wie beispielsweise das Auﬂösungsphantom, oder für Ob-
jekte mit einer großen transaxialen Verschiebung, ist diese Korrekturmethode nicht
geeignet. Da bei diesem Verfahren die komplette Proﬁllinie durch eine Gaußfunkti-
on ohne eine zusätzliche Objektgrenzendetektion geglättet wird, sind die Flanken,
bei Objekten mit einem größeren Durchmesser, zu steil und zu viele Counts werden
abgezogen. Analog ist dies der Fall bei einem stark transaxial verschobenen Objekt.
Hier ist eine Kantenerkennung ebenfalls unerlässlich und auf das vorherige Korrek-
turverfahren aus Abschnitt 6.4 muss zurückgegriﬀen werden. Für eine Messung des
Hollow Spheres Phantoms, das entlang der y-Achse um -16mm verschoben wurde,
ergab sich ein subtrahierter Korrekturanteil von 93,7% (Sollwert: 52,4%). Ohne die
Verschiebung ergab sich ein Wert von 57,5% (Sollwert: 52,4%). Weiterhin ist die
direkte Anwendung der Korrekturmethode auf Akquisitionen mit einem niedrigen
Untergrundrauschen limitiert. Bei einem hohen Untergrundrauschen werden durch
die Gaußglättung zu wenig Counts für die äußeren Sinogrammbins abgezogen. Bei
hohen Aktivitäten müsste daher an den Rändern der Sinogramme eine homogene
Untergrundsubtraktion erfolgen. Dennoch stellt dies für die herkömmlich verwen-
deten niedrigen Aktivitätskonzentrationen in der Kleintier-PET kein Problem dar.
Da die Korrektur auch allgemein auf andere Isotope ohne Kaskadengammaproduk-
tion übertragen werden kann, wurde sie zusätzlich exemplarisch an zwei Simulati-
onen mit F-18 (back-to-back -Quelle) getestet. Für das Image Quality Phantom
ergibt sich für die Korrektur der zufälligen und gestreuten Koinzidenzen ein subtra-
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hierter Korrekturanteil von 21,1% (Sollwert 22,4%) im Vergleich zu allen Koinzi-
denzen. Für das MOBY-Mausvoxelphantom mit einem Gewicht von 25 g und einer
Aktivität von 2,62MBq, resultiert das Korrekturverfahren in einen subtrahierten
Anteil von 11,1% (Sollwert 10,9%). Somit ergibt sich auch für Simulationen mit ei-
nem anderen Isotop als I-124 lediglich eine durchschnittliche absolute Abweichung
von 3,6% zum Sollwert.
Abbildung 6.5 veranschaulicht das Korrekturverfahren für ein korrigiertes Sino-
gramm (Abb. 6.5b) im Vergleich zu seinem ursprünglichen (Abb. 6.5a). Neben der
Minimierung des Untergrundrauschens kann hier auch ein zusätzlich verminderter
Streuanteil innerhalb der Objektgrenzen mit einem höheren Kontrast beobachtet
werden. Sowohl die summierten (Abb.6.5c und 6.5e) als auch die einzelnen Pro-
ﬁllinien (Abb. 6.5d und 6.5f) mit sehr wenigen Counts nähern die tatsächlichen
Randoms- und Scatteranteile gut an.
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(a) Originalsinogramm (b) Sinogramm nach Anwendung der R-S-C
Korrekturen
(c) Summierte Proﬁllinien eines Sinogramms (d) Eine Proﬁllinie aus (c)
(e) Summierte Proﬁllinien eines weiteren Sino-
gramms
(f) Eine Proﬁllinie aus (e)
Abbildung 6.5.: Anwendung der Sinogrammkorrektur ohne direkte Skalierungsfaktoren
für Randoms (R), Scatter (S) und Cascade Gammas (C) im Vergleich zum wahren Anteil
aus GATE-Simulationen (in rot). Simuliert wurde das MOBY-Voxelphantom (25 g) mit
einer back-to-back F-18 Quelle und einer Aktivität von 2,62MBq. Daher beinhalten die
gezeigten Korrekturen und der wahre Anteil aus GATE nur eine Korrektur für Randoms
und Scatter.
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6.6. Zusammenfassung und Diskussion
Da es sich in der Positronenemissionstomographie in der Regel um Aufnahmen mit
wenigen Counts handelt, müssen hier Methoden der Datenzusammenfassung zur
Verbesserung der Zählstatistik angewandt werden. So müssen zur Detektion von
Kanten mehrere Proﬁllinien summiert werden. Die Bestimmung der Objektgrenzen
dient als Voraussetzung für die implementierten sinogrammbasierten Korrekturen.
Aufgrund der Verschiebung jeder Proﬁllinie, wurde hier eine Anpassungsprozedur
für jedes Sinogramm entwickelt, die die jeweilige Proﬁllinie mittig zentriert. Da der
ermittelte Fehler für die Amplitude des Sinusﬁts über alle 1567 Sinogramme nur
durchschnittlich 1,6% beträgt, können mit Hilfe dieser Methode hinreichend genau
die Objektgrenzen bestimmt werden.
Das Korrekturverfahren mit Skalierungsfaktoren aus GATE liefert für größere Phan-
tomgeometrien gute Ergebnisse. Da die Streuuung hier über einen Gaußﬁt direkt
angepasst wird, erweist sich diese Methode als schwierig bei kleineren Strukturen,
wie beispielsweise beim MOBY-Mausvoxelphantom. Hier entspricht der zu korri-
gierende Anteil vielmehr einer ﬂacheren Verteilung (Abb. 6.5), wohingegen für das
größere Auﬂösungsphantom die Streuung einer Gaußfunktion ähnlicher ist (Abb.
6.6). Im Fall von Kleintieren liefert das Korrekturverfahren mit intrinsischen Ska-
lierungsfaktoren die deutlich besseren Ergebnisse.
Abbildung 6.6.: Summierte Sinogrammproﬁllinien des Segments 0 für eine GATE-
Simulation des Auﬂösungphantoms getrennt nach allen (Prompts) und gestreuten Ko-
inzidenzen (S). Zur besseren Veranschaulichung des Streuanteils wurden bereits von allen
Prompts die Randoms (R) und Kaskadengammakoinzidenzen (C) subtrahiert.
7 Wiederherstellung der Ortsauf-
lösung
Im folgenden Kapitel werden die Arbeitsschritte beschrieben, die für eine Auf-
lösungsverbesserung im Rekonstruktionsalgorithmus notwendig sind. Nach einer
Beschreibung des entwickelten Messaufbaus zur Bestimmung der Ortsauﬂösung
(Abschnitt 7.1), wird der implementierte reichweitenkorrigierte Bildrekonstrukti-
onsalgorithmus näher charakterisiert (Abschnitt 7.2.1). Die Abschätzung des Auﬂö-
sungsverlustes bedingt durch I-124 erfolgt in Abschnitt 7.3 mittels GATE-Simulati-
onen verschiedener Läsionen unterschiedlicher Durchmesser. Anschließend wird die
experimentelle (Abschnitt 7.4) und mathematische Kernelbestimmung (Abschnitt
7.5) näher beschrieben, die für die Implementation des reichweitenkorrigierenden
Rekonstruktionsalgorithmus (Abschnitt 7.6) wichtig ist. In Abschnitt 7.6 wird der
PR-MLEM Algorithmus bezüglich seiner Eigenschaften für eine artefaktfreie und
auﬂösungsverbessernde Bildrekonstruktion näher untersucht.
7.1. Messaufbau und Auswerteverfahren
Um den Kernel für den positronenreichweitenkorrigierten MLEM Algorithmus ex-
perimentell zu bestimmen, wurde der in Abbildung 7.1 dargestellte Messaufbau
entwickelt. Der Aufbau ist fest mit der Tierliege des microPET Scanners ver-
bunden und gewährleistet somit eine exakte und reproduzierbare Positionierung
der verwendeten Glaskapillare. Die Linienquelle besitzt nach Vorgabe des NEMA-
Standards einen Durchmesser von 0,28mm und wurde mit I-124 und Ga-68 befüllt.
Zusätzlich wurde F-18 verwendet, um die intrinsische Auﬂösung des Scanners nä-
herungsweise zu bestimmen. Aufgrund der hohen Positronenenergien wurde die
Linienquelle mit einem Plexiglaszylinder mit einem Durchmesser von 25,3mm um-
geben. Der Aufbau wurde tangential (in y-Richtung) in 5mm Schritten entlang
des FOVs verschoben von -20 bis +25mm. Daher entspricht der radialen Auﬂö-
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sung die Auﬂösung entlang der Verschiebungsrichtung bzw. der y-Achse und der
tangentialen Auﬂösung die Auﬂösung entlang der hierzu orthogonalen x-Achse.
Die Messungen wurden für verschiedene axiale Oﬀsets wiederholt: 0,  15% und
 25% bezogen auf das axiale FOV. Insgesamt wurden 600 Messpositionen für I-
124, 176 für Ga-68 und 137 Messpositionen für F-18 erfasst. Die Bilder wurden
durch den am Scanner beﬁndlichen 3D Filtered Backprojection (3D FBP) Algo-
rithmus ohne einen zusätzlichen Filter mit einer Voxelgröße von 0,21644 x 0,21644 x
0,796mm3 rekonstruiert. Die Halbwertsbreite (FWHM) wurde gemäß dem NEMA
(a) (b)
Abbildung 7.1.: (a) Aufbau für Linienquellenmessungen. In Position 1 wird die radiale
und tangentiale Auﬂösung gemessen. Von einer Messung in Position 2 wird die axiale
Auﬂösung bestimmt. (b) 3D FBP einer Linienquelle gefüllt mit I-124. Man erkennt im
Bild die durch die lange Positronenreichweite verursachten Verschmierungseﬀekte.
NU 4-2008 Protokoll [139] bestimmt. Dazu werden eindimensionale Proﬁle parallel
und orthogonal zu der Proﬁllinie durch das globale Maximum des Bildes gebildet
und innerhalb von 1FWHM aufsummiert. Das Maximum für die Berechnung der
FWHM wird durch einen parabolischen Fit durch das globale Bildmaximum und
seine direkt benachbarten Pixel ermittelt. Die Halbwertsbreite wird anschließend
über eine lineare Interpolation zwischen den beiden Pixeln berechnet, die direkt an
den Wert angrenzen, der 50% des Maximalwerts beträgt.
Zusätzlich wurde dieser Messaufbau in GATE simuliert mit verschiedenen Durch-
messern von Linienquellen für die zentrale axiale Position (0% Oﬀset) und für
verschiedene Isotope (Na-22, F-18, I-124 und Ga-68). Weiterhin wurden Simula-
tionen mit der 511 keV back-to-back Quelle durchgeführt, die die intrinsische
Auﬂösung des Scanners ohne zusätzliche Reichweiteneﬀekte beschreibt.
Laut NEMA NU 4-2008 Protokoll wird gefordert, dass zur Auﬂösungsmessung eine
Na-22 Punktquelle mit einem Durchmesser ¤ 0,3mm verwendet wird. Da sich ex-
perimentell mit Flüssigkeiten keine validen Punktquellen herstellen lassen, wurden
7.2 Verwendete Rekonstruktionsalgorithmen 93
zur Auﬂösungsbestimmung in dieser Arbeit die o.g. Linienquellen verwendet. Um
den Unterschied in der Verwendung einer Linien- anstatt einer Punktquelle zu be-
stimmen, wurden weitere Messungen mit einer Na-22 Punktquelle am microPET
durchgeführt. Da hier nur eine Quelle mit einem Durchmesser von 1mm verfügbar
war, wurde die Punktquelle ebenfalls für verschiedene Isotope und Durchmesser
(10-6, 0,3 und 1,0mm) in GATE simuliert, um den Eﬀekt eines veränderten Durch-
messers zu untersuchen.
7.2. Verwendete Rekonstruktionsalgorithmen
7.2.1. Positron Range Corrected MLEM: PR-MLEM
In dieser Arbeit wurde der positronenreichweitenkorrigierte MLEM Algorithmus
(PR-MLEM) nach [135138] (siehe auch Abschnitt 3.2.3) umgesetzt. Hier wird die
geschätzte Aktivitätsverteilung λn pvq vor der Vorwärtsprojektion p (b) in jedem
Voxel v mit einem Kernel K gefaltet:




c pv, bq y pbq¸
vPV




rλn pvq  λn pvq bK. (7.2)
Hierbei sind y pbq die gemessenen Sinogrammdaten pro Bin b und c pv, bq ist die
Systemmatrix. Der Algorithmus verwendet die Ray Tracing Projektoren aus der
STIR-Bibliothek [155].
Für jede Iteration n berechnet sich die normalisierte Log-Likelihood Funktion





ypbq ln pnpbq  pnpbq°
bPB
ypbq rln ypbq  1s . (7.3)
Das Ziel des implementierten PR-MLEM Algorithmus war die Wiederherstellung
der Ortsauﬂösung, die mit dem Isotop F-18 erreicht wird. Die Wahl des Kernels ist
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zum einen abhängig von der isotopenspeziﬁschen Reichweite der Positronen und
zum anderen von einer möglichen artefaktfreien Bildrekonstruktion. Daher wurden
verschiedene Kernel getestet. Neben einem Kernel, der mit dem Linienquellen-
messaufbau aus Abschnitt 7.1 vermessen wurde, wurde der exakte Reichweitenker-
nel mit GATE bestimmt und zusätzlich über eine Gaußfunktion mit verschiedenen
Breiten (Standardabweichungen σ) approximiert.
7.2.2. MicroPET Software
Sowohl die gemessenen als auch die simulierten Daten wurden vergleichend mit
der kommerziellen Software am microPET-Scanner rekonstruiert. Über ein Skript
wurden dazu die simulierten GATE-Sinogramme zunächst in das Sinogrammfor-
mat am microPET-Scanner umsortiert. Als Rekonstruktionen wurde hauptsäch-
lich die geﬁlterte Rückprojektion in drei Dimensionen (3D FBP) und der OSEM-
Algorithmus mit den Standardwerten von 16 Subsets und 4 Iterationen verwendet.
Dies entspricht etwa einem MLEM Algorithmus mit 64 Iterationen.
7.2.3. LOR-Rekonstruktion
Für einige GATE-Simulationen wurde zusätzlich eine Rekonstruktion verwendet,
die ohne ein Rebinning die dreidimensionalen Lines of Response (LORs) direkt für
die Rekonstruktion verwendet. Das PET REconstruction Software TOolkit (PRE-
STO, [163]) verwendet intrinsische Symmetrien um die Größe der Systemmatrix
zu limitieren, die bei einer LOR-Rekonstruktion in der Regel in einer Größen-
ordnung von 100GB liegen kann. Mit PRESTO wurden zusätzlich Simulationen
des MOBY-Metastasenvoxelphantoms rekonstruiert, um daraus Recoverykoeﬃzi-
enten zu berechnen (Abschnitt 7.3). Hier wurden standardmäßig 8 Subsets und
20 Iterationen verwendet (entspricht in etwa 160 Iterationen mit einem MLEM
Algorithmus).
7.3. Erkennung von Läsionen
Im Folgenden wurde zur Bestimmung der Erkennungsgrenze von kleinen kugel-
förmigen Läsionen das MOBY-Voxelphantom mit Metastasen aus Abschnitt 4.3.1
verwendet. Verschiedene Aktivitätsverhältnisse vom Hintergrund zu der jeweiligen
Läsion wurden simuliert für die Isotope F-18 und I-124 und für drei verschiedene
Rekonstruktionsalgorithmen (PRESTO, OSEM aus STIR und für den PR-MLEM).
Simuliert wurden hier folgende Verhältnisse (Hintergrund : Läsion): 1:5, 1:8, 1:10,















































Abbildung 7.2.: Berechnete Recoverykoeﬃzienten RCmax für zwei verschiedene Isotope
(a) F-18 und (b) I-124 und Rekonstruktionsalgorithmen (OSEM aus der STIR-Library/
PRESTO) für GATE-Simulationen des MOBY-Voxelphantoms mit Metastasen. Für jeden
Läsionsdurchmesser wurden alle simulierten Verhältnisse von 1:5 bis 1:240 gemittelt.
1:20, 1:40, 1:50, 1:80, 1:160 und 1:240. Hierfür wurde für jeden Läsionsdurchmes-
ser und für jedes simulierte Verhältnis der Recoverykoeﬃzient RC nach Gleichung
3.20 bestimmt. Um den OSEM-Algorithmus aus STIR mit PRESTO zu vergleichen,
wurden hier 8 Subsets und 20 Iterationen für beide Rekonstruktionen verwendet.
Die Abbildung 7.2 stellt die über alle simulierten Verhältnisse gemittelten Recove-
rykoeﬃzienten RCmax für die Isotope F-18 und I-124 dar.
Für F-18 (Abb. 7.2a) ist es möglich für beide Rekonstruktionsalgorithmen einen
Recoverykoeﬃzienten von bis zu 0,97 (OSEM) und von bis zu 1,00 (PRESTO) für
die Läsion mit dem größten Durchmesser von 3mm zu erhalten. Gemittelt über alle
simulierten Verhältnisse der größten Läsion, ergibt sich für PRESTO ein höherer
RC von 0,95 0,07, während er für den OSEM-Algorithmus aus der STIR-Library
0,88 0,05 beträgt. Durch den sigmoidalen Verlauf des RCs, ergibt sich für die
Läsion mit einem Durchmesser von 2mm für den OSEM-Algorihmus im Mittel
über alle Verhältnisse ein höherer RC von 0,78 0,10 im Vergleich zu PRESTO
(0,52 0,05). Für beide Algorithmen kann ab einem Verhältnis von 1:8 die Läsi-
on mit einem Durchmesser von 0,6mm mit einem niedrigen Recovery visuell vom
Hintergrund abgrenzt und somit erkannt werden.
Für I-124 (Abb. 7.2b) kann die Erkennung der Läsion mit einem Durchmesser von
0,6mm erst ab einem Verhältnis von 1:80 erfolgen. Für beide Algorithmen ist es
aufgrund des Partialvolumeneﬀekts nicht möglich einen RC von 1 zu erhalten. Die
höchsten mittleren Recoverykoeﬃzienten über alle simulierten Verhältnisse werden
für die größte Läsion mit 0,38 0,06 für den OSEM und mit 0,35 0,03 für PRE-
STO erreicht. Im Gegensatz zu den Simulationen mit F-18, ergibt sich hier für den
OSEM Algorithmus auch kein sigmoidaler Verlauf der RCs mehr.
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Durch die Anwendung des in dieser Arbeit erarbeiteten PR-MLEM Algorithmus,
kann die Auﬂösung soweit wiederhergestellt werden, dass für I-124 ein Recoveryko-
eﬀzient erhalten werden kann, der vergleichbar mit dem für F-18. Während ohne
die Korrektur für den OSEM Algorithmus ein RC von 0,33 für die größte Läsion
mit einem Durchmesser von 3mm erreicht werden kann, beträgt dieser für den
PR-MLEM mit 25 (10) Faltungsiterationen 0,98 (0,88). Für F-18 ergab sich mit
dem OSEM zum Vergleich ein RC von 0,85.
7.4. Experimentelle Kernelbestimmung
In den folgenden Abschnitten werden die Messergebnisse der Bestimmung des Ker-
nels mit Hilfe von Linien- und Punktquellen zusammengefasst. Die Veriﬁkation der
Geometrie der verwendeten Quellen erfolgt mit Hilfe von GATE-Simulationen. Ab-
schließend wird noch der Einﬂuss des Auswerte- und des Rekonstruktionsverfahrens
auf die Auﬂösungsbestimmung untersucht.
7.4.1. Bestimmung nach NEMA NU-4 2008 Protokoll
Gemäß dem NEMA NU-4 2008 Protokoll [139] wird neben der Halbwertsbreite
(FWHM) auch die Zehntelbreite (FWTM) mit Hilfe der geﬁlterten Rückprojek-
tion (FBP) ohne die zusätzliche Anwendung eines Filters bestimmt. Dadurch be-
dingt ergeben sich Streifenartefakte in der Rekonstruktion (siehe auch Abb. 3.2).
Durch die erforderliche Summation von Proﬁllinien innerhalb von  1 FWHM wer-
den hier aufgrund der rekonstruierten Voxelgröße (0,21644mm in den transaxialen
Richtungen) insgesamt 17 Proﬁllinien summiert. Dadurch bedingt werden die Strei-
fenartefakte (Abb. 7.3a) in die Summation miteinbezogen, die besonders deutlich
für die  6.,  7. und  8. Proﬁllinie sind (Abb. 7.3c). Durch die Summation der
Streifenartefakte ergibt sich eine fehlerhafte FWTM (schwarze Pfeile in Abb. 7.3b),
die zu gering ausfällt.
Aufgrund dessen wird in der folgenden Auﬂösungsbestimmung nach dem NEMA
NU-4 2008 Standard nur die Halbwertsbreite (FWHM) angegeben.
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Abbildung 7.3.: Berechnung der FWTM nach NEMA NU 4-2008 durch Proﬁlliniensum-
mation einer geﬁlterten Rückprojektion anhand einer GATE-Simulation. Die 17 einzelnen
Proﬁllinien werden symmetrisch um die 0. Proﬁllinie durch das globale Bildmaximum
gelegt. Je größer der Index i ist, desto weiter entfernt ist die Linie von dem 0. Proﬁl.
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7.4.2. Ergebnisse aus den Messungen
Da sich experimentell mit Flüssigkeiten keine validen Punktquellen herstellen las-
sen, wurden zur Bestimmung der radialen, tangentialen und axialen Auﬂösungskur-
ven befüllbare Linienquellen gemessen. Die Ergebnisse der Messungen sind gegen
den radialen Abstand zum Zentrum des Field of Views in Abbildung 7.4 für drei
verschiedene Isotope gezeigt. Aufgrund der Größe des Aufbaus war es nur möglich
eine maximale Verschiebung von +25mm zu erreichen. Es existiert ein konstanter
Oﬀset zwischen den F-18 und I-124 Proﬁlen, während die Kurvenverläufe für I-124
und Ga-68 aufgrund der ähnlichen Energieverteilung ihrer Positronen nahezu de-
ckungsgleich sind. Die niedrige Standardabweichung pro Messpunkt der insgesamt


























































































































Abbildung 7.4.: Räumliche Auﬂösungsmessungen mit Glaskapillaren am microPET, die
mit I-124, F-18 und Ga-68 befüllt sind. Die nach NEMA NU 4-2008 Standard berechne-
ten Auﬂösungswerte sind für alle drei Raumrichungen dargestellt. Die vertikalen Linien
begrenzen das FOV von -15 bis +15mm, welches den untersuchten Kleintieren entspricht.
Zu beachten ist, dass die eingezeichneten Fehlerbalken für einige Messpunkte kleiner sind
als die Symbole, die zum Zeichnen verwendet wurden.
Die sich jeweils energetisch entsprechenden Isotopenpaare Na-22/F-18 und I-
124/Ga-68 besitzen vergleichbare Halbwertsbreiten (Tab. 7.1). Für die zentrale ra-
diale Position ergibt sich für die Na-22 Messung mit einer Punktquelle eine bessere
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Auﬂösung von 1,45mm im Vergleich zu der Messung mit der F-18 Linienquelle, mit
der eine FWHM von 1,70 0,05mm gemessen wurde. Die Linienquellenmessungen
resultieren in leicht geringere Halbwertsbreiten für die tangentiale und axiale Kom-
ponente im Vergleich zur Punktquellenmessung mit Na-22.
Für die beiden Isotope mit hohen Positronenenergien, I-124 und Ga-68, ergeben
sich ebenfalls vergleichbare Halbwertsbreiten, die durchschnittlich ca. 70% über
denen von F-18 liegen. Für die radiale Komponente in der zentralen Position be-
trägt sie für I-124 (Ga-68) 2,47 0,09mm (2,510,10mm) und für den Oﬀset von
+20mm für I-124 (Ga-68) 2,87 0,09mm (2,97 0,06mm). Zum Vergleich beträgt
für F-18 die radiale Auﬂösung für die Verschiebung um +20mm 2,02 0,03mm.
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7.4.3. Einﬂuss auf die Auﬂösungsbestimmung
Die Auﬂösungsbestimmung erfolgte in dieser Arbeit mit Glaskapillaren, die einen
inneren Durchmesser von 0,28mm besitzen. Um den Einﬂuss dieser veränderten
Messsituation zu untersuchen, wurden Monte-Carlo-Simulationen mit GATE her-
angezogen. Zunächst wird anhand von Punktquellen überprüft, ob die Messdaten
direkt mit den Monte-Carlo-Simulationen vergleichbar sind. Anschließend erfolgt
die Veriﬁkation der Quellgröße anhand von Simulationen mit verschiedenen Durch-
messern. Die Verwendung einer Linien- anstatt einer Punktquelle wird ebenfalls
mittels GATE überprüft. Abschließend werden die Auswirkungen eines veränder-
ten Auswerteverfahrens und die Verwendung eines Rekonstruktionsverfahrens auf
die Auﬂösungsbestimmung untersucht.
Vergleich zwischen Messung und Simulation für eine Punktquelle
Als Punktquelle wurde zur Vermessung des FOVs eine Na-22 Quelle mit einem
Durchmesser von 1mm verwendet. Mit einer mit dem Isotop F-18 vergleichbaren
maximalen Positronenenergie von 545 keV, besitzt die Na-22 (F-18) Punktquelle
in PMMA eine ähnliche mittlere Reichweite von 0,26 (0,36)mm (eigene GATE-
Simulationen). Für die gemessene Na-22 Punktquelle zeigt ein entsprechender Ver-
gleich mit GATE-Simulationen (Abb. 7.5) eine gute Übereinstimmung der berech-
neten radialen, tangentialen und axialen Auﬂösungswerte bezüglich des Kurven-
verlaufes und der mittleren Abweichung pro Messpunkt. Für die radiale Auﬂösung
beträgt sie 6,1%, für die tangentiale 13,9% und für die axiale Auﬂösung beträgt die
mittlere Abweichung pro Messpunkt 5,7%. Somit ist es möglich eine Validierung
der Ergebnisse aus den Auﬂösungsmessungen mit Hilfe von GATE-Simulationen
vorzunehmen. Das radiale Auﬂösungsproﬁl steigt mit zunehmendem Abstand vom
Zentrum des FOVs an. Für die Messung nimmt die FWHM von 1,45mm im Zen-
trum bis zu 2,79mm am Rand des FOVs zu (Oﬀset + 35mm). Demgegenüber sind
die tangentialen und axialen Auﬂösungskurven näherungsweise konstant ab einem
radialen Abstand von 5 - 10mm zum Zentrum.
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Abbildung 7.5.: Räumliche Auﬂösungswerte (FWHM) als Funktion des Abstands zum
Zentrum in (a) radialer, (b) tangentialer und (c) axialer Richtung gemessen und simuliert
in GATE mit einer Na-22 Punktquelle (Durchmesser von 1mm).
Vergleich der verschiedenen Durchmesser einer Punktquelle in GATE
Nach NEMA NU-4 2008 soll die Auﬂösungsbestimmung über eine Punktquelle
erfolgen, deren Durchmesser ¤ 0,3mm ist. In den Messungen (Abschnitt 7.4.3)
wurde jedoch eine Quelle mit einem Durchmesser von 1mm verwendet. Die Fehler-
abschätzung hierzu erfolgte mit Hilfe von GATE-Simulationen dreier Quellen mit
unterschiedlichen Durchmessern von 10-6, 0,3 und 1mm für radiale Verschiebun-
gen von 0 bis +35mm. Die Halbwertsbreiten der beiden Quellen mit den gerings-
ten Durchmessern waren nahezu identisch und es ergab sich lediglich eine mittlere
Abweichung der FWHM in radialer Richtung von 0,59 0,30%, in tangentialer
0,60 0,33% und in axialer Richtung von 1,09 0,30%. Somit ist es gerechtfer-
tigt, einen Durchmesser von 0,3mm mit dem einer näherungsweise inﬁnitesimal
kleinen Punktquelle gleichzusetzen. Für die 1mm Punktquelle wird eine durch-
schnittliche Abweichung von 4,47 2,95%, (radial), 6,09 1,77%, (tangential) und
9,39 2,06%, (axial) erreicht. Diese Abweichungen können als Fehlerabschätzun-
gen zu der in den Messungen verwendeten Punktquelle angesetzt werden. Somit
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werden durch die Verwendung eines Durchmessers von 1mm anstelle von 0,3mm,
zu große Halbwertsbreiten gemessen, die um diese Faktoren erhöht sind.
Vergleich zwischen einer Punkt- und Linienquelle in GATE
Die Verwendung einer Linien- anstelle einer Punktquelle ergibt für alle simulierten
Isotope eine leicht höhere Halbwertsbreite an der zentralen Position des Scanners
(Tab. 7.2). Für die radiale Auﬂösung simuliert mit I-124 ergibt sich somit eine
FWHM von 1,80mm für die Linienquelle im Vergleich zur Punktquelle mit einer
FWHM von 1,63mm. Wie auch bei den Punktquellen (Abb. 7.5), liegen die berech-
neten Halbwertsbreiten aus den Simulationen unter den gemessenen Ergebnissen
(siehe auch Tab. 7.1). Hier wurde, im Gegensatz zu den Messungen, unter optimalen
Detekorbedingungen simuliert. Die bessere Auﬂösung für die axiale Komponente
der simulierten Na-22 Punktquelle kann nur als Ausreißer erklärt werden. Dennoch
kann aus Tabelle 7.2 der Trend abgeleitet werden, der sich auch in den Messun-
gen widerspiegelt: Aus der Verwendung einer Linien- anstatt einer Punktquelle,
resultieren höhere radiale und geringere axiale Halbwertsbreiten (siehe auch Tab.
7.1).
FWHM [mm]
Na-22 F-18 I-124 Ga-68
R T A R T A R T A R T A
Punktquelle 1,10 1,15 1,28 1,13 1,19 1,32 1,63 1,84 1,89 1,60 1,75 1,82
Linienquelle 1,16 1,16 1,60 1,17 1,19 1,25 1,80 1,85 1,68 1,83 1,70 1,76
Tabelle 7.2.: Aus Punkt- und Linienquellensimulationen berechnete Halbwertsbreiten (in
mm) im Zentrum des FOVs für die radiale (R), tangentiale (T) und die axiale (A) Richtung
für verschiedene Isotope.
Einﬂuss des Auswerteverfahrens
Um die Auswirkungen eines veränderten Auswerteverfahrens zu untersuchen, wur-
den neben dem NEMA NU 4-2008 Verfahren zusätzlich zwei weitere Methoden
eingesetzt. Neben der Auﬂösungsbestimmung mittels Polarkoordinatendarstellung
(implementiert in ROVER), wurde über einen direkten Gaußﬁt an die Proﬁllinie
die Auﬂösung berechnet (implementiert in AMIDE ). Da bei dem Polarkoordinate-
verfahren die Auﬂösung über einen Fit an die Daten in Polarkoordinaten geschieht,
erhält man hier keine räumliche Auftrennung der FWHM in einen radialen, tangen-
tialen und axialen Bestandteil, sondern lediglich einen Wert. Im Gegensatz zu der
Auswertung nach dem NEMA-Standard, wird bei dem in AMIDE implementierten
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Verfahren, die komplette Proﬁllinie durch das Pixelmaximum mit einer Gaußfunk-
tion angepasst und von diesem Fit die FWHM direkt bestimmt. Radial ergeben
sich hier nur minimale Unterschiede zwischen der Berechnung nach dem NEMA-
Standard und dem direkten Gaußﬁt (Tab. 7.3). Jedoch ergeben sich sowohl für die
tangentiale als auch für die axiale Komponente höhere Auﬂösungswerte mit dem
NEMA-Verfahren. Die Auswertung nach NEMA NU 4-2008 liefert jedoch die ver-
lässlicheren Ergebnisse. Im Gegensatz zu der direkten Anpassung über eine Gauß-
funktion, wird hier keine Annahme bezüglicher einer Form der Auﬂösungsfunktion
gemacht.
FWHM [mm] radial tangential axial
NEMA NU 4-2008 1,45 1,81 1,72
Direkter Gaußﬁt 1,46 1,70 1,68
Polarkoordinatendarstellung 1,56
Tabelle 7.3.: Einﬂuss verschiedener Auswerteverfahren auf die Auﬂösungsbestimmung
anhand einer Messung einer Na-22 Punktquelle in zentraler Position (Oﬀset 0mm).
Auﬂösungsbestimmung auf Sinogrammebene
Bei der Bestimmung der Auﬂösung ist bekannt [164], dass sich auf Sinogramm-
ebene andere Halbwertsbreiten ergeben als nach der Rekonstruktion auf Bildebe-
ne. Die Bestimmung der Halbwertsbreite auf Sinogrammebene repräsentiert somit
mehr die intrinsische Auﬂösung des Systems, ohne den Einﬂuss eines zusätzlichen
Rekonstruktionsalgorithmus. Die Bestimmung der FWHM nach NEMA auf Sino-
grammebene erfolgte für Segment 0 und für die Messung der F-18 Linienquelle an
der zentralen Position (Oﬀset 0mm). Die nach dem NU 4-2008 Standard berechne-
te Halbwertsbreite ergab sich hier zu 1,49mm. Die Bestimmung der Zehntelbreite
ist hier ebenfalls möglich, da keine durch die Rekonstruktion bedingten Streifen-
artefakte auf Sinogrammebene auftreten. Die FWTM ergibt sich hier zu 3,55mm.
Aufgrund der geringen Statistik in den einzelnen Proﬁllinien der Sinogramme, wur-
de zusätzlich das NEMA-Auswerteverfahren insofern verändert, dass die FWHM
von jeder Proﬁllinie bestimmt wurde. Somit beträgt der Mittelwert und Median
aus allen Proﬁllinien des Segments 0 jeweils 1,44mm. Zum Vergleich ergibt sich die
Halbwertsbreite auf Bildebene hier für die radiale Position zu 1,70mm (siehe auch
Tab. 7.1).
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7.5. Mathematische Kernelbestimmung
Neben der Messung des Kernels (Abschnitt 7.4), wurde zusätzlich über die Reich-
weitenhistogramme von I-124 und F-18 simulierten Punktquellen innerhalb eines
wasseräquivalenten Materials ein dreidimensionaler Faltungskern bestimmt. Die
Reichweitenverteilung für I-124 konnte über ein Polynom 6. Grades angenähert
werden (Korrelationskoeﬃzient R=1,00). Der daraus berechnete Kernel wurde bis
zu einer Perzentilen von 95% verwendet (schwarz in Abb. 7.6b). Dies entspricht
einer Länge von jeweils 21 Pixeln für jede Dimension. Neben dem exakten Reich-
weitenkernel wurde ein Gaußkernel mit entsprechender Standardabweichung σ ge-
bildet. Diese beträgt für F-18 σ  0, 4mm (0,5Pixel) und für I-124 σ  3, 2mm
(4Pixel). Für diesen wurde σ für F-18 und I-124 sowohl unter- als auch überschätzt
und entsprechend kleiner und größer gewählt im Vergleich zum reichweitenäquiva-
lenten Kernel aus GATE (Abb. 7.6a-7.6b).
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(c) 2D I-124 Kernel
Abbildung 7.6.: 1D (a)/(b) und 2D (c) Ansichten der dreidimensionalen F-18 und I-124
Faltungskerne in Wasser, die für den PR-MLEM Algorithmus verwendet wurden.
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7.6. Implementation des PR-MLEM
In den folgenden Abschnitten werden die einzelnen Schritte näher beschrieben, die
zu den detaillierten Parametereinstellungen des etablierten reichweitenkorrigieren-
den PR-MLEM Algorithmus geführt haben. Neben der Ausarbeitung des genauen
Kernels bezüglich seiner Größe und Form (Abschnitte 7.6.1-7.6.5), wurde die An-
zahl der Faltungsiterationen über die Log-Likelihood Funktion (Abschnitt 7.6.6)
für eine artefaktfreie Auﬂösungsverbesserung festgelegt.
7.6.1. Reichweitenäquivalenter Kernel und Gaußfaltungskern
Der exakte I-124 Reichweitenkernel aus GATE und der entsprechende Gaußkernel
mit σ=3,2mm liefern bzgl. der Auﬂösung und der rekonstruierten Bilder vergleich-
bare Ergebnisse (Abb.7.7). Werden zwei Faltungsiterationen am Ende des PR-
MLEM durchgeführt, so ergibt sich eine leichte Auﬂösungsverbesserung (Abb.7.7b
und 7.7e) mit einer FWHM von 4,01mm für den exakten Reichweitenkernel und
(a) Original (unkorrigiert) (b) Reichweitenkernel, n= 2 (c) Reichweitenkernel,n= 75
100%
0%
(d) Proﬁllinien (e) Gaußkernel, n= 2 (f) Gaußkernel, n= 75
100%
0%
Abbildung 7.7.: Vergleich des Reichweiten- (b-c) und des Gaußkernels (e-f) für den PR-
MLEM für eine verschiedene Anzahl von Faltungsiterationen anhand einer I-124 Messung
des Auﬂösungsphantoms mit dem unkorrigierten MLEM (a). Jedes Bild wurde auf den
gleichen Wert skaliert. Die Position der jeweiligen Proﬁllinie in (d) ist durch die weiße Linie
in (a) dargestellt. Von den insgesamt 75 Iterationen wurden jeweils n Faltungsiterationen
am Ende des Algorithmus durchgeführt.
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von 4,00mm mit dem vereinfachten Kernelmodell der Gaußfunktion. Ursprüng-
lich betrug die FWHM im unkorrigierten Bild 4,39mm. Die Halbwertsbreite wurde
hier mit einem direkten Gaußﬁt an die Proﬁllinie bestimmt (AMIDE ). Werden
alle 75 Iterationen mit den jeweiligen Kernen gefaltet (Abb.7.7c und 7.7f), wird
eine Auﬂösung von 1,31mm für den exakten Reichweiten- und von 1,43mm für
den Gaußkernel erreicht. Es treten hier jedoch Aktivitätsverschiebungen auf und
Bereiche mit niedriger Aktivitätskonzentration, wie z.B. das Segment mit den ge-
ringsten Durchmessern, werden undeutlicher (siehe auch folgende Abschnitte 7.6.2
und 7.6.3). Aufgrund der Äquivalenz des Verhaltens der beiden Kernel, wird im
Folgenden das vereinfachte Gaußkernelmodell verwendet. Dieses erlaubt zusätzlich
die Variation der Kernelbreite über die Standardabweichung σ, die im folgenden
Abschnitt näher untersucht wird.
7.6.2. Variation der Kernelbreite σ
Bei der Verwendung des exakten I-124 Reichweiten- und des äquivalenten Gauß-
kernels mit σ=3,2mm entstehen artefaktbehaftete Veränderungen in der Aktivi-
tätsverteilung bereits ab der dritten Faltungsiteration. Bei einem Kernel mit 50%
der exakten Halbwertsbreite erhöht sich die Iterationsanzahl vor dem Auftreten
von Artefakten auf neun. Für σ=0,8mm können alle 75 Iterationen artefaktfrei
gefaltet werden. Wird der Gaußkernel überschätzt und σ z.B. auf 6,4mm verdop-
pelt, können nur ein bis zwei Faltungsiterationen artefaktfrei durchgeführt werden.
Somit gilt, je kleiner σ gewählt wird, desto mehr artefaktfreie Faltungsiterationen
können durchgeführt werden.
Rekonstruktionsalgorithmus Image Quality Resolution
FWHM [mm] FWHM [mm]
MLEM 4,06 4,11
PR-MLEM, Gaußkernel, σ=0,8mm, n=75 3,17 3,44
PR-MLEM, Gaußkernel, σ=1,6mm, n=9 2,70 3,34
PR-MLEM, Reichweitenkernel, n= 2 3,21 3,70
PR-MLEM, Gaußkernel, σ=3,2mm, n=2 3,18 3,75
PR-MLEM, Gaußkernel, σ=6,4mm, n=2 3,17 3,83
Tabelle 7.4.: Auﬂösungsbestimmung mit ROVER für I-124 Messungen des Image Qua-
lity Phantoms (am Insert mit einem Durchmesser d von 5mm, einer Aktivität A von
17MBq und einer Akquisitionszeit t von 30min) und des Auﬂösungsphantoms (Resolu-
tion , am Insert mit d=3mm, A=6,8MBq, t= 60min) für verschiedene Faltungskerne,
Gaußkernelbreiten und Faltungsiterationen. Für den MLEM ohne Faltungsoperator und
den PR-MLEM wurden jeweils insgesamt 75 Iterationen und n Faltungsiterationen mit
dem Gauß- oder dem exakten Reicheweitenkernel aus GATE am Ende durchgeführt.
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Die höchste Auﬂösung wird für beide Phantomgeometrien mit der Faltung der letz-
ten neun Iterationen und einem Kernel von σ=1,6mm erreicht, der die tatsäch-
liche FWHM um 50% unterschätzt (Tab. 7.4). Für das Image Quality Phantom
ergibt sich somit eine Auﬂösungsverbessung der FWHM von 2,70mm gegenüber
der unkorrigierten Rekonstruktion von 4,06mm. Für das Auﬂösungsphantoms er-
gibt sich eine FWHM von 3,34mm nach im Vergleich zu 4,11mm vor der Korrektur.
Dennoch verändert sich hierbei die Aktivitätsverteilung in den äußeren Inserts im
Vergleich zur unkorrigierten Rekonstruktion, vergleichbar mit den leichten Akti-
vitätserhöhungen für die äußeren Inserts aus Abbildung 7.7e. Ohne Bildartefakte
zu erzeugen, kann somit die Auﬂösung von F-18 nicht erreicht werden, die einer
FWHM von 2,18mm im Auﬂösungsphantom entspricht.
Bei einer zu großen Anzahl an Faltungsiterationen (Gaußkernel mit σ=3,2mm
für alle 75 Iterationen) verschwindet im Auﬂösungsphantom die Darstellung des
Segments mit den geringsten Durchmessern nahezu komplett (Abb. 7.7f). Dem-
gegenüber können alle 75 Iterationen artefaktfrei mit einem Gaußkernel gefal-
tet werden, dessen Standardabweichung lediglich 25% der tatsächlichen beträgt
(σ=0,8mm). Hier wird noch eine Auﬂösungsverbesserung der FWHM auf einen
Wert von 3,17mm für das Image Quality und von 3,44mm für das Auﬂösungs-
phantom erreicht.
7.6.3. Überstrahlungsartefakte
Bei der Verwendung des PR-MLEM Algorithmus treten im Laufe der Iteratio-
nen deutliche Bildartefakte auf. Als Artefakt wird hier eine asymmetrische Ver-
schiebung der Aktivitätsverteilung bezeichnet. Äußere Bereiche im Objekt werden
gegenüber innenliegenden überkorrigiert und Inhomogenitäten weiter verstärkt.
Sowohl für den exakten Reichweiten- und den entsprechenden Gaußkernel erge-
ben sich diese Artefakte bereits nach nur zwei Faltungsiterationen. Dies zeigt sich
auch durch die überproportionale Erhöhung der Aktivitätsverteilung im Magen der
Kleintiermessung in den Abbildungen 7.8b und 7.8c. Durch die Verwendung eines
kleineren Gaußkernels mit einer Standardabweichung von σ=0,8mm können alle
75 Iterationen gefaltet werden (Abb. 7.8d). Hier wird eine Auﬂösungsverbesserung
ohne eine Artefaktentstehung erreicht, so dass im Gegensatz zum unkorrigierten
Bild, beide Schilddrüsenlappen diﬀerenziert werden können (Abb. 7.8e). Da sich
durch die Faltung aller Iterationen das Rauschen im rekonstruierten Bild verstärkt,
muss ein Kompromiss zwischen Auﬂösungsrückgewinnung und Rauschreduzierung
gefunden wurden. Das Rauschverhalten wird in den Abschnitten 8.2 und 8.3 noch
genauer untersucht.
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Abbildung 7.8.: Anwendung des PR-MLEM auf eine I-124 Kleintiermessung (2,3MBq,
45min) für verschiedene Kernel. Die Position der Proﬁllinie an der Schilddrüse ist in
(a) durch die orangefarbene Linie dargestellt. Alle Bilder wurden auf den gleichen Wert
skaliert.
Die Auswirkungen der Anzahl an Faltungsiterationen und der Breite des Kernels
auf die Artefaktenstehung und Auﬂösungsverbesserung sind anhand einer Simula-
tion des MOBY-Voxelphantoms in Abbildung 7.9 demonstriert.
Durch die Verwendung des kleineren Gaußkernels mit σ=0,8mm erscheint die
Läsion mit dem Durchmesser von 1mm (weiße Pfeile in den Abb. 7.9b-7.9c) deut-
licher als in dem unkorrigierten Bild (Abb. 7.9a). Für 75 anstatt 10 durchgeführte
Faltungsiterationen erhöht sich noch zusätzlich der Kontrast der nächst größeren
Läsion mit einem Durchmesser von 1,4mm (gelber Pfeil in Abb. 7.9c). Wird ein
Gauß mit einer Breite von σ=3,2mm verwendet, so ergeben sich für 10 Faltungsite-
rationen bereits deutliche Artefakte (Abb. 7.9e). Werden nur 2 Faltungsiterationen
durchgeführt, entstehen diese Aktivitätsüberhöhungen nicht (Abb. 7.9d). Es erhöht
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Abbildung 7.9.: Anwendung des PR-MLEM auf eine I-124 Simulation des MOBY-
Metastasenvoxelphantoms für verschiedene Kernelbreiten σ und n Faltungsiterationen am
Ende des Algorithmus. Simuliert wurde ein Hintergrund-zu-Läsionen-Verhältnis von 1:40
für 30min. Alle Bilder wurden auf den gleichen Wert skaliert, AU: Arbitrary Unit.
sich aber auch nicht der Kontrast, so dass die Läsion mit dem Durchmesser von
1mm nicht deutlicher sichtbar wird.
7.6.4. Ringartefakte
Wird für F-18 der reichweitenäquivalente Gaußkernel mit σ=0,4mm verwendet,
ergibt sich keine Auﬂösungsverbesserung im Vergleich zum unkorrigierten Original-
bild (Abb. 7.10a), dessen Halbwertsbreite hier 1,61mm beträgt. Durch die Verdopp-
lung von σ erhöht sich bereits für 10 Faltungsiterationen der Kontrast des kleins-
ten Inserts mit einem Durchmesser von 1mm (Abb. 7.10b) bis zu einer FWHM
von 1,31mm (gemessen am Insert mit dem größten Durchmesser). Werden mehr
Faltungsiterationen durchgeführt, treten die bekannten Ringartefakte an den In-
serts mit den beiden größten Durchmessern deutlicher hervor (Abb. 7.10c). Für 75
durchgeführte Faltungsiterationen ist die Flanke zu steil, so dass keine verlässliche
FWHM mehr bestimmt werden kann.
Für Messungen mit dem Isotop I-124 ergibt sich für das Image Quality Phantom
ebenfalls eine Auﬂösungsverbesserung von einer FWHM von 4,06mm unkorrigiert
bis hin zu einer Halbwertsbreite von 3,17mm für alle 75 gefalteten Iterationen. Für
10 Faltungsiterationen beträgt die FWHM 3,51mm. Hier treten ebenfalls Ringarte-
fakte auf, die für eine höhere Anzahl an Faltungsiterationen deutlicher erscheinen
(Abb. 7.10e-7.10f). Zu beachten ist, dass die Ringartefakte für hochenergetische
Positronenstrahler nicht systematisch in allen Schichten auftreten. Sowohl für I-
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(a) F-18, Unkorrigiert (b) F-18, σ=0,8mm, n=10 (c) F-18, σ=0,8mm, n=75
0,12AU
0
(d) I-124, Unkorrigiert (e) I-124, σ=0,8mm, n=10 (f) I-124, σ=0,8mm, n=75
0,36AU
0
Abbildung 7.10.: Entstehung von Ringartefakten für F-18 und I-124 Messungen des
Image Quality Phantoms unter der Verwendung des PR-MLEM Algorithmus. AU: Arbi-
trary Unit.
124 als auch für Ga-68 werden lediglich intrinsisch vorhandene Inhomogenitäten
bei Anwendung von zu vielen Faltungsiterationen weiter verstärkt. Dies kann zu
den demonstrierten Ringartefakten führen. Die Entstehung von Ringartefakten für
I-124 ist daher anders begründet als die für F-18.
Ein Erklärungsansatz, wieso Ringartefakte für Positronenemitter mit geringen Reich-
weiten auftreten und für hochenergetische Strahler nicht, wird anhand des Fal-
tungsbeispiels in Abbildung 7.11 vorgestellt. Hier wurden zwei Stufenfunktionen
simuliert, die einer idealen unverschmierten F-18 Kante und einer durch den
Reichweiteneﬀekt verschmierten I-124 Kante entsprechen. Für beide Faltungen
wurde der gleiche Gaußkernel mit σ=0,8mm angewandt und eine Division in Ana-
logie zum PR-MLEM Algorithmus (Gleichung 7.1) durchgeführt. Deutlich zu er-
kennen ist der Überschwinger an der Kante für F-18 (Abb. 7.11a), wohingegen
er für I-124 nur leicht auszumachen ist (Abb. 7.11b). Das Isotop I-124 besitzt
aufgrund seiner Reichweite bereits einen intrinsischen Ortsauﬂösungsverlust, der
durch eine Faltung mit einer Gaußfunktion mit σ=3,2mm beschrieben werden
kann (Abschnitt 7.5). Dadurch bedingt treten die Überschwinger an den Kanten
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nur minimal auf, im Gegensatz zu einer scharfen Kante, wie es für das Isotop
F-18 idealerweise der Fall ist.
































Abbildung 7.11.: Entstehung von Ringartefakten anhand der Stufenfunktion. Für
F-18 wurde als Heavisideorig die unverschmierte Kante verwendet. Für I-124 wurde
der Auﬂösungsverlust mit Hilfe einer Faltung von Heavisideorig mit einem Gaußker-
nel mit σ=3,2mm simuliert. Die Entfaltungskurve berechnet sich aus der jeweiligen
Heavisideorig/(HeavisideorigbK) analog zur Division in Gleichung 7.1. K entspricht hier
dem Gaußkernel mit σ=0,8mm, der auch für den PR-MLEM Algorithmus verwendet wird
(Abschnitt 7.6.5).
7.6.5. Verwendeter Kernel
Aus den vorherigen Abschnitten geht hervor, dass der exakte Positronenreich-
weitenkernel für I-124 den tatsächlichen Eﬀekt des Ortsauﬂösungsverlustes über-
schätzt. Ein kleinerer Gaußkernel mit σ=0,8mm liefert eine bessere, artefakte-
freie Rekonstruktion inklusive einer sichtbaren Auﬂösungsverbesserung. Demnach
wird ein Kernel gesucht, der verschiedene Eﬀekte miteinschließt, wie beispielsweise
Auﬂösungsverluste bedingt durch den Rekonstruktionsalgorithmus, die intrinsische
Scannerauﬂösung oder die Abweichung von der 180-Kolinearitätsbeziehung der
511 keV Annihilationsphotonen. Zusätzlich soll der Kernel örtlich über das FOV
variieren und die Eﬀekte der verschiedenen Isotope berücksichtigen.
Hierfür werden zunächst die gemessenen Halbwertbreiten aus Abschnitt 7.4.2 ent-
lang eines Gesichtsfeldes für radiale Oﬀsets zwischen -15 und +15mm gemit-
telt. Dieses FOV entspricht den Dimensionen der gescannten Kleintiere (Abb.
7.4). Für F-18 resultiert dies in folgende mittlere Halbwertsbreiten (siehe auch
Tab. 7.1): In radialer Richtung: (1,77 0,10)mm (I-124: (2,57 0,14)mm, Ga-68:
(2,67 0,16)mm), in tangentialer Richtung: (1,59 0,04)mm (I-124: (2,37 0,07)
mm, Ga-68: (2,43 0,09)mm) und in axialer Richtung: (1,69 0,10)mm (I-124:
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(2,45 0,09)mm, Ga-68: (2,50 0,11)mm). Aufgrund der geringen Standardab-
weichungen und der damit verbundenen geringen Ortsabhängigkeit, wird im Fol-
genden ein ortsinvarianter Kernel verwendet, der sich aus den Mittelwerten in allen
drei Raumrichtungen für jedes Isotop einzeln berechnet. Die Standardabweichun-
gen dieser Mittelwerte beschreiben neben der Unsicherheit der einzelnen Messpo-
sitionen, auch die Fluktuation entlang des FOVs von -15 bis +15mm für alle drei
verschiedene Isotope. Für F-18 beträgt diese durchschnittliche ortsinvariante Halb-
wertsbreite (1,68 0,11)mm, für I-124 (2,49 0,32)mm und für Ga-68 beträgt sie
(2,54 0,16)mm. Wird angenommen, dass die intrinsische Auﬂösung des Scanners
FWHMintr mit F-18 gemessen werden kann, ergibt sich der zusätzliche Auﬂösungs-




FWHM2res  FWHM2intr. (7.4)
Dies ergibt eine FWHMblurr von (1,84 0,30)mm oder für den äquivalenten Gauß-
kernel eine Standardabweichung von σ=(0,78 0,13)mm. Daher wurde im Folgen-
den als Faltungskern für den PR-MLEMAlgorithmus ein Gaußkernel mit σ=0,8mm
gewählt. Dies entspricht einer Pixeldimension und ist deckungsgleich mit den Er-
gebnissen einer artefakten Rekonstruktion aus Abschnitt 7.6.3.
Gleichung 7.4 ergibt sich aus der Fouriertransformation der einzelnen Auﬂösungs-
verluste. Wird angenommen, dass diese jeweils durch eine Gaußverteilung angenä-
hert werden können, ergibt sich die intrinsische (intr) Auﬂösung bzw. der zusätz-
liche Auﬂösungsverlust bedingt durch hochenergetische Positronenstrahler (blurr)
im Fourierraum zu:
Fintr/blurr pωq  e
ω2σ2intr/blurr
2 . (7.5)
Die resultierende gemessene Auﬂösung Fres ergibt sich dann aus einer Multipli-
kation der intrinsischen Fintr mit der Auﬂösung des hochenergetischeren Isotops
Fblurr:
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Daraus ergibt sich dann die resultierende Standardabweichung σres für den Fal-
tungskern bzw. mit FWHM  2?2 ln 2σ dessen Halbwertsbreite.
Da in dieser Arbeit die Übertragung auf reale Messsituationen im Vordergrund
stand, wurde die intrinsische Auﬂösung durch Linienquellenmessungen mit dem
Isotop F-18 angenähert, welches eine endliche minimale Reichweite besitzt. Idea-
lerweise müsste hier von einer Quelle ausgegangen werden, die keine Reichweiten-
eﬀekte aufweist. Dies ist in der Realität jedoch nicht möglich. Daher wurden zur
Fehlerabschätzung Simulationen mit der back-to-back 511 keV Linienquelle ge-
rechnet. Hieraus ergab sich für die zentrale Position eine FWHM von 1,08mm und
für einen Oﬀset von +20mm eine Halbwertsbreite von 1,79mm. Für die Simulati-
onen mit F-18 beträgt die FWHM im Zentrum 1,17mm und für den +20mm Oﬀset
1,86mm (vgl. auch Tab. 7.2). Somit ergibt sich durch die Verwendung des Isotops
F-18 eine um 8,33 (3,91)% höhere Halbwertsbreite in radialer Richtung für den 0
(+20)mm Oﬀset im Vergleich zur reinen 511 keV back-to-back Quelle. Gemit-
telt über alle radialen Oﬀsets von 0 bis +25mm ergibt sich somit ein Unterschied
zwischen den beiden Quellen für die radiale Auﬂösung von 7,19 1,89%, für die
tangentiale von 8,15 1,61% und für die axiale Richtung von 12,29 3,12%.
7.6.6. Log-Likelihood Funktion
Aufgrund der Entstehung von Überstrahlungsartefakten (Abschnitt 7.6.3), spe-
ziell für PET-Aufnahmen mit niedrigen Countstatistiken, können die Faltungs-
korrekturen nicht während des gesamten Iterationsprozesses angewandt werden.
Die Bestimmung der notwendigen Anzahl an Faltungsiterationen erfolgt anhand
des Gradienten der Log-Likelihood Funktion. Nach 75 Iterationen ist der imple-


























den MLEM und PR-MLEM
Algorithmus mit 10 und 25
Faltungsiterationen (iter.).
Die Iterationen 10 bis 75
werden nur gezeigt, um den
Eﬀekt der Entfaltung zu
betonen.
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mentierte Algorithmus nahezu konvergiert, da ab 75 Iterationen der Gradient der
Log-Likelihood Funktion vernachlässigbar klein wird
 ¤ 5  10-6. Daher werden
für alle Rekonstruktionen 75 Iterationen gerechnet, da dies ein guter Kompromiss
zwischen der Konvergenz des Algorithmus und der Rekonstruktionszeit ist. Für den
PR-MLEM, wurden 25 Faltungsiterationen am Ende des Algorithmus ausgeführt
(PR-MLEM, 25 iter.). Weniger Iterationen mit einer Faltung nach dem Projekti-
onsschritt wurden ebenfalls verwendet. Dann wurde der PR-MLEM nach 60 Itera-
tionen abgebrochen, um insgesamt 10 Faltungsiterationen zu erhalten (PR-MLEM,
10 iter.). Abbildung 7.12 demonstriert den Eﬀekt der Faltungsoperationen auf die
Konvergenz der Log-Likelihood Funktion. Falls einige Iterationen mit Faltung ge-
folgt werden von Iterationen ohne eine Faltung, dann benötigt der Algorithmus 5-6
Iterationen, um das Konvergenzplateau wieder zu erreichen (PR-MLEM 51-60 iter.
in Abb. 7.12). Somit sind die hier verwendeten 10 oder 25 Faltungsiterationen aus-
reichend für eine erneute Konvergenz des Algorithmus. Im Folgenden werden die
Faltungsiterationen am Ende des Algorithmus angewandt, um den Entfaltungsef-
fekt zu erhalten. Dies lässt die Log-Likelihood ansteigen, bis sie wieder ein Plateau
erreicht hat (PR-MLEM, 51-75 iter. in Abb. 7.12).
7.6.7. Shifted Poisson Algorithmus
Um das Rauschverhalten und die Quantiﬁzierungsgenauigkeit des verwendeten
MLEM Algorithmus mit vorkorrigierten Daten zu untersuchen, wurde dieser im
Folgenden mit dem Shifted Poisson Algorithmus für eine Messung einer 20ml Sprit-
























































(b) Rauschen des relativen Kalibrierfaktors
Abbildung 7.13.: Relativer Kalibrierfaktor und Rauschen des vorkorrigierten MLEM
im Vergleich zum Shifted Poisson Algorithmus. Gemessen wurde eine 20ml Spritze am
microPET-Scanner mit einer Aktivität von 3,6MBq.
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ze für verschiedene Zeitintervalle (Frames) verglichen (Abb. 7.13). Für das 10 und
15 Minuten Zeitintervall wurden jeweils drei statistisch unabhängige Frames gemit-
telt. Die einzelnen Kurven sind jeweils auf ihren Kalibrierwert für den 55 Minuten
Frame normiert. Ohne die Anwendung jeglicher Korrekturen ist der relative Kali-
brierfaktor näherungsweise bei einem Wert von 1,0 für alle Frames (Abb. 7.13a).
Sowohl für den MLEM mit vorkorrigierten Daten als auch für den Shifted Poisson
MLEM ist dies jedoch nicht der Fall. Er nähert sich erst für höhere Zählstatistiken
asymptotisch dem Wert von 1,0 an. Für alle drei Kurven nimmt das Rauschen für
größere Frames bzw. mehr Counts ab (Abb. 7.13b). Dabei ist das Rauschen für den
Shifted Poisson Algorithmus geringer als für den MLEM, der vorkorrigierte Daten
verwendet.
Abbildung 7.14 vergleich die beiden Algorithmen für einen I-124 Kleintierscan am
microPET. Das Signal-zu-Rausch-Verhältnis des Hintergrunds ist für den Shifted
Poisson MLEM höher (1,81) als für den MLEM mit vorkorrigierten Daten (1,49).
Dennoch ist visuell in den beiden rekonstruierten Kleintierscans der Unterschied
nur gering.








Abbildung 7.14.: Vergleich zwischen dem (a) MLEM mit vorkorrigierten Daten und (b)
dem Shifted Poisson Algorithmus für einen I-124 Kleintierscan mit einer Aktivität von
1,0MBq und einer Akquisitionsdauer von 45min.
7.7 Zusammenfassung und Diskussion 117
7.7. Zusammenfassung und Diskussion
Verbesserung der Erkennung von Läsionen
Mit dem Isotop F-18 kann ein Recoverykoeﬃzient RC von bis zu 1,00 für eine ku-
gelförmige Läsion mit einem Durchmesser von 3,0mm erreicht werden (Abschnitt
7.3). Dies ist für I-124 nicht der Fall. Für den identischen Rekonstruktionsalgorith-
mus und dasselbe Kontrastverhältnis, kann hier nur noch ein RC von 0,34 erreicht
werden. Dies ist bedingt durch den Partialvolumeneﬀekt, der eine ideal angenom-
mene punktförmige Quelle aufgrund der höheren Positronenreichweite auf mehrere
Pixel verteilt und sie somit größer erscheinen lässt. Wird der PR-MLEM Algorith-
mus für 25 Faltungsiterationen auf diese Läsionsgröße angewandt, kann ein RC von
0,98 erreicht werden, der in ähnlicher Größenordnung liegt wie der für F-18. Oh-
ne die Anwendung der Auﬂösungsrückgewinnung, wies der RC hier lediglich einen
Wert von 0,33 auf.
Bestimmung des Kernels
Für den implementierten PR-MLEM Algorithmus wurde der notwendige Kernel
durch Linienquellenmessungen mit den Isotopen F-18 und I-124 bestimmt. Dieses
Verfahren ist vergleichbar mit einem, welches an einem klinischen PET-Scanner
durch González Trotter et al. [112] realisiert wurde. Hierbei wird nur der zusätz-
liche Auﬂösungsverlust bedingt durch den hochenergetischen Positronenstrahler I-
124 im Vergleich zu dem Isotop F-18 entfaltet, und nicht die Systemauﬂösung. Mit
Hilfe der Glaskapillarmessungen war es möglich, unter den gleichen Bedingungen
und mit dem gleichen Messaufbau, verschiedene Isotope miteinander zu verglei-
chen. Die niedrige mittlere Standardabweichung pro Messpunkt der insgesamt 913
Einzelmessungen (Abb. 7.4) demonstriert die Reproduzierbarbeit der Ergebnisse.
Für die beiden hochenergetischen Positronenstrahler, I-124 und Ga-68, ergaben
sich ähnliche Werte und ihre FWHM ist ca. 70% größer als die von F-18. Aus dem
Auﬂösungsverlust bedingt durch I-124 im Vergleich zu F-18, wurde ein gemittelter
ortsinvarianter Kernel, für das relativ geringe FOV der gescannten Kleintiere von
-15 bis +15mm bestimmt. Wird nur eine Kernelgröße anstatt eines ortsabhängigen
Faltungskerns verwendet, resuliert dies in vernachlässigbar kleine Abweichungen.
Im Zentrum des FOVs (0mm Oﬀset) ergibt sich somit eine Halbwertsbreite des
Faltungskerns von 1,79mm, bei einem Oﬀset von +20mm würde sich hier eine
FWHM von 2,04mm für einen ortsabhängigen Kernel ergeben. Im Vergleich zu
der durchschnittlichen Kernelbreite, die in dieser Arbeit verwendet wurde, von
1,86mm FWHM, ergeben sich hier Abweichungen die um Vielfache kleiner sind als
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die intrinsische Pixelgröße des Systems (transaxial: 0,815mm, axial: 0,796mm).
Die Abweichungen eines ortsvarianten Kernels können mit der systemspeziﬁschen
intrinsischen Abtastrate nicht erfasst werden. Dies ist in Übereinstimmung mit Ar-
beiten von Bai et al. [116], in denen festgestellt wurde, dass durch die Verwendung
eines ortsinvarianten Kernels in der Kleintierbildgebung eine ausreichende Auﬂö-
sungsverbesserung erzielt werden kann. Weiterhin ergab sich durch die Benutzung
eines inhomogenen Modells in jenem Fall nur eine geringfügige Verbesserung [117].
Das inhomogene Modell berücksichtigt hier die unterschiedlichen Positronenreich-
weiten in verschiedenen heterogenen Medien.
Aus der Literatur ist bekannt, dass die Positronenreichweite eine isotopenabhängige
Funktion mit einer irregulären Form ist, die nicht notwendigerweise einer Gauß-
form entspricht [73]. Wie bereits von Laforest et al. [113] gezeigt wurde, besitzen die
hochenergetischen Positronenstrahler I-124 und Ga-68 auch in dieser Arbeit län-
gere Ausläufer, die sich in einer höheren Zehntelbreite (FWTM) niederschlagen,
verglichen mit dem niederenergetischen Positronenstrahler F-18. Um die Auswir-
kungen der Vereinfachung der Reichweitenfunktion auf eine gaußförmige Funktion
zu untersuchen, wurden Punktquellensimulationen in Wasser für die Isotope I-124,
Ga-68 und F-18 durchgeführt. Dreidimensionale Faltungskerne wurden aus den
eindimensionalen Positronenreichweitenhistogrammen generiert und mit dem im-
plementierten PR-MLEM Algorithmus getestet. Zwischen den beiden Kerneln erga-
ben sich hieraus keine wesentlichen Unterschiede, bezüglich ihrer möglichen Auﬂö-
sungsverbesserung und ihrer rekonstruierten Bilder (Abschnitt 7.6.1). Der Grund
hierfür könnte die Diskretisierung des Kernels sein, die durch die Detektorgröße
des Ringscanners limitiert ist. Für diese Auﬂösung unterscheiden sich der exakte
Reichweitenkernel und die Approximation durch die Gaußfunktion nur wesentlich
für den zentralen der insgesamt 21 Pixel. Für die hier implementierte faltungsba-
sierte Rekonstruktionsmethode hat dieser geringe Unterschied in der Kernelform
keinen Einﬂuss.
PR-MLEM
Die Auﬂösung kann im Rekonstruktionsalgorithmus verbessert werden, in dem die
geschätzte Aktivitätsverteilung vor der Vorwärtsprojektion mit einem Kernel gefal-
tet wird. Dieser Kernel basiert auf Linienquellenmessungen. Für komplexe physika-
lische Phantome ist eine Auﬂösungsverbesserung von ca. 20% möglich (siehe auch
Abschnitt 8.2), ohne die Generierung von Bildartefakten, die den in Abschnitt 7.6.3
gezeigten Überstrahlungsartefakten entsprechen. Der Maximalkontrast erhöht sich
hierbei, je mehr Faltungsiterationen durchgeführt werden. Aktivitätsanreichern-
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de Strukturen erhalten mehr Aktivität, während kalte Regionen ohne Aktivität
weiter an Bildintensität verlieren. Dies kann zu Verschiebungen in der rekonstru-
ierten Aktivitätsverteilung führen. Weiterhin erhöht sich auch das Bildrauschen,
je mehr Faltungsiterationen gerechnet werden (Salt-and-Pepper Eﬀekt). Daher
muss auch hier die Anzahl der durchgeführten Faltungsiterationen mit Sorgfalt ge-
wählt werden, um solche Artefakte zu vermeiden. Aufgrund der Konvergenz der
Log-Likelihood Funktion (Abb. 7.12) wurden im Folgenden für den PR-MLEM Al-
gorithmus 50 Iterationen ohne eine Faltung gerechnet. Um besagte Bildartefakte
zu vermeiden, wurden 10 und 25 Iterationen mit einer Faltung angeschlossen.

8 Implementation der vollständi-
gen Korrekturen
In dem folgenden Kapitel werden Ergebnisse des in dieser Arbeit entwickelten PR-
MLEM Algorithmus inklusive der etablierten Sinogrammkorrekturen mit Skalie-
rungsfaktoren aus GATE von Phantommessungen und Serien von Mausstudien
gezeigt. Im Vordergrund der Auswertungen stand die Ermittlung der Quantiﬁzier-
barkeit und der Auﬂösungsverbesserung.
8.1. Quantiﬁzierung anhand von Phantommessungen
Tabelle 8.1 fasst die gemessenen und simulierten I-124 Aktivitätskonzentrationen
für das Image Quality und das Mini-NEMA Schwächungsphantom zusammen. Für
das gemessene Mini-NEMA Schwächungsphantom wurde in der Rekonstruktion
die materialabhängige Schwächungskorrektur berücksichtigt und die kalten Zylin-
der (Wasser, Teﬂon, Luft) ausgewertet. Die relativen Aktivitätskonzentrationen im
unteren Teil von Tabelle 8.1 wurden aus dem Verhältnis von einer ROI in den kalten
Einschüben zu einer ROI in dem heißen Bereich berechnet. Die sich ergebenden re-
lativen Hintergrundaktivitäten in den kalten Zylindern liegen hier zwischen 6 und
9%. Zusätzliche Aktivitätskonzentrationen wurden für den Hintergrund, Magen
und für den Tumor einer GATE-Simulation des MOBY-Voxelphantoms berechnet.
Die unterschiedlichen Korrekturen wurden auf dem ursprünglichen unkorrigierten
Datensatz (MLEM ohne Korr) in zunehmender Reihenfolge von links nach recht
angewandt. Ohne die Anwendung jeglicher Korrekturen wird die Aktivitätskon-
zentration für die Simulationen und Messungen zusammen um durchschnittlich
15,6 5,7% überschätzt. Werden nur die Sinogrammkorrekturen angewandt (Kor-
rektur für Kaskadengammas, gestreute und zufällige Koinzidenzen), erhöht sich die
Quantiﬁzierung auf einen Wert von 2,6 1,5%. Der Eﬀekt durch die zusätzlichen
Faltungsoperationen im PR-MLEM Algorithmus ist vernachlässigbar klein mit ei-
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nem Anteil von 0,90,9%.
Besonders für größere Objekte, kann die Streuung nicht vernachlässigt werden.
Wird die zusätzliche Streukorrektur nicht angewandt und nur die homogene Un-
tergrundsubtraktion durchgeführt (mit CGR-Korr), ergibt sich eine absolute Quan-
tiﬁzierungsgenauigkeit von 13,4 3,0% für die beiden simulierten und gemessenen
physikalischen Phantome. Mit der Streukorrektur (mit CGRS-Korr) wird eine ab-
solute Quantiﬁzierungsgenauigkeit von 2,4 1,4% erreicht. Für die Organe des
MOBY-Mausvoxelphantoms ist die Streukorrektur weniger wichtig mit einer Quan-
tiﬁzierungsgenauigkeit von 2,9 1,8% (mit CGRS-Korr) verglichen mit 7,4 0,8%
für die Korrekturen mit einer Untergrundsubtraktion (mit CGR-Korr).
Bei den simulierten I-124 Aktivitätskonzentrationen für die Organe des MOBY-
Voxelphantoms mussten aufgrund eines Fehlers in GATE die Simulationen durch
einen Korrekturterm modiﬁziert werden. Nur so war gewährleistet, dass die glei-
chen voreingestellten Kontraste entstehen, wie bei den Simulationen der physikali-
schen Phantome und beim Isotop F-18. Der Korrekturterm wurde daher aus dem
Vergleich zwischen F-18 und I-124 Simulationen des MOBY-Mausvoxelphantoms
ermittelt. Zusätzlich wurde der Korrekturterm noch wegen der hohen Reicheweite
der I-124 Positronen bezüglich des Partialvolumeneﬀektes korrigiert.


























































































































































































































































































































































































































































































































































































































































































































































































































































































































124 8.2 Verbesserung der Ortsauﬂösung
8.2. Verbesserung der Ortsauﬂösung
Tabelle 8.2 fasst die berechneten Halbwertsbreiten aus Messungen und GATE-
Simulationen mit dem Image Quality und dem Auﬂösungsphantom zusammen.
Werden mehr Faltungsiterationen angewandt, resuliert dies in eine erhöhte Wieder-
herstellung der Ortsauﬂösung: Für 10 Iterationen beträgt die mittlere Verbesserung
für die gemessenen (simulierten) Daten 12,5% (16,7%) und für 25 Iterationen be-
trägt sie 20,6% (23,7%). Werden die Faltungen auf alle 75 Iterationen angewandt,
erhöht sich die Auﬂösung weiter zu einer FWHM von 2,61 0,04mm (bestimmt an
der 3mm Bohrung des Auﬂösungsphantoms). Dennoch kann die mit F-18 vergleich-
bare Auﬂösung mit dieser Kernelgröße und ohne die Produktion von Bildartefakten
nicht erreicht werden. Je mehr Faltungsiterationen angewandt werden, desto nied-
riger wird das Signal-zu-Rausch-Verhältnis (SNR). Das SNR wurde hier für den
Hintergrund berechnet, der über eine dreidimensionale Region of Interest in einem
homogenen heißen Volumen bestimmt wurde. Für 10 Faltungsiterationen beträgt
das SNR für das gemessene (simulierte) Image Quality Phantom 13,0 (5,7) und für
25 Faltungsiterationen reduziert sich das SNR auf einen Wert von 10,7 (4,5). Für
den unkorrigierten MLEM ist das SNR am höchsten: 15,7 (7,7).











Image Quality 2,930,01 2,410,05 2,080,04 1,520,17












Image Quality 2,590,30 2,290,03 1,990,06 1,710,08
Auﬂösungsphantom 3,330,07 2,880,05 2,720,04 2,070,07
Tabelle 8.2.: Auﬂösungswerte von simulierten und gemessenen Phantomen rekonstruiert
mit dem MLEM (für I-124 und F-18) und dem PR-MLEM (für I-124 mit 10 und 25
Faltungsiterationen iter.).
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Abbildung 8.1 vergleicht die Rekonstruktionen mit und ohne die implementier-
ten Korrekturen für I-124 mit F-18. Sowohl für die simulierten als auch für die
gemessenen Datensätze, wird der I-124 Hintergrund signiﬁkant reduziert für den
PR-MLEM Algorithmus, der die sinogrammbasierten Korrekturen miteinschließt.
Bezüglich des Untergrundes sind die Rekonstruktionen somit vergleichbar mit de-
nen mit F-18. Visuell wird auch die Auﬂösung und der Kontrast erhöht, im Ver-
gleich zum unkorrigierten MLEM für I-124.



























Abbildung 8.1.: Transaxiale Ansichten von Messungen am microPET und GATE-
Simulationen des Image Quality und Auﬂösungsphantoms mit I-124 und F-18 rekonstruiert
mit dem MLEM und PR-MLEM (25 Faltungsiterationen). Der Schwellwert der einzelnen
Bilder wurde auf einen ähnlichen Grauwert gesetzt, so dass die individuellen Uptakes ver-
gleichbar sind. Es wurden folgende Aktivitäten, Akquisitionszeiten und Schwellwerte (in %
vom Maximum) für die gezeigten Bilder verwendet: GATE: Image Quality Phantom (IQP)
mit I-124: 20,5MBq, 60min, MLEM: 60%, PR-MLEM: 67%. IQP mit F-18: 20,5MBq,
16min, MLEM: 95%. Auﬂösungsphantom mit I-124: 6,8MBq, 1815min, MLEM: 40%,
PR-MLEM: 17%. Auﬂösungsphantom mit F-18: 6,8MBq, 60min, MLEM: 51%. Messun-
gen am microPET: IQP mit I-124: 20,5MBq, 60min, MLEM: 75%, PR-MLEM: 84%. IQP
mit F-18: 5,4MBq, 20min, MLEM: 79%. Auﬂösungsphantom mit I-124: 6,8MBq, 600min,




Für die folgende Datenauswertung wurden Kleintierscans von verschiedenen Studi-
en verwendet, deren Uptake im Tumor jeweils unterschiedlich war. Insgesamt wur-
den 20 I-124 Mausscans ausgewählt. Da das Scanprotokoll aufgrund von Strahlen-
und Tierschutzgründen verändert wurde (Verringerung des injizierten Volumens),
wurde die Aktivität für die spätere zweite Referenzgruppe reduziert. Daher wur-
de eine Kleintiergruppe mit einer mittleren injizierten Aktivität von 7,2 3,2MBq
(Gewicht: 22,2 3,2 g) gebildet und eine weitere Gruppe mit einer niedrigeren mitt-
leren Aktivität von 2,1 0,9MBq (Gewicht: 19,7 2,3 g). Zusätzlich wurden 11
der ingesamt 20 Tiere mit F-18 TFB (injizierte Aktivität: 7,0 3,0MBq, Gewicht:
19,0 0,9 g) untersucht. Daher war für 11 Kleintiere ein direkter Vergleich zwi-
schen I-124 und F-18 für das gleiche individuelle Uptakeverhalten möglich. Jeder
I-124 (F-18 TFB) Kleintierscan wurde im List-Mode-Datenformat aufgenommen
für eine Gesamtscanzeit von 45 (15) Minuten und ein Summenbild über die gesam-
te Zeitspanne wurde für die späteren Korekturen verwendet. Die Tumore wurden
subkutan (unter der Haut gelegen) an der Schulter implantiert. Da nicht alle Tiere
fasteten, unterschied sich der Uptake im Magen interindividuell. Daher war die
einzige direkt vergleichbare Größe das Uptakeverhalten in der Schilddrüse für die
mit I-124 gescannten Kleintiere.
Die Abbildungen 8.2 und 8.3 zeigen die Auswirkungen der Anwendung der sino-
grammbasierten Korrekturen und des Entfaltungsalgorithmus auf reale Mausstudi-
en und auf in GATE simulierte Daten mit demMOBY-Mausvoxelphantom. Speziell
die luftgefüllten Bereiche in der Lunge und im Darm erscheinen deutlicher und die
Verschmierungseﬀekte für beide PR-MLEM Rekonstruktionen werden minimiert
(Abb. 8.2b und 8.2c).
Die irreguläre Aktivitätsanreicherung des Tumors an der rechten Schulter ist nicht
deutlich erkennbar für den gewöhnlichen MLEM Algorithmus (Abb. 8.2e). Werden
Faltungsiterationen zusätzlich am Ende des Algorithmus angewandt, wird der inho-
mogene Uptake deutlicher sichtbar (Abb. 8.2f und 8.2g). Beide mit dem PR-MLEM
rekonstruierten Bilder sind vergleichbar mit der MLEM Rekonstruktion mit BF4
(Abb. 8.2h) ohne die Produktion von Bildartefakten. Werden 25 anstatt 10 Fal-
tungsiterationen durchgeführt, wird die Auﬂösung weiter verbessert, aber es erhöht
sich das Rauschen in den rekonstruierten Bildern. Das gleiche Verhalten zeigt sich
bei Mausstudien mit einer heterogeneren Aktivitätsanreicherung und einer höheren
Aktivität (Abb. 8.3): Heiße (aktivitätsanreichernde) Strukturen werden deutli-
cher sichtbar mit nur geringen Verschiebungen der Aktivitätsverteilung (z.B. im
Magen).
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Abbildung 8.2.: Koronalansichten des MOBY-Mausvoxelphantoms simuliert in GA-
TE mit einer Aktivität von 2,62MBq und für eine Akquisitionszeit von 60 (a-c) bzw.
9Minuten (d) und eines Kleintieres gemessen am microPET-Scanner (e-h) mit I-124
(1MBq, 45Minuten) und F-18/ F-18 TFB (3,1MBq, 15Minuten). Die rekonstruierten
Bilder wurden auf den gleichen Wert skaliert.
Aus der Datenauswertung der ingesamt 20 mit I-124 gemessenen Mäuse, ergab
sich ein niedrigeres Kontrast-zu-Rausch-Verhältnis (CNR) der Schilddrüse für den
unkorrigierten MLEM (41,5 14,6) verglichen mit dem PR-MLEM. Für 10 Fal-
tungsiterationen besitzt das CNR ungefähr den gleichen Wert (54,6 21,4), wie für
25 Faltungsiterationen (49,8 22,4). Der Maximalkontrast der Schilddrüse beträgt
für den MLEM 11,2 3,0, während er für den PR-MLEM mit 10 Faltungsitera-
tionen 20,1 7,3 beträgt. Werden 25 Iterationen mit Faltung angewandt, erhöht
sich, wie erwartet, der Maximalkontrast weiter bis zu einem Wert von 24,6 9,1.
Das Gegenteil ist der Fall für das Signal-zu-Rausch-Verhältnis des Hintergrundes
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Abbildung 8.3.: Koronalansichten einer mit dem Isotop I-124 gemessenen Maus am
microPET mit einer injizierten Aktivität von 8,0MBq und einer Akquisitionszeit von
45Minuten. Die rekonstruierten Bilder wurden alle auf das gleiche Maximum skaliert.
(SNR). Der Hintergrund wurde über eine dreidimensionale Region of Interest mit
mindestens 250 Voxeln bestimmt. Diese ROI wurde in ein homogenes Volumen
im unteren Bereich des Abdomens zwischen dem Magen und der Blase gelegt.
Aufgrund der limitierten Statistik erhöht sich das Rauschen, je mehr Faltungsite-
rationen durchgeführt werden. Für 10 Iterationen beträgt das SNR 3,0 1,4 und
für 25 Iterationen 2,2 1,1. Für den unkorrigierten MLEM Algorithmus ist das
SNR für den Hintergrund am höchsten mit einem Wert von 4,2 1,5.
8.4. Zusammenfassung und Diskussion
Durch die Anwendung der sinogrammbasierten Korrekturen erhöht sich die Quan-
tiﬁzierung auf Bildebene von durchschnittlich unkorrigiert 15,6% auf korrigiert
2,6% (Abschnitt 8.1). Speziell für die beiden gemessenen und simulierten Phanto-
me kann die Streuung nicht vernachlässigt werden. Ohne eine Streukorrektur ist
lediglich eine absolute Quantiﬁzierungsgenauigkeit von 13,4% möglich. Wird ei-
ne Streukorrektur angewandt, verbessert sie sich auf einen Wert von 2,4%. Für
das kleinere MOBY-Mausvoxelphantom ist eine Streukorrektur weniger von Be-
deutung. Hierbei erhöht sich die Quantiﬁzierung von durchschnittlich unkorrigiert
7,4%, auf einen Wert von 2,9% nach der Anwendung der Streukorrekturen.
Mit Hilfe des PR-MLEM Algorithmus kann die Bildauﬂösung verbessert werden.
130 8.4 Zusammenfassung und Diskussion
Für die komplexeren Phantomgeometrien mit einer heterogenen Aktivitätsvertei-
lung aus Abschnitt 8.2 ergab sich somit für 10 (25) Faltungsiterationen eine durch-
schnittliche Verbesserung der Halbwertsbreite um 14,6% (22,1%). Für eine einzelne
Linienquelle (aus der NEMA-Messreihe), konnte eine Auﬂösungsverbesserung von
46% erreicht werden. Die berechnete Halbwertsbreite betrug hier 1,4mm und fällt
somit in die untere Auﬂösungsgrenze, die am microPET Focus 120 messtechnisch
möglich ist (Kap. 1). Dies demonstriert die Limitationen der Korrekturmethode.
Abhängig von der Heterogenität der Aktivitätsverteilung und von der Zählratensta-
tistik, können nur einige Faltungsiterationen am Ende des Algorithmus angewandt
werden, um diese Bildartefakte zu vermeiden. Je mehr Faltungen durchgeführt wer-
den, desto höher ist das Bildrauschen und desto geringer ist das Signal-zu-Rausch-
Verhältnis. Das gleiche Rauschverhalten für faltungsbasierte Algorithmen, speziell
für eine höhere Anzahl an Faltungsiterationen bzw. für eine bessere Auﬂösungs-
rückgewinnung, wurde bereits mehrfach in der Literatur dokumentiert [117, 132].
Dennoch können durch die Anwendung des PR-MLEM Algorithmus, Kontraste
und Strukturen sichtbar gemacht werden, die ohne eine Auﬂösungsrückgewinnung
nicht erkennbar waren (Abb. 8.2f, 8.2g). Insgesamt liefern die eingeführten Verfah-
ren einen Zugewinn an Bildinformation und erlauben auch mit I-124 eine adäquate
Quantiﬁzierung.
9 Zusammenfassung und Ausblick
Die Positronenemissionstomograhie (PET) repräsentiert ein funktionelles diagnos-
tisches Untersuchungsverfahren, welches es ermöglicht Stoﬀwechselvorgänge in vivo
zu visualisieren und absolut zu quantiﬁzieren. Die präklinische Bildgebung stellt
hierbei besondere Anforderungen an dieses Verfahren. Aufgrund der deutlich ge-
ringeren anatomischen Strukturen im Vergleich zur Humananwendung, erfordert
die Kleintierbildgebung eine höhere Ortsauﬂösung. Diese wird maßgeblich durch
die eingesetzten PET-Detektoren sowie durch die verwendeten Isotope beeinﬂusst.
Hochenergetische und nichtreine Positronenstrahler verschlechtern, bedingt durch
eine lange Positronenreichweite, deutlich die Ortsauﬂösung und erschweren zudem
durch die Emission von Kaskadengammalinien die Quantiﬁzierung. Das Isotop I-
124 stellt einen Repräsentanten dieser Gruppe dar.
Ziel dieser Arbeit war die Implementierung einer Verarbeitungskette, um diese
durch I-124 hervorgerufenen Eﬀekte zu korrigieren. Erstmalig wurde hier eine kom-
plette, robuste und routinetaugliche Lösung etabliert, die von der Abschätzung
der Kaskadengammakoinzidenzen bis hin zu dem rekonstruierten korrigierten Bild
reicht. Die Schwerpunkte wurden hierbei zum einen auf die Vollständigkeit der Kor-
rekturen und zum anderen auf eine einfache und automatisierte präklinische Hand-
habung gelegt. Die integrierten Korrekturen ermöglichen nunmehr eine auf knapp
3% genaue absolute Quantiﬁzierung, die zuvor bei ca. 16% lag. Eine artefaktfreie
Ortsauﬂösungsverbesserung ist für reale Mausstudien in der Größenordnung von
20% möglich. Für einzelne Linienquellen kann mittels dieses Verfahrens die unte-
re Auﬂösungsgrenze des verwendeten Kleintierscanners Concorde microPET Focus
120 von 1,4mm erreicht werden. Dies entspricht einer Auﬂösungsverbesserung von
ca. 46%.
Die Ergebnisse basieren auf mehreren Einzelschritten. Zunächst wurden mit Hilfe
von Monte-Carlo-Simulationen mit GATE die einzelnen zu korrigierenden Antei-
le für deﬁnierte Phantomgeometrien und Mausvoxelphantome bestimmt. Darauf
aufbauend wurden sinogrammbasierte Korrekturen erarbeitet, die nun eine genaue
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Quantiﬁzierung ermöglichen. Diese korrigierten Datensätze dienen als Eingangsda-
ten für einen in dieser Arbeit implementierten PR-MLEM Algorithmus (Positron
Range corrected Maximum Likelihood Expectation Maximization). Mit diesem ite-
rativen Rekonstruktionsverfahren ist es nun möglich, inhomogene Aktivitätsanrei-
cherungen zu visualisieren, die vorher kaum darstellbar waren.
Eine Weiterentwicklung des bestehenden Algorithmus könnte die Implementation
eines Shifted Poisson Ansatzes darstellen. Erste Ergebnisse (Abschnitt 7.6.7) zeigen
ein etwas besseres Rauschverhalten, welches insbesondere bei schlechter Zählsta-
tistik, d.h. kürzeren Messzeiten, weitere Vorteile bringen sollte. Neben I-124 sind
auch andere Isotope (Y-86 oder Br-76) mit störenden Kaskadengammalinien in der
nuklearmedizinischen Verwendung. Mit geringen Modiﬁkationen lässt sich das vor-
















# R S E C T O R
/gate/cylindricalPET/daughters/name cassette
/gate/cylindricalPET/daughters/insert box








# M O D U L E
/gate/cassette/daughters/name module
/gate/cassette/daughters/insert box









# M A T R I X
/gate/module/daughters/name matrix
/gate/module/daughters/insert box









# C R Y S T A L
/gate/matrix/daughters/name crystal
/gate/matrix/daughters/insert box








# L S O L A YE R
/gate/crystal/daughters/name LSO
/gate/crystal/daughters/insert box













/gate/crystal/cubicArray/setRepeatVector 0 1.63 1.592 mm
# R E P E A T M A T R I X
/gate/matrix/repeaters/insert cubicArray
/gate/matrix/cubicArray/setRepeatNumberZ 4
/gate/matrix/cubicArray/setRepeatVector 0. 0. 19.012 mm











































































































































































# T I E R P E T P H A N T O M #
# #
# S C H O E P P Y #
# #
# Mit 5 Segementen #
# #
#-------------------oooooOOOOO00000OOOOOooooo---------------------#
/control/alias PhHeight 116.0 mm
/control/alias SrcHeight 116.0 mm






















































































































































































/gate/L1s/placement/setTranslation 24 7.5 0.0 mm






















































































































/gate/L2m/placement/setTranslation 14 -23 0.0 mm



























































































/gate/L3j/placement/setTranslation -12 -21.5 0.0 mm






















































/gate/L4f/placement/setTranslation -23 5.5 0.0 mm























































/gate/L5f/placement/setTranslation -2.5 24 0.0 mm
























































A.4. Kaskadengammatrennungsskript in ROOT
1 {
2 gROOT>Reset ( ) ;
3 TString basename = "MicroPET_Freiburg_" ;
4 TString nmb = "run_" ;
5 TString ext = " . root " ;
6 Int_t mxrnmb = 150;
8 f loat E_min=200.0 , E_max=800.0;
10 TH1F ∗Energy1_alle = new TH1F( "Energy1_alle " , "" ,200 ,E_min,E_max) ;
11 Energy1_alle>GetXaxis()>SetTitle ( "Energie [ keV ] " ) ;
12 Energy1_alle>GetYaxis()>SetTitle ( "Anzahl counts " ) ;
14 TH1F ∗Energy1_R_alle = new TH1F( "Energy1_R_alle" , "Nur Randoms(R) " ,200 ,E_min,E_max) ;
15 TH1F ∗Energy1_S_alle = new TH1F( "Energy1_S_alle" , "Nur Sca t t e r (S) " ,200 ,E_min,E_max) ;
16 TH1F ∗Energy1_T_alle = new TH1F( "Energy1_T_alle" , "Nur Trues (T) " ,200 ,E_min,E_max) ;
18 TH1F ∗Energy1 = new TH1F( "Energy1" , " Al l e Koinzidenzen (R,T, S) " ,200 ,E_min,E_max) ;
19 Energy1>GetXaxis()>SetTitle ( "Energie [ keV ] " ) ;
20 Energy1>GetYaxis()>SetTitle ( "Anzahl counts " ) ;
22 TH1F ∗Energy1_R = new TH1F( "Energy1_R" , "Nur Randoms(R) " ,200 ,E_min,E_max) ;
23 Energy1_R>GetXaxis()>SetTitle ( "Energie [ keV ] " ) ;
24 Energy1_R>GetYaxis()>SetTitle ( "Anzahl counts " ) ;
26 TH1F ∗Energy1_S = new TH1F( "Energy1_S" , "Nur Sca t t e r (S) " ,200 ,E_min,E_max) ;
27 Energy1_S>GetXaxis()>SetTitle ( "Energie [ keV ] " ) ;
28 Energy1_S>GetYaxis()>SetTitle ( "Anzahl counts " ) ;
30 TH1F ∗Energy1_T = new TH1F( "Energy1_T" , "Nur Trues (T) " ,200 ,E_min,E_max) ;
31 Energy1_T>GetXaxis()>SetTitle ( "Energie [ keV ] " ) ;
32 Energy1_T>GetYaxis()>SetTitle ( "Anzahl counts " ) ;
34 TH1F ∗Energy1_wahr = new TH1F( "Energy1_wahr" , " Al l e Koinzidenzen (R,T, S) " ,200 ,E_min,E_max) ;
35 Energy1_wahr>GetXaxis()>SetTitle ( "Energie [ keV ] " ) ;
36 Energy1_wahr>GetYaxis()>SetTitle ( "Anzahl counts " ) ;
38 TH1F ∗Energy1_R_wahr = new TH1F( "Energy1_R_wahr" , "Nur Randoms (R) " ,200 ,E_min,E_max) ;
39 Energy1_R_wahr>GetXaxis()>SetTitle ( "Energie [ keV ] " ) ;
40 Energy1_R_wahr>GetYaxis()>SetTitle ( "Anzahl counts " ) ;
42 TH1F ∗Energy1_S_wahr = new TH1F( "Energy1_S_wahr" , "Nur Sca t t e r (S) " ,200 ,E_min,E_max) ;
43 Energy1_S_wahr>GetXaxis()>SetTitle ( "Energie [ keV ] " ) ;
44 Energy1_S_wahr>GetYaxis()>SetTitle ( "Anzahl counts " ) ;
46 TH1F ∗Energy1_T_wahr = new TH1F( "Energy1_T_wahr" , "Nur Trues (T) " ,200 ,E_min,E_max) ;
47 Energy1_T_wahr>GetXaxis()>SetTitle ( "Energie [ keV ] " ) ;
48 Energy1_T_wahr>GetYaxis()>SetTitle ( "Anzahl counts " ) ;
50 Int_t nrandom = 0 , nscatter = 0 , ntrue = 0 , ntrue_unscattered=0;
51 Int_t nscatter_echt = 0 , ntrue_echt = 0 , ntrue_unscattered_echt=0, nrandom_echt=0;
52 Int_t n_alle=0, nscatter_alle = 0 , ntrue_alle = 0 , ntrue_unscattered_alle=0, nrandom_alle=0;
54 for ( Int_t n=1; n<=mxrnmb;n++) {
55 std : : ostringstream nb ;
56 nb << n ;
57 TString tnb (nb . str ( ) ) ;
58 TFile f (basename + nmb + tnb + ext ) ;
59 cout << "n : " << n << endl ;
61 TTree ∗Coincidences = (TTree∗)gDirectory>Get( "Coinc idences " ) ;
62 TTree ∗Hits = (TTree∗)gDirectory>Get( "Hits " ) ;
64 cout << endl << endl ;
65 cout << " Reading from f i l e : " <<basename<<nmb<<tnb<<ext << endl ;
66 cout << endl << endl ;
68 Int_t ih i t s=0;
69 Int_t Coinc_wahr = 0;
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70 Int_t parentID1 = 0 , parentID2=0;
71 Int_t n_Hits = 0;
72 Int_t n_Hits_2 = 0;
73 Int_t eventID1 = 0 , eventID2=0, eventID_hits=0;
75 // Dec la rat ion o f l e av e s types  TTree Coinc idences
77 Int_t RayleighCrystal1 ;
78 Int_t RayleighCrystal2 ;
79 Int_t RayleighPhantom1 ;
80 Int_t RayleighPhantom2 ;
81 Char_t RayleighVolName1 [ 4 0 ] ;
82 Char_t RayleighVolName2 [ 4 0 ] ;
83 Float_t axialPos ;
84 Char_t comptVolName1 [ 4 0 ] ;
85 Char_t comptVolName2 [ 4 0 ] ;
86 Int_t compton1 ;
87 Int_t compton2 ;
88 Int_t crystalID1 ;
89 Int_t crystalID2 ;
90 Int_t comptonPhantom1 ;
91 Int_t comptonPhantom2 ;
92 Float_t energy1 ;
93 Float_t energy2 ;
94 Int_t eventID1 ;
95 Int_t eventID2 ;
96 Float_t globalPosX1 ;
97 Float_t globalPosX2 ;
98 Float_t globalPosY1 ;
99 Float_t globalPosY2 ;
100 Float_t globalPosZ1 ;
101 Float_t globalPosZ2 ;
102 Int_t layerID1 ;
103 Int_t layerID2 ;
104 Int_t moduleID1 ;
105 Int_t moduleID2 ;
106 Float_t rotationAngle ;
107 Int_t rsectorID1 ;
108 Int_t rsectorID2 ;
109 Int_t runID ;
110 Float_t sinogramS ;
111 Float_t sinogramTheta ;
112 Int_t sourceID1 ;
113 Int_t sourceID2 ;
114 Float_t sourcePosX1 ;
115 Float_t sourcePosX2 ;
116 Float_t sourcePosY1 ;
117 Float_t sourcePosY2 ;
118 Float_t sourcePosZ1 ;
119 Float_t sourcePosZ2 ;
120 Int_t submoduleID1 ;
121 Int_t submoduleID2 ;
122 Double_t time1 ;
123 Double_t time2 ;
125 // Dec la rat ion o f l e av e s types  TTree Hits
127 Int_t runID_hits ;
128 Int_t eventID_hits ;
129 Int_t primaryID ;
130 Int_t photonID ;
131 Int_t parentID ;
132 Int_t trackID ;
133 Int_t PDGEncoding ;
134 Char_t processName [ 4 0 ] ;
135 Float_t edep ;
136 Float_t energy ;
137 Double_t time ;
138 Float_t posX ;
139 Float_t posY ;
140 Float_t posZ ;
141 Float_t zmin ,zmax , z ;
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143 // Set branch addre s s e s  TTree Co inc i c ences
145 Coincidences>SetBranchAddress ( "Rayle ighCrysta l1 " ,&RayleighCrystal1 ) ;
146 Coincidences>SetBranchAddress ( "Rayle ighCrysta l2 " ,&RayleighCrystal2 ) ;
147 Coincidences>SetBranchAddress ( "RayleighPhantom1",&RayleighPhantom1 ) ;
148 Coincidences>SetBranchAddress ( "RayleighPhantom2",&RayleighPhantom2 ) ;
149 Coincidences>SetBranchAddress ( "RayleighVolName1" ,&RayleighVolName1 ) ;
150 Coincidences>SetBranchAddress ( "RayleighVolName2" ,&RayleighVolName2 ) ;
151 Coincidences>SetBranchAddress ( " ax ia lPos " ,&axialPos ) ;
152 Coincidences>SetBranchAddress ( "comptVolName1" ,&comptVolName1 ) ;
153 Coincidences>SetBranchAddress ( "comptVolName2" ,&comptVolName2 ) ;
154 Coincidences>SetBranchAddress ( " comptonCrystal1 " ,&compton1 ) ;
155 Coincidences>SetBranchAddress ( " comptonCrystal2 " ,&compton2 ) ;
156 Coincidences>SetBranchAddress ( " c ry s ta l ID1 " ,&crystalID1 ) ;
157 Coincidences>SetBranchAddress ( " c ry s ta l ID2 " ,&crystalID2 ) ;
158 Coincidences>SetBranchAddress ( "comptonPhantom1",&comptonPhantom1 ) ;
159 Coincidences>SetBranchAddress ( "comptonPhantom2",&comptonPhantom2 ) ;
160 Coincidences>SetBranchAddress ( " energy1 " ,&energy1 ) ;
161 Coincidences>SetBranchAddress ( " energy2 " ,&energy2 ) ;
162 Coincidences>SetBranchAddress ( " eventID1" ,&eventID1 ) ;
163 Coincidences>SetBranchAddress ( " eventID2" ,&eventID2 ) ;
164 Coincidences>SetBranchAddress ( " globalPosX1" ,&globalPosX1 ) ;
165 Coincidences>SetBranchAddress ( " globalPosX2" ,&globalPosX2 ) ;
166 Coincidences>SetBranchAddress ( " globalPosY1" ,&globalPosY1 ) ;
167 Coincidences>SetBranchAddress ( " globalPosY2" ,&globalPosY2 ) ;
168 Coincidences>SetBranchAddress ( " globalPosZ1 " ,&globalPosZ1 ) ;
169 Coincidences>SetBranchAddress ( " globalPosZ2 " ,&globalPosZ2 ) ;
170 Coincidences>SetBranchAddress ( " layerID1 " ,&layerID1 ) ;
171 Coincidences>SetBranchAddress ( " layerID2 " ,&layerID2 ) ;
172 Coincidences>SetBranchAddress ( "moduleID1" ,&moduleID1 ) ;
173 Coincidences>SetBranchAddress ( "moduleID2" ,&moduleID2 ) ;
174 Coincidences>SetBranchAddress ( " rotat ionAng le " ,&rotationAngle ) ;
175 Coincidences>SetBranchAddress ( " r sec to r ID1 " ,&rsectorID1 ) ;
176 Coincidences>SetBranchAddress ( " r sec to r ID2 " ,&rsectorID2 ) ;
177 Coincidences>SetBranchAddress ( "runID",&runID ) ;
178 Coincidences>SetBranchAddress ( " sinogramS",&sinogramS ) ;
179 Coincidences>SetBranchAddress ( " sinogramTheta" ,&sinogramTheta ) ;
180 Coincidences>SetBranchAddress ( " sourceID1" ,&sourceID1 ) ;
181 Coincidences>SetBranchAddress ( " sourceID2" ,&sourceID2 ) ;
182 Coincidences>SetBranchAddress ( " sourcePosX1" ,&sourcePosX1 ) ;
183 Coincidences>SetBranchAddress ( " sourcePosX2" ,&sourcePosX2 ) ;
184 Coincidences>SetBranchAddress ( " sourcePosY1" ,&sourcePosY1 ) ;
185 Coincidences>SetBranchAddress ( " sourcePosY2" ,&sourcePosY2 ) ;
186 Coincidences>SetBranchAddress ( " sourcePosZ1" ,&sourcePosZ1 ) ;
187 Coincidences>SetBranchAddress ( " sourcePosZ2" ,&sourcePosZ2 ) ;
188 Coincidences>SetBranchAddress ( "submoduleID1" ,&submoduleID1 ) ;
189 Coincidences>SetBranchAddress ( "submoduleID2" ,&submoduleID2 ) ;
190 Coincidences>SetBranchAddress ( " time1" ,&time1 ) ;
191 Coincidences>SetBranchAddress ( " time2" ,&time2 ) ;
193 Hits>SetBranchAddress ( "runID" , &runID_hits ) ;
194 Hits>SetBranchAddress ( " eventID" , &eventID_hits ) ;
195 Hits>SetBranchAddress ( "primaryID" , &primaryID ) ;
196 Hits>SetBranchAddress ( "parentID" , &parentID ) ;
197 Hits>SetBranchAddress ( "photonID" , &photonID ) ;
198 Hits>SetBranchAddress ( " trackID" , &trackID ) ;
199 Hits>SetBranchAddress ( "PDGEncoding" ,&PDGEncoding ) ;
200 Hits>SetBranchAddress ( "processName" ,&processName ) ;
201 Hits>SetBranchAddress ( "edep" ,&edep ) ;
202 Hits>SetBranchAddress ( " time" ,&time ) ;
203 Hits>SetBranchAddress ( "posX",&posX ) ;
204 Hits>SetBranchAddress ( "posY",&posY ) ;
205 Hits>SetBranchAddress ( "posZ" ,&posZ ) ;
207 TStyle ∗plain = new TStyle ( "Pla in " , " Pla in Sty l e " ) ;
208 plain>SetCanvasBorderMode ( 0 ) ;
209 plain>SetPadBorderMode ( 0 ) ;
210 plain>SetPadColor ( 0 ) ;
211 plain>SetCanvasColor ( 0 ) ;
212 plain>SetStatColor ( 0 ) ;
213 plain>SetTitleColor ( 1 ) ;
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214 gStyle>SetOptStat ( 0 ) ;
216 Int_t nentries = Coincidences>GetEntries ( ) ;
217 Int_t nentries_Hits = Hits>GetEntries ( ) ;
219 cout << " nen t r i e s : " << nentries <<endl ;
220 cout << "nentr i e s_Hits : " << nentries_Hits <<endl ;
222 Int_t nbytes = 0 , nbytesdelay = 0;
223 Int_t nbytes_Hits = 0; Int_t ih_last = 0;
224 Int_t parentID1 = 0;
225 Int_t parentID2 = 0;
226 Int_t Coinc_wahr = 0 , n_Hits = 0 , n_Hits_2= 0;
228 for ( Int_t i=0; i<nentries ; i++) {
230 nbytes += Coincidences>GetEntry( i ) ;
232 Int_t ih i t s=0;
233 Int_t Coinc_wahr = 0;
234 Int_t parentID1 = 0 , parentID2=0;
235 Int_t n_Hits = 0;
236 Int_t n_Hits_2 = 0;
238 for ( Int_t ih=ih_last ; ih<nentries_Hits ; ih++) {
240 nbytes_Hits += Hits>GetEntry( ih ) ;
241 i f (eventID1 < eventID_hits && eventID2 < eventID_hits ) break ;
242 i f ( time1==time )
243 {
244 ++n_Hits ;
245 i f ( (PDGEncoding == 22 && parentID==0) | | primaryID>1) {parentID1++;}
246 }
248 i f ( time2==time )
249 { ++n_Hits_2 ;
250 i f ( (PDGEncoding == 22 && parentID==0) | | primaryID>1) {parentID2++;}
251 }
253 ih_last = ih20;
254 i f ( ih_last<0) { ih_last=0;}
255 }
257 i f (parentID1 == n_Hits | | parentID2 == n_Hits_2) {++Coinc_wahr ; }
258 i f (parentID1 == n_Hits && parentID2 == n_Hits_2) {++Coinc_wahr ; }
260 Energy1_alle>Fi l l (energy1 ∗1000 . 0 ) ;
261 Energy1_alle>Fi l l (energy2 ∗1000 . 0 ) ;
263 ++n_alle ;
265 i f (eventID1 != eventID2 ) { // Randoms
266 Energy1_R_alle>Fi l l (energy1 ∗1000 . 0 ) ;
267 Energy1_R_alle>Fi l l (energy2 ∗1000 . 0 ) ;
268 ++nrandom_alle ; }
269 else {ntrue_alle++;
270 i f (comptonPhantom1 == 0 && comptonPhantom2 == 0 &&
271 RayleighPhantom1 == 0 && RayleighPhantom2 == 0) { // Trues
272 ntrue_unscattered_alle++;
274 Energy1_T_alle>Fi l l (energy1 ∗1000 . 0 ) ;
275 Energy1_T_alle>Fi l l (energy2 ∗1000 . 0 ) ;
276 } else { // s c a t t e r ed Trues
278 Energy1_S_alle>Fi l l (energy1 ∗1000 . 0 ) ;




285 i f (Coinc_wahr != 0) //Cascade Gamma Coinc
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286 {
287 Energy1 >Fi l l (energy1 ∗1000 . 0 ) ;
288 Energy1 >Fi l l (energy2 ∗1000 . 0 ) ;
289 i f (eventID1 != eventID2 ) { // Random co inc idence i n c l . s c a t t e r
290 ++nrandom ;
292 Energy1_R >Fi l l (energy1 ∗1000 . 0 ) ;




298 i f (comptonPhantom1 == 0 && comptonPhantom2 == 0 &&
299 RayleighPhantom1 == 0 && RayleighPhantom2 == 0) { // Trues
300 ntrue_unscattered++;
302 Energy1_T >Fi l l (energy1 ∗1000 . 0 ) ;
303 Energy1_T >Fi l l (energy2 ∗1000 . 0 ) ;
305 } else { // s c a t t e r ed Trues
307 Energy1_S >Fi l l (energy1 ∗1000 . 0 ) ;






316 { //Both 511 keV
318 Energy1_wahr >Fi l l (energy1 ∗1000 . 0 ) ;
319 Energy1_wahr >Fi l l (energy2 ∗1000 . 0 ) ;
321 i f (eventID1 != eventID2 ) { // Randoms
322 ++nrandom_echt ;
323 Energy1_R_wahr >Fi l l (energy1 ∗1000 . 0 ) ;




329 i f (comptonPhantom1 == 0 && comptonPhantom2 == 0 &&
330 RayleighPhantom1 == 0 && RayleighPhantom2 == 0) { // Trues
331 ntrue_unscattered_echt++;
333 Energy1_T_wahr >Fi l l (energy1 ∗1000 . 0 ) ;
334 Energy1_T_wahr >Fi l l (energy2 ∗1000 . 0 ) ;
336 } else { // unscat te red Trues
337 Energy1_S_wahr >Fi l l (energy1 ∗1000 . 0 ) ;






346 cout << endl << endl ;
347 cout << " ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ " << endl ;
348 cout << " ∗ ∗ " << endl ;
349 cout << " ∗ S i m u l a t i o n A n a l y s i s A l l e ∗ " << endl ;
350 cout << " ∗ ∗ " << endl ;
351 cout << " ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ " << endl ;
352 cout << endl << endl ;
353 cout << " There are " << nbytes_Hits << " bytes Hits read " << endl ;
354 cout << " There are " << nbytes << " bytes read " << endl ;
355 cout << " There are " << n_alle << " t o t a l e n t r i e s c o i n c i d enc e s " << endl ;
356 cout << " There are " << ntrue_alle << " true co i n c i d enc e s ( i n c l . s c a t t e r ed ) " << endl ;
357 cout << " There are " << ntrue_unscattered_alle << " true unscat te red co in c i d enc e s " << endl ;
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358 cout << " There are " << nscatter_alle << " sca t t e r ed co in c i d enc e s " << endl ;
359 cout << " There are " << nrandom_alle << " random co in c i d enc e s " << endl ;
360 cout << " ==> there are " << nentries << " co in c i d enc e s ( true , s ca t t e r ed , and random)" << endl ;
361 cout << " ==> g loba l s c a t t e r f r a c t i o n = " << ( f loat ) nscatter_alle /( f loat ) ( nentriesnrandom_alle ) << endl ;
362 cout << " ==> there are " << ( f loat )ntrue+( f loat )nrandom << " f a l s e c o i n c i d enc e s " << endl ;
363 cout << " ==> there are " << ( f loat )ntrue_echt+( f loat )nrandom_echt << " true co i n c i d enc e s " << endl ;
364 cout << endl << endl ;
365 cout << " ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ " << endl ;
366 cout << endl << endl ;
369 cout << endl << endl ;
370 cout << " ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ " << endl ;
371 cout << " ∗ ∗ " << endl ;
372 cout << " ∗ S i m u l a t i o n A n a l y s i s Wahre Coinc ∗ " << endl ;
373 cout << " ∗ ∗ " << endl ;
374 cout << " ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ " << endl ;
375 cout << endl << endl ;
376 cout << " There are " << ntrue_echt << " true co i n c i d enc e s i n c l . s c a t t e r " << endl ;
377 cout << " There are " << ntrue_unscattered_echt << " true unscat te red co in c i d enc e s " << endl ;
378 cout << " There are " << nscatter_echt << " sca t t e r ed co in c i d enc e s " << endl ;
379 cout << " There are " << nrandom_echt << " random co in c i d enc e s " << endl ;
380 cout << endl << endl ;
381 cout << " ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ " << endl ;
382 cout << endl << endl ;
385 cout << endl << endl ;
386 cout << " ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ " << endl ;
387 cout << " ∗ ∗ " << endl ;
388 cout << " ∗ S i m u l a t i o n A n a l y s i s Falsche Coinc ∗ " << endl ;
389 cout << " ∗ ∗ " << endl ;
390 cout << " ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ " << endl ;
391 cout << endl << endl ;
392 cout << " There are " << ntrue << " true co i n c i d enc e s i n c l . s c a t t e r " << endl ;
393 cout << " There are " << ntrue_unscattered << " true unscat te red co in c i d enc e s " < endl ;
394 cout << " There are " << nscatter << " sca t t e r ed co in c i d enc e s " << endl ;
395 cout << " There are " << nrandom << " random co in c i d enc e s " << << endl ;
396 cout << endl << endl ;
397 cout << " ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ " << endl ;
398 cout << endl << endl ;
399 }
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