Seismic effects of a partially gas-saturated subsurface have been known for many years. For example, patches of nonuniform saturation occur at the gas-oil and gas-water contacts in hydrocarbon reservoirs. Open-pore boundary conditions are applied to the quasi-static Biot equations of poroelasticity to derive an exact analytic expression of the effective bulk modulus for partially saturated media with spherical gas patches larger than the typical pore size. The pore fluid and the rock properties can have different values in the central sphere and in the surrounding region. An analytic solution prevents loss of accuracy from ill-conditioned equations as encountered in the numerical solution for certain input. For a sandstone saturated with gas and water, we found that the P-wave velocity and attenuation in conventional models differ as much as 15% from the exact solution at seismic frequencies. This makes the use of present exact theory necessary to describe patchy saturation, although ͑more realistic͒ complex patch shapes and distributions were not considered. We found that, despite earlier corrections, the White conventional model does not yield the correct low-frequency asymptote for the attenuation.
INTRODUCTION
When a porous rock is saturated by a mixture of two fluids, patchy saturation refers to the case in which the saturation scale is large enough so that the wave-induced pore-pressure changes cannot equilibrate during a seismic period ͑Mavko and Mukerji, 1998͒. Patches of nonuniform saturation occur at the gas-oil and gas-water contacts in hydrocarbon reservoirs. During production, the pressure decrease might lead to nucleation and the diffusive formation of free gas pockets. The contact between gas and water in reservoirs is not necessarily sharp, and typically a transition zone exists between full gas and full water saturation.
Seismic low-frequency effects of partially gas-saturated hydrocarbon reservoirs have been known for many years ͑e.g., Castagna et al., 2003; Chapman et al., 2006; Goloshubin et al., 2006 , and references therein͒. For example, high-resolution surveys make it feasible to detect pockets of unswept reserves and to monitor the progress of enhanced recovery by gas and water injection ͑Helle et al., 2003͒, and the inclusion of P-wave velocity dispersion in interpreting well log data of partially saturated sediments can be used to identify free gas and relate surface seismic data to synthetic seismograms ͑Lee and Collett, 2009͒. The real-data observations of Saenger et al. ͑2009͒ are consistent with a partially saturated hydrocarbon reservoir model in which poroelastic effects caused by wave-induced fluid flow and oscillations of different fluid phases can modify the omnipresent seismic background spectrum.
Laboratory observations have also demonstrated the effect of partial saturation on acoustic velocities ͑e.g., Winkler and Nur, 1979; Murphy, 1982; Paffenholz and Burkhardt, 1989; Knight et al., 1998͒ and are supported by X-ray computer tomography images of the patch distribution ͑e.g., Cadoret et al., 1995; Monsen and Johnstad, 2005; Lebedev et al., 2009; Toms-Stewart et al., 2009͒ and numerical simulations ͑e.g., Carcione et al., 2003; Masson and Pride, 2007; Picotti et al., 2007; Wenzlau and Müller, 2009͒. Wave-induced fluid flow effects in the fluid are modeled by isolated spherical gas patches in the liquid saturating a homogeneous matrix, as first proposed by White ͑1975͒. Since then, significant progress has been made by considering various patch distributions and flow regimes Odé, 1979a, 1979b; Norris, 1993; Gelinsky et al., 1998; Johnson, 2001; Gurevich, 2004, 2005; Müller et al., 2008; Gurevich et al., 2009; Picotti et al., 2010͒ . More references for this topic are found in Toms et al. ͑2006͒ . When a gas pocket is subjected to the macroscopic pressure field of a compressional seismic wave ͑i.e., on a length scale much larger than the size of the inhomogeneity͒, the pocket will contract and expand. These oscillations generate waves on the mesoscale ͑i.e., on the length scale of the inhomogeneity͒, which consume energy from the seismic wave, causing intrinsic attenuation.
Patchy-saturation theories apply to a nonrigid porous medium fully saturated by a fluid that contains gas pockets ͑radius a͒ larger than the typical pore size; see Figure 1 . The interaction among the individual gas pockets is neglected by defining a liquid influence shell ͑radius b͒ surrounding each pocket. The gas fraction is s a ‫ס‬ ͑a / b͒ 3 . The radius b is chosen so that the volume of the sphere 4 3 b 3 equals the volume of the unit cell of the cubic lattice.
The external pressure field is assumed to be spatially homogeneous at the scale of the inhomogeneity, and the effective ͑macro-scopic͒ bulk modulus can be obtained by considering a representative volume comprising a single gas pocket and a liquid shell surrounding the pocket. The effective bulk modulus K͑͒ can then be deduced via its definition:
where u͑b͒ is the complex-valued radial solid displacement at the outer boundary of the unit cell. Solving the Biot ͑1956a͒ equations yields the solid displacement as a function of the applied pressure p e and hence the effective bulk modulus of the representative volume.
Once the effective bulk modulus is obtained, the velocity c ‫ס‬ Re͑k 1 ͒ / and attenuation ͑inverse quality factor͒ Q ‫1מ‬ ‫ס‬ 2 Im͑k 1 ͒ / Re͑k 1 ͒ of the seismic wave are computed using the effective complex wavenumber
with shear modulus . Subscript 1 describes the fast wave on the macroscale, and is the total density ͑1 ‫מ‬ ͒ s ‫ם‬ ͑͑1 ‫מ‬ s a ͒ fb ‫ם‬ s a fa ͒, where fa,b denotes the gas ͑subscript a͒ or liquid ͑subscript b͒ density. In this paper, we derive the exact analytic solution to patchy saturation in the quasi-static Biot ͑1956a͒ context for spherical gas pockets. Although the governing equations were already given by Johnson ͑2001͒, no analytic solution was yet available. We obtain the exact solution by solving the boundary value problem of an 8 ϫ 8 system analytically. Johnson ͑2001͒ solved this system numerically, and he introduced a generalized dynamic bulk modulus.
We compare our analytic quasi-static solution with the numerical solution of Dutta and Odé ͑1979a͒ and the widely adopted analytic quasi-static solution of White et al. ͑1975͒, including the modifications by Dutta and Seriff ͑1979͒. Following Johnson ͑2001͒, we also compare our results with those using the generalized dynamic bulk modulus approach. Dutta and Odé ͑1979a͒ computed the behavior over the full frequency domain, but they encountered numerical loss of accuracy at high frequencies. An analytic solution implicitly prevents errors from the numerical inversion of ill-conditioned equations, as also encountered by Dutta and Odé ͑1979a͒.
QUASI-STATIC PATCHY THEORY

Concentric spheres geometry
Consider first the response of a homogeneous sample fully saturated with a single fluid to a uniform compressive stress. We presume that the frequency is low enough that the Biot ͑1956a, 1956b͒ theory is in its low-frequency limit ͑quasi-static case͒. Thus the fast compressional and shear waves are nondispersive and nonattenuating, whereas the slow compressional wave is diffusive in character. The requirement is B , where the Biot crossover frequency is B ‫ס‬ / ͑k 0 ␣ ϱ f ͒. The rock properties are porosity , permeability k 0 , and tortuosity ␣ ϱ ; the fluid properties are density f and shear viscosity .
The starting equations are essentially those of the Biot ͑1956a͒ theory at low frequencies by setting to zero all higher order inertial terms and by taking the dynamic permeability equal to its steadystate value k 0 ͑Norris, 1993; Johnson, 2001͒. Adopting an exp͑it͒ dependence for all relevant quantities, the quasi-static Biot equations are
where u and U are the solid and fluid displacement, respectively. The accent circumflex over a field variable ͑displacement, stress, and pressure͒ denotes small variations of that variable. The accent circumflex over the dependencies of these field variables ͑such as strain͒ is omitted. Using the summation convention, the total stress ij ͑solid plus fluid phases͒ and pore fluid pressure p in terms of the solid and fluid strains e ij ‫ס‬ ٌ · û and ij ‫ס‬ ٌ · Û are, in the case of isotropic materials ͑Johnson, 2001͒,
Explicit expressions of the poroelastic coefficients are given in terms of the bulk moduli of the pore fluid, the solid, and the matrix K f,s,m , respectively, as ͑Biot and Willis, 1957͒
Figure 1. Geometry of a cubic lattice of periodic spherical gas pockets with radius a, separated by distance 2bЈ. Each gas pocket is surrounded by a liquid shell with radius b, so that the volume of the cube equals the volume of the sphere 
͑10͒
where u and U are the radial displacements of the solid and the fluid, respectively. Following Johnson ͑2001͒, there are two kinds of solutions to the above equations: ͑1͒ Solutions for which the fluid motion is locked on to the solid's motion, u͑r͒ / U͑r͒ ‫ס‬ 1, are linear combinations of r and r ‫2מ‬ . These are low-frequency fast compressional-wave solutions. ͑2͒ Solutions for which u͑r͒ / U͑r͒ ‫͑מס‬ P ‫ם‬ Q͒ / ͑Q ‫ם‬ R͒ are linear combinations of spherical Bessel functions j 1 ͑k 2 r͒ and n 1 ͑k 2 r͒, where k 2 ͑ ‫ס‬ ͱ ‫מ‬i / D͒ is the wavenumber of the slow compressional Biot wave. For these solutions, the fluid and solid move out-of-phase, and the relevant quantities obey a diffusion equation with the slow wave diffusivity given by
The general solution for the radial direction is therefore written as
The above equations are general and apply to both the gas sphere and the liquid shell. The quantities P, Q, R, K BG , and k 2 ͑͒ have different values in the two regions because they are functions of the pore fluid and the rock properties. The above equation set 12 was solved numerically by Johnson ͑2001͒, but we show here that the exact analytic solution is readily available.
Exact analytic solution
The quasi-static solution to patchy saturation, equation 1, is found by applying the Biot ͑1956a͒ theory to the geometry of Figure 1 using the appropriate boundary conditions. There are eight arbitrary constants in the above equation set 12: A, B, F, and G in each of the two regions. The requirement that the particular solution be finite at r ‫ס‬ 0 implies B a ‫ס‬ 0 and G a ‫ס‬ 0. The remaining six unknowns are found from the continuity of solid displacement u and fluid displacement U, pressure p and total stress at r ‫ס‬ a, and the condition that at r ‫ס‬ b the external pressure p e is applied at a sealed pore boundary ͑Deresiewicz and Skalak, 1963; Dutta and Odé, 1979a; Johnson, 2001͒: u a ͑a͒ ‫ס‬ u b ͑a͒, ͑13͒
Analogous boundary conditions are used by, e.g., Berryman and Thigpen ͑1985͒, Taylor and Knight ͑2003͒, and Ciz and Gurevich ͑2005͒ in related problems. By solving this set, the field variables are determined uniquely everywhere. The sealed pore condition at the outer boundary, equation 17, gives
This means that all expressions ͑equation set 12͒ in the liquid region can be rewritten using the auxiliary parameter
where ᐉ ‫ס‬ 0,1 is the order of the spherical Bessel function. Subtraction of the solid and fluid continuity equations 13 and 14 at r ‫ס‬ a leads to
so that the solid continuity equation 13 becomes
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The continuity of total stress and pore pressure at the interface between the regions now yields that
where we introduced another auxiliary parameter
where the slow wave diffusivity D in each region is given by equation 11. Adding equations 22 and 24 yields the surprisingly simple relationship
The combination of equations 22, 25, and 27 yields
The last boundary condition ͑equation 18͒ finally implies
so that with equation 28 this becomes
The solid displacement at the outer boundary is u͑b͒ ‫ס‬ A b b͑1 ‫מ‬ g͒, and with equation 1, the exact expression for the quasi-static bulk modulus K͑͒ is K͑͒ ‫ס‬
All information about the presence of gas in the liquid phase is solely captured in parameter g. It is clear from equations 29 and 32 that, in the case of complete liquid saturation, s a ‫ס‬ 0 and g ‫ס‬ 0, so that K͑͒ reduces to K BGb . For complete gas saturation, s a ‫ס‬ 1 or a ‫ס‬ b, so that f 1 ‫ס‬ 0 in equation 20. This means that g ‫ס‬ 1 ‫מ‬ H b / H a , and using equation 8, K͑͒ reduces to K BGa . Equation 32 is an exact analytic expression for partially saturated media, which reduces to the BiotGassmann limit in the case of full saturation by a single fluid. Expressions 29 and 32 comprise the combined effect of fast and slow compressional-wave contributions. In the lower ͑static͒ and upper ͑no-flow͒ bounds of K͑͒, there are no effects of pressure diffusion ͑i.e., slow wave effects͒. These bounds are given in Appendices A and B. The slow wave contributions associated with viscous dissipation due to the relative fluid-solid movement occur only in the intermediate frequency regime through the wavenumbers k 2a and k 2b .
Comparison of the exact solution with other solutions
The parameter set of Table 1 is chosen to show the effective bulk modulus as a function of frequency in Figure 2 . The gas fraction is 0.1 and b ‫ס‬ 0.1 m. The results are shown for four calculations: ͑1͒ The present exact analytic quasi-static solution ͑solid curve͒; ͑2͒ the analytic quasi-static solution ͑dotted curve͒ of White ͑1975͒, including the corrections by Dutta and Seriff ͑1979͒; ͑3͒ the exact numerical solution ͑dots͒ in the full-Biot context by Dutta and Odé ͑1979a͒; and ͑4͒ the generalized analytic quasi-static calculations ͑dashed curve͒ of Johnson ͑2001͒. The low-and high-frequency limiting moduli, Biot-Gassmann-Wood modulus K BGW and Biot-GassmannHill modulus K BGH , respectively, are given by dashed-dotted lines.
As long as the frequency is low enough, the exact analytic and numerical full-frequency solutions are identical. The computation of the effective bulk modulus of the representative volume makes sense only if the frequency is low enough so that the wavelengths of the fast compressional and shear waves are large compared to the dimensions of the pockets and their mutual distance ͑Johnson, 2001͒. This means that the mesoscopic condition r should hold where r ϳ c S / b, in which c S is the speed of the shear wave in the region of the liquid. When the wavelength of the shear wave becomes of the same order as the patch size b, resonance occurs in the full-frequency solution. The frequency at which the medium becomes extremely compliant is r / 2 ‫ס‬ 1.4 kHz. On increasing the frequency, the medium oscillates out-of-phase with respect to the applied pressure p e ͑antiresonance͒, and fluctuating values of the bulk modulus occur in the full-frequency solution.
Resonances and antiresonances occur in coupled systems when one ͑or more͒ of the systems is finite in size ͑Morse and Ingard, 1968͒. At the antiresonance frequency, no incident energy of the external ͑macroscopic͒ wavefield is radiated from the medium, so that the medium behaves as though it were rigid and very high values of the bulk modulus are reached. Similar resonance phenomena ͑scat-tering͒ are seen for the full-frequency solutions in analogous problems ͑e.g., Shapiro and Müller, 1999; Jocker et al., 2004; and Vogelaar and Smeulders, 2007͒. The analytic structure of K͑͒ allows investigation of the real and imaginary parts or the absolute value and phase. Both approaches exhibit their own distinct characteristic transition frequency, which , we obtain c / 2 ‫ס‬ 5 Hz. At this transition frequency, the Biot slow wave diffusion length equals the characteristic length of the inhomogeneity ͑Gurevich and Lopatnikov, 1995͒. This equation indicates that the mesoscopic loss mechanism moves toward lower frequencies with increasing viscosity and decreasing permeability. This behavior is opposed to the Biot ͑1956a, 1956b͒ relaxation mechanism ͑global flow͒. Note that the peak frequency in the Johnson model is identical to our exact frequency value, whereas the one in the White model is at lower frequencies. The difference depends on the rock and fluid properties and increases with the increasing gas fraction.
Johnson ͑2001͒ and Pride et al. ͑2004͒ connect the high-and lowfrequency asymptotes of their functions by a simple frequency function. The exact expression of K͑͒ allows one to define the exact transition frequency ͑where Im͕K͖ is maximum or Re͕K͖ has its inflection point͒ by setting
Another choice is where the phase value of K is maximum or where the absolute value of K has its inflection point. Due to the complex nature of the spherical Bessel functions, it is not straightforward to retrieve a simple exact expression for c . We do note, however, that for a wide range of rock and fluid properties and fractional volumes,
2 gives a good approximation of the frequency where the imaginary part of K is maximum. Similar relations are, e.g., given by Pride et al. ͑2002͒ and Carcione et al. ͑2003͒. The exact transition frequency provides the exact maximum level of attenuation. For a reservoir rock with alternating gas and water saturation, Quintal et al. ͑2009͒ recently found that the maximum level of attenuation can be approximated by only five parameters ͑K m , K s , , K fb , and ͒.
VELOCITY AND ATTENUATION EXAMPLES
To illustrate the usefulness of our exact expression, we show the accuracy of velocity and attenuation predicted by the other three patchy models ͑corrected White, full Dutta-Odé, and generalized Johnson͒. We use the constituent properties of Table 1 with b ‫ס‬ 0.1 m. In Figure 3 , the gas fraction is 0.1, and in Figure 4 the gas fraction is 0.5. Figure 3a shows the introduced error in P-wave velocity as a function of frequency. The absolute error is the difference between our exact velocity and the velocity calculated by each model. For a gas fraction of 10%, the underestimation in the velocity is 20 m / s at 100 Hz for the corrected White model and 15 m / s for the Johnson model. At lower frequencies, both models overestimate the velocity ͑e.g., 10 m / s at 20 Hz for the White model͒. The full-frequency Dutta-Odé model is identical to our quasi-static result below 100 Hz. Figure 3b shows the introduced error in the P-wave attenuation. Here, the error is relative; i.e., it is the difference between the exact and approximate attenuation relative to the exact attenuation value. The most striking result of present analysis is that, despite the staticvelocity corrections by Dutta and Seriff ͑1979͒, the White model does not yield the correct low-frequency value for the attenuation. For a gas fraction of 0.1, the attenuation is overestimated by about 3% for low frequencies ͑Ͻ10 Hz͒. For higher frequencies, the relative error in attenuation ranges from Ϫ7% at 60 Hz to ϩ12% at 4 kHz for the White model. For the generalized Johnson model, the introduced errors in attenuation are between Ϫ4% at 40 Hz and ϩ8% at 250 Hz.
The errors in velocity and attenuation from the White and generalized Johnson solutions depend on the gas fraction. In Figure 4a , the gas fraction is 0.5, and the maximum error in velocity is Ϫ18 m/s for the White model and ϩ11 m/s for the generalized Johnson model. The Dutta-Odé model is accurate below 100 Hz. The attenuation predicted by the White model, Figure 4b , is almost 20% too high at low frequencies ͑Ͻ100 Hz͒.
For very low or very high gas fractions, the calculations show that the error in predicted velocity by the White and the generalized 
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Johnson models is less than 4 m / s. However, for, say, s a ‫ס‬ 0.001, the attenuation predicted by the White model is 20% too high at 5 kHz and 15% too low at 700 Hz for the generalized Johnson model. For s a ‫ס‬ 0.9, the predicted attenuation is more than 40% too high for the White model below 1 kHz ͑i.e., in the entire seismic range͒ and more than 15% too high for the generalized Johnson model from 30 to 1000 Hz. Indeed, for high gas fractions ͑s a Ͼ 0.52͒, the gasfilled spheres in the cubical lattice interact, and we might consider water-filled spheres surrounded by gas. The White calculations then predict the attenuation also to be more than 40% too high below 100 Hz. White ͑1975͒ also considers the case in which the central sphere is saturated with a very compressible gas. For K fa → 0, equation 29 becomes
i.e., independent of the physical properties of the gas. Then the static limit for the velocity is again identical to White's static limit, and K BGW goes to K m . The error in White's low-frequency attenuation, however, remains and is, in fact, exactly the same as before. In the formulation of White ͑1975͒, the effective bulk modulus in this specific case still depends on the properties of the gas through his noflow modulus. It is our belief that there is no need to alter the White model because we present here the exact solution to patchy saturation.
Finally, we stress that different patch shapes and distributions in space might show a very different dependency of the bulk modulus, velocity, and attenuation on frequency. The relaxation frequency decreases from regular ͑periodic͒ to irregular ͑e.g., fractal, random͒ patch distributions ͑Müller et al., 2008, and references therein͒, whereas the relaxation frequency increases from simple ͑e.g., spherical͒ to complex ͑e.g., fractal͒ patch shapes ͑Picotti et al., 2010, and references therein͒. In either case, the peak attenuation decreases and the crossover region from the low to the high frequency asymptote becomes broader. Figure 4 . Deviation in the effective P-wave acoustic bulk properties of patchy saturation models for a gas fraction of 50%. ͑a͒ Error in phase velocity. ͑b͒ Error in attenuation. Legend is as in Figure 2 .
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Because we consider only spherical concentric patches in a regular periodic distribution, our simplified model probably is not the best for questions related to the interpretation of patchy-saturated rocks in general. In this respect, the generalized Johnson function might be a better candidate, but for spherical patches our analytic results facilitate rapid comparison with other existing models.
CONCLUSIONS
We derived an exact analytic expression of the effective bulk modulus for partially saturated media with spherical gas patches. Patchy theories apply to a porous medium fully saturated by a fluid that contains gas pockets larger than the typical pore size. The derivation is based on the quasi-static Biot equations of poroelasticity applied to open-pore boundary conditions.
Our exact analytic solution is identical to the numerical solution as long as the frequency is low enough so that the wavelength of the fast compressional and shear waves are large compared to the dimensions of the pockets and their mutual distance. Unlike the numerical solution, the quasi-static analytic solution does not result in a loss of accuracy from the inversion of ill-conditioned equations for certain input or from the subtraction of large arguments in the spherical Bessel and Neumann functions. Our expression provides the extreme cases of complete liquid or complete gas saturation, as well as the case in which the compressibility of the gas can be neglected. In addition, the expressions for the static and no-flow frequency limit are deduced directly from the quasi-static expression of the effective bulk modulus.
The analytic expression is particularly convenient for computations because it is concise and exact. Such computations allow calculations of the dispersion of the P-wave phase velocity and the level of intrinsic attenuation, and wave-induced fluid flow at the gas-water contact area ͑relative fluid to solid displacement͒. We found that the phase velocity and attenuation calculated from the generalized analytic expression of the Johnson model differ as much as 15% from the exact Johnson numerical solution at seismic frequencies. The errors in the White model are as high as 20% in the seismic range, and despite the static-velocity corrections, the model does not yield the correct low-frequency level for the P-wave attenuation.
Finally, our analytic expression allows one to find the exact value of the transition frequency at which mesoscopic loss ͑pressure equilibration of the pore fluids through diffusion͒ is maximum. Because the production and injection phases of a hydrocarbon reservoir perturb the fluid fractions, knowledge of the exact transition frequency and level of attenuation is of particular interest for such seismic applications as reservoir characterization and time-lapse modeling in tracking fluid movements.
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APPENDIX A STATIC LIMIT
The zero values of g and h are real-valued. Substituting this result in equation 1, we have that
͑A-4͒
We used
͑A-5͒
Following Johnson ͑2001͒, the zero-frequency modulus is called the Biot-Gassmann-Wood modulus K BGW .
A more accessible form of the modulus K BGW is found if we use the expression for the Biot-Gassmann modulus:
͑A-6͒
where the fluid modulus K f is replaced in this case by the harmonic average K W of the two fluid moduli in regions a and b ͑Wood's formula͒:
͑A-7͒
This was discussed earlier by Dutta and Odé ͑1979b͒ and Norris ͑1993͒ explicitly for layered and spherical patches. Johnson ͑2001͒ states that equation A-6 is an exact result, independent of the spatial distribution of the fluids. Using the input of Table 1 with s a ‫ס‬ 0.1, K BGW is equal to 2.64 GPa. It is the lower bound of the effective bulk modulus in Figure 2 and is well approximated by K m in this case.
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The static limit of the bulk modulus can also be derived from the static limit of the Biot ͑1956a, 1956b͒ theory. The Biot equations of motion then reduce to ͑Dutta and Odé, 1979b͒
͑A-9͒
Note that we work here with relative displacement w ‫ס‬ ͑U ‫מ‬ u͒. 
͑A-15͒
We note that the pressure is no longer a function of r as a result of the displacement functions u and w specified in equations A-10 and A-11. Again, Q, R, and K BG are elastic constants, and A, B, F, and G are unknown variables in both regions. A finite solution at r ‫ס‬ 0 implies B a ‫ס‬ 0 and G a ‫ס‬ 0. The remaining six unknowns are determined by using the boundary conditions 13-18. 
͑A-28͒
Using s a ‫ם‬ s b ‫ס‬ 1, this can be rewritten easily as equation A-4. Equation A-21 means that in the zero-frequency limit, the total stress is constant throughout both regions and equal to the applied
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