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Abstract. We develop a spectral-element methodology (SEM) for simulating dynamic
rupture on rate and state faults and use it to study how the rupture is affected by a shal-
low fault region of steady-state velocity-strengthening friction. Our comparison of the
developed SEM and a spectral boundary-integral method (BIM) for an anti-plane (two-
dimensional) test problem shows that the two methods produce virtually identical so-
lutions for the finest resolution we use and that the convergence with grid reduction of
the developed SEM methodology is comparable to that of BIM. We also use the test prob-
lem to compare numerical resolution required for different state evolution laws and for
linear slip-weakening friction. Using our three-dimensional implementation of the method-
ology, we find that a shallow velocity-strengthening fault region can significantly alter
dynamic rupture and ground motion. The velocity-strengthening region suppresses su-
pershear propagation at the free surface occurring in the absence of such region, which
could explain the lack of universally observed supershear rupture near the free surface.
In addition, the velocity-strengthening region promotes faster fall-off of slip velocity be-
hind the rupture front and decreases final slip throughout the entire fault, causing a smaller
average stress drop. The slip decrease is largest in the shallow parts of the fault, result-
ing in the depth profile of slip qualitatively consistent with observations of shallow co-
seismic slip deficit. The shallow velocity-strengthening region also reduces the amplifi-
cation of strong ground motion due to a low-velocity bulk structure.
1. Introduction
Understanding complex and realistic scenarios of seis-
mic and aseismic slip demands accurate and efficient nu-
merical models that incorporate appropriate fault consti-
tutive laws. Rate- and state-dependent friction laws have
been widely used to simulate and explain various earth-
quake phenomena including earthquake nucleation, post-
seismic slip, foreshocks, aftershocks, and aseismic transients
[e.g., Marone et al., 1991; Dieterich, 1994; Ben-Zion and
Rice, 1997; Marone, 1998; Lapusta and Rice, 2003; Liu and
Rice, 2005; Kaneko and Lapusta, 2007; Dieterich, 2007, and
references therein]. A common approach to model slip on
a rate-and-state (RS) fault is to employ boundary-integral
methods (BIM). In BIM, field quantities are considered only
at the boundary of a domain, and integral expressions are
used to account for elastic interactions with the surround-
ing media. In the framework of BIM, nucleation, rupture
propagation, and arrest of earthquakes have been success-
fully modeled [e.g., Ben-Zion and Rice, 1997; Lapusta et al.,
2000]. However, these studies have been mostly restricted
to planar faults embedded into a uniform elastic space. At
the same time, observations show complicated crustal struc-
tures such as variable bulk properties, fault damage zones,
and non-planar fault geometries. It is important to include
those factors into earthquake models, combining them with
laboratory-derived constitutive fault relations such as RS
friction.
Finite-element methods (FEM), and in particular,
spectral-element methods (SEM), can incorporate variable
bulk properties and more complex fault geometries. They
have been used to simulate a single earthquake scenario,
mostly with linear slip-weakening (LSW) friction [e.g.,
Oglesby et al., 1998; Aagaard , 2001; Ampuero, 2002; Festa
and Vilotte, 2006; Madariaga et al., 2006]. The application
of SEM to wave propagation problems is well developed [Ko-
matitsch and Vilotte, 1998; Komatitsch and Tromp, 1999]
and has been recently reviewed by Komatitsch et al. [2005]
and Chaljub et al. [2007]. SEM have been shown to combine
the flexibility of FEM with high numerical accuracy due to
the use of higher-order Lagrange interpolants for function
representation [Komatitsch and Vilotte, 1998; Komatitsch
and Tromp, 1999]. Furthermore, the SEM with a diago-
nal mass matrix reduce computational costs associated with
solving a large linear system and result in relatively sim-
ple parallel implementation. The method is well suited to
describe surfaces of displacement discontinuity with mixed
traction-displacement interface conditions (e.g. faults) by
the split-node technique, as in FEM [Oglesby et al., 1998;
Aagaard , 2001] and some finite difference methods [An-
drews, 1999; Day et al., 2005]. Fault surfaces with the split-
node technique have been implemented in 2D [Ampuero,
2002; Vilotte et al., 2006], and the resulting methods have
1
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been successfully applied to wave propagation across com-
pliant faults [Haney et al., 2007] and to earthquake source
dynamics [Festa and Vilotte, 2005; Madariaga et al., 2006].
In Section 2, we present our implementation of a RS fault
in an existing spectral-element framework. The 3D SEM we
use was originally developed for wave propagation by Ko-
matitsch and Tromp [1999], and our work is an extension
of the study by Ampuero (manuscript in preparation) that
incorporated a LSW fault boundary into that SEM frame-
work. We have extended the formulation to RS faults. To
validate the developed SEM approach, we have conducted
detailed comparison of SEM and BIM simulation results ob-
tained for an anti-plane problem (Section 3). Incorporating
RS faults in SEM formulation requires a semi-implicit nu-
merical scheme which makes the implementation more chal-
lenging than that for LSW friction.
Using the developed formulation, we have investigated
the effect of velocity-strengthening fault friction in the shal-
low portion of a fault on dynamic rupture scenarios (Sec-
tion 4). Accumulating evidence supports the presence of
velocity-strengthening friction at shallow depths. In labora-
tory experiments, rock friction at low normal stress typically
exhibits velocity-strengthening behavior due to unconsoli-
dated fault gouge [e.g., Marone et al., 1991; Marone, 1998].
Theoretical studies have shown that velocity-strengthening
friction responds to loading with stable sliding and does
not allow for spontaneous nucleation of frictional instabil-
ities [Ruina, 1983; Rice and Ruina, 1983]. Hence, stud-
ies of interseismic shallow creep [e.g., Lyons et al., 2002],
shallow afterslip of large earthquakes [e.g., Marone et al.,
1991; Marone, 1998], and the deficit of seismicity at shallow
depths [e.g., Shearer et al., 2005] provide indirect observa-
tional evidence for a velocity-strengthening fault rheology at
shallow depths. It is important to understand how velocity-
strengthening friction at shallow depths affects earthquake
rupture dynamics and, consequentially, ground motion and
seismic hazard assessment in the vicinity of active faults.
Furthermore, the shallow velocity-strengthening region may
also be relevant for tsunami earthquakes in subduction zones
as it may slow down the up-dip propagation of rupture,
boost the low-frequency content, and promote tsunami gen-
eration [Polet and Kanamori , 2000; Seno, 2002].
In addition, a typical Earth bulk structure has strong
variation of elastic parameters with depth. The reduction
of elastic moduli near the free surface results in ground-
motion amplification, and thus has important consequences
in seismic hazard [e.g., Olsen, 2000]. Such bulk variations
cannot be accommodated with existing BIM formulations,
while SEM can incorporate them with ease. We have sim-
ulated dynamic rupture scenarios on a fault embedded in a
layered bulk structure and studied how the peak ground mo-
tion at on- and off-fault sites is affected by the bulk structure
combined with different fault rheologies (Section 5).
2. Implementation of a rate-and-state (RS)
fault in SEM
2.1. Discretized elastodynamic relations
In SEM, the geometry of the mesh elements is represented
by the product of low-degree Lagrange polynomials like in
the classical FEM, while the function field is represented by
the product of high-degree Lagrange polynomials defined on
the Gauss-Lobatto-Legendre (GLL) points. The choice of
coincident nodes for interpolation and quadrature results in
a diagonal mass matrix of the discretized domain, reducing
the computational costs associated with solving a large lin-
ear system and making its parallel implementation relatively
simple.
The weak form of the equations of motion leads to a con-
cise form of the matrix equation:
Mu¨ = −Ku + Bτ , (1)
n+
n-
τ+
τ-
Γ-
Γ+
Figure 1. The fault divided into two non-overlapping
surfaces Γ±.
where M and K are the mass and stiffness matrix respec-
tively, given by Komatitsch et al. [2005] (equation (57) and
(59)), the fault-boundary matrix B is described in Appendix
A, τ = T − τ o is the relative traction vector on the fault,
T is the total traction, and τ o is the traction on the fault
that corresponds to the reference zero-displacement state.
Vectors u, u˙, and u¨ collect all the nodal values of displace-
ments, particle velocities, and accelerations, respectively, of
all the computational nodes of the bulk mesh.
Our time discretization scheme is based upon the explicit
Newmark scheme with the mid-point rule:
un+1 = un + ∆tu˙n +
∆t2
2
u¨n (2)
Mu¨n+1 = −Kun+1 + Bτn+1 (3)
u˙n+1 = u˙n + ∆t
u¨n + u¨n+1
2
, (4)
where the subscripts “n” and “n + 1” refer to the number
of the time step. Given all the quantities at the n-th time
step, we would like to obtain the quantities at the (n+1)-th
time step. The non-trivial advance is to obtain τ n+1 in (3)
on the fault simultaneously with fault constitutive relations.
Combining (3) and (4), one obtains
u˙n+1 = u˙
free
n+1 +
∆t
2
M
−1
Bτ n+1 , (5)
where
u˙
free
n+1 = u˙n +
∆t
2
`
u¨n −M−1Kun+1
´
(6)
is the “free velocity” that would prevail if the traction on the
fault suddenly vanished, creating free-boundary conditions.
We now write relation (5) for the fault nodes with the ±
signs indicating the values of field variables on the two sides
of the fault (Figure 1):
u˙
±
n+1 = u˙
free±
n+1 +
∆t
2
M
−1
± B±τ
±
n+1 . (7)
Subtracting the minus side from the plus side, and using the
sign convention τ = −τ+ = τ−, where τ± are defined with
respect to the outward normal from the fault boundary Γ±
(Figure 1), we obtain
δ˙n+1 = δ˙
free
n+1 − Z−1τ n+1 , (8)
where vectors δ, δ˙, and δ¨ refer to the slip, slip velocity,
and slip acceleration, defined as the difference between val-
ues of displacement, velocity, and acceleration, respectively,
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of corresponding split nodes across the fault plane (e.g.,
δ = u+ − u−), and Z is the fault impedance matrix given
by
Z
−1 ≡ ∆t
2
`
M
−1
+ B+ + M
−1
− B−
´
. (9)
Note that for cases we consider in this study, the fault-
normal component of traction T remains unchanged, and
hence the fault-normal components of τ and δ˙ are zero.
The matrices M and Z−1 are diagonal, and B+ = B− for
conformal meshes. Solving (8) for τ n+1 gives
τn+1 = Z δ˙
free
n+1 − Z δ˙n+1 . (10)
The expression (10) is a local relation which can be solved
node by node on the fault. It is convenient to rewrite (10)
in terms of total traction, T = τ + τ o:
Tn+1 = τ o + Z δ˙
free
n+1 − Z δ˙n+1
≡ T˜n+1 −Z δ˙n+1 , (11)
where T˜ is the “stick traction” that would prevail if there
were a sudden slip arrest.
2.2. Rate and state (RS) friction laws
Rate- and state-dependent friction laws were developed
to incorporate observations of rock friction experiments
at relatively low sliding rates of 10−8 to 10−3 m/s [Di-
eterich, 1978, 1979; Ruina, 1983; Blanpied et al., 1995, 1998;
Marone, 1998]. In the situations with constant effective nor-
mal stress σ¯, the shear strength T is often expressed as
T = ψ(δ˙, θ)
= σ¯
»
f0 + a ln
„
δ˙
δ˙0
«
+ b ln
„
δ˙0θ
L
«–
, (12)
where a > 0 and b are RS constitutive parameters with
magnitudes of the order of 0.01, δ˙ is the magnitude of slip
velocity, f0 is a reference friction coefficient corresponding
to a reference slip velocity δ˙0, θ is a state variable which is
typically interpreted as the average age of the population of
contacts between two surfaces, and L is the characteristic
slip for state evolution [Dieterich, 1978, 1979; Rice and Ru-
ina, 1983; Ruina, 1983; Dieterich and Kilgore, 1994]. Two
types of state-variable evolution laws are commonly used in
modeling:
dθ
dt
= 1− δ˙θ
L
(aging law) , (13)
dθ
dt
= − δ˙θ
L
ln
„
δ˙θ
L
«
(slip law) . (14)
The parameter combination (a − b) < 0 corresponds to
steady-state velocity-weakening friction and can lead to un-
stable slip, whereas (a− b) > 0 corresponds to steady-state
velocity-strengthening and leads to stable sliding [Rice and
Ruina, 1983; Ruina, 1983]. Throughout this article, we omit
the words “steady-state” and simply refer to velocity weak-
ening/strengthening.
In expression (12), shear frictional strength T is unde-
fined for slip velocities δ˙ = 0, which is unphysical. To reg-
ularize (12) near δ˙ = 0, we follow the approach of Rice and
Ben-Zion [1996], Ben-Zion and Rice [1997], and Lapusta
et al. [2000] in using a thermally activated creep model of
the direct effect term a ln
“
δ˙/δ˙0
”
to obtain
T = ψ(δ˙, θ)
= aσ¯ arcsinh
»
δ˙
2δ˙0
exp
„
f0 + b ln(δ˙0θ/L)
a
«–
. (15)
This regularization is used in our simulations. It produces
a negligible change from (12) in the range of slip velocities
explored by laboratory experiments; the difference in δ˙ at
δ˙ ∼ δ˙0 is of the order of exp(−2f0/a) or less, and the typical
value of f0/a in this study is 40.
2.3. Updating scheme: advancing one evolution time
step
We have developed an updating scheme, based upon the
explicit Newmark method described in Section 2.1, appro-
priate for the RS fault boundary condition. Here, we discuss
how values of field variables are updated over one evolution
time step. Suppose that the discretized values of particle
displacement u, particle velocity u˙, and particle accelera-
tion field u¨ are known at the n-th time step. To find the
values of the field variables at the (n + 1)-th time step, we
perform the following steps.
1. Update the values of displacements, based on the
known values at the n-th time step:
un+1 = un + ∆t u˙n +
1
2
(∆t)2 u¨n . (16)
2. Perform the partial update of the particle velocity field
in (4) by computing
u˙
∗
n+1 = u˙n +
1
2
∆t u¨n . (17)
3. Compute the “stick” traction in (1):
u˙
free
n+1 = u˙
∗
n+1 − ∆t
2
(M−1Kun+1)
T˜n+1 = τ o + Z δ˙
free
n+1 , (18)
where δ˙
free
n+1 = u˙
free+
n+1 − u˙free−n+1 .
4. Determine the first prediction of the state variable,
θ∗n+1. By integrating the evolution law (13) or (14) with the
constant magnitude δ˙n of slip velocity δ˙n = u
+
n −u−n during
the time step, we obtain
θ∗n+1 = θn exp
„
− δ˙n∆t
L
«
+
L
δ˙n
„
1 − exp
„
− δ˙n∆t
L
««
(19)
for the aging law, and
θ∗n+1 =
L
δ˙n
„
δ˙nθn
L
«exp “−δ˙n∆t/L
”
. (20)
for the slip law. This approach for updating the state vari-
able is different from the one in Lapusta et al. [2000]. We
compare the state-variable updating schemes in Section 3.
5. Find the first prediction of slip velocity, δ˙
∗
n+1, by
equating the magnitude of shear stress in (1) and strength
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Figure 2. A cartoon illustrating the antiplane test problem for 2D SEM (left) and 2D BIM (right). By
symmetry consideration, the medium across the fault boundary in both models has equal and opposite
motion.
in (15). The direction of shear traction vector Tn+1 and
slip velocity vector δ˙n+1 have to coincide. From (1), the
stick traction T˜n+1 has the same direction because the fault
impedance matrix Z is isotropic (Appendix A). By pro-
jecting (1) onto that direction and equating the shear stress
magnitude with frictional strength, we obtain the following
relation:
T ∗n+1 = T˜n+1 − Zxδ˙∗n+1 = ψ(δ˙∗n+1, θ∗n+1) , (21)
where T and T˜ denote the magnitudes of T and T˜, respec-
tively. We find δ˙∗n+1 using Newton-Raphson search with δ˙n
as the first guess. Once δ˙∗n+1 are obtained, the traction T
∗
n+1
can be readily found.
6. Calculate the final prediction of state variable, θ∗∗n+1,
at the (n+ 1)-th time step by replacing δ˙n in equation (19)
or (20) with
“
δ˙n + δ˙
∗
n+1
”
/2.
7. Find the final predictions δ˙∗∗n+1 and T
∗∗
n+1 by repeating
step 5 with θ∗∗n+1 instead of θ
∗
n+1.
8. Declare the value of Tn+1 to be equal to the predictions
with the superscript double asterisks. Using the directional
cosines constructed from the components of T˜n+1, we obtain
the components of Tn+1 and relative traction τ n+1.
9. Solve for acceleration of the entire medium:
u¨n+1 = M
−1[−Kun+1 + B τn+1] . (22)
10. Complete the update of u˙n+1 by adding the term con-
taining u¨n+1:
u˙n+1 = u˙
∗
n+1 +
1
2
∆t u¨n+1 . (23)
This scheme includes two iterations for the update of the
state variable. Its accuracy, for a given space grid, is compa-
rable to that of BIM, as discussed in Section 3. Note that if
the second iteration in the state-variable update is omitted,
the accuracy significantly decreases in comparison to BIM
which also includes two iterations for the update of the state
variable.
3. Comparison of numerical results obtained
with 2D SEM and 2D BIM
3.1. 2D anti-plane problem
To assess the accuracy of numerical results based on the
developed SEM approach, we have conducted detailed com-
parison of simulation results obtained using SEM and BIM.
For simplicity and efficiency, we set up an anti-plane (2D)
test problem. The BIM model used for comparison is based
on the BIM spectral formulation of Lapusta et al. [2000].
Figure 2 illustrates the geometry of the anti-plane SEM and
BIM models. In SEM, a 15 km by 45 km rectangular do-
main is used, with four boundaries. The SEM model do-
main is large enough to avoid any wave reflections from the
boundaries during the simulated time. The domain is repli-
cated using periodic boundary conditions on both sides of
the domain (Figure 2). The fault boundary obeys rate-and-
state (RS) friction with the aging law of state variable evo-
lution. By symmetry consideration, the medium across the
fault boundary has equal and opposite motion. In the analo-
gous BIM model, wave propagation is analytically accounted
for by boundary-integral expressions. The fault in the BIM
model is repeated periodically, as in the SEM model.
The parameters used in the simulations are listed in Ta-
ble 1, and the distribution of initial shear stress on the fault
is shown in Figure 3. We make our test problem similar
to the SCEC code validation of dynamic rupture [Harris
et al., 2004] and the study of Day et al. [2005] in terms of
bulk properties and cohesive-zone properties, but we use RS
friction and consider a 2D scenario.
All comparisons between SEM and BIM solutions are
given in terms of slip velocity at an on-fault receiver, 9.0
km away from the middle of the fault, indicated in Figure 2.
We design our SEM and BIM meshes in such a way that no
spatial interpolation is necessary to compare slip velocities
at that location. To achieve this, we use integer number of
spectral elements within the nucleation region (3 km wide)
so that there exists a GLL node exactly at the 9.0-km lo-
cation when the polynomial degree is an even number. We
select the polynomial degree to be 4 in SEM throughout the
comparison.
Table 1. Friction-related parameters used in 2D and 3D sim-
ulations. In 2D, the values within the rupture domain (Fig-
ure 3) are given. In 3D, the values in the region of constant
(a − b) in the velocity-weakening area (Figure 7) are given.
Parameter Symbol Value in 2D Value in 3D
reference slip velocity δ˙0 10−6 m/s 10−6 m/s
reference friction coefficient f0 0.6 0.6
characteristic slip distance L 0.037 m 0.030 m
effective normal stress σ¯ 120 MPa 120 MPa
initial state variable θin 92.7 s 7650 s
constitutive parameter a a 0.0125 0.0070
constitutive parameter b b 0.0172 0.0122
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Figure 3. On-fault initial stress distribution similar to
that of the SCEC code validation (top) and the resulting
effective slip dependence of friction (bottom). With the
parameters listed in Table 1, the resulting effective slip
dependence of the RS interface (solid line) at the com-
parison location matches very closely the LSW friction
in the SCEC validation problem (dashed line). The open
circle corresponds to the coefficient of friction associated
with the initial strength of the comparison location.
Within the nucleation patch in the center of the fault, the
slip velocity increases abruptly due to the difference between
the initial shear stress imposed and initial shear strength
given by the RS friction. (Note that the initial bulk particle
velocity is uniform and equal to half of the value of on-
fault initial slip velocity outside the nucleation patch.) The
resulting dynamic rupture propagates bilaterally from the
nucleation patch. On the RS fault, values of the frictional
strength are not known in advance as they depend on the
current values of slip velocity and state variable. The values
of RS parameters (Table 1) result in effective slip weaken-
ing similar to the LSW friction of the SCEC code validation
[Harris et al., 2004] at the comparison location (Figure 3).
3.2. Convergence of SEM and BIM solutions with
grid reduction
For the highest-resolution runs (with the average node
spacing of 0.0093 km in SEM and 0.0074 km in BIM), slip
velocities at the comparison location are virtually identical
(Figure 4A). Hence, SEM and BIM give virtually indistin-
guishable solutions for very small node-spacing. Note that
the slip velocity has a pulse-like shape due to a stopping
phase arriving at the comparison location from the rupture
arrest at x = 10 km.
To quantify differences between SEM and BIM solutions,
we use a quantity analogous to rupture arrival time. For
problems with spontaneous dynamic rupture, rupture arrival
time has been shown to be a sensitive indicator of numerical
precision that reflects the nonlinearity of the problem [Day
et al., 2005]. In the SCEC code validation [Harris et al.,
2004] and the study of Day et al. [2005], rupture arrival
time is defined as the time when slip velocity first exceeds 1
mm/s. In our comparison, we use the arrival time of a peak
slip velocity (PSV), which is an analogous quantity. This
definition is more convenient for RS faults as it does not
require choosing a particular value of slip-velocity threshold
and can be used in a wider context, for example, for compar-
ing rupture arrival times in velocity-strengthening regions,
which may not reach 1 mm/s.
Day et al. [2005] used root-mean-square difference of rup-
ture arrival times over the entire rupture domain as their
measure of error and found that the numerical accuracy de-
pends critically on the ratio Nc = Λ/∆x, the number of fault
node points, with average spacing ∆x, within the cohesive
(or slip-weakening) zone Λ. We also find, by comparing sim-
ulations with different spatial and temporal resolution, that
locations of the highest error correspond to the regions far
from the nucleation patch, because the cohesive-zone size
gradually shrinks as rupture accelerates along a homoge-
neously pre-stressed fault. Hence, the values of error would
be largest for the regions far from the nucleation, and we
choose the rupture arrival time at a particular point close to
the end of the ruptured region to conduct our comparisons.
The comparison of PSV arrival times for SEM and BIM is
summarized in Figure 4B. The quantity plotted is difference
of PSV arrival times relative to the highest-resolution sim-
ulation; the result is expressed as a percentage of the PSV
arrival time of the highest-resolution simulation. To deter-
mine PSV arrival times, we use interpolation by piecewise
cubic splines with time intervals much smaller than the time
step of the highest-resolution simulations. Open circles in
Figure 4B show PSV arrival time difference as a function of
average node spacing for SEM calculations, using the SEM
highest-resolution simulation as a reference. Open triangles
show PSV arrival time difference for BIM, using the BIM
highest-resolution simulation as a reference. The differences
of PSV arrival time approximately follow a power law in
the average node spacing, with the estimated exponents of
1.60 for SEM and 1.67 for BIM. Note that the convergence
exponent is similar for SEM and BIM. The cohesive zone
Λ at the comparison location is 0.16 km, and the numer-
ical accuracy depends on the cohesive-zone resolution Nc,
consistently with the study by Day et al. [2005].
The results show that the highest-resolution solutions,
convergence rates, and errors for both SEM and BIM are
nearly identical, validating our SEM implementation.
3.3. Evaluation of state variable updating schemes
The results in Section 3.2 are obtained using the state-
variable updating scheme (19). An alternative way of up-
dating the state variable is to use the following relations at
step 4 and 6 of the updating scheme (Section 2.3):
θ∗n+1 = θn + ∆tθ˙n
θ∗∗n+1 = θn +
∆t
2
(θ˙n + θ˙
∗
n+1) , (24)
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Figure 4. (A) Slip-velocity histories at the comparison
location marked in Figure 2. For the highest-resolution
simulations of SEM and BIM, the slip-velocity histories
in SEM and BIM are virtually identical. (B) Differences
in arrival time of peak slip velocity (PSV), relative to
the highest-resolution runs, shown as a function of av-
erage node spacing. Differences are normalized by the
PSV arrival time of the highest-resolution runs. Circles
are SEM solutions, relative to the highest-resolution run
of SEM, and triangles are BIM solutions, relative to the
highest-resolution run of BIM. The dashed line shows the
dependence of time step ∆t on average node spacing. ∆t
is set to be equal for both SEM and BIM. The top axis
gives the cohesive-zone resolution Nc at the comparison
location. (C) Errors of BIM and SEM solutions with the
alternative state-variable updating scheme (24). Com-
parison with panel B shows that, for discretizations above
10−1 km, the errors of both SEM and BIM solutions are
higher for this updating scheme.
where θ˙n is obtained from the state-variable evolution laws
(13) or (14) with δ˙ = δ˙n and θ = θn. This approach was
used in Lapusta et al. [2000]. Since θ∗n+1 in (24) is a first
order expansion of (19) and (20) with respect to ∆t for a
constant slip velocity, one would expect the state-variable
updating scheme (24) to be less accurate. We verify this
expectation by numerical simulations. Figure 4B,C clearly
shows that the errors are higher for the updating scheme
(24) for coarser discretizations (Nc . 1) of both SEM and
BIM, and the differences for these two updating schemes be-
come negligible for finer discretizations (Nc & 1). The error
difference for coarser discretizations may be important in 3D
simulations, which tend to require marginal discretizations
due to their demand on computational resources.
3.4. Comparison of simulations with linear slip-
weakening (LSW) and rate-and-state (RS) faults
LSW friction laws are widely used to simulate dynamic
rupture. Several dynamic rupture codes for LSW faults have
been compared in the SCEC code validation [Harris et al.,
2004]. LSW laws incorporate discontinuities in derivatives,
such as the abrupt change from weakening to a constant dy-
namic friction level. RS laws, on the contrary, are smooth.
Hence, it is reasonable to hypothesize that RS laws would
lead to simulations with better numerical accuracy than
LSW laws. Since the aging form of RS laws can match
the overall shape of LSW laws quite well, we can use our
simulations to test that conjecture. We use the same LSW
friction as in the SCEC code comparison, and the param-
eters of RS friction are chosen to match that LSW friction
during dynamic rupture (Figure 3).
Figure 5A shows that the two laws result in simulations
with comparable accuracy. However, there are important
differences. For the node spacing larger than 0.063 km, the
errors of solutions with LSW friction are 70 percent higher
on average than those with the aging law of RS friction.
Hence, as expected, RS friction results in smaller errors for
the same node spacing. Even though the computational
time for the same node spacing is larger for RS friction
than LSW friction, we can obtain the same accuracy using a
coarser node spacing in the calculations with RS friction, ac-
tually reducing the computational time in comparison with
LSW. For example, in the SEM model with the node spac-
ing of 0.083 km, the computational time is 54 percent longer
in the calculation with RS friction than with LSW friction.
However, switching from the node spacing of 0.083 km to
0.125 km results in 210 percent reduction in the computa-
tional time. Hence, the computational cost with respect to
a given accuracy of a solution is smaller in calculations with
RS friction than with LSW friction.
In addition, numerical oscillations, caused by discontinu-
ities of derivatives in LSW friction, increase numerical noise
and prevent further reduction of errors for finer discretiza-
tions. Such numerical oscillations are appreciably smaller in
the simulation with RS friction than with LSW friction, as
Figure 5B shows for the node spacing of 0.042 km. Note that
numerical damping in the form of Kelvin-Voigt viscosity is
often used to suppress numerical noise for the calculations
with LSW friction although such damping may result in ar-
tificial phases in synthetic waveforms [e.g., Day et al., 2005].
We conclude that, for the same computational time, the
aging form of RS law leads to more stable and accurate sim-
ulations than LSW law.
3.5. Simulations with the slip law of the state-
variable evolution
In addition to the aging law considered so far, other
formulations of the state-variable evolution have been pro-
posed, including the slip law, the composite law, and laws
with more than one state variable [Ruina, 1983; Rice and
Ruina, 1983; Gu et al., 1984; Kato and Tullis, 2001]. Several
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Figure 5. (A) Comparison of errors for the SEM solutions with LSW and RS friction. The errors for
LSW are consistently higher. (B) Slip-velocity histories at the comparison location for the simulations
with the average node spacing of 0.042 km. The simulation with LSW has much larger numerical oscil-
lations behind the rupture front. Note that the visible time difference between rupture arrivals for the
two cases arises because the two simulations are not identical in terms of the friction law, although they
are very similar in terms of slip-weakening behavior. The faster rupture arrival in the simulation with
RS friction indicates a larger average rupture speed and hence a more challenging calculation.
recent nucleation studies [Kato and Tullis, 2001; Rubin and
Ampuero, 2005; Ampuero and Rubin, 2007] found notable
differences between models with different state-variable evo-
lution laws. Which formulations most adequately represent
laboratory experiments is a question of active current re-
search [e.g., Bayart et al., 2006].
Figure 6A shows that the errors of SEM solutions with
the slip law are much higher than those with the aging law
for the same parameters. In comparison with the aging law,
the slip law requires much higher numerical resolution to
establish the same order of accuracy. This is because the ef-
fective slip-weakening rate (i.e. rate of stress decrease with
slip) is much more variable for the slip law, with the maxi-
mum effective slip-weakening rate larger in simulations with
the slip law than with the aging law for the same RS parame-
ters (Figure 6B) by a logarithmic factor of peak slip velocity
[Ampuero and Rubin, 2007]. In our test problem, when the
value of the characteristic slip L in the slip law is increased
seven times, the maximum effective slip-weakening rate be-
comes approximately equal for both laws in this particular
model, and the errors in simulations with the slip law (Fig-
ure 6A) become comparable to the errors in the simulations
with the aging law (Figure 4B). These results suggest that
errors are controlled by the resolution of maximum effective
slip-weakening rate. Note that this is consistent with the
notion that the resolution of cohesive zone controls errors
for calculations with LSW friction and the aging law of RS
friction. In LSW friction, effective slip-weakening rate at the
rupture front is constant, and the cohesive-zone size reflects
that rate. The aging law results in slip-dependent behavior
close to that of LSW friction (Figure 6B).
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Figure 7. A 3D model of a vertical strike-slip fault embedded into an elastic half space. Two cases
with different fault rheologies are considered, with and without shallow velocity-strengthening patch. At
the horizontal transitions from velocity-weakening to velocity-strengthening properties (x = −10 km and
x = 30 km), the value of a stays constant and the value of (a−b) abruptly changes from -0.0042 (velocity
weakening) to 0.0042 (velocity strengthening). The depth dependence of a and (a− b) within the region
−10 km < x < 30 km is shown in Figure 8.
4. Effect of velocity-strengthening fault
friction at shallow depths on dynamic
rupture
We use the SEM methodology for rate and state faults
developed in Section 2 and validated in Section 3 to investi-
gate the effect of different fault rheologies on dynamic rup-
ture in a 3D fault model. The fault is governed by the aging
form of RS friction, with relatively uniform pre-stress. We
consider two dynamic rupture scenarios on a vertical strike-
slip fault embedded into an elastic half-space: Case 1 with
velocity-weakening friction extending up to the free surface,
and Case 2 with a shallow 3-km velocity-strengthening re-
gion next to the free surface (Figure 7). Case 2 is motivated
by the inferred existence of a velocity-strengthening fault
rheology at shallow depths as described in Section 1. Ab-
sorbing conditions are used on all boundaries of the SEM
model except the free surface and the fault boundary, to
simulate a semi-infinite elastic half-space.
Figures 7 and 8 illustrate parameters and initial con-
ditions for the SEM model. The effective normal stress,
σ¯ = min[0.1 + 16.2z, 120] MPa, where z is in kilometers, in-
creases with depth due to the difference of overburden minus
hydrostatic pore pressure and becomes constant (120 MPa)
at depths larger than 7.4 km, due to the assumption that
fluid over-pressure prevents further increase of σ¯ with depth
[Rice, 1993; Ben-Zion and Rice, 1997]. The initial shear
stress and frictional shear strength are proportional to the
effective normal stress and equal to 0.583σ¯(z), except for the
nucleation patch where the initial shear stress is 16.6 percent
higher than the initial shear strength. Following the same
procedure as in the 2D comparison, we constrain parame-
ters a, b, and L of the velocity-weakening region (Table 1) by
matching the resulting slip dependence of the RS simulation
to the LSW friction used in the SCEC code validation at a
receiver location (x, z) = (15 km,−7.5 km) (Figure 7). The
constitutive parameters used in the 3D simulations yield an
estimate of nucleation size of 2.3 km in the anti-plane direc-
tion based on the study by Rubin and Ampuero [2005].
The results of the simulations in the two cases are shown
in Figures 9-12. Each simulation has an average node spac-
ing of 0.063 km and takes 2 hours with 100 processors on
Caltech supercomputer, CITerra. Figure 9 gives snapshots
of the strike-parallel component of slip velocity every 2 sec-
onds for Case 1 (top) and Case 2 (bottom). The rupture
initiates at the nucleation patch and then spontaneously
propagates until it encounters velocity-strengthening regions
at the 15-km depth and at lateral distances of −10, 20 km,
where slip gradually terminates.
4.1. Suppression of supershear rupture near the free
surface
Significant differences between two cases start to arise
when the rupture reaches the velocity-strengthening patch
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Figure 8. (A) Depth-variable distribution of the effective normal stress, initial horizontal shear traction,
and initial shear strength within the nucleation region (−1.5 km < x < 1.5 km). Outside the nucleation
patch, the initial horizontal shear traction is equal to the initial shear strength. (B) Depth-variable
distribution of the frictional parameters (a− b) and a within the region −10 km < x < 30 km.
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next to the free surface. In the absence of the shallow
velocity-strengthening patch (Case 1), the rupture front
next to the free surface propagates with a supershear speed
(Figure 9). This supershear rupture propagation near the
free surface has been observed in simulations with LSW
faults. The mechanisms of such supershear transition and
propagation at the free surface are discussed in Kaneko et
al. (manuscript in preparation).
In the presence of the shallow velocity-strengthening
patch (Case 2), the supershear rupture propagation near
the free surface is suppressed (Figure 9). This is consis-
tent with the fact that supershear rupture propagation near
the free surface has not been commonly reported in large
crustal earthquakes. Our results indicate that velocity-
strengthening friction at shallow depths may account for, or
at least contribute to, the lack of universal supershear rup-
ture near the free surface. Other factors might contribute
to suppression of supershear propagation at the free surface
such as a potential increase in breakdown work close to the
free surface due to more distributed shear at low normal
stresses or lower initial shear stress than assumed in this
work.
Figure 10 shows particle-velocity seismograms on the free
surface, 2.0 km away from the fault trace. We see that
the arrival phase in the waveforms (a solid black line) has
a speed higher than the shear wave speed (Vs). The dif-
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Figure 9. Snapshots of horizontal slip velocity (m/s) on the fault every 2 seconds for Case 1 (top) and
Case 2 (bottom). First two snapshots for Case 2 are similar to those for Case 1, and thus they are not
shown in the Figure. Slip velocity and slip at the location of an inverted triangle are plotted in Figure 12.
Note that only a part of the fault close to the velocity-weakening region is shown.
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at that receiver for Case 1 (red curve). The dashed lines correspond to apparent Vp and Vs arrivals. The
black solid line shows approximate timing of the phase that corresponds to the supershear rupture.
ferences in waveforms for two Cases are significant due the
combination of two effects in Case 1: high slip velocity on
the fault near the free surface and the supershear phase.
The differences indicate that it might be possible to infer
the existence of shallow velocity-strengthening patches from
seismic observations.
4.2. Smaller amount of slip throughout the fault
The shallow velocity-strengthening patch in Case 2 causes
an appreciable slip reduction over the entire fault (Fig-
ure 11). The existence of the shallow velocity-strengthening
patch suppresses the slip due to the combination of two
effects. The first one is that the healing phase created
at the shallow rheological transition gradually ceases the
slip at depth. The second effect is that the rupture re-
flected from the free surface in Case 1 induces further slip
at depths, whereas in Case 2, the effect of the reflected rup-
ture decreases due to the suppressed slip in the velocity-
strengthening patch at shallow depths. Thus, the total
amount of slip at depth is smaller in Case 2 than in Case 1
(i.e., 26 percent smaller at the receiver in Figure 11). The
difference in final slip between Case 1 and Case 2 is largest
next to the free surface. The resulting profile of slip with
depth (Figure 11) indicates shallow coseismic slip deficit,
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Figure 11. Final slip over the fault and depth profiles of slip and stress drop along the dashed lines for
Case 1 (top row) and Case 2 (bottom row). Slip in Case 2 is reduced throughout the fault.
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which is qualitatively consistent with observations [Fialko
et al., 2005]. Note that these two rupture scenarios yield
comparable moment magnitudes; Mw = 7.05 in Case 1 and
6.95 in Case 2.
The slip reduction corresponds to smaller stress drop.
The values of depth-averaged (from 0 km to 15 km) static
stress drop for Case 1 and 2 (Figure 11) are 3.7 MPa and 2.7
MPa, respectively. Note that stress drop within the shallow
velocity-strengthening patch is negative, that is, shear stress
increases after the earthquake. Another mechanism that can
contribute to negative stress drop at shallow depths is low
initial stress in low-rigidity shallow materials resulting from
uniform tectonic strain [Rybicki and Yamashita, 1998].
4.3. Faster decrease of slip velocity behind the
rupture front: implications for the rise time
One of the important source parameters provided by seis-
mic inversions is the rise time Ts (i.e., slip duration at a point
on the fault). Let us consider the rise time for Cases 1 and
2. Figure 12A shows the evolution of slip velocity at the
middle of the seismogenic depth (7.5 km depth) at the dis-
tance of 15 km from the center of the nucleation patch (the
inverted triangle in Figure 9). This representative profile
has a strong rupture front followed by gradually decreas-
ing weak “tail”, for both Cases 1 and 2. Such slip velocity
profile is commonly referred to as “crack-like”, as there is
no self-healing behind the rupture front. However, slip ve-
locity in the “tail” is rather small and slowly-varying com-
pared to the rupture front. The rise time that seismic in-
versions would determine for such rupture should depend
on the inversion method, the amount and quality of avail-
able seismic data, and other factors, and determining that
“seismic” estimate of the rise time is beyond the scope of
this study. To obtain some simple estimates, we consider
here slip durations with slip velocities larger than a given
cut-off value (Figure 12B). Note that the resulting slip du-
rations are systematically lower for Case 2 which contains
the shallow velocity-strengthening region.
We compare these slip durations with the study by
Heaton [1990] which demonstrated that the rise time Ts in
seismic inversions is significantly shorter than the time THs
required for rupture to receive the healing phase due to the
effective seismogenic width of faults:
Ts  THs ≡ 2
√
S
3Vr
, (25)
where THs is the rise time estimate from Day [1982] used in
Heaton [1990] for the fault aspect ratio < 2, Vr is the veloc-
ity of the rupture front, and S is the ruptured area. Using
the average rupture velocity around the receiver location in
Figure 9 (2.86 km/s) and the ruptured area up to the loca-
tion (25 km by 15 km), we obtain THs = 4.5 s. This value
is comparable to the slip duration in our simulations for the
cut-off velocity of 0.1 m/s. For larger cut-off velocities, the
estimated slip durations are shorter, especially for the case
with the shallow velocity-weakening region, being closer to
the range of rise times given by seismic inversion data in
Heaton [1990]. This is consistent with studies [e.g., Beroza
and Mikumo, 1996] that noted that fault heterogeneity can
produce local arrest phases and reduce the rise time. The
shallow velocity-strengthening region acts as such a hetero-
geneity, effectively reducing the width of the seismogenic
zone, as well as diminishing the effect of the free surface.
Note that a number of dynamic weakening mechanisms pro-
mote self-healing of ruptures and hence short rise times [e.g.,
Lu et al., 2007, and references therein]; the work of Heaton
[1990] advocated strongly rate-dependent friction that can
result from shear heating [e.g., Rice, 2006]. Our method-
ology can incorporate dynamic weakening mechanisms by
combining them with RS friction as briefly discussed in Sec-
tion 6.
5. Effect of velocity-strengthening friction
at shallow depths on ground-motion amplification
due to a layered bulk structure
In this section, we investigate how low-velocity bulk lay-
ers at shallow depths, in combination with different fault
rheologies, affect the ground motion. Figure 13A illus-
trates elastic parameters used for the layered bulk struc-
ture; two low-velocity layers above 5-km depth are added to
the homogeneous case used in Section 4. This layered bulk
model approximately corresponds to the 1D Parkfield ve-
locity structure used in the study by Custo´dio et al. [2005].
Uniform bulk attenuation is accommodated by the approach
of Komatitsch and Tromp [1999], with shear quality factor
Qµ = 40 and infinite bulk quality factor.
We consider four earthquake scenarios. They are combi-
nations of two different fault rheologies (velocity-weakening
up to the free surface vs. a shallow 3-km velocity-
strengthening patch) and two different bulk structures (ho-
mogeneous vs. layered). We make the seismic moment rate
and total moment approximately equal in the four cases to
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Figure 13. (A) A 3D model with the layered bulk structure. (B) Computed moment rate for four
different earthquake scenarios with: (1) homogeneous bulk structure without the shallow velocity-
strengthening patch; (2) homogeneous bulk structure with the shallow velocity-strengthening patch;
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p
u˙2x + u˙2y + u˙2z), at on-fault receivers (z = 0) shown in panel A. PGV is much smaller in the
cases with the shallow velocity-strengthening patch for both layered and non-layered bulk. (D) PGV
at off-fault receivers shown in panel A. The difference in PGV for the different fault rheologies remains
significant over off-fault distances comparable to the seismogenic width (∼15 km).
create similar source processes. As shown in Section 4, for
a given initial stress, the case with the shallow velocity-
strengthening patch results in smaller slip, and hence a
smaller value of seismic moment, than the case with no shal-
low velocity-strengthening patch. To obtain similar values of
seismic moment for the four scenarios considered here, we
use, for the cases with the shallow velocity-strengthening
patch, 1.8 percent larger initial shear stress than the one
used in Section 4. Figure 13B shows the computed moment
rate for the four earthquake scenarios. We see that the four
scenarios result in similar values of seismic moment rate;
the total moment differs by less than 5 percent. Note that
the seismic moment is relatively insensitive to the change
in a bulk structure because the slip gets amplified at places
where the shear modulus is relatively low.
The change in bulk properties as well as slip redistribu-
tion due to fault rheology substantially influence the peak
ground velocity (PGV). PGV at the on- and off-fault re-
ceivers is amplified in the layered bulk cases due to the
reduction in elastic moduli (Figure 13C,D). An interesting
feature is the smaller values of PGV, for a given bulk struc-
ture, for the cases with the shallow velocity-strengthening
patch, even as far as 10 km away from the fault. For exam-
ple, the PGV at the 10-km off-fault receiver is 27 percent
smaller for the case with the shallow velocity-strengthening
patch (blue line) than for the case with no shallow velocity-
strengthening patch (green line). The difference is large near
the fault trace and decreases with the distance away from
the fault. This result suggests that both bulk structure as
well as fault rheology are important parameters for the peak
ground motion.
Another interesting feature is the presence of high-
frequency surface waves whose energy is trapped within the
shallow low-velocity bulk layers (Figure 14). In the case
of the layered bulk structure without the shallow velocity-
strengthening fault rheology, high-frequency Rayleigh waves
(Figure 14A) form as a result of the large fault-perpendicular
particle velocities on the fault near the free surface (Fig-
ure 14B), which are, in turn, related to the large slip ve-
locities (e.g. fault-parallel velocities) near the free surface.
In the absence of attenuation or for weaker attenuation
(Qs & 80), the amplitude of the Rayleigh waves becomes
larger than the amplitude of body waves at the distance
of several kilometers from the fault trace and remains high
over a wide range of the off-fault distances. However, such
high-frequency Rayleigh waves have not yet been observed
in strong-motion records (Heaton, personal communica-
tion). One explanation for the absence of the high-frequency
Rayleigh waves is their scatter by more complex bulk struc-
ture than the idealized layered bulk assumed in our simu-
lations (Heaton, personal communication). We show that
a shallow velocity-strengthening fault region can provide
an alternative explanation, since high-frequency Rayleigh
waves do not form in the case with velocity-strengthening
fault friction at shallow depths (Figure 14), which suppresses
slip velocity near the free surface.
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Figure 14. (A) Fault-perpendicular particle velocity at
the off-fault receiver located 8 km away from the fault,
at the distance of 15 km from the nucleation point along
the strike. (B) Fault-perpendicular particle velocity at
the on-fault receiver with the same along-strike distance.
(C) Fault-perpendicular particle velocity at the off-fault
receiver in panel A in the case without attenuation. These
seismograms correspond to the cases with the layered
bulk structure. When there is no velocity-strengthening
region close to the free surface (solid lines in panel A,C),
a high-frequency Rayleigh peak is observed. In the non-
attenuating medium (panel C), the amplitude of the high-
frequency Rayleigh wave becomes higher than the body
wave amplitude. The Rayleigh wave peak is not observed
for the cases with the shallow velocity-strengthening
patch both with and without attenuation (dashed lines
in panel A,C).
6. Conclusions
We have incorporated rate-and-state (RS) friction into
2D and 3D SEM dynamic rupture models for simulating a
single earthquake. Our SEM implementation has accuracy
comparable to that of BIM over a wide range of node spac-
ings. We have also demonstrated that the computational
cost with respect to a given accuracy of a solution is smaller
in calculations with the aging form of RS friction than with
linear slip-weakening friction. Simulations with the slip form
of RS friction require much higher numerical resolution than
those with the aging form due to higher maximum effective
slip-weakening rate at the rupture front for the slip law than
for the aging law, for the same rate-and-state parameters.
As a result, we have found that errors of solutions in dy-
namic rupture problems are controlled by the resolution of
the maximum effective slip-weakening rate at the propagat-
ing rupture front.
Using the developed SEM approach, we have shown that
the presence of velocity-strengthening fault friction at shal-
low depths significantly affects dynamic rupture. A shallow
velocity-strengthening region suppresses supershear propa-
gation near the free surface, which could explain the lack of
universal observations of such near-surface supershear rup-
ture. In addition, it decreases slip accumulation over the
entire fault. The largest slip decrease occurs close to the
free surface, consistently with the observed deficit of shal-
low coseismic slip in large earthquakes. Note that velocity-
strengthening properties of the shallow layer can be adjusted
to reduce the slip accumulation there further, or even com-
pletely prevent the rupture from propagating to the free
surface. A shallow velocity-strengthening region results in
faster decrease of slip at the tail of propagating rupture
at seismogenic depths than in the case without such re-
gion, creating shorter effective rise times. The amplifica-
tion of ground motion due to low-velocity elastic structure
is decreased in the presence of a velocity-strengthening re-
gion at shallow depths, due to the redistribution of slip.
These results suggest the importance of the shallow velocity-
strengthening fault region not only for quasi-static response
such as aseismic transients and afterslip, but also for dy-
namic rupture and the associated seismic hazard.
Note that earthquake rupture in this work is nucleated
by over-stressing a fault patch, a procedure common in sim-
ulations of a single earthquake [e.g., Harris et al., 2004; Day
et al., 2005]. While the conclusions in this study should not
depend on the nucleation procedure, a number of earthquake
problems require the ability to simulate more gradual nucle-
ation under slow tectonic loading, post-seismic and other
aseismic slip, and sequences of simulated earthquakes, while
still accounting for inertial effects during simulated earth-
quakes. For simple fault geometries and a uniform elastic
medium, this has been accomplished by BIM approaches
[e.g., Lapusta et al., 2000; Liu and Lapusta, 2006]. To allow
for more flexibility in fault geometries and bulk properties in
long-term simulations of fault slip, we are developing a com-
bined SEM methodology [Kaneko et al., 2007] that merges
a quasi-static SEM with the fully dynamic SEM presented
in this work.
There is growing evidence that friction is much lower at
seismic slip velocities than RS friction laws predict [e.g., Di
Toro et al., 2003; Rice, 2006; Han et al., 2007; Lu et al., 2007,
and references therein]. The presented SEM framework can
be extended to include dynamic weakening mechanisms such
as pore pressurization and flash heating [Rice, 2006], which
can be combined with RS friction to account for a wide range
of seismic and aseismic slip velocities. SEM can incorporate
complex 3D geometrical effects such as 3D basins and seis-
mic Moho [Casarotti et al., 2007]. Furthermore, it can be
extended to include non-planar fault geometries and hetero-
geneous and/or non-elastic bulk properties, factors that are
important for understanding fault behavior, and in particu-
lar large earthquakes.
Appendix A: Fault boundary matrix
The fault surface Γ consists of quadrilateral elements Γe
inherited from hexahedral elements lying on the two sides
Γ± of the fault. The matrix B in (1) is obtained by assem-
bling the contributions Be from each of the fault boundary
elements Γe. The diagonal term of Be associated with the
GLL node with local indices (i, j) in Γe ∈ Γ± is
B±ij,ij = ±ωiωjJ ije , (A1)
where ωk denote the weights associated with the GLL inte-
gration quadrature and
J ije =
‚‚‚‚∂x∂ξ ×
∂x
∂η
‚‚‚‚ (ξi, ηj) (A2)
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is the Jacobian of the coordinate transformation from x ∈ Γe
to ξ = (ξ, η) ∈ [−1, 1]2.
The outward normal vector of the fault boundary Γ+ is
obtained by
n(ξ, η) =
1
Je
∂x
∂ξ
× ∂x
∂η
. (A3)
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