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Bell inequalities from group actions of single-generator groups
V. Ug˘ur Gu¨ney and Mark Hillery
Department of Physics, Hunter College of the City University of New York, 695 Park Avenue, New York, NY 10065 USA
We study a method of generating Bell inequalities by using group actions of single-generator
abelian groups. Two parties, Alice and Bob, each make one of M possible measurements on a
system, with each measurement having K possible outcomes. The probabilities for the outcomes of
these measurements are P (aj = k, bj′ = k
′), where j, j′ ∈ {1, 2, . . .M} and k, k′ ∈ {0, 1, . . .K − 1}.
The sums of some subsets of these probabilities have upper bounds when the probabilities result from
a local, realistic theory that can be violated if the probabilities come from quantum mechanics. In
our case the subsets of probabilities are generated by a group action, in particular, a representation
of a single-generator group acting on product states in a tensor-product Hilbert space. We show
how this works for several cases, including M = 2, K = 3, and general M , K = 2. We also discuss
the resulting inequalities in terms of nonlocal games.
PACS numbers: 03.65.Ud
I. INTRODUCTION
Bell inequalities are conditions that must be satisfied
by local, realistic theories [1]. They did not attract much
attention initially (see, however, [2]-[6]), but the advent
of quantum information, in particular the potential use
of Bell inequalities in quantum cryptography [7], caused
a surge in interest in them. There are now many dif-
ferent Bell inequalities, and progress has been made in
tabulating and classifying them (see, for example, [8]).
We cannot summarize what has become a large field or
research, but two recent reviews [9, 10] and a discussion
of open questions [11] give an excellent idea of the present
state of the subject.
Bell inequalities come in many varieties, and they can
be characterized by the number of parties making mea-
surements, N , the number of measurement settings, M ,
and the number of possible outcomes for each measure-
ment, K. The original versions, the CHSH [2] and CH
[3] inequalities were for the case N = M = K = 2. Kas-
zlikowsi, et al. showed that by increasing the number of
outcomes, K, one could more strongly violate local re-
alism [12]. Full correlation Bell inequalities for the case
M = K = 2 were fully characterized byWerner andWolf,
and, in addition, they were able to show how to derive
maximum quantum violations of these inequalities [13].
Bell inequalities for the case N = 2, M = 2, and general
K were developed by Collins, et al. [14], and this was
generalized to the case of general N , M = 2, and general
K by Son, et. al. [15].
There is recent work on Bell inequalities,and non-
contextuality inequalities by Cabello, Severini, and Win-
ter that is related to what we will do here [16]. It is a very
interesting approach that relates individual inequalities
to graphs. The terms in the inequalities are probabilities
of events, and an event is a collection of measurement
results, one measurement and one outcome of that mea-
surement per party. The vertices of the corresponding
graph are events, and two vertices are connected by an
edge if the events corresponding to them cannot be true
simultaneously. The independence number of the graph
is an upper bound on the sum of the probabilities of the
events when the probabilities are calculated from a local,
realistic theory. The Lovasz number of the graph is an
upper bound for the sum of the probabilities of the events
when they are calculated from quantum mechanics.
Like Cabello, et al., we want to look at Bell inequalities
that are based on the sum of a subset of the basic prob-
abilities that can be obtained by measuring the system,
that is to say the probabilities of events. For example,
suppose there are two parties, Alice and Bob, and each
can makeM different measurements, with each measure-
ment having K possible outcomes. Let Alice’s observ-
ables be {aj |j = 1, . . .M} and Bob’s be {bj|j = 1, . . .M}.
The basic probabilities describing measurements by Al-
ice and Bob can be written as P (aj = k, bj′ = k
′), which
is just the probability that if Alice measures aj she gets
k, and if Bob measures bj′ , he gets k
′. If these prob-
abilities come from a local, realistic theory, there is an
underlying joint probability distribution for all of the ob-
servables. We shall often refer to this case as the classical
case. Classically the sum of subsets of these probabilities
has an upper bound, which is a result of the fact that the
probabilities all come from an underlying joint probabil-
ity distribution. This bound does not necessarily hold
if the probabilities are derived from quantum mechanics,
because the operators describing the observables may not
commute, which rules out a joint distribution. As we
shall see, the result is that for some subsets of proba-
bilities, when they are calculated quantum mechanically,
their sum can violate the classical bound.
The sets of probabilities we consider will be generated
by a group action [17]. If G is a group and X is a set,
a group action is a function α : G × X → X such that
α(e, x) = x and α(g, α(h, x)) = α(gh, x). Here e, g, h ∈ G
and e is the identity element of the group. The subset
of X given by {α(g, x)|g ∈ G} is called the orbit of x.
Any two orbits are either distinct or identical, so the set
of orbits forms a partition of X . We will consider the
simplest possible groups, abelian groups with a single
generator. If the generator is g, the group is just G =
{gr|r = 0, 1, . . . R− 1} where the order of the group is R
2and gR = e (we also define g0 = e). The set X will be
a Hilbert space and the group action will be given by a
mapping of each element onto a unitary operator on that
space, U(gr) = U r(g). In particular, the Hilbert space
will be a product space, one factor for each party, and
the operator U(g) will yield a product state when it acts
on a product state. Therefore, the orbits will consist
of product states, and these states will correspond to
the eigenstates of local observables, and each of these
eigenstates corresponds to a set of measurement results,
one result for each party.
In some cases this procedure will lead to interesting
correlated states, in particular, the states that produce
the largest violations of the classical inequalities. In or-
der to see what can happen, let us look at the case
N,M = 2, so that Alice and Bob can each make two
possible measurements. Now suppose that Alice and
Bob each choose at random an observable to measure,
and they then measure it. They then announce which
observable they measured, and each, based on their mea-
surement result, wishes to predict the measurement re-
sult of the other party. For this to have a chance of work-
ing, their measurement results have to be correlated, and
these correlations should be independent of the observ-
able choice for each of them, because Alice did not know
beforehand which observable Bob would choose, and vice
versa. The method we will describe here will produce
quantum states with these kinds of correlations.
Finally, we would like to briefly compare the method
described here to the graph-theory approach in [16]. In
that approach one starts with a set of probabilities, and
the graph they generate gives the classical and quantum
bounds of the sum of that set of probabilities. One then
has to find measurements and a quantum system that
correspond to those probabilities. In our approach, we
start with the quantum system and the measurements,
which are generated by the group, and then one has to
find the classical bound and see whether it can be vio-
lated. The starting points of the methods are, therefore,
different, and the methods can be viewed as complemen-
tary.
II. QUBITS
In order to see how things work, let us start with the
simplest case, N = M = K = 2, which will result in
the CH inequality. The procedure we will outline here is
easily generalized to more measurements and more mea-
surement outcomes. We begin by defining the translation
operator, T , which has the action on the computational
basis, which we shall also call the z basis,
T |0〉 = |1〉 T |1〉 = |0〉. (1)
Note that in this case T = σx so that it can be expressed
as
T = |+ x〉〈+x| − | − x〉〈−x|, (2)
where | ± x〉 = (|0〉 ± |1〉)/√2. We are interested in the
operator
U = |+ x〉〈+x| + i| − x〉〈−x|, (3)
which has the property that U2 = T . The condition
U2 = T does not determine U uniquely, and we have
made a particular choice, which, as we shall see, will lead
to a violation of a classical inequality. We see that
U |0〉 = 1√
2
(eipi/4|0〉+ e−ipi/4|1〉) = |v0〉
U |1〉 = 1√
2
(e−ipi/4|0〉+ eipi/4|1〉) = |v1〉. (4)
We also find that U |v0〉 = |1〉 and U |v1〉 = |0〉. We will
consider the situation in which the two measurements
that Alice and Bob can make are to measure in the com-
putational basis, {|0〉, |1〉} or in the v basis, {|v0〉, |v1〉}.
Now consider two qubits, and let the swap operator,
S, act on the basis elements as S|j〉|k〉 = |k〉|j〉, where
j, k = 0, 1. If we successively apply the operator B =
(U ⊗ I)S to the state |0〉|0〉, we obtain the sequence of
states
|0〉|0〉 → |v0〉|0〉 → |v0〉|v0〉 →
|1〉|v0〉 → |1〉|1〉 → |v1〉|1〉 →
|v1〉|v1〉 → |0〉|v1〉 → |0〉|0〉
(5)
We see that what we have is a sequence of eight different
states in which each state is a member of either the com-
putational or the v basis. If we take the inner products
of these states with a specified two-qubit state |φ〉 and
square their magnitudes, we obtain the probabilities for
the outcomes of measurements of this state by Alice and
Bob in the computational and v bases.
Now suppose that we want to choose |φ〉 to maximize
the sum of this set of probabilities. That means we want
to maximize the quantity
7∑
j=0
|〈φ|Bj |00〉|2. (6)
This can be done by finding the largest eigenvalue of the
operator
A =
7∑
j=0
Bj |00〉〈00|(B†)j . (7)
What we are going to show is that the eigenvectors of B
are eigenvectors of A, but before we do, notice what this
implies. If |φ〉 is an eigenvector of B all of the terms in
the sum in Eq. (6) are the same, which implies that the
probabilities of the measurement outcomes in the set we
are considering are all the same.
Now let us show that the eigenstates of B are also
eigenstates of A. Let the eigenstates of B be {|uk〉},
with corresponding eigenvalues λk. We first note that
B2 = U⊗U , which implies that B8 = I⊗I since U4 = I.
3This gives us that λ8k = 1, so that λk must be of the form
exp(impi/4) for some integer 0 ≤ m ≤ 7. We then have
that
A|uk〉 =
7∑
j=0
Bj |00〉〈00|(B†)j |uk〉
= 〈00|uk〉
7∑
j=0
Bj(λ∗k)
j
(
3∑
l=0
|ul〉〈ul|00〉
)
= 〈00|uk〉
7∑
l=0

 3∑
j=0
(λlλ
∗
k)
j

 |ul〉〈ul|00〉). (8)
Because of the form of the eigenvalues, and assuming they
are not degenerate (the case of degenerate eigenvalues
will be considered later), the sum over j is equal to 8δkl,
giving us the final result that
A|uk〉 = 8|〈00|uk〉|2|uk〉. (9)
Therefore, what we need to find to maximize the sum in
Eq. (6) is the eigenstate of B with the largest overlap
with the state |00〉.
The next step is to find the eigenstates of B. The
eigenstates of U are |+ x〉 and | − x〉, with eigenvalues 1
and i, respectively. This immediately implies that
|u0〉 = |+ x〉|+ x〉 |u1〉 = | − x〉| − x〉, (10)
are eigenstates of B, with eigenvalues of 1 and i, respec-
tively. In order to find the remaining two eigenvectors
we note that
B|+x〉|−x〉 = i|−x〉|+x〉 B|−x〉|+x〉 = |+x〉|−x〉,
(11)
From these equations we find the two remaining eigen-
states
|u2〉 = 1√
2
(|+ x〉| − x〉 + eipi/4| − x〉|+ x〉)
|u3〉 = 1√
2
(|+ x〉| − x〉 − eipi/4| − x〉|+ x〉), (12)
with eigenvalues of eipi/4 and e−ipi/4, respectively. The
eigenstate with the largest overlap with |00〉 is |u2〉, which
is
|〈00|u2〉| = 1
2
(
1 +
1√
2
)1/2
, (13)
and this gives a maximum value for the sum in Eq. (6)
of 8|〈00|u2〉|2 = 2 +
√
2.
We now need to find a classical bound on the sum of
these eight probabilities. Let us let a1 and b1 correspond
to measuring in the z basis, and a2 and b2 correspond to
measuring in the v basis. The state |j〉, where j = 0, 1,
corresponds to a1 or b1 being equal to j, and the state
|vj〉 corresponds to a2 or b2 being equal to j. We now
assume that we have a joint distribution for all of the
observables, P (a1, a2; b1, b2), and we want to express the
sum of the probabilities corresponding to the states in
Eq. (5) in terms of this distribution. We note that
P (a1 = 0, b1 = 0) + P (a1 = 1, b1 = 1)
=
∑
a2,b2
1∑
j=0
P (a1 = j, a2; b1 = j, b2)
P (a2 = 0, b1 = 0) + P (a2 = 1, b1 = 1)
=
∑
a1,b2
1∑
j=0
P (a1, a2 = j; b1 = j, b2)
P (a1 = 1, b2 = 0) + P (a1 = 0, b2 = 1)
=
∑
a2,b1
[P (a1 = 1, a2; b1, b2 = 0)
+P (a1 = 0, a2; b1, b2 = 1)]
P (a2 = 0, b2 = 0) + P (a2 = 1, b2 = 1)
=
∑
a1,b1
1∑
j=0
P (a1, a2 = j; b1, b2 = j).
(14)
Adding all of these equations together, we find
that the sum of the eight probabilities on the left-
hand sides, the quantity for which we want to
find an upper bound, can be expressed as a lin-
ear combination of the probabilities on the right-hand
sides,
∑
a1,a2,b1,b2
ca1,a2,b1,b2P (a1, a2, b1, b2), where the
ca1,a2,b1,b2 are positive integers. In order to maximize
this expression, we just want to choose the joint distri-
bution to be equal to one in the term with the largest
value of ca1,a2,b1,b2 , and this implies that the sum of the
eight probabilities will be less than or equal to the max-
imum value of ca1,a2,b1,b2 . In this case we find that this
is equal to 3, and this is then the classical bound. As we
saw, the quantum mechanical bound was 2 +
√
2, which
is larger, so the state |u2〉 violates the classical bound.
Let us now examine the properties of the state |u2〉.
Because Alice and Bob can each make two measurements
and each measurement has two outcomes, there are 16
probabilities that describe the results of Alice’s and Bob’s
measurements. Eight of these probabilities appear in the
sum in Eq. (6), and each of these probabilities is equal
to (2 +
√
2)/8 ≃ 0.427 We can express the correlations
present in this state by means of a nonlocal game [18].
A referee sends a bit, s, to Alice and another, t, to Bob,
with each bit equally likely to be 0 or 1. Alice and Bob
then each send a bit back to the referee. Alice and Bob
win the game if one of the following conditions is satisfied:
1. If (s, t) is (0, 0), (1, 0), or (1, 1), then the bits that
Alice and Bob send are the same.
2. If (s, t) is (0, 1), then the bits that Alice and Bob
send are different.
These conditions can be summarized as s¯ ∧ t = a + b,
where s¯ is the negation of s, a and b are the bit values
4returned by Alice and Bob, respectively, and the addition
on the right-hand side is modulo 2. The maximum clas-
sical probability of winning this game is 3/4, but we can
do better with a quantum strategy. Suppose Alice and
Bob share the state |u2〉. Let a bit value of 0 correspond
to the z basis and a bit value of 1 correspond to the v
basis. When the referee sends the bits s and t to Alice
and Bob, they measure their qubits in the corresponding
bases. They then send the results of their measurements
to the referee as their bits. For each pair of bases (z, z),
(v, z), and (v, v), where we have listed Alice’s basis first,
the probability that they agree is (2+
√
2)/4, and for the
basis choice (z, v), the probability that they disagree is
(2+
√
2)/4. Therefore, the probability that they win the
game is (2 +
√
2)/4 ≃ 0.85, which is larger than that of
the classical strategy. A second, and related way of view-
ing the correlations present in the state |u2〉 is to suppose
that Alice and Bob share the state, and each chooses at
random whether to measure in the z or v basis. They
then announce their basis choices. Alice wants to predict
what the result of Bob’s measurement is based on the
result of her measurement. If the basis choice is one of
(z, z), (v, z), or (v, v) her prediction should be the same
as her result, and if it is (z, v), her prediction should be
the opposite of her result. Her probability of success is
(2 +
√
2)/4.
III. QUDITS AND MORE THAN TWO
MEASUREMENTS
What we have done can be generalized to measure-
ments with more than two outcomes and more than two
measurements per party. For now, we shall only consider
two parties. We first assume that each measurement has
d outcomes, so we are dealing with qudits, and the com-
putational basis is now {|j〉 | j = 0, 1, . . . d − 1}. The
translation operator now has the action T |j〉 = |j + 1〉,
where the addition is modulo d, and we define an op-
erator U so that Un = T . We now define the n mea-
surement bases {|v(m)j 〉 = {Um|j〉 | j = 0, . . . d − 1},
where m = 0, 1, . . . n − 1. We again define the opera-
tor B = (U ⊗ I)S, where S is the swap operator, on
Cd ⊗ Cd. We have that B2 = U ⊗ U and T d = I, and
these imply that B2nd = I ⊗ I.
Repeated application of B to the vector |0〉|0〉 gener-
ates the sequence of states
|0〉|0〉 → |v(1)0 〉|0〉 → |v(1)0 〉|v(1)0 〉 →
v
(2)
0 〉|v(1)0 〉 → |v(2)0 〉|v(2)0 〉 → . . .
|1〉|1〉 → . . . |v(n−1)d−1 〉|v(n−1)d−1 〉 →
|0〉|v(n−1)d−1 〉 → |0〉|0〉
(15)
The elements of this sequence are of the form Bj |00〉 for
0 ≤ j ≤ 2nd. We need to specify exactly which states
appear in this sequence. The state |v(m1)j 〉|v(m2)k 〉 will
appear if one of the following conditions is satisfied.
1. If m1 = m2 and j = k, i.e. states of the form
|v(m)j 〉|v(m)j 〉.
2. If m1 = m2 + 1 and j = k for 0 ≤ m2 ≤ n− 2, i.e.
states of the form |v(m+1)j 〉|v(m)j 〉 for 0 ≤ m ≤ n−2.
3. If m1 = 0, m2 = n− 1, and j = k+ 1, i.e. states of
the form |v(0)j+1〉|v(n−1)j 〉, where the addition in the
subscript is modulo d.
There are 2nd distinct vectors in the sequence, and in
the case n = 2, each of the four possible pairings of the
two bases will appear.
We are again interested in finding a vector, |φ〉, that
maximizes the sum of the probabilities
2nd−1∑
j=0
|〈φ|Bj |00〉|2, (16)
which can be done by finding the largest eigenvalue of
the operator
A =
2nd−1∑
j=0
Bj |00〉〈00|(B†)j . (17)
As before, we can show that the eigenstates of B can be
used to find the eigenstates of A. In fact, the operators
commute so they are simultaneously diagonalizable. We
first note that the equation B2nd = I ⊗ I implies that
the eigenvalues of B are of the form e2piim/(2nd) for some
0 ≤ m ≤ 2nd− 1. Following the argument in Eq. (8) we
see that if |uk〉 is an eigenstate of B with eigenvalue λk,
then
A|uk〉 = 〈00|uk〉
d2−1∑
l=0

2nd−1∑
j=0
(λlλ
∗
k)
j

 |ul〉〈ul|00〉). (18)
The sum over j yields zero unless λl = λk, so that we
have
A|uk〉 = 2nd〈00|uk〉
∑
{l |λl=λk}
|ul〉〈ul|00〉. (19)
If the eigenvalue λk is non-degenerate, then |uk〉 is an
eigenstate of A with an eigenvalue of 2nd|〈00|uk〉|2.
If the eigenvalue λk is degenerate, we have to diago-
nalize A within the subspace spanned by the eigenvectors
with eigenvalue λk. Let us denote the eigenvectors of B
with eigenvalue λk by {|ukl〉} and the dimension of the
space spanned by then by dk. From Eq. (19) we see that
A maps all of the vectors |ukl〉 onto the same vector
|Xk〉 =
∑
l′
|ukl′〉〈ukl′ |00〉. (20)
This vector is an eigenvector of A, and we have that
A|Xk〉 =
∑
l′
[
2nd〈00|vl′〉
∑
l′′
|ukl′′ 〉〈ukl′′ |00〉
]
〈ukl′ |00〉
=
(
2nd
∑
l′
|〈00|ukl′〉|2
)
|Xk〉, (21)
5so that its eigenvalue is just
(
2nd
∑
l′ |〈00|ukl′〉|2
)
. The
other eigenvalues of A in the span of {|ukl〉} are zero.
This can be seen by noting that
A|ukl〉 = 2nd〈00|ukl〉|Xk〉, (22)
which implies that the dk−1 linearly independent vectors,
{〈00|ukl〉|uk1〉 − 〈00|uk1〉|ukl〉 | l = 2, . . . dk} all have an
eigenvalue of 0.
Now let us find the eigenstates of B. Let us denote the
eigenstates of U by |wj〉, with corresponding eigenvalues
λj . First, we note that |wj〉 ⊗ |wj〉 is an eigenstate of B
with eigenvalue λj . Other eigenvectors will lie in 2 × 2
blocks spanned by the vectors |wj〉 and |wk〉. This can
be seen by noting that
B(|wj〉|wk〉) = λk|wk〉|wj〉
B(|wk〉|wj〉) = λj |wj〉|wk〉, (23)
These equations imply that if λ is an eigenvalue of B with
an eigenvector lying in the space spanned by |wj〉|wk〉
and |wk〉|wj〉, then it satisfies λ2 = λjλk, so that λ =
±√λjλk. The corresponding eigenvectors are
1√
2
(
|wj〉|wk〉 ±
√
λjλk
λj
|wk〉|wj〉
)
. (24)
IV. TWO EXAMPLES
A. Two qutrits, two three-valued measurements
Now consider two qutrits, with each qutrit Hilbert
space being spanned by the orthonormal basis
{|0〉, |1〉, |2〉}. The eigenstates of the translation
operator are
|wj〉 = 1√
3
2∑
k=0
e2piijk/3|k〉, (25)
with eigenvalues e−2piij/3, for j = 0, 1, 2. We then have
that
T =
2∑
j=0
e−2piij/3|wj〉〈wj |, (26)
so for U we choose
U = |w0〉〈w0|+ e−ipi/3|w1〉〈w1|+ eipi/3|w2〉〈w2|. (27)
The basis |vj〉 = U |j〉, j = 0, 1, 2, is given explicitly by
|v0〉 = 1
3
(2|0〉+ 2|1〉 − |2〉)
|v1〉 = 1
3
(−|0〉+ 2|1〉+ 2|2〉)
|v2〉 = 1
2
(2|0〉 − |1〉+ 2|2〉). (28)
The eigenvalues of B are ±1, eipi/3, e−ipi/3, ±eipi/6,
and ±e−ipi/6. The eigenvalue 1 is the only one that is
degenerate, and the eigenstates corresponding to it are
the ones that lead to the eigenstate of A with the largest
eigenvalue. The eigenstates of B with eigenvalue 1 are
|w0〉|w0〉 and
|w12〉 = 1√
2
(|w1〉|w2〉+ eipi/3|w2〉|w1〉). (29)
The nonzero eigenvalue of A in the space spanned by
these two vectors is
12(|〈0|w0〉|4 + |〈00|w12〉|2) = 10
3
, (30)
and the corresponding normalized eigenvector is
|X1〉 =
√
2
5
[
|w0〉|w0〉+ 1√
2
(1 + e−ipi/3)|w12〉
]
=
√
2
5
[
5
6
(|00〉+ |11〉+ |22〉)
+
1
3
(|10〉+ |02〉+ |21〉)
−1
6
(|01〉+ |20〉+ |12〉)
]
. (31)
Now, suppose Alice and Bob share the state |X1〉, and
suppose that Alice measures either a1 or a2, and Bob
measures either b1 or b2. Each of these observables takes
the values 0, 1, or 2. For a1 and b1, the eigenstates are
{|j〉 | j = 0, 1, 2}, with the eigenstate |j〉 corresponding
to the eigenvalue j, and for a2 and b2, the eigenstates are
{|vj〉 | j = 0, 1, 2}, with the eigenstate |vj〉 corresponding
to the eigenvalue j. The probabilities P (a1 = j, b1 = j),
P (a2 = j, b1 = j), P (a2 = j, b2 = j), for j = 0, 1, 2, and
the probabilities P (a1 = 0, b2 = 2), P (a1 = 1, b2 = 0),
P (a1 = 2, b2 = 1), are, by construction, all the same
and are equal to 5/18 in the state |X1〉. Their sum is
just the eigenvalue of A corresponding to |X1〉, which, as
we saw, is 10/3. If these probabilities came from a joint
distribution for all four observables, the maximum value
their sum can have is 3, so we obtain a quantum violation
of the classical inequality.
This violation can, as before, be phrased in terms of a
nonlocal game. The game is almost the same as before,
except that now Alice and Bob return one of three possi-
ble answers instead of two. Each is sent a bit, s to Alice
and t to Bob, and they win if (s, t) is (0, 0), (1, 0), or (1, 1)
and they return the same answer, or if (s, t) = (0, 1) and
they return (0, 2), (1, 0) or (2, 1). This winning condition
can be summarized as s¯ ∧ t = a − b, where the subtrac-
tion is modulo 3. The maximum classical probability of
winning this game is again 3/4. Quantum mechanically,
Alice and Bob share |X1〉, Alice measures a1+s and Bob
measures b1+t, and they report their results. With this
strategy their probability of winning is 5/6.
6B. Two qubits, three, or more, two-valued
measurements
We will now return to the case of two qubits, but con-
sider the situation in which there are three measurement
bases for each qubit rather than two. The action of the
translation operator is again given by Eq. (1), and we
now want an operator, U , such that U3 = T . We shall
choose
U = |+ x〉〈+x|+ eipi/3| − x〉〈−x|, (32)
and define two new bases {|v(k)j 〉 = Uk|j〉 | j = 0, 1} for
k = 1, 2 (we will sometimes denote the elements of the
computational basis as |v(0)j 〉, j = 0, 1). Applying the
operator B to the state |0〉|0〉, we obtain the sequence of
states
|0〉|0〉 → |v(1)0 〉|0〉 → |v(1)0 〉|v(1)0 〉 → |v(2)0 〉|v(1)0 〉 →
|v(2)0 〉|v(2)0 〉 → |1〉|v(2)0 〉 → |1〉|1〉 → |v(1)1 〉|1〉 →
|v(1)1 〉|v(1)1 〉 → |v(2)1 〉|v(1)1 〉 → |v(2)1 〉|v(2)1 〉 → |0〉|v(2)1 〉. (33)
The eigenvalues of U are clearly 1 and eipi/3, which im-
plies that the eigenvalues of B are 1, eipi/3, and ±eipi/6,
and none of these eigenvalues is degenerate. The eigen-
state corresponding to eipi/6, which is given by
|X〉 = 1√
2
(|+ x〉| − x〉+ eipi/6| − x〉| + x〉)
=
1
2
√
2
[(1 + eipi/6)(|0〉|0〉 − |1〉|1〉)
+(1− eipi/6)(|1〉|0〉 − |0〉|1〉)]. (34)
yields the largest eigenvalue for A, which is
12|〈X |00〉|2 = 3
2
(2 +
√
3). (35)
We now return to Alice and Bob, who now can perform
one of three measurements on their respective qubits.
Alice can measure one of the three observables ak =
|v(k)1 〉〈v(k)1 | on her qubit and Bob can measure one of the
three observables bk = |v(k)1 〉〈v(k)1 | on his qubit, where
k = 0, 1, 2. We now look at the probabilities correspond-
ing to the sequence of states in Eq. (33), e.g. the state
|0〉|0〉 corresponds to P (a0 = 0, b0 = 0) and |1〉|v(2)0 〉 cor-
responds to P (a0 = 1, b2 = 0). If we sum these probabil-
ities for the state |X〉, we obtain the result in Eq. (35),
which is approximately 5.598. If all of these probabili-
ties come from a joint distribution for all six observables,
the largest value this sum can have is 5. Therefore, the
quantum result violates the classical bound.
This result can also be phrased in terms of a nonlocal
game. Alice is sent s and Bob is sent t, where s and t
take values in the set {0, 1, 2}, s − t = 0, 1 modulo 3,
with all allowed choices being equally likely. They each
have to return a bit. They win if (s, t) is (0, 0), (1, 0),
(1, 1), (2, 1), or (2, 2) and they return the same bit value,
or if (s, t) = (0, 2) and they return opposite bit values.
The maximum classical probability of winning is 5/6 ≃
.833 (this can be achieved by always returning (0, 0)). If
Alice and Bob share the state |X〉, let (s, t) determine
their choice of observable to measure, and return their
measurement results, their probability of winning is (2+√
3)/4 ≃ 0.933, which is greater than the classical result.
This case can easily be generalized toM measurements
with each measurement having two possible outcomes. In
this case we have that
U = |+ x〉〈+x| + eipi/M | − x〉〈−x|, (36)
and we have M bases {|v(k)j = Uk|j〉 | l = 0, 1} for k =
0, 1, . . .M − 1. The eigenvalues of U are 1 and eipi/M ,
which implies that the eigenvalues forB are 1, eipi/M , and
±eipi/2M , none of which are degenerate. The eigenvalue
eipi/2M , whose eigenvector is
1√
2
(|+ x〉| − x〉 + eipi/2M | − x〉|+ x〉), (37)
yields the largest eigenvalue of A, which is
M
[
1 + cos
( pi
2M
)]
. (38)
Defining, as before, ak = |v(k)1 〉〈v(k)1 | on Alice’s qubit
and bk = |v(k)1 〉〈v(k)1 | on Bob’s, for k = 0, 1, . . .M −1, the
sum of probabilities we are considering is
R =
∑
j=0,1
[
M−1∑
k=0
P (ak = j, bk = j)
+
M−2∑
k=0
P (ak+1 = j, bk = j)
]
+P (a0 = 0, bM−1 = 1)
+P (a0 = 1, bM−1 = 0). (39)
If these probabilities come from a joint distribution,
P (a0, a1, . . . aM−1; b0, . . . bM−1), then the probability
with all variables set equal to zero will contribute to
2M − 1 of the terms in the above sum, and we can-
not have a larger contribution than this. This gives us
a classical bound of 2M − 1 for R, while the quantum
bound is given by Eq. (38). The fact that the func-
tion f(x) = (1/2) cos(pix) + x ≥ 1/2 for 0 < x ≤ 1/2
(f(0) = f(1/2) = 1/2 and f(x) is concave downward)
implies that the quantum bound is greater than the clas-
sical one for M ≥ 2.
Phrasing the result in terms of a nonlocal game, we
have that Alice is sent s and Bob t, where s, t ∈
{0, 1, . . .M − 1} and s − t = 0, 1 mod M . Alice and
Bob each send a bit. They win if the bits are opposite
when (s, t) = (0,M −1) and if the bits agree for all other
allowed choices of (s, t). The maximum classical prob-
ability of winning, which can be achieved by Alice and
7Bob always returning bit values of 0, is 1 − (1/(2M)).
The quantum winning probability is achieved by Alice
and Bob measuring their shared quantum state, with s
and t dictating which variables to measure, and Alice
and Bob returning their measurement results as the bit
values. This results in a winning probability of
1
2
[
1 + cos
( pi
2M
)]
≃ 1− pi
2
16M2
, (40)
where the last expression is valid in the limit of large M .
In this limit, we see that the quantum winning probabil-
ity approaches one faster than does the classical proba-
bility. A related example of this type appears in [10].
We have checked the inequalities in this section agains
those in the Faacets database of Bell inequalities and did
not find any matches [19].
V. NUMERICAL RESULTS
Now that we have a method to generate new Bell
inequalities, we can apply it to more complicated
situations, which we shall now do numerically. Let us
consider the case in which there are two parties each
having two measurement choices, but the number of
outcomes of each measurement is d (we have already ex-
amined the cases d = 2, 3 in Sec. II and IV). We find that
d Qs Cs p Iab
2 3.4142 3 0.8536 0.3991
3 3.3333 3 0.8333 0.8146
4 3.3066 3 0.8266 1.1482
5 3.2944 3 0.8236 1.4223
where Qs is the sum of the probabilities calculated from
quantum mechanics, Cs is the upper bound on the sum
of the corresponding classical probabilities, p is the prob-
ability that Alice can correctly predict the result of Bob’s
measurement, and Iab is the mutual information between
Alice and Bob. These quantities require some explana-
tion. Application of the operator B to the state |0〉|0〉
generates 4d states, which correspond to 4d probabili-
ties (see, for example, Eq. 5), and we shall call this set of
probabilities Sp. The sum of these probabilities produced
by the state that corresponds to the largest eigenvalue of
the operator A is Qs. The maximum value of the sum of
these probabilities if they result from a single joint distri-
bution is Cs. In order to define p, suppose Alice and Bob
measure their qudits and announce their basis choices,
i.e. which observable they measured. In order to guess
Bob’s result, Alice finds the probability in the set Sp cor-
responding to her measurement result and Bob’s basis
choice, and guesses that Bob’s result is the measurement
result for Bob that appears in this probability. Doing
so, she will be correct with probability p. The mutual
information between Alice and Bob is found as follows.
Suppose Alice measured aj and Bob measured bk. The
mutual information is then given by
Iab =
d−1∑
m,n=0
P (aj = m, bk = n)
log2
[
P (aj = m, bk = n)
P (aj = m)P (bk = n)
]
. (41)
For the quantum states we are considering, Iab is inde-
pendent of j and k.
Note that the size of the quantum violation of the clas-
sical bound decreases with d, and the probability of Al-
ice being able to guess the result of Bob’s measurement
from her measurement does as well. However, the mu-
tual information between Alice and Bob increases with
d. This is because while the probability of Alice guess-
ing Bob’s result is decreasing, the number of alternatives
from which she is choosing is increasing. Thus, Alice and
Bob share more information as d increases.
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