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Abstract. We establish existence and non-existence results for entire
solutions to the fractional Allen-Cahn equation in R3, which vanish on
helicoids and are invariant under screw-motion. In addition, we prove
that helicoids are surfaces with vanishing nonlocal mean curvature.
1. Introduction
In this paper we establish existence results for a class of entire solutions
to the fractional Allen-Cahn equation
(−∆)αu = F ′(u) in Rn, (1.1)
where F is a double-well potential, i.e. it satisfies the following properties:
• t 7→ F (t) is an even, positive function of class C2,γ , with γ >
max{0, 1− 2α},
• F (t) ≥ F (±1) and equality holds if and only if t = ±1.
Moreover, we assume also that
F ′′(0) < 0 and F ′′(0)t ≤ F ′(t) for every t ≥ 0. (1.2)
A classical example of such potential is F (t) = 14(1− t2)2.
In the last years, there has been much interest in the study of existence of
solutions to the fractional Allen-Cahn equation. In [4, 5, 7], the existence of
layer-type solutions, that is solutions monotone in one direction with limits
±1 at ±∞, has been established, while in [12], one of the authors proved
existence for saddle-shaped solution, that are solutions which vanish on the
Simons cone
C = {(x, ξ) ∈ Rm × Rm : |x| = |ξ|},
they are odd with respect to C and even with respect to the coordinate axis.
In all these works, the proof of existence relies on a variational argument,
which makes use of the symmetries of the problem. Also in this paper we
are interested in solutions of (1.1) which satisfies some symmetry properties,
and the technique we use relies on the variational structure of (1.1).
More precisely we establish existence and non-existence results for solu-
tions which vanish on helicoids and are invariant under screw motion (see
(1.3) and (1.4) below for precise definitions). For the classical Allen-Cahn
equation, analogue results are contained in a work by Musso, Pacard and
one of the authors [16].
The interest in the study of solutions which vanish on helicoids comes
from the fact that helicoids are surfaces with zero mean curvature.
1
2There is a very strict connection between the Allen-Cahn equation and
the classical theory of minimal surfaces. The classical result by Modica and
Mortola [18] establishes that the energy functional associated to the classical
Allen-Cahn equation, after a suitable rescaling, Γ-converges to the Perimeter
functional.
In the fractional setting, an analougue Γ-convergence type result has been
established in [1, 17] for powers 1/2 ≤ α < 1, and in [19] for any power
0 < α < 1: after a suitable rescaling, the energy functional associated to
the fractional Allen-Cahn equation Γ-converges to the classical perimeter if
1/2 ≤ α < 1 and to the nonlocal perimeter if 0 < α < 1/2. The notion of
nonlocal perimeter has been introduced by Caffarelli, Roquejoffre and Savin
in [9], where existence, regularity results and a monotonicity formula for
nonlocal minimal surfaces have been established. Similarly to the case of
classical perimeter, performing the first variation of the nonlocal perimeter
functional, one can define the notion of nonlocal mean curvature (see (1.9)
below).
In this paper, we focus our attention both on the PDE problem and
on the geometric one. Indeed in Theorems 1.1 and 1.2 below we establish
existence and non-existence results for solutions to (1.1) (in the case of space
dimension n = 3) which vanish on helicoids and are invariant under screw
motion. Moreover, in Theorem 1.3 we prove that helicoids have zero nonlocal
mean curvature.
We recall now the definition of helicoid and screw motion. We will work
in dimension n = 3. Given λ > 0, the helicoid Hλ is the minimal surface
which can be parametrized in the following way
R× R 3 (t, θ) 7→
(
teiθ,
λ
pi
θ
)
∈ C× R = R3. (1.3)
The screw motion of parameter λ acting on C× R is given by
σβλ(z, s) =
(
eiβz, s+
λ
pi
β
)
. (1.4)
Obviously Hλ is invariant under the action of σ
β
λ for every β ∈ R.
Our first main result is the construction of a nontrivial entire solution to
(1.1) in dimension 3 which vanishes on Hλ, provided λ is chosen sufficiently
large. We define
λ∗ :=
pi
(−F ′′(0)) 12α
. (1.5)
Theorem 1.1. Let n = 3. Assume that F is a double-well potential satis-
fying (1.2) and that λ > λ∗. Then, there exists a solution of the fractional
Allen-Cahn equation (1.1) whose zero set is equal to Hλ. This solution is
invariant under the screw motion of parameter λ, i.e.
u ◦ σβλ = u,
for every β ∈ R.
3In the following result, we also prove that Theorem 1.1 is, in some sense,
sharp.
Theorem 1.2. Suppose that λ ≤ λ∗. Then, there are no nontrivial bounded
solutions of (1.1), which vanish on the helicoid Hλ and are invariant under
the screw motion of parameter λ.
To prove the previous results, we will realize the nonlocal problem (1.1) as
a local problem in Rn+1+ with a nonlinear Neumann condition on ∂R
n+1
+ = Rn
(the so called Caffarelli-Silvestre extension [10]). More precisely, if u = u(x)
is a function defined on Rn, we consider its s-harmonic extension v = v(x, y)
in Rn+1+ = Rn × (0,+∞). It is well known (see [7, 10]) that u is a solution
of (1.1) if and only if v satisfies{
div(y1−2α∇v) = 0 in Rn+1+ ,
− 1cα limy→0 y1−2α∂yv = F ′(v) on Rn = ∂Rn+1+ ,
(1.6)
where cα is the constant given in (2.3).
The energy associated to problem (1.6) is
E(v) =
1
2cα
∫ +∞
0
∫
y1−2α|∇v|2dxdy +
∫
F ′(v(x, 0))dx. (1.7)
Both proofs of Theorems 1.1 and 1.2 follows the ideas contained in [16] for
the local case. However, due to the nonlocality of our problem, we have to
deal with some difficulties. In particular, in order to prove the existence
result, we will need to establish an energy estimate for minimizers, which
will ensures us that the limit of a minimizing sequence does not identically
vanish. In this step we follows the technique used in [12], based on a suit-
able choice of a cut-off function. On the other hand, for the non-existence
result, a crucial ingredient will be an exponential decay in the y-variable
of the extended solution v of (1.6), under our symmetry assumption (see
Proposition 5.1 below).
We recall now the notions of nonlocal minimal surface and of nonlocal
mean curvature. Nonlocal minimal surfaces were introduced in [9] as bound-
aries of measurable sets E whose characteristic function χE minimizes an
Hα-norm. More precisely, for any 0 < α < 1/2, the nonlocal α-perimeter
functional of a set E in an open set Ω ⊂ Rn, is given by
Per2α(E,Ω) := L(E ∩ Ω,Rn \ E) + L(E \ Ω,Ω \ E), (1.8)
where, for two disjoint measurable sets A and B, L(A,B) denotes the quan-
tity
L(A,B) :=
∫
A
∫
B
1
|x− x¯|n+2αdxdx¯.
A set E is said to be α-minimal in Ω if
Per2α(E,Ω) ≤ Per2α(F,Ω)
4for any measurable set F with E4F ⊂⊂ Ω. Notice that in the literature
(see e.g. [9]) the fractional s-perimeter is defined for any s ∈ (0, 1) and
corresponds to (1.8) for s = 2α. Here, we prefer to keep this notation to be
consistent with the fractional power of the Laplacian.
Analougsly to the classical theory of minimal surfaces, performing the first
variation of the nonlocal perimeter functional, we end up with the notion of
nonlocal mean curvature. More precisely, the Euler-Lagrange equation for
Per2α(E,Rn) is given by
H2αE (x) :=
∫
Rn
χE(x¯)− χEC (x¯)
|x− x¯|n+2α dx¯ = 0, (1.9)
where EC := Rn \ E and H2αE denotes the nonlocal mean curvature of the
set E (we write NMC for short). Recently, there has been much interest
in the study of surfaces with vanishing or constant nonlocal mean curva-
ture. In [15], two of the authors and J. Wei provide examples of surfaces
with zero NMC. More precisely, they establish existence of nonlocal minimal
Lawson cones (for any 0 < α < 1/2) and proved their stability in dimension
7 for α small. Moreover, for α → 1/2, they constructed the nonlocal ana-
logue of catenoids. Concerning the study of surfaces with constant NMC, in
[6, 13] the analogue of Alexandrov Theorem, charachterizing spheres as the
only closed embedded hypersurfaces in Rn with constant mean curvature,
has been established. In [6] the existence of Delaunay-type surfaces (in the
2-dimensional case) is established, while in [14] periodic and cylindrical sym-
metric hypersurfaces, which minimize a certain fractional perimeter under
a volume constraint, are considered.
In our last result we provide a new example of surface with zero NMC: we
prove that helicoids, which have zero (classical) mean curvature, also have
zero NMC.
Theorem 1.3. For any λ > 0 and for any 0 < α < 1/2, we have that
H2αHλ ≡ 0.
The paper is organized as follows:
• in Section 2, we recall some preliminaries on the fractional Laplacian
in a bounded domain with 0-Dirichlet boundary condition.
• in Section 3, we establish existence and non existence results for
(1.1) in the 1-dimensional case.
• in Section 4, we prove our existence result Theorem 1.1.
• in Section 5, we give the proof of Theorem 1.2.
• in Section 6, we prove Theorem 1.3.
2. Preliminaries
In this section we recall some well known facts about the fractional Lapla-
cian in a bounded domain (see [2, 8]).
5Let Ω be a sufficiently regular (say Lipschitz) domain in Rn. We denote
by (−∆)α the fractional power of the Laplacian −∆ in Ω with zero Dirichelt
boundary condition on ∂Ω.
To define (−∆)α, let us consider {µk, ζk}∞k=1 the eigenvalues and cor-
responding eigenfunctions of the Laplacian −∆ in Ω with zero Dirichlet
boundary condition: {
−∆ζk = µkζk in Ω
ζk = 0 on ∂Ω.
Let u =
∑∞
k=1 akζk, then we define
(−∆)αu =
∞∑
k=1
akµ
α
k ζk. (2.1)
Let now CΩ be the cylinder CΩ = Ω × (0,∞) and ∂LCΩ = ∂Ω × (0,∞) its
lateral boundary. Following [2, 8], we can consider the extension operator
with zero Dirichlet boundary condition on the all ∂LCΩ.
Definition 2.1. We define the α-harmonic extension v = Eα(u) in CΩ of a
function u defined in Ω and vanishing on ∂Ω as the solution of the problem
div(y1−2α∇v) = 0 in CΩ
v = 0 on ∂LC
v = u on Ω× {y = 0}.
(2.2)
It is well known that (see [2, 8, 10])
(−∆)αu(x) = − 1
cα
lim
y→0
y1−2α∂yv(x, y),
where
cα =
21−2αΓ(1− α)
Γ(α)
. (2.3)
We recall now the explicit expression (see Lemma 3.4 in [2]) for Eα(u) in
terms of the spectral decomposition (2.1).
Lemma 2.2 (Lemma 3.4 in [2]). Let {µk, ζk} be, as before, the eigenvalues
and eigenfunctions of −∆ in Ω (with zero Dirichlet boundary condition).
Let u =
∑∞
k=1 akζk be such that
∑∞
k=1 akµ
α
k < ∞. Then, the α-harmonic
extension of u is given by
v(x, y) = Eα(u)(x, y) =
∞∑
k=1
akζk(x)ϕ(µ
1
2
k y),
where ϕ is a solution of the problem
ϕ′′ + 1−2αy ϕ
′ − ϕ = 0 for y > 0
− limy→0 y1−2αϕ′(y) = cα
ϕ(0) = 1.
(2.4)
6The solution ϕ coincides with the solution of the following problem
ϕ′′ +
1− 2α
y
ϕ′ − ϕ = 0, ϕ(0) = 1, lim
y→∞ϕ(y) = 0,
and minimizes the functional∫ ∞
0
y1−2α
(|ϕ(y)|2 + |ϕ′(y)|2)dy.
Moreover, it is a combination of Bessel functions, as shown in the following
lemma.
Lemma 2.3 (Lemma 2.2 in [3]). The solution of the ODE
ϕ′′ +
1− 2α
y
ϕ′ − ϕ = 0 (2.5)
may be written as ϕ(y) = yαψ(y), where ψ solves the well known Bessel
equation
y2ψ′′ + yψ′ − (y2 + α2)ψ = 0. (2.6)
In addition (2.6) has two linearly independent solutions, Iα, Zα, which are
the modified Bessel functions; their asymptotic behaviour is given precisely
by
Iα(y) ∼ 1Γ(α+ 1)
(y
2
)α(
1 +
y2
4(α+ 1)
+
y4
32(α+ 1)(α+ 2)
+ ...
)
.
Zα(y) ∼ Γ(α)2
(
2
y
)α(
1 +
y2
4(1− α) +
y4
32(1− α)(2− α) + ...
)
+
+
Γ(−α)
2α
(y
2
)α(
1 +
y2
4(α+ 1)
+
y4
32(α+ 1)(α+ 2)
+ ...
)
, (2.7)
for y → 0+, α /∈ Z. And when y → +∞,
Iα(y) ∼ 1√2piye
y
(
1− 4α
2 − 1
8y
+
(4y2 − 1)(4y2 − 9)
2!(8y)2
+ ...
)
,
Zα(y) ∼
√
pi
2y
e−y
(
1− 4α
2 − 1
8y
+
(4y2 − 1)(4y2 − 9)
2!(8y)2
+ ...
)
. (2.8)
In the sequel, we will use both type of solutions given in Lemma 2.3 above
(one is growing exponentially as y → ∞, one is decaying exponentially to
0). Up to a normalization constant chosen in such a way that ϕ(0) = 1, we
set
ϕ1(y) := yαIα(y) and ϕ2(y) := yαZα(y). (2.9)
Remark 2.4. We observe that if ϕ satisfies (2.5), then the function ϕ¯(y) :=
ϕ(µy) is a solution of
∂y(y1−2α∂yϕ¯) = y1−2αµ2ϕ¯.
7Remark 2.5. As said before, ϕ2 is the solution of (2.4) and in particular it
satisfies
lim
y→0
ϕ2(y) = 1, (2.10)
− lim
y→0
y1−2α∂yϕ2(y) = cα, (2.11)
where cα is defined in (2.3).
Moreover, by (2.8) we have
ϕ2(y) ∼ yα−1/2e−y as y →∞. (2.12)
3. The 1-dimensional solution
In this section we study the following one-dimensional fractional Dirichlet
problem: {
(−∂ss)αu = F ′(u) in [0, λ]
u(0) = u(λ) = 0.
(3.1)
In order to do that, we consider the extended problem with 0-Dirichlet
boundary condition on the lateral boundary of the strip [0, λ] × (0,+∞).
We denote by (s, y) a point in [0, λ] × (0,+∞). More precisely, we study
existence of nontrivial solutions to the problem
div
(
y1−2α∇v) = 0 in [0, λ]× (0,+∞)
v = 0 in ∂[0, λ]× (0,+∞)
− 1cα limy→0 y1−2α∂yv = F ′(v) on [0, λ]× {0}.
(3.2)
The energy functional associated to problem (3.2) is given by
E0(v) :=
1
cα
∫ +∞
0
∫ λ
0
1
2
y1−2α|∇v(s, y)|2dsdy +
∫ λ
0
F (v(s, 0))ds. (3.3)
In the following lemma, we give a sufficient and necessary condition on
the parameter λ for existence of nontrivial solutions to problem (3.2).
Lemma 3.1. Let λ∗ be defined as in (1.5) and assume that λ > λ∗ is fixed.
Then, there exists a nontrivial positive solution of (3.2) which is a minimizer
of E0. Assume that λ ≤ λ∗, then there are no positive solutions of (3.2)
and the trivial solution 0 is the unique minimizer of E0.
Proof. We consider the function
w(s, y) := sin
(pi
λ
s
)
ϕ2
(pi
λ
y
)
,
where as before ϕ2 is the solution of (2.4). By Remark 2.4 and by (2.10)
and (2.11) w satisfies the problem
div
(
y1−2α∇w) = 0 in [0, λ]× (0,+∞)
w = 0 on ∂[0, λ]× (0,+∞)
− 1cα limy→0 y1−2α∂yw =
(
pi
λ
)2α
w on [0, λ]× {y = 0}.
(3.4)
8We use a small multiple of w as a test function to prove that 0 is not a
minimizer when λ > λ∗. First of all, we observe that
E0(0) = λF (0).
On the other hand, using Taylor expansion for F , we have that
E0(εw) = λF (0) +
ε2
2cα
∫ +∞
0
∫ λ
0
y1−2α|∇w(s, y)|2dsdy
+
ε2
2
∫ λ
0
F ′′(0)w(s, 0)2ds+O(ε4).
We first observe that∫ λ
0
F ′′(0)w(s, 0)2 = F ′′(0)
∫ λ
0
sin2
(pi
λ
s
)
ds =
λ
2
F ′′(0). (3.5)
To compute the Dirichlet energy, we use the change of variable y¯ = piλy and
we integrate by parts in y¯ to get
1
2cα
∫ +∞
0
∫ λ
0
y1−2α|∇w(s, y)|2dsdy =
=
1
2cα
∫ +∞
0
∫ λ
0
y1−2α
(pi
λ
)2 [
cos2
(pi
λ
s
)
ϕ22
(pi
λ
y
)
+ sin2
(pi
λ
s
)
ϕ˙2
2
(pi
λ
y
)]
dsdy
=
1
cα
λ
4
(pi
λ
)2α ∫ +∞
0
y¯1−2α
[
ϕ22(y¯) + ϕ˙2
2(y¯)
]
dy¯
=
1
cα
λ
4
(pi
λ
)2α ∫ +∞
0
(
y¯1−2αϕ22(y¯)− ϕ2(y¯)∂y¯
(
y¯1−2α∂y¯ϕ2(y¯)
))
dy¯
− 1
cα
λ
4
(pi
λ
)2α
lim
y¯→0
y¯1−2αϕ2(y¯)ϕ˙2(y¯)
=
λ
4
(pi
λ
)2α
,
(3.6)
where in the last equality we have used that ϕ2 satisfies (2.5) and the as-
ymptotic behaviours (2.10) and (2.11).
Therefore, combining together (3.5) and (3.6), we deduce that
E0(εw) = λF (0) +
ε2
4
λ
((pi
λ
)2α
+ F ′′(0)
)
+O(ε4)
< E0(0),
for ε small enough, provided that λ > λ∗. This concludes the proof of the
first part of the statement, since we get a nontrivial minimizer for E0, which
can be chosen to be positive by standard arguments.
9To prove the nonexistence of positive solutions for λ ≤ λ∗, we multiply
the first equation of (3.2) by w and we integrate by parts, to get
0 =
1
2cα
∫ +∞
0
∫ λ
0
div
(
y1−2α∇v(s, y))w(s, y)dsdy
= − 1
2cα
∫ +∞
0
∫ λ
0
y1−2α∇v(s, y) · ∇w(s, y)dsdy
−
∫ λ
0
lim
y→0
y1−2α∂yv(s, y)w(s, 0)ds
=
1
2cα
∫ λ
0
lim
y→0
y1−2α∂yw(s, y)v(s, y)ds+
∫ λ
0
F ′(v)w(s, 0)ds
=
1
2
∫ λ
0
w(s, 0)
(
F ′(v) +
(pi
λ
)2α
v(s, 0)
)
ds,
where in the last two equalities we have used that w satisfies (3.4). This
concludes the proof of the lemma, indeed by assumpion F ′(v) ≥ F ′′(0)v for
any v ≥ 0, and therefore we must have v(s, 0) ≡ 0 when λ ≤ λ∗, which
implies v ≡ 0 by uniqueness of solutions to the extended problem (2.2). 
For λ > λ∗ we will denote by v0 the nontrivial minimizer of E0, which
existence is established in Theorem 3.1. From what we have seen above, we
have the inequality:
E0(v0) < λF (0). (3.7)
4. The existence result for λ > λ∗
This section is devoted to the proof of Theorem 1.1.
In the following we will use cilindrical coordinates (r, θ, s, y) ∈ [0,+∞)×
S1 × R × R+ to parametrize R3 × R+. In order to find a solution of (1.1)
which is invariant under the screw motion σβλ , we will look for a solution v
of the extended problem (1.6) which is invariant under the transformation,
that for simplicity of notation we still denote by σβλ , acting on R
3 × R+ in
the natural way
σβλ(z, s, y) =
(
eiβz, s+
λ
pi
β, y
)
.
More precisey, we require that
v(r, θ, s, y) = v
(
r, θ + β, s+
λ
pi
β, y
)
for every β ∈ R,
which implies that
v(r, θ, s, y) = v(r, θ, s+ 2λ, y) and
v(r, θ, s, y) = v
(
r, 0, s− λ
pi
θ, y
)
.
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Moreover, we assume that
v(r, θ,−s, y) = −v(r, θ, s, y).
Using these invariances, it is clear that in order to construct the solution v,
it is enough to construct it for θ = 0, that is we just need to know
V (r, s, y) = v(r, 0, s, y) for (r, s, y) ∈ [0,+∞)× [0, λ]× R+.
Of course, by construction, we have that if V is positive in (0,+∞)×(0, λ)×
R+ and vanishes on ∂ ([0,+∞)× [0, λ])×R+, then the zero level set of v is
Hλ × R+, and therefore the zero level set of its trace u on {y = 0}, that is
a solution of (1.1), is exactly the helicoid Hλ.
We need now to write problem (1.6) and the energy (1.7) in the cilindrical
coordinates introduced above for functions invariant under screw motion.
Problem (1.6) becomes{
Vrr + 1rVr +
(
1 + λ
2
pi2r2
)
Vss + Vyy + 1−2αy Vy = 0 in [0,+∞)× [0, λ]× R+,
− 1cα limy→0 y1−2α∂yV = F ′(V ) on {y = 0}
(4.1)
In what follows we will use the following notations:
SR := [0, R]× [0, λ] and CR,L := SR × [0, L].
We define the following subsets of ∂CR,L:
∂+CR,L := ∂CR,L ∩ {y > 0},
∂0CR,L := ∂CR,L \ ∂+CR,L.
The energy associated to problem (4.1) in the cylinder CR,L is given by:
E(V,CR,L) =
1
2cα
∫∫
CR,L
y1−2α
(
|Vr|2 +
(
1 +
λ2
pi2r2
)
|Vs|2 + |Vy|2
)
r dr ds dy
+
∫
∂0CR,L
F (V )r dr ds.
Let H1(CR,L, y1−2α) denote the weighted Sobolev space
H1(CR,L, y1−2α) = {v : CR,L → R | y1−2α(v2 + |∇v|2) ∈ L1r(CR,L)},
where L1r denotes the space L
1(CR,L) with respect to the measure rdr ds dy,
and let H˜10 (CR,L, y
1−2α) be the space
H˜10 (CR,L, y
1−2α) = {v ∈ H1(CR,L, y1−2α) | |v| ≤ 1, v ≡ 0 on ∂+CR,L},
We recall that (see the proof of Lemma 4.1 in [5]), the inclusion
H˜10 (CR,L, y
1−2α) ⊂⊂ L2(∂0CR,L) (4.2)
is compact.
We are now ready to give the prove of Theorem 1.1.
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Proof of Theorem 1.1. By a standard variational argument and using com-
pactness of the inclusion (4.2), taking a minimizing sequence {V kR,L} ∈
H˜10 (CR,L, y
1−2α) and a subsequence convergent in L2(∂0CR,L), we conclude
that E(·, CR,L) admits an absolute minimizer VR,L in H˜10 (CR,L, y1−2α). With-
out loss of generality, by a standard truncation argument, we may assume
0 ≤ VR,L ≤ 1.
It is easy to check that VR,L is a solution of (4.1) in CR,L (with 0-Dirichlet
boundary condition on ∂+CR,L). Arguing as in the proof of Theorem 1.3 in
[12], one can prove that VR,L extends to a solution of
div(y1−2α∇v) = 0 in CR,L
v ≡ 0 on ∂+CR,L
− 1cα limy→0 y1−2α∂yv = F ′(v) on ∂0CR,L,
where, for simplicity, we keep the notation CR,L to denote the corresponding
cylinder in R4+, that is
CR,L = {(x, y) = (r, θ, s, y) ∈ R4+ : 0 < r < R, 0 < y < L},
and the subsets of its boundary
∂+CR,L = ∂CR,L ∩ R4+, ∂0CR,L := ∂CR,L \ ∂+CR,L.
Some care is needed to show that it is a solution close to {r = 0}, and
we refer to [12] for details. We now wish to pass to the limit in R and L,
and obtain a solution in all of [0,∞) × [0, λ] × R+. Let S > 0, L′ > 0 and
consider the family {VR,L} of solutions in [0, S + 2]× [0, λ]× [0, L′+ 2], with
R > S + 2 and L > L′ + 2. Since |VR,L| ≤ 1, regularity results proven in
Proposition 4.6 of [4] , give a uniform C2,α([0, S]× [0, λ]× [0, L′]) bound for
VR,L (uniform with respect to R and L). We have
|∇VR,L| ≤ C in [0, S]× [0, λ]× [0, L′], for all R > S + 2, L > L′ + 2
(4.3)
for some constant C independent of S, R, L and L′. Choose now L = Rb,
with 1/2 < b < 1 (this choice will be used later to prove that the solution
that we construct is not identically zero). By the Ascoli-Arzela` Theorem, a
subsequence of {VR,Rb} converges in C2([0, S]×[0, λ]×[0, Sb]) to a solution in
([0, S]× [0, λ]× [0, Sb]). Taking S = 1, 2, 3, . . . and making a Cantor diagonal
argument, we obtain a sequence VRj ,Rbj converging in C
2
loc([0,∞)×[0, λ]×R+)
to a solution V ∈ C2loc([0,∞)× [0, λ]×R+). By construction we have found
a solution V with |V | ≤ 1.
It only remains to prove that V is positive.
We start by proving that V is not identically zero. In order to do that,
following the argument in [12], we establish an energy estimate for V using
a comparison argument, based on the minimality of VR,Rb in the set CR,Rb .
Suppose by contradiction that λ > λ∗ and that V ≡ 0. Then, given
R > 0, the minimizing sequence VR,Rb converges uniformly to 0 on CR,Rb
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when R→ +∞. The energy of 0 in CR,Rb is clearly
E(0, CR,Rb) =
λ
2
F (0)R2.
Therefore, for any function W vanishing on ∂+CR,Rb , we have that
E(W,CR,Rb) ≥ E(0, CR,Rb) =
λ
2
F (0)R2. (4.4)
We build now a suitable competitor W and we arrive to a contradiction with
(4.4). First we define two smooth cut-off functions η and ξ as follows:
η(r) :=
{
0 for r ∈ [0, 1/2] ∪ [R− 1/2, R]
1 for r ∈ [1, R− 1],
and
ξ(y) =
1 if 0 < y ≤ R
b −Ra
logRb − log y
logRb − log (Rb −Ra) if R
b −Ra < y ≤ Rb.
We set
W (r, s, y) := η(r)ξ(y)v0(s, y),
where v0 is the minimizer of E0 (see (3.3)), whose existence is established
in Lemma 3.1 and which satisfies (3.7).
We compute now the energy of W . First, we observe that the potential
energy is estimated by∫ λ
0
∫ R
0
F (W (r, s, 0))rdrds ≤ R
2
2
∫ λ
0
F (v0(s, 0))ds+O(R). (4.5)
We estimate now the Dirichlet energy. Since |η|, |ξ|, |v0| ≤ 1, we have
that:
1
2cα
∫∫
C
R,Rb
y1−2α|∇W |2dxdy
≤ 1
2cα
∫∫
C
R,Rb
y1−2α
(
|∇η|2 + |∇v0|2 + |ξ˙|2
)
dxdy. (4.6)
(4.7)
This, together with (4.5), implies
E(W,CR,Rb) ≤
R2
2
E0(v0) +
1
2cα
∫∫
C
R,Rb
y1−2α
(
|∇η|2 + |ξ˙|2
)
dxdy +O(R).
We estimate now the second term on the right-hand side above. In the
following, Cα will denote positive, possibly different, costants depending
only on α. Using the definition of η, we have that∫∫
C
R,Rb
y1−2α|∇η|2dxdy ≤ CαλR
∫ Rb
0
y1−2αdy = CαλR1+2b(1−α). (4.8)
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On the other hand, by the definition of ξ and using polar coordinates, we
have∫ Rb
0
∫ λ
0
∫ R
0
y1−2α|ξ˙(y)|2r drdsdy ≤ CαλR2 1(
log Rb
Rb−Ra
)2 ∫ Rb
Rb−Ra
y1−2α
y2
dy
≤ CαλR2 1− log (1−Ra−b)2
[
1
R2αb −R2αa −
1
R2αb
]
≤ CαλR2 ·R2(b−a) ·R−2αb = CαλR2+2b(1−α)−2a. (4.9)
Therefore, plugging (4.5), (4.8) and (4.9) into (4.6), we deduce
E(W,CR,Rb) ≤ CαλR1+2b(1−α) + CαλR2+2b(1−α)−2a +
R2
2
E0(v0) +O(R).
(4.10)
Now we choose 1/2 < a < b < 12(1−α) . With this choice of b and a, there
exists ε = ε(b) such that
E(W,CR,Rb) ≤ CαλR2−ε +
R2
2
E0(v0) +O(R2−ε).
This, together with (4.4), implies
1
2
F (0)R2 ≤ R
2
2
E0(v0) +O(R).
This gives a contradiction, since for λ > λ∗ we have that
E0(v0) < λF (0),
which was established in (3.7).
This implies that V is not identically zero. Since by construction V ≥ 0,
we conclude that V is strictly positive using the Hopf’s Lemma. 
5. The nonexistence result
In this section we give the proof of our nonexistence result Theorem 1.2.
In order to do this, we need to establish exponential decay in the y-
variable of a bounded solution v of (1.6) which vanishes on Hλ ×R+ and is
invariant under screw motion. We stress that in general exponential decay
in the y variable for bounded solutions in all the half-space of problem (1.6)
is not true, as one can see in the particular case of the one-dimensional
Peierls-Nabarro problem:{
∆v = 0 in R2+
∂yv(x, 0) = 1pi sin (piu) onR,
for which an explicit solution is given by v(x, y) = 2pi arctan
(
x
1+y
)
(see
[7] and references therein). On the other hand, as shown in Lemmas 2.2
and 2.3, the solution of problem (2.2) in a cylinder CΩ = Ω × R+, with Ω
bounded, with 0-Dirichlet condition on the lateral boundary ∂Ω×R+ decays
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exponentially in y. In our situation, we are able to prove exponential decay,
thanks to the symmetry of the problem and to the invariances of the solution
v.
Proposition 5.1. Suppose that v is a bounded solution of{
div(y1−2α∇v) = 0 in R4+
v(x, 0) = u(x),
which vanishes on Hλ × R+ and is invariant under screw motion.
Then, there exist a positive constant K such that
|v(x, y)| ≤ Kϕ2(y) ∼ yα− 12 e−y as y →∞. (5.1)
Proof. Using polar coordinates and the invariance of v, as done in Section
4, we have that the function V (r, s, y) = v(r, 0, s, y) satisfies:
Vrr + 1rVr +
(
1 + λ
2
pi2r2
)
Vss + Vyy + 1−2αy Vy = 0 in [0,+∞)× [0, λ]× R+,
V = 0 on s ∈ {0, λ},
V = u on {y = 0}.
(5.2)
We define now the following function, which provides an upper barrier for
V . For C > e2, K large enough to be chosen later, and ε > 0, we set
wε(r, s, y) := K sin
(pi
λ
s
)
·
[
ϕ2
(pi
λ
y
)
+ εϕ1
(pi
λ
y
)
+ ε
(
e
1
2
pi
λ
r + Ce−
1
2
pi
λ
r
)]
,
(5.3)
where ϕ1 and ϕ2 were defined in (2.9). To conlude the proof, it is enough
to prove that, for any ε > 0 (sufficiently small),
V ≤ wε. (5.4)
Then, the conclusion follows by sending ε→ 0.
We start by showing that wε satisfies:
wεrr +
1
r
wεr +
(
1 +
λ2
pi2r2
)
wεss + w
ε
yy +
1− 2α
y
wεy ≤ 0 (5.5)
By a direct computation, we have that:
1
K
[
wεrr +
1
r
wεr +
(
1 +
λ2
pi2r2
)
wεss + w
ε
yy +
1− 2α
y
wεy
]
= −3
4
ε
(pi
λ
)2
sin
(pi
λ
s
)(
e
1
2
pi
λ
r + Ce−
1
2
pi
λ
r
)
+
1
2r
ε
pi
λ
sin
(pi
λ
s
)(
e
1
2
pi
λ
r − Ce− 12 piλ r
)
− 1
r2
wε
≤ −3
4
ε
(pi
λ
)2
sin
(pi
λ
s
)(
e
1
2
pi
λ
r + Ce−
1
2
pi
λ
r
)
+
1
2r
ε
pi
λ
sin
(pi
λ
s
)(
e
1
2
pi
λ
r − Ce− 12 piλ r
)
= A1 +A2. (5.6)
We study now separately the cases r ≥ λpi and r < λpi .
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If r ≥ λpi , the last term in (5.6) is bounded above by
A2 ≤ 12ε
(pi
λ
)2
sin
(pi
λ
s
)(
e
1
2
pi
λ
r − Ce− 12 piλ r
)
≤ 1
2
ε
(pi
λ
)2
sin
(pi
λ
s
)(
e
1
2
pi
λ
r + Ce−
1
2
pi
λ
r
)
.
This, combined with (5.6) implies (5.5) when r ≥ λpi .
When r < λpi , we immediatley deduce that
e
1
2
pi
λ
r − Ce− 12 piλ r ≤ 0,
since we have chosen C > e2 and therefore (5.5) holds. It remains ti prove
that wε ≥ V on ∂([0,+∞) × [0, λ] × R+). On the set {s = 0} ∪ {s = λ},
this is easy, since by definition wε = 0 = V while on {r = 0} we have
wε ≥ 0 = V . When y →∞ and r →∞, it is also true. Indeed V is bounded
and, for any fixed ε, wε can be made arbitrarly large for y and r sufficiently
large. To conclude we just have to prove that wε ≥ V on {y = 0}. On this
part of the boundary, we have for ε sufficienlty small
wε(r, s, 0) ≥ K
2
sin
(pi
λ
s
)
.
By Proposition 4.6 in [4], we know that v has bounded gradient, in particular
vs = Vs si bounded. Therefore, since V = 0 on {s = 0}∪{s = λ}, we deduce
that, there exists a constant C˜ such that
|V (r, s, 0)| ≤ C˜ min{s, λ− s}.
To conclude, we observe that it is possible to choose K sufficiently large, so
that
wε(r, s, 0) ≥ K
2
sin
(pi
λ
s
)
≥ C˜ min{s, λ− s} ≥ |V (r, s, 0)|.
We have proven that wε is an upper barrier for V and therefore (5.4)
holds. This concludes the proof of the proposition. 
We can now prove our non-existence result.
Proof of Theorem 1.2. We start by observing that, by uniqueness of solu-
tions to problem (2.2) and since the operator div(y1−2α∇) is invariant under
the screw motion σβλ , in order to prove Theorem 1.2, it is enough to prove
the corresponding non-existence result for the extended problem (1.6). We
write V (r, s, y) = v(r, 0, s, y) and we consider problem (4.1) written in cylin-
drical coordinates. Let η be a cut-off function only depending on r such
that
η(r) =
{
1 r ≤ R
0 r ≥ 2R and |∇η| ≤
C
R
.
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We multiply (4.1) by V η2 and we integrate by parts, to obtain∫ +∞
0
∫
y1−2α
(
|Vr|2 +
(
1 +
λ2
pi2r2
)
|Vs|2 + |Vy|2
)
η2 r dr ds dy
+
∫
F ′(V )V η2 r dr ds = 2
∫ +∞
0
∫
y1−2αV Vr η ηr r dr ds dy,(5.7)
where the domain of integration is [0,∞)× [0, λ] where it is not explicitely
written. Now we use the assumption F ′(t) t ≥ F ′′(0) t2 for any t ∈ R, to get∫ ∞
0
∫ λ
0
y1−2α
(|Vs|2 + |Vy|2)dsdy + ∫ λ
0
F ′(V )V ds
≥
∫ ∞
0
∫ λ
0
y1−2α
(|Vs|2 + |Vy|2)dsdy + ∫ λ
0
F ′′(0)V 2ds.
Using a truncation argument in the y-variable (in order to make V compactly
supported in y), the exponential decay established in Proposition (5.1) and
the fact that 0 is the unique absolute minimizer for the one-dimensional
problem when λ ≤ λ∗, we get∫ ∞
0
∫ λ
0
y1−2α
(|Vs|2 + |Vy|2)dsdy + ∫ λ
0
F ′′(0)V 2ds ≥ 0.
Therefore, from (5.7) we deduce∫ ∞
0
∫
y1−2α|Vr|2η2 r dr ds dy ≤ 2
∫ ∞
0
∫
y1−2αV Vr η ηr r dr ds dy.
Using Cauchy-Schwarz inequality on the right-hand side we have∫ ∞
0
∫
y1−2α|Vr|2η2 r dr ds dy ≤
(∫ ∞
0
∫
r∈[R,2R]
y1−2α|Vr|2η2 r dr ds dy
) 1
2
·
·
(∫ ∞
0
∫
r∈[R,2R]
y1−2α|V |2|ηr|2 r dr ds dy
) 1
2
(5.8)
Now, using that |∇η| ≤ CR and the exponential decay (5.1) of V in the
variable y, we deduce that the second integral on the right-hand side is
bounded, which implies that the integral∫ ∞
0
∫
r∈[R,2R]
y1−2α|Vr|2η2 r dr ds dy
is bounded independently of R. Letting R tend to infinity, we conclude that∫ ∞
0
∫
y1−2α|Vr|2 r dr ds dy ≤ C.
In particular, there exists a sequence Ri →∞ for which
lim
i→∞
∫ ∞
0
∫
r∈[Ri,2Ri]
y1−2α|Vr|2η2 r dr ds dy = 0
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This, together with (5.8), implies that∫ ∞
0
∫
y1−2α|Vr|2 r dr ds dy ≤ 0,
which concludes the proof. 
6. Proof of Theorem 1.3
We can give the proof of our last result.
Proof of Theorem 1.3. We have to show that
H2αHλ(x0) = 0
for all x0 ∈ Hλ. We can assume for this calculation that x0 = (t0, 0, 0) =
(t0ei·0, 0) where t0 > 0.
We can write
R3 \Hλ = E+ ∪ E−
where
E+ = { (teiθ, λ
pi
(θ + z)) | t > 0, θ ∈ R, z ∈ (0, pi) }
E− = { (teiθ, λ
pi
(θ + z)) | t < 0, θ ∈ R, z ∈ (0, pi) }
are the two connected components of R3 \Hλ. Then
H2αHλ(x0) =
∫
R3
χE+(x)− χE−(x)
|x− x0|3+2α dx.
Consider the transformation
f(teiθ,
λ
pi
(θ + z)) = (te−iθ,−λ
pi
(θ + z))
defined for (teiθ, λpi (θ+ z)) ∈ E+. Let us verify that (te−iθ,−λpi (θ+ z)) ∈ E−
if (teiθ, λpi (θ + z)) ∈ E+. Indeed
(te−iθ,−λ
pi
(θ + z)) = (−tei(−pi−θ), λ
pi
(−pi − θ + (pi − z))) ∈ E−
if t > 0 and z ∈ (0, pi). Moreover f is a bijection from E+ onto E−, which
preserves volume. Moreover, writing x = (teiθ, λpi (θ+ z)) ∈ E+, x∗ = f(x) =
(te−iθ,−λpi (θ + z)) ∈ E− and x0 = (t0, 0, 0), we have
|x− x0|2 = (t cos(θ)− t0)2 + t2 sin2(θ) + λ
2
pi2
(θ + z)2
= |x∗ − x0|2.
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Therefore, changing x to x∗ = f(x) in the second integral below
H2αHλ(x0) = limr→0
∫
{|x−x0|≥r}
χE+(x)− χE−(x)
|x− x0|3+2α dx
= lim
r→0
(∫
{|x−x0|≥r}∩E+
1
|x− x0|3+2α dx−
∫
{|x−x0|≥r}∩E−
1
|x− x0|3+2α dx
)
= lim
r→0
(∫
{|x−x0|≥r}∩E+
1
|x− x0|3+2α dx−
∫
{|x−x0|≥r}∩E+
1
|x∗ − x0|3+2α dx
∗
)
= 0.

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