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University of Michigan, Ann Arbor, Michigan 
A rationale for indexing the structural complexity of sentences was introduced and an 
experiment reported that demonstrated the relationship between this index and sentence 
retention. The proposed measure entails a phrase-structure analysis of the sentence and 
a counting of the grammatical commitments incurred by each word of the sentence. A 
word is said to be structurally embedded in a sentence to the extent that it determines 
the structure of those parts of the sentence that follow. 
In a six-trial free-learning experiment where sentence complexity and sentence kind 
were manipulated independently and sentence length held constant, sentences of lesser 
indexed complexity were recalled significantly more frequently than sentences of greater 
complexity. The role of sentence kind was found to affect recall, but not in the system- 
atic way predicted by the transformation-grammar model. 
The research to be described is an applica- 
tion of a certain conceptualization of sentence 
structure to sentence-recall behavior. More 
specifically, a procedure for quantifying the 
structural complexity of sentences has been 
developed and an experiment conducted to 
assess its utility in accounting for recall per- 
formance when the to-be-remembered sen- 
tences vary according to this complexity 
measure. 
The measure of interest was proposed by 
Yngve (1960). What  it does is to assign a 
number to each word of a sentence so that, 
in essence, the more embedded in the sentence 
a word is, the larger the number assigned. I t  
is intended here to speak of embeddedness 
only in a structural sense, although it is 
recognized that a complete separation of syn- 
tactic and semantic factors is probably not 
attainable. 
Consider first a plausible psychology of 
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listening to, and reproducing, ordinary Eng- 
lish sentences. As a listener receives a gram- 
matical string of words; not only does he 
perceive each word as it arrives, but  in addi- 
tion, upon the arrival of each, he makes an 
encoding response a major constituent of 
which is formation of an expectation as to 
what is coming next. Such responses are the 
result of extensive experience with the sen- 
tence structure of the language; they are re- 
sponses that have been acquired in the listen- 
er's language community. What  particular 
responses are elicited by each word of the 
arriving sentence is dictated by (a) the 
speaker's choice of word class for that  posi- 
tion in the sentence and his manipulation of 
pitch, stress, and juncture- - in  short, the 
stimulus situation for the listener; and (b) 
the listener's knowledge of word-word and 
class-class transition probabilities and of what 
variations in pitch, stress, and juncture sig- 
nalize in his language---in other words, the 
listener's existing habit structures. Thus as 
a sentence is received, the intonation and 
prosody of the lengthening string serve as 
stimuli for anticipatory responses where what 
is anticipated is a partial ordering of particu- 
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lar word classes. The position taken by the 
present writers is that these responses are a 
major component of what is placed in 
memory and that the likelihood of a correct 
recall depends inversely upon the number of 
such responses the listener makes in attempt- 
ing to store the sentence in memory. 
In consideration of a speaker as he utters 
a sentence (as in recall), an essen.tially 
parallel analysis is appropriate. " I t  seems 
that, as we speak, we incur commitments to 
finish our sentences in certain ways in order 
to make them grammatical" (Yngve, 1964, 
p. 277). As a string of words lengthens, such 
commitments must exist in the speaker's 
memory if he is to complete the string in good 
grammatical form. The parallel, then, be- 
tween the speaker and the listener is that 
for both there is a sequence of entries into 
memory. It  will be argued that for each word 
in a given sentence, the number of expecta- 
tions elicited in the listener is the same as 
the number of commitments incurred by the 
speaker. 
Suppose the sentence The new club mem- 
ber came early were read to a listener. Upon 
hearing The, the listener responds with the 
following two anticipations: he expects to 
hear the rest of the noun Phrase just begun 
with The, and he expects a predicate of sort. 
Correspondingly, in uttering the same sen- 
tence, the speaker incurs two commitments 
upon saying The: one of them is to finish the 
noun phrase just begun with The, the other 
is to provide a predicate. Thus from psycho- 
logical considerations, The may be said to be 
structurally embedded to a depth of 2, "struc- 
turally" because the expectations and com- 
mitments are grammatically founded. The 
next word, new, is also assigned a depth of 
2; this is because receipt of new elicits in the 
listener an expectation of completion of a 
new noun phrase and affirms the already- 
elicited expectation of a predicate. Again, a 
corresponding statement can be made for the 
speaker. Similarly, club has depth 2. The 
noun member, however, has depth 1 because 
the only expectation (commitment) in effect 
is that of a predicate. With the verb came, 
the expectation of (commitment for) a predi- 
cate is met, but only partially: its intonation 
elicits (incurs) in turn an expectation of 
(commitment for) an adverb and hence is it- 
self embedded to a depth of 1. And finally, 
the pitch and stress of the adverb early indi- 
cate that early is the terminal word and 
therefore has depth 0. 
The sentence The new club member came 
early can thus be characterized by the fol- 
lowing set of numbers: 2, 2, 2, 1, 1, 0. These 
numbers reflect the structural involvement 
of each word in the sentence from the point 
of view of both a listener and a speaker. If 
the minimal psychology of listening and re- 
producing just outlined is tenable, these 
numbers also should serve to index how much 
of a load on memory is imposed by the sen- 
tence. 
A formal procedure for determining such a 
characterizing set of numbers for any sen- 
tence (in any language, actually) has been 
detailed by Yngve (1960). I t  consists of draw- 
ing up a binary phrase-marker tree for the 
sentence in question and then counting the 
number of left branches leading to each 
word. The mean of this set of what might be 
called Yngve numbers may be taken as a 
measure of the structural complexity of the  
sentence as a whole. For a given sentence, 
then, let its mean depth be formally defined 
as the mean of its Yngve numbers. 
The hypothesis under scrutiny in the pres- 
ent research is that the likelihood of recall of 
a sentence is inversely related to the mean 
depth of that sentence. Accordingly, one of 
the independent variables was sentence com- 
plexity as indexed by the mean-depth mea- 
sure. 
The second grammatical factor of concern 
here is that of sentence kind. Considerable 
attention has been directed to the idea that 
the corpus of English sentences can be par- 
titioned into kernels and nonkernels. A kernel 
is an active, affirmative sentence. Negative, 
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passive, passive-negative, and interrogative 
sentences exemplify nonkernels. Formally, 
Chomsky (1957) proffers the notion that the 
basic rules of grammar should apply ,to kernels 
and that a set of transformation rules should 
be used to derive the nonkernels from the ker- 
nels; psychologically, Miller (1962) suggests 
that a nonkernel sentence is remembered by 
first transforming it to its underlying kernel 
and then remembering the kernel plus a trans- 
formation tag of some sort. On either level, 
the passive sentence, say, Assignments were 
arbitrarily made by the Joreman would be 
treated (analyzed, remembered) as the kernel 
The foreman arbitrarily made assignments 
plus a transformation (grammatical rule, 
memory tag) to the passive. The grammatical 
utility of such a view is clear (Bach, 1964; 
Chomsky, 1965); but whether or not such 
processes occur within the human information 
handler is not clear. Mehler (1963), Miller 
(1962),  and Miller and McKean (1964) have 
pressed persuasively, with data, for recogni- 
tion of automatic transformations among 
sentence kinds as a cognitive process. How- 
ever, the possibility exists that distinctions 
like kernel vs. nonkernel do not as such bear 
upon recall performance, but that the effects 
so far observed and attributed to transforma- 
tion processes can more plausibly, and more 
parsimoniously, be explained in terms of a 
structural index like sentence mean depth. 
Therefore, the second independent variable 
was sentence kind. 
METHOD 
On each of six free-learning trials, the same six 
sentences were read to S, who then proceeded im- 
mediately to recall them as best he could. Two 
factors were manipulated orthogonally: there were 
six sentence kinds within Ss and two levels of sen- 
tence mean depth between Ss. 
Materials. Twelve sets of six sentences each were 
constructed such that each set contained one each of 
the following six sentence kinds: kernel (K) ,  pas- 
sive (P) ,  truncated passive (PT), e negative (N),  
A passive is truncated when the agent is not  
specified. We were met by our two children is not 
passive-negative (PN),  and truncated passive-nega- 
tive (PTN). Of the 12 sets of sentences, six were 
made up of sentences all of which had Yngve num- 
bers 1, 3, 2, 1, 1, 1, 0, and hence mean depth 1.29; 
the other six sets had sentences with Yngve num- 
bers  1, 4, 3, 2, 1, 1, 0, and hence mean depth 1.71. 
For example, They were not  prepared for rainy 
weather is a PTN with mean depth 1.29, while 
Children are not  allowed out after dark is a P,cN 
with mean depth 1.71. All sentences were exactly 
seven words long. The sentences within each set of 
six were completely unrelated in the judgment  of 
the investigators. 
Subjects. The Ss were 120 University of Michigan 
undergraduates who volunteered for paid participa- 
tion. As a rule, they were run in groups of five; 
however, occasionally only one or two were run at 
a time in order to fill out a group. Ten Ss were as- 
signed to each of the 12 sets of sentences. 
Procedure. Five Ss at a time were seated in stan- 
dard classroom desk-chairs in an otherwise empty 
room (except for E's table). They were each given 
one sheet of blank paper and told that  they would 
hear six ordinary English sentences read aloud by 
E in immediate succession and in a normal speaking 
voice; and that  after the last sentence had been 
read, E would say "start ,"  at  which time they were 
to begin writing out  as many of the just-heard 
sentences as they could remember. As soon as an S 
finished writing, E picked up the sheet on which 
the recalled sentences had been written. After all 
five Ss were finished, fresh sheets of paper were dis- 
tributed and E read the same six sentences again, 
in a new order, and the Ss again at tempted to re- 
produce them. In all, six such trials were effected. 
Every sentence occurred once in each ordinal posi- 
tion over the six trials. 
RESULTS 
Correct Recalls. For each combination of 
sentence mean depth and sentence kind, the 
mean number of correct recalls over the six 
trials per S was computed. These data are 
summarized in Table 1, where each mean 
represents 60 Ss. Trial data are not presented 
because for each sentence kind the difference 
between mean depths 1.29 and 1.71 is essen- 
tially constant over trials; the magnitude of 
the difference apparent in the over-trials 
truncated because the agent (our two children) is 
named; however, The power was turned off at five 
is truncated because who turned the power off is 
not given. 
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TABLE 1 
MEA~ NUMBER CORRECT RECALLS PER S IN SIx 
TRIALS AND MEAN TIIORNDIKE-LORG~ COIYNT 
Sentence mean  depth 
Sentence 1.2 9 1.71 
kind Recall T - L  a Recall T - L  a 
K 3.27 80.2 2.17 86.8 
P 3.99 73.3 2.97 80.2 
PT 3.27 84.0 2.50 80.3 
N 4.71 91.0 3.29 91.0 
P N  3.94 84.5 4.04 88.0 
PTN 3.97 90.3 3.46 89.9 
Mean  3.86 83.9 3.07 86.0 
a In the computat ion of means,  A : 50, AA : 
100. 
means of Table 1 appeared on the very first 
trial and remained intact as the likelihood 
of correct recall increased over the succeeding 
five trials. 
A 2 X 6 analysis of variance indicates that 
sentence mean depth is a highly significant 
factor, F(1,118) - -  18.22, p < .001; that 
sentence kind is similarly highly significant, 
F(5,590) = 15.45, p < .001; and that the 
interaction between depth and kind is sig- 
nificant, F(5,590) - -  3.62, p < .01. 
Subsequent to conduct of the experiment, 
the average Thorndike-Lorge (1944) count 
for each sentence was computed. The means 
for the 12 combinations of sentence mean 
depth and sentence kind are shown in Table 
1. The product-moment correlation between 
the total number correct recalls and the 
Thorndike-Lorge count is r - -  .15 over the 72 
sentences used, which for dj = 70 is not sta- 
tistically significant. A 2 X 6 analysis of co- 
variance does not change the picture revealed 
by the 2 X 6 ordinary analysis of variance. 
In view of the significant interaction be- 
tween sentence mean depth and sentence kind, 
the difference between mean depths 1.29 and 
1.71 was examined for each sentence kind. 
On the basis of the t test with d] - -  118, for 
kinds K and P the differences are significant 
beyond the .005 level; for PT, beyond the 
.05 level; for N, beyond the .001 level. For 
kinds PN and PTN the differences are not 
significant ( p ~  .30 and p ~  .10, respec- 
tively). Again, the picture does not change 
under covariance analysis with Thorndike- 
Lorge count as the covariate. 
Errors. In Table 2 are listed the number 
and kinds of errors arising from each com- 
bination of sentence mean depth and sen- 
tence kind. For example, in the first column 
one can see that out of the (60 Ss) X (6 
t r i a l s ) - -360  response opportunities for re- 
calling a K of mean depth 1.29, there occurred 
164 errors, of which 61 were omissions. Of 
the remaining 103 overt errors, 71 were Ks, 
3 were Ps, 5 were PTs, etc. From the bottom 
row of the column, one reads that the mean 
depth of the 96 grammatical complete-sen- 
tence errors is 1.28. 
Aside from omissions, the most frequent 
type error was a recall error of the same 
sentence kind as the presented sentence. 
These are entered on the main diagonal and 
are attributable chiefly to substitutions of 
adverbs and adjectives. Those (grammatical 
complete-sentence) errors off the main diag- 
onal are transformations of the presented 
sentence. The proportion of grammatical com- 
plete-sentence errors that are transformations 
is .30 for presented sentences of mean depth 
1.29, and .26 for presented sentences of mean 
depth 1.71. This difference is not statistically 
significant ( z - - . 4 7 ,  p - - . 6 4 ) .  Of the total 
number of off-diagonal errors (transforma- 
tion errors), the proportion that are Ks is .32 
for presented sentences of mean depth 1.29, 
and .15 for presented sentences of mean depth 
1.71. This difference is highly significant 
statistically ( z - -3 .5 6 ,  p < .001). 
The average mean depth of grammatical 
complete-sentence errors over the six kinds 
is 1.26 for presented sentences of mean depth 
1.29, and 1.56 for presented sentences of 
mean depth 1.71. This means that presented 
sentences of indexed complexity 1.29 give 
rise to errors of similar complexity, whereas 
for more complex presented sentences, those 
with mean depth 1.71, resulting errors are 
simpler structurally. 
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DISCUSSION 
The experiment reported supports two 
major conclusions: first, that structural com- 
plexity as indexed by the sentence mean- 
depth measure is a definitive factor in sen- 
tence retention; second, that when sentence 
complexity and sentence length are controlled, 
the role of sentence kind in explaining recall 
behavior becomes marginal. 
The data indicate that irrespective of sen- 
tence kind, likelihood of correct recall follows 
inversely sentence mean depth. If some as- 
pect of memory fails and recall is attempted, 
the resulting error is very likely to be a sen- 
tence of the same kind as the presented sen- 
tence b u t  with a lesser mean depth. These 
findings are in accordance with the analysis 
of listening and reproducing given at the out- 
set; they are not, however, explicable by the 
transformation-grammar model. 
Consider first the conclusion that sentence 
kind is of minimal interest when sentence 
mean depth and sentence length are con- 
trolled. In applying the transformation-gram- 
mar model to the human information proces- 
sor, one is required to argue that a nonkernel 
is stored in memory as the corresponding 
kernel plus a transformation tag. This means 
that retention of kernels should be superior 
to retention of nonkernels: representation 
in memory of a nonkernel is susceptible both 
to loss of the kernel component and to loss 
of the transformation tag that must accom- 
pany the kernel component. Thus sentence 
kind is given a central role with kernels clearly 
seen as easiest to remember. The present data 
indicate that recall of kernels is uniformly in- 
ferior to recall of nonkernels, and that except 
for this disconfirming regularity there is no 
consistent effect on recall attributable to 
the remaining sentence kinds. 
I t  is not inappropriate to question the fore- 
going conclusion on the grounds that because 
sentence kind was manipulated within Ss, and 
because there are, for example, four sentences 
out of the six that are of the passive form, 
there may exist an induced response bias to- 
ward the passive form and therefore away 
from the kernel. If so, then (a) recall per- 
formance should be superior for passives rela- 
tive to nonpassives, and (b) grammatical 
complete-sentence errors for nonpassive pre- 
sented sentences should tend toward the pas- 
sive form. Regarding the first possibility, 
from Table 1 it is apparent that the passives 
tend to be recalled sligh.tly more frequently 
than the nonpassives. By t test, the total num- 
ber of recalls for each of the 48 passive sen- 
tences were compared with the total number 
recalls for each of the 24 nonpassive sentences. 
The result was t ( 7 0 ) =  .56, p ~.50. With 
respect to the frequency of passive errors to 
nonpassive presented sentences, from Table 
2 one can calculate that of the 127 complete- 
sentence transformation errors given to the 
two nonpassive sentence kinds (K and N) ,  
79 were of one of the four passive kinds, or, 
on the average, 19.8 per kind, and 48 were 
of the remaining nonpassive kind. Thus 
neither the correct-recall data nor the error 
data indicate a response bias against non- 
passive kinds. 
Consider now the conclusion that sentence 
mean depth is a significant factor in sentence 
retention. Current applications of the trans- 
formation-grammar model to sentence-recall 
behavior (Mehler, 1963; Miller, 1962) do 
not provide for prediction of differential re- 
callability of two sentences of the same kind. 
The present data indicate that such differ- 
ences clearly exist and can, to some extent, 
be quantified on a structural-complexity basis: 
except for the passive-negatives, those sen- 
tences of a given kind with mean depth 1.29 
were recalled with greater frequency than 
those of the same kind with mean depth 1.71. 
I t  might be argued in return that when two 
simple sentences of the same kind differ in 
mean depth, appropriate grammatical analysis 
will reveal that the more complex of the two 
involves additional grammatical rules that 
deal with aspects of the sentence other than 
simply sentence kind. But such additional 
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g rammat i ca l  rules canno t  be t r ans fo rma t ion  
rules since t r ans fo rma t ion  rules are  the  basis 
of sentence  kind.  The re fo re  these addi t iona l  
rules mus t  be the rules of phrase -s t ruc tu re  
g rammar ,  and in the  in t roduc t ion  i t  was sub- 
mi t t ed  tha t  the  genera t ion  of sentences and  
the  " u n d e r s t a n d i n g "  and  re tent ion  of sen- 
tences  by  h u m a n  language  users  corresponds  
to a phrase - s t ruc tu re  g r a m m a r  of the lan- 
guage:  the n u m b e r  of  lef t  b ranches  of a 
ph rase -marke r  t ree  leading to a g iven word  
defines the  dep th  ( s t ruc tu ra l  embeddedness )  
of t h a t  word,  and hence  the  number  of g ram-  
ma t i ca l  c o m m i t m e n t s  incurred  by  the speaker  
and  the n u m b e r  of  expec ta t ions  el ici ted in the  
l istener.  T h u s  the t r an s fo rma t ion -g rammar  
model  cannot  pred ic t  differences in re ten t ion  
of  two sentences of the same k ind  wi thou t  
resor t ing  to phrase -s t ruc tu re  g r ammar ,  which 
is t a n t a m o u n t  to admi t t i ng  the  basic  ra t iona le  
of  Yngve ' s  or iginal  idea.  
Further evidence on these matters comes from a 
study by the present writers in which Ss made 
judgments as to which of two seven-word sentences 
they thought would be easier to remember if they 
had to relay one of them to someone else after 
a delay of several minutes. Since the sentence pairs 
were in writing in front of them, and since their 
judgments were not paced, Ss need not have stored 
any information in memory; only their intuitions 
regarding ordinary English sentences presumably 
were in effect. Twelve Ks were paired with 12 Ns 
and with 12 Ps, thus giving 144 K-N and 144 K-P 
sentence pairs. Of the 12 sentences of each kind, 
there were two each of mean depths 1.00, 1.14, 1.29, 
1.43, 1.57, and 1.71. Thus the difference in mean 
depths for pairs of sentences ranged from --.71 to 
.71; a difference of --.71 obtained when, for ex- 
ample, the K member of a K-N pair had mean 
depth 1.00 and the N member had mean depth 
1.71. Which kind of sentence occurred first in a 
pair was balanced over the magnitudes of differ- 
ence in mean depth. The judgments were made 
immediately following the free-learning experiment, 
and by the same Ss. The sentences of the two ex- 
periments were completely unrelated semantically. 
With respect to the resulting judgments of re- 
tainability as a function of sentence kind, Ns were 
chosen over Ks 54% of the time and Ps were chosen 
over Ks 50% of the time. As for judgments as a 
function of difference in sentence mean depths, Ss 
consistently chose the sentence of lesser mean depth 
as easier to remember: for K-N pairs, Kendall's 
tau between proportion of choices of K over N 
and the --.71 to .71 range of mean-depth differences 
is .54 (p -~ .01) ; for K-P pairs, tau is .85 (p ~ .001). 
In a similar study comparing Ps and P~rs, Ps were 
judged easier to remember than PTs 51% of the 
time; the corresponding tau is .93 (p ~ .001). 
Thus, in a situation where Ss are asked to make 
judgments regarding storage and subsequent repro- 
duction, that is, to exercise their knowledge of the 
language without an actual test of ability, one again 
finds that it is structural complexity and not sen- 
tence kind per se that accounts for behavior. 
T h e  final b i t  of  ev idence  to be adduced  
in suppor t  of  the  posi t ion taken  here is pro-  
v ided  by  Mehle r  (1963) .  H i s  is a f ree- learn-  
ing s tudy  v e r y  s imilar  to the  one repor t ed  
here.  I f  the  ¥ n g v e  numbers  for the examples  
he  gives of the K, P, N ,  and  P N  sentences  
used in his exper iment  are  de te rmined  and  
sentence m e a n  depths  f igured,  the  re la t ion-  
ship tha t  emerges  be tween  to ta l  n u m b e r  cor- 
rect  recalls and  sentence  mean  depth  is a 
r e m a r k a b l y  s t rong one:  the mean  dep th  
values  are  1.17, 1.38, 1.43, and 1167 and the 
total  n u m b e r  correct  recalls  a re  300, 243, 234, 
and  191, respect ively ,  for his K,  P ,  N ,  a n d  
P N  sentences.  A l though  Mehle r  gives a t rans-  
f o rma t ion -g rammar  in te rp re ta t ion  of these re- 
sults, i t  can be  seen tha t  a phrase -s t ruc tu re  
( sen tence-complex i ty )  analysis  induces a near-  
pe r fec t  l inear  orderl iness.  
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