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To my parents Ludwig and Maria-Theresia

Wohltätig ist des Feuers Macht,
Wenn sie der Mensch bezähmt, bewacht,
Und was er bildet, was er schafft,
Das dankt er dieser Himmelskraft.
Auszug aus Das Lied von der Glocke
- Friedrich Schiller
Most wholesome is the force of fire,
When man can tame and guard its ire,
And from this heavenly force man takes
Good help for what he moulds and makes.
Excerpt from The song of the bell
- Friedrich Schiller
English translation based on Margarete Münsterberg
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Abstract
This thesis investigates large scale flow rotation in two configurations. In the first, the focus
is on the effect of flow rotation on a laminar flame. The flame is anchored in the wake of a
cylindrical bluff body. The flow rotation is introduced by turning the cylinder along its axis.
It is shown by Direct Numerical Simulation (DNS), that the cylinder rotation breaks the
symmetry of both flame branches. Flame Transfer Function (FTF) measurements performed
by the Wiener-Hopf Inversion suggest, that low rotation rates lead to deep gaps in the gain
and the flame becomes almost insensitive to acoustic perturbation at a specific frequency.
It furthermore is demonstrated that this decrease in gain of the FTF is due to destructive
interference of the heat release signals caused by the two flame branches. The frequency at
which the gain becomes almost zero can be adjusted by tuning the cylinder rotation rate.
The study suggests that controlling the symmetry of the flame could be a tool of open-loop
control of thermoacoustic instabilities.
In the second configuration the cause of flow rotation is a hydrodynamic instability, namely
the Precessing Vortex Core (PVC) in an industrial fuel injection system. Experimental
measurements and Large Eddy Simulation (LES) show that the non-reacting flow within the
primary injector is superimposed by a PVC. The hydrodynamic instability furthermore is
investigated by a Linear Stability Analysis (LSA). Both local an BiGlobal approaches are
applied and compared regarding their respective results. Experimental, LES and LSA results
demonstrate that mounting a central rod in the interior of the primary injector stabilizes
the PVC. In addition, the same industrial injector is investigated for a reacting flow via
LES. The results demonstrate, that the flame stabilizes the flow concerning the PVC. It is
shown by a BiGlobal stability analysis, that the density gradient in the mean flame front
has a significant dampening effect on the instability. Finally, the impact of the central rod is
investigated also for reacting flows. It is shown, that the central rod only marginally effects
the global flame shape, but has a beneficial effect on flame anchoring in the lean regime. Both
cases, the one with rod and the one without rod are compared also by a LSA concerning the
stability of the PVC. Results suggest, that the rod significantly increases the dampening of
the PVC. This could lead to decreased turbulence levels in the flow, prevent flame quenching
and therefore explain the beneficial influence of the rod regarding flame anchoring.
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Résumé
Cette thèse a pour but l’étude de la rotation de l’écoulement des grandes échelles dans
deux configurations. La première configuration se concentre sur l’effet de la rotation de
l’écoulement sur une flamme laminaire. Elle est stabilisée dans le sillage d’un cylindre. La
rotation de l’écoulement est introduite en faisant tourner le cylindre autour de son axe. La
simulation numérique directe (Direct Numerical Simulation (DNS)) montre que la rotation
du cylindre rompt la symétrie des deux branches de la flamme. La fonction de transfert
de flamme (Flame Transfer Function (FTF)), obtenue grâce à l’inversion de Wiener-Hopf,
indique qu’un faible taux de rotation réduit le gain de la FTF et donc la flamme devient
presque insensible aux perturbations acoustiques à une fréquence donnée. De plus, il est
démontré que cette diminution du gain est due à une interférence destructive des fluctuations
de chaleur produites par les deux branches de la flamme. La fréquence à laquelle le gain
de la FTF devient presque nul est ajustable par la vitesse de rotation du cylindre. Cette
étude suggère que le contrôle de la symétrie de la flamme pourrait être un outil de contrôle
en boucle ouverte des instabilités thermoacoustiques.
Dans le cas de la deuxième configuration, la rotation de l’écoulement est induite par une
instabilité hydrodynamique, aussi nommée Precessing Vortex Core (PVC) dans un système
d’injection de carburant industriel. Des expériences et des simulations aux grandes échelles
(Large Eddy Simulation (LES)) montrent que l’écoulement non-réactif dans l’injecteur pri-
maire peut être décomposé en une contribution moyenne et un PVC. Cette instabilité hydro-
dynamique est étudiée par l’analyse de stabilité linéaire (Linear Stability Analysis (LSA)) en
utilisant deux approches différentes (locale et BiGlobale). Les résultats de l’expérience, de la
LES et de la LSA démontrent que le montage d’une tige centrale à l’intérieur de l’injecteur
stabilise le PVC. De plus, le même injecteur industriel est étudié dans le cas d’un écoule-
ment réactif par LES. Les résultats démontrent que la flamme stabilise le PVC. L’analyse de
stabilité BiGlobal montre que le gradient de densité dans le front moyen de la flamme a un
effet important sur l’amortissement du PVC. Enfin, l’impact de la tige centrale est également
étudié pour le cas réactif. La tige centrale impacte marginalement la forme globale de la
flamme, mais a un effet positif sur l’accrochage de la flamme dans la zone de combustion
pauvre. En comparant deux cas par LSA, celui avec la tige et celui sans la tige, les résultats
suggèrent que la tige augmente considérablement l’amortissement du PVC. Cela pourrait
xiii
causer une diminution de la turbulence dans l’écoulement et empêcher l’extinction de la
flamme et donc expliquer l’influence bénéfique de la tige sur la stabilisation de la flamme.
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Chapter 1
Introduction
1.1 Combustion - A Future Technology?
“Most wholesome is the force of fire” wrote Friedrich Schiller, one of the most significant
German classical writers, in his epochal poem The song of the bell in 1799. The excerpt
(see Page iv of this manuscript) underlines the significance of combustion in this time. Its
use, however, was restricted mainly to hand craft, like in the description in The song of the
bell. Because then, when the industrial revolution was in full swing in Great Britain, the
economy on the European continent and especially in Germany was still characterized by
the agricultural sector [91]. The industrial revolution reached Germany late in the 1830s,
around three decades after Schiller’s death. During the course of the industrial revolution,
the exploitation of fossil fuels in combination with the flourishing art of engineering initiated
a global technological, economical and social transition, the intensity and rapidity of which
has never been witnessed before in human history. Without this boost and the use of carbon
fuels down to the present day, today’s globalized world with its technologies, medicine and
new industries would be inconceivable. Friedrich Schiller at his time and location, although
referring to fire as a “heavenly force”, could not even grasp the actual potential of the use of
combustion and its detrimental role in history that became apparent in retrospect only.
Nevertheless, the limitations and downsides of fossil fuels are well known today. The first of
which is the amount of fossil fuels available to exploit. Recent studies predict the depletion
times of todays known reserves of oil and gas to be in 2040 and 2042, respectively, while
the coal reserves will last at least until the 22nd century [222]1. Of course depletion dates
like this were frequently delayed into the future due to exploration of new reserves and more
1The source was published before the method of hydraulic fracturing was applied on the large scale. The
depletion times of gas may have been delayed significantly.
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efficient mining technologies. Nevertheless, the depletion of fossil fuels in general remains
without doubt.
The second downside is with respect to the reaction products emerging from combustion
processes. Probably the largest concern in this context is the impact of fossil fuel combustion
on the global climate, a hypothesis which was firstly proclaimed by the end of the 19th
century, amongst others by Arrhenius [7]. Today, the vast majority of scientists agree that
the CO2 emissions caused by the combustion of hydro carbons are the driving factor for an
increase in global temperatures, which have been observed during the last decades [174]. The
result of further increasing global temperatures and therefore fossil fuel combustion could
be increasing sea levels, harsher winters and more frequent floodings and droughts [108]. A
recent study furthermore examines the possibility of self-reinforcing feedback mechanisms,
e.g. the melting of permafrost in Siberia, which could cause additional significant increases
in global temperatures [231].
Considering these downsides of fossil fuel combustion, the question arises whether the golden
age of combustion is over, or if it will continue to shape the future in energy production.
In order to address this question, it is helpful to analyze both the current energy markets
and the alternatives to fossil fuels. Today’s available alternatives for electricity production
is the use of renewable energies, mainly hydro, solar and wind power, and nuclear energy.
The advantages of nuclear energy are the low energy costs and its marginal impact on
climate change, since it is almost CO2 neutral. Nevertheless, due to the unsolved question
of the disposal of burnt out fuel rods and several severe accidents in nuclear power plants,
with catastrophic consequences, this technology is highly controversial. While some nations
(or states), such as France, Turkey and Japan continue their efforts or start applying this
technology, others, like Germany, California and Austria decided to either not develop or
end their nuclear power programs. If they wish not to increase their share of fossil fuel
consumption, renewable energies are their only option left. These countries which take on
the challenge of transition to renewable energies face major problems. In the following, some
of these problems will be discussed and also how combustion could help to solve them. To
do so, the German energy market will serve as an example for a market in energy transition.
Fig. 1.1 illustrates the share of energy sources in gross power generation in Germany, i.e.
the total amount of produced electricity. Huge efforts have been taken on the political level
in Germany in order to elevate the share of renewable energies during the last twenty years.
Therefore, the German electricity is produced to one third by renewable energies, today, of
which over three quarters are solar, wind and hydro electric energy. Together with nuclear
energy, almost half of the electricity production is CO2 neutral. While this seems like a huge
progress, a glance at Germany’s primary energy consumption (see Fig. 1.2) has a sobering
effect. In contrast to the gross power generation the primary energy consumption includes
traffic, which is mainly driven by fossil fuels, heating and combustion of primary energy
carriers in industry. Here, the share of renewable energies is only at 13.1%, and within this
2
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4.3% Others
0.9% Mineral oil
13.2% Natural gas
33.3% Renewables
22.5% Lignite
14.1% Hard coal
22.5% Nuclear
Figure 1.1: Share of energy sources in gross power generation in Germany in 2017; Data based
on [268]
1.8% Others
34.6% Mineral oil
23.7% Natural gas
13.1% Renewables11.2% Lignite
11.0% Hard coal 6.1% Nuclear
Figure 1.2: Share of primary energy consumption in Germany in 2017; Data based on [267]
share almost two thirds are produced via combustion of biomass or waste. Elevating the
renewable energies’ share over this threshold is difficult. This is due to the volatility of wind
and solar energy. Fig. 1.3 illustrates the cumulative output powers over time of German
wind and solar power plants. The volatility of both energy sources is evident. Besides
fluctuations of a charactersitic time of hours, seasonal fluctuations are visible in the plots.
While more solar power is produced in the summer months than in the winter months, it
is opposite for wind power. Sinn [226], a renowned, yet controversial German economist,
recently analyzed the available and potential buffering capabilities. He took into account
the possibility of constructing new storage power plants and demand management, i.e. the
artificial manipulation of demand in order to balance the momentary electric energy output
with its consumption. He showed that high frequency fluctuations are comparably easy
to buffer. The seasonal fluctuations in storage demand however, which are of much higher
amplitude, pose the real challenge. He concludes that in case Germany wants to rely to 100%
on solar and wind energy, approximately 40, 000 new hydroelectric storage power plants of
average German size would have to be constructed, a number by far exceeding the Germany’s
geographic potential for these kind of power plants. Furthermore, demand management, e.g.
by smart power grids and consumption, has almost no effect on the seasonal fluctuations since
it can only be applied to buffer high frequency fluctuations. But how can combustion help to
3
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Figure 1.3: Output of renewable energies in Germany in 2017/2018
solve this problem? The answer is called Power To X (P2X). The idea of these technologies
is to store the excess energy which is provided by volatile renewable power plants in chemical
form. In Power To Gas (P2G), electrical energy is used to produce combustible gases like
hydrogen and methane, while in Power To Liquid (P2L), liquid fuels are produced. These
technologies have increasingly been in the focus of research since the beginning of the 21st
century, due to the demand of storing electrical energy [204]. The CO2 needed in the P2G
production of methane and in the P2L production of liquid fuels can be captured in the
exhaust of combustion power plants or directly from the air [263]. Once the electrical energy
is transformed in chemical energy it can be stored even over large time spans [148]. This
makes this technology attractive in order to buffer the seasonal fluctuations in the electricity
balance. Especially the subsequent combustion in gas turbines has significant advantages:
Firstly, gas turbines are highly flexible. Typical start-up times reach from 7 to 20 minutes.
And secondly they can be used in a combined cycle with a steam turbine, where the excess
heat can still be applied as district heat. This way, the energy in chemical form can not only
be transformed in electrical energy, but it can also be used for heating, which today is still
mainly covered by fossil fuels. This way P2X provides the potential to increase the share of
renewable energies in electricity consumption, but also in heating.
Finally, the P2L technology can be used to tackle the last big sector in primary energy
consumption: traffic. Producers of electric cars today struggle with the expensive, heavy
and environmentally questionable batteries, which are needed in order to store the electric
energy. Especially commercial aviation is highly dependent on fossil fuels today. While
the market for Unmanned Aerial Vehicles (UAVs), the so called drones, is booming [31],
alternatives to liquid fuels are not in sight in the frame work of large scale passenger and
4
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cargo transport. At the same time predictions for both cargo and passenger flights are
expected to explode during the next decades [101, 69, 2], which will lead to a higher demand
in combustible fuels in this sector, which partially could be provided by P2L.
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Figure 1.4: Development of global primary energy consumption since 1992; Data based on [20]
The P2X technologies may at some point be an important tool in the framework of renewable
energy transition. Nevertheless, on the global level we still are far from this point. In general,
the significance of combustion in the present and also the near future’s forecast of energy
production is extraordinary. Figure 1.4 shows the development of global primary energy
sources during the last 25 years. Without doubt, the share of renewable energy sources has
increased. Nevertheless, the recent increase in fossil fuel consumption exceeds the increase
in renewable energy many times over, so that today the share of combustion in global energy
transition is close to 90% [213, 156]. In line with sustainability and climate protection it is
therefore mandatory that fossil fuels are burnt with highest possible efficiency, since they
are the predominant energy carrier of the present and will remain so for many years to
come [117].
To conclude, combustion did not only allow for the industrial revolution by the consumption
of fossil fuels during the preceding centuries, it also is by far the dominant energy source of
the present. Furthermore, the use of power to gas it is a promising tool to shape the future
of energy production in the framework of transition to renewable energies. It therefore is
the task of both research and industry to continue their effort in developing combustion
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Figure 1.5: Destructive impact of CIs; Burner nozzle before (left) and after (right) a CI event
engines of increasingly high efficiency in order to both limit the impact of combustion on
our environment and to support energy transition to renewable resources.
1.2 Fundamentals of Thermoacoustics
As laid out in the previous chapter one strength of gas turbines is their high flexibility
and short start-up time. One factor that can limit this flexibility and prevent stationary gas
turbines (but also aeronautical gas turbines and rocket engines) from running at their optimal
operating point can be the onset of Combustion Instabilitys (CIs). If not taken care of, these
instabilities can cause serious damage to the structural integrity of the combustion chamber.
Fig. 1.5 shows the destructive capabilities of CIs. Unfortunately, lean combustion regimes,
which are favored due to lower flame temperatures and therefore lower NOx emissions [24],
are especially vulnerable to these kind of instabilities [52, 28]. Being able to control CIs
therefore may reduce nitric oxide emissions and enhance the efficiency of gas turbines.
1.2.1 On the Cause and Nature of Thermoacoustic Instabilities
One source of a fluctuation in heat release in a flame is turbulence. As turbulence typically
consists of broad band frequencies, the flame’s response to turbulence is typically broad band
and incoherent [26]. These heat release fluctuations in the flame in turn emit sound waves,
which are known as combustion noise [58]. While this is typically not a problem concerning
safety or efficiency, several recent studies focus on this phenomenon in order to understand
combustion noise and thereby reduce unwanted structural vibrations and noise emission of
aerospace engines [155, 230, 235, 27].
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Figure 1.6: Feedback loop leeding to a thermoacoustic instability in a combustion engine; based
on [133]
In certain cases however, the heat release fluctuation locks in an acoustic mode of the combus-
tion chamber. This phenomenon is based on the thermoacoustic effect, i.e. a feedback loop
between an acoustic mode of the chamber and the heat release fluctuation in the flame. A
schematic representation of an thermoacoustic instability is illustrated in Fig. 1.6. The ther-
moacoustic effect was discribed first by Lord Rayleigh at the end of the 20th century [200].
He stated that in order for a thermoacoustic instability to arise, a pressure fluctuation based
on an acoustic mode of a vessel, p′, must be in phase with the heat release fluctuation caused
by the same acoustic mode, q′. This is known as the famous Rayleigh criterion:∫ T
0
∫ V
0
p′(x, t)q′(x, t)dv dt >
∫ T
0
∫ V
0
D(x, t)dv dt, (1.2.1)
where t and T stand for the time and the period of an oscillation, respectively, and V and v
for the volume. x is the spatial coordinate, while D stands for the wave energy dissipation.
The equation above states, that if the pressure acoustic energy source term on the Left
Hand Side (LHS) is greater than the dampening (e.g. by acoustic dampening at walls or
partially acoustically open inlets and outlets) then a thermoacoustic instability arises. A
typical pressure fluctuation trace of the onset of a thermoacoustic instability is illustrated in
Fig. 1.7. A small fluctuation, e.g. caused by turbulence, is sufficient to trigger an acoustic
mode. In the linear regime, i.e. where non-linear effects are negligible, the amplitude of
pressure fluctuation increases exponentially (t < 50 in Fig 1.7). When non-linear effects
become large, the growth in amplitude decreases until a steady limit cycle is reached. In
many cases an overshoot between the linear growth and the steady limit cycle is observed
as can be seen in Fig. 1.7.
The mechanisms that cause flame fluctuations due to acoustic waves are manifold. They
depend both on the combustor type and fuel. Firstly, and most evidently, acoustic waves
cause a fluctuation of fresh gas flow rate into the combustion chamber. This leads to a
variation of flame surface, which is directly linked to the heat release rate. This mechanism
7
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Figure 1.7: Typical pressure trace of the transient to a thermoacoustic oscillation to its limit cycle;
based on [133]
was studied in various studies, involving premixed swirled [121, 252] and bunsen flames [217],
as well as bluff body stabilized flames [144, 201].
A quite related mechanism is the creation of equivalence ratio fluctuations, based on a
different receptivity to acoustics of the fuel and the oxidizer line in partially premixed or
non-premixed flames. This mechanism was for example studied for swirled flames [236, 122]
and theoretically for Bunsen burners [132].
Another mechanism is the cause of vortex shedding based on the Kelvin-Helmholz insta-
bility [32]. As the vortex reaches the flame, this in turn can lead to an increase in flame
surface and therefore to heat release fluctuations. This effect was observed amongst others
in studies involving bluff body stabilized flames [201, 203, 191] for flames in the wake of a
backward facing step [269] and in ramjet exmerimental engines [25]. A review over flame
vortex interactions is given by Candel [29]. More recently, Oberleithner et al.[172] showed
a direct connection between the shear layer receptivity and the flames response to acoustic
forcing.
In the case of liquid fuels the interaction between the liquid phase and the gaseous phase
can lead to several mechanisms leading to CIs [44]. Davvur et al. [63] describe the impact
of acoustic waves on the droplet evaporation process and show that this interaction can lead
to CIs. The slip velocity, i.e. the velocity difference between the fluid phase and the gaseous
phase due to their different inertia, was proven to cause thermoacoustic oscillations in some
cases [51].
The examples above, that only pose an overview over the various different mechanisms lead-
ing to CIs, demonstrate how diverse the causes for thermoacoustic oscillations are. Keeping
in mind the complexity of the phenomena leading to these instabilities, it is not surprising,
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that their prediction is difficult and they most often become apparent in the last stages of
the development process of a gas turbine or rocket engine [188]. Finding out that the newly
developed engine is prone to high amplitude CIs is the worst case scenario for a development
team and can make comprehensive changes to the engine design necessary. This in turn
can be costly. A well known example for this is the development of the F-1 engine, the
first-stage rocket engine that landed men on the moon during the Apollo mission [173]. In
order to get the thermoacoustic instabilities under control, 108 different injector plates were
tested in 1332 full scale experiments until a sufficiently stable configuration was found[6]. It is
supposed to be the most expensive project solely focusing on thermoacoustics in history [45].
1.2.2 Analysis Tools for Thermoacoustic Instabilities in Combus-
tion Systems
In the last decades the prediction tools have developed significantly in comparison with
the development of the F-1 engine. Nevertheless, the prediction of combustion instabilities
remains a difficult topic. Besides an exhaustive number of experimental investigations on
the topic, several new analytic and numeric tools enhanced the knowledge of combustion
systems in general and their stability behavior. In the following two categories of the latter
will be described.
1.2.2.1 Brute-Force Time Integration of the Full Set of Reactive Navier-Stokes
Equations
Of course, knowing the behavior of a flame in a combustion chamber already at early stages
of the development process by the aid of Computational Fluid Dynamics (CFD) is the dream
of every gas turbine engineer. Direct Numerical Simulation (DNS), i.e. CFD simulations
resolving the Kolmogorov scale and therefore the whole turbulence spectrum, would make
this possible. Due to the large difference in orders of magnitude between the length scales of
the combustor and the Kolmogorov scale this however is not affordable for the moment [190].
However it might become possible in the not too distant future [147, 163]. Reynolds Av-
eraged Navier-Stokes (RANS), i. e. solving the Navier-Stokes equations for the temporal
mean values by modelling the fluctuating quantities on the other hand is known not to ac-
count for unstable behavior of the flow. A widely applied trade off between precision and
affordability are LES [87, 253]. In this approach, small scale turbulence is modeled while
large scale turbulence is resolved by the simulation. Besides the smallest turbulence length
scale, which limits this approach, there are several aspects that still make this approach a
challenge. It is a multiphysics problem, as it includes among others chemistry [76], turbu-
lence flame interaction [254, 194], particle flows [219], evaporation processes [94, 1], solid
structure interaction [115], correct modeling of acoustic boundary conditions [189, 55] and
9
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the list goes on and on. Nevertheless, due to advancement in the last decades in the topic
and a reduction of Central Processing Unit (CPU)-hour costs, today this approach is not
only widely applied in research, but also increasingly for industrial purposes.
1.2.2.2 Isolation of Physical Phenomena by Low(er) Order Approaches
In many cases it can be advantageous to isolate certain physical phenomena in a combustion
system instead of following the brute-force approach described in the preceding section.
This can provide additional information about this phenomenon, which may be difficult to
extract from the brute-force approach. Another reason is, that these approaches are typically
cheaper and only take a fractional ammount of CPU-hours in comparison with the brute-
force approach. A common approach in the framework of thermoacoustics is the analysis of
the Helmholtz equation, which is based on a small perturbation approach and describes the
acoustics in a vessel assuming that the flow velocity is equal to 0. It reads:
γp0∇ ·
Ç
1
ρ0
∇Ùpå+ ω2Ùp = iω (γ − 1) Ûq(x). (1.2.2)
Here, the variables γ, p0, Ùp, ρ0, ω and Ûq are the isentropic exponent, the mean pressure,
the pressure fluctuation, the mean density, the circular frequency of the acoustic mode and
the fluctuation of heat release, respectively. For non-reacting flows the Right Hand Side
(RHS) is equal to zero and the equation poses a linear eigenvalue problem for ω2. Solving
the equation over the volume of a vessel with suitable boundary conditions applied yields the
eigenvectors describing the pressure mode shapes and the corresponding eigenvalues describe
the respective frequencies. In order to evaluate the stability behavior of a combustion system,
the interaction of the pressure fluctuations of the mode and the heat release in the flame
must be taken in to account, which is described by the term on the RHS of the Helmholtz
equation. In this case the Helmholtz equation becomes a non-linear eigenvalue problem for
the circular frequency, ω. Yet, the equation remains to be closed by describing the flame’s
response in terms of heat release to the pressure fluctuation. This link is provided by the
Flame Transfer Function (FTF), which relates the heat release signal to the acoustic velocity
at a reference point, xref. In Crocco’s n-τ -model [41, 42] it is described byÛq (x) = n (x) u˜ (xref) exp (iωτ) . (1.2.3)
A FTF can be based on analytical desciriptions [57, 60, 131, 218] and experimental [114,
60, 177, 214] or numerical measurements [109, 78, 35]. Once the FTF is known to sufficient
accuracy, the influence of geometry adaptations or boundary conditions on the stability
properties of the combustion system can be examined by solving Eqn. (1.2.3).
Further, the application of network models is a promising way to perform parameter studies
on thermoacoustics (see e.g. Bellucci et al. [16] and Schuermanns et al. [216]). In this
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approach, a combustion system is divided in sub-systems, each of which is described by
a scattering function for the one dimensional upstream and downstream traveling acoustic
waves. The dynamics of the system are described by combining the sub-systems scattering
functions. This approach is an exceptionally CPU-time saving way to investigate CIs.
Another phenomenon that occurs in various fields of fluid dynamics and does so as well in
combustion systems is the evolution of coherent hydrodynamic structures in free or boundary
shear layers. The examples reach from a flame anchoring in the wake of a backward facing
step [5, 186] to a bluff body stabilized flame [79, 223]. As mentioned above, they were in many
cases shown to interfere with or lead to combustion instabilities [32, 201, 203, 191, 269, 25, 29].
A way to isolate this phenomenon is the LSA. Like the Helmholtz equation, the LSA is based
on a small perturbation approach, where the velocities and the pressure are linearized in
the Navier-Stokes equations. This method was applied in various fields of fluid dynamics.
Amongst those are canonical flows, like the Poiseuille flow and the Couette flow [169], and
plasma physics [159]. In recent years, this approach was also applied to study the Precessing
Vortex Core (PVC) in the flow field of fuel injection systems. In the following section, this
effect will be examined in greater detail.
1.3 Impact of Flow Rotation on Flame Dynamics
The interference of flow rotation, i.e. vortices, and flames is a frequently studied topic.
Especially in the context of sub grid scale models in LES and RANS the turbulence flame
interaction is of interest. Turbulence in cold flows is already a highly complicated phe-
nomenon, which up to today is not well understood. The coupling of turbulence and flame is
two-ways, meaning that vortices can have an impact on the chemistry, while flame can also
impact turbulence [190]. In some cases a flame can increase the turbulence level [164], while
in others it may laminarize the flow [127]. The strongest effect of turbulence on flames is the
wrinkling of the flame, first described by Damköhler [47]. Due to this effect the consumption
rate increases, which leads on the large scale to an increase in flame speed, which then is
called turbulent flame speed.
The origin of turbulence are large scale instabilities, which often manifest as vortices in
shear layers. Then the kinetic energy of these large scale instabilities is dissipated down
the turbulent energy cascade. But not only the small scale turbulence impacts the flame
dynamics, also the large scale hydrodynamic instabilities may have a significant impact on
the consumption rate, if they interact with a flame [32, 201, 203, 191].
In fuel injection systems of gas turbines, large scale flow rotation may even occur manifold.
Most modern injection systems are swirled, which means the fresh gas is injected in a jet
with a strong azimuthal velocity component, and therefore rotation. For sufficiently large
11
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Figure 1.8: PVC in a swirling jet; taken from [183]
swirl, a phenomenon called vortex breakdown, i.e. the evolution of a Central Recirculation
Zone (CRZ) at the jet axis, occurs. This provides flame anchoring in the CRZ. Furthermore,
swirl is thought of increasing turbulence levels and therefore the turbulent flame speed.
Another flow rotation, which enhances this effect is the evolution of a coherent structure in
the shear layer between the CRZ and the surrounding jet: The PVC (see Fig. 1.8). This
phenomenon is furthermore thought of enhancing fuel atomization and mixing [233]. In
recent years, this phenomenon has been more and more in the focus of research due to its
beneficial contribution to combustion, but also due to its coherent nature, which might lock
in a thermoacoustic instability [160, 80].
Another case where large scale flow rotation has an impact on combustion is the case of
a laminar flame stabilized in the wake of a cylindrical flame holder. In case the cylinder
is not moving, two symmetric flame branches occur, one at each side of the cylinder [158].
However, turning the cylinder around its axis it creates flow rotation. This flow rotation in
turn causes a symmetry break between both steady flame branches [262, 152] (see Fig. 1.9).
While the impact of the flow rotation on the steady flame branches was examined in previous
studies by Mejia et al. [152] and Xavier et al. [262], its impact on the flame dynamics remains
unknown.
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Figure 1.9: Flame shape of a laminar flame anchored in the wake of a cylindrical bluff body for
various rotation rates of the cylinder based on experiments and DNS; non-rotating cylinder at the
left top; rotation rate increases from frame 1 to 4; taken from [152]
1.4 Objectives
The goal of this thesis is to investigate the origin and the effect of large scale flow rotation
on flames. In this context two configurations are considered.
Part I studies the first case. Here, the flow rotation introduced by a rotating cylindrical
flame holder in laminar cross flow (see Fig. 1.9) is investigated. Introducing flow rotation
by turning the flame holder in this context is an elegant way to change the flame shape,
without changing the geometry of the combustion chamber or the operating point. Based
on the different shape of both flame branches, it can be assumed that their dynamics may
be different as well. The goal of the first part of the thesis is to test this hypothesis. To do
so, DNS are applied and the response of the flames to acoustic forcing is investigated.
The second part of the thesis focuses on the other large scale flow rotation phenomenon
introduced in the last section. Namely, the evolution of hydrodynamic instabilities in shear
layers, or more specifically the PVC. This phenomenon has been increasingly investigated
in the last years. Several studies identified the phenomenon as a global mode [75, 130, 209],
that appears after a supercritical Hopf bifurcation. The parameter the change of which leads
to the bifurcation can be the Reynolds number [209] or the swirl number [130]. The PVC
was investigated by experimental and numerical means (e.g. [206, 165]). In various studies
LSA was applied to understand the origin of the PVC. Mostly simple academic swirlers
13
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were analyzed by local stability analysis, which is restricted to parallel or weakly-nonparallel
jets. Global stability analyses, which are not restricted by a parallel flow assumption, were
applied, however most solvers use structured meshes. Most real, modern combustion systems
however are of highly complex geometry. Therefore, neither the parallel flow assumption is
well met, nor structured meshes can be applied.
So far, LSA was applied mainly to understand the PVC in the context of academical config-
urations. The goal of the second part of this thesis is to take the first step towards industrial
applications, by extending the applicability to complex geometries and develop analysis tools
for the control of the PVC. First, local stability analysis is reviewed and a global LSA strat-
egy based on an unstructured mesh is presented. The applicability of both approaches on
an industrial swirled fuel injection system is investigated, and their results will be applied to
find information where the PVC is most receptive to external forcing, and therefore control.
Furthermore, geometry changes in the injector and their impact on the PVC remain an open
question, which could be answered by LSA. In this context, the influence of a central plug
in the primary injector on the PVC will be analyzed in both non-reactive and reactive flows
by LES and LSA. Finally, the impact of the density change across the flame front remains
not addressed by the global LSA approach and will be investigated in this thesis.
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Chapter 2
DNS Tools
In every CFD project a trade off has to be made between required accuracy and the avail-
ability of computational resources. One of the determining questions in this context is which
method for the solution of the Navier-Stokes equations is applied. These methods can be
categorized into three groups. In the first two groups - RANS and LES - the computational
grid is not sufficiently refined in order to resolve the smallest turbulent length scales, which
are attributed to the Kolmogorov scale. In fact, in the case of RANS the equations are solved
for the mean flow, meaning no temporal fluctuations of the resolved conservative variables
occur. For these two groups of methods, the Reynolds stresses caused by the sub grid velocity
fluctuations therefore are a priori unknown and must be provided by an appropriate model,
which in general yield a turbulent contribution to diffusion and viscosity. RANS heretofore
has been both applied in industry and research due to its unbeatable numerical costs. Its
drawbacks on the other hand are that temporal flow fluctuations are not considered and
that the approach is often imprecise. In LES on the other hand large eddies are resolved
while small eddies are to be modeled. While in the past LES used to be mainly restricted
to academical studies, today this approach is increasingly applied for industrial purposes. A
more detailed description of the approach will be given in Chapter 4. In contrast to the latter
methods, in the third group, the DNS, the numerical mesh is sufficiently refined to account
for the smallest fluctuation length scales. The Reynolds stresses which act on the mean field
quantities are directly solved for and no models for additional viscosity or diffusion have to
be considered. If conducted properly, DNS is a highly reliant tool. Nevertheless, due to
its high computational costs applications remain mainly restricted to academic applications
today.
In the framework of numerical simulation of laminar flames DNS is a widely used method.
It nevertheless is more appropriate to use the phrase Laminar Direct Numerical Simulation
(LDNS) in this context, since the Kolmogorov length scale is not resolved due to the absence
of turbulence. The maximum length scale for the computational grid therefore is most
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often not given by the viscous forces but by the thickness of the flame, i.e. by chemical
processes. In the following, our numerical strategy for the investigation of laminar flames
will be presented.
2.1 Governing Equations
The governing equations describing a flow in CFD are based on the perfect gas law and the
conservation laws for mass, species, momentum and energy. This section provides a compact
overview of the corresponding transport equations of the conservative variables, which will
be the basis for the following section, where the numerical tools for their spatial and time
integration is given. It is not the goal of this section to provide a complete description of
the topic. For this, the interested reader is referred to [190] for a more theoretical or [187]
for a more technical approach.
2.1.1 Perfect Gas Law
For a wide range of CFD-applications, it is sufficient to rely on the perfect gas law for the
coupling between density, ρ, pressure, p, and temperature, T . It reads:
p = ρRsT, (2.1.1)
The proportionality factor, Rs, is the specific gas constant, given by the ratio of the universal
gas constant and the molecular weight of the gas, Rs = RW . Furthermore, in a perfect gas
the following relations for the heat capacities, C, and the adiabatic exponent hold:
κ =
Cp
Cv
, (2.1.2a)
Cp − Cv = Rs, (2.1.2b)
Rs
Cv
= κ− 1, (2.1.2c)
where κ is the adiabatic exponent, and the subscripts p and v mark heat capacities in
a constant pressure or respectively in a constant volume process. In case of multispecies
calculations, the heat capacities depend on the local composition of gases. The composition’s
heat capacity is the sum of the heat capacities of the single species, k, weighted by their
local mass fractions, Yk. The speed of sound is described by
c =
»
κRsT (2.1.3)
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2.1.2 Continuity Equation
The continuity equation describes the conservation of mass and reads for compressible fluids:
∂ρ
∂t
+∇ · (ρu) = 0, (2.1.4)
where t and u stand for time and the velocity vector respectively, while ∇ is the nabla
operator. In reactive CFD the transport of some quantity or quantities representing the
reaction progress must be taken into account. One way to do this, is solving the transport
equations for the mass of the relevant chemical species, k, which read:
∂ρk
∂t
+∇ · (ρku) = −∇ · (ρkVk) + ω˙k. (2.1.5)
The LHS is equivalent with the Eqn. (2.1.4). On the RHS however, a source term due to
chemical reactions, ω, and an expression accounting for the species diffusion, the diffusion
velocity, V , is added. Williams [259] provides a differential equation for the estimation of
the diffusion velocity based on the interspecial exchange of momentum on molecular level.
The Hirschfelder and Curtis approximarion [93] is its best first order approximation (Ern
and Giovangigli [66]), given by
Vk = Dk
Wk
W
∇Xk. (2.1.6)
Here, D is the diffusion coefficient, W the molecular mass and X corresponds to the mole
fraction. With the mass fraction, Y , the species density can be written as ρk = Ykρ and per
definition, the sum of all species mass fractions add up to 1:
N∑
i=1
Yk = 1. (2.1.7)
Eqns. (2.1.4–2.1.7) are over determined. This can pose a problem, especially in reactive flows,
when due to species diffusion processes Eqn. (2.1.7) in general is not fulfilled. In current
codes, two ways to deal with this difficulty are frequently applied. Firstly, instead of solving
the transport equation for all the species N , only N−1 transport equations are solved leaving
out a - if possible - chemically passive species, for example nitrogen in air-fuel mixtures, and
solve Eqn. (2.1.7) for YN2 . The disadvantage of this method is, that it is non conservative for
the species masses. A more advanced method adjusts the diffusion velocity by a correction
velocity. Including this correction quantity the diffusion velocity becomes [190]:
Vk,corr = Dk
Wk
W
∇Xk −
N∑
l=1
Dl
Wl
W
∇Xl. (2.1.8)
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2.1.3 Momentum Equations
In cold flow simulations where the maximum velocity does not exceed a certain threshold
value (approximately Ma < 0.3), the equations governing the conservation of momentum
can be simplified significantly when assuming incompressible fluids. In reacting flows on the
other hand, energy is transformed into heat within the flame, causing a significant increase
in temperature and decrease in density. In the present work the fully compressible set of
Navier-Stokes equations are solved.
The Navier-Stokes equation states the conservation of momentum within a control volume
in a compressible gas. It reads
ρ
Ç
∂u
∂t
+ u · ∇u
å
= −∇p+∇ · τ + f, (2.1.9)
where f is the sum of the volume forces and τ the viscous stress tensor, which for a newtonian
fluid is equal to
τ = µ
Ç
∇u+ (∇u)T −
2
3
(∇ · u) I
å
, (2.1.10)
where µ is the dynamic viscosity and I is the unity matrix.
2.1.4 Energy Equation
There are various ways to state the conservation of energy. One of which is to solve a
transport equation for the total energy, E = ρe , which can be stated as
∂ρe
∂t
+∇ · (ρeu) = −∇ · (up− u · τ + q) + ω˙reac + ω˙rad (2.1.11)
The source terms, ω˙reac and ω˙rad, on the RHS of the transport equation stand for the increase
of the control volume’s energy due to reaction and radiation respectively. The heat flux
vector, q, is the sum of the heat conductivity in the gas and an additional term taking into
account the heat flux due to species diffusion:
q = −λ∇T − ρ
N∑
k=1
(
Dk
Wk
W
∇Xk − Yk
N∑
l=1
Dl
Wl
W
∇Xl
)
hs,k (2.1.12)
Here, the sensible mass specific enthalpy, h, is defined as
hs,k =
∫ T=T1
T=0
Cp,kdT (2.1.13)
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2.2 Numerical Discretization
In order to find a solution to the governing equations laid out in Section 2.1, they have to be
integrated in the domain of interest and in time. Only very few configurations are known for
which analytical solutions to these equations exist (e.g. viscous flow on an infinitely large
rotating disc [256], Hagen-Poiseuille flow [192, 90]). Especially on complex geometries how-
ever, analytic solutions are not feasible. Therefore, it is the goal in CFD to find approximate
solutions to the governing equations via numerical methods.
In the context of this thesis, the software AVBP [187] was used for time integration of the
governing equations in both DNS and LES. It offers various numerical schemes, models and
gas compositions. In the following sections, the schemes applied for the DNS will be layed
out. For simplicity the governing equations are written in the compact form
∂Φ
∂t
+∇ · F = s, (2.2.1)
where Φ = (ρ, ρu, ρE) is the vector containing the conserved variables, F is the corresponding
flux tensor and s is the source term.
2.2.1 The Cell Vertex Method
Real combustion systems pose a difficult challenge for CFD codes. In contrast to academical
burners, industrial combustion systems often are of highly complex geometry. Hexagonal or
even structured spatial discretization is therefore unsuitable. At the same time the codes
must be highly parallelizable. A method which grants these assets and at the same time
a rather high order of spatial discretization is the Cell Vertex (CV) method, which was
developed by the OUCL [43, 208] team and first applied by Ni [166]. In order to enable
massive parallel computing, the strategy is completely explicit in time. The method of time
integration can be divided into three steps [187]:
1. The cell residuals are computed based on the node values of the current time step by
rC = −
1
d|C|
∑
k∈C
Fk · nk. (2.2.2)
Here, rC is the cell centered residual and d is 2 for two dimensional and 3 for three
dimensional computations. C is respectively the surface or volume of the cell.
2. The cell residuals are distributed to the surrounding nodes indexed by j:
rj =
1
|Cj|
∑
C∈D
Dj,C|C|, (2.2.3)
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where Cj is the control volume of the node j. The distribution matrixDj,C is defined by
the schemes chosen. To ensure conservation, the distribution matrix has to fulfill [237]:
∑
k∈C
Dk,C = I (2.2.4)
3. Estimation of the time derivative by evaluating Eqn. (2.2.1):
dΦj
dt
= −rj (2.2.5)
Eqn. (2.2.5) is then integrated in time. For the evaluation of the maximal possible time step
three criteria must be considered:
1. The Courant-Friedrichs-Lewy (CFL) number limits the time step due to convection.
CFL = max
Ç
(u+ c)∆t
∆x
å
≤ CFLc (2.2.6)
2. The Fourier number, d, limits the time steps with respect to diffusion.
d = max
Ç
D∆t
∆x2
å
≤ dc (2.2.7)
3. And - especially in case of combustion - the stiffness of the source terms can lead to
negative values of mass fractions. Therefore, the value of the time step must be large
enough with respect to the time scales of the chemical reaction.
2.2.2 Convection scheme
Two different convection schemes were used:
1. Lax-Wendroff (LW): The LW scheme [120] is originally based on the finite difference
approach and is of second order accuracy in both space and time. Its adaptation to
the cell-vertex method goes back to Ni [166]. Its advantage is its low numerical cost.
Nevertheless, it is dissipative and dispersive. It therefore is used in order to get first
estimates of a simulation before a less dissipative and dispersive scheme is used in order
to get high quality simulation results.
2. Two-Step Taylor-Galerkin C (TTGC): The TTGC scheme[54] is based on a Galerkin
finite element. It is third order accurate in both space and time on unstructured meshes
and uses a prediction correction approach [53]. In comparison with the LW scheme,
TTGC is around two and a half times more costly per time step. Nevertheless, it is
only marginally dispersive and dissipative. In all calculations leading to results which
are presented in this thesis this scheme was used.
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2.3 Chemistry Model
In order to accurately reproduce the source terms in Eqns. (2.1.5) and (2.1.11) which are
caused by a chemical reaction in the experiment, a chemical model is needed. While in
LES an one or two-step model often is sufficient, in DNS the demand on accuracy is higher.
Especially in terms of the interaction of the flame with cooled or heated walls, the wall
quenching distance and correct chemical kinetics of preheated or subadiabatic flames must
be reproduced. This cannot be done by simple two step mechanisms, which often are tuned
in order to reproduce the correct adiabatic flame speeds of a laminar flame. Therefore, a
more detailed chemistry model is necessary. A widely applied chemical model is GRI-Mech
3.0 [88], which is acknowledged to correctly reproduce properties of natural gas combustion.
In order to apply this model, transport equations for 53 species must be solved. Due to
the related immense increase of computational costs, this is not a practical solution. Sung
et al. [238] and Lu et al. [136] showed, that right flame speeds and adiabatic flame tem-
peratures, as well as many other chemical properties (such as the effect of pressure and of
stretch) could be maintained when selectively reducing the number of involved species. In
the context of this study, their most precise model with 19 transported species (Lu19 ) is
applied. Its implementation in AVBP was validated by experimental results and the GRI-
Mech 3.0 mechanism in the open source software package Cantera [86] in Xavier et al. [262]
and Brebion et al. [158].
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Chapter 3
The INTRIG Configuration
Even though thermoacoustic instabilities involve a strong contribution of the acoustic field,
the second mechanism leading to instabilities in this resonance is the flame dynamics, a
phenomenon which can be studied separately and controls the movement of the flame front
to perturbation. A significant part of the present work was dedicated to studies of the
response of stabilized laminar flames to ingoing perturbations.
A flame anchored in the wake of a bluff body is a frequently studied academical configura-
tion for both turbulent [135, 81, 33, 65, 46] and laminar flows [262, 158, 153, 224, 157, 111].
The interest of the research community on turbulent flames, is driven by the fact that most
industrial burners use turbulent flames due to their significantly higher flame speeds and
global reaction rates. Nevertheless, laminar flames can be seen as the core of combustion
research and their understanding is a required step to study turbulent flames. It is manda-
tory also in order to enhance comprehension of turbulent combustion, since many turbulent
combustion models (e.g. the flamelet model which is based on the ideas of Damköhler [47]),
are directly based on folding of a laminar flame. In order to further reduce complexity in
comparison with their industrial counterparts, premixed fresh gases are preferably used in
academic burners. These configurations often allow a comprehensive comparison between
numerical simulations, theory and experiments for many different configurations. This way
numerical models, e.g. chemistry models, or analytic assumptions can be tested.
One of these configurations is the spherical flame, which often is used also as an attempt
to measure laminar flame speeds [56, 9, 89]. This has been proven to be troublesome. This
is partially due to the fact that spherical flames are always curved and therefore stretched,
which causes a modification of the burning velocity. Although several models have been
proposed to account for the impact of stretch on the flame speed, this problem could not
entirely be solved. Law et al. [119] investigated on the same configuration the impact of
several parameters on another property of a laminar flame front: Its stability (see Fig. 3.1).
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α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1.0
Figure 3.1: Spherical flames in air-propane-hydrogen mixtures; α corresponds to the mass ratio
of hydrogen in the fuel. Taken from [119]
Laminar flames have shown to be susceptible to many different instability mechanisms [104,
229, 260, 36, 182, 146]. However, model combustors aiming to investigate laminar flames most
often are designed to support laminar flames which at first hand are not prone to these kind of
intrinsic instabilities. One classical example of these flames, are the so called stagnation point
flames, which have been analyzed comprehensively by experimental, analytic and numeric
means. They are used preferably in order to avoid flame curvature and isolate influence of
flame stretch.
In order to study laminar flame dynamics, i.e. the response of laminar flames to acoustic
fluctuations in terms of heat release, various laminar burners have been investigated. Among
those are laminar bunsen burners, slot flames or, as mentioned above, the case of a laminar
flame in the wake of a bluff body. The configuration of a conical flame has been extensively
studied by experiments (e.g. [61]) and by numerical simulations (e.g. [221, 151]). The cause
of temporal flame surface variations is generally a displacement of the flame root. The
mechanisms leading to these front displacements are various, and often depend on the specific
configuration. Experiments show that the displacements are convected along the flame front
after their creation at the flame root.
The INTRIG set-up is an experiment which has been investigated at Institut de Méchanique
des Fluides de Toulouse (IMFT) in the recent years. In this configuration, a laminar flame
anchors in the wake of a cylindrical bluff body. Several recent studies were conducted for
this configuration. Brebion et al. [158] investigated the influence of the cylinder temperature
on the flame topology and flame root dynamics. The impact of the bluff body temperature
on the FTF was examined by Mejia et al. [153]. They found that, while for a hot bluff body,
the gain peaks at a comparably high value of ∼ 2.8, the gain for a cooled bluff body by far
exceeds this value and peaks at a value > 9. This is in contradiction of the analytical results
found by Wang et al. [257].
An additional feature of the INTRIG experiment is that the bluff body, in this case a cylinder,
can be rotated. This feature is an elegant way to break the symmetry of the flow without
changing the geometry. The rotation also breaks the symmetry of both fronts of the V-flame.
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It will be shown how the steady position of these two fronts are affected by rotation and
that FTFs are also modified.
Results based on the LDNS strategy layed out in Chapter 2 were successfully compared to
experimental results in several previous studies on the INTRIG configuration [153, 262, 158].
It therefore is used without modification.
3.1 Experimental Set-Up
CH4 + Air→
Seeding particles→
Glass balls
Water cooling
system
ω
Upper flame (y+)
Lower flame (y−)
x
y
Dh
Nd:YAG- Laser
Cylinder
Mirror
Loud speaker
(a) (b)
Figure 3.2: The INTRIG experiment; (a): Schematic; (b): Photograph of methane-air flame
In the INTRIG experiment a flame anchoring in the wake of a bluff body of circular cross
section is investigated. Figure 3.2 shows a schematic of the experiment. Two Brooks Instru-
ments mass flow meters measure the flow rates of air and the gaseous fuel on two independent
lines. Both lines lead to a mixing arrangement, where a perfectly premixed gas is produced.
Consequentially, the gas is injected into the upstream plenum at the bottom of the set-up
via six pipes. To achieve a homogeneous, laminar flow, the gas streams through a layer of
glass balls, which are vertically confined by two grids. In the combustion chamber a cylinder
of diameter D = 8mm acts as a flame holder for the laminar flame. It is held at one end by
a sealed bearing cage and its rotation rate can be controlled using a brushless electric DC
motor. Its operating range reaches from 600 to 20000RPM. In the context of this study a
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nondimensional rotation rate defined as
α =
ωD
ub
. (3.1.1)
is used. Here, ω is the circular rotation frequency of the cylinder and ub the bulk speed. All
dimensions in the x-y plane are measured with respect to the cylinder axis. The dimensions
of the cross section are h = 34mm perpendicular to the axis and w = 94mm in its direction.
Visual access for Particle Image Velocimetry (PIV) and CH∗ measurements is granted from
the front (i.e. in the direction of the cylinder axis) by a quartz window spanning over the
whole wall to wall distance and at the lateral sides through vertical slits. All windows reach in
flow direction from x = −25mm to x = 75mm. To ensure a constant fresh gas temperature,
the plenum is water cooled from the lateral walls.
For PIV measurements, oil droplets are used as seeding particles, which are illuminated
by a Nd:YAG LASER. PIV were compared in a previous study to numerical results [176].
CH∗ illumination is optically filtered and recorded depending on the purpose via a photo
multiplier or by a high speed camera. For FTF measurements, the flow can be acoustically
forced via two loudspeakers mounted downstream of the glass balls. In order to estimate
FTFs, the reference velocity perturbation, u′, is measured by the hot wire technique, while the
photo multiplier provides the signal of heat release fluctuation, q′. Furthermore, microphones
measure the acoustic pressure fluctuation at various positions in the experiment.
Results of LDNS of the present configuration were validated versus experimentally measured
FTFs [21, 153]. Results of LDNS were successfully validated against experimental results in
previous studies in terms of flame topology in both steady and pulsed cases as well as in
terms of the estimation of FTFs [153, 262, 21]. The studies within the framework of this
thesis therefore rely on LDNS only.
3.2 Simulation Setup and Meshing
Due to the laminar flow and the homogeneity of the configuration in direction of the cylinder
axis it is sufficient to model the set up with a two dimensional computational grid. Figure 3.3
illustrates the numerical grid used for a cylinder rotation rate of α = 0. Both at the inlet and
at the outlet relaxed Navier-Stokes Characteristic Boundary Condition (NSCBC) boundary
conditions were applied [189]. Using a relaxation coefficient, K, these Boundary Conditions
(BCs) allow to blend between a fully non reflective condition (K = 0) and a fully reflective
condition(K =∞). It was shown by Selle et al. [220] that these BCs act as a low pass filter
with cut-off frequency
fcut =
K
4π
, (3.2.1)
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Inlet
ub = 0.8m/s
Kin = 10000
Outlet
p = 100700Pa
Kout = 500
No-slip wall
T = 292.15K
No-slip wall
Adaptive temperature
Refinement
at flame
(a) Whole domain
(b) Mesh refinement at the cylinder wall
Figure 3.3: 2D-computational domain and mesh for the INTRIG configuration at a cylinder
rotation rate of α = 0 (a) and inlay showing the refinement at the cylinder (b)
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Figure 3.4: Inlet velocity profile in
simulation (line) versus experimental
hot wire measurements (red circles)
where the outgoing wave is the input and the ingoing
wave the output of the filter. If not mentioned oth-
erwise, a hard inlet (Kin = 10000) and a soft outlet
(Kout = 500) were applied for the INTRIG configura-
tion. Note that while self excited modes depend on
acoustic properties of inlet and outlet, the FTFs do
not and can be measured for any flow state
As inlet velocity profile an analytic exponential profile
of the form
u∗ = 1− (1− d∗)a (3.2.2)
was applied, where u∗ and d∗ are the nondimension-
alized velocity and wall distance respectively. The
exponent a is a model parameter and for example is
equal to 2 for a Poiseuille flow. A least mean squares
error optimization algorithm comparing the inlet pro-
file to hot wire anemometry yielded an exponent of a = 6.75 (see Fig. 3.4). The domain is fed
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Tb[K] p[Pa] ub[ms−1] Re Φ Kin Kout Ta[K] sl[ms−1]
293.15 100700 0.8 410 0.75 10000 500 1923 0.23
Table 3.1: Key parameters of the flow, including adiabatic flame temperature, Ta and laminar
flame speed sl
Q˙cond
T [K]
1923
1515
1107
699
292
Q˙cond
Q˙rad
Tcyl
Figure 3.5: Graphical representation of energy balance of the bluff body
by a methane-air mixture of equivalence ratio Φ = 0.75 and inlet temperature T b = 292.15K.
The inlet bulk speed is set to ub = 0.8m/s. The pressure in the domain is regulated via
the outlet, where the target value is set to p = 100700Pa. Since the lateral walls are cooled
in the experiment, no slip iso-thermal walls are used and their temperature is set to the
temperature of the fresh gas, Tb = 292.15K. The key parameters of the flow are illustrated
together in Tab. 3.1.
Several studies showed that the temperature of the flame holder can have a non negligible
or even large impact on the flame anchoring mechanism [158, 151]. Since the bluff body is
exposed to both hot burnt gases as well as cold fresh gases (see Fig. 3.5) its temperature is
a priori unknown. Additionally to these conductive heat fluxes, beyond a certain cylinder
temperature, heat radiation has an additional significant cooling effect. Taking into account
these effects and assuming that the heat conductivity of the flame holder is much higher than
in the surrounding gases, the cylinder temperature, Tcyl, is determined by time integration
of
dTcyl
dt
=
Q˙cond − Q˙rad
CcylρcylVcyl
, (3.2.3)
where Ccyl and ρcyl are the mass specific heat capacity and density of steel, respectively. Vcyl
denotes the volume of the cylinder. The conductive power, Q˙cond, is obtained by integrating
the heat fluxes at the cylinder surface. Assuming perfectly transparent gases, the heat
exchange with the cold surroundings can be described by the Boltzmann-radiation law [19]:
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Q˙rad = ǫσ
Ä
T 4cyl − T
4
b
ä
, (3.2.4)
where σ is the Boltzmann constant and ǫ the emissiency coefficient, which is set to 0.9.
It was shown by Brebion[21] that given the numerical strategy laid out in Section 2.2, nu-
merical stability is enhanced by inflating the domain with a few layers of quadrilateral cells
on solid walls. Therefore, a hybrid mesh, a combination of triangular cells and five layers
of quadrilateral cells around the cylinder and the lateral walls, is used (see Fig. 3.3(b)).
The mesh exhibits two refined zones localized around the flame branches. The grid size of
∆x = 70µm in this region was determined by a mesh convergence study of laminar flame
speeds in a 1-D flame. Since the flame thickness for a methane-air flame at an equivalence
ratio of Φ = 0.75 is approximately 0.58mm, the numerical grid size corresponds to at least
8 cells in the flame front. For laminar flames like investigated in this study, the mechanisms
occuring at the flame root and at the flame tip are of major importance. At both positions
the flame interacts with walls: While the flame anchors at the heated cylinder, it is laterally
confined at its tip by cold walls. Therefore, special attention is payed to flame wall inter-
action. In order to well capture this effect, the mesh was additionally refined at the wall
boundaries, i.e. at the lateral walls and around the cylinder (see Fig. 3.3(b)). The height of
the quadrilateral layers at the solid wall boundaries was set to 25µm.
3.3 Results of Laminar DNS
While both the influence of bluff body rotation on the flame anchoring mechanisms (Xavier
et al. [262]) was analyzed and the response of the INTRIG configuration to acoustic forcing
was estimated by both experimental and numerical means (Mejia et al. [153]), the influence of
bluff body rotation on the configuration’s acoustic response remains unknown. This section
therefore addresses this open question and analyses the FTF, i.e. the response of the flame
to acoustic forcing in the linear regime.
3.3.1 Steady State Response to Bluff Body Rotation
For a cylinder in non-reacting cross flow, the Reynolds number at which a bifurcation to
the famous Kármán vortex street occurs is Rec = 47. That flames anchored in the bluff
body wake nevertheless have a stabilizing effect on this mechanism was shown by numerous
both experimental [72, 17, 111] and numerical [73, 212, 150, 81] studies. Amongst others
it was also shown in previous studies that the flame branches in the INTRIG configuration
stay symmetric if no external acoustic forcing is carried out [158, 152]. There are several
possible explanations why this effect does not occur in the present configuration. Firstly,
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the destabilizing effect of a large recirculation zone is missing in the flow. Secondly, in burnt
gases the kinematic viscosity is due to the lower density strongly increased. Furthermore, it
is known that density gradients have an effect on the hydrodynamic stability of flows [37?
, 142, 143].
Figure 3.6(a) shows streamlines, iso-contour of heat release and the field of flow velocity in
x-direction. After converging to a steady state (i.e. the fluctuation of heat release is below
0.01% of its mean value), the flow field and the flame as expected are absolutely symmetric
for a rotation rate of α = 0.
For increasing rotation rates however (see Figs. 3.6(b)–3.6(e)), the symmetry of the flow
profile in the unburnt gases is increasingly broken, leading to an increase of flow rate in the
y−-half plane and a corresponding decrease in the y+-half plane. Table 3.2 shows the flow
speeds in the corresponding half planes depending on the cylinder rotation rate. Note, that
here the bulk velocities are measured at x = 0 with respect to the corresponding cross section.
The influence of the rotation rate on the lower branch is rather simple. With increasing α
the flame root stays attached to the cylinder, but moves slightly downstream. Due to the
increasing flow in the corresponding half plane, the flame angle decreases and therefore the
flame tip shifts to higher positions of x.
α Tcyl xroot,y− xroot,y+ xtip,y− xtip,y+ vy− vy+
0 758.6K 1.9mm 1.9mm 60.1mm 60.1mm 1.05m/s 1.05m/s
0.625 697.6K 2.4mm 7.8mm 63.4mm 67.3mm 1.08m/s 1.02m/s
1.25 757.7K 2.4mm 12.1mm 65.2mm 68.2mm 1.12m/s 0.97m/s
2.5 804.7K 3.4mm 14.8mm 74.8mm 62.2mm 1.26m/s 0.83m/s
3.75 791.2K 4.3mm 8.3mm 90.1mm 44.5mm 1.46m/s 0.64m/s
Table 3.2: Properties taken from the DNS solution for different rotation rates, α; Definitions of
the listed quantities are provided in Fig. 3.6(f)
The steady state behaviour of the upper branch is slightly more complicated. Even for
low rotation rates (α = 0.625) the flame close to the cylinder extincts and the root of the
flame detaches from the cylinder and moves slightly downstream, shifting the whole flame in
downstream direction. This effect can be explained by the upstream transportation of burnt
gases in the rotating bluff bodie’s viscous boundary layer. The burnt gas temperature in this
region is below adiabatic conditions due to the cooling effect of the cylinder. These cooled
burnt gases dilute the fresh gases, leading to a subadiabatic mixture and consequentially to
a delayed ignition. A thorough description of this mechanism is given by Xavier et al. [262].
For low and moderate rotation rates (α ≤ 1.25) this effect is dominant and the flame tip
position is moving with the flame in downstream direction. For high rotation rates however
(α ≥ 2.5), the effect of the reduction in flow velocity is dominant also in the upper half
plane, leading firstly to an upstream movement of the flame root and secondly to a decrease
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Figure 3.6: Steady state based on DNS; The field shows the flow speed in x-direction, the thin
lines correspond to stream lines and the thick black line is the iso-surface of heat release. (a):
α = 0; (b): α = 0.625; (c): α = 1.25; (d): α = 2.5; (e): α = 3.75; (f): Definitions of the flame root
positions, xroot,y± , tip positions, xroot,y± and the bulk velocities in the respective upper and lower
half planes, vy± specified in Tab. 3.2
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in flame angle. As a consequence, the flame length and therefore the flame tip’s position
of x decreases. The rotation rate impacts the flow pattern around the cylinder. Therefore,
the heat transfer between cylinder and both unburnt and burnt gases is affected, leading
to a non-trivial variation of the cylinder surface temperature with the rotation rate. The
resulting temperatures are listed in Tab. 3.2, asides the flame root and tip positions for both
the y+ and the y−-branch, and the bulk speeds in the upper and lower half planes.
The LDNS results show that the flame topology strongly changes with the rotation rate and
introduce asymmetry of both flame branches. One can therefore assume that the rotation
rate also impacts the FTF, which will be analyzed in the following section
3.3.2 Flame Response to Acoustic Forcing
It is known that for laminar flames the anchoring mechanism, the bulk speed and the flame
length have an impact on the flame’s FTF. Studies show that the flame anchoring mechanism
drives mainly the gain [153, 151], while flame length and bulk speed on the other hand impact
mainly the phase delay [18, 218]. It was shown by the LDNS steady state results that all these
parameters are impacted strongly by the rotation rate. We therefore can anticipate, that the
flames response to acoustic forcing varies with the bluff body rotation rate. Furthermore, it
can be assumed that the flame response of both flame branches will differ, for rotation rates
α 6= 0 due to their asymmetry.
This section focuses on the impact of bluff body rotation rate on flame dynamics and the
FTF. First, a description of the System Identification (SI) method used for estimating the
FTF will be given. Then the influence of bluff body rotation on the flame properties will be
investigated, starting with the case of α = 0.
3.3.2.1 System Identification: The Wiener-Hopf Inversion
As described in Section 1.2.2.2, the FTF describes the response of a flame in terms of heat
release fluctuations to acoustic perturbations to which the flame is exposed to [41]. It serves
as a measure for comparison between different flame types in thermoacoustics (see e.g. Kedia
et al. [110], Durox et al. [62]) as well as a closure of the Helmholtz equation in a combustion
system (e.g. in Silva et al. [225]). In experiments, the state of the art procedure is the use
of loud speakers to excite the bulk flow and measure the resulting flame response by for
example photomultipliers or high speed cameras. Most of the time, effort and money goes
to the set up of the experiment. Once it is ready to measure, the measurements themselves
are comparably cheap and quickly made. Therefore, most often the simplest method for
the estimation of the FTF is used: Excitation with a harmonic acoustic signal at a single
frequency and subsequent repetition for all frequencies of interest.
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Figure 3.7: Sketch of a LTI system
In CFD studies on the other hand one limiting factor when performing simulations are
the computational costs of the measurements themselves. Repeating a simulation for every
frequency of interest is often too expensive and therefore not the best choice. A cheaper
method is a broad band excitation of the flame and a subsequent post processing of the
velocity and heat release signals in order to extract the FTF. A method which has been
proven reliable in the context of SI is the Wiener-Hopf approach (see the comprehensive
book of Ljung for this and other related methods [134]). This method was first applied to
problems of thermoacoustics by Polifke et al. [193, 95, 96]. In this section, a description of
the Wiener-Hopf technique is given.
When estimating a FTF the flame is supposed to act as a Linear Time Invariant (LTI)-
system. This means that it fulfills the following criteria:
• Linearity: If the response to a systems input x = f(t) is y = g(t) then the response of
this system to x = af(t) is y = ag(t), where a is a constant factor.
• Time Invariant: The systems response to an input signal is independent of time, i.e.
the system’s properties do not change.
A sketch of a LTI system is shown in Fig. 3.7. The input into the system is called x(t) and
its output y(t) in the temporal framework or X(f) and Y (f) in the frequency domain. In
the framework of a FTF this corresponds to fluctuation of velocity at the reference point
and fluctuation of heat release fluctuations, respectively. Before the output signal can be
measured it always is disturbed by some kind of noise signal, v(t). In the frequency domain,
the output signal of a LTI system is related to its input signal by multiplication with the
Transfer Function (TF) of the system, H
Y (f) = H(f)X(f) + V (f). (3.3.1)
Or in contrast in the time frame, the output of a LTI system is given by the convolution of
the input signal with the Impulse Response (IR) of the system.
y(t) = h(t) ∗ x(t) + v(t), (3.3.2)
where the ∗ operator stands for a convolution, which is defined by
(f ∗ g) (t) =
∫ ∞
−∞
f (τ) g (t− τ) dτ. (3.3.3)
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A LTI system therefore is entirely described by either the IR or the TF, which are connected
via the z-transform, or respectively the inverse z-transform. The goal of a SI process therefore
is to estimate either the IR or the TF. In a white box approach, the systems properties are
examined and a TF or a IR is analytically derived. Since this is often impossible or at least
very difficult (as it is for flames), a black box method can be applied. Here the system is
deliberately excited by an a priori designed signal, input and output signals are measured and
in a post processing procedure the IR and/or the TF is estimated. As mentioned above one
straightforward way to do so is the excitation of a system with a harmonic signal. In the post
processing the measured input and output signal are transformed into the frequency frame
by an Fast Fourier Transform (FFT) and subsequently the transfer function is estimated
for this frequency by Eqn. (3.3.1), while a large time series leads to a vanishing FFT of the
noise. The strategy is displayed graphically in the lower part of Fig. 3.8 Figure 3.9 provides
the relations to use to go from the TF to the IR and vice versa.
An alternative method is the broad band excitation of the signal. Assuming an arbitrary
signal as input for the system, it can be shown under the assumption that the noise is equally
white, that the error in least mean squares sense of
hΓ = cx,y (3.3.4)
tends to zero for sufficiently large time series. This equation is known as the Wiener-Hopf
equation, with the auto correlation matrix defined as
Γi,j =
1
N − L+ 1
N∑
m=L
xm−ixm−j (3.3.5)
and the cross correlation vector
ci =
1
N − L+ 1
N∑
m=L
ymxm−i. (3.3.6)
The Wiener-Hopf Inversion (WHI) method takes advantage of this equation. First the system
is excited by a broad band signal and the cross correlation vector and the auto correlation
matrix are calculated. Then, Eqn. (3.3.4) is solved for the IR, h, and subsequently the TF
is found by a z-transform of h. The strategy is schematically illustrated in the upper half of
Fig. 3.8.
The excitation signal has proven to have a large impact on the quality of the SI process. In
order to achieve a good signal to noise ratio, the power at the frequencies of interest has to
be sufficiently high. On the other hand the response to the excitation must stay in the linear
regime of the corresponding system and therefore, the amplitude of the signal is bounded by
a certain value. A measure for the energy content in a signal bounded by a certain threshold
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Figure 3.8: SI process in temporal domain via WHI and in frequency domain via harmonic forcing
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Figure 3.9: Convertibility of IR and TF by the (inverse) z-transform
value is the so called crest factor or peak to average ratio [134]:
Cr =
Ã
maxn (x2n)
1
N
∑N
n=1 x
2
n
(3.3.7)
A low value of Cr corresponds to a well suited signal, while Cr = 1 corresponds to the op-
timum. A signal type which is ideal in the sense of the crest factor is the Pseudo Random
Binary Signal (PRBS) (see Fig. 3.10(a)), where the signal only takes random values of ±A,
where A is the amplitude of the perturbation [95]. In the framework of this thesis, as not to
excite acoustic chamber modes, the excitation signal was low pass filtered by a finite impulse
response filter with a cut off frequency far beyond the frequencies of interest of the given
flame. A corresponding excitation signal is shown in Fig. 3.10(b).
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Figure 3.10: Example of excitation signals for the acoustic forcing in the LDNS
An important part of every SI process is its validation. In this context, various methods
can be applied [134]. In some of them a new random signal is fed into the system and
the output is measured. Subsequently, the estimated IR is convolved with the same new
excitation signal, which yields a prediction of the systems response to this signal. This way
the system’s actual response to the signal can be compared to the predicted signal via a
quality measuring number. Examples for these measuring numbers can be found in [95].
These methods represent a very efficient way of validation. In the context of this work a
more illustrative and straightforward way of validation is applied, by checking the accuracy
of the FTFs by its evaluation at distinct frequencies with harmonic excitation.
3.3.2.2 Flame Response without Rotation
First, the flame behind a non rotating bluff body is acoustically forced using harmonic
excitation at a velocity perturbation of |u′| = 5%ub and f = 100Hz. The resulting flame
topology (white iso-surface of heat release) is illustrated in Fig. 3.11 for various phase angles
of the velocity perturbation and compared to the steady state flame (black line). The figure
confirms, that the acoustic wave causes a periodic displacement of the flame root, ξ0, which
is subsequently convected away from its source. Unlike in many previous studies, where the
flame displacement did not change while beeing convected along the flame front, it appears
that it grows in the present configuration. It can be seen that at the flame tip, the periodic
displacements cause a significant variation in flame length and therefore heat release. The
arrows drawn in Fig. 3.11 connect locations with equal phase angle of ξ and this way give an
approximate measure of the wave length of the harmonic displacement and of its speed. It
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Figure 3.11: Comparison of flame topologies of the steady flame (black line) and instantaneous
snapshots of a pulsed flame (white iso surface of heat release) at various phase angles of harmonic
velocity perturbation (|u′| = 5%ub, f = 100Hz, α = 0)
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Figure 3.12: (a) Flame normal displacements (see Fig. 3.12(b)) as a function of the flame position
for a non rotating bluff body and various phase angles, φ, of harmonic velocity perturbation of
frequency f = 80Hz and amplitude |u′| = 5%ub; (b) Schematics of laminar flame displacements;
Thick solid line: unperturbed flame, thick dashed line: displaced flame; Definition of the flame
angle, ϕ, flame displacement in flow direction, η, and flame normal displacement, ξ; u indicates the
fresh gas velocity and direction.
is evident, that the wave length distinctively increases in x-direction. Schuller et al. [218] as
well as Blumenthal et al. [18] note that the convective velocity of the perturbation is in the
order of magnitude of the bulk speed in the cold flow. Unlike in the configurations they were
investigating, the flow speed of the unburnt gas is not remotely constant along the flame
in the INTRIG configuration. The acceleration of the unburnt gases along the flame with
increasing coordinate of x is visualized by a simultaneous decrease of flame angle, explaining
the change of convection velocity of the flame perturbation. This convective speed varies
from approximately 1.1m/s at the flame root, which corresponds approximately to the flow
speed in the lower half plane (see Tab. 3.2), to approximately 2.3m/s close to the flame tip.
To improve illustration of the effect of acoustic forcing on the flame topology, and to sim-
plify comparison with cases of non-zero rotation rate (see Section 3.3.2.4), the flame normal
displacement of a harmonically forced flame is extracted and plotted in Fig. 3.12(a) for four
phase angles of the velocity perturbation. The acoustic forcing is of amplitude |u′| = 5%ub
and frequency f = 80Hz (instead of 100Hz). The plot confirms that the amplitude of the
flame normal displacement grows while being convected along the flame front also for a
forcing at 80Hz. Furthermore, the flame normal displacement shows non-linear deformation
close to the flame tip. The increase in amplitude of the normal disturbance along the flame
front and the associated movement at its tip suggest that a major part of the flame surface
variation and therefore heat release fluctuation stems from the interaction of the flame with
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Figure 3.13: FTF based on WHI and harmonic forcing for a non rotating bluff body; K = 500
and 10000 curves correspond to the outlet relaxation coefficient in NSCBC and lead to the same
results.
the lateral walls.
In order to quantify the heat release fluctuation, the FTF of the laminar flame is estimated
via the WHI method. As mentioned above, the WHI methodology is based on assuming that
the flame acts as a LTI-system. It is known from prior studies [152] that the configuration
shows non-linear behavior for comparably low excitation amplitudes. In order to ensure
that the flame response is linear, the excitation amplitude hence was kept at 1% of the bulk
velocity for all measurements of FTF. The reference point chosen for the measurements of
velocity fluctuations is at x = −10mm and y = 0.
The resulting FTF for the symmetric reference flame, i.e. the case without rotation, is shown
in Fig. 3.13. As seen in previous studies on different operating points, the flame responds
only at comparably low frequencies, in this case below 250Hz. Furthermore, its gain peaks at
a high value of ∼ 2.7 at a frequency around 80Hz. The phase delay increases approximately
linear with the frequency, which indicates a constant time delay, which is estimated by
the slope of the phase as, τ = 35.5ms. The accuracy of the WHI was crosschecked by
FTF evaluations at discrete frequencies via harmonic acoustic excitation. Their results are
shown by the red dots in Fig. 3.13 and show an almost perfect agreement between harmonic
forcing and WHI. Note also that small dips and valleys occur in the gain of the FTF. The
estimation of the FTF was additionally carried out for an acoustically closed outlet, where
the relaxation coefficient was set to Kout = 10000. Figure 3.13 demonstrates that the FTFs
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Figure 3.14: IR based on WHI for a non rotating bluff body
for the acoustically open and closed outlet are congruent, except for a visible but marginal
deviation around f = 100Hz. Closing the outlet comes along with a significant modulation
of the pressure signal at the reference point. The fact that this seems not to have any
influence on the FTF demonstrates that the flame is sensitive to velocity fluctuations only.
The IR (see Fig. 3.14) is the counterpart of a TF in the time domain. Assuming that
the flame speed is constant, the normalized flame surface variation caused by an acoustic
pulse is directly linked with the IR of the flame. The first striking features of the IR are
its larges spikes at t4 ≈ 35ms and t6 ≈ 39ms. While analytic flame models based on a
convective perturbation model showed that positive spikes in the flame’s IR occur when the
perturbation reaches the flame tip [18], the negative spike and the consequent two smaller
peaks at t8 ≈ 46ms and t ≈ 53ms can not be explained by these methods. The impulse
response furthermore is slightly negative at t = 0 and peaks at a low value at t1 ≈ 7ms.
In order to understand this non trivial behavior of the IR the converged flame is exposed to
an acoustic pulse, i.e. a with respect to the acoustic time scales of interest very short but
strong increase in flow rate. The pulse satisfies∫ τ
0
up dt = 0.25mm, (3.3.8)
where up corresponds to the increase in flow velocity (target value in the NSCBC) and
τ = 0.64ms is the length of the pulse. The resulting temporal evolution of the flame
root displacement, X0, which is depicted in Fig. 3.15 is analyzed in the following. The
plot shows that the pulse has caused an initial displacement of the flame, which immediately
decreases. It appears that the flame root fulfills a damped oscillation around its unperturbed
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Figure 3.15: Flame root displacement, ξ0, caused by a Dirac like acoustic excitation (see
Eqn. (3.3.8)) in dependence of time
position. Note, that it was verified that this oscillation is not correlating with any acoustic
fluctuations in the domain, e.g. based on an acoustic eigenmode of the chamber, which are
of much higher frequency. A second smaller peak is visible at around t = 36ms. Since this
value corresponds almost exactly to the time delay estimated for this flame, which is driven
mainly by the convection of the perturbation along the flame, at this point it can already be
assumed that this peak is caused by an interaction of the flame perturbation with the wall.
Now the gap between the flame root movement in Fig. 3.15 and the IR illustrated in Fig. 3.14
is closed by examining the convection of the flame displacements along the flame front. The
instantaneous flame position of various temporal snapshots are compared to the unperturbed
flame in Fig. 3.16. Note that the corresponding points in time ti are additionally marked
in Fig. 3.14. Fig. 3.16 shows that directly after the pulse at t0 the displacement of the
flame causes a decrease in global flame length and therefore heat release, explaining the
negative value of the IR at t = 0. Vice versa a negative flame root displacement causes
an increase in global flame length. Figs. 3.15 and 3.14 indicate a good temporal agreement
between the flame root displacement and the evolution of the heat release seen in the IR for
t < 15ms. After this point of time the heat release rate grows slowly but steadily until t3,
while the flame root stays unperturbed. This growth in heat release seems to be related to
the displacements growth along the flame front. The flame displacements which were caused
at the flame root and have been convected along the flame can be depicted easily in the
temporal snapshot of t3 (marked by A, B and C in Figs. 3.16 and 3.15). At this point in
time, the flame displacement is about to reach the lateral wall. As seen in the snapshot of
t4, the flame reaches its maximum length at this instant, which causes the peak in the IR.
At t6 on the contrary, the negative flame displacement has reached the wall and the flame
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Figure 3.16: Response of the flame topology to a short pulse of inlet velocity (see Eqn. (3.3.8));
Black line: Steady flame, white line: iso-surface of instantaneous heat release of the pulsed case;
The times given are with respect to the end of the short pulse.
reaches its minimum total length, leading to the negative spike in the impulse response. The
snapshots at t5, t7 and t9 are taken at instants where the IR is equal to zero according to the
WHI. At t7 and t9 the instantaneous flame corresponds approximately to the unperturbed
flame, which is in line with the value of the IR of 0 at these instants. Evaluating the total
heat release based on the snapshot is difficult since the flame exhibits a strongly non-linear
shape. Note here however that the displacement amplitudes in the simulations that were
used to estimate the IR were much lower. Here on the other hand, for illustrative purposes a
comparably strong pulse was applied. Finally, in the snapshot t9 a small flame displacement
of low amplitude originating from the spike in the flame root movement at t = 36ms is
discernible (marked by D in Figs. 3.16 and 3.15).
Finally, the response to the acoustic pulse introduced in the computational domain is an-
alyzed in terms of heat release fluctuations in Fig. 3.17. For the heat release fluctuation
(lower axis of Fig. 3.17) a similar temporal evolution as seen in the IR based on the WHI
in Fig. 3.14 is expected. The overall agreement of both plots is very well. Nevertheless,
some discrepancies occur, which can be explained by the temporal evolution of the velocity
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Figure 3.17: Response to an acoustic pulse: Velocity fluctuations at the reference point for the
determination of the FTF (upper axis) and heat release fluctuations (lower axis) due to a dirac like
acoustic pulse
at the reference point (upper axis of Fig. 3.17). While in the framework of the WHI the IR
is the response to a dirac pulse, in the time resolved simulations this dirac excitation of the
flame can hardly be obtained. In fact, the plot of the velocity fluctuation at the reference
point shows that after the comparably short pulse the velocity fluctuation does not remain
at zero, but apparently performs a damped harmonic oscillation. This damped oscillation
correlates well with the movement of the flame root illustrated in Fig. 3.15. The heat release
oscillation illustrated in Fig. 3.17 therefore is not the response to a single acoustic pulse but
to the velocity signal illustrated in the very same figure. This results in certain discrepancies
between the responses in Figs. 3.14 and 3.17, which can be seen by the markers inserted in
both figures relating the snapshots in Fig. 3.16 to the time after the pulse. Nevertheless,
the well overall agreement provides an additional validation of the IR obtained by the WHI
process.
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Figure 3.18: Global FTFs for various rotation rates based on WHI of DNS results
3.3.2.3 Flame Response with Rotation
After studying the FTF of a flame stabilized in the wake of a fixed cylinder, now rotating
cyinders are considered. Here, the same analysis is repeated and the FTFs are determined
by performing WHI only.
The FTFs for various rotation rates are shown in Fig. 3.18. The range of rotation rates
depicted in the figure is from the reference case of α = 0 up to a rotation rate of α = 3.75.
With low and moderate rotation rates (α ≤ 2.5) the maximum gain only changes marginally.
For α = 3.75 on the other hand, the gain reaches very high values for a broad band of
frequencies and peaks at a value of approximately 6.8. The location of the maximum gain
remains in the low frequency range between 50 and 80Hz, while no clear trend is visible. The
slope of the phase lag is approximately constant for all rotation rates and the corresponding
FTF’s time delay increases monotonically with the cylinder rotation rate.
At further examination, the FTFs at all rotation rates except α = 2.5 exhibit strong dips,
i.e. local minima, in their gain. In order to investigate these dips the FTFs of the upper
and lower branches are analyzed separately under the assumption, that their dynamics are
not or sufficiently weakly coupled. The FTF of the upper (y > 0, labeled y+) and the lower
branch (y < 0, labeled y−) are estimated by integrating the instantaneous spatially averaged
heat release in the upper or respectively lower half plane. In order to ease comparability
between both branches, the resulting instantaneous heat release signals are normalized with
the temporal mean of the global heat release signal. Note that the FTFs of the single branches
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Figure 3.19: FTFs of the upper flame branch (y+) for various rotation rates based on WHI
hence is not equal to 1 at f = 0Hz. The resulting FTF of the upper branch versus bluff
body rotation rate is shown in Fig. 3.19. While with increasing rotation rate the maximum of
the gain shifts to lower frequencies its magnitude only changes marginally and without clear
trend. The cut off frequency clearly decreases with increasing rotation rate. It appears that
for low rotation rates (until α = 1.25) the time delay increases, then however decreases again
for moderate and high rotation rates (see Table 3.3). This is in line with the downstream
shift of the flame tip of the upper branch at low rotation rates and its upstream shift for
high rotation rates, seen in Fig. 3.6.
The FTF of the lower branch reacts very differently to the rotation of the flame holder (see
Fig 3.20). Concerning the gain, the cut off frequency stays approximately constant, as does
the frequency of the maximal gain. The outstanding feature however is that over a broad
frequency range the gain drastically increases past a rotation rate of α = 2.5. The time delay
monotonically increases, which again is in line with the flame lengths shown in Fig. 3.6.
It was demonstrated that the rotation rate modifies the FTFs of the upper and lower branch
independently including the respective time delays. In the following, the assumption that
destructive interference between the heat release signals of both flame branches based on
their different time delays causes the dips in the FTFs will be verified. A simple model will
be used to predict the location of the dips and elevations in the respective gains, based on
the time delays extracted from the FTFs. The total heat release fluctuation is equal to the
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Figure 3.20: FTFs of the lower flame branch (y−) for various rotation rates based on WHI
sum of both branches’ heat releases fluctuations:
q′tot = q
′
y+ + q
′
y− . (3.3.9)
Using the FTFs the latter can be expressed by velocity fluctuations. With the notation of
Crocco [42], where n denotes the gain and τ the time delay of the respective branches, the
total heat release fluctuation can be written as
q′tot
q
=
u′
u
(ny+ + ny− exp (iω∆τ)) exp (iωτy+) , (3.3.10)
where the difference in time delays is defined by ∆τ = τy− − τy+ . Equation 3.3.10 shows
that the gain of the global FTF depends on the difference in phase angles of both branches
which can be expressed as
∆φ = ω∆τ. (3.3.11)
For the phenomenon of interference, two extreme cases exist: Ideal constructive and ideal
destructive interference. Which case occurs is only depending on the phase angles of both
superimposed signals. For the former case, the phase angle has to be zero or equal to an even
multiple of π. Is this the case, then Eqn. (3.3.10) simplifies to ntot = ny+ + ny− . Inserting
ω = 2πf into Eqn. (3.3.11) therefore yields the frequency at which constructive interference
occurs:
fc,j =
∆φ
2π∆τ
, ∆φ = 2jπ, j ∈ Z. (3.3.12)
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α τy+ τy− ∆τ fd,1 fd,2
0.0 35.5ms 35.5ms 0ms −− −−
0.625 40.9ms 37.1ms −3.8ms 132Hz 395Hz
1.25 42.5ms 37.9ms −4.6ms 109Hz 326Hz
2.5 38.6ms 41.6ms 3.0ms 167Hz 500Hz
3.75 33.6ms 49.7ms 16.1ms 31Hz 93Hz
Table 3.3: Time delays of the two flame branches (τy+ and τy− for the upper and lower branch,
respectively) and values of the first two frequencies for destructive interference (cf. Eq. (3.3.13)).
In the case of destructive interference on the other hand the difference in phase has to
be equal to an odd multiple of π. The global gain then is equal to ntot = |ny+ − ny− |.
Analogously, the frequencies at which constructive interference occurs are:
fd,j =
∆φ
2π∆τ
, ∆φ = (2j − 1) π, j ∈ Z. (3.3.13)
This way, the frequencies of ideal destructive and ideal constructive interference can be
estimated, based on the time delays extracted from the FTFs. Table 3.3 shows the time delays
of both branches, the respective difference in time delays of both branches and the first and
second frequencies of ideal constructive and destructive interference based on Eqns. (3.3.12)
and (3.3.13). Note that ∆τ is negative for low rotation rates, becomes however positive
for moderate and high rotation rates. The frequencies listed in Table 3.3 are also shown
by markers in Fig. 3.21. They show that the dips are in very good agreement with the
frequencies of constructive and destructive interference predicted by the simple model that
resulted in Eqns. (3.3.12) and (3.3.13) for the FTF of all rotation rates except for α = 2.5.
For this rotation rate the gain of the upper branch is already zero at fd,1 and therefore
no destructive interference occurs. Except for the rotation rate of α = 3.75, all second
frequencies of ideal destructive interference, fd,2, are beyond the cut off frequencies of both
the upper and lower branch and therefore are of no further interest. In contrast, the high
difference in time delays for a bluff body rotation rate of α = 3.75 lead to a comparably low
value of the second frequency of destructive interference, which is below the cut off frequency
of both flame branches. Therefore, only for the highest rotation rate a second dip in the
gain is visible. In comparison to the reference case of α = 0, low bluff body rotation rates
(α ≤ 1.25) lead to a drastic decrease of gain in the frequency range around the frequency of
ideal destructive interference. For increasing rotation rates however, the increase in gain in
the lower branch is so strong, that even if destructive interference occurs, the corresponding
gain is much higher than in the reference case.
It appears that the simple model of Eqns. (3.3.12) and (3.3.13) provides a correct estimation
of the locations of the dips and elevations in the FTF. Therefore, it a posteriori confirms
the assumption that destructive interference leads to the dips in the gains of the FTFs.
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Figure 3.21: Comparisons of gains of global FTFs and of the single flame branches FTFs; Fre-
quencies of ideal destructive and ideal constructive interference are marked on the global gains
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3.3.2.4 Influence of Bluff Body Rotation on Flame Front Dynamics
In the previous section, the changes in FTFs of the upper and lower flame branch were
analyzed by changing the bluff body rotation rate. In order to examine the thermoacoustic
interaction further, the dynamics of flame topology is analyzed now for harmonic acoustic
excitation. The excitation which Fig. 3.12(a) is based upon is repeated for the rotating bluff
body configurations. The corresponding plot, illustrating the flame’s response to harmonic
acoustic forcing in terms of flame topology, is depicted in Fig. 3.22 for the upper and lower
flame branch at various bluff body rotation rates. The flame normal displacement, ξ, along
the flame front, l is shown for four different phase angles of the velocity perturbation of
f = 80Hz, which is close to the maximum gain for all cylinder rotation rates.
First the upper branch is analyzed. The amplitude of the flame normal displacement in-
creases along the flame front for all rotation rates. The amplitude of ξ at the flame tip
decreases with increasing rotation rate until α = 2.5, while beyond this value it slightly
increases again. This behavior is in line with the change in gain of the upper branch with
α at the same frequency. It appears that a non linear deformation of the flame normal dis-
placement occurs close to the flame tip. The degree of non-linearity follows the same trend
as the magnitude, i.e. it decreases until to a value of α = 2.5 and increases again beyond
this rotation rate.
At the lower flame branch, the flame root displacement at l = 0 decreases with increasing
rotation rate. In contrast, the growth of the perturbations along the flame front increases
significantly with the bluff body rotation. This effect is especially strong for rotation rates
α ≥ 2.5. As can be seen on the right side of Fig. 3.22, this goes along with a significant
increase in non-linearity. Note, that the flame displacement grows along the flame front
monotonically for both the upper and lower branch at all rotation rates except for the lower
branch at α = 3.75. Here ξ grows until l ≈ 40mm. After that, saturation occurs and the
flame displacement stays approximately constant until it reaches the flame tip. Figure 3.22
suggests that some kind of instability mechanism seems to lead to the growth of the flame
normal displacements along the flame front. At the frequency under investigation this effect
decreases with the bluff body rotation rate for the upper branch and increases for the lower
branch, which leads to the strong increase in the gain of the FTF of the flame in y−-half
plane.
The results suggest, that the difference in convective time of the flame perturbations along the
flame front causes destructive interference between both flame branches. To further confirm
this hypothesis, Fig. 3.23 illustrates the impact of acoustic perturbation on the flame tip
position of both branches for a rotation rate of α = 0.625. It shows the relative shift of either
flame branch tip with respect to its unperturbed position (see also Tab. 3.2) with respect
to the phase angle of a harmonic acoustic perturbation. It pulses at the first frequency of
perfect destructive interference, fd,1 = 132Hz, based on Eqn. (3.3.13). It is obvious, that
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Figure 3.22: Response of flame topology to acoustic forcing; flame normal displacement, ξ, as a
function of the flame front position, l for the upper and lower branch at various cylinder rotation
rates and various phase angles of the harmonic acoustic forcing of frequency 80Hz and amplitude
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Figure 3.23: Relative flame tip position with respect to the respective branches flame tip postition
of the steady flame, ∆x = xtip − xtip,st, versus the phase angle of the velocity perturbation, φ;
Cylinder rotation rate α = 0.625; pulsation amplitude |u′| = 2%ub; pulsation frequency fd,1 =
132Hz
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the flame tips move perfectly out of phase, which again confirms the accuracy of the simple
model given by Eqns. (3.3.12) and (3.3.13). Figs. 3.18 and 3.23 suggest that controlling the
rotation rate of the bluff body allows to build a flame which is almost insensitive to acoustic
perturbations, suggesting that it could be applied in the framework of combustion instability
control. Note however, that this method of control would be limited to a certain frequency
range.
3.4 Conclusion
In this chapter, a laminar flame anchored in the wake of a rotating bluff body was under
investigation by the means of LDNS. The flame is absolutely symmetric for a non rotating
bluff body. The symmetry however is broken by a bluff body rotation rate α 6= 0. The
lower flame branch stays attached to the cylinder and increases in length due to an increase
of bulk flow in the lower half plane. For low rotation rates the flame root of the upper
branch detaches from the cylinder and therefore causes a downstream shift of the whole
flame. For increasing rotation rates the decrease of flow rate in the upper plane shifts the
flame upstream again and causes an increase of flame angle and a decrease in flame length.
Furthermore, the flame’s response to acoustic fluctuations was investigated. Acoustic fluc-
tuations cause a displacement of the flame root, which is transported along the flame front
until it vanishes at the flame tip. This process causes a strong fluctuation of flame surface
and therefore heat release. This effect is reinforced by a growth of the perturbations along
the flame front, for all rotation rates and flame branches. It is demonstrated that the growth
however is the strongest for the lower branch at high rotation rates, leading to a drastic
increase in gain of the respective flame branch.
It was shown that the changes in flame topology cause a difference in time delays between
the flame branches which is adjustable by the cylinder rotation rate. This causes interference
between the heat release signals of both branches leading for some frequencies to destructive
interference for others to constructive interference. The frequency of destructive interference
can be adjusted by tuning the cylinder rotation rate, leading to a drastic decrease in gains of
the global flame around this frequency. Very low frequencies of destructive interference can
be achieved for high rotation rates (e.g. α = 3.75). Nevertheless, a reduction in gain for the
global flame can not be produced for these cases due to the strong growth of perturbations on
the lower flame branch. An efficient reduction of the gain by tuning the bluff body rotation
can be achieved approximately for the upper half of the frequency spectrum.
The results demonstrate that the rotation rate might be a suitable tool to control combustion
instabilities for these laminar burners. The very most industrial combustors however involve
highly turbulent flames. Therefore, it remains to be shown if bluff body rotation leads to
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similar effects for a corresponding turbulent flow. Nevertheless, symmetry and symmetry
breaking has been investigated for real combustion systems in the past. The idea of breaking
the symmetry in order to increase dampening rates if combustion instabilities is at least as
old as the F-1 engine, used in the Apollo missions by NASA [173]. The effect of symmetry
breaking on the stability of an annular combustion chamber by changing the flames along
the azimuthal direction was addressed by several authors. Bauerheim et al. [14] nevertheless
showed analytically that at first order this procedure could not enhance stability properties
of an annular combustor. In contrast, the results of this work however emphasize the asset
of being able to control the degree of asymmetry of a flame in order to directly impact the
gain of the FTF.
Besides the applicability in real engines the effect of the perturbations growth along the
flame front remains an open topic. A similar effect which can occur in lean laminar flames
is the Darrieus-Landau instability. While the Darrieus-Landau instability is intrinsic, i.e. it
leads to a growth of perturbation without external excitation, in the INTRIG configuration
the instability is merely convective. Nevertheless, it is conceivable that their origin is the
same. Growth and decay of these kind of perturbations was already investigated by Mark-
stein [146] and Petersen [182] experimentally. The former in 1951 furthermore analytically
solved the two-dimensional Euler equations including a simple combustion model to find
with a small perturbation approach a stability criterion for laminar flames. The small per-
turbation approach today better known as the linear stability analysis of hydrodynamics has
progressed immensely during the last 65 years. The community is no longer depending on
analytic solutions of the Euler equations, but the full coupled set of linearized Navier-Stokes,
continuity and energy equations can be solved numerically. Nevertheless, the question of the
convectively amplified perturbations in a flame front remains not addressed by these more
modern approaches.
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Chapter 4
LES
The problem of solving the Navier-Stokes equations for turbulent flows has been addressed
since almost a century. Figure 4.1(a) illustrates the turbulent energy cascade. Turbulent
kinetic energy is produced at large scales (and therefore small wave numbers α). This energy
is transferred to eddies of higher and higher wave numbers. This process is stopped at the
Kolmogorov scale, where viscous forces become dominant over the inertial forces and the
turbulent kinetic energy is dissipated to heat. In order to correctly simulate the flow, the
turbulent energy cascade has to be either resolved, or modeled. In the case of DNS (see
Section 2) the full energy spectrum is spatially resolved. Nevertheless, this approach is not
affordable in most practical cases. One way to circumvent the resolution of the Kolmogorov
scale is to solve the temporally averaged Navier-Stokes equations or RANS equations. Yet,
the turbulent fluctuations, which act as Reynolds stresses on the temporal means, remain
unknown. Therefore, the influence of the turbulent spectrum on the means must be modeled.
As a consequence, RANS simulations only provide the mean fields, and do not yield insight
in the dynamics of a system.
A trade off between DNS and RANS is LES. While DNSs resolve the full turbulent energy
spectrum and RANSs model the full energy spectrum, in LESs the turbulent spectrum is
spatially filtered (e.g. by the numerical grid size). Eddies attributed to a wave number below
the cut-off wave number, αc, are spatially resolved, while eddies of smaller size are modeled
(see Fig. 4.1(a)). Figure 4.2 illustrates the different results of DNS, LES and RANS for the
same configuration of a turbulent jet.
This chapter addresses the numerical LES methods, which will be applied in Chapters 6 and 7
on the problem of swirling flows. The software used is like in the DNSs AVBP. Section 4.1
deals with the governing equations of LES. The turbulence closure and modeling is addressed
in Section 4.2 and the chemistry models applied for the reactive simulations are discussed in
Section 4.3.
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Figure 4.1: Comparison of the concepts of DNS, LES and RANS
4.1 LES Governing Equations
The governing equations of LES are based on the continuity equation (Eqn. (2.1.4)), the
Navier-Stokes equation (Eqn. (2.1.9)) and the energy equation (Eqn. (2.1.11)). In case
of multi species simulations a transport equation for the species mass fraction, Yk (see
Eqn. (2.1.5)) is added. The state variables are split into a part, which is resolved by the
computational grid (indicated by an overbar) and a Sub-Grid-Scale (SGS) contribution (in-
dicated by a prime superscript), which remains to be modeled. For the pressure and the
density, these filtered variables read [124]
Φ =
∫ ∞
−∞
G(r)Φ(x− r) dr, (4.1.1)
and the decomposition of the variable then becomes:
Φ = Φ+ Φ′. (4.1.2)
Here, G(r) is a suitable spatial filter function. For examples for the spatial filter function
see [195]. In A Very Big Project (AVBP) the spatial filtering is performed directly by the
spatial grid, so that no additional filter G(r) is applied.
In case of compressible flows, or in general flows of non-uniform density, applying the same
averaging technique for the velocity components and the energy yields additional terms
(products of the respective quantity with the SGS density variation, ρ′) in the Navier-Stokes
and energy equation and in transport equation of mass fractions, which do not vanish when
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(a) DNS (b) LES (c) RANS
Figure 4.2: Instantaneous snapshots of CFD simulations of a turbulent jet for DNS, LES and
RANS [145]
temporally averaged. This problem can be avoided when applying a Favre-average instead
of a temporal average for these quantities, which is defined as‹Φ = 1
ρ
∫ ∞
−∞
G(r)ρ(x− r)Φ(x− r) dr. (4.1.3)
The decomposition for quantities, which appear in nonlinear terms then becomes
Φ = ‹Φ + Φ′′. (4.1.4)
In order to arrive at the governing equations of LES, the state variables in the form of
Eqns. (4.1.2) and (4.1.4) are inserted in the equations of continuity (Eqn. (2.1.4)), conser-
vation of momentum (Eqn. (2.1.9)), energy (Eqn. (2.1.11)) and transport equation for the
species mass fraction (Eqn. (2.1.5)). Subsequently, the equations are filtered with the same
filter operation, G(r), which yields:
∂ρ
∂t
+∇ · (ρu˜) = 0, (4.1.5)
∂ρu˜
∂t
+∇ · (ρu˜⊗ u˜) = −∇ ·
Ä
pI+ ‹τ + ‹τ tä (4.1.6)
∂ρe˜
∂t
+∇ · (ρe˜u˜) = −∇ ·
Ä
up− u · τ + q˜+ q˜t
ä
+ ω˙reac + ω˙rad, (4.1.7)
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∂ρ‹Yk
∂t
+∇ ·
Ä
ρ‹Yku˜ä = −∇ · Äρ‹Yk ÄV˜k + V˜tkää+ ω˙k. (4.1.8)
Here, the resolved viscous stress tensor, the heat flux, and the corrected diffusion velocity
are ‹τ = µÇ∇u˜+ (∇u˜)T − 2
3
(∇ · u˜) I
å
, (4.1.9)
q˜ = −λ∇T˜ − ρ
N∑
k=1
(
Dk
Wk
W
∇›Xk − Yk N∑
l=1
Dl
Wl
W
∇›Xl) h˜s,k, (4.1.10)
V˜k,corr = Dk
Wk
W
∇›Xk − N∑
l=1
Dl
Wl
W
∇›Xl, (4.1.11)
respectively.
4.2 Turbulence Modelling
The non-linear terms in the Navier-Stokes, energy and species equation lead to product terms
of fluctuating quantities, which do not vanish in the LES equations (Eqns. (4.1.6–4.1.8)). In
the momentum equation for example, this yields 6 independent terms in the SGS Reynolds
stress tensor which are a priori unknown and therefore remain to be modeled. Most often
the Boussinesq approximation, which in Einstein notation reads
−flu′iu′j = −23Kδij + νLES Ç∂u˜i∂xj + ∂u˜j∂xi
å
, (4.2.1)
where K is the turbulent kinetic SGS energy, is applied in order to relate the terms in the
Reynolds stress tensor to the resolved shear strain rates by a SGS viscosity. The amount
of terms which remain to be modeled are thus reduced to one, the SGS viscosity, νLES. In
doing so, the Reynolds stress tensor becomes:
‹τ t = ρνLES Ç∇u˜+ (∇u˜)T − 2
3
(∇ · u˜) I
å
, (4.2.2)
Various models have been proposed in literature to address the problem of modeling the
SGS viscosity. In the framework of this thesis the σ-model is applied [168, 248]:
νLES = (Cσ∆)
2 σ3 (σ1 − σ2) (σ2 − σ3)
σ21
. (4.2.3)
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Here, Cσ is the modeling constant and is typically set to 1.5. σ1, σ2 and σ3 are estimated by
computing the singular values of the local resolved velocity gradient tensor and are ordered
σ1 ≥ σ2 ≥ σ3.
The SGS viscosity based on the σ-model vanishes for various configurations for which no sub
grid scale contribution is expected, e.g. pure rotation, pure shear [187]. This includes, that
it vanishes with appropriate asymptotic behavior at solid boundary walls.
The SGS fluctuations also lead to unknown terms in the transport equations of energy
and species mass fraction. These are modeled analogously to the terms in the momentum
equation by additional contributions to diffusion for both energy and species transport (see
q˜t and V˜t in Eqn. (4.1.7) and Eqn. (4.1.8), respectively). In most CFD codes the this effect
is not explicitly modeled but coupled to the turbulent viscosity by a proportionality factor.
For the energy equation this proportionality factor is the turbulent Prandtl number defined
as
Prt =
νLES
aLES
=
νLESρcp
λLES
, (4.2.4)
while for the species diffusion the proportionality factor is the turbulent Schmidt number
given by
Sct =
νLES
DLES
. (4.2.5)
Literature suggests different values for the turbulent Prandtl and Schmidt number, which
typically range from 0.6 to 0.9. Here the standard values used in AVBP are applied, which
are
Sct = Prt = 0.6. (4.2.6)
4.3 LES Chemistry Model
In the DNS simulations that lead to the results presented in Chapter 3, a rather detailed
chemistry model with 19 transported species was applied. In LES simulations the demand
on the accuracy of the chemistry model is typically lower. In the framework of the LES
calculations the BFER model is applied in combination with the Thickened Flame Model
(TFM), both of which will be discussed in the subsequent sections.
4.3.1 BFER
The BFER mechanism was first developed for kerosene-air flames [70] and then adapted
to methane-air flames [71]. It accounts for two reactions and six species. Two correction
functions in the pre-exponential factor of the Arrhenius terms, allow for correct laminar flame
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speeds in the rich regime and correct post-flame zone thickness. This way, laminar flame
speeds and adiabatic flame temperatures are well reproduced for a wide range of pressures,
fresh gas temperatures and equivalence ratios [71].
4.3.2 Thickened Flame Model
Figure 4.3: DNS of a flame without artificial flame thickening (left) and with an artificial thickening
of F = 5 (right); taken from [190]
Unlike in DNS, where the flame thickness is resolved by the numerical grid, in LES the
laminar flame thickness is typically smaller than the numerical grid size. Without adapta-
tion, this would lead to stiff chemical source terms and therefore not satisfactory results. A
frequently applied method is the application of the TFM. Here, the flame thickness is artifi-
cially increased by a certain factor, F , so that the flame is well resolved by the computational
grid. In turbulent flows, where the interaction between the turbulence and the flame has
a significant influence on the global reaction rate, the interaction between vortices and the
flame front is altered by this approach. Some of the vortices that lead to a wrinkling in the
unthickened flame front are now smaller than the flame thickness when the TFM is applied
(see Fig. 4.3). Therefore, the ability of turbulence to wrinkle the flame is reduced leading
to a incorrect decrease in reaction rate and therefore turbulent flame speed. This effect is
corrected by applying a efficiency function E developed by Colin et al. [38, 39], which models
the gap in turbulence flame interaction caused by the TFM.
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Hydrodynamic Instabilities
The brute-force method of LES, presented in the last section, is an extremely valuable tool,
not only in the framework of combustion research and engineering. Although it may be
applied to solve multi-physics problems (e.g. in combustion: fluid-dynamics, chemistry, two-
phase flow...), understanding the dynamics of the incompressible Navier-Stokes equations
alone remains a challenge in many cases. The dynamics and most importantly the vortex
street in the cylinder wake flow for example, a configuration which can barely be outreached
in simplicity, were first and most famously analyzed by von Kármán [256]. Today, nearly a
century later, studies in contemporary research focus on the topic still [11, 116]. Although
LES and DNS reproduce experimental results well in this configuration, they might not be
the ideal tools to analyze the origin of its dynamics. The method of LSA for example provides
insight in the origin by analyzing the feedback mechanism of hydrodynamic instabilities like
the von Kármán vortex street. These insights might be for example appealing if one wishes
to control their occurrence.
Hydrodynamic instabilities also often occur in the combustion chambers [5, 186, 79, 223, 32,
201, 203, 191, 269, 25, 29]. Especially in swirled jet flows, a configuration which is often used
to inject the fresh gases in the combustion chamber, a helical instability frequently occurs,
the PVC. This chapter focuses on the method of LSA in swirling jet flows with focus on
this helical instability. The governing equations of the LSA for base flows in uniform density
flows are discussed in Section 5.1.1. Since in flames the reaction heat causes an expansion
and therefore decrease in density of the fluid, the base-flows of reacting flows are in general
of non-uniform density. Section 5.1.2 deals with the corresponding LSA equations, which
take the non-uniformity of the base flow density into account. Section 5.2 introduces the
modal approach and introduces BiGlobal and local LSA and the numerical approach.
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5.1 Governing Equations of Hydrodynamic Stability
The dynamics of coherent structures evolving on a given base flow are governed by the Navier-
Stokes equations (Eqn. (2.1.9)), the continuity equation (Eqn. (2.1.4)) and the conservation
equation of internal energy (Eqn. (2.1.11)). In the context of LSA, it is convenient to express
the equations in dimensionless form. Therefore, all dimensional quantities are written as:
u = Urefu
∗, (5.1.1a)
x = Drefx
∗, (5.1.1b)
t =
Dref
Uref
t∗, (5.1.1c)
ρ = ρrefρ
∗, (5.1.1d)
p = ρrefU
2
refp
∗, (5.1.1e)
where Uref, Dref, ρref are arbitrary quantities for a characteristic convective velocity, a length
scale and a reference density. Furthermore, the following assumptions are made:
1. The fluid follows the perfect gas law (see Eqn. (2.1.1)).
2. The base flow is superimposed by not more than one dominant coherent fluctuation.
The influence of all other coherent structures can be neglected.
3. Gas properties, namely the specific gas constant, Rs, the heat capacities, cv and cp,
the isotropic exponent γ, the heat conductivity, k, and the dynamic viscosity, µ, are
constant.
4. The Reynolds average of the pressure is spatially constant (constant pressure combus-
tion)
5. Low Mach number
Assumptions 3,4 and 5 are important in non-uniform density flows due to the presence of
a flame and are not needed if the inhomogeneity of the density can be neglected. The
assumptions listed above yield non-dimensional variations of the momentum, continuity and
energy equations (for a rigorous derivation see Chapter B in the Appendix):
ρ∗
Ç
∂u∗
∂t∗
+ (u∗ · ∇∗)u∗
å
= −∇∗p∗ +
1
Re
Ç
∆u∗ +
1
3
∇∗ (∇∗ · u∗)
å
(5.1.2)
∂ρ∗
∂t∗
+∇∗ · (ρ∗u∗) = 0 (5.1.3)
ρ∗3∇∗ · u∗ =
1
RePr
(2∇∗ρ∗ · ∇∗ρ∗ − ρ∗∆∗ρ∗) + Φ∗. (5.1.4)
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Here, the dimensionless quantities are the Reynolds number with respect to the reference
values chosen in Eqns. (5.1),
Re =
UrefDref
νref
=
UrefDrefρref
µ
, (5.1.5)
and the corresponding Prandtl number,
Pr =
cpµ
k
. (5.1.6)
Note that in the energy equation the time derivatives have vanished. This is due to assump-
tions 4 and 5. For details see the comprehensive derivation in Appendix B. In LSA or the
approach of small perturbations, velocity, pressure and density are written as a temporal
average and a fluctuating part. This study follows the triple decomposition suggested by
Hussain et al. [100, 99] and Reynolds et al. [202]. They divide the fluctuating part in a
coherent component and in a stochastic part:
u∗ = u∗ + ǫuˆ∗ + u∗′, (5.1.7a)
p∗ = p∗ + ǫıp∗ + p∗′, (5.1.7b)
ρ∗ = ρ∗ + ǫıρ∗ + ρ∗′. (5.1.7c)
The temporal average marked by the superscript overbar is the Reynolds average given by
Φ =
1
T
∫ T
0
Φdt. (5.1.8)
The arch superscript and apostrophe stand for the coherent and stochastic contributions,
respectively. While the stochastic fluctuations are supposed to be significant even at zero
order, the coherent fluctuations are supposed to be small. This is taken into account by the
factor ǫ, which represents a very small number. The temporal means of velocity and density
can be either based on a flow at the limit cycle (see e.g. Barkley [11]) or at a transient
state (e.g. Stöhr et al. [234]). Depending on the purpose of the analysis, these base flows
can be provided by either analytic profiles (e.g. the Batchelor vortex [13, 125, 59]) or by
experimental measurements or numerical simulations. The goal is to estimate the temporal
and/or spatial behavior of the coherent perturbations superimposing the base flow. Note
that the amount of unknown eigenfunctions corresponds to the number of equations which
are provided.
5.1.1 Coherent Structures in Uniform Density Flows
In many flows density is nearly constant so that changes in ρ can be neglected. In this case,
the density is equal to its Reynolds average:
ρ∗ = ρ∗ = ρref. (5.1.9)
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Since the coherent fluctuation of density, Ùρ, is 0 (in the low Mach number limit), the amount
of unknowns is reduced by one. Here, the equation of energy therefore is omitted, and
the coherent fluctuations of velocity and pressure are found by solving the continuity and
momentum equations alone. These then simplify to:Ç
∂u∗
∂t∗
+ (u∗ · ∇∗)u∗
å
= −∇∗p∗ +
1
Re
∆∗u∗, (5.1.10)
∇∗ · u∗ = 0. (5.1.11)
Inserting Eqns. (5.1.7a) and (5.1.7b), neglecting terms of second and higher order and sub-
tracting the temporal average of the resulting equation from its phase average yields
∂uˆ∗
∂t∗
+ (u∗ · ∇∗) uˆ∗ +
(
uˆ∗ · ∇∗
)
u∗ + 〈(u∗′ · ∇∗)u∗′〉 − (u∗′ · ∇∗)u∗′ = −∇∗ıp∗ + 1
Re
∆∗uˆ∗.
(5.1.12)
∇∗ · uˆ∗ = 0. (5.1.13)
The angle brackets denote a phase average with respect to the period, T , of a perturbation,
defined as:
〈Φ〉 (τ) =
1
n
n−1∑
i=0
Φ(τ + iT ), τ ∈ [0;T [. (5.1.14)
While the temporal average of the product of both the mean properties and the coherent
properties with the stochastic fluctuations is equal to zero, it can be shown that the temporal
mean of a product of two stochastic fluctuations is not equal to zero. This leads to the 5th
term in Eqn. (5.1.12), which arises from the non linear term in Eqn. (5.1.10). The term
represents the Reynolds stresses known from the RANS equations. The fourth term is the
equivalent arising from the phase average of the equations. As Reynolds and Hussein [202]
comment, the fourth and fifth term together can be understood as the change in Reynolds
stresses during a period of the coherent fluctuation. Like the governing equations of RANS
and LES, the set of Eqns. (5.1.12) and (5.1.13) pose an unclosed system of equations. In
many studies these terms are simply ignored. However, solving the equations directly, i.e.
assuming that the only viscous dampening is due to the laminar viscosity, gives rise to
both nonphysical oscillations and - judging from their mode shapes - apparently physical
oscillations, which however do not occur in the time resolved flow. This problem is often
solved by adding a random value to the viscosity, resulting in a significant artificial decrease of
the Reynolds number (e.g. [126, 37]). This way, spurious modes and typically also potentially
physical modes are filtered out. For a perturbation at a constant limit cycle for example,
this procedure can be applied by decreasing the Reynolds number until the growth rate of
the perturbation under investigation is equal to zero.
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Other authors make use of the Boussinesq approximation to model terms 4 and 5 in
Eqn. (5.1.12) and therefore the influence of stochastic coherent interaction, which in Einstein
notation is given by
−u′iu
′
j = −
2
3
Kδij + νt
Ç
∂ui
∂xj
+
uj
∂xi
å
, (5.1.15)
with the turbulent kinetic energy, K, and the Kronecker delta, δi,j. Unlike in RANS, here
both the temporal mean flow (at the limit cycle) and the fluctuations thereon are known.
Hence the product terms of the velocity fluctuations can be calculated and Eqn. (5.1.15)
is solved for the eddy viscosity. Since this yields 6 independent eddy viscocities, one for
each independent entry in the Reynolds stress tensor, a least mean square approach of all
Reynolds stresses is applied which yields [102]:
νe =
Ä
−u′iu
′
j +
2
3
Kδij
ä
·
(
∂uj
∂xi
+ ∂ui
∂xj
)
(
∂uk
∂xl
+ ∂ul
∂xk
)
·
(
∂uk
∂xl
+ ∂ul
∂xk
) , (5.1.16)
All hydrodynamic LSA conducted in the framework of this thesis is performed on base flows
provided by LES. Additionally to the molecular viscosity, which is a material property, and
the eddy viscosity based on the stochastic fluctuations which are resolved by the simulation,
there is also an LES-subgrid viscosity, which models the interaction of the subgrid scale
turbulence on the resolved flow. It is assumed here, that these three components add up to
the effective viscosity yielding an effective Reynolds number of
Reeff =
UrefDref
νe + νLES + νm
. (5.1.17)
If not mentioned otherwise, all calculations in the framework of this thesis are based on this
Reynolds number.
5.1.2 Coherent Structures in Non-Uniform Density Flows
In some laminar flows, coherent structures occur in the absence of stochastic fluctuations.
One example for flows behaving in this way is once more the cylinder wake flow. At the
critical Reynolds number of approximately Rec ≈ 46 a supercritical Hopf bifurcation to the
von Kármán vortex street occurs [103, 196]. Despite the unsteady behavior, the flow remains
laminar until another three dimensional mode (often described asMode A) becomes unstable
and stochastic fluctuations therefore occur. The Reynolds number at which this occurs differs
both for experiments (see the Reviews of Roshko [205], Re ≈ 180 and Williamson [261] Re =
140− 194) and DNS (Re ≈ 200 [247]). In several other studies of hydrodynamic stability, it
is simply assumed that stochastic-coherent interaction is weak and the effect is neglected. In
relation to flames these assumptions are valid for laminar flames, where turbulence levels are
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low. In these cases it is sufficient to decompose the properties of state into a temporal mean
and a coherent fluctuation instead of performing the a triple decomposition Most practical
flames however are highly turbulent and the impact of stochastic fluctuations on both the
mean flow and also the coherent structures cannot be neglected.
However, it is well known from the RANS framework, that temporal averaging of the com-
pressible Navier-Stokes equations leads to a large number of additional product terms in-
cluding the fluctuation of density, ρ′, which remain in the averaged equations. Splitting
the equations in a Reynolds average, a coherent part and a stochastic fluctuation as in Sec-
tion 5.1.1 leads to the same problem when deriving the governing equations of hydrodynamic
stability analysis of non uniform density flows. For the governing equations of the mean flow
quantities this problem is most often solved by introducing a Favre average for velocity and
temperature fluctuations:
u = u˜+ u′′. (5.1.18)
When deriving the governing equations of hydrodynamic stability applying the corresponding
technique for the fluctuating quantities yields non zero terms in the phase averages of first
order and therefore this technique is not applicable.
At this point, the effect of the additional not vanishing non-linear terms including the fluc-
tuation of density, ρ′, in the first order equations remains an open question. In this thesis,
it will be assumed that they are negligible in comparison with the stochastic fluctuations,
which are modeled by Eqn. (5.1.16). Therefore, an effective Reynolds number is further
on applied, based on the model discussed in Section 5.1.1, and the LSA is performed on a
temporally averaged base flow. In the following the resulting equations of LSA of base flows
with non-homogeneous density will be briefly discussed. A thorough derivation can be found
in Appendix B
If stochastic fluctuations cannot be neglected, the triple decomposition must be applied
(see Eqn. (5.1)). Inserting these equations into the Navier-Stokes, continuity and energy
equations (Eqns. (5.1.2)–(5.1.4)), neglecting terms of second and higher order, performing
both a temporal and a phase average on the equations and assuming that the flow velocity
is low in comparison with the speed of sound, yields
ρ∗
(
∂uˆ∗
∂t∗
+
(
uˆ∗ · ∇∗
)
u∗ + (u∗ · ∇∗) uˆ∗
)
+ ıρ∗ (u∗ · ∇∗)u∗
+〈(ρ∗u∗′ · ∇∗)u∗′〉 − (ρ∗u∗′ · ∇∗)u∗′ = −γ∇∗ıp∗ + 1
Re
Ç
∆∗uˆ∗ +
1
3
∇∗
(
∇∗ · uˆ∗
)å
,
(5.1.19)
∂ıρ∗
∂t∗
+∇∗ıρ∗ · u∗ +∇∗ρ∗ · uˆ∗ + ρ∗ (∇∗ · uˆ∗)+ ıρ∗ (∇∗ · u∗) = 0, (5.1.20)
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ρ∗
3
∇∗ · uˆ∗ + 3ρ∗
2ıρ∗∇∗ · u∗ + 1
RePr
(
ρ∗∆∗ıρ∗ + ıρ∗∆∗ρ∗ − 4∇∗ıρ∗∇∗ρ∗)
+〈∇∗ · (ρ∗T ∗′u∗′)〉 − ∇∗ · (ρ∗T ∗′u∗′) = 0.
(5.1.21)
The last two terms on the LHS in Eqns. (5.1.19) and (5.1.21) arise from the non linear
terms in the momentum and the energy equations. In the momentum equation they are
modeled analogously to Section 5.1.1 by a contribution to the viscosity, leading to a decrease
of the effective Reynolds number (see Eqn. (5.1.1)). The corresponding terms in the energy
equation remain still to be modeled. In RANS and LES the respective terms are modeled
by a turbulent Prandtl number (see Section 4.2). This approach is followed here, and the
effective Prandtl number is set to
Preff = 0.9, (5.1.22)
which corresponds to a value often used in literature. The equations above describe the linear
hydrodynamics, while taking into account a non-uniform mean density field, caused by an
inhomogeneous temperature. Note however that in the case of reactive flows the reaction of
the flame to flow perturbations (and vice versa) is not considered here, which is analogous
to the passive flame approach in thermoacoustics (see e.g. Silva et al. [225] and Nicoud et
al. [167]).
5.2 Solution Approaches in Hydrodynamic Stability Anal-
ysis
In modal analysis, perturbations of a dynamic system are supposed to be harmonic fluc-
tuations, related to a certain mode shape and a growth or dampening rate. This method
is applied in many fields of physics, including structural vibrations in solid mechanics[84],
radiation of electromagnetics in conducting objects, or acoustics in compressible gases [185].
Assuming that the fluctuations are harmonic, the underlying equations are transformed into
an eigenvalue problem. In the examples mentioned above, solving the eigenvalue problem,
yields eigenvectors, which represent the mode shapes and eigenvalues which yield information
about the perturbations frequency and growth or dampening rates.
This method is also applied in linear stability analysis of hydrodynamics. For brevity, all the
in the following presented equations are based on the equations for hydrodynamic instabilities
in non-uniform density flows (Eqns. (5.1.19–5.1.21)). For a thorough derivation of all the
equations, see Section B in the Appendix. Inserting the modal approach
[uˆ∗(x, y, z),ıp∗(x, y, z),ıρ∗(x, y, z)] = [U˜∗(x, y, z), Pˆ ∗(x, y, z), Ψˆ∗(x, y, z)] exp (iωt) (5.2.1)
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into the set of Eqns. (5.1.19–5.1.21) yields the equations for three dimensional harmonic per-
turbations U˜∗(x, y, z), Pˆ ∗(x, y, z) and Ψˆ∗(x, y, z) on a base flow given by u∗(x, y, z), p∗(x, y, z)
and ρ∗(x, y, z):
ρ∗
(
iωU˜∗ +
(
U˜∗ · ∇∗
)
u∗ + (u∗ · ∇∗) U˜∗
)
+ Ψˆ∗ (u∗ · ∇∗)u∗
= −γ∇∗Pˆ ∗ +
1
Reeff
Ç
∆∗U˜∗ +
1
3
∇∗
(
∇∗ · U˜∗
)å
,
(5.2.2)
iωΨˆ∗ +∇∗Ψˆ∗ · u∗ +∇∗ρ∗ · U˜∗ + ρ∗
(
∇∗ · U˜∗
)
+ Ψˆ∗ (∇∗ · u∗) = 0, (5.2.3)
ρ∗3∇∗ · U˜∗ + 3ρ∗
2
Ψˆ∗∇∗ · u∗ +
1
Reeff Preff
(
ρ∗∆∗Ψˆ∗ + Ψˆ∗∆∗ρ∗ − 4∇∗Ψˆ∗∇∗ρ∗
)
= 0. (5.2.4)
The equations pose a complex Generalized Eigenvalue Problem (GEVP) of form
AΦ = λBΦ, (5.2.5)
where the eigenvalue λ is the temporal frequency ω and the eigenvector is Φ = [U˜∗(x, y, z),
Pˆ ∗(x, y, z), Ψˆ∗(x, y, z)]. Note that in general the eigenfrequency ω is complex. Its real part
is the harmonic frequency of the perturbation in time, while its imaginary part corresponds
to the temporal growth rate.
5.2.1 BiGlobal Stability Analysis for Swirling Jets
The set of Eqns. (5.2.2–5.2.4) governing the temporal evolution of three dimensional pertur-
bations on a base flow pose a very large eigenvalue problem. Many hydrodynamic instabilities
nevertheless are two dimensional, for example the Kelvin-Helmholtz instability in shear lay-
ers [255, 228] or the von Kármán vortex street [256]. For these cases the set of equations can
be reduced to two dimensions resulting in a considerable diminution in computational effort
to solve the problem. In other flows the base flow is two-dimensional, but the perturbations
are three dimensional. One example for these kind of flows is the PVC in an axisymmetric
swirling jet undergoing vortex breakdown. In the following two different methods of reducing
the number of spacial dimensions, which were used in the past for the investigations of PVCs
in uniform density fields will be introduced.
5.2.1.1 BiGlobal Modal Approach
Introducing Eqn. (5.2.1) into the governing equations of hydrodynamic instabilities yielded
a set of equations describing three dimensional perturbations in Cartesian coordinates. In
the BiGlobal approach for swirling jet flows, the equations are expressed in cylindrical coor-
dinates and two assumptions lead to a reduction of the number of spacial dimensions:
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1. The base flow is only a function of the axial coordinate, z, and the radial coordinate
r. It therefore is homogeneous in azimuthal direction, θ and all derivatives of the base
flow in azimuthal direction disappear: ∂u
∂θ
= 0. This assumption is valid for most
configurations.
2. The perturbations are harmonic in azimuthal direction.
The second assumption yields the BiGlobal modal approach given by
[uˆ∗(r, θ, z),ıp∗(r, θ, z),ıρ∗(r, θ, z)] = [U˜∗(r, z), Pˆ ∗(r, z), Ψˆ∗(r, z)] exp (−iωt∗ + imθ) . (5.2.6)
Here, m is the azimuthal wave number, where m = 0 corresponds to a rotational symmetric
instability (e.g. the Kelvin-Helmholtz instability in circular jet flows). An one armed PVC
however is attributed to an azimuthal wave number, m = 1, a two armed PVC to m = 2
and so on.
Inserting Eqn. (5.2.6) into Eqns. (5.1.19–5.1.21) yields the equations governing the evolution
of perturbations on a rotational symmetric mean flow in cylindrical coordinates. These are
given by the perturbation’s energy equation,
ρ∗
3
Ñ
∂Uˆ∗r
∂r∗
+
Uˆ∗r
r∗
+
im
r∗
Uˆ∗θ +
∂Uˆ∗z
∂z∗
é
+ 3ρ∗
2
Ψˆ∗
Ç
∂u∗r
∂r∗
+
u∗r
r∗
+
∂u∗z
∂z∗
å
+
1
Reeff Preff
Ñ
ρ∗
Ñ
∂2Ψˆ∗
∂r2∗
+
1
r∗
∂Ψˆ∗
∂r∗
−
m2
r∗2
ıρ∗ + ∂2Ψˆ∗
∂z∗2
é
+ Ψˆ∗
Ç
∂2ρ∗
∂r2∗
+
1
r∗
∂ρ∗
∂r∗
+
∂2ρ∗
∂z∗2
å
−4
Ñ
∂Ψˆ∗
∂r∗
∂ρ∗
∂r∗
+
∂Ψˆ∗
∂z∗
∂ρ∗
∂z∗
éé
= 0,
(5.2.7)
their continuity equation,
−iω∗Ψˆ∗ +
∂Ψˆ∗
∂r∗
u∗r +
imΨˆ∗
r∗
u∗θ +
∂Ψˆ∗
∂z∗
u∗z +
∂ρ∗
∂r∗
Uˆ∗r +
∂ρ∗
∂z∗
Uˆ∗z + Ψˆ
∗
Ç
∂u∗r
∂r∗
+
u∗r
r∗
+
∂u∗z
∂z∗
å
+ρ∗
Ñ
∂Uˆ∗r
∂r∗
+
Uˆ∗r
r∗
+
im
r∗
Uˆ∗θ +
∂Uˆ∗z
∂z∗
é
= 0,
(5.2.8)
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and the momentum conservation equation of the perturbation in radial direction
ρ∗
Ñ
−iω∗Uˆ∗r + u
∗
r
∂Uˆ∗r
∂r∗
+
imu∗θUˆ
∗
r
r∗
+ u∗z
∂Uˆ∗r
∂z∗
−
2u∗θUˆ
∗
θ
r∗
+ Uˆ∗r
∂u∗r
∂r∗
+ Uˆ∗z
∂u∗r
∂z∗
é
+ıρ∗Ñu∗r ∂u∗r∂r∗ + u∗z ∂u∗r∂z∗ − u∗θ2r∗
é
+
∂ıp∗
∂r∗
−
1
Reeff
Ñ
∂2Uˆ∗r
∂r∗2
+
1
r∗
∂Uˆ∗r
∂r∗
−
m2Uˆ∗r
r∗2
+
∂2Uˆ∗r
∂z∗2
−
Uˆ∗r
r∗2
−
2imUˆ∗θ
r∗2
+
1
3
Ñ
∂2Uˆ∗r
∂r∗2
+
1
r∗
∂Uˆ∗r
∂r∗
−
Uˆ∗r
r∗2
+
im
r∗
∂Uˆ∗θ
∂r∗
−
imUˆ∗θ
r∗2
+
∂2ıu∗z
∂r∗∂z∗
é è
= 0,
(5.2.9)
in azimuthal direction,
ρ∗
Ñ
−iω∗Uˆ∗θ + u
∗
r
∂Uˆ∗θ
∂r∗
+
imu∗θUˆ
∗
θ
r∗
+ u∗z
∂Uˆ∗θ
∂z∗
+
u∗θUˆ
∗
r
r∗
+ Uˆ∗r
∂u∗θ
∂r∗
+ Uˆ∗z
∂u∗θ
∂z∗
+
Uˆ∗θ u
∗
r
r∗
é
+ıρ∗ Çu∗r ∂u∗θ∂r∗ + u∗z ∂u∗θ∂z∗ + u∗θu∗rr∗ å + imıp∗r∗
−
1
Reeff
Ñ
∂2Uˆ∗θ
∂r∗2
+
1
r∗
∂Uˆ∗θ
∂r∗
−
m2Uˆ∗θ
r∗2
+
∂2Uˆ∗θ
∂z∗2
−
Uˆ∗θ
r∗2
+
2imUˆ∗r
r∗2
+
1
3
Ñ
im
r
∂Uˆ∗r
∂r∗
+
imUˆ∗r
r∗2
−
m2Uˆ∗θ
r∗2
+
im
r
∂Uˆ∗z
∂z∗
é è
= 0,
(5.2.10)
and in axial direction,
+ ρ∗
Ñ
−iω∗Uˆ∗z + u
∗
r
∂Uˆ∗z
∂r∗
+
imu∗θUˆ
∗
z
r∗
+ u∗z
∂Uˆ∗z
∂z∗
+ Uˆ∗r
∂u∗z
∂r∗
+ Uˆ∗z
∂u∗z
∂z∗
é
+Ψˆ∗
Ç
u∗r
∂u∗z
∂r∗
+ u∗z
∂u∗z
∂z∗
å
+
∂ıp∗
∂z∗
−
1
Reeff
Ñ
∂2Uˆ∗z
∂r∗2
+
1
r∗
∂Uˆ∗z
∂r∗
−
m2Uˆ∗z
r∗2
+
∂2Uˆ∗z
∂z∗2
+
1
3
Ñ
∂2Uˆ∗r
∂z∗∂r∗
+
1
r∗
∂Uˆ∗r
∂z∗
+
im
r∗
∂Uˆ∗θ
∂z∗
+
∂2Uˆ∗z
∂z∗2
é è
= 0.
(5.2.11)
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In the case of uniform density, the terms marked by test vanish and the remaining terms in
Eqns. (5.2.8–5.2.11) yield the equations describing the dynamics of the perturbation. Note
that due to assuming base flow homogeneity and perturbation periodicity in azimuthal direc-
tion all dependencies on θ have vanished in this set of equations. Therefore, its integration in
azimuthal direction is performed analytically by a multiplication with 2πr. Consequentially,
a numerical integration remains to be performed in the r-z plane only.
5.2.1.2 Solving BiGlobal Analysis with the Finite Element Method
In order to arrive at the GEVP, the linear operators A and B have to be formed by spatially
integrating the set of Eqns. (5.2.7–5.2.11). In principle this can be done by countless different
numerical methods. In the past, preferably high order schemes were used like the Chebychev-
Collocation (e.g. Ehrenstein and Gallaire [64] and Åkverik et al. [4]). Paredes et al.[178]
showed that Finite Difference Methods with uniform error (short FD-q method) are highly
efficient in addressing the problem of hydrodynamic stability. A significant drawback of
these methods on the other hand is the restriction to a structured grid, which obstructs the
application in complex geometries, like industrial burners. In this study the integration is
therefore performed by the Finite Element Method (FEM). This method is used in multiple
fields of engineering and natural sciences. These reach from structural mechanics [68, 207],
over investigations on earthquakes [251] to transport phenomena in fluid mechanics. In the
recent years, the method has been also applied to global hydrodynamic stability analysis [227,
242, 240, 37]. A thorough description of the finite element method goes far beyond the scope
of this thesis. Therefore, this section is restricted to illustrate the principles of the method.
The interested reader is referred to Becker, Carey and Oden [15] for a compact introduction
to the topic and Zienkiewicz and Taylor [264, 265, 266] for a comprehensive summary.
Unlike in the finite difference method, where the exact solution is approximated on discrete
points only, in FEM the domain is divided in M small elements indexed by j, which often
for convenience are triangle shaped in two dimensional domains. Within these elements the
solution, u, is approximated by the sum of the product of the so called shape functions,
which are polynomials of Nth order, Φi, with a coefficient αi:
u =
N∑
i=1
αiΦi. (5.2.12)
The number of polynomials per element depends on the order of the polynomials and the
shape of the element. Applying Gauss-integration, a local linear operator for the coefficients
αi is determined for every element, j, based on the problem which is to be solved (e.g. in the
case of a GEVP the element matrices Aj and Bj). One strength of the method is that the
resultingM local linear operators can be easily combined to yield the global linear operators
(A and B) for the entire domain. Finally, it is a matter of linear algebra to solve the problem,
in this case the GEVP.
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The software FreeFEM++ [92] was used to arrange the linear global operators, which op-
erates based on triangular meshes in two dimensions and tetraedrons in three dimensions.
For the subsequent solution of the GEVP the shift and invert method is applied with aid
of software package ARPACK [123]/UMFPACK. UMFPACK solves the GEVP using the
unsymmetric-pattern multifrontal method which is specialized on the lower-upper factor-
ization of sparse matrices [50, 49]. When treating incompressible problems like structural
mechanics [265] or the incompressible Navier-Stokes equations [265] with the FEM, it is well
known, that the problem is ill posed if the order of shape functions for both velocity and
pressure is equal. The order of shape functions for the velocity components and density is
therefore chosen as 2, while the shape functions for the pressure are of first order.
Furthermore, BCs have to be applied on the boundaries. Assuming that they are sufficiently
far from the instability, it is assumed that all perturbations fulfill Dirichlet conditions at all
inlets and outlets. Walls are supposed to be no-slip, leading to homogeneous Dirichlet BCs
for the velocity components and homogeneous Neumann conditions for pressure and density
at the walls. Due to the singularity at r = 0, estimation of the corresponding BCs at the
axis is not as trivial. Depending on the azimuthal wave number m, three different cases exist
for the fluctuation of velocities and pressure [113]:
1. m = 0:
Uˆ∗r (r = 0) = Uˆ
∗
θ (r = 0) = 0,
Uˆ∗z (r = 0) and Pˆ
∗(r = 0) are finite.
2. m = ±1:
Uˆ∗z (r = 0) = Pˆ
∗(r = 0) = 0,
Uˆ∗r (r = 0)± Uˆ
∗
θ (r = 0) = 0,
2
∂Uˆ∗r
∂r
(r = 0)± i
Uˆ∗θ
∂r
(r = 0) = 0.
3. |m| > 1:
Uˆ∗r (r = 0) = Uˆ
∗
θ (r = 0) = Uˆ
∗
z (r = 0) = Pˆ
∗(r = 0) = 0.
Finally, a BC for the density perturbation must be formulated. For reasons of symmetry,
the density perturbation must be zero at the axis [143]. At inlets and outlets, the density
perturbations vanish and at the walls homogeneous Neumann conditions are assumed. The
resulting BCs for an azimuthal wave number of m = 1 is summarized in Tab. 5.1.
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Inlet Outlet Wall Axis
Uˆ∗r = 0 Uˆ
∗
r = 0 Uˆ
∗
r = 0 Uˆ
∗
r + Uˆ
∗
θ = 0
Uˆ∗θ = 0 Uˆ
∗
θ = 0 Uˆ
∗
θ = 0 2
∂ıU∗r
∂r
+ i
∂ıU∗
θ
∂r
= 0
Uˆ∗z = 0 Uˆ
∗
z = 0 Uˆ
∗
z = 0 Uˆ
∗
z = 0
Pˆ ∗ = 0 Pˆ ∗ = 0 ∂
ıP ∗
∂n
= 0 Pˆ ∗ = 0
Ψˆ∗ = 0 Ψˆ∗ = 0 ∂
ıΨ∗
∂n
= 0 Ψˆ∗ = 0
Table 5.1: BCs for LSA in case of m = 1; n is the normal vector of the boundary.
5.2.1.3 Adjoint Modes and Structural Sensitivity
Adjoint analysis takes advantage of the adjoint equations in order to estimate the influence
of a certain parameter in the equation on its solutions. It is considered a highly efficient
method of optimization and sensitivity studies [67]. It has been and is increasingly applied
in multiple fields of science [138]. Among those are meteorology [128, 243], nuclear reactor
physics [181], seismic tomography [249], adaptive mesh refinement [129], shape optimiza-
tion [82] and thermoacoustics [106, 140]. A pedagogical introduction to the topic is provided
by Errico [67].
In recent years, the method has also been applied in the context of hydrodynamic stability
analysis (e.g. Luchini et al. [137, 139], Giannetti and Luchini [83] Chandler et al. [30] and
Tammisola and Juniper [241, 240]). A review of the method in this framework is provided
by Luchini and Bottaro [138].
For every right GEVP like stated in Eqn. (5.2.5), a left GEVP of the form
Φ†A = λ†Φ†B (5.2.13)
can be formulated. It can be shown that the left eigenvalues - or adjoint eigenvalues -
(which are marked by the † superscript) are either equal to the eigenvalues of the right
GEVP or their complex conjugate [138]. The adjoint eigenvalues provide the most unstable
initial condition [197] and therefore can be seen as a measure of the receptibility to external
forcing [83]. In the context of sensitivity analysis to a given parameter, the change of the
eigenvalue, dλ, due to the change of the LHS matrix in the GEVP due to the varying
parameter, dA, is related via the left and right eigenvalues by
dλ =
Φ† dAΦ
Φ†BΦ
. (5.2.14)
Furthermore, the adjoint modes give information about the location of strongest internal
feedback of a global mode. As described by Giannetti and Luchini [83], the structural
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sensitivity, σ, of a global mode can be estimated as the normalized product of the velocity
perturbations with the adjoint velocities:
σ =
||Ûu†|| ||Ûu||∫ Ûu† · Ûu dS . (5.2.15)
Regions of high structural sensitivity and therefore high internal feedback can be seen as the
origin of the global mode.
5.2.1.4 Validation of the BiGlobal stability code
The correct implementation of the BiGlobal strategy described above was tested by a re-
production of results, which were previously published in literature. Meliga et al. [154]
investigated the stability of the laminar wake behind a sphere with respect to helical modes
(m = 1). They found that for a Reynolds number of Re = 280.7 the wake becomes absolutely
unstable to a helical mode. Their base flow for this Reynolds number was reproduced using
FreeFEM++ (see Fig. 5.1) and a stability analysis was performed on the same base flow.
Like Meliga et al. the respective mode is found pulsing at a frequency of ω = 0.669+0.000i.
The respective mode shapes are compared in Fig.5.2 to the mode shapes of Meliga et al. [154]
showing very good agreement.
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Figure 5.1: Validation of the BiGlobal code: Radial and axial velocity component of the laminar
base flow around a sphere at Re = 280.7; Azimuthal velocity component is set to 0.
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(b) Eigenfunctions based on BiGlobal stability code developed in the framework of this study
Figure 5.2: Validation of the BiGlobal code: Comparions of eigenfunctions with results previously
puplished in literature
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5.2.2 Local Stability Analysis
5.2.2.1 Local Modal approach
So far the perturbations were assumed to be harmonic in time and in the case of BiGlobal
stability analysis in azimuthal direction. In the case of local stability analysis additional
assumptions are made:
1. The flow is sufficiently parallel. As a consequence both the derivative of all mean
quantities with respect to the axial coordinate z and the radial velocity component are
equal to zero1:
∂U˜∗
∂x
= 0, Uˆ∗r = 0. (5.2.16)
2. The perturbations are harmonic in axial direction with the axial wave number, α∗.
The second additional assumption results in the modal approach of local stability analysis
given by
[uˆ∗(r, θ, z, t),ıp∗(r, θ, z, t),ıρ∗(r, θ, z, t)] = [U˜∗(r), Pˆ ∗(r), Ψˆ∗(r)] exp (−iω∗t∗ + imθ + iα∗z∗)
(5.2.17)
As for the global analysis, this modal approach is inserted into Eqns. (5.1.19–5.1.21) yielding
the equations for local LSA. The equations then read for the energy
ρ∗
3
Ñ
∂Uˆ∗r
∂r∗
+
Uˆ∗r
r∗
+
im
r∗
Uˆ∗θ + iα
∗Uˆ∗z
é
+
1
Reeff Preff
Ñ
ρ∗
Ñ
∂2Ψˆ∗
∂r∗2
+
1
r∗
∂Ψˆ∗
∂r∗
−
m2
r∗2
Ψˆ∗ − α∗2Ψˆ∗
é
+Ψˆ∗
Ç
∂2ρ∗
∂r2∗
+
1
r∗
∂ρ∗
∂r∗
å
− 4
∂Ψˆ∗
∂r∗
∂ρ∗
∂r∗
é
= 0,
(5.2.18)
for continuity
−iω∗Ψˆ∗ +
imΨˆ∗
r∗
u∗θ + iα
∗Ψˆ∗u∗z +ρ
∗
Ñ
∂Uˆ∗r
∂r∗
+
Uˆ∗r
r∗
+
im
r∗
Uˆ∗θ + iα
∗Uˆ∗z
é
= 0, (5.2.19)
1Note that in the literature the radial velocity component often is not assumed to be zero. This results
in additional remaining terms involving the radial velocity (see e.g. [8])
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and for the momentum conservation in radial direction
ρ∗
Ñ
−iω∗Uˆ∗r +
imu∗θUˆ
∗
r
r∗
+ iα∗u∗zUˆ
∗
r −
2u∗θUˆ
∗
θ
r∗
é
−Ψˆ∗
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∂Pˆ ∗
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1
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∂r∗
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r∗2
− α∗2Uˆ∗r −
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+
1
3
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∂2Uˆ∗r
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+
1
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∂Uˆ∗r
∂r∗
−
Uˆ∗r
r∗2
+
im
r∗
∂Uˆ∗θ
∂r∗
−
imUˆ∗θ
r∗2
+ iα∗
∂Uˆ∗z
∂r∗
é è
= 0,
(5.2.20)
in azimuthal direction
ρ∗
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−iω∗Uˆ∗θ +
imu∗θUˆ
∗
θ
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+ iα∗u∗zUˆ
∗
θ +
u∗θUˆ
∗
r
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+ Uˆ∗r
∂u∗θ
∂r∗
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+
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−
1
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1
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∂r∗
−
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Uˆ∗θ
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+
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+
1
3
Ñ
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∂Uˆ∗r
∂r∗
+
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r∗2
−
m2Uˆ∗θ
r∗2
−
α∗m
r
Uˆ∗z
é è
= 0,
(5.2.21)
and in axial direction
ρ∗
Ñ
−iω∗Uˆ∗z +
imu∗θUˆ
∗
z
r∗
+ iα∗u∗zUˆ
∗
z + Uˆ
∗
r
∂u∗z
∂r∗
+ iα∗Uˆ∗z u
∗
z
é
+ iα∗Pˆ ∗ −
1
Reeff
Ñ
∂2Uˆ∗z
∂r∗2
+
1
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∂Uˆ∗z
∂r∗
−
m2Uˆ∗z
r∗2
− α∗2Uˆ∗z +
1
3
Ñ
∂2Uˆ∗r
∂z∗∂r∗
+
iα∗
r∗
Uˆ∗r −
α∗m
r∗
Uˆ∗θ − α
∗2Uˆ∗z
é è
= 0.
(5.2.22)
Note that now the set of equations depends on the radial coordinate only. This means that
the number of dependencies on spatial coordinates was further reduced in comparison with
the BiGlobal approach and the resulting set of equations remains to be numerically solved
for a one-dimensional velocity profile. On the other hand a new unknown, the axial wave
number, α∗, was introduced. The set of Eqns. (5.2.18–5.2.22) therefore are a dispersion
relation for the complex axial wave number, α∗, and the complex frequency, ω∗.
5.2.2.2 Temporal Analysis, Spatial Analysis and Spatio-Temporal Analysis
The dispersion relation for the complex axial wave number and complex frequency, which was
derived in the last section, describes both the spatial and temporal evolution of hydrodynamic
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Figure 5.3: Schematic representation of a wave packet caused by a pulse introduced in the flow at
x = t = 0 for base flows with different stability properties
waves superimposing the base flow. The x-t-diagram in Fig. 5.3 illustrates three distinctively
different behaviors of perturbations superimposing a given base flow, when it is perturbed
by a pulse at x = t = 0. In all three cases, a wave packet evolves on the base flow. If the
wave packet amplitude decreases in every Galilean reference frame, i.e. independently of the
position and velocity of the observer, then the base flow is called stable (see Fig. 5.3(a)).
Furthermore, there are base flows, as depicted in Fig. 5.3(b), in which a certain wave packet
grows in time, yet is swept away in the laboratory frame and therefore leaves the base flow
unperturbed as t → ∞. These flow are called convectively unstable or, since they strongly
respond to harmonic forcing, amplifier flows. Finally, flows exist in which a wave packet is
amplified in time, and at least one wave remains at the source of the pulse. Consequentially,
the perturbation grows exponentially and in a parallel base flow spreads to the entire domain.
These flows are called absolutely unstable or oscillator flows(see Fig. 5.3(c))[97].
In order to classify a base flow in one of these groups, a local stability analysis can be
performed on the base flow. Additionally to setting the azimuthal wave number to 1 (in the
case of a single helix PVC), either α∗ or ω∗ must be fixed to solve the GEVP for the respective
other. In this context three different methods of analysis are conceivable: temporal, spatial,
and spatio-temporal analysis.
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Figure 5.4: Example for temporal analysis: ωi and ωr as a function of the real axial wave number
for various azimuthal wave numbers in a non-swirling jet; taken from Gallaire et Chomaz [74]
Temporal Analysis In the case of temporal analysis, the temporal behavior of a pertur-
bation is under investigation. To do so, α∗ is fixed to a real value and the set of Eqns. (5.2.18–
5.2.22) is solved for a complex frequency, where its imaginary part ω∗i is the corresponding
temporal growth rate and its real part, ω∗r , is the harmonic frequency in time. Temporal
analyses are often used for flows, which do not show any free stream flow, like e.g. the
Taylor-Couette flow [118]. Although for many other flows like free jets a temporal analysis
does not suffice to fully describe hydrodynamic instabilities, it can still provide valuable
information. Figure 5.4 shows a typical example of a temporal stability curve of a swirling
jet flow. Is the growth rate for all perturbations and wave numbers smaller than 0, then the
flow is stable, as depicted in Fig. 5.3(a). When ω∗i > 0 the flow could be prone to a global
mode. If this is the case still nevertheless depends on the subsequent analyses.
Spatial Analysis In a spatial analysis the focus is on the spatial behavior of a wave with
a given frequency. Here, the value of ω∗ is fixed to a real value and the dispersion relation
is solved for a complex α∗. The real part of α∗ corresponds to the actual wave number in
space. The imaginary part is the negative of the streamwise growth rate of the perturbation.
This method is interesting to investigate flows witch are externally or internally forced at
a certain frequency (see e.g. [172]). Note, that in Eqns. (5.2.20–5.2.22) both linear and
quadratic terms of α∗ occur. As a consequence, a quadratic eigenvalue problem must be
solved. In spatial hydrodynamic LSA the eigenvalue problem most often is linearized by
adding three additional eigenfunctions, which are the product of the axial wave number, α∗,
and the eigenfunctions of the velocity perturbation in all coordinate directions. The vector
of eigenfunctions in the GEVP (Eqn. (5.2.5)) then becomes:
Φ = [U˜∗(r), Pˆ ∗(r), Ψˆ∗(r), α∗U˜∗(r)]. (5.2.23)
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In temporal stability analysis, a perturbation introduced into the flow at a certain point of
time, t0, can only impact the flow for t > t0. Therefore, every eigenvalue can be related to the
evolution of the mode in time. In spatial stability analysis on the other hand a perturbation
at z0 can have effects both in positive and negative z-direction. The eigenvalues determined
by the spatial approach are in this context related to a growth in either positive (α+) or
negative (α−) z-direction. With this approach alone it is a priori unknown if the determined
eigenfunction belongs to an α+ or an α−-branch.
Via a spatial analysis the spatial evolution of a wave caused by a perturbation of a certain
frequency is examined. Since the local approach assumes that the base flow is homogeneous in
axial direction, the mode shapes do not vary in z-direction. Due to the axial growth or decay,
only the amplitude of the perturbation mode varies with z. The three-dimensional mode
shape can therefore be calculated by solving Eqn. (5.2.17) with the wave’s corresponding
complex axial wave number and complex frequency.
Spatio-temporal analysis Here, the dispersion relation is solved for a wave number and
a frequency which are both complex. This method is applied on flows that show self-excited
oscillations, like wakes [196, 161], mixing layers [199], jets [162] and swirling jets under-
going vortex breakdown [130, 75, 171, 211]. Using this method, the behavior of a wave
governed by the dispersion relation is under investigation both in space and time. The goal
here is to investigate if a flow profile is absolutely unstable (see Fig. 5.3(c)) or only tempo-
rally/convectively unstable (see Fig. 5.3(c)). With this method the group velocity of a wave
packet, c, i.e. the velocity of the envelope of a wave packed, can be estimated. It is defined
as
c =
∂ω
∂α
. (5.2.24)
The principle of vanishing group velocity [23, 77] states that in case of a wave with a group
velocity of zero, the envelope of the wave packet related to this wave is not moving in space
(see Fig. 5.3(c)). As can be seen by Eqn. (5.2.24), a wave fulfilling this condition shows a
saddle point of ω in the complex α-plane, where the corresponding complex frequency and
wave number is called absolute frequency, ω0 and absolute wave number, α0:
∂ω
∂α
(ω0, α0) = 0. (5.2.25)
If this wave is absolutely unstable depends on the imaginary part of ω0, i.e. its temporal
growth rate. For ω0,i > 0, the flow profile is absolutely unstable and is therefore prone to a
global mode.
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Figure 5.5: Local stability analysis of an obstacle-free wake flow at a globally constant Reynolds
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in this case is based on the frequency of a global LSA.
5.2.3 Global Instability in Spatially Developing Flows
In the previous section, different methods of analyses and their respective purpose were laid
out. So far however, the main focus was on absolutely parallel mean flows. In practice only
very few fulfill this requirement. Most real flows can be split into regions of different stability
properties, as shown by the example of the obstacle free wake flow in Fig. 5.5. The positive
imaginary part of the absolute frequency, ω0,i, indicates a finite region of absolute instability
around the recirculation bubble. Upstream and downstream, regions of convective instabil-
ity, which are of negative absolute growth rate but positive axial growth rate, occur. The
convectively unstable region downstream of the recirculation bubble spans approximately
until x = 12.5D. Beyond this both axial and absolute growth rates are negative, and the
flow is stable.
Considering the changing base flow properties in real flows demonstrated by the example of
Fig. 5.5, the methods presented in the previous section are not sufficient to identify either
the frequency, or reconstruct the mode shape with local LSA. Since the dispersion relation
varies with the base flow in axial direction, so do both the complex frequency and axial
wave number at the saddle point in the complex α-plane. Determining the frequency which
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is chosen by the global mode with the aid of local LSA is therefore non-trivial. The same
applies for finding the wave maker location, i.e. the location of strongest feedback and
therefore the origin of the global mode, and the reconstruction of the global mode shape.
Chomaz et al. [34] examined the frequency selection of the global mode. They showed that
the frequency of the global mode can be estimated by examining the global frequency, ω0,i,
in the complex Z plane, where Z corresponds to the complex streamwise coordinate. In this
plane, again saddle points are to be identified. The frequency of a global mode however is
found by the saddle point of the absolute frequency ω0 in the plane of the complex axial
coordinate Z, which is closest to the real Z axis [34]:
ωs = ω0 (Zs) (5.2.26)
and
∂ω0
∂Z
(Zs) = 0 (5.2.27)
In order to obtain the ω0 in the complex Z-plane, the curve of the absolute frequency in
dependence of the streamwise location as seen in Fig. 5.5, can be expanded analytically by
Padé polynomials to the complex Z-plane, as shown by Juniper et al [105].
The wave maker position, i.e. the location of greatest internal feedback, is found by the
branch pinching location of the spatial branches α+ and α−. This is marked by the location
at which both branches have the same imaginary value, as shown by Juniper et al. [107].
The reconstruction of the mode shape, as a consequence of an internal hydrodynamic feed-
back loop, or by external forcing is not as trivial as in absolutely parallel flows, since both
eigenfunctions and the complex axial wave number, α∗±, change in streamwise direction.
In spatially slowly varying base flows however, the response of the flow to a perturbation
initiated at a specific location, which is called wave maker and here is at z = 0, can be
described by [40, 105, 170]:
[uˆ∗(r, θ, z, t),ıp∗(r, θ, z, t),ıρ∗(r, θ, z, t)]
= A0[U˜
∗(r), Pˆ ∗(r), Ψˆ∗(r)] exp
Ç
i
Ç
−ω∗t∗ +mθ +
∫ z∗
0
α∗(ξ)dξ
åå
. (5.2.28)
The factor A0 is found by the WKBJ approach first applied to the problem of an axis-
symmetric jet by Crighton and Gaster [40]. In the context of this approach, the integral
corresponds to the fast variation and the complex and the slow variation is given by the
complex amplitude A0 and the eigenfunctions [98].
Oberleithner [170] argues that in the context of the investigations of a PVC, the base flow
is highly non-parallel, due to jet spreading and vortex breakdown. The assumptions of the
WKBJ method therefore are not fulfilled. Hence, the non-parallel correction is omitted in
the framework of this thesis and the amplitude scaling is set to A0 = 1.
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5.2.4 A Step-by-Step Strategy to Identify the Wave Maker Position
and Reconstruct the Global Mode
In the previous sections the principle of temporal, spatial and spatio-temporal stability anal-
ysis and their respective area of application was out lined. Furthermore, the frequency
selection criterion for spatially developing flows based on the work of Chomaz et al. [34]
was presented. In order to estimate the frequency of a global mode in the context of linear
stability analysis, a spatio-temporal analysis is necessary. However, starting directly with
this type of analysis can be troublesome, since several branches co-exist and intersect in the
complex α∗-plane. This makes identifying the correct branch and saddle point difficult, espe-
cially in a spatially developing flows, where branches vary with the axial position. Therefore,
in this section a simple step-by-step procedure will be given which simplifies the quest for
the global instability.
1. The first step takes advantage of a necessary condition for a global mode. It can
be shown that for the imaginary part (and therefore the growth rate) of the global
frequency, the absolute frequency and the complex frequency the inequality [34]
0 ≤ ωG,i ≤ ω0,i ≤ ωi (5.2.29)
holds, where ωi is based on a temporal analysis. According to this inequality, a global
mode with a temporal growth rate of ωG,i ≥ 0 can only occur, if there exists a related
temporal branch with positive growth rate. It therefore is reasonable to start the
analysis by a temporal analysis, identifying all branches which within a certain range
of wave numbers and axial position are related to a positive imaginary part of the
complex frequency, ωi. Most often sorting out spurious eigenvalues is not necessary,
since physical branches can be easily identified, in the case of this first step by plotting
the temporal growth rates, ωi, over the real axial wave number, α.
2. In the second step, a spatio-temporal analysis is conducted and the temporal stability
curve from step 1 is expanded into the complex α plane, where saddle points are
identified. The frequency at this saddle point corresponds to the absolute frequency
of the corresponding velocity profile. The saddle point of the corresponding branch
is tracked along the stream wise coordinate. This yields the complex frequency as a
function of the stream wise coordinate.
3. In order to find the global frequency, ωG,i, the curve of the absolute frequency must be
expanded to the complex stream wise coordinate. This is performed by Padé polyno-
mials given by
ω0(Z) =
∑m
j=0 ajZ
j
1 +
∑n
k=1 bkZ
k
(5.2.30)
Consequentially, the global frequency, ωG,i, is determined by the frequency at the saddle
point, which is closest to the real axis.
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4. In the last step the three dimensional mode shape is reconstructed. To do so, a spatial
analysis is conducted at the frequency of the global mode which was determined in the
previous step. The spatial branches of α+ and α− are tracked along the stream wise
coordinate, and the wave maker location is found by the intersection of the imaginary
parts of both branches [107]. Finally, the mode shape is reconstructed by integrating
Eqn. (5.2.28) along the stream wise coordinate.
5.2.5 Numerical Approach: The Chebychev Collocation
The application of Chebychev spectral methods has been extensively used in the context of
local - and later also global (e.g. [64, 3, 85, 178]) - LSA. Firstly applied by Orzsag et al. [175]
on the topic of boundary layer stability, the Chebychev tau and Galerkin approaches were
used later on by various other authors for similar configurations [149, 22]. Malik et al. [141]
and Khorrami et al. [113] showed that the third Chebychev spectral method, the Chebychev
collocation, is a highly efficient method in the framework of hydrodynamic LSA of swirling
flows. In the context of local LSA of free shear layers, predominantly this method has been
used thereafter (e.g. [112, 184, 210]).
Introducing the method into the topic of local hydrodynamic stability analysis, Khorrami
at al. [113] state the advantages of the method: The use of coordinate transformations and
several boundary conditions is simplified. The polynomials are evaluated on the Gauss-
Lobatto points which cluster close to the boundaries, they distribute the error evenly in the
domain and show good convergence rates as the number of terms increase.
By default the Chebychev points, ξi, are fixed within the interval −1 ≤ ξ ≤ 1. Therefore, a
mapping from the spectral space to the physical space must be introduced. In this thesis,
the mapping of Malik et al. [141] is applied:
r
rc
=
1 + ξ
1− ξ + 2rc/rmax
. (5.2.31)
It allows to distribute half of the Gauss-Lobatto points in the interval 0 < r < rc. The
number of necessary Gauss-Lobatto points, Z, is estimated by a convergence study, showing
that for the configuration under investigation Z = 100 suffices.
The spatial discretization of the GEVP (Eqn. (5.2.5)) leads to square matrices of size 4Z for
a temporal analysis and 7Z for a spatial analysis (in the case of uniform density). Since the
number of eigenvalues is equal to the matrix dimension, 4Z or respectively 7Z solutions of
the eigenvalue problem exist. Most of these solutions however are spurious and not related to
physical modes. In literature, methods to sort out these spurious eigenvalues are proposed.
Firstly, in cases where the outer boundary condition is far from the shear layer, it can be
assumed that eigenvectors related to a physical perturbation are close to zero as r →∞. A
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criterion often used to sort out solutions of the eigenvalue problem based on this assumption
can be formulated as ∑Z/10
i=1 (F (ri))
2∑Z
i=1 (F (ri))
2 < ǫ1, (5.2.32)
with a provided arbitrary tolerance ǫ1. In confined flows however, where the shear layers of
interest are close to the outer boundary layer as in this thesis, this method is not effective.
A second method assumes that after mesh convergence is reached, a small variation of the
number of Gauss-Lobatto points, Z, changes the eigenvalues related to a physical mode only
marginally. The spectrum of spurious eigenvalues however will be effected significantly. In
this context, the solutions of the GEVP for Z Gauss-Lobatto points is compared to the
solution with Z ′ > Z points. The spectrum of both GEVPs are compared and eigenvalues
satisfying
min|λ− λ′| < ǫ2 (5.2.33)
are considered to be physical. ǫ2 again is an arbitrary tolerance.
The correct implementation of the Chebychev collocation method was sucessfully validated
by Oberleithner [170], who compared the results of temporal and spatial analysis of the
Batchelor trailing line vortex [12] to the results of Parras and Fernandes-Feria [179] and
Khorrami et al. [113]. Furthermore, results of temporal stability analysis of a PVC in a
swirling jet were compared against the results of Gallaire and Chomaz [74] showing ideal
agreement. In the framework of the studies on local LSA shown in this thesis, the code of
Oberleithner [170] was applied without modification.
5.3 Conclusion
In this chapter an overview over different approaches of LSA of hydrodynamic instabilities is
given. The numerical tools applied to solve the respective set of equations, namely the FEM
and the Chebychev collocation are discussed. The local and BiGlobal approach for flows of
uniform density will be applied in Chapter 6 to analyze a PVC superimposing the cold flow in
an industrial, swirled fuel injection system of highly complex geometry. With respect to the
goal of applying LSA on reacting flows, it must be taken into account that for these flows the
density field is typically inhomogeneous if the pressure is constant. The low-Mach equations
derived in this section take this into account. The governing equations of BiGlobal LSA
based on the compressible Navier-Stokes equations in Low Mach flow, which are presented
in this thesis, therefore are a step forward in analyzing the hydrodynamic stability of reacting
flows. Results that were obtained by solving these equations on a reactive swirled base flow
will be discussed in Chapter 7.
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Chapter 6
The PreINTRIG Experiment and Cold
Flow Simulations
Hydrodynamic instabilities play an important role in many physical processes, among others
in combustion. Vortex formation in shear layers for example can lead to improved mixing and
an increases in turbulence [32, 201, 203, 191]. In this chapter, the flow in an industrial, two-
staged, counter-rotating, swirled injection system will be analyzed. These systems are known
to be frequently prone to a PVC which evolves in the shear layer between the recirculation
bubble and the surrounding jet.
Figure 6.1(a) shows a ring shaped combustion chamber of a helicopter gas turbine, which is
fed by 15 swirled injectors. The swirler that is investigated in this chapter is very similar in
construction to the ones welded on the ring chamber in Fig. 6.1(a). Each of the two stages of
the injector is fed by eight tangential vanes. Figure 6.1 furthermore illustrates the swirler for
two different configurations, which are examined in the framework of this chapter. In contrast
to the first configuration (see Fig. 6.1(b)), in the second configuration a rod is attached at
the jet axis within the primary injector, as can be seen in the photograph of Fig. 6.1(c). The
different configurations will be referred to as no-rod case and rod case, respectively. These
two cases are highly relevant for combustion cases (even if no experimental reacting results
will be presented in this chapter, since only cold flow experiments were performed): Swirlers
used in gas turbines are highly sensitive to the details of the flow and the rod modifies the
geometry of the swirler significantly. Therefore, understanding how the rod modifies the flow
is a general question for the combustion community.
Figure 6.2 shows a sketch of the swirler. The fluid in the upstream plenum enters the
primary stage through its tangential vanes. In the swirler it is deflected in axial direction
by the center body. After a convergent section and a section of constant cross section the
primary injector opens to the secondary stage. This axial position will be referred to as exit
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(a) Industrial annular combsution chamber (b) PreINTRIG swirler
for no-rod case
(c) PreINTRIG Swirler
for Rod-case
Figure 6.1: Azimuthal combustion chamber of a helicopter gas turbine; The chamber (see(a)) is
fed by 15 two staged counter-rotative injectors, similar in geometry to the one under investigation
in this chapter (see (b) and (c))
plane of the primary stage. At the dump plane, the fluid exits the two-staged injector. The
position of the central rod is illustrated by the dashed lines.
Section 6.1 describes the experimental set up, while the numerical set-up is shown in Sec-
tion 6.2.1. LES results will be validated by experiments in Section 6.2.2. The numerical
results for both the rod case and the no-rod case will then be shown in Section 6.2.3 for
non-reactive flows. Furthermore, a LSA will be conducted in Section 6.3. Finally, the results
are concluded in Section 6.4.
6.1 The Set-Up of the PreINTRIG Experiment
A schematic illustration of the experimental set-up built for the swirled injector illustrated in
Figs. 6.1(b), 6.1(c) and 6.2 is shown in Fig. 6.3. Both stages are fed by the same cylindrical
plenum, which measures 88mm in diameter and 590mm in length. In the configuration
examined in the experiments, the flow blows into the free atmosphere. For estimation of the
free stream velocity profiles downstream of the injector, PIV measurements are conducted.
For this purpose, the air stream is split after the mass flow meter. The first line enters the
seeding vessel, where olive oil droplets are injected into the gas. Thereafter, it enters the
mixing box, where it mixes with the gas from the second line, before the mixture enters the
upstream plenum. Downstream of the swirler the droplets are illuminated by pulses of a
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Figure 6.2: Sketch of the cross section of the swirler
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Figure 6.3: Schematic set up of the preintrig experiment
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ND:YAG laser in the longitudinal plane and recorded in a window of 20 x 32mm. Particular
measures are taken to capture the velocity profiles close to the dump plane. First, in order to
reduce out-of-plane displacements of seeding particles, the laser sheet is thickened to 1mm.
Second, the time delay between the pulses is chosen as 4µs based on a parametric study.
Additionally, a microphone located at x = 0 and r = 300mm measures pressure fluctuations.
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0
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B
]
No-rod case
Rod case
Figure 6.4: Experimental SPLs measured at x = 0 and r = 300mm for the no-rod and rod case
The experiments show that in the no-rod case, an audible, loud whistling sound occurs. FFT
of the pressure measurements show several distinct peaks, as illustrated in Fig 6.4. For a
flow rate of V˙ = 3.4 l/s, the lowest peak is at a frequency of approximately f ≈ 700Hz, the
most dominant one however is at f ≈ 3150Hz. The remaining peaks are higher harmonics of
the latter. Although several distinct frequencies were measured by the microphone, a Proper
Orthogonal Decomposition (POD) based on PIV snapshots did not show any coherent struc-
tures in the flow recorded in the field of sight of the camera. The experiments furthermore
show, that no whistling sound is audible for the rod case for the same flow rate (see Fig. 6.4).
FFT of the pressure measurements in this case show a slight elevation of the Sound Pressure
Level (SPL) at f ≈ 2500Hz. This elevation is lower in intensity than in the no-rod case and
is of broad band frequency content.
Although the frequencies at which distinctive peaks occur in the FFT of the pressure record-
ings could be determined by experimental means, their cause could not be revealed. Nev-
ertheless, the experimental frequency spectrum and the flow profiles in the free stream field
downstream of the injector, represent a validation basis for the LES, which are presented in
the following sections. Quantitative experimental measurements will be shown Section 6.2.2
in comparison with the numerical results.
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6.2 Coldflow LES
The previous section has presented the set-up and qualitative results of the PreINTRIG
experiment. Since in the free stream field downstream of the swirler no coherent structures
are observed although microphone measurements showed peaks at distinctive frequencies, a
CFD analysis is conducted in order to understand this phenomenon. The results will serve
as base flows for a hydrodynamic stability analysis conducted in Section 6.3. Experimental
results are the validation basis for these base flows.
6.2.1 Numerical Set-Up for Non-Reactive LES of the PreINTRIG
Configuration
Outlet
K = 1000
Inlet
K = 70000
Adiabatic
walls
Local refinement
Figure 6.5: Numerical domain and grid for the non-reactive simulations
This section describes the numerical strategy and set-up used for the cold flow simulations
of the PreINTRIG configuration. The LES strategy laid out in Section 4 is applied and the
Favre-Averaged Navier Stokes equations are solved by the AVBP software. The σ-model [168]
is applied to model the sub-grid turbulence.
Figure 6.5 illustrates the computational domain and grid used for the non-reactive configu-
ration. The length of the upstream plenum in the simulations is 90mm, while its diameter of
d = 88mm corresponds to the experiment. The free atmosphere is modeled by a half sphere
as indicated in Fig. 6.5. NSCBCs [189] are used at both the inlet (reflection coefficients
K = 70000) and at the outlet (K = 1000). At the inlet, air of temperature T = 292K is
injected with a quasi flat velocity profile (a = 16.6 in Eqn. (3.2.2)). All walls (i.e. upstream
plenum, swirler and dump plane) are no-slip and adiabatic. The pressure in the domain is
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(a) Base mesh (b) First step
(c) Second step (d) Third step
Figure 6.6: Successive mesh refinement for the no-rod case; taken from Daviller et al. [48]
regulated by setting the pressure target value of the outlet BC at the surface of the half
sphere to p = 102000Pa. An iterative mesh h-refinement strategy is applied in order to cap-
ture the flow field of the swirler correctly. The local mesh refinement is based on localizing
the regions of highest dissipation of kinetic energy. Figure 6.6 shows the base mesh and the
meshes after the three successive mesh refinement steps. This strategy was developed and
conducted for the no-rod configuration by Daviller et al. [48]. They showed that while in
simulations with the base mesh the pressure drop across the swirler was far off, the successive
mesh refinement led to correct LES-pressure drop predictions after the third mesh refinement
(see Fig. 6.7). The smallest cell size in the refined regions is ∆x = 45µm. The total amount
of grid cells is 10.86 · 106. The time step is set to a fixed value of ∆t = 3.3 · 10−8 s, which
approximately corresponds to a maximal Courant-Friedrich-Lewys number of 0.9.
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Figure 6.7: Development of LES-pressure drop across the swirler with time during the successive
mesh h-refinement (red thin line) in the no-rod case; Experimental pressure drop (black thick line):
∆pexp = 3768Pa; based on Daviller et al. [48]
6.2.2 Validation of LES Results
Before further investigating the LES results in the subsequent section, here the results of
LES is validated against the experimental results. First, the LES mean velocity fields in the
free stream field are compared to averages of experimental PIV.
In Fig. 6.8 averages of PIV snapshots are compared to mean fields of LES for the streamwise
component and the y-component, within the z = 0-plane. The LES velocity fields are both
temporally and azimuthally averaged. The asymmetry with respect to the jets center axis in
the experimental results is due to minor deformations of the thin separation plate between the
primary and secondary stage of the injector. The LES results are azimuthally averaged. The
overall comparison is very satisfactory. Differences are visible for the streamwise velocity
profile closest to the dump plane. It is known however, that large velocities close to the
boundaries of the field of sight are underestimated by PIV. The remaining profiles are in
very good agreement both for the stream wise as for the radial component.
Figures 6.9 compares the spectra LES pressure traces in the primary injector for the no-rod
case and the rod case. For the no-rod case, a high peak appears at f ≈ 3100Hz. Two other
peaks at f ≈ 6200Hz and f ≈ 9300Hz appear to be higher harmonics of the dominant peak.
The location of these peaks are in very good agreement with the location of the spikes in the
experimental SPL spectrum (see Fig. 6.4). Like in the experimental SPL a minor peak at
f ≈ 700Hz is discernible in Fig. 6.9. It therefore appears, that the dynamics that cause the
spikes in the experimental sound pressure level spectrum are well reproduced by the LES,
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Figure 6.8: Validation of LES mean flows in the Cartesian z = 0-plane in the free stream field
versus the average of experimental PIV snapshots; LES fields are both temporally and azimuthally
averaged.
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Figure 6.9: Fourier transform of numerical pressure measurements within the primary injector for
the no-rod and the rod case
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even if they are still unknown for the moment. Note that the location of the microphone
in the experiment is exactly on the half sphere surface, which models the free atmosphere
in the simulations. Since the relaxation on the outlet boundary condition modifies the
pressure in the outlet, the sound pressure levels close to the outlet are not comparable to
the experimental data.
As shown in Section 6.1, in the no-rod case no specific strong peaks in the experimental
spectrum appear. Nevertheless, a broad band elevation of the spectrum around f ≈ 2500Hz
is visible. Also for the LES no strong peaks appear in the spectrum, although an elevation
of the spectrum at around f ≈ 2500Hz is discernible, which again is in good agreement with
the experimental results.
All experimental data available, i.e. the velocity fields and pressure spectra, was reproduced
with high accuracy by the LES. Therefore, the LES results are trusted with respect to
the flow dynamics leading to the coherent pressure fluctuations as well as the mean flows.
The study continues by investigating the whistling sound by purely numerical means in the
subsequent section. Furthermore, the base flows obtained by the LES are used as base flows
for the hydrodynamic stability analysis in Section 6.3
6.2.3 Results of Non-Reactive LES of the PreINTRIG Configura-
tion
This section describes the results of the cold flow LES and focuses on the part of the flow,
which was inaccessible by PIV measurements: the flow field within the swirler. Figure 6.10
illustrates the fields of all velocity components in cylindrical coordinates within the primary
injector and a Line Integral Convolution (LIC) for the no-rod case (left) and the rod case
(right).
In the no-rod case, a striking feature of the flow is that it is deflected in radial direction
and attaches directly to the dump plane as it exits the swirler, which is clearly shown
by the LIC illustration. This way no free stream jet evolves. This behavior is due to
the very high swirl in the flow. Both the LIC and the stream wise component show a
recirculation bubble downstream of the primary stage. The illustration of the stream wise
component furthermore demonstrates that this component is the largest in the outer regions
of the primary stage, while close to the jets center axis the flow rate remains close to 0m/s.
Additionally, downstream of the center body, a ring of high axial velocities occurs. Within the
primary injector the values of the radial velocity component remain moderate, except close
to the center body, where very high absolute values occur within a small area. Downstream
of the primary injector however, regions of high radial velocities occur. Since the local
approach of hydrodynamic stability assumes low radial velocities, it can be concluded, that
this assumption is strongly violated in the region outside of the primary injector. This
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Figure 6.10: Mean fields of radial, azimuthal and axial velocity in the interior of the injector for
the no-rod case (left) and the rod case (right); The LIC at the bottom are based on the mean radial
and axial velocity component.
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Figure 6.11: DMD spectra for the no-rod case and the rod case based on LES snapshots
problem will be addressed in detail in Section 6.3.1. The highest negative and positive values
of azimuthal velocity occur in the interior of the primary and secondary stages, respectively.
Downstream of the stages, the corresponding values decrease rapidly.
The influence of the rod on the flow field through the injector is surprisingly low, as the
illustrations on the right of Fig. 6.10 demonstrate. The very most features described above
for the no-rod case are equally valid for the rod case. The largest differences are visible in the
regions close to the center body upstream in the injector, where considerably lower absolute
values of velocities occur. Furthermore, the recirculation bubble is of slightly different shape.
In order to investigate the peaks occurring in both experimental and numerical pressure
spectra a Dynamic Mode Decomposition (DMD) [215] of three-dimensional LES snapshots
is conducted. Fig. 6.11 shows the resulting spectra for both the no-rod and the rod case.
Overall, the spikes in the spectra of the no-rod case are in very good agreement with the
values of both the experimental and the numerical pressure spectra. First, the minor spike
at f ≈ 700Hz, which also occurs in the experimental sound pressure spectrum can be related
by the DMD to an axisymmetric instability occurring within the injector. The focus of this
study however is on the dominant instability indicated by a peak at f ≈ 3030Hz in the DMD
spectrum. The DMD yields that this peak corresponds to a single helical instability, which
occurs in the interior of the primary stage. The velocity and pressure fields of the DMD
mode are shown in Figs. 6.12(a)-6.12(d) in the y-z-plane at x = −3mm. The axial velocity
shows a yin-yang shape. This type of pattern of axial velocity fluctuation was observed
by Stöhr et al. [232] in the framework of a helical instability in a PVC by the means of
POD of experimental PIV snapshots. The same pattern was also observed in light intensity
measurements of a flame perturbed by a PVC by Moeck et al. [160] (see Fig. 6.13).
Like in the previous spectra illustrated in this chapter, the remaining peaks in the DMD
spectrum correspond to higher harmonics of the dominant peak. The first higher har-
monic is exemplary compared to the dominant mode in the Fig. 6.12. The focus of this
study however is on the dominant peak, only. Figure 6.14 illustrates its mode shapes in
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Figure 6.12: DMD-mode shapes in the y-z-plane at x = −3mm (within the primary injector)
based on three-dimensional LES snapshots for the no-rod PreINGTRIG case; single helix PVC in
(a)-(d) corresponding to the dominant peak in Fig.6.11; double helix PVC in (e)-(h) corresponding
to its first higher harmonic
Figure 6.13: Phase
averaged light intensity
fluctuation of a flame
perturbed by a PVC;
taken from [160]
the x-y-plane. It demonstrates, why the mode could not be ob-
served by POD based on experimental PIV measurements: The
most upstream position for which the perturbations are visible is
right downstream of the center body. After a region of axial growth
within the primary injector, all velocity components reach their
highest values close to the primary injector exit plane. Down-
stream of this region the modes quickly decay. This leaves the flow
field downstream of the exit plane of the primary injector, which is
the only region accessible to the experimental PIV measurements,
mostly unperturbed by this dominant mode.
Furthermore, a DMD analysis of the rod configuration was per-
formed. The resulting DMD spectrum is illustrated in Fig. 6.11. As
in the experimental SPL spectrum and the spectrum of the pressure
probe within the primary injector, no clear spike is visible in the
DMD spectrum for the rod case. Instead a broad band elevation of
the spectrum occurs around f ≈ 2500Hz. The mode shapes corresponding to the highest
amplitude in the DMD spectrum are illustrated in the RHS of Fig. 6.14. The mode shapes
of all components seem to correspond to the dominant mode in the no-rod configuration. In
the no-rod case the mode shapes however are somewhat erratic.
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Figure 6.14: DMD mode shapes in the z-plane based on three-dimensional LES snapshots of the
two PreINTRIG configurations, the no-rod case (left) and the rod case (right); for corresponding
DMD spectra, see 6.11; The illustrated mode shapes correspond to the maximum amplitude in the
respective spectra.
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6.3 Hydrodynamic Stability Analysis of the PreINTRIG
Swirler Flow
In order to investigate the coherent helical structure which was revealed and analyzed by LES
means in the previous section, the PreINTRIG configuration is subject to a hydrodynamic
LSA in this section. This examination is focused on addressing the following questions,
regarding the different configurations:
1. Does the LSA confirm a helical hydrodynamic instability in the primary injector?
2. Which methods (local and BiGlobal) can be applied on this configuration and what
are their respective limits?
3. Does LSA confirm the stabilizing influence of the central rod on flow stability seen in
experiments and LES?
The base flows needed for a LSA can not be provided by experimental means, since the
PVC appears within the injector only and this region is not accessible visually. Due to
their excellent agreement with experiments regarding both the mean velocity fields in the
free stream area and the dynamical behavior, the LES means will serve as the base flow
for the subsequent LSA. For simplicity, the reference velocity, length scale and density for
adimensionalization are chosen in all calculations involving the PreINTRIG configuration as
Uref = 50ms−1, Dref = 4.2mm and ρref = 1.0 kgm−3.
The interaction between the coherent structure and stochastic velocity fluctuations is deter-
mined by an eddy viscosity model as described in Section 5.1.1. The local Reynolds number
depends therefore on the sum of molecular, subgrid LES viscosity and the eddy viscosity
based on Eqn (5.1.16). For their respective definitions, see Section 5.1.1. The three con-
tributions and the effective eddy viscosity are illustrated in Fig. 6.15. The minor variation
of molecular viscosity is due to the inhomogeneous temperature field, but in comparison
with the LES subgrid viscosity and the eddy viscosity, its contribution to the total viscosity
is marginal. While within the primary injector the eddy viscosity is of the same order of
magnitude as the LES subgrid viscosity, outside of the primary injector, eddy viscosity is
by far the largest contribution to the total viscosity. Using the proposed model leads to a
negative contribution of eddy viscosity, within an area around the recirculation zone, which
is marked by a yellow line in Fig. 6.15. For the LSA calculations the eddy viscosity within
this area is set to zero.
For the linear stability analysis, a mapping must be performed from the three dimensional
LES mean flow to the z-r-plane. To do so the LES temporally averaged flows are averaged in
azimuthal direction. The resulting fields, on which both the local and BiGlobal approach are
based upon are shown in Fig. 6.16. Note that the displayed field coincides with the domain
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Figure 6.15: Fields of molecular, LES subgrid, eddy and total viscosity for the PreINTRIG
configuration, averaged in time and azimuthal direction
for the BiGlobal approach.
In the following, first the local and then the BiGlobal approach of LSA will be applied to
the fuel injector.
6.3.1 Results of Local Stability Analysis
To find the global mode, the step-by-step strategy lined out in Section 5.2.4 is applied. In the
first step, a temporal stability analysis is performed on the 1-D velocity profiles for various
streamwise position and all branches of positive temporal growth rate are identified. Two
velocity profiles, one slightly upstream and one slightly downstream of the exit plane of the
primary injector are shown in Figs. 6.17(a) and 6.17(c). The respective temporal stability
maps are illustrated to their right in Figs. 6.17(b) and 6.17(d). The temporal stability
analysis of both branches show various branches, most of which however are of negative
temporal growth rate for all axial wave numbers. Nevertheless, it is evident that for the profile
outside the primary stage by far more temporal branches related to a positive growth rate
occur in comparison to the stability map of the profile within the primary stage. A possible
reason for this might be the more complicated flow profile outside of the primary injector.
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Figure 6.16: Base flow as used as input for the LSA obtained by azimuthally averaging the velocity
fields illustrated in Fig. 6.10
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Figure 6.17: Example of local stability for two different axial positions in the swirler; Velocity
profile slighlty upstream (a) and slightly downstream (c) of the exit plane of the primary injector
and their respective temporal stability maps (b) and (d)
While within the primary injector only one turning point in the axial velocity profile occurs
(see Fig 6.17(c)), three turning points occur for the profile shown in Fig. 6.17(c). Since the
mode occurs especially within the primary injector, only the branches with positive growth
rate in the region upstream of its exit plane will be taken into consideration.
In the second step the temporal curves as seen in Fig. 6.17(b) are extended to the complex α-
plane and saddle points, which are related to a wave with zero group velocity, are identified.
It is worth mentioning, that among all branches occurring within the primary injector, only
one branch with positive temporal growth rate could be identified, which showed a saddle
point in the complex α-plane. This saddle point is shown in Fig. 6.18 for the velocity profile
illustrated in Fig. 6.17(a). In general this is not the case for flows which are prone to a PVC,
since they most often show various saddle points, which must be taken into consideration.
The most outstanding difference between these flows and the PreINTRIG configuration
however is that they most often involve PVCs which occur in the free stream jet, while here
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Figure 6.18: Estimation of the absolute frequency by localizing the saddle point of ω in the
complex α-plane
the flow is strongly confined within the (primary) injector. While in an free stream jet an
inner and an outer shear layer occurs, in the PreINTRIG case only one shear layer (and a
boundary layer) is present. It is conceivable, that the free stream jets therefore pose a more
complicated hydrodynamic problem and are prone to more waves of zero group velocity.
This assumption was verified by analyzing velocity profiles outside the primary injector (as
illustrated in Fig. 6.17(b)), where additionally to the shear layer in the primary injector a
second shear layer evolves between the counter rotating flows from the primary and secondary
stages. Besides the increased number of temporal branches described above, also several
branches showing a saddle point in the complex α-plane could be identified. However, since
the mode predominantly occurs in the primary injector, only the saddle point which is present
in both the primary and the secondary stage was taken into consideration for the subsequent
investigation. The frequency at the saddle point corresponds to the absolute frequency,
ω0 of the streamwise position’s velocity profile which the analysis is based upon. The last
part of the second step is the tracking of the saddle point in axial direction. The resulting
curve, relating the real and imaginary part of the absolute frequency to the stream wise
position is illustrated in Fig 6.19. Note that although the velocity profiles vary significantly
in stream wise direction (see Fig.6.10) the absolute frequency tracked along the streamwise
position shows a smooth curve. Even at the exit plane of the primary injector, where the
computational domain increases unsteadily the absolute frequency is successfully tracked,
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Figure 6.19: Absolute frequency as a function of the streamwise position; the streamwise coordi-
nate is dedimensionalized by the distance between the dump plane and the center body;
showing only a small discontinuous step in its real part.
The third step is the application of the frequency selection criterion based on the work of
Chomaz et al. [34]. Here, the streamwise curve absolute instability is expanded by the use
of Padé polynomials to the complex Z-plane. The fit by Padé polynomials performed on the
real axis of the Z-plane is illustrated in Fig. 6.19, while its expansion to the complex Z-plane
is shown in Fig. 6.20. The plane of absolute frequency has a saddle point at Zr = −2.2mm
and Zi = 0.27mm. The absolute frequency at this point and therefore the frequency of the
global mode according to the frequency selection criterion in spatially developing flows is
ωg = 1.33 + 0.16i.
In the last step, the branch switch between the α+- and α−-branch is found and the global
mode is reconstructed. A spatial analysis based on the global frequency determined in the
preceding step yields the spatial branches shown in Fig. 6.21. The position of the wave maker
is found by the streamwise position where the imaginary parts of the α+ and α−-branches
are equal. Therefore, the wave maker is localized close to the exit plane of the primary
injector. For the reconstruction of the global mode, upstream of the wave maker, the α−-
branch must be taken into consideration, while in the α+-branch describes the streamwise
evolution in positive axial direction. The former shows a positive axial growth rate for all
positions upstream of the wave maker. Downstream of the wave maker, the sign of the
α+-branch changes at z = −1.8mm, indicating a negative axial growth rate of the global
mode downstream of this position. An example of the mode shape reconstructed in the cross
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Figure 6.20: Estimation of the global frequency by localizing the saddle point of ω in the complex
α-plane
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Figure 6.21: α+ and α− branches as a function of the axial position; the swirler drafts in the
background relate the curves to the corresponding axial position in the flow.
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Figure 6.22: Mode shapes based on local stability analysis in a plane in the primary injector
(z = −3mm)
section of the primary injector is illustrated for the axial position of z = −3mm in Fig. 6.22,
which is equivalent to the illustration of the DMD mode in Figs. 6.12(a)-6.12(d). The local
mode shapes based on local LSA analysis appear to match the DMD modes with very high
accuracy within the primary injector.
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Figure 6.23: Reconstructed mode shapes based on local stability analysis in the r-z-plane
Figure 6.23 shows the reconstruction of the global mode within the primary injector accord-
ing to Eqn. (5.2.28). For the reconstruction the maximum pressure of the eigenvector was
taken both as reference for the azimuthal angle of the mode as well as its magnitude. Con-
cerning the mode shapes outside of the primary injector, the reconstruction is obstructed by
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Figure 6.24: Numerical domain and grid for the BiGlobal LSA, exemplary for the no-rod config-
uration
two reasons. Firstly, outside the primary injector the flow is extremely non-parallel. The
streamwise amplification/dampening of the mode does not at all correspond to the one seen
in the DMD modes. Secondly, the ratio of the pressure modes to the corresponding velocity
modes changes across the cross section increase. This leads to an abrupt increase of the mag-
nitude of the velocity modes at the exit plane of the primary injector. In contrast, within the
primary injector the mode shape is surprisingly accurate considering the non-parallel flow
field. The pressure fields as well as the radial and azimuthal velocity component correspond
well to the DMD of the LES snapshots. Some discrepancies are visible close to the exit plane
of the primary injector for the axial component.
6.3.2 Results of BiGlobal Stability Analysis
The results in Sections 6.1 (experimentally) and 6.2.3 (numerically) demonstrate that mount-
ing a rod in the center of the primary injector stabilizes the hydrodynamics in the injector.
The aim of this section is to explain this effect with the aid of BiGlobal stability. In the
process of BiGlobal stability analysis, neither a parallel flow assumption is made nor the
global field has to be reconstructed from local 1D profiles as performed in the preceding
section. BiGlobal stability therefore is by far more straightforward than the local stability
analysis.
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6.3.2.1 No-Rod Configuration
The analysis begins with the no-rod case. The computational domain for the BiGlobal LSA
is illustrated in Fig. 6.24. The elements in the coarse region far from the instability is
∆x = 0.9mm, while the refined region uses elements of grid size ∆x = 0.2mm. The initial
guess for the shift and invert method applied to solve the GEVP for the cold flow case of
the PreINTRIG configuration is set to 1.7, which is close to the value expected based on
the DMD of LES snapshots. The algorithm terminates after 100 eigenvalues are found. The
resulting frequency spectrum is illustrated in Fig. 6.25. The large majority of eigenvalues is
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Figure 6.25: BiGlobal spectrum of the no-rod case
related to a negative temporal growth rate. In many cases, the modes in the global spectrum
are arranged in a regular manner, so that they can be classified into different branches, where
the mode shapes within a branch are of similar nature (see e.g. [250, 180, 37]). In the present
configuration however, the eigenvalues do not organize in a regular manner but accumulate
in a cloud in the spectrum. One eigenvalue (ωg = 1.89+0.01i) nevertheless stands out and is
approximately of a zero growth rate (see star in Fig. 6.25), which is expected for modes at the
limit cycle, since their amplitude does not change in time. Its frequency is approximately
18% higher than the mode occurring in the LES. The mode shapes of the corresponding
BiGlobal mode are illustrated in Fig. 6.26. Pressure and axial velocity agree well with the
DMD mode shown in Fig. 6.14. This is is also the case for the mode shapes of azimuthal and
radial velocity outside the primary injector. Upstream of the primary injector close to the
axis however, the mode shapes of especially the latter velocity components differ from the
mode seen in the LES. A possible reason for this is that all along the center axis until the
location of vortex break down downstream of the primary injector, all mean flow velocity
components are of very low magnitude. In the derivations of the governing equations it was
however assumed, that the amplitude of the coherent structure is small in comparison to the
mean flow. While by default the axial velocity is zero on the center axis for a single helical
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Figure 6.26: BiGlobal mode shapes of the no-rod configuration in the r-z-plane
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Figure 6.27: Adjoint BiGlobal mode shapes of the no-rod configuration in the r-z-plane
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instability (see Section 5.2.1.2), comparing Figs. 6.12 and Fig. 6.10 shows that especially
radial and azimuthal velocities exceed the mean values by far in this region. It is surprising
however that the local approach yields better results within the primary injector, while
relying on more simplifications than the global approach.
Fig. 6.27 illustrates the magnitude of adjoint eigenvectors of the mode illustrated in Fig. 6.26.
While the maximum of both the pressure and the axial velocity component of the adjoint
mode are located at the exit plane of the primary injector, the maxima of the corresponding
radial and azimuthal velocities are close to the intersection between the vanes and the primary
injector. Especially the azimuthal component shows very high values in this region. Since
0.00
1.00
2.00
3.15
σ
Figure 6.28: Structural sensitivity of the no-rod configuration
the adjoint modes show the sensitivity to periodic forcing, it can be concluded that it is
most practical and efficient to force or control the PVC by pulsing the flow directly at the
vanes. This actuates both the radial and azimuthal velocity component, where they are most
receptive. The location of highest sensitivity to axial velocity forcing is far from any wall or
inlet and therefore is difficult to actuate.
Furthermore, the structural sensitivity, based on Eqn. (5.2.15), is shown in Fig. 6.28. The
figure demonstrates that the maximum of structural sensitivity and therefore the region of
strongest feedback is located at the exit plane of the primary injector. These results are in
line with the results of the local LSA, which localized the wave maker at the same position.
The fact that this axial position also coincides with the region just upstram of the break
down bubble is in line with several other studies (e.g. Quadri et al. [198], Tammisola et
al. [240], Oberleithner et al. [? ]). It seems that this is an universal finding. The result
therefore is a very important information for gas turbine engineers: If an engineer wants to
interfere with the feedback mechanism in some manner, it is most efficient to aim at the
region upstream of the breakdown bubble.
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Figure 6.29: BiGlobal spectrum of the rod configuration
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Figure 6.30: BiGlobal Mode shapes of Branches 1, 2 and 3 (see Fig.6.29) in the r-z-plane
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6.3.2.2 Rod Configuration
Next, the flow field of the rod case is examined. The specifications of the mesh correspond
to the mesh in the no-rod case. The resulting spectrum is illustrated in Fig. 6.29. Note that
here three modes, corresponding to non-physical mode shapes with their maximum on the
inlet boundary condition of the primary injector were discarded for this plot. The striking
feature of the spectrum is, that all modes which are related to physical mode shapes are
of negative temporal growth rate. While in the no-rod configuration, only a cloud of mode
shapes with highly negative growth rates appeared, for the rod configuration in Fig. 6.29 at
least three branches are present, which occur in a regular pattern in the spectrum. All of
these three branches are related to modes which have highest amplitudes downstream of the
rod, as shown in Fig. 6.30, which illustrates the axial velocity perturbations for the three
different branches. Like in the spectrum of the no-rod configuration, also here a mode stands
out which is of frequency ω∗ ≈ 1.4−0.2i and has a comparably high imaginary part, even if it
is still a damped mode. This corresponds to a temporal frequency of the mode in dimensional
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Figure 6.31: BiGLobal mode shapes of the rod configuration in the r-z-plane
space of f ≈ 2650Hz, which is in very good agreement with the elevation in the experimental
SPL spectrum, the numerical pressure spectrum and the DMD spectrum. The corresponding
mode shapes are shown in Fig. 6.31. The resemblance of the BiGlobal mode shapes with
the DMD mode shapes illustrated in Fig. 6.14 is extraordinary well, too. At first glance it is
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however surprising that a mode with a negative temporal linear growth rate appears in the
LES. Nevertheless, it is conceivable that the mode appears as a consequence of intermittent
triggering by turbulence and thereupon decays slowly. Besides the negative growth rate,
the broad band elevations in the frequency spectra, in contrast to the sharp spikes in the
no-rod configuration, and the erratic DMD mode shapes support this hypothesis. In order to
further test this assumption, Pointcaré plots, are illustrated in Fig. 6.32. These plots relate
the experimental pressure fluctuation at time t to the pressure fluctuation at time t + nτ ,
where τ corresponds to the period of the fluctuation, and n = 1, 2, 3. The period for the no
rod configuration is based on f = 2500Hz, approximately the center of the elevation in the
experimental SPL spectrum. The Poincaré plots in Fig. 6.32(a) show that even after a time
shift of ∆t = 3τ , the signal correlates very strongly with the initial signal. In the rod case
in contrast (see Fig. 6.32(b)), the correlation even after ∆t = τ is very erratic. Furthermore,
the pressure signals p∗t and p
∗
t+3τ do not show any correlation anymore, as can be seen on the
right in Fig. 6.32(b). The Poincaré plots therefore confirm a posteriori the hypothesis, that
the mode is triggered intermittently in the rod case, while in the no-rod case it is triggered
by a feedback loop and appears at its limit cycle.
6.4 Conclusion and Interpretation
This chapter focuses on the cold flow in a two-staged, swirled, industrial fuel injection system
of highly complex geometry. Although in the experiment a loud whistling noise is audible
and a strong spike in the SPL spectrum appears at approximately f ≈ 3150Hz, POD of
PIV snapshots does not reveal any coherent structures. Nevertheless, it is shown that the
whizzling noise disappears if a rod is mounted at the axis of the primary injector, leaving
behind a broad-band but low amplitude elevation of the SPL spectrum at around 2250Hz <
f < 2750Hz. The phenomenon of the whistling sound is thereupon investigated by LES
means, which are successfully validated against the experimental mean fields of the no-rod
configuration and the corresponding frequency spectrum. A DMD analysis based on LES
snapshots explains the occurrence of the whistling sound in the experiment. The flow is
prone to a strong PVC of azimuthal wave number m = 1 in the interior of the primary
injector. Its frequency matches the experimental pressure oscillations (see Tab. 6.1). The
mode decays spatially before the flow reaches the downstream plenum and therefore the
PVC remains invisible to experimental means, which are only applicable downstream of the
dump plane.
Subsequently, both local and BiGlobal LSA analysis is performed on the LES mean flows.
The local approach underestimates the frequency of the LES by approximately 17%. Both
the α+-branch and the α−-branch were successfully tracked along the axis, even across the
cross section jump at the exit plane of the primary injector. While the approach yields very
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Figure 6.32: Pointcaré plots for the normalized pressure signal for both the no-rod (a) and the
rod case (b) for several time shifts, ∆t = t+ nτ
Exp. LES Local BiGlobal
Nondimensional frequency ωr 1.66 1.60 1.33 1.89
Nondimensional growth rate ωi 0 0 0.16 0.01
Error ǫ(ωr) − −3.2% −17% +18%
Error ǫ(ωi) − 0 +10% +0.6%
Table 6.1: Comparison of nondimensional PVC frequencies and growth rates in the no-rod con-
figuration based on the experiment, the LES and BiGlobal and local stability analysis; LES errors
are with respect to the experiment, while LSA errors are based on the LES frequencies. Errors of
growth rates are based on the frequency of the oscillation.
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good results concerning the mode shape reconstruction in the interior of the primary injector,
the approach fails in reconstructing the mode shapes outside of the primary injector, due to
a strong violation of the parallel flow assumption in this region.
The global approach overestimates the LES frequency by about 18%. Since it is not restricted
by the parallel flow assumption, the mode shapes correspond well to the DMD modes based
on the LES both in the interior and outside of the primary injector. However, upstream of
the exit plane of the primary injector especially the radial and azimuthal components show
some discrepancies from the DMD mode. Both BiGlobal and local LSA identify the exit
plane of the primary injector as the origin of the perturbation, or the wave maker region.
While the BiGlobal eigenfrequency is of approximately zero growth rate, which is assumed
for a flow at a limit cycle, the local analysis overestimates the growth rate, by about 10%
of the absolute frequency (see Tab. 6.1). This is in line with the observation of Juniper et
al. [105] who found that in the case of confined wake flows the local approach overestimates
the temporal growth rate, while the BiGlobal approach produces more precise results. The
adjoint modes based on the BiGlobal analysis demonstrate that the PVC is most sensitive
to azimuthal and radial forcing at the intersection of the primary injector and the vanes.
These results show, that the best way to control or force the PVC is to directly perturb the
flow at the primary injector vanes.
The local stability analysis produces surprisingly good results considering the highly non
parallel flow field even within the primary injector. It can be concluded, that the approach
can be generally applied when investigating hydrodynamic instabilities in complex geome-
tries. Nevertheless, the limits of the approach are demonstrated by the failed attempt to
reconstruct the mode shapes outside of the primary injector, where the flow is extremely
non-parallel. The global approach, which is not restricted by a parallel-flow assumption
can be applied to all geometries. Nevertheless, other problems emerge with this approach.
While the approach of using unstructured FEM applied in this study avoids the problem
of structured meshes in complex geometries, a remaining challenge of global codes is the
question of applying the correct boundary conditions. While the right eigenvectors seem to
be sufficiently far away from all inlets and outlets, the maximum of the adjoint modes of the
radial and azimuthal velocity component are very close to the inlet of the domain. There-
fore, these results should be seen with the appropriate scepsis. Experimental or numerical
investigations directly examining the sensitivity to forcing in the corresponding region could
presumably resolve this open question. Another way to address this question would be to
solve a full three-dimensional stability analysis of the problem, where the primary injector
vanes are included in the domain, since then the boundaries of the computational domain
could be chosen arbitrarily.
Furthermore, LES of the rod configuration are performed. Again the numerical results are in
good agreement with the experiment, with regard to the frequency content of the respective
spectra. While the high amplitude peak, that caused the whistling sound in the experiment
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disappears, a broad band elevation of the pressure spectrum in the interior of the primary
injector emerges. A DMD of the corresponding LES snapshot reveals that this elevation is
related to a PVC in the interior of the primary stage, which, judged from its mode shapes
seems to correspond to the one in the no-rod configuration. Nevertheless, the mode is of
significantly lower amplitude and shows somewhat erratic mode shapes. A BiGlobal stability
analysis shows that the mode is of a negative temporal growth rate. A Poincaré plot of the
experimental pressure traces of the no-rod and the rod configuration confirms, that the PVC
in the no-rod case is at a stable limit cycle, while it is triggered intermittently by turbulence
and thereupon decays in the rod case.
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Chapter 7
Reactive Simulations of the PreINTRIG
Configuration
In the previous chapter, the non-reactive flow in a two-staged, counter-rotative industrial fuel
injection system was under investigation. Central aspect of the investigation was the PVC
occurring in the interior of the primary stage. It was shown by experimental measurements,
LES and hydrodynamic LSA, that the presence of a rod at the injector axis stabilizes the
flow with respect to this instability.
In this chapter, the focus is on LES and hydrodynamic stability of a reactive methane-air
flow in the same configuration. The goal of this chapter is twofold:
1. Investigate the effect of a flame on the stability of the flow
2. Examine the effect of the central rod on the stability of the flow and the flame
These goals are pursued by LES and LSA. The base flows for the LSA will be provided
by the LES. Section 7.1.1 outlines the numerical set-up and strategy for reactive LES. The
corresponding results are presented in Section 7.1.2. The LES mean flows will serve as the
base flows for the BiGlobal LSA discussed in Section 7.2. The results are concluded in
Section 7.3.
7.1 Reactive LES
No experimental investigations were conducted for reacting mixtures in the PreINTRIG
configuration. Therefore, the LES presented in this chapter remain without experimental
validation with respect to the flame shapes. Nevertheless, the validation in the cold flows
performed in Section 6.2.2 shows that the non-reacting flow features are well captured.
123
CHAPTER 7. PREINTRIG: REACTIVE SIMULATIONS
7.1.1 Numerical Set-Up for Reactive LES of the PreINTRIG Con-
figuration
In order to include combustion in the simulation, the numerical strategy of the non-reactive
case is extended by the BFER-combustion model [71]. It accounts for two reactions and six
species in methane-air combustion and predicts adiabatic flame temperatures and laminar
flame speeds over a wide range of operating points. Adaptive flame thickening is applied.
Figure 7.1 shows the domain and mesh for the reactive case. The upstream plenum is a
cylinder of diameter d = 50mm and length l = 69mm and is slightly smaller than in the
non-reacting case. A second cylindrical plenum of diameter d = 60mm and length l = 99mm
downstream of the swirler replaces the half sphere modeling the free atmosphere in the cold
flow simulations and confines the hot gases. NSCBC boundary conditions model the inlet
and the outlet, with reflection coefficients of K = 1500 and K = 500, respectively. The
walls of the upstream plenum and the swirler, including the rod in the rod case, are set to
iso-thermal walls, where the fresh gas temperature, T = 292.0K, is imposed. The walls in
the downstream plenum are heat-loss walls, which model the heat conduction in the material
of the confinement. The values chosen correspond to a steel confinement of 10mm thickness,
with a surrounding ambient temperature of 500K. The grid size within the flame and the
swirler is set to 220µm, while it refines to 150µm close to the interior walls of the swirler.
The flame is dynamically thickened to achieve a number of eight cells in the flame front,
which for a stochiometric methane-air mixture yields a thickening factor of approximately 4
for the present mesh grid size.
Inlet
K = 1000
Outlet
K = 1000
Adiabatic no-slip walls
Heat-loss
no-slip
walls
Figure 7.1: Numerical domain and grid for the reactive simulations
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7.1.2 Results
7.1.2.1 Influence of the Rod on the Temporal Means
(a) No-rod case; Φ = 1 (b) Rod case; Φ = 1
(c) No-rod case; Φ = 0.75 (d) Rod case; Φ = 0.75
Figure 7.2: Temporal mean of heat release rates indicating the flame shapes for the rod and no-rod
case for equivalence ratios of Φ = 0.75 and Φ = 1.0; V˙ = 3.4 ls−1
Figure 7.2 illustrates the flame shapes for the rod and the no-rod case for stoichiometric
and lean conditions and a flow rate of V˙ = 3.4 ls−1. For both equivalence ratios illustrated,
the flame anchors in the CRZ within the primary injector for the no-rod case. Unlike in
the cold flow simulations, where the mean flow was superimposed by a strong PVC, in
the reactive flow simulations no coherent structures appear in the primary injector. The
anchoring point of the flame therefore remains almost unperturbed leading to the very high
means in volumetric heat release rate in this region. In the downstream plenum, the flame
angle is very high leading to a flat flame shape. Due to the lateral confinement, the flame
bends up above the Outer Recirculation Zone (ORZ).
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In Figs. 7.2(b) and 7.2(d) the flame shapes at the same operating points are illustrated for
the rod configuration. Since the temperature at the rod is set to the fresh gas temperature,
the anchoring of the flames close to the tip of the rod can not be related to an ignition at
a hot wall, but in the CRZ. For both equivalence ratios the anchoring appears to be at the
same location as in the no-rod case. Also the global flame shapes are very similar for the
no-rod and the rod case. Solely, the flames in the rod configuration are slightly longer. This
is due to the location of the rod, which is placed where the mean heat release is the highest
in the no-rod configuration.
7.1.2.2 Blow-off in Lean Flames
In this section, the influence of the central rod in the primary injector on the flame blow-off
in the lean regime is investigated. To do so the flow rate is gradually increased for both the
rod and the no-rod configuration at an equivalence ratio of Φ = 0.725. The respective mean
heat release rates for a flow rate of V˙ = 3.83 ls−1 are illustrated for various flow rates in
Fig. 7.3. Note, that especially for the rod-case and high flow rates, the flame extends beyond
the region of highest spatial grid resolution (see Fig. 7.1). The region of flame anchoring
however is highly resolved in all cases. Since the focus of this section is on the blow off
and therefore the flame anchoring mechanism, it is assumed that the lower resolution at the
flame tips has a minor impact on this analysis.
Figures 7.3(a) and 7.3(b) demonstrate, that the global flame shape of the rod and the no-rod
configuration is rather similar. Nevertheless, the flame in the no-rod configuration appears
to be more steady. As in the flame shapes illustrated in the previous sections, the flame in
the rod configuration is longer. For the operating point illustrated in Figs. 7.3(a) and 7.3(b)
this effect is more distinct than in the ones shown in the previous section.
The flow rate is gradually increased. The resulting flame shapes are illustrated in Fig. 7.3. It
appears that the flame in the no-rod configuration blows off between the flow rates 3.83 ls−1
and 5.11 ls−1. In the rod-case on the other hand the flame remains anchored in the CRZ
even for very high flow rates of V˙ = 6.82 ls−1
The results demonstrate that the rod stabilizes the flame anchoring in the lean regime.
7.2 Stability Analysis of Passive Flames
In the previous section LES results of reactive methane-air flames are shown. It appears
that the flame seems to have a stabilizing effect on the PVC. This observation is in line with
several prior studies on this topic [171, 246, 239, 206]. It was furthermore shown that the
rod in the primary injector prevents blow off for increasing flow rate in the lean regime.
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(a) No-rod case; V˙ = 3.83 ls−1 (b) Rod case; V˙ = 3.83 ls−1
(c) No-rod case; V˙ = 5.11 ls−1 (d) Rod case; V˙ = 5.11 ls−1
(e) No-rod case; V˙ = 6.82 ls−1 (f) Rod case; V˙ = 6.82 ls−1
Figure 7.3: Temporal mean of heat release rates indicating the mean flame shapes for various flow
rates in the rod and no-rod configuration; equivalence ratio Φ = 0.725
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This section addresses the following questions regarding the stability of the PVC in the
underlying reacting flow:
1. What is the impact of the density gradient across the mean flame front on the PVC?
(Section 7.2.1)
2. What is the influence of the rod on the stability of the PVC? (Section 7.2.2)
7.2.1 Influence of Non-uniform Density on the Stability of the PVC
For quite some time it was scientific consensus, that the increase in kinematic viscosity across
the flame front leads to the dampening of coherent structures. Recent studies however suggest
that this is not the major mechanism leading in many cases to the disappearance of the PVC
in presence of a flame: The strong density gradient through the flame might also play a role.
Indeed, Oberleithner et al. [171] and Manoharan et al. [142, 143] demonstrated by local
LSA, that including the effect of the density gradient in the analysis across the flame causes
a significant decrease of growth rates.
In the framework of this section this mechanism will be investigated by a BiGlobal LSA.
Figure 7.4 shows the temporally and azimuthally averaged fields for the velocity components,
the density and the viscosity components. The operating point corresponds to a flow rate of
V˙ = 1.7 ls−1 and an equivalence ratio of Φ = 1.0. As expected, the molecular viscosity, νm,
shows an increase from 1.8 · 10−5ms−1 in the fresh gases to approximately 44 · 10−5ms−1 in
the burnt gases. Furthermore noteworthy are the regions where the eddy viscosity based on
the resolved stochastic fluctuations, νe, is negative. As in the cold flow case, these regions are
illustrated by the yellow lines in Fig. 7.4. Although regions of negative eddy viscosity were
estimated in the cold flow case as well (see Fig. 6.15), these regions are much larger here.
In addition, these regions seem to appear close to the flame. It seems that the Boussinesq
approximation, which is used to obtain the eddy viscosity, νe, fails at least close to the flame
to provide reasonable values for the eddy viscosity acting on the coherent structures. The
fields illustrated in Fig. 7.4 are the direct input for the hydrodynamic stability analysis.
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Figure 7.4: BiGlobal mean fields based on reactive LES; Φ = 1.0; V˙ = 1.7 ls−1
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7.2.1.1 Stability Analysis of a Reacting Flow Ignoring the Density Gradient
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Figure 7.5: BiGlobal spectrum of the no-rod case for a reacting flow when the non-uniform mean
density field is neglected; Φ = 1.0; V˙ = 1.7 ls−1
The analysis begins with the LSA of the mean flow fields illustrated in Fig. 7.4, when
the variation in the mean density field is ignored. Figure 7.5 shows the resulting stability
spectrum. All except one eigenvalue are related to a negative temporal growth rate. The
one eigenvalue standing out is of complex frequency ω∗ = 0.92 + 0.18i. The corresponding
mode shapes and the structural sensitivity of the feedback cycle are illustrated in Fig. 7.6.
The mode shapes are similar to the mode shapes appearing in the LES of the cold flow
simulations (see Figs. 6.14 for comparison), nevertheless with a slightly different axial wave
number. Like in the cold flow case, the structural sensitivity is the highest at the exit plane
of the primary injector. The striking difference however is that while in the cold flow case
the LES and experimental mean flows are perturbed by a strong PVC, no hydrodynamic
structures appear in the primary injector of the reactive LES.
7.2.1.2 Stability Analysis of a Reacting Flow Taking into Account the Density
Gradient
It was shown in the previous section, that the BiGlobal hydrodynamic LSA predicts a mode
with positive growth rate if the non-uniform mean density field is neglected. The mode is a
PVC in the interior of the primary injector. This contradicts the LES, which do not show a
significant coherent structure in this region. A comparison of the density field in Fig. 7.4 and
the mode shape and structural sensitivity of the mode related to positive temporal growth
(see Fig. 7.6) however shows that the mode appears in regions with strong density gradients.
Here, the BiGlobal LSA is repeated, however this time the non-uniform density and therefore
the influence of fluctuating baroclinic torque is taken into account. The resulting spectrum
130
7.2. STABILITY ANALYSIS OF PASSIVE FLAMES
−3.4
−2.0
0.0
2.0
3.4
U
∗ r
−3.0
−1.5
0.0
1.5
3.0
U
∗ θ
−2.5
−1.0
0.0
1.0
2.5
U
∗ z
−1.0
−0.5
0.0
0.5
1.0
Π
∗
0.0
0.2
0.4
0.6
0.8
1.0
σ
Figure 7.6: BiGLobal mode shapes of the no-rod case in the r-z-plane for a reacting flow when
the non-uniform mean density field is neglected; Φ = 1.0; V˙ = 1.7 ls−1
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is illustrated in Fig. 7.7. The mode of interest, i.e. the mode with positive growth in the
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Figure 7.7: BiGlobal spectrum of the no-rod case for a reacting flow when the non-uniform mean
density field is taken into account; Φ = 1.0; V˙ = 1.7 ls−1
previous section is again marked by a star. The corresponding mode shapes and structural
sensitivity are illustrated in Fig. 7.8. While the real part of the frequency remains only
marginally affected by the density field, it is evident that taking into account the non-
uniform density field significantly decreases the growth rate of the corresponding mode, which
confirms the results of local LSA published by earlier studies [171, 142, 143]. Nevertheless,
the growth rate remains marginally positive, which is either related to an instability at the
bifurcation point or to an instability at its limit cycle. While the prior possibility is unlikely,
since the same result (ωi ≈ 0) was obtained for this configuration at various different flow
rates, the latter contradicts the LES. Keep in mind however, that one mechanism remains
not addressed by the underlying equations of hydrodynamic LSA derived in Section 5.1: The
reaction chemistry. So far the analysis is purely hydrodynamic, while the influence of the
flame is only modeled by its effect on the density field. The flame therefore is passive. In
order to evolve to an active flame, the impact of the hydrodynamic waves on the combustion
process must be modeled. In their recent work, Avdonin et al. [10] linearize the Navier-
Stokes equations around the mean of a laminar flame, including the chemistry, which is
based on a Westbrook and Dryer model [258] in order to reproduce the FTF of the laminar
flame. It is clear however that extending the method of linearizing the chemistry to turbulent
cases, where the corresponding equations are solved for a coherent structure, which appears
at its limit cycle is far more challenging. Nevertheless, the effect of an active flame on
hydrodynamic stability is a highly interesting, but still not well addressed question.
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Figure 7.8: BiGLobal mode shapes of the no-rod configuration in the r-z-plane for a reacting flow
when the non-uniform mean density field is taken into account; Φ = 1.0; V˙ = 1.7 ls−1
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7.2.2 Influence of the Central Rod on the Stability of the PVC in
Reacting Flows
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Figure 7.9: BiGlobal spectrum for the rod and the no-rod case for a reacting flow taking into
account the non-uniform base flow density; Φ = 0.725; V˙ = 3.83 ls−1
In the previous sections, LSA was conducted for two different configurations. In the first the
base flow density gradient caused by the flame was ignored, in the second it was taken into
account by the analysis. Although both analyses predicted a mode of positive growth rate,
which contradicts the LES, it could be shown that the density gradient reduces its growth
rate. In this section the influence of the central rod on the growth rate of the respective
mode is investigated.
Figure. 7.9 illustrates the spectrum of eigenvalues for the two cases under consideration.
The flow rate is V˙ = 3.83l/s at an equivalence ratio of Φ = 0.725. The operating point
therefore corresponds to the flames which are illustrated in Figs. 7.3(a) and 7.3(b) for the
no-rod and the rod case, respectively. In the spectrum of the no-rod configuration one mode
stands out with a significantly positive growth rate. It is the same mode which was found for
the stoichiometric operating point of lower flow rate, the spectrum of which is illustrated in
Fig. 7.7. The higher frequency of the mode is due to the increase in flow rate. The spectrum
of the rod case in Fig. 7.9 demonstrates that the growth rate decreases significantly due to
the rod and the mode has now a negative growth rate.
7.3 Conclusion
The reactive methane-air flow through an industrial swirled fuel injection system is inves-
tigated via LES and BiGlobal hydrodynamic LSA. Two different configurations of the fuel
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injector are compared with respect to various operating points. Both configurations, are the
same as in Chapter 6: In contrast to the no-rod case, in the rod case a cylinder is mounted
on the jet axis in the interior of the primary injector. The rod changes the flame shape only
marginally. However, it is shown to have a highly beneficial influence on flame anchoring in
lean conditions: While in the no-rod case, the flame blows off after the flow rate exceeds a
critical level, the flame remains attached in the rod case far beyond this critical flow rate.
Furthermore, the mean flow field of the configuration was subject to a hydrodynamic LSA.
First the impact of the base flow density field was analyzed for a low flow rate of a stoi-
chiometric mixture. The corresponding LES did not show any coherent structures. It was
shown, that LSA predicts a mode with strongly positive growth rate, if the base flow density
gradient is not considered. Taking it into account in contrast significantly reduces the mode’s
growth rate, which nevertheless remains slightly positive. This contradiction with the LES
results may be due to the fact, that merely a passive flame model is applied. This means,
that while the flame’s effect on the mean density field is considered, the chemistry is not
linearized, and therefore fluctuations in heat release due to the hydrodynamic fluctuation
are not taken into consideration.
Finally, the impact of the rod on hydrodynamic stability is investigated. To do so both
configurations were compared close to the lean blow-off limit of the flame via passive-flame-
LSA. While in the no-rod case the LSA analysis found a coherent structure with positive
mode shape, in the rod case the corresponding mode’s growth rate is shifted significantly
into the negative. Like in the cold flow simulations, the rod has a strongly stabilizing effect
on the coherent structure. This could also explain why the rod prevents the flame blow off in
the lean conditions: In the no-rod configuration the turbulence increases with the flow rate,
and leads to a quenching of the flame in the central recirculation zone. An evolution of a
PVC or even its low dampening rate, is likely to contribute to the turbulence. In the rod-case
however, the turbulence level is decreased due to the significantly increased dampening of
the PVC and therefore flame quenching is prevented.
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Concluding Remarks
Flow rotation is a topic of major importance in various fields of physics. This thesis focuses
on two configurations in combustion research involving this effect.
The first addressed configuration is academical. Here a laminar flame in the wake of a
cylindrical bluff body is under investigation. It is shown that rotating the cylinder around
its axis causes a break of symmetry so that both flame branches have significantly different
time delays. Due to destructive interference of the heat release signals, this difference in
time delays causes a broad band decrease in the gain of the FTF, which is strongest at a
specific frequency, where destructive interference is optimal. The difference in time delays
and thereby the frequency at which the destructive interference occurs can be adjusted by
the rotation speed of the cylinder. This way a flame can be built which at a chosen frequency
does not react to acoustic forcing in terms of heat release fluctuation. The study therefore
shows that an aimed insertion of flow rotation can be applied as a tool of open loop control in
combustion devices involving a laminar flame. Regarding turbulent flames, which are more
often used in industrial engines, the study ties in with a solution that was already before used
in a similar way in other engines: Breaking the symmetry of a combustion chamber already
helped to stabilize the F-1 rocket engine and in modern azimuthal combustion chambers
studies have been conducted on breaking the symmetry by installing burners that differ e.g.
in swirl direction on the same chamber. By focusing on the difference of the phase delays of
the individual flames, this thesis offers another perspective on this control method: The heat
release fluctuation, which is produced by one flame at a certain frequency, is annihilated by
the next flame due to their opposed phase angle at the very same frequency. Keeping in
mind, that the gas turbines must be operable at various different operating points, which
can give rise to different unstable thermoacoustic modes, the results in this thesis underline
the immense benefit of controlling the asymmetry of the flames in a running system.
In the second configuration, which is investigated in this thesis, flow rotation is used in order
to anchor a turbulent flame. In gas turbine combustors, this is achieved by adding swirl to
the injection mechanism, which leads to the evolution of a vortex breakdown bubble in the
center axis of the jet. This provides a region of reverse flow and therefore flame anchoring.
Furthermore, if the swirl is increased and reaches a critical limit a Hopf-bifurcation occurs
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Method LES local LSA
single calculation
local LSA
full 4-step strategy
BiGlobal LSA
CPU time [s] ∼ 106 ∼ 10−1 ∼ 103 ∼ 101 − 102
Table 8.1: Comparison of computational time LES vs methods of LSA
which gives rise to a helix shaped instability, the PVC. It again can be seen as a phenomenon
of flow rotation, as it is a helical vortex which is rolling up the shear layer around the
recirculation bubble. This phenomenon is analyzed in this thesis by various different methods
in an industrial two-staged counter-rotative fuel injector of highly complicated geometry
for both cold flow and reactive cases. First the phenomenon is analyzed thoroughly by
cold flow LES which are rigorously validated against experimental data. In order to gain
additional insight into the mechanisms leading to the PVC, LSA is applied. First local LSA,
a method which previously has been predominantly applied in academical configurations is
used. Although this method is developed for weakly non parallel flows, a condition which
is clearly violated by the base flow of the industrial injector, it yields astonishingly well
results for some flow regions. For other flow regions, i.e. the regions, where the parallel
flow assumption is violated to the extremest extent, the method however fails. The second
tool applied to analyze the LES data is based on a BiGlobal approach and was implemented
in the framework of the studies that led to this dissertation. This method is not restricted
by a parallel flow assumption and therefore can be applied without further restriction to a
fuel injector. It is demonstrated that the tool not only reproduces the modal structure of
the PVC, it also provides additional information: The location where the feedback takes
places and the regions which are most receptive for actuation. The tool therefore provides
very interesting information for gas turbine engineers who wish to control the PVC (or any
other coherently fluctuating hydrodynamic flow structure). The location of highest internal
feedback is found to be just upstream of the recirculation bubble, which is in line with several
previous studies. This is a very precious intelligence for a gas turbine developer: If he wishes
to tamper with the feedback mechanism of the instability he must adapt the region upstream
of the breakdown bubble to do so. This is underlined especially by the LES and experimental
results where a central rod is mounted in the interior of the primary injector, which covers
most of the region of highest structural sensitivity just upstream of the recirculation bubble:
The results suggest that the temporal average of the flow is barely affected by this geometry
change. Nevertheless, the internal feedback of the PVC is obstructed, which leads to its
suppression. Furthermore, the information on controlling the PVC comes at numerical costs,
which are negligible in comparison with the LES. This is demonstrated by Tab. 8.1 which
compares the methods of LES, local LSA and BiGlobal LSA in terms of CPU time.
Furthermore, the configuration was investigated with reactive LES. First, the flame anchor-
ing is analyzed for the case without rod and with rod. Also in the reactive flow simulations
the temporal-averages of the flow remain nearly unaffected by the presence of the rod. Nev-
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ertheless, it was shown that the rod supports flame anchoring in the lean regime. Both the
influence of the density gradient as well as the impact of the rod on the stability of the flow
is analyzed. This was done by a novelty presented in this thesis: A BiGlobal hydrodynamic
tool for low Mach passive flame flows. The results of the code confirm previous results based
on local LSA, which showed that the inhomogneous temporally averaged density field causes
a stabilization of the PVC. Furthermore, it was shown by BiGlobal LSA that also in the
reactive simulations the central rod causes a stabilization of the PVC mode.
The second part of the thesis underlines the capabilities and potential of the BiGlobal LSA
approach for gas turbine engineering. The additional information, which are obtained by
the approach pose highly valuable information for gas turbine engineers.
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Appendix A
Hydrodynamic Linear Stability Analysis
in Rotation Symmetric Flows of Uniform
Density
Here, the constant density hydrodynamic instability equations in cylindrical coordinates for
mean flows homogeneous in azimuthal direction shall be derived. We do this under the
following assumptions:
• The fluid follows the perfect gas law.
• The base flow is superimposed by not more than one coherent fluctuation.
• Gas properties are constant
A.1 Derivative Operators in Cylindrical Coordinates
The following equations show some derivative operators in cylindrical coordinates:
• Scalar gradient
∇φ =
∂φ
∂r
rˆ+
1
r
∂φ
∂θ
θˆ +
∂φ
∂z
zˆ (A.1.1)
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• Material derivative
(A · ∇)B =
Ç
Ar
∂Br
∂r
+
Aθ
r
∂Br
∂θ
+ Az
∂Br
∂z
−
AθBθ
r
å
rˆ
+
Ç
Ar
∂Bθ
∂r
+
Aθ
r
∂Bθ
∂θ
+ Az
∂Bθ
∂z
+
AθBr
r
å
θˆ
+
Ç
Ar
∂Bz
∂r
+
Aθ
r
∂Bz
∂θ
+ Az
∂Bz
∂z
å
zˆ
(A.1.2)
• Scalar Laplacian
∆φ =
1
r
∂
∂r
Ç
r
∂φ
∂r
å
+
1
r2
∂2φ
∂θ2
+
∂2φ
∂z2
(A.1.3)
• Vector Laplacian
∆A =
Ç
∆Ar −
Ar
r2
−
2
r2
∂Aθ
∂θ
å
rˆ
+
Ç
∆Aθ −
Aθ
r2
+
2
r2
∂Ar
∂θ
å
θˆ
+∆Azzˆ
(A.1.4)
• Vector Divergence
∇ ·A =
1
r
∂ (rAr)
∂r
+
1
r
Aθ
∂θ
+
∂Az
∂z
(A.1.5)
The vectors rˆ, θˆ and zˆ denote the unity vectors in radial azimuthal and axial direction.
A.2 Governing Equations
We start with the set of Navier-Stokes equations and the continuity equation:
ρ
Ç
∂u
∂t
+ (u · ∇)u
å
= −∇p+∇ · (µ∇u) +
1
3
µ∇ (∇ · u) (A.2.1)
∇ · u = 0 (A.2.2)
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It often is convenient to express the governing equations in the non-dimensional form. The
reference values are arbitrary, but in this context are defined as:
u = Urefu
∗ (A.2.3a)
x = Drefx
∗ (A.2.3b)
t =
Dref
Uref
t∗ (A.2.3c)
p = ρrefU
2
refp
∗ (A.2.3d)
With the Reynolds number, which is defined as
Re =
UrefDref
νref
=
UrefDrefρref
µ
(A.2.4a)
the full set of governing equations can then be expressed as:
∂u∗
∂t∗
+ (u∗ · ∇∗)u∗ = −∇∗p∗ +
1
Re
∆u∗ (A.2.5)
∇∗ · u∗ = 0 (A.2.6)
A.3 Linearization
The primitive variables can be described as the sum of a temporal average, a coherent
fluctuation, and a stochastic fluctuation:
u = u+ ǫÛu+ u′, p = p+ ǫÙp,+p′, (A.3.1)
where ǫ≪ 1. Inserting Eqns. (A.3.1) to the Navier-Stokes momentum and continuity equa-
tion yields:
∂u∗
∂t∗
+ ǫ
∂uˆ∗
∂t∗
+
∂u∗′
∂t∗
+ (u∗ · ∇∗)u∗ + ǫ (u∗ · ∇∗) uˆ∗ + (u∗ · ∇∗)u∗′
+ ǫ
(
uˆ∗ · ∇∗
)
u∗ + ǫ2
(
uˆ∗ · ∇∗
)
uˆ∗ + ǫ
(
uˆ∗ · ∇∗
)
u∗′
+ (u∗′ · ∇∗)u∗ + ǫ (u∗′ · ∇∗) uˆ∗ + (u∗′ · ∇∗)u∗′ =
−∇∗p∗ − ǫ∇∗ıp∗ −∇∗p∗′ + 1
Re
(
∆∗u∗ + ǫ∆∗uˆ∗ +∆∗u∗′
)
(A.3.2)
and
∇∗ · u∗ + ǫ∇∗ · uˆ∗∇∗ · u∗′ = 0 (A.3.3)
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The derivation of mean velocity with respect to time is by definition zero. Furthermore, we
neglect all terms of order ǫ2 and higher. Temporal averaging of the equations yields for O(1)
the non-dimensional RANS equations:
∂u∗
∂t∗
+ (u∗ · ∇∗)u∗ + (u∗′ · ∇∗)u∗′ = −∇∗p∗ +
1
Re
∆∗u∗, (A.3.4)
and
∇∗ · u∗. = 0 (A.3.5)
A phase average of Eqns.(A.3.2–A.3.3) yields:
∂u∗
∂t∗
+ ǫ
∂uˆ∗
∂t∗
+ (u∗ · ∇∗)u∗ + ǫ (u∗ · ∇∗) uˆ∗ + ǫ
(
uˆ∗ · ∇∗
)
u∗
+〈(u∗′ · ∇∗)u∗′〉 = −∇∗p∗ − ǫ∇∗ıp∗ + 1
Re
(
∆∗u∗ + ǫ∆∗uˆ∗
)
,
(A.3.6)
and
∇∗ · u∗ + ǫ∇∗ · uˆ∗ = 0. (A.3.7)
Finally, subtracting Eqns. (A.3.4) and (A.3.5) from Eqns. (A.3.6) and (A.3.7) yields the
governing equations of hydrodynamic LSA:
∂uˆ∗
∂t∗
+
(
uˆ∗ · ∇∗
)
u∗ + (u∗ · ∇∗) uˆ∗ + 〈(u∗′ · ∇∗)u∗′〉 − (u∗′ · ∇∗)u∗′ = −γ∇∗ıp∗ + 1
Re
(
∆∗uˆ∗
)
(A.3.8)
∇∗ · uˆ∗ = 0 (A.3.9)
Note, that the non-linear terms give rise to product terms of stochastic fluctuations in the
momentum equation which do not disappear after temporal and phase averaging. These
terms (terms 4 and 5 in Eqn.A.3.8) can be seen as the periodic change in Reynolds stresses
caused by the coherent fluctuation. In many studies these product terms are neglected,
while in others their effect is modeled by an additional eddy viscosity. In the following
of this derivation, it is assumed that their effect is taken into account by an appropriate
decrease of the local Reynolds number due to an eddy viscosity contribution. These terms
are therefore omitted in the following.
A.4 BiGlobal Stability
In the BiGlobal approach we assume that the fluctuating quantities are harmonic in time
with the frequency ω and in azimuthal direction with the azimuthal wave number m, which
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leads to the modal approach: Ûu = ıU exp (iξ) ,Ùp = ıP exp (iξ) , (A.4.1)
where the phase angle ξ is described for the BiGlobal approach by:
ξ = mθ − ωt (A.4.2)
Inserting Eqn. (A.4.2) into the continuity, Navier-Stokes and energy equation leads to:
∂
(
U˜∗ exp (iξ)
)
∂t∗
+
((
U˜∗ exp (iξ)
)
· ∇∗
)
u∗ + (u∗ · ∇∗)
(
U˜∗ exp (iξ)
)
−
1
Re
(
∆∗
(
U˜∗ exp (iξ)
))
= 0
(A.4.3)
∇∗ ·
(
U˜∗ exp (iξ)
)
= 0 (A.4.4)
In the BiGlobal approach the mean flow is assumed to be homogeneous in azimuthal direc-
tion. Therefore all derivatives of mean quantities with respect to the azimuthal direction
are equal to zero. Furthermore, since the fluctuating quantities are harmonic in azimuthal
direction, their derivatives with respect to the azimuthal direction correspond to a multipli-
cation with im. Similarly, a derivation by time is equivalent to a multiplication by −iω.
For reasons of simplicity the derivative operators laid out in Section A.1 of mean and fluctu-
ating quantities are given here adapted to the global approach for both mean and fluctuating
quantities:
• Scalar gradient
∇φ =
∂φ
∂r
er + 0eθ +
∂φ
∂z
ez (A.4.5)
∇
(Ùφ exp (imθ − iωt)) = (∂Ùφ
∂r
er +
imÙφ
r
eθ +
∂Ùφ
∂z
ez
)
exp (imθ − iωt) (A.4.6)
• Scalar Laplacian
∆φ =
1
r
∂
∂r
(
r
∂φ
∂r
)
+
∂2φ
∂z2
(A.4.7)
∆
(Ùφ exp (imθ − iωt)) = (1
r
∂
∂r
(
r
∂Ùφ
∂r
)
−
m2
r2
Ùφ+ ∂2Ùφ
∂z2
)
exp (imθ − iωt) (A.4.8)
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• Vector divergence
∇ ·A =
1
r
∂
∂r
Ä
rAr
ä
+
∂Az
∂z
(A.4.9)
∇ ·
ÄıA exp (imθ − iωt)ä = (1
r
∂
∂r
Ä
rıArä+ im
r
ıAθ + ∂ıAz
∂z
)
exp (imθ − iωt) (A.4.10)
• Vector Laplacian
∆
ÄıA exp (imθ − iωt)ä =(∆ıAr − ıAr
r2
−
2im
r2
ıAθ) er exp (imθ − iωt)
+
(
∆ıAθ − ıAθ
r2
+
2im
r2
ıAr) eθ exp (imθ − iωt)
+∆ıAzez exp (imθ − iωt)
(A.4.11)
• Material derivative
(B · ∇)A =
(
Br
∂Ar
∂r
+Bz
∂Ar
∂z
−
BθAθ
r
)
rˆ
+
(
Br
∂Aθ
∂r
+Bz
∂Aθ
∂z
+
BθAr
r
)
θˆ
+
(
Br
∂Az
∂r
+Bz
∂Az
∂z
)
zˆ
(A.4.12)
(B · ∇)
ÄıA exp (imθ − iωt)ä =(
Br
∂ıAr
∂r
+
imBθıAr
r
+Bz
∂ıAr
∂z
−
BθıAθ
r
)
rˆ exp (imθ − iωt)
+
(
Br
∂ıAθ
∂r
+
imBθıAθ
r
+Bz
∂ıAθ
∂z
+
BθıAr
r
)
θˆ exp (imθ − iωt)
+
(
Br
∂ıAz
∂r
+
imBθıAz
r
+Bz
∂ıAz
∂z
)
zˆ exp (imθ − iωt) ,
(A.4.13)
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The derivative operators above can now be inserted in the set of Eqns. (A.4.3–A.4.4), which
yields for the momentum equation in radial direction
−iω∗Uˆ∗r + u
∗
r
∂Uˆ∗r
∂r∗
+
imu∗θUˆ
∗
r
r∗
+ u∗z
∂Uˆ∗r
∂z∗
−
2u∗θUˆ
∗
θ
r∗
+ Uˆ∗r
∂u∗r
∂r∗
+ Uˆ∗z
∂u∗r
∂z∗
+
∂Pˆ ∗
∂r∗
−
1
Re
Ñ
∂2Uˆ∗r
∂r∗2
+
1
r∗
∂Uˆ∗r
∂r∗
−
m2Uˆ∗r
r∗2
+
∂2Uˆ∗r
∂z∗2
−
Uˆ∗r
r∗2
−
2imUˆ∗θ
r∗2
é
= 0,
(A.4.14)
in azimuthal direction
−iω∗Uˆ∗θ + u
∗
r
∂Uˆ∗θ
∂r∗
+
imu∗θUˆ
∗
θ
r∗
+ u∗z
∂Uˆ∗θ
∂z∗
+
u∗θUˆ
∗
r
r∗
+ Uˆ∗r
∂u∗θ
∂r∗
+ Uˆ∗z
∂u∗θ
∂z∗
+
Uˆ∗θ u
∗
r
r∗
+
imPˆ ∗
r∗
−
1
Re
Ñ
∂2Uˆ∗θ
∂r∗2
+
1
r∗
∂Uˆ∗θ
∂r∗
−
m2Uˆ∗θ
r∗2
+
∂2Uˆ∗θ
∂z∗2
−
Uˆ∗θ
r∗2
+
2imUˆ∗r
r∗2
é
= 0,
(A.4.15)
and in axial direction
−iω∗Uˆ∗z + u
∗
r
∂Uˆ∗z
∂r∗
+
imu∗θUˆ
∗
z
r∗
+ u∗z
∂Uˆ∗z
∂z∗
+ Uˆ∗r
∂u∗z
∂r∗
+ Uˆ∗z
∂u∗z
∂z∗
+
∂Pˆ ∗
∂z∗
−
1
Re
Ñ
∂2Uˆ∗z
∂r∗2
+
1
r∗
∂Uˆ∗z
∂r∗
−
m2Uˆ∗z
r∗2
+
∂2Uˆ∗z
∂z∗2
é
= 0.
(A.4.16)
Furthermore, the continuity equation becomes
∂Uˆ∗r
∂r∗
+
Uˆ∗r
r∗
+
im
r∗
Uˆ∗θ +
∂Uˆ∗z
∂z∗
= 0. (A.4.17)
The set of Eqns. (A.4.14–A.4.17) poses a generalized eigenvalue problem with eigenvector ω:
Aλ = ωBλ, (A.4.18)
where
λ = [Uˆ∗r , Uˆ
∗
θ , Uˆ
∗
z , Pˆ
∗]T (A.4.19)
A.5 Local Stability
As in the BiGlobal approach, in the local approach we assume that the fluctuating quantities
are harmonic in time with the frequency ω, in azimuthal direction with the azimuthal wave
number m. Furthermore two additional assumptions are made: Firstly, it is assumed that
the base flow is homogeneous in axial direction, which leads to vanishing derivatives of the
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base flow in z-direction. As a result of the parallel flow assumption, the flow speed in radial
direction is considered zero1. Secondly, the coherent fluctuation is harmonic in axial direction
with the complex wave number α.
The phase angle in Eqns. (A.4.1) therefore is
ξ = mθ + αz − ωt (A.5.1)
Due to the adaptation of the modal approach and the assumption of base flow homogeneity
in axial direction, the derivative operators of temporal means and coherent fluctuation quan-
tities differ from those in the BiGlobal approach. All derivatives of base flow quantities with
respect to z are zero. Furthermore, in a parallel flow the radial component of the base flow
velocity must be zero. And finally, a derivation of a coherent fluctuation with respect to z
becomes a product of iα with the coherent fluctuation. The derivative operators of temporal
means and coherent fluctuation quantities hence become in the framework of local LSA:
• Scalar gradient
∇φ =
∂φ
∂r
er + 0eθ + 0ez (A.5.2)
∇
(Ùφ exp (imθ − iωt)) = (∂Ùφ
∂r
er +
imÙφ
r
eθ + iαφez
)
exp (imθ − iωt) (A.5.3)
• Scalar Laplacian
∆φ =
1
r
∂
∂r
(
r
∂φ
∂r
)
(A.5.4)
∆
(Ùφ exp (imθ − iωt)) = (1
r
∂
∂r
(
r
∂Ùφ
∂r
)
−
m2
r2
Ùφ− α2φ) exp (imθ − iωt) (A.5.5)
• Vector divergence
∇ ·A = 0 (A.5.6)
∇ ·
ÄıA exp (imθ − iωt)ä = Ç1
r
∂
∂r
Ä
rıArä+ im
r
ıAθ + iαıAzå exp (imθ − iωt) (A.5.7)
1Note that literature the radial velocity component often is not assumed to be zero. This results in
additional remaining terms involving the radial velocity (see e.g. [8])
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• Vector Laplacian
∆
ÄıA exp (imθ − iωt)ä =(∆ıAr − ıAr
r2
−
2im
r2
ıAθ) er exp (imθ − iωt)
+
(
∆ıAθ − ıAθ
r2
+
2im
r2
ıAr) eθ exp (imθ − iωt)
+∆ıAzez exp (imθ − iωt)
(A.5.8)
• Material derivative
(B · ∇)A =
(
−
BθAθ
r
)
rˆ
+
(
Br
∂Aθ
∂r
)
θˆ
+
(
Br
∂Az
∂r
)
zˆ
(A.5.9)
(B · ∇)
ÄıA exp (imθ − iωt)ä =(
Br
∂ıAr
∂r
+
imBθıAr
r
+ iαBzıAr − BθıAθ
r
)
rˆ exp (imθ − iωt)
+
(
Br
∂ıAθ
∂r
+
imBθıAθ
r
+ iαBzıAθ + BθıAr
r
)
θˆ exp (imθ − iωt)
+
(
Br
∂ıAz
∂r
+
imBθıAz
r
+ iαBzıAz) zˆ exp (imθ − iωt) ,
(A.5.10)
The derivative operators adapted to the local approach given in Eqns. (A.5)-(A.5.10) can
now be inserted in the set of Eqns. (A.4.3–A.4.4), which yields for the momentum equation
in radial direction
−iω∗Uˆ∗r +
imu∗θUˆ
∗
r
r∗
+ iα∗u∗zUˆ
∗
r −
2u∗θUˆ
∗
θ
r∗
+
∂Pˆ ∗
∂r∗
−
1
Re
Ñ
∂2Uˆ∗r
∂r∗2
+
1
r∗
∂Uˆ∗r
∂r∗
−
m2Uˆ∗r
r∗2
− α∗2Uˆ∗r −
Uˆ∗r
r∗2
−
2imUˆ∗θ
r∗2
é
= 0,
(A.5.11)
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in azimuthal direction
−iω∗Uˆ∗θ +
imu∗θUˆ
∗
θ
r∗
+ iα∗u∗zUˆ
∗
θ +
u∗θUˆ
∗
r
r∗
+ Uˆ∗r
∂u∗θ
∂r∗
+
imPˆ ∗
r∗
−
1
Re
Ñ
∂2Uˆ∗θ
∂r∗2
+
1
r∗
∂Uˆ∗θ
∂r∗
−
m2Uˆ∗θ
r∗2
− α∗2Uˆ∗θ −
Uˆ∗θ
r∗2
+
2imUˆ∗r
r∗2
é
= 0,
(A.5.12)
and in axial direction
−iω∗Uˆ∗z +
imu∗θUˆ
∗
z
r∗
+ iα∗u∗zUˆ
∗
z + Uˆ
∗
r
∂u∗z
∂r∗
+ iα∗Uˆ∗z u
∗
z
+iα∗Pˆ ∗ −
1
Re
Ñ
∂2Uˆ∗z
∂r∗2
+
1
r∗
∂Uˆ∗z
∂r∗
−
m2Uˆ∗z
r∗2
− α∗2Uˆ∗z
é
= 0.
(A.5.13)
Furthermore, the continuity equation becomes
∂Uˆ∗r
∂r∗
+
Uˆ∗r
r∗
+
im
r∗
Uˆ∗θ + iα
∗Uˆ∗z = 0. (A.5.14)
The set of Eqns. (A.5.13–A.5.14) poses a dispersion relation for the complex frequency, ω∗,
and the complex axial wave number, α∗. When one of them is fixed, the set of equations can
be formulated as a GEVP where the respective other is the eigenvalue. When α∗ is fixed,
the generalized eigenvalue problem with eigenvalue ω is
A(α)λ = ω∗B(α)λ, (A.5.15)
where
λ = [Uˆ∗r , Uˆ
∗
θ , Uˆ
∗
z , Pˆ
∗]T. (A.5.16)
When ω is fixed, then the eigenvalue problem of α∗ is quadratic. A simple way to reduce a
quadratic GEVP to a linear GEVP is introducing additional unknowns for the eigenfunctions
where α∗ appears quadratic. The eigenvalue problem then becomes:
A(ω)λ = α∗B(ω)λ, (A.5.17)
where
λ = [Uˆ∗r , Uˆ
∗
θ , Uˆ
∗
z , Pˆ
∗, α∗Uˆ∗r , α
∗Uˆ∗θ , α
∗Uˆ∗z ]
T. (A.5.18)
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Appendix B
Hydrodynamic Linear Stability Analysis
in Rotation Symmetric Flows of
Non-uniform Density
Here, the compressible hydrodynamic instability equations in cylindrical coordinates for
mean flows homogeneous in azimuthal direction shall be derived. We do this under the
following assumptions:
• The fluid follows the perfect gas law.
• The base flow is superimposed by not more than one coherent fluctuation.
• The influence of stochastic turbulence on the coherent fluctuations is neglected.
• Gas properties, namely the specific gas constant, Rs, the heat capacities, cv and cp,
the isotropic exponent γ, the heat conductivity, k, and the dynamic viscosity, µ, are
constant.
• Base pressure is constant (Constant pressure combustion)
• Low Mach number
B.1 Derivative Operators in Cylindrical Coordinates
The following equations show some derivative operators in cylindrical coordinates:
• Scalar gradient
∇φ =
∂φ
∂r
rˆ+
1
r
∂φ
∂θ
θˆ +
∂φ
∂z
zˆ (B.1.1)
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• Material derivative
(A · ∇)B =
Ç
Ar
∂Br
∂r
+
Aθ
r
∂Br
∂θ
+ Az
∂Br
∂z
−
AθBθ
r
å
rˆ
+
Ç
Ar
∂Bθ
∂r
+
Aθ
r
∂Bθ
∂θ
+ Az
∂Bθ
∂z
+
AθBr
r
å
θˆ
+
Ç
Ar
∂Bz
∂r
+
Aθ
r
∂Bz
∂θ
+ Az
∂Bz
∂z
å
zˆ
(B.1.2)
• Scalar Laplacian
∆φ =
1
r
∂
∂r
Ç
r
∂φ
∂r
å
+
1
r2
∂2φ
∂θ2
+
∂2φ
∂z2
(B.1.3)
• Vector Laplacian
∆A =
Ç
∆Ar −
Ar
r2
−
2
r2
∂Aθ
∂θ
å
rˆ
+
Ç
∆Aθ −
Aθ
r2
+
2
r2
∂Ar
∂θ
å
θˆ
+∆Azzˆ
(B.1.4)
• Vector Divergence
∇ ·A =
1
r
∂ (rAr)
∂r
+
1
r
Aθ
∂θ
+
∂Az
∂z
(B.1.5)
The vectors rˆ, θˆ and zˆ denote the unity vectors in radial, azimuthal and axial direction.
B.2 Governing Equations
We start with the set of Navier-Stokes equations, continuity equation and internal energy
equation.
ρ
Ç
∂u
∂t
+ (u · ∇)u
å
= −∇p+∇ · (µ∇u) +
1
3
µ∇ (∇ · u) (B.2.1)
∂ρ
∂t
+∇ · (ρu) = 0 (B.2.2)
ρ
∂
∂t
(cvT ) + ρu∇ · (cvT ) = −p∇ · u+∇ · (k∇T ) + Φ (B.2.3)
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Furthermore, we assume that the fluid is a perfect gas:
p = ρRsT (B.2.4)
cp − cv = Rs (B.2.5)
cp
cv
= γ (B.2.6)
Rs
cv
= γ − 1 (B.2.7)
Inserting the perfect gas law into the equation of conservation of internal energy leads to
ρ
∂
∂t
Ç
cvp
Rsρ
å
+ ρu∇ ·
Ç
cvp
Rsρ
å
= −p∇ · u+∇ ·
Ç
k∇
p
Rsρ
å
+ Φ (B.2.8)
Assuming a constant isotropic exponent, heat conductivity and specific gas constant (as-
sumption 4), Eqn. (B.2.7) allows to reformulate Eqn. (B.2.8):
ρ
γ − 1
Ç
∂
∂t
Ç
p
ρ
å
+ u∇ ·
Ç
p
ρ
åå
= −p∇ · u+
k
Rs
∆
Ç
p
ρ
å
+ Φ (B.2.9)
In low Mach number flows the compression or expansion are decoupled from pressure fluctua-
tions so that in the energy equation the pressure is approximately equal to the therodynamic
pressure, which according to assumption 5 is constant. Eqn. B.2.9 can hence be rewritten
as
ρp
γ − 1
Ç
∂
∂t
Ç
1
ρ
å
+ u∇ ·
Ç
1
ρ
åå
= −p∇ · u+
kp
Rs
∆
Ç
1
ρ
å
+ Φ (B.2.10)
Applying the chain rule for derivation for all terms containing 1
ρ
yields:
ρ
γ − 1
Ç
−
p
ρ2
∂ρ
∂t
−
p
ρ2
u · ∇ρ
å
= −p∇ · u+
kp
Rs
Ç
2
ρ3
∇ρ · ∇ρ−
1
ρ2
∆ρ
å
+ Φ (B.2.11)
We multiply the equation by (γ−1)
p
and find
−
1
ρ
∂ρ
∂t
−
1
ρ
u · ∇ρ = − (γ − 1)∇ · u+
k (γ − 1)
Rs
Ç
2
ρ3
∇ρ · ∇ρ−
1
ρ2
∆ρ
å
+ Φ (B.2.12)
Using the continuity equation (Eqn. (B.2.2)) the left hand side can be expressed as follows:
∇ · u = − (γ − 1)∇ · u+
k (γ − 1)
Rs
Ç
2
ρ3
∇ρ · ∇ρ−
1
ρ2
∆ρ
å
+ Φ. (B.2.13)
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Inserting Eqn. (B.2.7) and multiplying the equation by ρ3 yields an equation coupling the
density to velocity:
ρ3γ∇ · u =
k
cv
(2∇ρ · ∇ρ− ρ∆ρ) + Φ, (B.2.14)
It often is convenient to express the governing equations in the non-dimensional form. The
reference values are arbitrary, but in this context are defined as:
u = Urefu
∗ (B.2.15a)
x = Drefx
∗ (B.2.15b)
t =
Dref
Uref
t∗ (B.2.15c)
ρ = ρrefρ
∗ (B.2.15d)
p = ρrefU
2
refp
∗ (B.2.15e)
With the Reynolds and Prandtl number defined as
Re =
UrefDref
νref
=
UrefDrefρref
µ
(B.2.16a)
Pr =
cpµ
k
, (B.2.16b)
the full set of governing equations can then be expressed as:
ρ∗
Ç
∂u∗
∂t∗
+ (u∗ · ∇∗)u∗
å
= −∇∗p∗ +
1
Re
Ç
∆u∗ +
1
3
∇∗ (∇∗ · u)
å
(B.2.17)
∂ρ∗
∂t∗
+∇∗ · (ρ∗u∗) = 0 (B.2.18)
ρ∗3∇∗ · u∗ =
1
RePr
(2∇∗ρ∗ · ∇∗ρ∗ − ρ∗∆∗ρ∗) + Φ∗, (B.2.19)
B.3 Linearization
We assume that the energy source term is zero. When neglecting stochastic fluctuations,the
primitive variables can be described as the sum of a temporal average and a coherent fluc-
tuation:
u = u+ ǫÛu, p = p+ ǫÙp, ρ = ρ+ ǫÙρ, (B.3.1)
where ǫ≪ 1. A zero order analysis shows that the mean values fulfill the set of Eqns. (B.2.17–
B.2.19). Inserting Eqn. (B.3.1) into Eqns. (B.2.17–B.2.19) furthermore yields the governing
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equations of linear hydrodynamic stability. These read:
ρ∗
(
∂uˆ∗
∂t∗
+
(
uˆ∗ · ∇∗
)
u∗ + (u∗ · ∇∗) uˆ∗
)
+ ıρ∗ (u∗ · ∇∗)u∗
= −γ∇∗ıp∗ + 1
Re
Ç
∆∗uˆ∗ +
1
3
∇∗
(
∇∗ · uˆ∗
)å (B.3.2)
∂ıρ∗
∂t∗
+∇∗ıρ∗ · u∗ +∇∗ρ∗ · Ûu∗ + ρ∗ (∇∗ · uˆ∗)+ ıρ∗ (∇∗ · u∗) = 0 (B.3.3)
ρ∗
3
∇∗ · uˆ∗ + 3ρ∗
2ıρ∗∇∗ · u∗ + 1
RePr
(
ρ∗∆∗ıρ∗ + ıρ∗∆∗ρ∗ − 4∇∗ıρ∗∇∗ρ∗) = 0 (B.3.4)
B.4 BiGlobal Stability
In the BiGlobal approach we assume that the fluctuating quantities are harmonic in time
with the frequency ω and in azimuthal direction with the azimuthal wave number m, which
leads to the modal approach: Ûu = ıU exp (iξ) ,Ùp = ıP exp (iξ) ,Ùρ = ÙΨexp (iξ) , (B.4.1)
where the phase angle ξ is described for the BiGlobal approach by:
ξ = mθ − ωt (B.4.2)
Inserting Eqn. (B.4.2) into the continuity, Navier-Stokes and energy equation leads to:
ρ∗
Ñ
∂
(
U˜∗ exp (iξ)
)
∂t∗
+
((
U˜∗ exp (iξ)
)
· ∇∗
)
u∗ + (u∗ · ∇∗)
(
U˜∗ exp (iξ)
)é
+ıρ∗ exp (iξ) (u∗ · ∇∗)u∗ + γ∇∗ (Pˆ ∗ exp (iξ))
−
1
Re
Ç
∆∗
(
U˜∗ exp (iξ)
)
+
1
3
∇∗
(
∇∗ ·
(
U˜∗ exp (iξ)
))å
= 0
(B.4.3)
∂
∂t∗
(ıρ∗ exp (iξ))+∇∗ (Ψˆ∗ exp (iξ)) · u∗ +∇∗ρ∗ · uˆ∗ exp (iξ)
+ρ∗
(
∇∗ · U˜∗ exp (iξ)
)
+ Ψˆ∗ exp (iξ) (∇∗ · u∗) = 0
(B.4.4)
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ρ∗
3
∇∗ ·
(
U˜∗ exp (iξ)
)
+ 3ρ∗
2
Ψˆ∗ exp (iξ)∇∗ · u∗
+
1
RePr
(
ρ∗∆∗
(
Ψˆ∗ exp (iξ)
)
+ Ψˆ∗ exp (iξ)∆∗ρ∗ − 4∇∗
(
Ψˆ∗ exp (iξ)
)
∇∗ρ∗
)
= 0
(B.4.5)
In the BiGlobal approach the mean flow is assumed to be homogeneous in azimuthal direc-
tion. Therefore all derivatives of mean quantities with respect to the azimuthal direction
are equal to zero. Furthermore, since the fluctuating quantities are harmonic in azimuthal
direction, their derivatives with respect to the azimuthal direction correspond to a multipli-
cation with im. Similarly a derivation by time is equivalent to a multiplication by −iω.
For reasons of simplicity the derivative operators laid out in Section B.1 of mean and fluctu-
ating quantities are given here adapted to the global approach for both mean and fluctuating
quantities:
• Scalar gradient
∇φ =
∂φ
∂r
er + 0eθ +
∂φ
∂z
ez (B.4.6)
∇
(Ùφ exp (imθ − iωt)) = (∂Ùφ
∂r
er +
imÙφ
r
eθ +
∂Ùφ
∂z
ez
)
exp (imθ − iωt) (B.4.7)
• Scalar Laplacian
∆φ =
1
r
∂
∂r
(
r
∂φ
∂r
)
+
∂2φ
∂z2
(B.4.8)
∆
(Ùφ exp (imθ − iωt)) = (1
r
∂
∂r
(
r
∂Ùφ
∂r
)
−
m2
r2
Ùφ+ ∂2Ùφ
∂z2
)
exp (imθ − iωt) (B.4.9)
• Vector divergence
∇ ·A =
1
r
∂
∂r
Ä
rAr
ä
+
∂Az
∂z
(B.4.10)
∇ ·
ÄıA exp (imθ − iωt)ä = (1
r
∂
∂r
Ä
rıArä+ im
r
ıAθ + ∂ıAz
∂z
)
exp (imθ − iωt) (B.4.11)
• Vector Laplacian
∆
ÄıA exp (imθ − iωt)ä =(∆ıAr − ıAr
r2
−
2im
r2
ıAθ) er exp (imθ − iωt)
+
(
∆ıAθ − ıAθ
r2
+
2im
r2
ıAr) eθ exp (imθ − iωt)
+∆ıAzez exp (imθ − iωt)
(B.4.12)
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• Material derivative
(B · ∇)A =
(
Br
∂Ar
∂r
+Bz
∂Ar
∂z
−
BθAθ
r
)
rˆ
+
(
Br
∂Aθ
∂r
+Bz
∂Aθ
∂z
+
BθAr
r
)
θˆ
+
(
Br
∂Az
∂r
+Bz
∂Az
∂z
)
zˆ)
(B.4.13)
(B · ∇)
ÄıA exp (imθ − iωt)ä =(
Br
∂ıAr
∂r
+
imBθıAr
r
+Bz
∂ıAr
∂z
−
BθıAθ
r
)
rˆ exp (imθ − iωt)
+
(
Br
∂ıAθ
∂r
+
imBθıAθ
r
+Bz
∂ıAθ
∂z
+
BθıAr
r
)
θˆ exp (imθ − iωt)
+
(
Br
∂ıAz
∂r
+
imBθıAz
r
+Bz
∂ıAz
∂z
)
zˆ exp (imθ − iωt) ,
(B.4.14)
The derivative operators above can now be inserted in the set of Eqns. (B.4.3–B.4.5), which
yields for the momentum equation in radial direction
ρ∗
Ñ
−iω∗Uˆ∗r + u
∗
r
∂Uˆ∗r
∂r∗
+
imu∗θUˆ
∗
r
r∗
+ u∗z
∂Uˆ∗r
∂z∗
−
2u∗θUˆ
∗
θ
r∗
+ Uˆ∗r
∂u∗r
∂r∗
+ Uˆ∗z
∂u∗r
∂z∗
é
+Ψˆ∗
(
ur
∗∂u
∗
r
∂r∗
+ u∗z
∂u∗r
∂z∗
−
u∗
2
θ
r∗
)
+
∂Pˆ ∗
∂r∗
−
1
Re
Ñ
∂2Uˆ∗r
∂r∗2
+
1
r∗
∂Uˆ∗r
∂r∗
−
m2Uˆ∗r
r∗2
+
∂2Uˆ∗r
∂z∗2
−
Uˆ∗r
r∗2
−
2imUˆ∗θ
r∗2
+
1
3
Ñ
∂2Uˆ∗r
∂r∗2
+
1
r∗
∂Uˆ∗r
∂r∗
−
Uˆ∗r
r∗2
+
im
r∗
∂Uˆ∗θ
∂r∗
−
imUˆ∗θ
r∗2
+
∂2ıu∗z
∂r∗∂z∗
éè
= 0,
(B.4.15)
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in azimuthal direction
ρ∗
Ñ
−iω∗Uˆ∗θ + u
∗
r
∂Uˆ∗θ
∂r∗
+
imu∗θUˆ
∗
θ
r∗
+ u∗z
∂Uˆ∗θ
∂z∗
+
u∗θUˆ
∗
r
r∗
+ Uˆ∗r
∂u∗θ
∂r∗
+ Uˆ∗z
∂u∗θ
∂z∗
+
Uˆ∗θ u
∗
r
r∗
é
+Ψˆ∗
Ç
u∗r
∂u∗θ
∂r∗
+ u∗z
∂u∗θ
∂z∗
+
u∗θu
∗
r
r∗
å
+
imPˆ ∗
r∗
−
1
Re
Ñ
∂2Uˆ∗θ
∂r∗2
+
1
r∗
∂Uˆ∗θ
∂r∗
−
m2Uˆ∗θ
r∗2
+
∂2Uˆ∗θ
∂z∗2
−
Uˆ∗θ
r∗2
+
2imUˆ∗r
r∗2
+
1
3
Ñ
im
r
∂Uˆ∗r
∂r∗
+
imUˆ∗r
r∗2
−
m2Uˆ∗θ
r∗2
+
im
r
∂Uˆ∗z
∂z∗
éè
= 0,
(B.4.16)
and in axial direction
ρ∗
Ñ
−iω∗Uˆ∗z + u
∗
r
∂Uˆ∗z
∂r∗
+
imu∗θUˆ
∗
z
r∗
+ u∗z
∂Uˆ∗z
∂z∗
+ Uˆ∗r
∂u∗z
∂r∗
+ Uˆ∗z
∂u∗z
∂z∗
é
+Ψˆ∗
Ç
u∗r
∂u∗z
∂r∗
+ u∗z
∂u∗z
∂z∗
å
+
∂Pˆ ∗
∂z∗
−
1
Re
Ñ
∂2Uˆ∗z
∂r∗2
+
1
r∗
∂Uˆ∗z
∂r∗
−
m2Uˆ∗z
r∗2
+
∂2Uˆ∗z
∂z∗2
+
1
3
Ñ
∂2Uˆ∗r
∂z∗∂r∗
+
1
r∗
∂Uˆ∗r
∂z∗
+
im
r∗
∂Uˆ∗θ
∂z∗
+
∂2Uˆ∗z
∂z∗2
éè
= 0.
(B.4.17)
Furthermore, the continuity equation becomes
−iω∗Ψˆ∗ +
∂Ψˆ∗
∂r∗
u∗r +
imΨˆ∗
r∗
u∗θ +
∂Ψˆ∗
∂z∗
u∗z +
∂ρ∗
∂r∗
Uˆ∗r +
∂ρ∗
∂z∗
Uˆ∗z + Ψˆ
∗
Ç
∂u∗r
∂r∗
+
u∗r
r∗
+
∂u∗z
∂z∗
å
+ρ∗
Ñ
∂Uˆ∗r
∂r∗
+
Uˆ∗r
r∗
+
im
r∗
Uˆ∗θ +
∂Uˆ∗z
∂z∗
é
= 0,
(B.4.18)
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and one obtains the energy equation:
ρ∗
3
Ñ
∂Uˆ∗r
∂r∗
+
Uˆ∗r
r∗
+
im
r∗
Uˆ∗θ +
∂Uˆ∗z
∂z∗
é
+ 3ρ∗
2
Ψˆ∗
Ç
∂u∗r
∂r∗
+
u∗r
r∗
+
∂u∗z
∂z∗
å
+
1
RePr
Ñ
ρ∗
Ñ
∂2Ψˆ∗
∂r2∗
+
1
r∗
∂Ψˆ∗
∂r∗
−
m2
r∗2
Ψˆ∗ +
∂2Ψˆ∗
∂z∗2
é
+ Ψˆ∗
Ç
∂2ρ∗
∂r2∗
+
1
r∗
∂ρ∗
∂r∗
+
∂2ρ∗
∂z∗2
å
−4
Ñ
∂Ψˆ∗
∂r∗
∂ρ∗
∂r∗
+
∂Ψˆ∗
∂z∗
∂ρ∗
∂z∗
éé
= 0.
(B.4.19)
The set of Eqns. (B.4.17–B.4.19) poses a generalized eigenvalue problem with eigenvector ω:
Aλ = ωBλ, (B.4.20)
where
λ = [Uˆ∗r , Uˆ
∗
θ , Uˆ
∗
z , Pˆ
∗, Ψˆ∗]T (B.4.21)
B.5 Local Stability
As in the BiGlobal approach, in the local approach we assume that the fluctuating quantities
are harmonic in time with the frequency ω, in azimuthal direction with the azimuthal wave
number m. Furthermore two additional assumptions are made: Firstly, it is assumed that
the base flow is homogeneous in axial direction, which leads to vanishing derivatives of the
base flow in z-direction. Secondly, the coherent fluctuation is harmonic in axial direction
with the complex wave number α.
The phase angle in Eqns. (B.4.1) therefore is
ξ = mθ + αz − ωt (B.5.1)
Due to the adaptation of the modal approach and the assumption of base flow homogeneity
in axial direction, the derivative operators of temporal means and coherent fluctuation quan-
tities differ from those in the BiGlobal approach. All derivatives of base flow quantities with
respect to z are zero. Furthermore, in a parallel flow the radial component of the base flow
velocity must be zero1. And finally, a derivation of a coherent fluctuation with respect to z
becomes a product of iα with the coherent fluctuation. The derivative operators of temporal
means and coherent fluctuation quantities hence become in the framework of local LSA:
1Note that literature the radial velocity component often is not assumed to be zero. This results in
additional remaining terms involving the radial velocity (see e.g. [8])
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• Scalar gradient
∇φ =
∂φ
∂r
er + 0eθ + 0ez (B.5.2)
∇
(Ùφ exp (imθ − iωt)) = (∂Ùφ
∂r
er +
imÙφ
r
eθ + iαφez
)
exp (imθ − iωt) (B.5.3)
• Scalar Laplacian
∆φ =
1
r
∂
∂r
(
r
∂φ
∂r
)
(B.5.4)
∆
(Ùφ exp (imθ − iωt)) = (1
r
∂
∂r
(
r
∂Ùφ
∂r
)
−
m2
r2
Ùφ− α2φ) exp (imθ − iωt) (B.5.5)
• Vector divergence
∇ ·A = 0 (B.5.6)
∇ ·
ÄıA exp (imθ − iωt)ä = Ç1
r
∂
∂r
Ä
rıArä+ im
r
ıAθ + iαıAzå exp (imθ − iωt) (B.5.7)
• Vector Laplacian
∆
ÄıA exp (imθ − iωt)ä =(∆ıAr − ıAr
r2
−
2im
r2
ıAθ) er exp (imθ − iωt)
+
(
∆ıAθ − ıAθ
r2
+
2im
r2
ıAr) eθ exp (imθ − iωt)
+∆ıAzez exp (imθ − iωt)
(B.5.8)
• Material derivative
(B · ∇)A =
(
−
BθAθ
r
)
rˆ
+
(
Br
∂Aθ
∂r
)
θˆ
+
(
Br
∂Az
∂r
)
zˆ
(B.5.9)
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(B · ∇)
ÄıA exp (imθ − iωt)ä =(
Br
∂ıAr
∂r
+
imBθıAr
r
+ iαBzıAr − BθıAθ
r
)
rˆ exp (imθ − iωt)
+
(
Br
∂ıAθ
∂r
+
imBθıAθ
r
+ iαBzıAθ + BθıAr
r
)
θˆ exp (imθ − iωt)
+
(
Br
∂ıAz
∂r
+
imBθıAz
r
+ iαBzıAz) zˆ exp (imθ − iωt) ,
(B.5.10)
The derivative operators adapted to the local approach given in Eqns. (B.5.2)-(B.5.10) can
now be inserted in the set of Eqns. (B.4.3–B.4.5), which yields for the momentum equation
in radial direction
ρ∗
Ñ
−iω∗Uˆ∗r +
imu∗θUˆ
∗
r
r∗
+ iα∗u∗zUˆ
∗
r −
2u∗θUˆ
∗
θ
r∗
é
−Ψˆ∗
u∗θ
2
r∗
+
∂Pˆ ∗
∂r∗
−
1
Re
Ñ
∂2Uˆ∗r
∂r∗2
+
1
r∗
∂Uˆ∗r
∂r∗
−
m2Uˆ∗r
r∗2
− α∗2Uˆ∗r −
Uˆ∗r
r∗2
−
2imUˆ∗θ
r∗2
+
1
3
Ñ
∂2Uˆ∗r
∂r∗2
+
1
r∗
∂Uˆ∗r
∂r∗
−
Uˆ∗r
r∗2
+
im
r∗
∂Uˆ∗θ
∂r∗
−
imUˆ∗θ
r∗2
+ iα∗
∂ıu∗z
∂r∗
éè
= 0,
(B.5.11)
in azimuthal direction
ρ∗
Ñ
−iω∗Uˆ∗θ +
imu∗θUˆ
∗
θ
r∗
+ iα∗u∗zUˆ
∗
θ +
u∗θUˆ
∗
r
r∗
+ Uˆ∗r
∂u∗θ
∂r∗
é
+
imPˆ ∗
r∗
−
1
Re
Ñ
∂2Uˆ∗θ
∂r∗2
+
1
r∗
∂Uˆ∗θ
∂r∗
−
m2Uˆ∗θ
r∗2
− α∗2Uˆ∗θ −
Uˆ∗θ
r∗2
+
2imUˆ∗r
r∗2
+
1
3
Ñ
im
r
∂Uˆ∗r
∂r∗
+
imUˆ∗r
r∗2
−
m2Uˆ∗θ
r∗2
−
α∗m
r
Uˆ∗z
éè
= 0,
(B.5.12)
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and in axial direction
ρ∗
Ñ
−iω∗Uˆ∗z +
imu∗θUˆ
∗
z
r∗
+ iα∗u∗zUˆ
∗
z + Uˆ
∗
r
∂u∗z
∂r∗
+ iα∗Uˆ∗z u
∗
z
é
+iα∗Pˆ ∗ −
1
Re
Ñ
∂2Uˆ∗z
∂r∗2
+
1
r∗
∂Uˆ∗z
∂r∗
−
m2Uˆ∗z
r∗2
− α∗2Uˆ∗z
+
1
3
Ñ
iα∗
∂Uˆ∗r
∂r∗
+
iα∗
r∗
Uˆ∗r −
α∗m
r∗
Uˆ∗θ − α
∗2Uˆ∗z
éè
= 0.
(B.5.13)
Furthermore, the continuity equation becomes
−iω∗Ψˆ∗ +
imΨˆ∗
r∗
u∗θ + iα
∗Ψˆ∗u∗z +
∂ρ∗
∂r∗
Uˆ∗r
+ρ∗
Ñ
∂Uˆ∗r
∂r∗
+
Uˆ∗r
r∗
+
im
r∗
Uˆ∗θ + iα
∗Uˆ∗z
é
= 0,
(B.5.14)
and one obtains the energy equation:
ρ∗
3
Ñ
∂Uˆ∗r
∂r∗
+
Uˆ∗r
r∗
+
im
r∗
Uˆ∗θ + iα
∗Uˆ∗z
é
+
1
RePr
Ñ
ρ∗
Ñ
∂2Ψˆ∗
∂r2∗
+
1
r∗
∂Ψˆ∗
∂r∗
−
m2
r∗2
Ψˆ∗ − α∗2Ψˆ∗
é
+ Ψˆ∗
Ç
∂2ρ∗
∂r2∗
+
1
r∗
∂ρ∗
∂r∗
å
−4
∂Ψˆ∗
∂r∗
∂ρ∗
∂r∗
é
= 0.
(B.5.15)
The set of Eqns. (B.4.17–B.4.19) poses a dispersion relation for the complex frequency, ω∗,
and the complex axial wave number, α∗. When one of them is fixed, the set of equations can
be formulated as a GEVP where the respective other is the eigenvalue. When α∗ is fixed,
the generalized eigenvalue problem with eigenvalue ω is
A(α)λ = ω∗B(α)λ, (B.5.16)
where
λ = [Uˆ∗r , Uˆ
∗
θ , Uˆ
∗
z , Pˆ
∗, Ψˆ∗]T. (B.5.17)
When ω is fixed, then the eigenvalue problem of α∗ is quadratic. A simple way to reduce a
quadratic GEVP to a linear GEVP is introducing additional unknowns for the eigenfunctions
where α∗ appears quadratic. The eigenvalue problem then becomes:
A(ω)λ = α∗B(ω)λ, (B.5.18)
where
λ = [Uˆ∗r , Uˆ
∗
θ , Uˆ
∗
z , Pˆ
∗, Ψˆ∗, α∗Uˆ∗r , α
∗Uˆ∗θ , α
∗Uˆ∗z , α
∗Ψˆ∗]T. (B.5.19)
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B.6 Stochastic-Coherent Interaction in Non-uniform Den-
sity Flows
It was shown in Chapter A that stochastic fluctuations have an effect on the coherent struc-
tures which evolve on a base flow. The effect of the Reynolds stresses on the coherent
structure is often modeled by an eddy viscosity. To to so the set of equations must be closed
via the Boussinesq approximation.
It is well known, that decomposing velocities and temperature into a Reynolds average and
a fluctuating part leads to additional not vanishing terms including the unknown stochastic
fluctuation quantities. These make closure of the equations further difficult. The Favre
averaging solves this problem for the mean flow equations.
The same problem of additional unknown terms including stochastic fluctuations appears
for the governing equations of hyrdodynamic instabilities in non-uniform density flows. This
problem cannot be solved by applying a Favre average. In the framework of this thesis it is
assumed that these additional terms are negligible in comparison with the terms which appear
in the Boussinesq approximation. Therefore, the turbulence closure, which was applied on
uniform-density flows will also be applied on non-uniform density flows.
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