Invariance entropy, quasi-stationary measures and control sets by Colonius, Fritz
ar
X
iv
:1
70
5.
08
65
8v
2 
 [m
ath
.D
S]
  2
7 N
ov
 20
17
INVARIANCE ENTROPY, QUASI-STATIONARY MEASURES
AND CONTROL SETS
FRITZ COLONIUS
Abstract. For control systems in discrete time, this paper discusses measure-
theoretic invariance entropy for a subset Q of the state space with respect
to a quasi-stationary measure obtained by endowing the control range with
a probability measure. The main results show that this entropy is invariant
under measurable transformations and that it is already determined by certain
subsets of Q which are characterized by controllability properties.
1. Introduction
Metric invariance entropy provides a measure-theoretic analogue of the topologi-
cal notion of (feedback) invariance entropy hinv(Q) of deterministic control systems,
cf. Nair, Evans, Mareels and Moran [19] and Kawan [17]. The present paper dis-
cusses metric invariance entropy and its relations to controllability properties. We
consider control systems in discrete time of the form
(1.1) xk+1 = f(xk, uk), k ∈ N = {0, 1, . . .},
where f :M × Ω→M is continuous and M and Ω are metric spaces.
For an initial value x0 ∈M at time k = 0 and control u = (uk)k≥0 ∈ U := ΩN we
denote the solutions by xk = ϕ(k, x0, u), k ∈ N. The notion of invariance entropy
hinv(Q) describes the average data rate needed to keep the system in a given subset
Q of M (forward in time). It is constructed with some analogy to topological
entropy of dynamical systems. A major difference of entropy in a control context
to entropy for dynamical systems (cf. Walters [25] or Viana and Oliveira [24]) is that
the minimal required entropy for the considered control task is of interest instead
of the “total” entropy generated by the dynamical system, hence the infimum over
open covers or partitions is taken instead of the supremum.
The present paper discusses notions of metric invariance entropy modifying and
extending the analysis in Colonius [6, 7]. A probability measure on the space Ω of
control values is fixed. Then an associated quasi-stationary measure η for Q is con-
sidered and an entropy notion is constructed that takes into account information on
feedbacks. A significant relaxation compared to topological invariance entropy is
that only invariance with η-probability one is required (this was not done in [6, 7]).
The main results are Theorem 2.13 showing that the invariance entropy does not
decrease under semi-conjugacy, Theorem 2.16 showing that the topological invari-
ance entropy is an upper bound for the metric invariance entropy and Theorems 5.7
and 5.8 providing conditions under which the metric invariance entropy is already
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determined by certain maximal subsets of approximate controllability within the
interior of Q (i.e., invariant W -control sets with W := intQ).
A general reference to quasi-stationary measures is the monograph Collett, Mar-
tinez and San Martin [5]; the survey Me´le´ard and Villemonais [18] presents, in par-
ticular, applications to population dynamics where quasi-stationary distributions
correspond to plateaus of mortality rates. Intuitively speaking, quasi-stationarity
measures may exist when exit from Q occurs with probability one for time tending
to infinity, while in finite time a quasi-stationary behavior develops. A bibliography
for quasi-stationary measures with more than 400 entries is due to Pollett [21].
For controllability properties in discrete time, the results by Jakubczyk and Son-
tag [14] on reachability are fundamental. Related results, in particular on control
sets, are due to Albertini and Sontag [2, 1], Sontag and Wirth [23] and Wirth [27],
Patra˜o and San Martin [20] and Colonius, Homburg and Kliemann [8]. The case
of W -control sets has only been discussed in the continuous-time case, cf. Colonius
and Lettau [9]. Although many properties of control sets and W -control sets in
discrete time are analogous to those in continuous time, some additional difficulties
occur. In particular, in the proofs one has to replace the interior of a control set
by its transitivity set or its closely related core.
System (1.1) together with the measure ν on Ω generates a random dynamical
system. Metric and topological entropy of such systems have been intensely studied,
see, e.g., Bogenschu¨tz [4]. If the control range Ω in (1.1) is a finite set, say Ω =
{1, . . . , p}, then the associated right hand sides gi = f(·, i), i ∈ Ω, generate a
semigroup of continuous maps acting on M . The metric and topological entropy
theory of finitely generated semigroups acting on compact metric spaces has recently
found interest, see, e.g., Rodrigues and Varandas [22].
The contents of this paper is as follows: In Section 2 definitions of metric in-
variance entropy are presented and discussed. In particular, the behavior under
measurable transformations is characterized and it is shown that the topological
invariance entropy is an upper bound for metric invariance entropy. Section 3 re-
lates the metric invariance entropy to properties of coder-controllers rendering Q
invariant. Section 4 presents conditions ensuring that this entropy is already deter-
mined on a subset K which is invariant in Q, i.e., a set which cannot be left by the
system without leaving Q. In Section 5, invariant W -control sets are introduced
and their properties are analyzed. The union of their closures yields a set K satis-
fying the conditions derived earlier guaranteeing that the metric invariance entropy
of Q coincides with the metric invariance entropy of K. Examples 2.17 and 5.13
illustrate some of the concepts in simple situations.
Notation. Given a probability measure µ we say that a property holds for
µ-a.a. (almost all) points if it is valid outside a set of µ-measure zero.
2. Definition of metric invariance entropy
In this section, we present definitions of metric invariance entropy and discuss
their motivation. First we recall entropy of dynamical systems which also serves to
introduce some notation.
Let µ be a probability measure on a space X endowed with a σ-algebra F. For
every finite partition P = {P1, . . . , Pn} of X into measurable sets the entropy is
defined as Hµ(P) = −
∑
i φ (µ(Pi)), where φ(x) = x log x, x ∈ (0, 1] with φ(0) = 0.
The entropy specifies the expected information gained from the outcomes in P of an
INVARIANCE ENTROPY, QUASI-STATIONARY MEASURES AND CONTROL SETS 3
experiment, or the amount of uncertainty removed upon learning the P-address of
a randomly chosen point. For a dynamical system generated by a continuous map
T on a compact metric space X one considers an invariant measure on the Borel
σ-algebra B(X), i.e., µ(T−1E) = µ(E) for all E ∈ B(X). For a finite partition P
of X and j ∈ N one finds with T−jP := {T−jP |P ∈ P } that
Pn :=
∨n−1
j=0
T−jP = P ∨ T−1P ∨ · · · ∨ T−(n−1)P
again is a finite partition of X (for two collections A and B of sets the join is
A ∨ B = {A ∩ B |A ∈ A and B ∈ B}). The entropy of T with respect to the
partition P is hµ(T,P) := limn→∞
1
nHµ (Pn). Using conditional entropy, one can
also write
(2.1) Hµ (Pn) =
n−1∑
i=0
Hµ (Pi+1 |Pi ) .
The metric entropy of T is hµ(T ) := supP hµ(T,P), where the supremum is taken
over all finite partitions P of X , i.e., it is the total information generated by the
dynamical system generated by T .
This concept has to be modified when we want to determine the minimal infor-
mation that is needed to make a subset Q of the state space of a control system
(1.1) invariant under feedbacks. We suppose that a closed set Q ⊂M is given and
fix a probability measure ν on the Borel σ-algebra B(Ω) of the control range Ω.
Let p(x,A) = ν {ω ∈ Ω |f(x, ω) ∈ A} , x ∈ M, A ⊂ M , be the associated Markov
transition probabilities. A quasi-stationary measure with respect to Q of M is a
probability measure η on B(M) such that for some ρ ∈ (0, 1]
(2.2) ρη(A) =
∫
Q
p(x,A)η(dx) for all A ∈ B(Q).
The measure η is stationary if and only if ρ = 1. With A = Q one obtains
ρ =
∫
Q p(x,Q)η(dx) and the support suppη is contained in Q. Results on the
existence of quasi-stationary measures are given, e.g., in Collett, Martinez and San
Martin [5, Proposition 2.10 and Theorem 2.11] and Colonius [6, Theorem 2.9].
With the shift θ : U → U , (uk)k≥0 7→ (uk+1)k≥0, control system (1.1) can equiv-
alently be described by the continuous skew product map
(2.3) S : U ×M → U ×M, (u, x) 7→ (θu, f(x, u0)),
where U = ΩN is endowed with the product topology. Then Sk(u, x) = (θku, ϕ(k, x, u)).
A conditionally invariant measure µ for the map S with respect to Q ⊂ M is
a probability measure on the Borel σ-algebra of U × M such that 0 < ρ :=
µ(S−1(U ×Q) ∩ (U ×Q)) ≤ 1 and
(2.4) ρµ(B) = µ(S−1B ∩ (U ×Q)) for all B ∈ B(U ×M).
We write SQ := S|U×Q : U ×Q→ U ×M for the restriction. Then the condition in
(2.4) can be written as ρµ(B) = µ(S−1Q B). For k ∈ N the measure µ is conditionally
invariant for SkQ with constant ρ
k and, in particular, ρ−kµ is a probability measure
on S−kQ (U ×Q).
If η is a quasi-stationary measure, one finds that with the product measure νN
on U = ΩN the measure µ = νN × η is a probability measure on the product
space U ×M satisfying (2.4), cf. [6, Proposition 2.8]. In the present paper only
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conditionally invariant measures of this form are considered and ν will be fixed
(cf., e.g., Demers and Young [12], Demers [11] for results on general conditionally
invariant measures). Often we will suppress the dependence on ν and only indicate
the dependence on the quasi-stationary measure η.
Next we construct certain partitions for subsets of U × Q whose entropy with
respect to µ = νN × η will be used to define metric invariance entropy.
Definition 2.1. For a closed subset Q ⊂ M an invariant (Q, η)-partition Cτ =
Cτ (P , F ) is given by τ ∈ N, a finite partition P of Q into Borel measurable sets and
a map F : P → Ωτ assigning to each set P in P a control function such that
(2.5) ϕ(k, x, F (P )) ∈ Q for k ∈ {1, . . . , τ} and η-a.a. x ∈ P.
When no misunderstanding can occur, we just talk about invariant Q-partitions
or just invariant partitions. Clearly, condition (2.5) means that
η{x ∈ P |ϕ(k, x, F (P )) ∈ Q for k = 1, . . . , τ } = η(P ).
Fix an invariant (Q, η)-partition Cτ = Cτ (P , F ) with P = {P1, . . . , Pq}. Abbreviate
Fi := F (Pi) ∈ Ωτ , i = 1, . . . , q, and define for every word a := [a0, a1, . . . , an−1],
n ∈ N, with aj ∈ {1, . . . , q} a control function ua on {0, . . . , nτ − 1} by applying
these feedback maps one after the other: for i = 0, . . . , n− 1 and k = 0, . . . , τ − 1
(2.6) (ua)iτ+k := (Fai)k .
We also write ua := (Fa0 , Fa1, . . . , Fan−1). A word a is called (η, Cτ )-admissible if
(2.7) η {x ∈ Q |ϕ(iτ, x, ua) ∈ Pai for i = 0, 1, . . . , n− 1} > 0.
Note that for η-a.a. x it follows that ϕ(k, x, ua) ∈ Q for k = 0, . . . , nτ if ϕ(iτ, x, ua) ∈
Pai for i = 0, . . . , n − 1. If η and Cτ are clear from the context, we just say that
a is admissible. The admissible words describe the sequences of partition elements
under the feedbacks associated with Cτ which are followed with positive probability.
For P ∈ P we define
(2.8) A(P, η) = {u ∈ U |ϕ(k, x, u) ∈ Q for k = 1, . . . , τ and η-a.a. x ∈ P } × P
and
A(Cτ , η) = {A(P, η) |P ∈ P } with union A(Cτ , η) =
⋃
P∈P
A(P, η).
Here and in the following the dependence on Cτ (actually, these sets only depend
on (P , τ)) or η is omitted, if it is clear from the context. The controls u in (2.8)
can be considered as constant parts of feedbacks keeping η-almost all x ∈ P in Q
up to time τ .
Lemma 2.2. The sets A(P, η) defined in (2.8) are Borel measurable, hence A is a
measurable partition of A which, in general, is a proper subset of U ×Q.
Proof. Clearly the sets A(P, η) are pairwise disjoint, hence it only remains to show
measurability. We only prove this for the case τ = 1, where it suffices to show that
{u ∈ Ω |f(x, u) ∈ Q for η-a.a. x ∈ P } =
{
u ∈ Ω
∣∣η(f(·, u)−1Q ∩ P ) ≥ η(P )}
is measurable. First we claim that for compact K ⊂ P and δ > 0 the set
(2.9)
{
u ∈ Ω
∣∣η(f(·, u)−1Q ∩K) ≥ η(P )− δ}
is closed. In fact, if this set is nonvoid, let un ∈ Ω, un → u ∈ Ω with
η(f(·, un)
−1Q ∩K) ≥ η(P )− δ.
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The sets Bm defined by
Bm :=
∞⋃
i=m
f(·, ui)
−1Q ∩K,B :=
∞⋂
m=1
Bm,
are decreasing and η(B) = limm→∞ η(Bm) ≥ η(P )− δ. Furthermore, suppose that
a subsequence of yi ∈ f(·, ui)−1Q ∩ K, i ∈ N, converges to y. Since f−1(Q,Ω) is
closed, it follows that y ∈ f(·, u)−1Q∩K. This shows that B ⊂ f(·, u)−1Q∩K and
hence closedness of the set in (2.9) follows from
η(f(·, u)−1Q ∩K) ≥ η(B) ≥ η(P )− δ.
Since Ω is a compact metric space, regularity of the probability measure η implies
that there are compact sets Kn ⊂ P with η(P \Kn) ≤
1
n (cf. Viana and Oliveira
[24, Proposition A.3.2]). Hence{
u ∈ Ω
∣∣η(f(·, u)−1Q ∩ P ) ≥ η(P )} ⊂ {u ∈ Ω ∣∣η(f(·, u)−1Q ∩Kn) ≥ η(P )− 1/n} ,
and it follows that{
u ∈ Ω
∣∣η(f(·, u)−1Q ∩ P ) ≥ η(P )} = ∞⋂
n=1
{
u ∈ Ω
∣∣∣∣η(f(·, u)−1Q ∩Kn) ≥ η(P )− 1n
}
.
Thus the set on the left hand side is measurable as countable intersection of closed
sets. 
A sequence (A0, . . . , An−1) of sets in A is called Cτ -admissible (or a Cτ -itinerary),
if there is an admissible word a = [a0, . . . , an−1] of length n with Ai = A(Pai ) ∈ A
for all i. Then also the set
(2.10) Da = A0 ∩ S
−τA1 ∩ · · · ∩ S
−(n−1)τAn−1 ∈
n−1∨
i=0
S−iτQ A
is called admissible. Only the sets Da with µ(Da) > 0 will be relevant (as usual, if
µ(Da) = 0, this set is simply omitted in the following).
Note that µ-a.a. (u, x) ∈ Da satisfy ϕ(k, x, u) ∈ Q for k = 0, . . . , nτ . The
collection of all sets Da is
(2.11)
An :=
{
Da ∈
n−1∨
i=0
S−iτA |a admissible
}
, An :=
⋃
a admissible
Da ⊂ S
−(n−1)τ
Q (U ×Q).
Observe that A1 = A and that An is a measurable partition of An and, for conve-
nience, we set A0 = U ×Q. Note that the inclusion An+1 ⊂ An holds for all n ∈ N,
and that, in general, it is proper.
Remark 2.3. For invariant (Q, η)-partitions the inclusion
(2.12) An+m ⊂ An ∨ S
−nτAm, n,m ∈ N,
does not hold, in general (in contrast to Colonius [6, Lemma 3.3] where only exis-
tence of a trajectory following a sequence of partition elements is required). The
problem is that for an (η, Cτ )-admissible word a = [a0, . . . , an−1, an, . . . , an+m−1]
the word [an, . . . , an+m−1] need not be (η, Cτ )-admissible: Certainly, the inequality
η
{
y ∈ Q
∣∣ϕ(iτ, y, u[an,,...,n+m−1]) ∈ Pan+i for i = 0, . . . ,m− 1}
≥ η {ϕ(nτ, x, ua) ∈ Q |x ∈ Q,ϕ(iτ, x, ua) ∈ Pai for i = 0, . . . , n+m− 1}
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holds, but the term on the right hand side need not be positive. This could be
guaranteed by changing the definition of (η, Cτ )-admissible words a = [a0, . . . , an−1]
to: For all j = 0, 1, . . . , n− 1
η {y ∈ Q |ϕ(iτ, y, ua) ∈ Pai for i = j, j + 1, . . . , n− 1} > 0.
We do not adapt this definition since the inclusion (2.12) is not needed below.
The direct way to define a notion of metric invariance entropy is to consider
the entropy of the partitions An of the sets An. An alternative is to consider the
additional information in every step. We start with the first choice.
We consider the entropyHρ−(n−1)τµ(An(Cτ )) ofAn(Cτ ) inAn(Cτ ) ⊂ S
−(n−1)τ
Q (U×
Q) with respect to the probability measure ρ−(n−1)τµ and then take the average of
the required information as time tends to ∞ to get the invariance µ-entropy of Cτ ,
hµ(Cτ , Q) := lim sup
n→∞
1
nτ
Hρ−(n−1)τµ(An(Cτ )).
Definition 2.4. Let η be a quasi-stationarymeasure on a closed setQ for a measure
ν on Ω and set µ = νN × η. The invariance entropy for control system (1.1) is
(2.13) hµ(Q) := lim sup
τ→∞
inf
Cτ
hµ(Cτ , Q),
where for fixed τ ∈ N the infimum is taken over all invariant (Q, η)-partitions
Cτ = Cτ (P , F ). If no invariant (Q, η)-partition Cτ exists, we set hµ(Q) :=∞.
The following remarks comment on this definition.
Remark 2.5. An objection to the consideration of Hρ−(n−1)τµ(An) might be that
An is not a partition of S
−(n−1)τ
Q (U ×Q), while ρ
−(n−1)τµ is a probability measure
on this space. However, one may add to the collection An(Cτ ) the complement
Zn :=
(
S
−(n−1)τ
Q (U ×Q)
)
\ An(Cτ ).
Thus one obtains a partition An ∪ {Zn} of S
−(n−1)τ
Q (U ×Q) with entropy
Hρ−(n−1)τµ (An(Cτ ) ∪ {Zn}) = Hρ−(n−1)τµ(An(Cτ ))− φ
(
ρ−(n−1)τµ(Zn)
)
.
For each n ∈ N the second summand is bounded by 1/e = maxx∈[0,1](−φ(x)) and
hence
hµ(Cτ ) = lim sup
n→∞
1
nτ
Hρ−(n−1)τµ(An(Cτ )) = lim sup
n→∞
1
nτ
Hρ−(n−1)τµ (An(Cτ ) ∪ {Zn}) .
This shows that hµ(Cτ ) is given by the entropy of bona fide partitions.
Remark 2.6. Definition (2.13) ensures that τ →∞. This will be needed in the proof
of Theorem 4.3(ii). Instead of the limit superior for n → ∞ and τ → ∞ one also
might consider the limit inferior. However, the limit superior is advantageous in
Theorem 4.3(iii). For topological invariance entropy, one takes instead an infimum
over all invariant open covers (where the partition P is replaced by an open cover
of Q). Then it follows that it suffices to take the limit for τ → ∞, cf. Kawan [17,
Theorem 2.3 and its proof].
Remark 2.7. If the sets in invariant (Q, η)-partitions Cτ and C′τ coincide modulo
η-null sets, the entropies Hρ−(n−1)τµ(An(Cτ )) and Hρ−(n−1)τµ(An(C
′
τ )), n ∈ N, co-
incide. Hence it suffices to specify a partition of Q outside of a set of η-measure
zero.
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Remark 2.8. For a stationary measure η the trivial partition of Q yields an invariant
partition. In fact, for every τ > 0 there is an invariant (Q, η)-partition Cτ =
Cτ ({Q}, F ), where the control F (Q) ∈ U can be chosen arbitrarily in a set of full
νN-measure in U . Thus the associated metric invariance entropy vanishes. This is
seen as follows: Assume, contrary to the assertion, that there is a set U0 ⊂ U with
νN(U0) > 0 such that for every u ∈ U0
(2.14) η{x ∈ Q |ϕ(k, x, u) ∈ Q for k = 1, . . . , τ } < η(Q) = 1.
We may assume that there is k ∈ {1, . . . , τ} such that for every u ∈ U0
η{x ∈ Q |ϕ(k, x, u) ∈ Q} < 1.
By invariance of νN × η Fubini’s theorem yields the contradiction
1 =
∫
U×Q
S−kQ (U ×Q)(ν
N × η)(du, dx) =
∫
U
∫
Q
χ{(u,x)|ϕ(k,x,u)∈Q}η(dx)ν
N(du)
<
∫
U0
η(Q)νN(du) +
∫
U\U0
η(Q)νN(du) =
∫
U
η(Q)νN(du) = 1.
Remark 2.9. If there exists an invariant partition, then invariant partitions with
arbitrarily large time step τ exist. It suffices to see that for every invariant partition
Cτ = Cτ (P , F ) there exists an invariant partition C2τ = C2τ (P2, F 2). In fact, for
Pi, Pj ∈ P let
Pij := {x ∈ Pi |ϕ(τ, x, F (Pi)) ∈ Pj } = Pi ∩ ϕ(τ, ·, F (Pi))
−1Pj}.
This yields a partition of Q given by P2 := {Pij |Pi, Pj ∈ P }. Define feedbacks
F 2 : P2 → Ω2τ by
F 2(Pij)(r) :=
{
F (Pi)(r) for r = 0, . . . , τ − 1
F (Pj)(r − τ) for r = τ, . . . , 2τ − 1
.
Then C2τ = (P2, F 2) is an invariant partition.
An alternative concept of metric invariance entropy can be based on the addi-
tional information gained in every time step (this was proposed in Colonius [6] and
is slightly reformulated below). The following construction has to take into account
that the space An that is partitioned decreases in every time step.
Let an invariant partition Cτ be given. Then the partition An = An(Cτ ) of An
induces a partition of An+1: For D ∈ An let
(2.15) An+1(D) = {E ∈ An+1 |E ∩D 6= ∅},An+1(D) =
⋃
E∈An+1(D)
E.
Since E ∩D 6= ∅ implies E ⊂ D and the sets An+1(D) are mutually disjoint, one
obtains an induced partition
(2.16) An+1n := {An+1(D) |D ∈ An } of An+1 =
⋃
D∈An
An+1(D).
Clearly, An+1 is a refinement of A
n+1
n . The information from An that is relevant
for An+1 comes from the partition A
n+1
n . Assuming that the information encoded
in An+1n is known at the time step n, the incremental information is the conditional
entropy of An+1 given A
n+1
n (with respect to ρ
−nτµ). For every n ∈ N
Hρ−nτµ(An+1) = Hρ−nτµ(A
n+1
n ) +Hρ−nτµ(An+1
∣∣An+1n ),
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where the conditional entropy of An+1 given A
n+1
n is
(2.17)
Hρ−nτµ(An+1
∣∣An+1n ) = − ∑
D∈An
ρ−nτµ(An+1(D))
∑
E∈An+1
φ
(
µ(D ∩E)
µ(An+1(D))
)
.
(Observe that in the argument of φ one may multiply numerator and denominator
by ρ−nτ .) Taking the average incremental information one arrives at the following
notion.
Definition 2.10. Let η be a quasi-stationary measure on a closed set Q for a
measure ν on Ω and set µ = νN×η. For an invariant (Q, η)-partition Cτ = Cτ (P , F )
define the incremental invariance entropy of Cτ by
hincµ (Cτ , Q) = lim sup
n→∞
1
nτ
n−1∑
j=0
Hρ−jτµ
(
Aj+1(Cτ )
∣∣∣Aj+1j (Cτ )) ,
and define the incremental invariance entropy for control system (1.1) by
(2.18) hincµ (Q) := lim sup
τ→∞
inf
Cτ
hincµ (Cτ , Q),
where the infimum is taken over all invariant (Q, η)-partitions Cτ (P , F ). If no
invariant (Q, η)-partition Cτ exists, we set hincµ (Q) :=∞.
Regrettably, a formula analogous to (2.1) for dynamical systems is not available
for invariance entropy of control systems. Hence the relation between the invariance
entropy and the incremental invariance entropy remains unknown. The following
proposition only describes a relation between the entropy of An and of the induced
partition An+1n .
Proposition 2.11. There is K ∈ N such that for all n ∈ N
Hρ−nτµ(A
n+1
n ) ≤ Hρ−nτ (An) +K/e.
Proof. There is K ∈ N such that for every probability measure m there are at
most K mutually disjoint sets A1, . . . , AK with m(Ai) > ρ
τ/e, since
∑K
i=1m(Ai) ≤
1. In particular, for every n ∈ N there are at most K sets D ∈ An such that
ρ−(n−1)τµ(D) > ρτ/e, since every D ∈ An is contained in S
−(n−1)τ
Q (U × Q) and
ρ−(n−1)τµ is a probability measure on this set. This inequality is equivalent to
ρ−nτµ(D) > 1/e. Let Abign be the set of elements in An with ρ
−nτµ(D) > 1/e. The
other elements D in An satisfy
ρ−nτµ(An+1(D)) ≤ ρ
−nτµ(D) ≤ 1/e.
Since φ is monotonically decreasing on [0, 1/e] it follows that φ(ρ−nτµ(An+1(D))) ≥
φ(ρ−nτµ(D)) and hence
Hρ−nτµ(A
n+1
n ) ≤ Hρ−nτ (An)−Kminφ ≤ Hρ−nτ (An) +K/e.

Next we analyze the behavior of both notions of invariance entropy under mea-
sure preserving transformations (cf. Walters [25, §2.3]). For notational simplicity,
we suppose that the control ranges and the measures on them coincide.
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Definition 2.12. Consider two control systems of the form (1.1) on M1 and M2,
respectively, given by
(2.19) xk+1 = f1(xk, uk) and yk+1 = f2(yk, uk) with (uk) ∈ U = Ω
N.
Let ν be a probability measure on Ω and suppose that η1 and η2 are corresponding
quasi-stationary measures with respect to closed subsets Q1 ⊂ M1 and Q2 ⊂ M2,
respectively. We say that (f2, η2) is semi-conjugate to (f1, η1), if there are subsets
Ωˆ ⊂ Ω and Qˆi ⊂ Qi of full ν-measure and full ηi-measure, i = 1, 2, resp., with the
following properties:
(i) there exists a measurable map π : Qˆ1 → Qˆ2 such that π maps η1 onto η2, i.e.,
(2.20) (π∗η1)(B) := η1(π
−1B) = η2(B) for all B ⊂ Qˆ2,
(ii) one has fi(x, ω) ∈ Qˆi for all (ω, x) ∈ Ωˆ× Qˆi, i = 1, 2, and
(2.21) π(f1(x, ω)) = f2(πx, ω) for ω ∈ Ωˆ and x ∈ Qˆ1.
The map π is called a semi-conjugacy from (f1, η1) to (f2, η2). In terms of the
solutions, condition (2.21) implies that for νN-a.a. u ∈ ΩN and η1-a.a. x ∈ Q1
πϕ1(k, x0, u) = ϕ2(k, πx0, u) for all k ∈ N.
With the associated skew product maps Si(u, x) = (θu, fi(x, u0)) one obtains
Si(Ωˆ
N × Qˆi) ⊂ ΩˆN × Qˆi, i = 1, 2, and for all (u, x) ∈ ΩˆN × Qˆ1
(idU × π) ◦ S1(u, x) = (idU × π) (θu, f1(x, u0)) = (θu, f2(πx, u0))(2.22)
= S2 ◦ (idU × π) (u, x).
If the map π is a bimeasurable bijection, we obtain an equivalence relation called
conjugacy. A consequence of the following theorem is that the metric invariance
entropies are invariant under conjugacies.
Theorem 2.13. Suppose that for two control systems given by (2.19) there is a
semi-conjugacy π from (f1, η1) to (f2, η2). Then the constants ρi coincide and with
µi = ν
N × ηi, i = 1, 2, the metric invariance entropy satisfies
hµ1(Q1) ≤ hµ2(Q2) and h
inc
µ1 (Q1) ≤ h
inc
µ2 (Q2).
Proof. First observe that η2(Qˆ2) = η1(π
−1Qˆ2) = η1(Qˆ1) and
µ2 = ν
N × η2 = (idU × π)∗ (ν
N × η1) = (idU × π)∗ µ1.
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Furthermore ρ1 = ρ2, since properties (2.20) and (2.22) imply
ρ2 = ρµ2(U × Qˆ2) = µ2{(u, y) ∈ U ×Q2
∣∣∣S2(u, y) ∈ U × Qˆ2 }
= µ2{(u, y) ∈ Ωˆ
N × Qˆ2
∣∣∣S2(u, y) ∈ U × Qˆ2 }
= µ1 (idU × π)
−1 {(u, y) ∈ ΩˆN × Qˆ2
∣∣∣S2(u, y) ∈ U × Qˆ2 }
= µ1{(u, x) ∈ Ωˆ
N × Qˆ1
∣∣∣S2 ◦ (idU × π)(u, x) ∈ U × Qˆ2 }
= µ1{(u, x) ∈ Ωˆ
N × Qˆ1
∣∣∣(idU × π) ◦ S1(u, x) ∈ U × Qˆ2 }
= µ1{(u, x) ∈ Ωˆ
N × Qˆ1
∣∣∣S1(u, x) ∈ U × Qˆ1 }
= µ1{(u, x) ∈ U ×Q1
∣∣∣S1(u, x) ∈ U × Qˆ1 }
= ρ1µ1(U × Qˆ1) = ρ1.
Let C2,τ = C2,τ (P2, F ) be an invariant (Q2, η2)-partition. Then it follows that
π−1P2 = {π−1P |P ∈ P2 } is a measurable partition of Q1 = π−1Q2 modulo η1-null
sets and we may assume that π−1P ⊂ Qˆ1 for all P . For P ∈ P2 it follows that for
η2-a.a. x ∈ P one has ϕ2(k, x, F (P )) ∈ Q2 for all k ∈ {1, . . . , τ} if and only if for
η1-a.a. y ∈ π−1P one has y = π−1x for some x ∈ P and
ϕ1(k, y, F (P )) ∈ π
−1ϕ2(k, x, F (P )) ∈ π
−1Q2 = Q1 for all k ∈ {1, . . . , τ}
(note that the preimage under π of an η2-null set is an η1-null set). By Remark 2.7
it follows that C1,τ = C1,τ (π−1P2, F ) with F (π−1P ) := F (P ), π−1P ∈ π−1P1, is an
invariant (Q1, η1)-partition. Then the preimage of the collection A(C2,τ ) of U ×Q1
equals the collection
A(C1,τ ) = {(idU × π)
−1
A |A ∈ A(C2,τ )}.
Let a be a (Q2, η2)-admissible word. Then
0 < η2 {y ∈ Q2 |ϕ2(iτ, y, ua) ∈ Pai for i = 0, 1, . . . , n− 1}
= η2
{
y ∈ Qˆ2 |ϕ2(iτ, y, ua) ∈ Pai for i = 0, 1, . . . , n− 1
}
= η1
{
π−1y ∈ Qˆ1 |ϕ2(iτ, y, ua) ∈ Pai for i = 0, 1, . . . , n− 1
}
= η1
{
x ∈ Qˆ1 |ϕ2(iτ, πx, ua) ∈ Pai for i = 0, 1, . . . , n− 1
}
= η1
{
x ∈ Qˆ1 |πϕ1(iτ, x, ua) ∈ Pai for i = 0, 1, . . . , n− 1
}
= η1
{
x ∈ Qˆ1
∣∣ϕ1(iτ, x, ua) ∈ π−1Pai for i = 0, 1, . . . , n− 1} .
It follows that a is also (Q1, η1)-admissible. The same arguments show that every
(Q1, η1)-admissible word is also (Q2, η2)-admissible and hence for all n ∈ N
(idU × π)
−1
An(C2,τ ) = An(C1,τ ).
One finds for the entropy
H
ρ
−(n−1)τ
1 µ1
(An(C1,τ )) = Hρ−(n−1)τ2 µ2
(An(C2,τ )), n ∈ N,
and hence hµ1(C1,τ ) = hµ2(C2,τ ).
INVARIANCE ENTROPY, QUASI-STATIONARY MEASURES AND CONTROL SETS 11
Taking first the infimum over all invariant (Q2, η2)-partitions and then over all
invariant (Q1, η1)-partitions one finds that hµ1(Q1) ≤ hµ2(Q2). These arguments
also show that hµ2(Q1) =∞ if hµ1(Q2) =∞.
For the incremental invariance entropy one similarly finds that for all n ∈ N
(idU × π)A
n+1
n (C1,τ ) = A
n+1
n (C2,τ ).
Then it follows that
Hρ−nτµ1(An+1(C1,τ )
∣∣An+1n (C1,τ ) ) = Hρ−nτµ2(An+1(C2,τ ) ∣∣An+1n (C2,τ ) )
and the inequality of the incremental invariance entropies is a consequence. 
Remark 2.14. Observe that the inequalities for invariance entropies under semi-
conjugacy are opposite to the inequalities for entropy of dynamical systems, cf.
Viana and Oliveira [24, Exercise 9.1.5]. This is due to the fact that we construct
invariant (Q1, η1)-partitions from invariant (Q2, η2)-partitions and then take the
infimum (instead of the supremum) of partitions. Note also that for topological
invariance entropy Kawan [17, Proposition 2.13] constructs from spanning sets of
controls for Q1 spanning sets for Q2. Then letting the time tend to infinity and
taking the infimum over spanning sets one gets that the invariance entropy of Q1
is greater than or equal to the invariance entropy of Q2.
To conclude this section we show that the metric invariance entropy is bounded
above by the topological invariance entropy. As in Kawan [17, Definition 2.2 and
Proposition 2.3(ii)] consider for system (1.1) a compact controlled invariant set
Q ⊂ M , i.e., for every x ∈ Q there is ωx ∈ Ω with f(x, ωx) ∈ Q. For τ ∈ N a set
R ⊂ U is called (τ,Q)-spanning if for all x ∈ Q there is u ∈ R with ϕ(n, x, u) ∈ Q
for all n = 1, . . . , τ . Denote by rinv(τ,Q) the minimal number of elements such a set
can have (if no finite (τ,Q)-spanning set exists, rinv(τ,Q) := ∞). The topological
invariance entropy is defined by
hinv(Q) := lim
τ→∞
1
τ
log rinv(τ,Q).
In order to relate this notion to metric invariance entropy, we use a characterization
of topological invariance entropy by invariant partitions (the original definition due
to Nair et al. [19] uses invariant open covers). Here a (topological) invariant
partition Cτ = C(P , τ, F ) is defined by τ ∈ N, a finite measurable partition P =
{P1, . . . , Pq} of Q and F : P → Ωτ such that
ϕ(k, P, F (P )) ⊂ Q for k = 1, . . . , τ.
Thus, in contrast to (Q, η)-invariant partitions (cf. Definition 2.1), it is required
that every x ∈ P remains in Q under the feedback F (P ). Then a word a =
[a0, a1, . . . , an−1] is called admissible if there exists a point x ∈ Q with ϕ(iτ, x, ua) ∈
Paj for i = 0, 1, . . . , n − 1. Write #Wn(Cτ ) for the number of elements in the set
Wn(Cτ ) of all admissible words of length n and define the entropy of Cτ by
htop(Cτ ) := lim
n→∞
log#Wn(Cτ )
nτ
= inf
n∈N
log#Wn(Cτ )
nτ
.
A topological invariant partition of Q is also a (Q, η)-partition and an η-admissible
word is also admissible in the topological sense. The following characterization of
topological invariance entropy is given in Kawan [17, Theorem 2.3 and its proof].
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Theorem 2.15. For a compact and controlled invariant set Q it holds that
hinv(Q) = inf
Cτ
h(Cτ ) = lim
τ→∞
inf
Cτ
h(Cτ ),
where the first infimum is taken over all invariant Q-partitions Cτ and the second
infimum is taken over all invariant Q-partitions Cτ with fixed τ ∈ N.
The following theorem relates metric and topological invariance entropy.
Theorem 2.16. Let Q be a compact and controlled invariant set Q. Then for every
quasi-stationary measure η on Q the metric entropy with respect to µ = νN × η
satisfies
hµ(Q) ≤ hinv(Q).
Proof. Let η be a quasi-stationary measure on Q and fix a topological invari-
ant partition Cτ (P , F ). Then Cτ (P , F ) is also a (Q, η)-invariant partition and
#An(Cτ ) ≤ #WN (Cτ ) for every n ∈ N, since an η-admissible word is also triv-
ially admissible in the topological sense. Using
Hρ−(n−1)τµ(An(Cτ )) ≤ log#An(Cτ )
one finds that
hµ(Cτ , Q) = lim sup
n→∞
1
nτ
Hρ−(n−1)τµ(An(Cτ )) ≤ lim
n→∞
log#Wn(Cτ )
nτ
= h(Cτ ).
This yields the assertion hµ(Q) ≤ hinv(Q). 
The following example illustrates the existence of quasi-stationary measures in
a simple situation (it is a modification of Colonius, Homburg and Kliemann [8,
Example 1]).
Example 2.17. Consider the family of control systems depending on a real pa-
rameter given by fα : R/Z× [−1, 1]→ R/Z,
(2.23) fα(x, ω) = x+ σ cos(2πx) +Aω + α mod 1.
Suppose that the amplitudes A and σ as well as α take on small positive values. Let
a probability measure ν on Ω := [−1, 1] be given. One obtains Markov transition
probabilities
p(x,B) = ν{ω ∈ Ω |fα(x, ω) ∈ B } for x ∈ R/Z and B ⊂ R/Z.
For α0 = σ−A the extremal graph fα0(·, 1) is tangent to the diagonal at a point c0.
Now let α > α0 and consider Q = [0.2, 0.5]. Colonius [6, Theorem 2.9] implies the
existence of a quasi-stationary measure η for Q with 0 < ρ < 1 if ν has a density
with respect to Lebesgue measure and there is γ > 0 such that p(x,Q) ≥ γ > 0 for
all x ∈ Q. If we take the uniform distribution on Ω = [−1, 1], these condition are
satisfied. By [6, Proposition 2.4], the support of the corresponding conditionally
invariant measure µ = νN × η is contained in
{(u, x) ∈ U ×Q
∣∣∣S−nQ (u, x) ∩ (U ×Q) 6= ∅ for all n ∈ N}.
Let d(α) < 0.5 be given by the intersection of the lower sinusoidal curve fα(·,−1)
with the diagonal. Then points to the left of [d(α), 0.5] leave Q backwards in time,
hence they cannot be in the support of η. Thus the quasi-stationary measure η
has support contained in [d(α), 0.5]. Observe that for the uniform distribution on
Ω there is no stationary measure η with support in Q, hence there is no invariant
measure µ of the form µ = νN × η.
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The Variational Principle for dynamical systems states that the supremum of
the metric entropies coincides with the topological entropy. Certainly, an analogous
result for invariance entropy would give considerable structural insight. Apart from
this, however, it would only be of limited interest. The metric invariance entropy
is introduced since it is smaller than the topological invariance entropy (see also
the discussion of coder-controllers in Section 3). Instead of asking for measures µ
maximizing the entropy one should instead look for measures minimizing hµ over
a classMad of admissible measures, hence to determine measures µ0 with minimal
invariance entropy, i.e.,
hµ0(Q) = infµ∈Mad hµ(Q).
This induces the question over which class Mad of measures one should minimize.
The set of all measures µ = νN × η where η is quasi-stationary with respect to ν is
too big, since one would often obtain that the minimum is zero: This is illustrated
by Example 2.17. There are many stationary measures S with support in Q: Take
µ = (δω)
N× δx(u), where δω and δx(ω) are Dirac measures with f(x(ω), ω) = x(ω) ∈
Q and hµ = 0. The reason is that by the choice ν = δω the invariance problem is
already solved. Instead it seems reasonable to require at least that the support of ν
coincides with the control range Ω, since otherwise we would already know that we
do not need controls in Ω \ suppν. If Ω ⊂ Rm has positive Lebesgue measure λ(Ω)
one might even restrict attention to the measures ν which are absolutely continuous
with respect to λ. Concerning the support of the quasi-stationary measure η it is
immediately clear that Q \ suppη does not contribute to hµ. Some further results
will be given in Sections 4 and 5.
3. Relations to coder-controllers
This section defines coder-controllers associated with a quasi-stationary measure
rendering Q invariant, and shows that their minimal entropy coincides with the
entropy hµ(Q).
A coder-controller (cf., e.g., Kawan [17, Section 2.5]) may be defined as a quadru-
ple H = (S, γ, δ, τ) where S = (Sk)k∈N denotes finite coding alphabets and the
coder mapping γk : M
k+1 → Sk associates to the present and past states the
symbol sk ∈ Sk. At time kτ , the controller has k + 1 symbols s0, . . . , sk avail-
able and generates a control uk ∈ Ωτ . The corresponding controller mapping is
δk : S0 × · · · × Sk → Ωτ . Thus of interest are for x0 ∈ Q the sequences
(3.1) xk+1 := ϕ(τ, xk, uk), k ∈ N,
with
(3.2) uk = δk(γ0(x0), γ1(x0, x1), . . . , γk(x0, x1, . . . , xk)) ∈ Ω
τ
satisfying
(3.3) ϕ(i, xk, uk) ∈ Q for all i ∈ {1, . . . , τ} and all k ∈ N.
In the following construction, we suppose that the coding alphabet S is independent
of k. Hence
γk :M
k+1 → S and δk : S
k+1 → Ωτ .
Each sequence of symbols in Sk defines a coding region in Q which is defined as
the set of all initial states x0 which force the coder to generate this sequence. More
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precisely, for s = (s0, . . . , sk−1) ∈ Sk let
Ps := {x0 ∈ Q |γ0(x0) = s0, . . . , γk−1(x0, x1, . . . , xk−1) = sk−1 },
where xj , j = 1, . . . , k − 1, are generated by (3.1), (3.2). Furthermore, let
us := (δ0(s0), δ1(s0, s1), . . . , δk−1(s0, . . . , sk−1)) ∈ Ω
kτ .
Thus Ps consists of the points x0 satisfying for j = 0, . . . , k − 1
(x0, ϕ(τ, x0, us), . . . , ϕ(jτ, x0, us)) ∈ γ
−1
j (sj),
and one has ϕ(i, x0, us) ∈ Q for all i = 0, . . . , kτ .
Again, suppose that a quasi-stationary measure η with ρ =
∫
Q p(x,Q)η(dx)
corresponding to ν on Ω is fixed and let µ = νN×η. The set Skad of (Q, η)-admissible
words is the set of s ∈ Sk with η(Ps) > 0.
For a (Q, η)-admissible word we consider all controls u such that the applica-
tion of u yields the same word and renders Q invariant with probability 1. More
explicitly, define for s0 ∈ S
A(Ps0 ) := {u ∈ U |ϕ(i, x, u) ∈ Q for i = 1, . . . , τ and η-a.a. x ∈ Ps0 } × Ps0
and for s = (s0, . . . , sk−1) ∈ Skad
Ds := A(Ps0) ∩ S
−τA(Ps1 ) ∩ · · · ∩ S
−(k−1)τA(Psk−1 ) ⊂ S
−(k−1)τ
Q (U ×Q).
Observe that for (u, x0) ∈ Ds one obtains ϕ(jτ, x0, u) ∈ Psj , j = 0, . . . , k−1. Define
a measure λk on the (finite) set S
k
ad by
(3.4) λk(s) := ρ
−(k−1)τµ(Ds).
The considered coder maps γk : M
k+1 → S will only be defined on a set of full
ηk+1-measure and the considered controller maps δk will only be defined on a set
of full λk+1-measure. The following coder-controllers render Q invariant.
Definition 3.1. A (Q, η)-coder-controller is a quadruple H = (S, γ, δ, τ) as above
such that {Ps |s ∈ S } forms a partition (modulo η-null sets) of Q. The entropy of
H is defined as
R(H) = lim sup
k→∞
1
kτ
Hλk(S
k
ad).
Remark 3.2. In general, λk(S
k
ad) < 1, hence the measures λk are not probabil-
ity measures. Nevertheless, it makes sense to consider the associated entropy, cf.
Remark 2.5 for a similar situation.
Remark 3.3. Kawan [17, p. 72 and p. 83] (see also Nair, Evans, Mareels and
Moran [19]) defines coder-controllers with and without τ (i.e., τ = 1) and the coder
maps γk may or may not depend on the past symbols (in addition to the past
states). Furthermore, it is usually assumed that the size of the set of symbols may
vary with k. Using the same set of symbols for every k amounts to requiring that
supk∈N #Sk <∞ where #Sk is the size of the set Sk of symbols at time kτ . In the
(topological) definition of data rates this might be taken into account by looking
at the number of symbols actually used at time kτ . In fact, supk∈N #Sk < ∞ in
the situations considered in [17, Theorem 2.1 and Theorem 2.4].
INVARIANCE ENTROPY, QUASI-STATIONARY MEASURES AND CONTROL SETS 15
When one wants to relate coder-controllers to the invariance entropy in Definition
2.4, it may appear rather straightforward to identify the elements of an invariant
partition with the set of symbols for a coder-controller and the feedbacks F (P ) with
the controls generated by a coder-controller. This is the content of the following
theorem.
Theorem 3.4. Consider system (1.1) and let η be a quasi-stationary measure for
a closed set Q corresponding to ν on Ω and denote µ = νN × η. The µ-invariance
entropy satisfies
hµ(Q) = lim sup
τ→∞
inf
H
R(H),
where the infimum is taken over all (Q, η)-coder-controllers H = (S, γ, δ, τ).
Proof. (i) First we show that for every invariant (Q, η)-partition Cτ = Cτ (P , F ) with
P = {P1, . . . , Pq} there exists a (Q, η)-coder-controller H = (S, γ, δ, τ) rendering Q
invariant such that R(H) = hµ(Cτ ). In order to construct H let S := {1, . . . , q}
and for k ≥ 1 let Skad be the set of Cτ -admissible words a of length k. Denote by
λk the measure on S
k
ad given by
(3.5) λk(a) = ρ
−(k−1)τµ(Da), Da ∈ Ak(Cτ ).
It follows that
Hλk(S
k
ad) = Hρ−(k−1)τµ(Ak(Cτ )).
The coders γk : Q
k+1 → S are defined by
γk(x0, . . . , xk) := ak if xk ∈ Pak .
Then the entropy associated to this coder is
lim sup
k→∞
1
kτ
Hλk(S
k
ad) = lim sup
k→∞
1
kτ
Hρ−(k−1)τµ(Ak(Cτ )) = hµ(Cτ ).
The controller is constructed as follows. Each set Da ∈ Ak(Cτ ) is of the form
Da = A(Pa0) ∩ · · · ∩ S
−(k−1)τA(Pak−1 )
with A(Pai) ∈ A(Cτ ) for all i. Upon receiving the symbol ak−1 in addition to the
previous symbols a0, . . . , ak−2 the controller finds a = (a0, . . . , ak−1) which indexes
an element of Ak(Cτ ). Then the controller is given by the maps δk−1 : Skad → Ω
τ ,
δk−1(a0, . . . , ak−1) := F (Pak−1 ).
By the definition this yields for the corresponding solution that x(k−1)τ+i ∈ Q, i =
0, . . . , τ , and hence the constructed coder-controller renders Q invariant.
Taking the infimum over all invariant (Q, η)-partitions Cτ , then the infimum over
all (Q, η)-coder-controllersH = (S, γ, δ, τ) and, finally, the limit superior for τ →∞
one obtains
lim sup
τ→∞
inf
H
R(H) ≤ hµ(Q).
(ii) For the converse inequality it suffices to show that for an arbitrary (Q, η)-coder-
controller H = (S, γ, δ, τ) there is an invariant (Q, η)-partition Cτ with hµ(Cτ )
= R(H). For every s0 ∈ S consider the set Ps0 of all points x0 ∈ Q such that
s0 = γ0(x0). Since H renders Q invariant it follows that for u0 = δ0(s) ∈ Ωτ (this
does not denote a Dirac measure!) one has ϕ(i, x0, u0) ∈ Q for i = 1, . . . , τ and
η-a.a. x0 ∈ Ps0 . Since P = {Ps0 |s0 ∈ S } is a partition modulo η-null sets of Q,
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one obtains that Cτ = Cτ (P , F ) with F (Ps0) = u0 = δ0(s0), s0 ∈ S, is an invariant
partition of Q. Then
A(Ps0) = {u ∈ Ω
τ | ϕ(i, x, u) ∈ Q for i = 1, . . . , τ and for η-a.a. x ∈ Ps0 } × Ps0
and A(Cτ ) = {A(Ps0) |s0 ∈ S }. For s = (s0, . . . , sk−1) ∈ S
k
ad we have
Ds = A(Ps0) ∩ S
−τA(Ps1 ) ∩ · · · ∩ S
−(k−1)τA(Psk−1 ).
Then the probability measure λk on S
k
ad satisfies λk(s) = ρ
−(k−1)τµ(Ds) and hence
Hλk(S
k
ad) = Hρ−(k−1)τµ(Ak(Cτ )).
Thus one obtains for the entropy
R(H) = lim sup
k→∞
1
kτ
Hλk(S
k
ad) = lim sup
k→∞
1
kτ
Hρ−(k−1)τµ(Ak(Cτ )) = hµ(Cτ ).

4. Invariance entropy and relative invariance
In this section and in Section 5, we analyze when the metric invariance entropy
of Q is already determined on certain subsets of Q. The analysis is based on the
following relative invariance property.
Definition 4.1. Consider for system (1.1) subsets K ⊂ Q ⊂ M . The set K is
called invariant in Q, if x ∈ K and f(x, ω) 6∈ K for some ω ∈ Ω implies f(x, ω) 6∈ Q.
Thus a solution ϕ(·, x, u) can leave a set K which is invariant in Q only if it also
leaves Q.
For (measurable) subsets K which are invariant in Q and a quasi-stationary
measure η on Q we define invariant (K, η)-partitions as in Definition 2.1 with Q
replaced by K. Then one can define the invariance entropy hµ(K) ofK as in Defini-
tion 2.4, again replacing Q by K. In the following, objects associated with invariant
(K, η)-partitions and invariant (Q, η)-partitions are denoted with a superscript K
and Q, respectively.
First we determine relations between invariant partitions of K and Q. We call
a map F on Q nonsingular with respect to η if η(E) = 0 implies η(F−1E) = 0 for
E ⊂ Q.
Lemma 4.2. Let K be a closed set which is invariant in a closed set Q ⊂M .
(i) Then every invariant (Q, η)-partition CQτ = Cτ (P
Q, FQ) induces an invariant
(K, η)-partition CKτ = Cτ (P
K , FK) given by
PK := {P ∩K
∣∣P ∈ PQ } and FK(P ∩K) := FQ(P ).
(ii) Assume that there are a finite measurable cover of Q by sets V 1, . . . , V N ,
control functions v1, . . . , vN ∈ U and times τ1, . . . , τN ∈ N such that for all j =
1, . . . , N and a.a. x ∈ V j
ϕ(k, x, vj) ∈ Q for k = 1, . . . , τ j and ϕ(τ j , x, vj) ∈ K
and the maps ϕ(τ j , ·, vj) on Q are nonsingular with respect to η.
Then every invariant (K, η)-partition CKτ = Cτ (P
K , FK) with τ ≥ τ¯ := max
j=1,...,N
τ j
can be extended to an invariant (Q, η)-partition CQτ = Cτ (P
Q, FQ) such that #PQ ≤
(1 +N)#PK , PK ⊂ PQ and
FQ(P ) = FK(P ) if P ∈ PK and ϕ(τ, PQ, FQ(PQ)) ⊂ K for PQ ∈ PQ.
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Proof. (i) Let P ∈ PQ. Since K is invariant in Q it follows from P ∩K ⊂ K and
ϕ(k, x, FQ(P )) ∈ Q for all k = 0, . . . , τ and η-a.a. x ∈ P that
ϕ(k, x, FK(P ∩K)) = ϕ(k, x, FQ(P )) ∈ K for η-a.a. x ∈ P.
Thus Cτ (P
K , FK) is an invariant (K, η)-partition.
(ii) Let CKτ = Cτ (P
K , FK) be an invariant K-partition with τ ≥ τ¯ . The cover
of Q induces a finite partition P1 of Q \K such that for every P
j
1 ∈ P1 the control
F1(P
j
1 ) := (v
j
0, . . . , v
j
τ j−1) ∈ Ω
τ j satisfies for a.a. x ∈ P j1 one has ϕ(k, x, F1(P
j
1 )) ∈
Q for all k = 0, . . . , τ j . and ϕ(τ j , x, F1(P
j
1 )) ∈ K. In fact, we obtain a partition of
Q \K by defining P 11 := (Q \K) ∩ V
1 and
P j1 :=
[
(Q \K) ∩ V j
]
\
⋃
i<j
P i1 for j > 1.
Then P j1 ⊂ V
j implying for a.a. x ∈ P j1 that ϕ(k, x, F1(P
j
1 )) ∈ Q for k = 1, . . . , τ
j
and ϕ(τ j , x, F1(P
j
1 )) ∈ P
i ⊂ K for some P i ∈ PK . By nonsingularity with respect
to η of ϕ(τ j , ·, vj) = ϕ(τ j , ·, F1(P
j
1 )) it follows that for η-a.a. x ∈ P
j
1 there is
P i ∈ PK such that for all k = 0, . . . , τ
ϕ(k, ϕ(τ j , x, F1(P
j
1 )), F
K(P i)) ∈ K.
Define an invariant Q-partition CQτ = Cτ (P
Q, FQ) in the following way: The parti-
tion consists of the sets in PK together with all (nonvoid) sets of the form
P i,j :=
{
x ∈ P j1
∣∣∣ϕ(τ j , x, F1(P j1 )) ∈ P i}
with feedbacks defined as follows: Let
FQ(P i,j)k :=
{
vjk for k = 0, . . . , τ
j − 1
uik−τ j for k = τ
j , . . . , τ − 1.
and for P i ∈ PK let
FQ(P i) := FK(P i) = (ui0, . . . , u
i
τ−1).
This is well defined, since τ − τ j ≥ 0 (we use only the first part of FK(P i)) and
hence Cτ (PQ, FQ) is an invariant Q-partition with #PQ ≤ #PK+
(
#PK ·#P1
)
≤
(1 +N)#PK . 
The following theorem shows when the invariance entropy of Q is already deter-
mined on an subset K that is invariant in Q.
Theorem 4.3. Consider control system (1.1). Let K be a closed invariant subset
in Q, fix a quasi-stationary measure η on Q for a probability measure ν on the
control range Ω and let µ = νN × η.
(i) Then the invariance entropy of K is bounded above by the invariance entropy
of Q, hµ(K) ≤ hµ(Q).
(ii) Suppose that there are a finite measurable cover of Q by sets V 1, . . . , V N ,
control functions v1, . . . , vN ∈ U and times τ1, . . . , τN ∈ N such that for all j =
1, . . . , N and a.a. x ∈ V j
ϕ(k, x, vj) ∈ Q for k = 1, . . . , τ j and ϕ(τ j , x, vj) ∈ K,
and the maps ϕ(τ j , ·, vj) on Q are nonsingular with respect to η.
Then hµ(Q) = hµ(K) follows.
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(iii) If the assumptions in (ii) are satisfied and K is the disjoint union of sets
K1, . . . ,Km which are closed and invariant in Q, then
maxi hµ(Ki) ≤ hµ(Q) ≤ hµ(K1) + · · ·+ hµ(Km).
Proof. (i) Let CQτ = Cτ (P
Q, FQ) be an invariant (Q, η)-partition and consider the
induced invariant (K, η)-partition CKτ = Cτ (P
K , FK) according to Lemma 4.2(i).
We will show that hµ(CKτ ) ≤ hµ(C
Q
τ ). Then, taking first the infimum over all
invariant Q-partitions CQτ and then over all invariant K-partitions C
K
τ and, finally,
the limit superior for τ →∞, one concludes, as claimed, that hµ(K) ≤ hµ(Q).
For P ∈ PQ consider v ∈ U with ϕ(i, x, v) ∈ Q for all i = 1, . . . , τ and η-a.a.
x ∈ P . If x is even in P ∩K, then invariance of K in Q implies that ϕ(i, x, u) ∈ K
for all i = 1, . . . , τ . It follows for all PK = P ∩K ∈ PK that
A(P ∩K, CKτ ) = A(P, C
Q
τ ) ∩ (U ×K)
showing that AK = AQ ∩ (U ×K).
For a CKτ -admissible partition sequence corresponding to a word a abbreviate
AKai = A(Pai ∩K, C
K
τ ) with Pai ∈ P . Then (Pa0 , . . . , Pan−1) is a C
Q
τ -admissible par-
tition sequence and hence a CKτ -admissible word a is also C
Q
τ -admissible. Consider
DKa = A
K
a0 ∩ S
−τAKa1 ∩ · · · ∩ S
−(n−1)τAKan−1 .
The corresponding CQτ -admissible set
DQa = A
Q
a0 ∩ S
−τAQa1 ∩ · · · ∩ S
−(n−1)τAQan−1
satisfiesDQa ∩(U ×K) = D
K
a , since (u, x) ∈ A
Q
a0∩(U ×K) satisfies (θ
iτu, ϕ(iτ, x, u) ∈
AKai , i = 0, . . . , (n− 1)τ . This shows that
(4.1) AKn ⊂ A
Q
n ∩ (U ×K) for all n,
where at the right hand side consists of the elements of AQn intersected with U ×K.
In order to compute the entropy, first consider D ∈ AQn with ρ
−(n−1)τµ(D) ≤ 1/e.
Then also ρ−(n−1)τµ(D ∩ (U ×K)) ≤ 1/e and it follows that
(4.2) φ
(
ρ−(n−1)τµ(D
)
) ≤ φ
(
ρ−(n−1)τµ(D ∩ (U ×K))
)
,
since φ is monotonically decreasing on [0, 1/e]. For every n ∈ N there are at most
three sets D ∈ AQn with ρ
−(n−1)τµ (D) ≥ 1/e, since they are disjoint and the sum
of the measures of four mutually disjoint sets D ⊂ AQn ⊂ S
−(n−1)τ
Q (U × Q) would
be greater than or equal to 4/e > 1 = ρ−(n−1)τµ(S
−(n−1)τ
Q (U ×Q)). Let
AQ,bign := {D ∈ A
Q
n
∣∣∣ρ−(n−1)τµ (D) ≥ 1/e}.
Then #AQ,bign ≤ 3 and, using φ(x) ≥ φ(1/e) = −1/e, x ∈ [0, 1], it follows that∑
D∈AQ,bign
φ
(
ρ−(n−1)τµ(D ∩ (U ×K))
)
≥ −3/e.
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We find, using φ(x) ≤ 0 and (4.2), (4.1),
−Hρ−(n−1)τµ
(
AQn
)
=
∑
D∈AQn \A
Q,big
n
φ
(
ρ−(n−1)τµ(D)
)
+
∑
D∈AQ,bign
φ
(
ρ−(n−1)τµ(D)
)
≤
∑
D∈AQn \A
Q,big
n
φ
(
ρ−(n−1)τµ(D ∩ (U ×K))
)
=
∑
D∈AQn
φ
(
ρ−(n−1)τµ(D ∩ (U ×K))
)
−
∑
D∈AQ,bign
φ
(
ρ−(n−1)τµ(D ∩ (U ×K))
)
≤
∑
DK∈AKn
φ
(
ρ−(n−1)τµ(DK)
)
+ 3/e
≤ −Hρ−(n−1)τµ
(
AKn
)
+ 3/e.
This implies
hµ(C
Q
τ ) = lim sup
n→∞
1
nτ
Hρ−(n−1)τµ(An(C
Q
τ )) ≥ lim sup
n→∞
1
nτ
[
Hρ−(n−1)τµ(An(C
K
τ ))− 3/e
]
= hµ(C
K
τ ).
(ii) By Lemma 4.2 we can extend an invariant (K, η)-partition CKτ = Cτ (P
K , FK)
with τ > τ¯ := maxj=1,...,N τ
j to an invariant (Q, η)-partition CQτ = Cτ (P
Q, FQ).
We claim that hµ(CQτ ) ≤ hµ(C
K
τ ). Then assertion (ii) will follow, if we take first the
infimum over all invariant (K, η)-partitions CKτ , then the infimum over all invariant
(Q, η)-partitions CQτ and, finally, let τ →∞.
Recall from Lemma 4.2 that PK ⊂ PQ, FK(P ) = FQ(P ) for P ∈ PK and
ϕ(τ, x, FQ(P )) ∈ K for η-a.a. x ∈ P and all P ∈ PQ. It follows for all P ∈ PK ⊂
PQ that
AK(P ) = AQ(P ) and hence AK := A(CKτ ) ⊂ A
Q := A(CQτ ).
Let (P0, . . . , Pn−1) be a CQτ -admissible partition sequence in P
Q. Since K is in-
variant in Q, it follows that Pi ⊂ K for all i = 1, . . . , n − 1, and hence for every
k ≥ τ the controls are given by feedbacks FK keeping the system in K. Hence
(P1, . . . , Pn−1) is a CK-admissible sequence in PK .
Together, this implies for a CQτ -admissible word a
n+1 = [a0, a1, . . . , an] of length
n+ 1 and for the elements
Dan+1 = Aa0 ∩ S
−τAa1 ∩ · · · ∩ S
−nτAan ∈ A
Q
n+1,
that an := [a1, . . . , an] is a CK-admissible word with
Dan = Aa1 ∩ · · · ∩ S
−(n−1)τAan ∈ A
K
n .
Hence Dan+1 = Aa0 ∩ S
−τDan with Aa0 ∈ A
Q and we find
(4.3) µ (Dan+1) = µ
(
Aa0 ∩ S
−τDan
)
≤ µ
(
S−τQ Dan
)
= ρτµ (Dan) .
Define
AK,bign := {Dan ∈ A
K
n
∣∣∣ρ−(n−1)τµ (Dan) ≥ 1/e},
A
Q,big
n+1 := {Dan+1 = Aa0 ∩ S
−τDan ∈ A
Q
n+1
∣∣Aa0 ∈ AQ and Dan ∈ AK,bign }.
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Then, as above, #AK,bign ≤ 3. Furthermore, by Lemma 4.2, the number of elements
of AQ,bign+1 is bounded, independently of n, by
#AQ,bign+1 ≤ 3 ·#A
Q ≤ 3(N + 1) ·#PK .
For Dan+1 = Aa0 ∩ S
−τDan ∈ A
Q
n+1 with Dan ∈ A
K
n \ A
K,big
n , it follows from (4.3)
that
ρ−nτµ (Dan+1) ≤ ρ
−nτρτµ (Dan) = ρ
−(n−1)τµ (Dan) ≤ 1/e,
and hence, using monotonicity of φ on [0, 1/e], for all Dan+1 ∈ A
Q
n+1 \ A
Q,big
n+1
φ
(
ρ−nτµ (Dan+1)
)
≥ φ
(
ρ−(n−1)τµ(Dan)
)
.
It follows that
Hρ−nτµ
(
A
Q
n+1
)
= −
∑
D∈AQ
n+1
φ
(
ρ−nτµ(D)
)
≤ −
∑
D∈AQ
n+1\A
Q,big
n+1
φ
(
ρ−nτµ(D)
)
+ 3(N + 1) ·#PK/e
≤ −
∑
D∈AKn \A
K,big
n
φ
(
ρ−(n−1)τµ(D)
)
+ 3(N + 1) ·#PK/e
≤ −
∑
D∈AKn
φ
(
ρ−(n−1)τµ(D)
)
+ 3(N + 1) ·#PK/e
= Hρ−(n−1)τµ
(
AKn
)
+ 3(N + 1) ·#PK/e.
We conclude that, as claimed,
hµ(C
Q
τ ) = lim sup
n→∞
1
nτ
Hρ−(n−1)τµ(An(C
Q
τ ))
= lim sup
n→∞
1
nτ
Hρ−nτµ(An+1(C
Q
τ ))
≤ lim sup
n→∞
1
nτ
[
Hρ−(n−1)τµ(An(C
K
τ )) + 3(N + 1) ·#P
K/e
]
= hµ
(
CKτ
)
.
(iii) The first assertion follows by (i) using that each Ki is invariant in Q. For
the second inequality use that by (ii) hµ(Q) = hµ(K). Take invariant partitions
CKiτ = Cτ (P
i, F i) of Ki for each i. Then CKτ = Cτ (P
K , FK) defined by PK =⋃
P i, FK|Pi = Fi, i = 1, . . . ,m, forms an invariant partition of K and one finds
AKn (Cτ ) =
m⋃
i=1
AKin (Cτ ) and Hρ−(n−1)τµ(An(C
K
τ )) =
m∑
i=1
Hρ−(n−1)τµ(An(C
Ki
τ )).
This implies that
hµ
(
CKτ
)
≤ lim sup
n→∞
1
nτ
Hρ−(n−1)τµ(An(C
K
τ ))
= lim sup
n→∞
1
nτ
m∑
i=1
Hρ−(n−1)τµ(An(C
Ki
τ )) ≤
m∑
i=1
hµ
(
An(C
Ki
τ )
)
.
Now take the infimum over all invariant partitions C
Kj
τ of the Kj , then over all
invariant partitions of K and, finally, the limit superior for τ →∞. 
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Remark 4.4. If the assumptions of Theorem 4.3(ii) are satisfied, one might conjec-
ture that the support of any quasi-stationary measure is contained in K. However,
this cannot be expected as seen from the description of all quasi-stationary mea-
sures for finite state spaces given in van Doorn and Pollett [13, Theorem 4.2]. A
simple example is given in Bena¨ım, Cloez and Panloup [3, Example 3.5].
For a quasi-stationary measure η and a closed invariant subset Q1 in Q with
η(Q1) > 0 let µQ1 := ν
N × ηQ1 , where ηQ1 (·) = η(· ∩ Q1)/η(Q1) is the conditional
measure on Q1.
Corollary 4.5. Consider control system (1.1) and fix a quasi-stationary measure η
on Q for a probability measure ν on the control range Ω and let µ = νN×η. Suppose
that Q is the disjoint union of closed pairwise disjoint sets Qi, i = 1, . . . ,m, which
are invariant in Q with η(Qi) > 0 for all i. Then all ηQi are quasi-stationary for
Qi with the same constant as η and
(4.4)
max
i=1,...,m
{
µ(Qi)hµQ1 (Q1)
}
≤ hµ(Q) ≤ η(Q1)hµQ1 (Q1) + · · ·+ η(Qm)hµQm (Qm).
Proof. Abbreviate ηi := ηQi for all i. One has the convex combination η =
η(Q1)η1 + · · ·+ η(Qm)ηm(Qm) implying for all k ∈ N
ρ−kη = η(Q1)ρ
−kη1 + · · ·+ η(Qm)ρ
−kηm(Qm).
For A ⊂ Qi, invariance of Qj , j 6= i, in Q implies
ρηi(A) = ρ
η(A)
η(Qi)
=
1
η(Qi)
∫
Q
p(x,A)η(dx) =
1
η(Qi)
∫
Qi
p(x,A)η(dx)
=
∫
Qi
p(x,A)ηi(dx).
Hence ηi is quasi-stationary for Qi with the same constant ρ as η. Then one easily
sees that hµ(Qi) = η(Qi)hµi(Qi). Now the first inequality in (4.4) follows from
Theorem 4.3(i) and the second inequality follows from the arguments in the proof
of 4.3(iii) if one notes that here K = Q. 
For the incremental invariance entropy we can only show the analog of Theorem
4.3(i). Here the arguments are a bit more involved.
Theorem 4.6. Consider control system (1.1). Let K be a closed invariant subset
in Q, fix a quasi-stationary measure η on Q for a probability measure ν on the
control range Ω and let µ = νN × η.
Then the incremental invariance entropy of K is bounded above by the incre-
mental invariance entropy of Q, hincµ (K) ≤ h
inc
µ (Q).
Proof. Let CQτ = Cτ (P
Q, FQ) be an invariant (Q, η)-partition and consider the
induced invariant (K, η)-partition CKτ = Cτ (P
K , FK) according to Lemma 4.2. We
will show that hincµ (C
K
τ ) ≤ h
inc
µ (C
Q
τ ). Then the assertion will follow.
The arguments used to prove formula (4.1) also show that for a set D∩(U ×K) ∈
AKn = An(C
K
τ ) one obtains (cf. (2.15))
AKn+1(D ∩ (U ×K)) ⊂ A
Q
n+1(D) ∩ (U ×K) ,
and hence the unions satisfy
AKn+1(D ∩ (U ×K)) ⊂ A
Q
n+1(D) ∩ (U ×K) ⊂ A
Q
n+1(D).
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Next we consider the conditional entropy (cf. (2.17)),
−Hρ−nτµ
(
AKn+1
∣∣AK,n+1n ))
(4.5)
= ρ−nτ
∑
D∩(U×K)∈AK,n+1n
µ(AKn+1(D ∩ (U ×K))
∑
E∈AK,
n+1
φ
(
µ(D ∩ (U ×K) ∩ E)
µ(AKn+1(D ∩ (U ×K)))
)
.
Fix an element D ∩ (U ×K) ∈ AKn and let
α1 := µ
(
AKn+1(D ∩ (U ×K))
)
, α2 := µ
(
AQn+1(D) \ A
K
n+1(D ∩ (U ×K))
)
,
α := α1 + α2 = µ
(
AQn+1(D)
)
.
Observe that convexity of φ implies
φ
(α1
α
µ1 +
α2
α
µ2
)
≤
α1
α
φ(µ1) +
α2
α
φ(µ2) for µ1, µ2 ∈ [0, 1].
This, together with φ(x) ≤ 0, shows that for E ∈ AKn+1
α1
α
φ
(
µ(D ∩ (U ×K) ∩ E)
µ
(
AKn+1(D ∩ (U ×K))
)
)
≥
α1
α
φ
(
µ(D ∩ (U ×K) ∩E)
µ(AKn+1(D ∩ (U ×K)))
)
+
α2
α
φ

 µ(D ∩ (U × (Q \K)) ∩ E)
µ
(
AQn+1(D) \ A
K
n+1(D ∩ (U ×K))
)


≥ φ

α1
α
µ(D ∩ (U ×K) ∩ E)
µ(AKn+1(D ∩ (U ×K)))
+
α2
α
µ(D ∩ (U × (Q \K)) ∩ E)
µ
(
AQn+1(D) \ A
K
n+1(D ∩ (U ×K))
)


= φ

µ(D ∩ (U ×K) ∩ E)
µ
(
AQn+1(D)
) + µ(D ∩ (U × (Q \K)) ∩ E)
µ
(
AQn+1(D)
)

 = φ
(
µ(D ∩ E)
µ(AQn+1(D)
)
.
With (4.5) it follows that
−Hρ−nτµ
(
AKn+1
∣∣AKn )) ≥ ρ−nτ ∑
D∩(U×K)∈AKn
µ(AQn+1(D))
∑
E∈AK
n+1
φ
(
µ(D ∩ E)
µ(AQn+1(D)
)
.
We may add further negative summands (corresponding to elements D ∈ AQn \A
K
n
and E ∈ AQn+1 \ A
K
n+1) and estimate this by
≥ ρ−nτ
∑
D∈AQn
µ
(
AQn+1(D)
) ∑
E∈AQ
n+1
φ
(
µ(D ∩ E)
µ(AQn+1(D)
)
= −Hρ−nτµ
(
A
Q
n+1
∣∣AQ,n+1n )) .
Next take the sum over the conditional entropies as specified in Definition 2.10,
divide by n and take the limit for n→∞. This shows, as claimed, that hincµ (C
K
τ ) ≤
hincµ (C
Q
τ ). Now take the infimum over all invariant (Q, η)-partitions C
Q
τ , the infimum
over all invariant (K, η)-partitions CKτ and, finally, let τ → ∞. This concludes the
proof. 
INVARIANCE ENTROPY, QUASI-STATIONARY MEASURES AND CONTROL SETS 23
5. Invariant W -control sets
In this section, we will describe certain subsets of complete approximate con-
trollability within a subset of the state space called control sets. They will yield a
relatively invariant set K as considered in Theorems 4.3 and Theorem 4.6.
For systems in discrete time, subsets of the state space where approximate or
exact controllability holds, have been analyzed in diverse settings. Relevant contri-
butions are due, in particular, to Albertini and Sontag [1, 2], Sontag and Wirth [23],
Wirth [26, 27] as well as Patra˜o and San Martin [20] (there are subtle differences
in the definitions).
We recall the following notions and facts from the abstract framework in [20],
slightly modified for our purposes. A local semigroup S on a topological space X
is a family of continuous maps φ : domφ → X with open domain domφ ⊂ X such
that for all φ, ψ ∈ S with ψ−1(domφ) 6= ∅ it follows that φ ◦ ψ : ψ−1(domφ) → X
also is in S.
For x ∈ X the orbit is Sx = {φ(x) |φ ∈ S and x ∈ domφ} and the backward
orbit is
(5.1) S∗x = {y ∈ X |∃φ ∈ S : φ(y) = x} =
⋃
φ∈S
φ−1(x).
A local semigroup S is called accessible if int(Sx) 6= ∅ and int(S∗x) 6= ∅ for all
x ∈ X .
Definition 5.1. A control set for a local semigroup S on X is a nonvoid subset
D ⊂ X such that (i) y ∈ cl(Sx) for all x, y ∈ D (ii) for every x ∈ D there are
φn ∈ S, n ∈ N, such that φn ◦ · · · ◦ φ1(x) ∈ D for all n ∈ N and (iii) the set D is
maximal with this property.
The transitivity set D0 of D is the set of all elements x ∈ D such that x ∈
int(S∗x).
Remark 5.2. Patra˜o and San Martin [20] define control sets in the following slightly
different way: A control set for S is a subset D ⊂ X such that y ∈ cl(Sx) for all
x, y ∈ D, the set D is maximal with this property, and there is x ∈ D with
x ∈ int(S∗x). The latter condition means that the transitivity set is nonvoid.
Hence a control set as defined above with nonvoid transitivity set is a control set in
the sense of [20]. Conversely, for an accessible semigroup Patra˜o and San Martin
show that a control set D in their sense has the following properties:
The transitivity setD0 is open and dense inD and invariant inD, i.e., SD0∩D ⊂
D0 (cf. [20, Proposition 4.10]) and, by [20, Proposition 4.8],
(5.2) D = cl(Sx) ∩ S∗x for x ∈ D0.
It follows that property (ii) in Definition 5.1 is satisfied. In fact, this is clear for
x ∈ D0 and for an arbitrary point x in D there is φ ∈ S with φ(x) ∈ D0, since D0
is open. Thus for an accessible semigroup the control sets as defined above with
nonvoid transitivity set coincide with the control sets in the sense of [20].
The following result is Patra˜o and San Martin [20, Proposition 4.15].
Proposition 5.3. Let D be a control set with nonvoid transitivity set D0 for an
accessible local semigroup S. Then the transitivity set D0 is open and dense in D
and the following statements are equivalent:
(i) cl(Sx) ⊂ clD for all x ∈ D.
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(ii) D is closed and S-invariant, i.e., Sx ∈ D for all x ∈ D.
(iii) clD is S-invariant.
Next we use these concepts in our context. Again we consider control system
(1.1), but now we will restrict the state space to an open subset of the state space
M . For ω ∈ Ω let fω := f(·, ω) : M → M . Then the solutions ϕ(k, x, u), u = (ωi)
can be written in the form
ϕ(k, x, u) = fωk−1 ◦ · · · ◦ fω0(x).
Let W be an open nonvoid subset of the state space M . The maps fω, ω ∈ Ω,
generate the following family of continuous maps on W :
f0ω(x) := fω(x) : domf
0
ω →W, domf
0
ω := {x ∈W |f(x, ω) ∈W }
and for k ≥ 1 and u = (ω0, . . . , ωk−1) ∈ Ωk
fku (x) := fωk−1 ◦ · · · ◦ fω0(x) : domf
k
u →W,
domfku := {x ∈W
∣∣fωi−1 ◦ · · · ◦ fω0(x) ∈W for i = 1, . . . , k − 1}.
Observe that the domain of fku is open and the maps fω are continuous. Hence it
follows that
(5.3) S :=
{
fku |k ∈ N, u ∈ U
}
forms a local semigroup on X :=W .
For x ∈W,u ∈ U and k ∈ N the corresponding solution of (1.1) in W is denoted
by ϕW (k, x, u), if the solution of (1.1) satisfies ϕ(i, x, u) ∈ W for i = 1, . . . , k. Thus
ϕW (k, x, u) = f
k
u (x).
Definition 5.4. For x ∈ M the W -reachable set RW (x) and the W -controllable
set CW (x), resp., are
RW (x) := {y ∈W |∃k ≥ 1 ∃u ∈ U : y = ϕW (k, x, u)} ,
CW (x) := {y ∈W |∃u ∈ U ∃k ≥ 1 : ϕW (k, y, u) = x}.
Note that in the language of local semigroups one hasRW (x) = Sx andCW (x) =
S∗x. Next we specify maximal subsets of complete approximate controllability
within W .
Definition 5.5. For system (1.1) a subset D ⊂ W is called a W -control set if
(i) D ⊂ clWR
W (x) for all x ∈ D, (ii) for every x ∈ D there is u ∈ U with
ϕW (k, x, u) ∈ D, k ∈ N, and (iii) D is a maximal set with properties (i) and (ii).
A W -control set D is called an invariant W -control set if RW (x) ⊂ clWD for all
x ∈ D.
Here the closures are taken with respect toW , and for an invariantW -control set
clWR
W (x) = clWD for all x ∈ D. If W =M , we omit the index W and just speak
of control sets and invariant control sets (if they have nonvoid interior they actually
coincide with the control sets and invariant control sets, respectively, considered in
Colonius, Homburg, Kliemann [8]). The transitivity set D0 of a W -control set D
is the set of all x ∈ D with x ∈ intS∗x = intCW (x).
It is immediate that the W -control sets coincide with the control sets for the
local semigroup S on X =W defined in (5.3). Accessibility of the considered local
semigroup S means that
(5.4) intRW (x) 6= ∅ and intCW (x) 6= ∅ for all x ∈ W.
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This is certainly valid if
(5.5) intf(x,Ω)∩W 6= ∅ and int{y ∈W |∃ω ∈ Ω : f(y, ω) = x} 6= ∅ for all x ∈ W.
If accessibility holds, Proposition 5.3 shows that a W -control set D with nonvoid
transitivity set D0 is an invariant W -control set if and only if clWD = D and
RW (x) ⊂ D for all x ∈ D if and only if RW (x) ⊂ clWD for all x ∈ clWD. In
particular, an invariant W -control set is an invariant set in W .
It is also of interest to know when closedness in W of a W -control set already
implies that it is an invariantW -control set. The proof of the following proposition
is adapted from Wirth [26, Proposition 4.1.4].
Proposition 5.6. Suppose that control system (1.1) satisfies accessibility condition
(5.4).
(i) Then every invariantW -control set D is closed inW and has nonvoid interior.
(ii) If for every x ∈ W the set clW [f(x,Ω) ∩W ] is path connected, then a
W -control set D which is closed in W and has nonvoid interior is an invariant
W -control set.
Proof. (i) By the previous remarks the set D is closed and has nonvoid interior
since ∅ 6= intRW (y) ⊂ D.
(ii) If D = W , there is nothing to prove. Otherwise we have to show for
every x ∈ D that clWRW (x) ⊂ clWD or, equivalently, that RW (x) ⊂ D, since
D is closed in W . For every y ∈ D there are k ∈ N and a control u such that
ϕW (k, y, u) ∈ intD. By continuous dependence on initial values there exists an
open neighborhood V (y) of y with ϕW (k, V (y), u) ⊂ intD. Taking the union of
all V (y) one finds an open set V ⊃ D such that for every z ∈ V the intersection
RW (z) ∩ intD 6= ∅ and therefore D ⊂ clWRW (z).
Assume now, contrary to the assertion, that there exist x ∈ D and a control
value ω such that f(x, ω) ∈W \D. As D ⊂ clWRW (x) there exists y ∈ RW (x)∩D
and hence there is ω ∈ Ω with f(x, ω) ∈ D, by maximality of W -control sets.
We have shown that clW [f(x,Ω) ∩D] 6= ∅ and clW [f(x,Ω) ∩W ] 6⊂ D. Since
clW [f(x,Ω) ∩W ] is path connected by assumption, it follows that there exists
z ∈ clW [f(x,Ω) ∩W ] ∩ (V \D). By continuity, this implies that z ∈ clWR
W (y)
for all y ∈ D and, by construction of V , one has D ⊂ clWRW (z) and thus z ∈ D
by the maximality property of control sets. This is a contradiction. 
The following result constructs a set K which is invariant in Q and satisfies the
assumptions of Theorem 4.3, hence it determines the invariance entropy.
Theorem 5.7. Suppose that control system (1.1) satisfies accessibility condition
(5.4) and let Q ⊂M be compact and equal to the closure of its interior W := intQ.
Furthermore, assume
(i) there are only finitely many invariant W -control sets D1, . . . , Dℓ and their
transitivity sets are nonvoid.
(ii) For every x ∈ Q there is an invariant W -control set Di ⊂ clRW (x).
(iii) Let K :=
⋃ℓ
i=1 clDi, suppose that this union is disjoint and that f(K,Ω) ∩
(∂Q \K) = ∅.
Then every set clDi and hence K is invariant in Q.
If η is a quasi-stationary measure for ν on Ω and the maps f(·, ω), ω ∈ Ω,
are nonsingular with respect to η, then the invariance entropies with respect to
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µ = νN × η of K and Q coincide with
(5.6) max
i∈{1,...,ℓ}
hµ(clDi) ≤ hµ(K) = hµ(Q) ≤
ℓ∑
i=1
hµ(clDi).
Proof. The assumption implies that the boundaries of Q and W coincide, ∂Q =
∂W . First we show that for every invariant W -control set D its closure clD is
invariant in the set Q. This also implies that K is invariant in Q. By Proposition
5.3 D is closed in W and hence clD = D ∪ (∂D ∩ ∂Q). Suppose, contrary to the
assertion, that there are x ∈ clD and ω ∈ Ω with f(x, ω) ∈ Q \ clD.
If x ∈ D then invariance inW of D = clWD implies that ∅ = f(x,Ω)∩(W \D) =
f(x,Ω) ∩ (W \ clD). Since ∂Q = ∂W it follows that f(x, ω) ∈ ∂Q \ clC. But
assumption (iii) excludes this case.
It remains to discuss the case x ∈ ∂D ∩ ∂Q. Then either f(x, ω) ∈ W \ D
or f(x, ω) ∈ ∂Q \ D. In the first case, Proposition 5.3 implies D = cl(D0) and
hence continuity of f implies that there is y ∈ D0 with f(y, ω) ∈ W \D. This is
excluded since D is invariant in W . The second case f(x, ω) ∈ ∂Q \D is excluded
by assumption (iii) and it follows that clD is invariant in Q.
Assumptions (i) and (ii) show that for every x ∈ Q there are an invariant W -
control set Di, a natural number k0 and a control u such that ϕ(k0, x, u) is in
the transitivity set D0 of Di. Since D0 is open, continuity with respect to x and
compactness of Q imply that the assumptions of Theorem 4.3(ii) are satisfied and
it follows that hµ(Q) = hµ(K). The inequalities in (5.6) follow by invariance of
clDi in Q from Theorem 4.3(iii). 
Next we discuss when the assumptions of Theorem 5.7 are satisfied. The fol-
lowing theorem characterizes the existence of finitely many invariant W -control
sets.
Theorem 5.8. Consider a control system of the form (1.1) satisfying accessibility
condition (5.4).
(i) Let x ∈ Q and assume that there exists a compact set F ⊂ W such that for
all y ∈ RW (x) one has clRW (y)∩F 6= ∅. Then there exists an invariant W -control
set D ⊂ clWRW (x).
(ii) If there is a compact set F ⊂ W such that clRW (x) ∩ F 6= ∅ for all x ∈ Q,
then for every x ∈ Q there is an invariant W -control set D with D ⊂ clRW (x) and
there are only finitely many invariant W -control sets D1, . . . , Dℓ.
(iii) Conversely, suppose that for every x ∈ Q there is an invariant W -control
set D with D ⊂ clRW (x) and there are only finitely many invariant W -control sets
D1, . . . , Dℓ and they all have nonvoid transitivity set. Then there is a compact set
F ⊂W such that RW (x) ∩ F 6= ∅ for all x ∈ Q.
Proof. (i) For y ∈ RW (x) let F (y) := clRW (y)∩F . Consider the family of nonvoid
and compact subsets of W given by F = {F (y) |y ∈ F (x)}. Then F is ordered via
F (y) 4 F (z) if z ∈ clRW (y).
Every linearly ordered subset {F (yi), i ∈ I} has an upper bound
F (y) =
⋂
i∈I
F (yi) for some y ∈
⋂
i∈I
F (yi),
since the intersection of decreasing compact subsets of the compact set F is nonvoid.
Thus Zorn’s lemma implies that the family F has a maximal element F (y). Now
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the set
D := clWR
W (y)
is an invariant W -control set: Note first that by condition (5.4) the set D has
nonvoid interior. Every z ∈ D is in clWRW (y) and, conversely, y ∈ clWRW (z) for
every z ∈ D since otherwise y 6∈ F (z) = clRW (z) ∩ F ⊂ clWRW (y) ∩ F = F (y),
hence F (y)  F (z) and F (y) 6= F (z) contradicting the maximality of F (y).
Continuity implies that for all z1, z2 ∈ clWR
W (y) one has z2 ∈ clWR
W (z1),
hence D = clWR
W (y) is a W -control set. It is an invariant D-control set since for
z ∈ D = clWRW (y) continuity implies RW (z) ⊂ clWRW (y) = D.
(ii) Let x ∈ Q. Then, by (i), one finds an invariant W -control set in clRW (x).
Suppose that there are countably many pairwise different invariant W -control sets
Dn, n ∈ N. Thus clRW (y) = clDn ⊂ clWDn∪∂Q for all y ∈ Dn. Since Dn is closed
in W = intQ and F ⊂W , the property clRW (y)∩F 6= ∅ implies that Dn ∩F 6= ∅.
There are points yn ∈ Dn ∩ F converging to some point y ∈ F . By part (i) one
finds an invariant W -control set D contained in clWR
W (y), and hence there is a
point z in the intersection of RW (y) and the interior of D. Now continuity implies
that for every n large enough there is a point zn in Dn with R
W (zn) ∩ intD 6= ∅.
This contradicts invariance in W of the W -control sets Dn.
(iii) Choose for each of the finitely many invariantW -control setsDi, i = 1, . . . , ℓ,
a point xi ∈ Di and define F := {x1, . . . , xℓ}. Let x ∈ Q. By assumption, there
is an invariant W -control set Di contained in clR
W (x). Hence there is a point in
the intersection of RW (x) and the transitivity set of Di, thus (5.2) implies that
xi ∈ R
W (x) and the assertion follows. 
It remains to discuss when an invariant W -control set has a nonvoid transitivity
set. Obviously, this holds if for the local semigroup S one has that Sx and S∗x
are open, cf. San Martin and Patra˜o [20, Corollary 5.4] for a situation where this
occurs. Instead of this strong assumption, we will require smoothness of f and use
Sard’s Theorem as well as some arguments from Wirth [27].
Consider a control system of the form
(5.7) xk+1 = f(xk, uk), k ∈ N = {0, 1, . . .},
under the following assumptions: The state spaceM is a C∞- manifold of dimension
d endowed with a corresponding metric. The set of control values Ω ⊂ Rm satisfies
Ω ⊂ cl(intΩ). Let Ω˜ be an open set containing clΩ. The map f :M × Ω˜→M is a
C∞-map and W ⊂M is a nonvoid open subset.
We define for k ≥ 1 a C∞-map
Fk :W × intΩ
k →W,Fk(x, u) := ϕW (k, x, u).
The domain of Fk is an open subset of W × Ωk.
A pair (x, u) ∈ W × intΩk is called regular, if rank∂Fk∂u (x, u) = d (clearly, this
implies mk ≥ d). For x ∈ M and k ∈ N the regular W -reachability set and the
regular W -controllability set, resp., are
RˆWk (x) :=
{
y ∈ W
∣∣∃u ∈ intΩk : y = ϕW (k, x, u) and (x, u) is regular} ,
CˆWk (x) := {y ∈ W
∣∣∃u ∈ intΩk : ϕW (k, y, u) = x and (y, u) is regular},
and the regular W -reachability set RˆW (x) and W -controllability set CˆW (x) are
given by the respective union over all k ∈ N. It is not difficult to see that RˆW (x)
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and CˆW (x) are open for every x (cf. Wirth [27, Lemma 8]). In the notation of the
local semigroup S defined in (5.3) one has
CˆW (x) ⊂ intCW (x) = intS∗x.
In order to show that the transitivity set of a control set is nonvoid, we start with
the following observations. If RˆWk0 (x) 6= ∅ it follows that Rˆ
W
k (x) 6= ∅ for all k > k0.
Accessibility condition (5.4) implies for all x ∈ W that there is k0 ∈ N such that
for all k ≥ k0 one has intRWk (x) 6= ∅ and
RWk (x) ⊂ cl{y = ϕW (k, x, u) ∈ intR
W
k (x)
∣∣u ∈ intΩk }.
Sard’s Theorem (cf., e.g., Katok and Hasselblatt [15, Theorem A.3.13]) implies that
the set of points ϕW (k, x, u) ∈ RWk (x) such that (x, u) is not regular has Lebesgue
measure zero.
The following proposition presents conditions which imply that the transitivity
set of a control set is nonvoid.
Proposition 5.9. Consider system (5.7) and assume that accessibility condition
(5.4) holds. Then for every W -control set D ⊂ W with nonvoid interior the tran-
sitivity set D0 is nonvoid.
Proof. Let x ∈ intD and consider an open neighborhood V1 ⊂ D of x. There is
k0 ∈ N such that the reachable set RWk (x) at time k has nonvoid interior for all
k ≥ k0. There are k ≥ k0 and ϕW (k, x, u) ∈ R
W
k (x) ∩ intD, hence we may assume
that there is y := ϕW (k, x, u) ∈ intRWk (x) ∩ intD. Then, by Sard’s Theorem,
it follows that there is a point y = ϕW (k, x, u) ∈ intD with regular (x, u), i.e.,
y ∈ intD∩RˆWk (x). Then x ∈ Cˆk(y) ⊂ intC(y). Let V ⊂ intC(y) be a neighborhood
of x. Then x ∈ D ⊂ clRW (y), hence there is z ∈ V ∩RW (y) ⊂ D and thus y ∈ C(z).
By construction, the point z ∈ D satisfies z ∈ intC(y) ⊂ intC(z), hence it is in
the transitivity set of D. 
Remark 5.10. Wirth [27] defines (for W = M) the regular core of a control set D
denoted by core(D) as the set of points in D for which the regular reachability and
controllability sets intersect D and shows, under real analyticity assumptions, that
core(D) is open and dense in clD. Thus core(D) ⊂ D0. This generalizes earlier
results by Albertini and Sontag [1, Section 3] and [2, Section 7] (again forW =M).
They define the core of a control set as
(5.8) {x ∈ intD |intR(x) ∩D 6= ∅ and intC(x) ∩D 6= ∅},
and assume, in particular, that for every ω ∈ Ω the map fω := f(·, ω) is a global
diffeomorphism onM and that for all x ∈M the set of points which can be reached
by finite compositions of maps of the form fω and f
−1
ω applied to x coincides with
M . They show that the core is open and that it is dense in D. Again, it is clear
that the transitivity set of D is contained in the core as defined in (5.8).
The results above give conditions which imply that the metric invariance entropy
for a quasi-stationary measure is determined by the invariant W -control sets. It
may be of interest to analyze the relations between the supports of quasi-stationary
measures and W -control sets. For ergodic stationary measures η, Colonius, Hom-
burg and Kliemann [8, Lemma 5] shows (for certain random diffeomorphisms) that
the support of η coincides with an invariant control set. The following proposition
gives a result in that direction.
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In the setting of (2.2) define the k-step transition function pQk (x,A), x ∈ Q,A ⊂
Q,
pQ1 (x,A) := p(x,A), p
Q
k (x,A) :=
∫
Q
pQk−1(y,A)p(x, dy), k > 1.
Then (cf. Colonius [6, Remark 2.8]) it follows for all k ≥ 1 and all A ⊂ Q that
(5.9) ρkη(A) =
∫
Q
pQk (z, A)η(dz).
Proposition 5.11. Consider control system (1.1) and let Q ⊂ M be equal to the
closure of its interior W := intQ. Consider an invariant W -control set D with
nonvoid transitivity set D0 and let η be a quasi-stationary measure for ν on Ω.
Assume that for every x ∈ W,k ≥ 1 and y ∈ RWk (x) every neighborhood V (y)
satisfies pk(x, V (y)) > 0.
Then every quasi-stationary measure η with suppη∩D 6= ∅ satisfies D ⊂ suppη.
Proof. Suppose, contrary to the assertion, that there is y ∈ D \ suppη. Since
W \ suppη is open in W there is a neighborhood V (y) of y in W such that V (y) ∩
suppη = ∅. By Proposition 5.3 the transitivity set D0 is dense in D, hence we may
take y ∈ D0. By assumption, there is x ∈ suppη ∩D. Thus x ∈ RWk (y) for some
k ≥ 1. By continuity, there is a neighborhood V (x) such that RWk (z) ∩ V (y) 6= ∅
for all z ∈ V (x) and, by the definition of the support, one has η(V (x)) > 0. The
assumption guarantees that pQk (z, V (y)) > 0 for all z ∈ V (x). This contradicts the
quasi-stationarity property (5.9), since η(D \ suppη) = 0, while∫
Q
pQk (z,D \ suppη)η(dz) ≥
∫
V (x)
pQk (z, V (y))η(dz) > 0.

The results above show that the metric invariance entropy of a subset Q of
the state space is already determined on a subset K that can be characterized
using controllability properties. For the topological invariance entropy of systems
in continuous time, an analogous result has been shown in Colonius and Lettau [9,
Theorem 5.2].
Finally, we present two examples illustratingW -control sets and their relation to
invariance entropy. First we take a closer look at Example 2.17 in order to discuss
W -control sets in a simple situation.
Example 5.12. Recall that fα : R/Z× [−1, 1]→ R/Z is given by
fα(x, ω) = x+ σ cos(2πx) +Aω + α mod 1.
For α ≤ α0 there is an invariant control set Dˆα = [d(α), e(α)] 6= R/Z that varies
continuously with α. For α > α0 the only control set is the invariant control set
Dˆα = R/Z.
Now consider α > α0 and W = (0.2, 0.5). There is a unique invariant W -
control set Dα, which has the form Dα = [d(α), 0.5). Then one easily sees that the
invariantW -control sets Dα are closed inW and their transitivity sets are nonvoid.
Furthermore, the closure clDα = [d(α), 0.5] is invariant in Q := clW = [0, 2, 0.5].
For the uniform distribution ν on Ω := [−1, 1], [8, Theorem 3] implies that for all
α > 0 there is a unique stationary measure ηˆα satisfying η(B) =
∫
R/Z p(x,B)η(dx)
for all B ⊂ R/Z. It has support equal to the invariant control set Dˆα. For α >
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α0 Theorem 5.7 shows that for every quasi-stationary measure η
α of Q = clW
the invariance entropy of Q coincides with the invariance entropy of the closure
clDα = [d(α), 0.5] of the invariant W -control set Dα as already seen in Example
2.17. From Proposition 5.11 we obtain the additional information that the quasi-
stationary measure ηα has support equal to clD
α = [d(α), 0.5].
We modify this example, so that in addition to an invariant W -control set Dα2
there is there is a secondW -control set Dα1 (to the left of D
α
2 ) which is not invariant.
Example 5.13. Define fα : R/Z× [−1, 1]→ R/Z by
(5.10) fα(x, ω) = x+ σ cos(4πx) +Aω + α mod 1.
Here take Q = [0, 1, 0.7] and with W = (0.1, 0.7) the invariant W -control set is
Dα2 = [d(α), 0.7) (to the right). The W -control set D
α
1 = [a(α), b(α)) (to the
left) is not invariant in W , since exit to the right is possible. Invoking Theorem
5.7 one sees that for every quasi-stationary measure ηα of Q = clW (such that
fα(·, ω), ω ∈ [−1, 1], are nonsingular) the invariance entropy for µα of Q coincides
with the invariance entropy of clDα2 . As above, for the uniform distribution ν on
Ω there is no stationary measure with support contained in Q.
The many open problems in this area include the following. When is the support
of a quasi-stationary measure contained in the (closure of) the union of the invariant
W -control sets? In this situation, Theorems 4.3 and 4.6 would hold trivially, since,
naturally, the metric invariance entropy is determined on the support of the quasi-
stationary measure (cf. also Remark 4.4). Theorem 5.7 reduces the analysis of the
invariance entropy from arbitrary closed sets Q to invariant W -control sets. Hence
their measure theoretic invariance entropy is of particular interest. For control
sets, the topological invariance entropy has been characterized in Kawan [16] and
da Silva and Kawan [10] using hyperbolicity and Lyapunov exponents.
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