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Abstract
According to the research and subsequent development of mathematical models which describe
the working processes of designed installations, full-scale experiments are required for their
veriﬁcation. This article covers research methods for interaction processes in the dynamic
system ”compressible liquid - compliance structure”; that is a dynamic system that involves
the combination of computational modeling and full-scale experiment. Mathematical models
of multi-purpose measurement optimization is used to test and determine the boundaries of
cavitation; the measurements come from experimental stand. The article focuses on issues of
infrastructure and installation management, as well as the interaction model between installa-
tion and supercomputer.
Keywords: mathematical model of hydroelasticity input-output in supercomputer, experimental stand,
high-speed network, parallel data streams
1 Introduction
Its important to consider the problem of cavitation that occurs in pumps; many researchers have
contributed to this subject. Moreover there is a special problem of unpredictable appearances
of cavitation eﬀects [4, 14, 5, 6, 7]. It is believed that cavitation processes might be caused
by cavitation phenomena. Extensive research and experimentation has been conducted which
supports theories of this issue but a solution has not yet been reached [2, 1, 16]. The research
is inhibited by low frequencies (< 200Hz) [8, 10]. The advancement of theoretical research
necessitates the solving of connected dynamic tasks of hydroelasticity and the application of
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uniﬁed mathematical models and high production computations [11] (Ie. to research processes
in complicated scientiﬁc structures). The outcome of some research has been implemented in
patents for invention [9].
This article investigates the possibility of unpredictable eﬀects during the operation of high-
technology equipment, particularly during the operation of multistage centrifugal pumps; un-
predictable decrease in pressure can be experienced at the output of the second and subsequent
stages. Moreover this problem occurs in gear pumps at the movable contact of operating parts
[13]. The vibrations might conceivably lead to cavitations which initiate deterioration and
failure of hydro system elements.
These hazardous processes are studied based on the developed uniﬁed algorithm for solving
dynamic hydroelasticity problems [12]. This algorithm is based on the system of diﬀerential
equations in partial hyperbolic and elliptic type derivatives when one of the ﬁnite diﬀerence
methods is used – namely the large-particle method. This task is performed on a supercomputer.
Infrastructure exists to verify received numerical solutions. This infrastructure includes
both a unique experimental stand connected by a high-speed network that studies high-speed
hydrodynamic processes as well as a supercomputer. The Memory-memory model and transport
connections parallelism help solve the problem of transmitting high ﬂow measurement data. The
distribution of a measured data ﬂow to the compute nodes of a supercomputer is performed by
a parallel ﬂow manager.
2 Uniﬁed algorithm for solving dynamic hydroelasticity
problems
2.1 Physical model
The physical model is as follows: processes in design and liquid are taken up in a dynamic three-
dimensional structure; construction material is elastic; liquid is compressible; the connection of
stored liquid with movable side is kept preserved; the tubing sides are impermeable, non-heat-
conducting and smooth; gravitation is not considered.
2.2 Mathematical model
Based on the accepted physical model we have developed mathematical models for the hydro-
dynamic process and compliance structure. The mathematical model for the hydrodynamic
process is based on the laws of the conservation of mass, impulse, and energy, as well as the
compressible ﬂuid state equation. Initial and boundary conditions are recorded by taking into
account load-carrying system rigidity. Mathematical model for compliance structure also in-
cludes the laws of the conservation of mass and impulse. It is closed with Cauchy equations and
generalized by Hooke’s law and initial and boundary conditions, which are recorded by taking
into account load-carrying system rigidity. The cavitation condition is recorded to identify the
boundaries where cavitation eﬀects occur in the liquid. The parts of mathematical model and
solving algorithm are described in the following work [12]. Belozerkovsky O.M. and Davydov
Yu.M. investigate the solving method of mathematical model [3]. Solving method is considered
as an option of ﬁnite-diﬀerence method and implements Euler and Lagrange approach.
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2.3 Uniﬁed algorithm for solving dynamic hydroelasticity problems
In accordance with the accepted research method solution, the algorithm has been worked
out; this algorithm includes several stages. The ﬁrst series of stages is designed to solve a
hydrodynamic problem; the next to estimate the parameters of a dynamic stress-deformed
condition (DSD) of the structure [12].
At ﬁrst initial conditions are described, computational grid for both liquid and construction
is designed in the solution ﬁeld. Afterwards boundary conditions for ﬂuid are formed taking
into account a load-carrying system. After that the next three stages are performed. On the
ﬁrst Euler stage the eﬀects associated with the movement of the unit cell are not considered
(no mass ﬂux through cell boundaries). Only the eﬀects of material acceleration by pressure
are taken into account. Intermediate values of required ﬂux parameters are deﬁned for a coarse
particle. Mass ﬂuxes across the borders of Euler cells are calculated at Lagrange stage. The ﬁnal
values of ﬂux parameters for each cell and the whole system at the ﬁxed computational grid are
deﬁned at a new moment of time at the ﬁnal stage. Afterwards cavitation appearance condition
is checked. Received hydrodynamic ﬂow parameters are initially recorded during the next step;
these parameters track boundary conditions of structural problems of the DSD assessment. The
same three stages are then sequentially performed again relative to the structure. The next
stages are new in terms of the traditional ideas concerning the method for coarse particles and
include algorithms to determine displacements, deformations and voltage at each time. There
the computation cycle of one step is completed. Calculation results received at this time are
taken as the initial data for the next one.
This uniﬁed algorithm for solving joint hydrodynamics problems and calculating the param-
eters of the dynamic stress-deformed condition (DSD) of the structure is new; based on this
algorithm we can study and reveal the physical nature of appearance and ﬂow of unpredictable
hazardous processes and phenomena by a nonlinear interaction in this dynamic system that
will help already at the design step determine the ways for the eﬃcient operation of expensive
high technology constructions.
3 Infrastructure
Technological platform is worked out for the veriﬁcation of numerical evaluations obtained
by the supercomputer in the full-scale experiment. Such technology platform infrastructure
consists of a unique experimental stand connected both to a high-speed network that is used
to study high-speed hydrodynamic processes as well as to a supercomputer.
3.1 Experimental stand
Unique experimental stand Hydroelasticity allows us to study high-speed hydroelasticity pro-
cesses. It forms data streams for both hydrodynamic (3 hydrophones) and vibration (3 vibro
acceleration sensors) parameters. A stand is a structure that includes two units a working
space and a strain unit (Figure 1).
Working space is a cylinder that is rigidly mounted on a massive base. Load set is placed
on the base. Working space is ﬁlled with the working object - liquid. The piston in the cylinder
is held held within two rubber seals, making the unity impermeable.
The loading unit can be either mechanical or of an electroimpulse nature. Mechanical loading
unit consists of a guiding tube attached to the working cylinder by a ﬂange bolt connection.
Guiding tube serves as a rail for the striker hitting piston.
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Figure 1: Experimental stand
Electric pulse strain unit is a generator of sinusoidal oscillations. Vibration sensors and
hydrophones installed in the working space of the experimental stand are connected to the
measuring system.
3.2 Measuring and control system
The measuring system is designed on the data collection platform: National Instruments (NI).
The modular platform of data collection NIPXI-1050 is used. It includes the combination PXI
/ SCXI chassis: 8 PXI/Compact PCI slots and 4 SCXI matching system signal slots. Compu-
tation module set up in the chassis helps perform installation preprocessing. A computation
module Ethernet port is used to connect with a supercomputer. The input of analog dynamic
signals from sensors is carried out to NI PXI-4472B module, which is set up in NI PXI-1050
chassis. Modules features are as follows: eight simultaneously sampled vibration-optimized
analog inputs at up to 102.4 kS / s, 24-bit resolution ADCs with 110 dB dynamic range. Input
control is carried out at the installation entry through specialized modules set up in PXI / SCXI
chassis. These modules both generate software and also set amplitude and signal frequency,
which excite vibrations in the installation.
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3.3 Supercomputer
In our research we use a PNRPU high-performance computing cluster (HPC cluster) with
24 Tﬂops production. The HPC cluster is designed with 128 and four core processes (ie. –
AMD Barselona-3) and 48 eight core processors (ie. – IntelXeon E5-2680). The HPC cluster
includes an access server, data storage (ie. – 12TB), virtual machine server and monitor server.
Interconnect Inﬁniband is based on the VoltaireISR-9096 commutator and is used for cross-
node exchange during the calculation of concurrent tasks. Interconnect Ethernet is based on
the HP ProCurveSwitch 5406zl commutator: it is used for data upload, results upload and
monitoring on a cluster. Thanks to optical ﬁber we can move from the current rate of 1 Gbit
/ s to 10-40-100 Gbits / s; it is used to Ethernet port of data collection platform NI PXI-1050
coupling with Interconnect Ethernet HPC cluster.
4 Data stream models
Research ﬂexibility is provided due to two models: supercomputer processing and experiment
control (Figure 2). ”Memory - storage” model has three stages: data upload from the source to
data storage system (1), supercomputer data processing (2), processing results upload from data
storage system to the source (3). Upload / download data to / from storage (steps 1 and 3) and
post-processing (step 2) are carried out either by using ﬁle transfer protocol (FTP / GridFTP
and SCP), or by a direct access to the data storage by using ﬁle system protocols (CIFS and
NFS / pNFS). This model is a classic scheme of big data processing on a supercomputer where
a time gap exists between measurement and counting processes and, in some situations, doesnt
meet experiment control requirements.
Model ”memory- memory” is designed for data high-rate ﬂow processing on a supercomputer
from the source in real time. The idea of this model is based on the direct input of intensive
structured data high-rate ﬂow to the memory of supercomputer computational units omitting
external data storage system.
5 Processing
”Hydroelasticity” experimental stand works in batch mode. Working in batch mode means
that the stand receives a control tuple consisting of signals aﬀecting the stand, and namely
set amplitude, frequency, etc. At the output the stand generates the tuples of data (pressure,
vibration acceleration, etc.) that represent the combination of measured values. Each measure-
ment parameter is determined by the properties of the examined object and the set of control
parameters.
The sequence of control parameter tuples delivered to the experimental stand input generates
tuples stream of measured parameters (data). Each tuple of measured parameters can be
processed independently. Therefore, its possible to perform parallel processing of measured
parameters on a supercomputer.
Most input parameters are set in software, there is no need to change the physical conﬁg-
uration of the experimental stand. Therefore, it becomes possible to automate the process of
performing a series of measurements and combine it with simultaneous supercomputer data
processing.
A step-by-step description of the interaction between HPC cluster and experimental stand
follows:
Infrastructure of Data Distributed Processing . . . Gaynutdinova, Modorsky and Masich
560
Figure 2: Infrastructure of distributed processing
Step 1: The measurement system at the experimental stand receives the initial list of tuples
that contain control parameters from the supercomputer. The measurement system exerts
inﬂuence on the stand and makes measurements.
Step 2: The measurement system generates the measured tuple parameters and transfers
them to the supercomputer for processing.
Step 3: The supercomputer processes the received data tuple and generates calculation
results and new control parameters.
Step 4: Supercomputer transfers formed tuples of control parameters to the measurement
system at the stand; afterwards the loop returns to Step 1.
It should be noted that during Step 3 the processing of measurement results is integrated
with the uniﬁed algorithm for solving dynamic hydroelasticity problems, which turned out
to be the most complicated stage. The raising of computing power at a plant seems to be
irrational from the economic point of view. Its more practical to use computing resources of
supercomputer centers and big DPCs. And now this opportunity is provided by an optical
network that can transfer data at speeds 1-10-100 Gbit / s.
However, generally recognized gap between computing performance and input-output com-
ponents of high-performance systems of the current generation caused the diﬃculty of input-
output; this issue is considered as the main bottleneck by data processing. Low end-to-end
capacity of most commonly used TCP protocol is deemed as one of the main reasons for pro-
ductivity loss in locally distributed high-speed applications. The use of parallel transmission
protocols (GrtidFTP, pNFS) might help solve the problem of capacity increase.
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In this case its essential to ensure eﬃcient data transfer to computing nodes of a remote
supercomputer and solve the problem of data stream element distribution on compute nodes.
6 Middleware
The suggested method of massive data stream input to the remote supercomputer requires the
distribution of data tuples generated by the experimental stand to computing nodes. Data
stream transmission and dispatching between the experimental stand and supercomputer will
be implemented with the use of SciMQ software [17, 15].
SciMQ is a software complex that consists of a queue server which is eﬃcient enough to
schedule data ﬂow dispatching at up to 10 Gbit/s speed, client libraries and a control software
(web-interface and command line application). Scheduling algorithm used in SciMQ distributes
the initial measurements between computational nodes in turn based on FIFO principle (First
In, First Out); this insures successful data transmission even in case of computation nodes
partial disconnection.
Queue server is recommended to place close enough to the experimental stand (within one
building) to solve the problem of data transmission with the longest high-speed link to remote
calculators. In the implemented infrastructure it might be an access server, one of super-
computer subcontrols or a dedicated virtual machine on VMW virtualization server. Software
network interaction between the experimental stand and computational applications with queue
server will be performed through a client library that provides developers with C ++ API.
7 Veriﬁcation
First results are autonomous and joint launches of experiment stand and software conducted in
order to determine the cause of pressure failure of a two stage centrifugal pump. First results
showed that hydroelastic processes depend on vibrations and technology factors. The results
have been veriﬁed on a testing pump. We revealed a good correlation between the factors that
were found by research and pump pressure stability.
8 Conclusion
A uniﬁed algorithm for solving dynamic hydroelasticity problems was developed to study haz-
ardous unpredictable eﬀects that can occur during the operation of high-technology equipment.
A technological platform was worked out for the veriﬁcation of received numerical solutions;
this platform includes a unique experimental stand connected by a high-speed network designed
for the studies of both high-speed hydrodynamic processes and supercomputers.
Proposed processing models provide the opportunity to enter data directly into the super-
computer computational nodes, as well as to use the data storage system. The combination of
the mathematical model on a supercomputer with a full-scale experiment on a remote instal-
lation is a key factor of the proposed infrastructure for distributed processing by high-speed
research.
The results of systematic measurements (Ie. on the created infrastructure) and the veriﬁ-
cation of numeric methods are the subject of future research.
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