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Abstract 
From the introduction of wireless communications in the 1980s, the wireless 
communication market has grown explosively and produced demand for more 
capacity. Since the direct sequence code division multiple access (DS-CDMA) 
technique has more capacity than the current time division multiple access technique, 
it has been adopted for third generation mobile communications systems and it 
serves as the platform for the work in this thesis. 
At the downlink of the DS-CDMA systems, the multiple access interference (MAI) 
will be introduced due to the non-zero cross correlation between the spreading codes 
with arbitrary time shifts. Thus, the system's capability is limited by the amount of 
interference instead of the background noise. To achieve full capacity utilization, it is 
crucial to suppress the interference in the system. Linear multiuser detection (MUD) 
and symbol level equalisers are two common methods to suppress the MAI at the 
downlink. However, these methods have considerable computational complexity and 
more importantly, they are not suitable for most cases of the downlink where the long 
scrambling codes are used. 
Recently, chip level equalisers have been proposed to partially restore the 
orthogonality of the spreading codes by inverting the channel transfer function prior 
to the despreading. The MA! can then be suppressed by the conventional correlator 
after the chip level equalisers. Due to the time varying channel in the downlink, 
adaptive implementation should be adopted at the mobile terminal. The length of the 
adaptive filter is an important factor which affects all the aspects of its performance 
measures such as the convergence rate, computational complexity and MSE (mean 
square error) performance. However, till now, little research work related to this 
important parameter has been done. 
In this thesis, the relation between the MSE performance and the length of the 
adaptive filters based on several different adaptive algorithms is firstly given. Then 
the influence of the value of the threshold parameters on the performance of dynamic 
length algorithm is analyzed. Based on this analysis, a new type of dynamic length 
algorithms is proposed and its implementation issues both under the static channel 
environment and the time varying channel environment are also considered. Then, 
the relationship between the MSE performance and the tracking performance with 
the length of the chip level equalisers is given for both the chip rate implementation 
and symbol rate implementation scenario. The dynamic length algorithm proposed is 
used at the downlink of CDMA systems. Both the chip rate implementation and 
symbol rate implementation are considered. The performance of this new type of the 
chip level equalisers outperforms the corresponding fixed length chip level equalisers 
with a marginal increase in computational complexity. 
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Halfway through the 20th  century, the key concepts of wireless mobile systems were 
invented and the first commercial analog voice system was introduced [9]. Since then, 
wireless communications have considerably changed our society. At the same time, wireless 
communication systems have changed in every decade. The first generation (10) wireless 
communication systems in the 1970s and second-generation (2G) in the 1980s were used 
mainly for voice applications and supported by circuit-switched services. 1G systems were 
implemented based on analog technologies; however, 2G systems are digital such as the 
Global System for Mobile Communications (GSM), IS-54 Digital Cellular and Personal 
Digital Cellular System (PDC). These systems operate nationwide or internationally, and are 
today's mainstream systems. The data rates for users in air links of these systems are limited 
to a few tens of kilobits per second [93]. 
The third-generation (30) mobile communication systems, named International Mobile 
Telecommunications (IMT)-2000 by the International Telecommunications Union (ITU), has 
been investigated worldwide for several years. They will significantly improve the spectral 
efficiency, provide 2 Mb/s and 144 Kb/s in indoor and vehicular environments respectively, 
make inter-operation apparently seamless and act a bridge between the wireless world and 
the computing/Internet world. They will also provide a lot of attractive features for the 
customers such as real-time audio/video and mobile Internet access. 
The ITU sought and evaluated candidate technologies in accordance with agreed guidelines. 
The European proposal for IMT-2000 is known as the Universal Mobile Telecommunication 
Systems (UMTS) and is being defined by the European Telecommunications Standards 
Institute (ETSI). Other major standards for the third-generation mobile telecommunication is 
cdma2000 supported by the USA. Introductions and treatments related to 30 can be found in 
[3], [ 1 7], [18] and [131] and the interoperability issues between cdma2000 and UNITS can 
be found in [61] and [95]. 
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The radio access standard of the UNITS systems is called UTRA (UNITS Terrestrial Radio 
Access) and is based on Wideband Code Division Multiple Access (WCDMA), which uses 
Direct-Sequence Code-Division Multiple-Access (DS-CDMA) for the multi-user access 
technology. UTRA includes both a frequency-division duplex (FDD) mode and a time-
division duplex mode (TDD). The FDD mode utilizes DS-CDMA technology whereas the 
TDD mode includes an additional time-division multiple-access (TDMA) component [ 1 7]. 
This thesis only deals with the FDD mode where DS-CDMA technology is used since this 
technology is very attractive for wireless communications. 
The remaining of this Chapter is organized in the following sections: Section 1.1 presents the 
open problems, the motivation and the goals of this thesis. A review of earlier and parallel 
work is presented in Section 1.2. The outline of the thesis is described in Section 1.3. 
1.1 Open problems and motivation of the work 
Currently, mobile communication systems allocate equal bandwidth resources for both the 
downlink and the uplink. In the near future, with the prevalence of data services such as web 
browsing and real-time video, which are download-oriented, the traffic of the downlink will 
be much more than that of the uplink, i.e., the downlink direction should offer higher 
capacity than the uplink. This means that the downlink is expected to be the major bottleneck 
for 3G mobile communication systems. Moreover, the uplink also has other advantages over 
the downlink. For example, receiver processing at the uplink can be more complicated and 
sophisticated than that at the mobile terminal since power consumption is not an important 
constraint for the base station. Recognizing this, using advanced signal processing 
techniques to improve the performance of the downlink receivers is important and has been 
an active research area in recent years. 
In 3G mobile communication systems, orthogonal Walsh-Hadamard codes are used as the 
short spreading codes to spread the different users data. At the downlink direction, the 
signals of all the users in one cell sent by the base station reach the desired mobile terminal 
synchronously. If the transmitted signal reaches the mobile terminal through a flat fading 
channel, after removing the coherent carrier, multiplying by the synchronized long 
scrambling codes used to discern different base stations and despreading, the orthogonality 
of the Walsh-Hadamard codes ensures that all the interference contributed by the other users 
in the same cell is eliminated. However, it is usual that the transmitted signal has suffered 
frequency selective fading, i.e., the transmitted signal reaches the desired mobile terminal 
through a multipath channel. For example, in the urban environment, coherent bandwidths of 
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500 kHz (corresponding to the delay spreads of 2 ps) are common. In general, for DS-
CDMA systems, it is small compared with the bandwidth of the transmitted signals which is 
spread to a bandwidth much greater than the minimum bandwidth required to transmit those 
signals. At the receiver, the received signal is the sum of all the multipath components. 
Hence, although the spreading codes are designed to be orthogonal with each other, the cross 
correlation between those spreading codes with arbitrary time shifts is not always zero. After 
despreading, the non-zero crosscorrelation between different duplicates of the transmitted 
signal with arbitrary time shifts, i.e., between different multipath components, will introduce 
interference. In other words, it can be also said that the orthogonality between the different 
spreading codes is destroyed by the frequency selective channel. The interference caused due 
to the loss of the orthogonality is called multiple access interference (MA!) or more 
accurately, intra-cell MAT, since the interference is caused by the other users in the same cell. 
The multipath channel also causes inter-chip interference (IC!) for any particular user. 
Additionally, if the multipath delay spread is a significant portion of the symbol period, there 
will also be considerable inter-symbol interference (IS!) for any particular user. The mobile 
terminal also suffers the interference caused by neighboring base stations. This type of 
interference is called inter-cell MAT. For example, for mobile terminals near the edge of the 
cell, regardless of whether the fading is frequency selective or not, there is also some 
interference caused by receiving signals from the other cells. This interference, together with 
the background thermal noise, is often modeled as additive white Gaussian noise (AWGN). 
Thus, the system's capability is limited by the amount of total interference instead of the 
background noise. In other words, the capability of the downlink of the DS-CDMA systems 
is sensitive to the signal to interference plus noise ratio (SINR) instead of the signal to noise 
ratio (SNR). 
Then, there is the most important question for DS-CDMA systems: how to suppress the 
interference (mainly composed of MA!) which limits the performance of the system. 
Multiuser detection (MUD) became the prevalent answer to this question after the pioneering 
work of Verdu [119] and has been studied extensively since then. In [119], the multiuser 
maximum likelihood sequence detector (MLSD) based on the Viterbi algorithm was 
presented and analyzed. It showed that MAT was not a fundamental limitation of CDMA 
systems. However, it also showed that the MLSD was far too complex to be used for most 
practical implementations. This indicated it is necessary to find sub-optimal multiuser 
detectors that balance performance and complexity. 
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The proposed sub-optimal multiuser detectors can be classified according to different rules. 
One common way introduced by [90] is to classify them as interference cancellation (IC) 
receivers or as linear interference suppression receivers. Some overviews about the MUD 
can be found in [43], [90] and [120]. 
Linear receivers try to provide better performance by producing a new set of outputs through 
introducing linear transformations to the soft output of the conventional detector. Two 
common linear receivers are decorrelating detectors [79] and minimum mean square error 
(MMSE) detectors [128]. The output of the decorrelating detector is the product between the 
output of the conventional detector and the inverse correlation matrix of the output signal of 
the conventional detector. Similar to the zero-forcing equaliser which can totally eliminate 
the 1ST, the decorrelating detector can completely eliminate the MAI. However, the 
decorrelating detector will cause noise enhancement. Just like the MMSE equaliser used by 
narrowband communication systems, the MMSE detector tries to minimize the mean square 
error between the actual data and the soft output of the conventional detector. It provides a 
suitable compromise between the desire to completely eliminate the MAI and the desire not 
to greatly increase the noise. In general, MMSE detectors provide better bit error rate (BER) 
performance than decorrelating detectors. When the power of the noise' goes to zero, the 
performance of MMSE detectors converges to that of decorrelating detectors. Performance 
comparison of these two types of multiuser detectors can be found in [62]. 
For interference cancellation receivers, the estimation of the interference contributed by each 
user is generated firstly and then, some or all of this interference is subtracted. This approach 
is similar to the decision feedback equaliser used by narrowband communication systems to 
combat IS!, so some of these types of multiuser detectors can also be called decision 
feedback detectors. According to their structure, IC detectors can be classified as serial IC 
detectors [96] or parallel IC detectors [118]. The serial IC uses several steps to cancel the 
interference. At each step, the interference contributed by one user is estimated and 
subtracted from the received signal. Then the amount of MAI is less at the next step. In 
contrast to serial IC detectors, parallel IC detectors estimate and subtract all the interference 
contributed by all the other users simultaneously. 
Some multiuser detectors focusing on time dispersive channels suppress both ICI and MAT 
simultaneously. In such a scenario, a training sequence is required to make the adaptive 
algorithms being used converge [87]'. In some cases, the adaptive algorithms are designed to 
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converge without the help of any training sequences. Such multiuser detectors utilizing blind 
algorithms are described in [48], [82] and [121]. A survey can be found in [ 49]. 
Although a number of solutions of the MUD have been proposed, these solutions usually 
require the channel state information, the knowledge of all the spreading codes of the active 
users and have considerable computational cost. While this is feasible for the base station 
(for the uplink scheme), it contrasts with the desire to keep portable units (for the downlink 
scheme), like mobile phones, simple and power efficient [31]. 
Recently, symbol level equalisers based on the MMSE criteria have received attention in the 
literature, e.g., [74] and [60]. In general, those MMSE receivers are single-user detectors 
where only the desired user's bit is detected. In this case, the detection process is performed 
on a bit-by-bit basis and the decision is made on each bit by observing one bit interval or 
longer of the received signal. The computational complexity of the MMSE receiver is 
slightly higher than the matched filter receiver but with much better performance [5]. 
However, the long scrambling codes used in most of the CDMA based mobile 
communication systems require both the linear MUD and symbol level equalizers, relying on 
the symbol period cyclostationarity of the received signal, to be recalculated from symbol to 
symbol. Considerable computational complexity is introduced which makes linear multiuser 
detectors and symbol level equalisers impossible to be used in a practical implementation. 
Hence, MAI suppression at the downlink of DS-CDMA systems is still unsolved and has 
drawn great attention. 
It should be noted that the signals from all the other users in the same cell reach the desired 
terminal through the same channel. Since the MAT at the downlink is mainly caused by the 
multipath channel, chip level equalisers have been proposed to partially restore the 
orthogonality of the spreading codes by inverting the channel transfer function prior to 
dispreading, i.e, resulting in a combined channel appearing as a single path after equalisation. 
The ICI or the ISI introduced by multipath transmission can be suppressed by chip level 
equalisers, analogous to the suppression of 151 in narrowband communication systems. 
However, chip level equalisers do not suppress the MAT but just restore the orthogonality 
between different spreading codes to some extent. The MAT is suppressed during 




One advantage of the chip level equaliser is, with reasonable assumptions which will be 
described in Chapter 2, that solution just depends on the multipath channel and is 
independent of the long scrambling codes and the spreading codes of the desired user, i.e., 
the solution is suitable for all the users in the same cell. Another advantage is its lower 
computational cost compared with other solutions. Finally, due to working at the chip level, 
it is easy for the equalisers to track the changing of the channel compared with solutions 
implemented at the symbol level. 
Due to those attractive properties, there has been substantial interest in chip level equalisers 
in recent years. Chip level equalisers can be divided into linear chip level equalisers and non-
linear chip level equalisers. Representative non-linear receivers include the interference 
canceller using hard decision or the maximum likelihood sequence estimation (MLSE) 
detector using the Viterbi algorithm. However, both of them are prohibitively complex for 
the mobile terminal and utilize information which is not readily available at the mobile 
receivers. For the IvILSE detector, prior knowledge of the constellation of the composite 
signal, i.e., the summation of all the user's signal in the same cell, is required. This 
information is almost impossible to be known by the mobile terminal. This is because the 
constellation of the composite signal is a high order quadrature amplitude modulation (QAM) 
with uneven spacing since the transmitted signal is the summation of the signals of all the 
users. Additionally, the spacing of the constellation changes because of the transmission 
power control (TPC), the discontinuous transmission (silent period during talking) and the 
birth and death of the users. For the interference canceller, the spreading codes of the other 
users should be known by the desired user. Although this information can be acquired, the 
interference cancellation introduces greatly computational complexity. Hence, the scope of 
the thesis is restricted to linear equalisers due to their fitness for the downlink of the DS-
CDMA systems. 
Due to the time varying feature at the downlink, adaptive implementation should be adopted 
at the mobile terminal. The length of the adaptive filter is an important factor which affects 
all the performance measures of the equalisers such as convergence rate, computational 
complexity and mean square error (MSE) performance. However, till now, little research 
work related to this important parameter has been done. The thesis tries to answer the 
following questions: 
• What is the relation between the performance and the length of the adaptive equalisers? 
• Does an adaptive equaliser have an optimal length? If so, how is it found? 
• What is the relation between the performance of chip level equalisers and their length? 
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. If there are ways to find the optimal length of the adaptive filters, can those methods be 
used in the time varying channel environment at the downlink of a DS-CDMA system? 
To find the answers to these questions is the motivation and the goal of this thesis. 
1.2 Earlier work related to chip level equalisers 
Before the layout of the thesis is introduced, it is beneficial to review the earlier and parallel 
work related to chip level equalisers. 
According to the author's knowledge, the idea of chip level equalisation was first introduced 
by [63] where the optimal MMSE solution is calculated directly with the assumption that the 
impulse response of the channel is fully known by the receivers. The performance evaluation 
of chip level Zero-Forcing and MMSE equalisers was given in [33], [50], [66], [67] gives the 
performance comparison of the chip level equaliser implemented at the chip level and the 
symbol level. All of these works focus on the fixed channel environment and calculate the 
solution of the equalisers directly with the assumption that the receivers completely know the 
impulse response of the channel. The performance of the MMSE with coding is described in 
[19] and the performance of the MMSE receivers under the soft handover scenario is 
analyzed by [69] and [70]. 
For adaptive implementations, the biggest challenge of the chip level equalisation is that 
there is not a training signal at the chip level. Hence all proposed adaptive methods for chip 
level equalisation could be classified into two categories. The first, the most straightforward 
category, directly utilizes the pilot signal as the training signal. The second category is based 
on blind adaptive algorithms and does not require a training signal, however, the estimation 
of the impulse response of the channel is required. 
The direct use of a pilot signal as the training signal was suggested in [28]. However, no 
particular adaptive algorithm was proposed in this paper. The utilization of the normalized 
least mean square (NLMS) and different versions of the recursive least squares (RLS) 
algorithm are considered in [10], [97], [98] and [100]. In order to effectively track a fast 
varying channel, in [137], multiple pilot signals are used to improve the tracking 
performance of the equalisers. In [14] and [15], the conjugate Gradient algorithm is used to 
train the equalisers with the aid of the pilot signals. However, when the system load is heavy, 
if the common pilot channel (CPICH) signal is used as training signal, the implementation of 
the chip level equalisers works at a very low SINR level. A method which can mitigate this 
problem is to use the symbol of the CPICH signals to train the equalisers, this so-called 
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symbol level implementation of the chip level equalisation is introduced by [30] and [97]. 
[122] proposed an adaptive algorithm to calculate the inverse of the autocorrelation matrix of 
the input vector for the equalisers. The adaptation of the autocorrelation matrix happens at 
the symbol rate and the estimation of the impulse response of the channel is required. 
For the second category, Griffiths' and minimum output energy algorithms are the two most 
common algorithms used at the downlink. Griffiths' algorithm is proposed to be used at the 
downlink of DS-CDMA systems by [46], [64] and [127]. In [47], the modified Griffiths' 
algorithm was proposed which does not require to estimate the channel information. 
However, this method is not suitable for the time varying channel. Due to the slow 
convergence rate of Griffiths' algorithm, transform domain signal processing techniques 
were proposed to accelerate the convergence rate of the Griffiths' algorithm in [54]. 
However, the proposed method assumes knowledge of the steering vector equaling the 
spreading codes of the desired user, i.e., it is a symbol level equaliser and not applicable if 
long scrambling is used. In [58],  the combination of the Griffiths' algorithm with the 
interference cancellation is introduced. The minimum output energy algorithm is proposed 
by [48] and [81] to be used for the multiuser detection scenario. The solution of the 
equalisers is decomposed into two parts, the non-adaptive part and the adaptive part; these 
two parts are orthogonal. For the multiuser detection scenario, the spreading codes of the 
desired user are used as the non-adaptive part. To prevent the solution of the equaliser from 
suppressing the desired signal in high SNR scenarios, some constraints can be employed and 
the algorithm is the so-called constrained minimum output energy algorithm (CMOE) [48]. 
One of the simplest constraints is to freeze the contribution of the desired vector, the non-
adaptive part, to a constant. Then the CMOE receiver can only suppress the sum of the noise 
and interference energies at the output. However, although this method works well under the 
AWGN environment, it is very sensitive to signal mismatch making it unsuitable for systems 
with multipath dispersion. The influence of the constraint parameters on the performance of 
the system is analyzed in [115] and a max/min approach for optimizing the constraint is also 
proposed in this paper. The implementation issues of this method are discussed in [129]. A 
survey related to the CMOE is given in [82]. When the minimum output energy is used at the 
chip level, the information of the impulse response of the channel is required and this is used 
as the non-adaptive part [75]. Another type of minimum output energy algorithm is 
proposed by [76], [77] and [78]. In this algorithm, the output energy of the equaliser is 
minimized while keeping the projection of the equaliser output onto the desired user's 
spreading code fixed. Thus the suppression of the desired signal is avoided. Although this 
algorithm does not need the channel impulse response to be known, the unused spreading 
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codes in the transmission must be known by the desired terminal. Similar methods which 
utilize all the spreading codes in one cell were proposed by [11] and [12]. 
There are some techniques which can not be classified into the former two categories. 
Decision feedback equalisers have been introduced in [13] and [107]. However, these 
methods introduce considerable computational complexity since the mobile terminal has to 
detect the symbols of all the users at one mobile terminal and then re-spread them and send 
them to the decision feedback equalisers. In [130], a decision feedback equaliser has been 
introduced with the feedback of tentative decisions limited only to the desired user. Linear 
channel equalisers with different transmit diversity schemes for the downlink were presented 
in [29] and [32]. A prefilter-RAKE detector, which replaces the multiplication between the 
inverse matrix of the autocorrelation matrix and input vector of the equalisers by filtering the 
input vector with the middle row of the inverse matrix is proposed by [50] and [84]. The 
method utilizes the Toeplitz structure of the autocorrelation matrix to reduce the 
computational complexity. 
A performance comparison between different chip level receivers can be found in [51], [52], 
[65], [83] and [85]. Of the two categories described formerly, the drawback of the first 
category is that chip level equalisers should work under very low SINR scenario if using the 
chip level implementation. Suitable length selection is very important for adaptive 
algorithms such as least mean square (LMS) to achieve good performance. On the other hand, 
blind chip level equalisers have slow convergence rate. With a suitable length, a fast 
convergence rate can be achieved without degrading the performance of the equalisers. So 
the dynamic length algorithm (DLA) can be applied to both categories. However, in this 
thesis, we will only focus on the first category. The range of the application of the dynamic 
length algorithms is shown in Figure 1.1. 
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Figure 1.1: The range of the application of the dynamic length algorithm 
Several approaches used for the downlink of DS-CDMA which try to adjust the length of the 
equalisers which have been proposed in recent years. In [42], a reduced rank method was 
proposed, however short codes for the downlink are assumed which makes it not suitable for 
a downlink employing long scrambling sequences. In [80], the equaliser is shortened to 
achieve better performance by discarding the weak weights at the head and the tail of the 
equaliser. However, this method can not really adjust the length of equaliser but just selects a 
suitable part from a long equaliser. 
In fact, dynamic length algorithms can be applied to a lot of different scenarios so it is 
necessary to introduce some earlier work in this area although it does not focus on the DS-
CDMA systems. The initial work in this area was proposed by [103]. In this paper, the length 
of the adaptive filter using the LMS algorithm is initialized with a small value and gradually 
enlarged as the adaptive algorithm goes to its steady state. However, the purpose of this 
method is just to increase the convergence rate of the adaptive filter and the length can not be 
reduced. Another dynamic adjustment algorithm using the time constant concept is proposed 
by [126] where the time constants are calculated in advance. However, this algorithm can 
also not decrease the length of the adaptive filters. In [40], the convergence behavior of a 
deficient-length LMS equaliser is analyzed and an algorithm which can iteratively increase 
the length is proposed. All these algorithms focus on improving the convergence rate of the 
LMS algorithm instead of adjusting its length toward the optimal value. The relation 
between the MSE of the LMS algorithm and the length of the adaptive filters is analyzed in 
[24] and some rules on how to select the length are proposed. However, no dynamic length 
algorithms are proposed in this paper. 
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In [8],  the length is increased or reduced according to the output MSE of three adaptive 
filters with different length. However, using three equalisers simultaneously greatly 
increases the computational complexity of the receiver. Recently, the segment structure 
dynamic length algorithm (SG-DLA) is proposed by [25] where the adaptive filter is divided 
into several segments. The length of the adaptive filters is adjusted by adding or removing 
one segment according to the accumulated MSE output by the last two segments. However, 
this algorithm is heavily influenced by its threshold parameters. In [41], the gradient descent 
dynamic length algorithm (GD-DLA) is proposed to adjust the length of the adaptive filters. 
Another dynamic length algorithm, the so called fractional dynamic length algorithm (FL-
DLA) is proposed by [35], [36] and [37]. All these algorithms can be expressed by using the 
general formula proposed in chapter 3 and the performance comparison of those algorithms 
is also illustrated in chapter 3. 
1.3 Thesis structure 
This thesis is organized in seven chapters as is described in the flow diagram of Figure 
Figure 1.2. The current chapter introduces the motivation and the earlier works related to this 
thesis. 
In chapter 2, firstly the basic ideas of the digital communication systems are introduced. 
Then some of the signal processing techniques to be used in following chapters are described. 
Finally, the discrete time vector-matrix description of the downlink of the CDMA systems is 
derived. The theoretical performance of chip level equalisers based on the MMSE and ZF 
criteria is also given. 
Chapter 3 gives the theoretical description between MSE performance and the length of the 
adaptive filters based on several different adaptive algorithms. Then, the general model and 
the general formula are proposed which can express all existing dynamic length algorithms. 
Based on this general model, the influence of the value of the threshold parameters on the 
performance of the dynamic length algorithm is analyzed. A new type of dynamic length 
algorithm is proposed. Finally, implementation issues for dynamic length algorithms with a 
time varying channel are also discussed in this chapter. 
Chapter 4 gives the simulation results of the theory of chapter 3. The length convergence rate 
of the different dynamic length algorithms is compared under different conditions. 
Additionally, the length convergence and tracking performance for the new dynamic length 
algorithm with a time varying channel is also given in this chapter. 
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In chapter 5, the relation between the MSE performance and the length of the particular 
adaptive algorithms is given for both chip level implementation and symbol level 
implementation. This relation is proved by extensive simulation results. Then the dynamic 
length algorithm proposed in chapter 3 is used at the downlink of a CDMA system. The 
performance of this new type of chip level equaliser is also given in this chapter. 
In chapter 6, the influence of the length of chip level equalisers on their tracking 
performance is analyzed and the simulation results show better BER performance can be 
achieved through using dynamic length equalisers. 
The last chapter summarizes the work and the results of this thesis. Suggestions for future 
work are also discussed in this chapter. 
Chapter 1 	) Introduction 
Chapter 2 	) Background 
Chapter 3 	) 	Dynamic length adaptive equalisers 
Dynamic length 
T Receivers for the  Simulation results of WCDMA system C Chapter 4 ) dynamic length equalisers Dynamic length adaptive receiversfor frequency selective fading channels 
Chapter 7 	) Conclusions 




This chapter gives a brief tutorial about the fundamental knowledge which is needed for the 
main part of this thesis. This tutorial includes four parts. In the first part a general system 
model for digital communications is introduced. Then the channel model for wireless 
communications is given and the reason why equalisation techniques should be used in a 
digital communications system is explained and different types of equalisation are 
introduced. The second part introduces the fundamental knowledge about adaptive filters and 
some adaptive algorithms are presented. A fundamental description of the DS-CDMA 
communication systems is described in the third part. The mathematical description of the 
downlink of the DS-CDMA systems is also presented in this part. For the sake of clarity, in 
this thesis, matrices and vectors are denoted by boldface upper and lower case letters 
respectively whereas variables are represented by italic lower case. For any vector, [xJ j 
represents thejth element of the vector x and [X] ij denotes the element in the ith row andjth 
column of a matrix. *, ()T and 0H  represent complex conjugation, transposition and 
Hermitian transform for any vectors or matrices respectively. 'm  denotes an m x  m identity 
matrix. The summary is given at the fourth section. 
2.1 Digital communication system, Channel and Equalisâtion 
2.1.1 Digital communication system 
The main function of a digital communication system is the transmission of the information 
generated by the source to one or several destinations. The functional diagram of a typical 
digital communication system is shown in Figure 2.1 [101]. The messages to be transmitted 
are generated by the source. The function of the source encoder is to convert the message 
that may be either an analog or a digital signal into a sequence of binary data. This binary 
sequence output by the source encoder is then inputted into the channel encoder which will 
introduce some redundancy into the binary sequence which is used by the receiver to combat 
the interference and noise introduced during the transmission process. In fact, the receivers 
have the ability to execute error detection/correction by using the redundancy. The purpose 
of the digital modulator is to use a particular modulation scheme to map the binary sequence 
into signal waveforms and place those baseband waveforms onto a high frequency carrier for 
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transmission. Some typical modulation schemes used in digital communication systems are 
amplitude shift keying (ASK), frequency shift keying (FSK), pulse amplitude modulation 
(PAM) and phase shift keying (PSK). 
Source 	
Source 	 Channel 	 Digital  
encoder encoder ndulator 
Transmitter 	 Channel 
Output 	J 	Source 	 Otannel 	 Digital 	L- 
Signal decoder decoder denx,dulator 
Receiwr 
Figure 2.1: The diagram of a digital communication system 
The channel in Figure 2.1 includes all the physical devices between the transmitter and the 
receiver which must be passed by the transmitted signal. There are a lot of different types of 
channel, for example, the channel for wireless communication is the atmosphere and the 
channel for wired communication may be twisted-pair lines, coaxial cables or optical fiber 
cables. Despite these different types of channel, the essential feature of the channel is that it 
will introduce some noise and interference in the transmission signal. The interference is 
mainly caused by the dispersive property of the channel which is due to the coherent 
bandwidth of the channel being less than the bandwidth of the transmission signal. This 
distortion caused by the channel is called ISI. The noise is generated from a variety of 
different mechanisms such as electronic devices, man-made noise and atmospheric noise. All 
this noise can be modelled using additive white Gaussian noise (AWGN) at the output of a 
noise-free channel in all the cases examined in this thesis. 
At the receiver the signal is first demodulated to recover the transmitted signal in its 
baseband form. The signal output by the demodulator is passed to the channel decoder which 
attempts to reconstruct the original signal from knowledge of the code used by the channel 
encoder and the redundancy contained in the received data. After this process, some 
distortion introduced by the channel can be corrected and the estimated signal is passed to 
the source decoder. The source decoder attempts to reconstruct the original signal according 
to the knowledge of the source coding method used and the desired user's requirement. 
As described above, the information bearing signals are transmitted by some type of carrier 
modulation. In general, the carrier frequency is much higher than the bandwidth of the 
information bearing signals. The system including the signals and channels that satisfy this 
condition is defined as narrow bandwidth band-pass systems. For mathematical convenience 
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and without loss of generality, the band pass signals and channels always are transformed to 
baseband signals and channels. Then all the results derived based on the baseband signals are 
independent of the carrier frequencies. The method of representing the pass band signals by 
baseband signals can be found in a lot of literature such as [101], [133]. So the description of 
this method is not repeated here and all the following mathematical description in this thesis 
is based on the baseband signal. 
2.1.2 Channel 
Typically, in a wireless communication system, a signal can travel from the transmitter to the 
receiver over multiple reflective paths; this phenomenon is referred to as multipath 
propagation. Multipath propagation can cause fluctuations, so called multipath fading in the 
received signal's amplitude, phase and angle of arrival [112]. 
There are two types of multipath fading, one is large-scale fading and the other is small-scale 
fading [106]. The large-scale fading represents the average signal power attenuation or path 
loss over large areas and can be used to estimate the path loss as a function of distance. 
Small-scale fading refers to dramatic changes in the signal's amplitude or phase over a short 
period of time or travel distance. Small-scale fading has two properties, the first is it will 
cause time dispersion of the signals; the second is its time varying behaviour. 
In general, a multipath channel can be characterized as a linear, time varying system having 
an equivalent baseband impulse response c(t;r) where c(t;r) is a complex-valued random 
process in the t variable. The expression of c(t;r) is: 
c(t, r) = 	a (t)e2J2rf  18[v - v, (t)] 	 (2.1) 
n 
where a is the time varying attenuation factor for the signal received on the nth path , r(t) is 
the delay for the nth path and fc is the frequency of the carrier. In order to clearly manifest 
the characteristics of the channel, the autocorrelation function of c(t;r) is defined as: 
(r,,r2;4t) = E[c(t;ri) c(Jt +t; r2)] = (r1 ;4t) ô(r i - r2) 	 (2.2) 
The expression in (2.2) holds because of the common wide-sense stationary uncorrelated 
scattering (WSSUS) assumption which treats the attenuation and phase shift of the channel 
associated with delay r i as uncorrelated with that of the channel associated with delay r. 
The time dispersive nature of the channel can be described by the following terms. The 
multipath intensity profile O(r) can be obtained by letting At in the function (t1, i2;zlt) go to 
zero. It gives the average received power as a function of delay r. The delay refers to the 
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excess delay which means the amount of the delay which exceeds the delay of the first signal 
to arrive at the receiver. The range oft which ensures that the value of cP(r) is larger than a 
particular threshold level is called the multipath spread (T m) of the channel. Generally, the 
threshold level might be chosen from 10 dB to 20 dB below the value of the power of the 
strongest component. The coherent bandwidth denoted by fo  is defined as the reciprocal of 
the multipath spread. It represents the range of frequency where the spectral components 
have a strong amplitude correlation, i.e., the spectral components that are within this 
frequency range will suffer approximately the same attenuation and linear phase shift. 
Two degradation categories caused by the time dispersive property of the channel can be 
defined. Iffio is small in comparison to the bandwidth of the transmitted signal, the channel is 
defined as a frequency-selective fading channel which means the spectral components of the 
signal are not affected equally by the channel. On the other hand, if the value off o is larger 
than the bandwidth of the transmitted signal, the channel is defined as a 
frequency-nonselective fading or a flat fading channel which means all the spectral 
components of the signal will suffer similar amplitude attenuation and phase distortion. 
The envelope of the received flat fading signal or the envelope of an individual multipath 
component can be described by a Rayleigh distribution if there is no predominant 
line-of-sight component. If a dominant line-of-sight component exists, the envelope of the 
received signal should be described by a Rician distribution [106]. 
The following terms should be defined in order to describe the time varying property of the 
channel which can be caused by the relative motion between the transmitter and the receiver 
or the motion of the objects within the channel. Letting the difference of delay in the 
function (r 1;4t)6(r1 - r2) go to zero, the resulting autocorrelation function R(At) determines 
the fading rate of the channel. A widely used model to described the behavior of R(zit) is 
Jakes' model [134] where the function R(At) is given as: 
R(At) = Jo(2irf4t) 	 (2.3) 
where .JoQ  is the zero order Bessel function of the first kind andfm = vfo/c is the maximum 
Doppler frequency where v is the velocity of the vehicle, fo  is the carrier frequency and c is 
the speed of the light. f, represents the amount of change in frequency of the spectrum of the 
channel due to the motion of the transmitter, receiver or objects within the channel. The 
Doppler power spectrum function S(J) can be obtained by taking the Fourier transform of the 
autocorrelation function R(At) and the range off which makes the value of S(J) essentially 
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nonzero is called the Doppler spread Bd of the channel. If R(At) is expressed by (2.3), the 







S(1) provides the information about how much the spectrum shift is imposed on the signal as 
a function of the rate of change of the channel. The coherence time T0 of the channel 
represents the expected time duration over which the impulse response of the channel is 
almost invariant. T0 is inversely proportional to j.  A more precise definition of T0 can be 
found in {135] where the relation of To andfm is To = 9/(16jc). 
Similarly to the description of the degradation caused by the time dispersive nature of the 
channel, there are two degradation categories caused by the time varying nature of the 
channel. If the time duration of one symbol of the transmitted signal is less than T0, the 
channel attenuation and phase shift imposed on the transmitted signal are essentially fixed 
for the duration of at least one symbol interval. Under this scenario, the channel is described 
as a slow fading channel. On the other hand, if the time duration of one symbol of the 
transmitted signal is larger than T0, the channel is called a fast fading channel which will 
change several times during the duration in which one symbol is transmitted. Fast fading will 
distort the pulse of the baseband resulting in an intolerable bit error rate. 
For the frequency-selective channel, the multipath components in the channel response that 
are separated in delay by at least 11W are resolvable where W is the bandwidth of the 
transmitted signal. In this case, the sampling theorem may be used to represent the resolvable 
received signal components. Then the channel can be expressed as: 
c(t,r) = c1 (t)8(—n/W) 	 (2.5) 
where L equals to [W/foj± 1 and LI means rounding towards the nearest integer whose value 
is less than that of W/j'0 . Then, the received signal after passing through the channel can be 
expressed as: 
r(t, r) = 	c. (t)x(i. - nI W) + z(t) 	 (2.6) 
where x(t) is the transmitted signal and z(t) is the white Gaussian noise with variance o2. 
The transmission signal x(t) has the common form: 
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X(t) = 	dg(t - nT) 	 (2.7) 
where {d} is the discrete information-bearing sequence of symbols and g(t) is a pulse whose 
bandwidth is W. 
2.1.3. Equalisation 
Equation (2.6) represents the continuous-time system. In dealing with band—limited channels 
that result in ISI, it is convenient to use an equivalent discrete—time model for the 
continuous—time system. If the transmission. rate of the discrete-time symbols is lIT, the 
sampled output of the matched filter at the receiver is also a discrete-time signal with 
sampling rate ]IT. So the discrete-time model is the cascade of the transmitter impulse 
response g(t), the channel with impulse response c(t), the matched filter with impulse 
responsej(t) and the sampler. However, in this model, the autocorrelation matrix of the noise 
z(t) is not a diagonal matrix due to the existence of the matched filter. It is necessary to 
introduce a noise whitening filter at the output of the sampler. Then the output of the noise 
whitening filter will have white Gaussian noise. The cascade of the original discrete-time 
model and the noise-whitening filter is called the equivalent discrete-time white noise filter 
model whose impulse response is represented by h(t). The output signal which comes from 
this equivalent model is: 
r(n) =I h, (n)d(n —1) +z(n) 	 (2.8) 
If the channel is time invariant, the sequence index or time index n of h(n) can be discarded. 
From (2.8) it can be learned that the received signal is distorted by the IS! which is 
recognized as one of the major obstacles to high speed data transmission over mobile radio 
channels. Equalisation is a widely used technique to combat the effect of ISI and improve the 
performance of the digital communication system. Equalisation is also effective in reducing 
MAI in multiuser digital communication systems if the spreading codes are orthogonal. The 
purpose of equalisation is to design an equaliser whose z transform W(z) of its impulse 
response is the inverse of the z transform H(z) of the channel in the frequency domain, i.e., 
W(z) = l/H(z). In the time domain, equalisation tries to force the convolution result between 
the impulse response h(t) of the channel and the impulse response heq(t) of the equaliser to 
equal the Kronecker delta function 6(r). Due to its outstanding ability to improve the 
performance of the signal quality at the receiver, equalisation has received a great deal of 
attention in the literature [7], [44], [105], [116]. 
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Figure 2.2: The classification of the equaliser 
Equalisers can be classified into linear equalisers and nonlinear equalisers. The detailed 
classification is shown in Figure 2.2. Linear equalisers can be used in those applications 
where the channel distortion is not too severe. Compared with nonlinear equalisers, the 
structure of the linear equaliser is simple and its computational complexity is much lower. 
However, the linear equaliser does not perform well on channels with spectral nulls in their 
frequency-response characteristics because the linear equaliser will cause a large gain in the 
vicinity of these spectral nulls. As a consequence, it significantly enhance the additive noise 
present in the received signal when trying to compensate for the channel distortion. Under 
this scenario, using nonlinear equalisers can achieve better results. 
The most commonly used nonlinear equalisers are the decision feedback equaliser (DFE), 
the maximum likelihood symbol detection and the MLSE equaliser. The MLSE equaliser [26] 
executes sequence estimation which uses a sequence of received samples to recover the entire 
transmitted sequence of transmitted symbols [136]. It tests all the possible transmitted 
symbol sequences and chooses the symbol sequence with the maximum probability of being 
transmitted as the output. So it is optimal in the sense of minimizing the probability of a 
sequence error and it can be efficiently implemented based on a trellis - the maximum 
likelihood Viterbi algorithm (MLVA) [27]. The computational complexity of the MLSE 
equaliser grows exponentially with the length of the delay spread of the channel so it is not 
suitable to be used for a system where the ISI spans more than 10 symbols [7]. For those 
cases where the ISI spans a large number of symbols, the DFE equaliser is a reasonable 
alternative with lower computational complexity, albeit with suboptimal performance. The 
basic idea of the DFE equaliser is that the DFE uses the symbol being detected to partially 
remove the intersymbol interference of the subsequent symbols caused by those detected 
symbols. For a DFE equaliser with transversal structure, it consists of a feedforward filter 
(FFF) and a feedback filter (FBF). The computational complexity of the DFE is a linear 




DFE can also be viewed as a function computed on the samples from the received signal and 
past detected symbols. According to the nature of this function, the DFE may be classified as 
linear or non—linear. 
Figure 2.3: The structure of the linear transversal equaliser 
Typically, the equalisers have two types of structures, the linear transversal structure and the 
lattice structure. In this thesis, only equalisers using the transversal structure are considered. 
A linear transversal equaliser is made up of tapped delay lines where the space between 
different taps is the symbol period as shown in Figure 2.3. The input to the transversal 
equaliser is the received sequence of the signal and its output is the estimation of the 
transmitted symbol which can be expressed as: 
y(n—D) = I w1 r(n—i) 	 (2.9) 
where D is the system delay and N is the number of taps of the transversal equaliser. The 
estimate y(n-D) is quantized to the nearest information symbol by the detector to form the 
decision d(n - D) . The coefficients of the transversal equaliser must be optimized by 
minimizing a cost function. Intuitively, the bit error rate is the most desirable cost function. 
However, the bit error rate is a nonlinear function of the coefficients of the equalisers and the 
computational complexity of optimizing the coefficients according to this rule is very high. 
Two criteria for optimizing the coefficients are the peak distortion criteria and the mean 
square error (MSE) criteria. 
The z transform of the coefficients of the linear transversal equaliser is just the inverse filter 
of the channel h(r) if the peak distortion criteria is used. This solution is called the 
zero-forcing filter. In fact, the zero-forcing filter tries to completely eliminate the IS!. A 
well-known drawback of the zero-forcing filter is that the zero-forcing equaliser will greatly 
enhance the power of the noise when it attempts to compensate for a spectral null in the 
frequency response of the channel. 
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According to [45], [125], the MSE is the most commonly used cost function. The MSE is 
denoted by: 
MSE = E[e(n)e(n)} = 	 (2.10) 
where the vector w = [wo,w 1 .. .. w] represents the coefficients of the equaliser, vector r(n) = 
[r(n),r(n-1)..., r(n-N+1)J represents the input signal spanning the equaliser and d(n-D) 
represents the desired symbol to be detected. For an infinite length transversal equaliser, 
according to [101], the z transform of the MSE solution of the equaliser is: 
W(z) = H*(i')/[H(z)H*(z ) + UV1 	(2.11) 
where W(z) and H(z) are the Z-transform of the impulse response of the equaliser and the 
channel respectively. When the distortion of the signal is mainly caused by noise, i.e., the 
term o2  is dominant in the denominator, the solution is W(z) = H*(z5a,2  which is the 
matched filter solution [101]. If the distortion of the signal is mainly caused by the channel, 
the solution is W(z) = 11H(z) which is the zero-forcing solution. Obviously, the solution 
according to the MSE criterion balances the requirement for eliminating ISI and limiting the 
increase in the noise simultaneously. In the time domain, the solution to minimize the MSE 
is the well-known Wiener solution which can be expressed as: 
wR'p 	 (2.12) 
where R = E[r11(n)r(n)] is the autocorrelation matrix of the input signal with dimension NxN 
and p = E[d(n-D)r(n)] is the crosscorrelation vector between the desired symbol and the 
input vector with dimension Nx 1. 
In practice, the channel is time varying so adaptive algorithms should be adopted which can 
track the changing of the channel and adjust the coefficients of the equaliser simultaneously. 
The equaliser working under this scenario is called an adaptive equaliser. The general 
operations of an adaptive equaliser include tracking the channel and training. Training means 
forcing the coefficients of the equalisers towards to the optimal solution according to some 
particular cost function. If a training signal is available at the receiver, the equalisers are 
known as supervised equalisers. Otherwise, blind methods should be adopted in order to 
update the coefficients of the equaliser. After training, the equaliser is switched to decision 
directed mode, where the equaliser can update its coefficients based on the actual detected 
data. 
There are several adaptive algorithms which can be used by the equaliser to update its 
coefficients. Those algorithms are introduced in the following section. 
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2.2 Adaptive filters 
According to former description, the design of the Wiener filter requires a priori information 
about the statistics of the input signals. However, this information can not be known a priori 
in a lot of applications. Adaptive filters are useful whenever the statistics of the input signals 
to the filter are unknown or time varying. The adaptive filter measures the output signal of 
the filter, compares it to a desired signal from the training signal or the detected signal 
generated by the receiver and then uses an adaptive algorithm to update its coefficients based 
on the error between the output of the adaptive filter and the desired signal. 
The adaptive filter can have either finite duration impulse response (FIR) or infinite duration 
impulse response (IIR). The robustness of the FIR filter is better than that of the hR filter 
and the realization of the FIR filter is easier than that of the hR filter. In general, many 
practical problems can be accurately modelled by an FIR filter such as modelling the mobile 
radio channel [101]. The adaptive hR filter can serve as an alternative to the FIR filter in 
applications where the required order of the adaptive filter is very high, since an IIR filter in 
general requires fewer filter coefficients than its FIR filter counterpart. However, in certain 
applications it is not possible to find a unique solution of the IIR filter. 
Typical applications of adaptive filters are: system identification, channel equalisation, 
prediction and interference cancellation [138]. Figure 2.4 shows a typical model of system 
identification. The adaptive filter and the unknown systems are driven by the same input 
signals. The purpose of the adaptive filter in system identification is to try to accurately 
simulate the behavior of the unknown system by using the adaptive filter. 
z(n) 
r(n) 	Unknown system 	>1 + I I >1 h(n) 
Adaptive filter  
w(n) 	 -L 
e(n) 
Figure 2.4: System model of system identification 
The model of channel equalisation is shown in Figure 2.5 where the function of the adaptive 
filter is to provide an inverse model of the unknown system as accurately as possible. In the 
frequency domain, ideally, the z transform of the adaptive filter should be the reciprocal of 
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the z transform of the unknown system. In this thesis, we focus on the problem of channel 
equalisation. 
d(n) 	Channel Ir'(n) 	r(n) Adaptive filter I y(n) 	d(n) 
h(n) 	>1 + >1 	(n) 	I 
>Detectorf—* 
Iz(n) e(n)/ 	iIIiI 
>IzH 	 +. 
Figure 2.5: System model of channel equalisation 
A wide variety of adaptive algorithms have been developed and the performance of those 
algorithms is determined by various factors. Several typical factors are: 
• Rate of convergence - This is defined as the number of iterations required by the 
adaptive algorithm to converge close enough to the optimal solution. 
• Misadjustment - The parameter quantifies how close the final value of the coefficients of 
the adaptive filter are to the coefficients of the optimal filter for the cost function being 
used. It is generally quantified by the mean square error between the final value of 
adaptive filter and the optimal solution. A very large misadjustment usually indicates that 
the adaptive filter cannot accurately model the given system or the initial state of the 
adaptive filter is so unsuitable that it prevents the adaptive filter from converging to the 
optimal solution. 
• Computational complexity - includes the number of operations required to execute a 
single iteration and the memory space requirement of the adaptive algorithm. 
• Robustness - There always exists some small round-off disturbances and representation 
errors when the adaptive algorithm is implemented numerically. If those small 
disturbances only cause small estimation errors, the adaptive filters can be called robust. 
• Tracking ability - refers to the ability of adaptive filters to track the changing. of the 
statistical variations of the input signal when they work under a nonstationary 
environment. 
However, some of those factors are conflicting with each other therefore it is often difficult 
to design an adaptive algorithm which has satisfactory performance on all of those aspects. 
For example, high convergence rate often requires high computational complexity whereas 
an adaptive algorithm with low computational complexity often has a slow convergence rate. 
Two of the widely used methods for the adaptive filters based on MMSE criteria are the 
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steepest descent method and the method of least squares. The LMS family algorithms are 
based on the steepest descent method and the RLS family algorithms are based on the least 
squares method. Detailed descriptions of those adaptive algorithms are provided in the 
following sections: 
2.2.1. Steepest descent criteria 
When the cost function J(w) is a continuously differentiable function of the unknown weight 
vector w. The optimal solution w0 is defined as 
J(wo) J(w) 	 for all w 
If J(w) is a concave function of the weight vector w, the optimal solution w 0 can be found by 
using the following iterative descent method: starting with an arbitrary weight w(0), 
according to some particular update rule to generate a sequence of weight vectors w(1), 
w(2),..., w(n) and make the value off(w(n+l)) less than the value of J(w(n)). After several 
iterations, the solutions of the algorithm should converge to the optimal solution w 0. The 
steepest descent method is one of the iterative descent methods where the direction of the 
update of the weight vector is opposite to the gradient vector of the cost function J(w(n)). 
The iterative method can be expressed as: 
	
w(n+l) = w(n) - pVJ(w(n))/2 	 (2.13) 
where p is a small positive number called the step size which controls the amount of the 
adjustment. If the cost function J(w) is built according to the MSE criteria, the expression of 
the gradient vector is VJ(w(n)) = + 2Rw(n) [45]. The iterative algorithm of the weight 
vector w is: 
w(n+l) = w(n)—p[Rw(n)-p] 	 (2.14) 
2.2.2. LMS algorithm 
The LMS introduced by [124] is one of the most popular algorithms in adaptive signal 
processing and is widely used due to its stability and simplicity of implementation. The 
convergence rate, tracking ability and the steady state misadjustment of the LMS are 
extensively analyzed by [6], [113], [114]. The LMS can be directly derived from the steepest 
descent iterative algorithm. The procedure is: 
Use the instantaneous estimate of the autocorrelation R'(n) defined by R'(n) = r(n)r"(n) 
instead of the autocorrelation matrix R. 
Usenn the instantaneous estimate of the crosscorrelation p'(n) = r(n)d*(n) instead of the 
crosscorrelation matrix p. 
Then, the instantaneous estimate of the gradient vector is: 
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VJ'(w(n)) = -2p' + 2R'w(n) 	 (2.15) 
Substituting (2.15) into (2.14), the LMS algorithm can be generalized as following equations 
[45]: 
Filter output 	 y(n) = w'(n) r(n) 	 (2.16) 
Error signal 	 e(n) = d(n) — y(n) 	 (2.17) 
Weight vector adaptation 	w(n+1) = w(n) + pr(n) e(n) 	(2.18) 
The convergence rate of the LMS algorithm is heavily dependent on the value of the step 
size p. To ensure stability of the LMS algorithm, the value of the step size must be less than 
the reciprocal of the maximum value of the eigenvalues of the autocorrelation matrix R. 
Since the value of the maximum eigenvalue is not easily available, a practical maximal 
bound of the step size p is the reciprocal of the trace of R. It is obvious that the choice of the 
step size can be overly conservative which will cause an unnecessary slow convergence rate. 
It is beneficial if the step size can be chosen according to the incoming data. The NLMS 
algorithm proposed by [92] provides a solution for this requirement. The format of the 
NLMS algorithm is defined as: 
w(n+1)=w(n)+ 	
'' 
r(n)e(n) 	 (2.19) 
II r(n) 11 2 
The convergence rate of the NLMS is potentially faster than that of the LMS algorithm for 
both uncorrelated and correlated input data [45]. 
However, the convergence rate of both the LMS algorithm and NLMS algorithm is also 
heavily dependent on the eigenvalue spread of the autocorrelation matrix R of the input 
signal. The convergence rate is very slow for an autocorrelation matrix with a large 
eigenvalue spread. 
2.2.3. RLS algorithm 
The RLS algorithm is based on the least square (LS) criteria. If the desired data is assumed 
to be d(n) = 	w01 r(n —1) + e0 (n) and the output of the filter is defined as 
y(n) = 	w,r(n - i) and e(n) is the error signal between d(n) and y(n) defined as e(n) = d(n) 
- y(n), the goal of the LS criteria is to find the solution w which minimizes the sum of error 
squares for a particular duration, the so called length of the data window. The RLS algorithm 
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is the recursive implementation of the LS criteria. The procedure of the RLS algorithm is 
summarized in Table 2.1 
RLS algorithm 
w(0)=0 
R'(0) = p'I, p is a small positive constant 
For each iteration, n = 1, 2 ....., , do 
k(n) = R'(n- 1 )r(n)/(1+rH(n)  R'(n- 1 )r(n)) 
where 2 is the forgetting factor whose value is very close to 1 
e(n) = d(n) - wH(n)r(n) 
w(n+1) = w(n) + k(n) e(n) 
R'(n) = A- ' R'(n-l) - % 1k(n) r''(n)R 1 (n-l) 
Table 2.1: Summary of the RLS algorithm 
Compared with the LMS algorithm, the major benefit of the RLS algorithm is that its 
converegence rate is not influenced by the eigenvalue spread of the autocorrelation matrix of 
the input signal. In general, the convergence rate of the RLS algorithm is an order of 
magnitude faster than that of the LMS algorithm [45]. However, the computational 
complexity of the RLS algorithm is of order N2, which is much higher than that of the LMS 
algorithm whose computational complexity is of order N. Moreover, the RLS algorithm is 
less numerically robust compared with the LMS algorithm [45]. 
2.2.4. AP algorithm 
From the former discussion, the LMS algorithm suffers slow convergence rate when the 
eigenvalue spread of the autocorrelation matrix is large whereas the RLS algorithm has a fast 
convergence rate with a very high computational complexity. The affine projection (AP) 
algorithm [89], [94], [108], [109] can be viewed as an intermediate algorithm between the 
LMS and the RLS in terms of both the computational complexity and the performance of the 
convergence rate. The main idea of the AP algorithm is to re-utilize the past input vectors of 
the equalisers to accelerate the speed of the coefficient-update. This so-called data-reusing 
technique has been shown to be a promising approach. 
The AP algorithm is given by the following two equations [45]: 
e(n) = d(n) —A(n)w (n) 	 (2.20) 
w(n+l) = w(n) +uA '(n)(A(n)A "(n) +pI)4e(n) 	 (2.21) 
where A2'(n) = [r(n),r(n-l), ... , r(n-P+1)] and r(n) = [r(n),r(n-1), ... ,r(n-N+1)]" is the 
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N-by-I input vector to the equaliser. P is the order of the AP algorithm. d "(n) = 
[d(n),d(n-1), ... ,d(n-P+i)] is the vector of the desired signal. p1 is used to regularize the 
inverse matrix of A(n)A"(n) in order to improve the stability of the algorithm where p is a 
small positive constant. 
The optimization criterion used for the derivation of the AP algorithm is to minimize the 
squared Euclidean norm of the change in the weight vector subject to multiple constraints, 
which are given by 
argmn 11 w(n + 1)— w(n) 11 2 subject to d(n-k) = w"(n+i)r(n-k) fork = 0,1,..., P—i 
The range of u is from 0 to 2 in order to ensure the convergence of the AP algorithm. In 
general, the convergence rate of the AP algorithm is faster than that of the LMS. When the 
order P of the AP algorithm is 1, the recursive equation of the AP algorithm is the same as 
NLMS. So the NLMS is just a special case of AP when the order P equals 1. The larger the 
value of the order P, the faster the convergence rate of the AP algorithm, however, the 
amount of the improvement that can be attained decreases [109]. 
2.3 Introduction to DS-CDMA Systems 
2.3.1. Spread spectrum communications 
Spread spectrum communications were originally used for military applications in the 1970s. 
Literally, a spread spectrum system is one in which the transmitted signal is spread over a 
wide frequency band, several times more than the minimum bandwidth required to transmit 
the information being sent. The basis of spread spectrum is expressed by the channel 
capacity equation: 
C = Wlog2(l+SiN0) 	 (2.22) 
where C is the capacity of the channel, Wis the bandwidth of the channel, No is the power 
of the noise and S is the power of the signal. From this equation, it can deduced that for any 
given channel capacity, the power for transmitting the signal can be reduced by increasing 
the bandwidth used to transfer the information. The reduction in required SNR attained by 
spreading can be represented as the processing gain (PG): 
PG = WIB 
where W denotes the bandwidth of the spread signal and B denotes the unspread signal 
bandwidth. 
There are three ways to spread the bandwidth of the signal [21]: 
1. Frequency hopping (FH): the signal is rapidly switched between different 
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frequencies within the hopping bandwidth pseudo-randomly, and the receiver 
knows beforehand where to find the signal at any given time. 
Direct sequence (DS): the digital data is directly coded at a much higher frequency. 
The code is generated pseudo-randomly, the receiver knows how to generate the 
same code and correlates the received signal with that of the code to extract the 
data. 
Pulsed-FM or "chirp": A carrier is swept over a wide band during a given pulse 
interval. 
Compared with narrowband communication systems, the spread spectrum communications 
has a lot of advantages such as low power spectral density of the user, improved privacy due 
to the unknown random spreading codes and random access possibilities. 
2.3.2. Basic principles of DS-CDMA systems 
Before discussing DS-CDMA in more detail, it is important to understand what is meant by 
multiple access. The concept of multiple access is to permit a number of users to share a 
common channel simultaneously. The two traditional ways of multiple access are frequency 
division multiple access (FDMA) and time division multiple access (TDMA). In frequency 
division multiple access, the frequency band is divided into band slots. Each user gets one 
individual frequency slot assigned by the system; i.e. the system uses different frequency 
slots to differentiate different users. It could be compared to AM or FM broadcast radio 
where each station has a frequency assigned to it. If the FDMA slot is not in use, it still can 
not be used by other users to increase or share capacity. This will waste the frequency 
resource. In time division multiple access, the frequency band is not partitioned but users are 
allowed to use it only in predefined intervals of time, which are called time slots. Thus, 
TDMA demands strict synchronization among the users; otherwise the information of one 
specific user could be damaged by that of other users. 
Code division multiple access (CDMA) is different from those traditional ways in that it 
does not allocate frequency or time in slots but gives the right to all users to use both of them 
simultaneously. To do this, it utilizes the spread spectrum technique. For DS-CDMA, each 
user is assigned a spreading code which spreads its signal bandwidth in such a way that only 
the same spreading code can recover it at the receiver end, i.e., the DS-CDMA system uses 
different codes to discern different users. This method has the property that the unwanted 
signals with different codes are not despread by the correlation process at the receiver, 
making them like noise to the receiver [21]. 
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Compared with FDMA and TDMA, the primary advantage of DS-CDMA is its ability to 
tolerate a fair amount of interfering signals. As a result of the interference tolerance of the 
DS-CDMA, frequency planning is simplified. The DS-CDMA waveform occupies a 
significantly larger bandwidth than FDMA or TDMA waveforms, thus it is more likely to 
undergo frequency-selective fading. However, the effect of this fading is less detrimental in 
DS-CDMA because the energy is spread over a much larger spectrum and fading at certain 
frequencies has little effect on the overall spectrum. Moreover, the capacity improvement of 
the DS-CDMA systems is possible with a frequency reuse factor of one, as compared to the 
other two spread spectrum technologies which have reuse factors of less than one. Since 
adjacent cells use the same frequency band, soft handover is possible. Another advantage of 
DS-CDMA is that the transmission bandwidth exceeds the coherence bandwidth and hence 
provides an inherent frequency diversity receiver. This implies that the received signal after 
despreading can be resolved into multiple signals with different time delays, and subsequently 
recovered and combined into an enhanced signal. However, DS-CDMA has its limitations and 
additional constraints such as the requirement of stringent power control [ill]. 
The spreading codes used for DS-CDMA systems should have good autocorrelation and 
crosscorrelation properties, i.e., low crosscorrelation between different spreading codes and 
the autocorrelation of each spreading codes should be similar to that of the white Gaussian 
noise. Either pseudo noise codes or orthogonal codes can be used as the spreading codes. 
Pseudo noise sequences can be generated by using a linear feedback shift register generator. 
M-sequences and Gold codes are the two basic kinds of pseudo noise code [21]. In UMTS, 
Orthogonal Variable Spreading Factor (OVSF) techniques are used to generate the spreading 
codes. The use of OVSF codes allows the spreading factor to be changed and orthogonality 
between different spreading codes of different lengths to be maintained. 
Because of its many attractive properties, DS-CDMA is one of the most interesting fields in 
3G mobile communication systems. The research area of this thesis will be limited to 
DS-CDMA systems. 
2.3.3. DS-CDMA downlink model 
The discrete time model is adopted here to describe the downlink of a DS-CDMA system. 
All Of the signals appearing in this model are expressed in a discrete time format. A typical 






______________ 	 x1(i)  
_ x2(i) A 2x2(i)  




Modu lator I 
An) 	
d(n 	
h1(n) 	 Receer 	
xii) 
Figure 2.6: System model of the downlink of the DS-CDMA systems 
Assume the total number of users supported by the system is K. The kth user's source 
generates a sequence of equiprobable and independent symbols X&(i)  n {- I + I I  where k E 
( 
1, ..., K). The amplitude of the kth user is expressed by Ak whose value is determined by 
the power control algorithm; The source data is modulated by a modulator and QPSK acts as 
the default modulation technique. The data b,1(i) of the kth user after modulation is a 
sequence of equiprobable and independent symbols whose values € {-i/42, ii42, -1/I2, 
1/42}where I is the square root of -1. After modulation, the data sequence is spread by a 
user-specific and symbol-period-dependent sjreading code whose format is: 
Ck (t) 
= Ckgg(t - g),t E [0,j 1 	 (2.23) 
0 	otherwise 
where Tc is the chip period and T5 is the symbol period. The chip waveform is assumed to be 
a rectangular pulse and the same for every user. G is the processing gain which can be also 
expressed as: 
G=T5 /T 	 (2.24) 
Sampling at the chip rate, the discrete chip sequence of the spreading code is: 
ck(n)
{ck(gTc) 
forO :~ g :5 .G—1 
= 	
(2.25) 
0 	otherwise  
The value of cT) is taken from the alphabet {-1/'IG, 1i'IG}. The bandwidth of the 
transmitted data is extended G times by synchronising the transmitted symbol with the chip 
sequence over a symbol period. The signal of the kth user after spreading can be expressed 
as: 
	
Uk (n) = A k bk  (i)ck  (n - iG) 	 (2.26) 
where n from 0 to +oo is the chip index and i from 0 to +oo is the symbol index respectively. 
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Before transmission, all the spreading signals from different users are added together and 
scrambled using a long pseudo-noise (PN) code s(n). The composite transmitted signal at the 
chip level is: 
K 
d(n) = s(n) 	(i)ck (n - iG) 	 (2.27) 
i k=1 
The received signal at the terminal is distorted by the dispersive channel and disturbed by 
additive noise. From (2.8), the received signal at the terminal can be expressed as: 
L-I 
r(n) = 	h,(n)d(n —1) + z(n) 
L-1 	 K 	
1=0 	 (2.28) 
	
= h1 (n)s(n - l) Akbk ([.'1__L j)ck (n —1— 	x G) + z(n) 
/=0 	 k=1 
z(n) is white Gaussian noise with power spectral density No which includes both the 
contribution of signals from adjacent cells and white background noise. Due to the multipath 
effect introduced by the dispersive channel, the received signal suffers from IC!, ISI and 
MAI. If the length of channel is much shorter than G, the ISI of the desired user can be 
ignored comparing with the IC!. (2.35) can be simplified as: 
r(n) = 
	
A k bk ([!_.j) 	h.(n)s(n - l)ck(n —1— 	x G) + z(n) 	(2.29) 
1=0 	 1G] 
From the former discrete time notations, the matrix-vector notations are introduced at this 
point. Assuming a single receiver antenna, for a vector presentation, supposing Q symbols 
within one block are transmitted by every user, then the vector b with dimension QKx 1 
which contains all the symbols transmitted by all the users can be defined as: 
b = [bT(0) , bT(l) , ... , bT(Q_l)JT 	 (2.30) 
where vector bT(i),  O< i Q-1 with dimension Kx 1 contains the ith symbol transmitted by all 
the users, i.e., 
bT(i) = [A ib i(i), A 2b2(i), ... , Ab(i)] 	 (2.31) 
C' is the matrix which consists of the spreading codes of all the users and is defined as: 
C'=[c 1 ,c2 CK] 	 (2.32) 
where the vector c, contains the spreading code of user 1. 
Ci = [c1(0), c(l) , ... c,(G_1)]T 	 (2.33) 
The matrix C is a QGxQK block diagonal matrix whose diagonal entries consists of the 
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C , 
The matrix S is defined as a diagonal matrix whose diagonal entries are the scrambling 
codes. 
so 	0 	... 	0 
o s 
S= 	.•• 	 (2.35) 
o •.. 	SQG_1 
Then, for a block with Q symbols, the discrete time expression (2.28) can be rewritten as a 
matrix-vector format as: 
r = H1SCb + z = H 1d +z 	 (2.36) 
where H 1 is the channel matrix with dimension (QG+L-l)xQG defined as: 
h0 (0) 	 ... 	0 	 0 
hi ( 1 ) 	ho ( 1 ) ... 0 







hL _ I (QG+L - 2) hL _ 2 (QG+L - 2) 
0 	0 	 hLI(QG+L - 1) 
The subscript of the element of matrix H 1 represents the number of the path and the variable 
inside brackets of the element of H 1 acts as a time index. For a time invariant channel, the 
time index can be discarded. The vector z is the noise vector with dimension (QG+L-1)xl, d 
is the vector of composite transmitted signal at the chip level whose elements are given by 
(2.27). Finally, r is the received vector defined as: 
r = [r(0), r(1), ... , r(QG+L_1)]T 	 (2.38) 
2.3.4. RAKE receiver 
For a synchronous DS-CDMA system in an AWGN environment, the information of the 
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desired user can be extracted by correlating the received signal with the spreading codes of 
the desired user. If the spreading codes between different users are exactly orthogonal, the 
MAI caused by the other users can be totally eliminated. However, according to the former 
description, the DS-CDMA signal often suffers frequency selective fading due to its wide 
bandwidth. So the orthogonality of the spreading codes is destroyed due to the multipath 
effects caused by the transmission channel. At the receiver, multiple copies of the transmitted 
signal with different delays are superimposed at the receiver and IC!, IS! and MAI are all 
introduced into the received signal. The traditional receiver used for the DS-CDMA systems 
is the RAKE receiver firstly proposed by [102]. RAKE receivers try to collect L strongest 
time-delayed versions of the original transmitted signal and provide a separate correlator 
called a "finger" for each received multipath component. Each finger correlates the received 
signal with suitable delay by using the same PN codes, i.e., the minimal delayed multipath 
component undertakes the maximum receiver delay whereas the maximal delayed multipath 
component receives minimum receiver delay. The system model of a RAKE receiver is 
shown in Figure 2.7. 
h 0 
Figure 2.7: System model of the RAKE receiver 
The structure of the RAKE receiver is a tapped delay line and each output of the correlator is 
weighted by the coefficients of the tapped delay line whose value are the coefficients of the 
channel. Soft chip decisions are the summation of the weighted output of every correlator 
and the soft symbol decision is obtained by sampling the soft chip decisions at the symbol 
rate. Using the channel coefficients as the weighting coefficients means when a multipath 
component is strongly corrupted by fading it will be discounted through the weighting 
process, i.e., maximal ratio combining is executed. Hence, the real function of the RAKE 
receiver is to provide path diversity. This path diversity is realized by the fact that the 
multipath components are practically uncorrelated from one to another when their relative 
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propagation delays exceed a chip period [106]. 
The mathematical expression of the output of the RAKE receiver at the chip level is: 
y(n—L+1)=w KE r(n) 
	
(2.39) 
where wR4KE =[h j1 (n), h', 2(n), ... , h'o(n)]'1 is the coefficients vector of the impulse 
response of the channel at time n and r(n) = [r(n), r(n- 1),... ,r(n-L+ 1)]H•  The scalar L- 1 is the 
delay introduced by the system. The soft chip estimation y(n) is correlated with the spreading 
codes of the desired user at the symbol level to produce the soft estimation of the transmitted 
symbol of the desired user. For the symbol level expression, if the desired user is 1, the 
estimated symbol of the RAKE receiver can be expressed as: 
1, =C 1Wr 	 (2.40) 
where WRAKE with dimension QGx (QG+L-l) is defined as: 
- 	0 	h(L) 
WRAKE - 
0 
h 1 (L-1) 




h 1 (Q3+L—I) 
C 1 with dimension Qx  QG is defined as: 
C I 
C, 
C 1 = 
C I 
(2.42) 
It has been shown that the RAKE receiver can greatly improve the SNR at the receiver and 
attain good performance for the single user scenario. However, under the multiuser scenario, 
the non-zero crosscorrelation between the spreading codes of the different users will greatly 
degrade the performance of the RAKE receiver even for the AWGN environment [120]. Its 
performance will be further degraded in a dispersive channel since the dispersive channel 
will cause multiple time-delayed versions of the transmitted signal. Every finger of the 
RAKE receiver will suffer the nonzero crosscorrelation between different spreading codes 
for multiuser communication scenario and nonzero shift autocorrelation of the same 
spreading code simultaneously. In a word, the RAKE receiver uses a single user detection 
strategy, i.e., it detects one user's information without regard to the existence of other users. 
Thus, there is no sharing of multiuser information or joint signal processing. The success of 
this detector heavily depends both on the properties of the correlation between the spreading 
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codes and very tight power control. 
The practical implementation of the RAKE receiver is complicated and other components 
such as a channel estimator are required in addition to the correlator and the maximal ratio 
combining components. Detailed description of the implementation of the RAKE receiver 
can be found in [104]. 
2.3.5. Linear receivers 
The RAKE receiver uses a single user detection strategy and its performance is bad for the 
multiuser scenario where significant MA! exists. As described in Chapter 1, recently linear 
receivers at the chip level have proven to be the most promising way to enhance the 
performance of downlink receivers of the DS-CDMA systems. They provide an acceptable 
balance between performance and complexity, yield to simple adaptive implementations and 
exhibit reasonable robustness. Linear equalisers at the chip level suppress interference by 
inverting the channel transfer function prior to the dispreading process. The orthogonality of 
the spreading codes can then be partially restored. It should be noted that chip level 
equalisers do not suppress the MAI at the chip level but just restore the orthogonality 
between different spreading codes to some extent. The MA! is suppressed during 
despreading which is implemented by the conventional correlator after the chip level 
equalisers. In this section, the basic idea of the linear receivers is introduced and a 
mathematical description is given. The theoretical performance bound of the linear receiver 
is given provided all the side information such as the impulse response of the channel, the 
amplitude of the received signal and the spreading codes are known by the receiver. 
In practice, it is usually too complex to process the whole received data block by block so 
the length of the equaliser is much shorter than the size of a block, i.e., QG+L-l. In general, 
the length of the equaliser just covers several symbols or less than one symbol period. The 
performance degradation caused by such receiver processing-window truncation has been 
analyzed in [55]. Supposing the length of the receiver is N, then the received vector spanning 
the equaliser observation window can be expressed as: 
r(n) = [r(n), r(n-1), ... ,r(n_N+l)]T 	 (2.43) 
n denotes the time index of the first sample in the vector r(n). According to (2.28), r(n) can 
be expressed in matrix form as the following equation: 
r(n) = H(n)d(n) + z(n) 	 (2.44) 
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(2.45) 
where the subscript I of h,{n) represent the index of the delay and n represent the sampling 
time. The noise vector z(n) and the data vector d(n) are expressed as: 
z(n) = [z(n), z(n - l), ... , z(n_N+l)]T 	 (2.46) 
d(n)[d(n),d(n - l), ... , d(n-N-L +2)] T 	 (2.47) 
If M receiver antennas are used, H in (2.44) can be expressed as: 
H = [H1 H2,..., HM]T 	 (2.48) 
The dimension of H is MN*(N+Ll) where every Hk(l:!~ k :!~ M) has the same format as 
(2.45). The received vector r(n) is still expressed by (2.38) whereas the dimension both of 
r(n) and z(n) are MN. Hence space-time diversity is obtained. The following analysis about 
the zero-forcing and minimum MSE (MMSE) chip level equaliser should be based on the 
model described above with just one antenna. 
2.3.5.1. 	Zero-forcing receivers 
The linear zero-forcing chip level equaliser follows the peak distortion criterion which 
attempts to make the convolution of the propagation channel and the equaliser to be a 
Kronecker delta function. The zero-forcing equaliser will completely eliminate the ICI and 
ISI caused by the channel and totally restore the orthogonality of the spreading codes. 
However, this can only be achieved by using an equaliser with infinite length. Moreover, as 
in the former description, the drawback of the zero-forcing equaliser is great enhancement of 
the power of the noise when it attempts to compensate for a spectral null in the frequency 
response of the channel. The mathematical description of the zero forcing chip level 
equaliser is: 
WZF = (HHH )1 HvD 	 (2.49) 
where VD is a column vector of all zeros except 1 in the (D+ 1 )th position. The estimation 
signal at the chip level is: 
y(n - D) = wr(n) = vH " (HH ) ' r(n) 	 (2.50) 
Comparing (2.50) and (2.39), it can be found that the chip level zero forcing equaliser 
whitens the received signal firstly and then performs the RAKE combination. Under a high 
SNR scenario, it will greatly improve the performance of the receivers. 
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2.3.5.2. MMSE receivers 
The chip level MMSE equaliser tries to minimize the MSE between the composite 
transmitted signal d(n) and the output of the MMSE equaliser. Mathematically, the goal is to 
choose WSE  such that: 
W,sE = argminE[Il d(n - D) - w,ISEr(n) 11 2 1 	(2.51) 
W 
The solution to this optimization problem is the well known Wiener solution which has 
already been described in section 2.1.3. WE equal R'p where R is the autocorrelation 
matrix of the input vector r(n) and p is the crosscorrelation matrix between the vector r(n) 
and d*(n). However, both of them are dependent on the user index k and chip index n and 
then the optimal solution needs to be recalculated from chip to chip. Due to the high 
computational complexity of the matrix inversion embedded in the LMMSE solution, it is 
impossible to compute the optimal solution for every chip index. To solve this problem, the 
following assumptions are proposed: 
Assumption 2.1: 	ck (Gl+ m)c(Gl + m) = 8kk where / is an integer E{-co,-i-cx}, k, k' 
E=- { 1,2, ... K} and k'  is the Kronecker delta. 
Assumption 2.2: The composite spreading codes, i.e., aA(n) = s(n)c,(n-1G) are i.i.d. 
sequences. where 1 = [n/GI, E[ak(n)] = 0 and E[a(n)ak*(n)]  =(1/G) 
Assumption 2.3: The transmitted symbols of different users are i.i.d sequences, i.e., 
E[bk(n)bk,*(n)] 	,n8kk 
From assumption 2.1 and 2.2, a good approximation in practice is to take the value of 
E[d(n)dH(n)] = 	I [30], [67] where qd2 represents the variance of the composite 
transmitted signal at the chip level. The solution of the LMMSE channel equaliser can now 
be written as: 
WsE =o(oHH" +cJI) t HvD 	 (2.52) 
where o.2  is the power of the noise. At low SNR level, the MMSE chip level equaliser acts as 
a matched filter whereas at high SNR level, it acts like a zero-forcing chip level equaliser. 
(2.52) results in a simple format chip-level equaliser that does not depend on the short codes 
or the base-station dependent scrambling codes. The equaliser can be calculated directly 
provided the channel impulse response vector and estimates of signal and noise powers are 
known by the receiver. For a time varying channel, adaptive algorithms should be used to 
track the change of the autocorrelation matrix R and crosscorrelation matrix p. As with 
zero-forcing equalisers, the outputted estimation signal at the chip level is: 
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y(n - D) = WSEr(n) = o- vH" (crHH" + a,2 1)- 'r(n) 	(2.53) 
2.3.5.3. 	Numerical results 
The bit error probability (BER) performances of the RAKE receiver, the chip level 
zero-forcing equaliser and the chip level MMSE equaliser are evaluated by averaging over a 
sample set of the different symbol, channel and short code realizations. The simulated 
systems are simplified in the following ways: 
The data symbols of the kth user b(i) are uncorrelated and QPSK modulated thus 
bk(i)E{-i/I2, i142, -1/42, 1/42}. 
The additive noise is white Gaussian noise, R = o ,21 . 
The short codes used for spreading the user's data are Walsh codes with length 32 
and the scrambling codes are Gold codes with length 65536. 
For the downlink of the DS-CDMA systems, throughout the research only one cell is 
considered, the interference from other cells is modelled as white Gaussian noise. 
The BS transmits all users' signals with the same and normalized power, i.e., A 2 k = 1 
which means perfect power control is attained. However, the power of the pilot 
signal occupies twenty percent of the total power of all transmitted signal. 
Error control coding is not considered in this thesis. 
Other issues related to the DS-CDMA systems such as synchronization are 
considered to be perfectly implemented. 
Two channel profiles, Vehicular and 3GPP case 3 [1], are used in the simulations. The chip 
period T is 260 ns and the delay of the channel profiles is converted to the nearest integer 
multiplier of the chip period. The channel profiles are shown in Table 2.2 and Table 2.3 
where the standard channel profiles are also listed for comparison. Each tap represents an 
individual path with Rayleigh fading. 
Path Number 0 1 3 4 7 10 
Vehicular Mean 
channel 
0 dB -1 dB -9 dB -10 dB -15 dB -20 dB power  
Delay 0 ns 260 ns 780 ns 1040 ns 1820 ns 1 2600 ns Simulation 
ITU Mean 0 dB -1 dB -9 dB -10 dB -15 dB -20 dB 
Vehicular power  
channel Delay 0 n 310 n 710 n 1090 n 1730 n 2510 n 
Table 2.2: Channel profile for vehicular environment 
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Path Number 0 1 2 3 
3GPP Mean 
0 d -3 dB -6 dB -9 dB Case 3 power 
Delay 0 ns 260 ns 520 ns 780 ns simulation 
3GPP Mean 0 d -3 dB -6 dB -9 dB 
Case 3 power  
Delay 0 ns 260 ns 521 ns 781 ns 
Table 23: Channel profile for pedestrian environment 
Following former descriptions, Monte Carlo simulations are implemented to examine the 
performance of the RAKE, zero-forcing and MMSE equalisers. The result for the vehicular 
environment is shown at the left side of Figure 2.8 whereas the results for the 3GPP case3 
environment are illustrated at the right side of Figure 2.8. The SNR in X-axis is calculated by 
Eb/No where Eb is the transmitted power per user per symbol and N 0/2 is the power spectral 
density of the noise. It is obvious that the performance of the zero-forcing and MMSE 
equaliser are much better than that of the RAKE receiver under both environments. 
Moreover, the performance of the MMSE equaliser is slightly better than that of the 
zero-forcing equaliser since the MMSE equaliser limits the increase in the power of noise. 
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Figure 2.8: BER performance at the downlink of a DS-CDMA system 14 Users 
Left side ITU Vehicular environment Right side 3GPP case3 environment 
The performance of the BER vs. system load is illustrated in Figure 2.9. The performance of 
the zero-forcing is almost not affected by the system load whereas both the performance of 
the RAKE receiver and the performance of the MMSE receiver are dependent on the 
number of users. However, at any system load, the performance of the MMSE receiver is 
better than that of the zero-forcing receiver. It is also shown clearly that the system capacity 
can be greatly improved if either zero-forcing or the MMSE chip level equaliser is used at 
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Figure 2.9: BER performance at the downlink of a DS-CDMA system SNR 10 dB 
Left side JTU Vehicular environment Right side 3GPP case3 environment 
2.4 Summary 
The fundamental background to digital communication systems, the channel, equalisation 
and several typical adaptive algorithms is introduced in this chapter. Then, the basics of 
spread spectrum and multiple access systems is described. The mathematical model 
including discrete time and matrix-vector notation for the downlink of the DS-CDMA 
systems is described. It is indicated in this chapter that the conventional receiver, the RAKE 
receiver which follows a single user detection strategy suffers great performance 
degradation in the multiple user scenario. This performance degradation will be further 
exacerbated by a frequency selective propagation channel since the orthogonality of the 
spreading codes is ruined. Chip level equalisers, which attempt to eliminate the ISI and ICI 
caused by multipath propagation can partially restore the orthogonality of the spreading 
codes at the receivers and has been considered a very promising technique for the downlink 
of DS-CDMA systems. The linear structure chip level equaliser is preferred due to its 
robustness and simplicity. Linear chip level equalisers based on the zero-forcing and MIvISE 
criteria are examined. However, in order to implement those equalisers in practice, their 
computational complexity must be reduced and good convergence and tracking rate are also 
required, i.e., stronger adaptive algorithms are required. This is the main content of the next 
chapter where the dynamic length algorithm is introduced. 
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Dynamic length adaptive equalisers 
The length of the equaliser is an important factor which affects the convergence rate, the 
computational complexity and the steady state MSE of the equaliser. For example, if the 
length of the equaliser is too long, the convergence rate may be reduced and the 
computational complexity is increased. On the other hand, if the length of the equaliser is too 
short, its ability to counteract the effect of the dispersive channel will be reduced. For a time 
varying channels, the ability of the equaliser to track the changes of the channel also depends 
on its length. In general, this ability is reduced with the increase of the length of the equaliser. 
In this chapter, the relationship between the steady-state MSE and tracking ability and the 
length of equaliser are analyzed for the different adaptive algorithms described in section 2.2. 
An algorithm which can adjust the length of the equaliser dynamically according to the 
conditions of the channel and SNR level is proposed in section 3.3. The performance 
analysis of this algorithm with a time varying channel is described in section 3.4. 
3.1 Performance of the equalisers with length 
3.1.1 MSE variation of the equalisers with length 
For the system identification and channel equalisation problems shown in Figure 2.4 and 
Figure 2.5 respectively, the following assumptions are used throughout the thesis: 
Assumption 3.1 Normalized channel coefficients, i.e., Y E[h1 2 (n)] = I, where h(n) is the 
ith element of the vector h(n) at time n. This is realistic through the use of fast power control. 
Assumption 3.2 The reference data d(n) of the equaliser is generated by a linear model 
which can be described as: 
d(n) =w(n)r(n)+e(n) 	 (3.1) 
where wo(n) is the optimal solution (the Wiener solution) for the equaliser and eo(n) is the 
minimum estimation error generated by using the Wiener solution. The scalar eo(n) can be 
assumed to be white Gaussian noise process with zero mean and variance a 02 . For a fixed 
channel, wo(n) is time invariant so the index n can be discarded for simplification. 
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Assumption 3.3 The estimation error sequence e o(n) is i.i.d and statistically independent 
with the input vector r(n). This can be called the independence assumption which is 
commonly used in the literature on the analysis of the performance of adaptive filters, e.g. 
[6], [23], [45] and [89]. 
Assumption 3.4 For the channel equalisation scenario shown in Figure 2.5, d(n) can also be 
assumed to be random binary data with zero mean and variance Ud 
The steady state MSE of the equaliser can be expressed as: 
J(co)=iimE[Ie(n)1 2 1 	 (3.2) 
where e(n) is the difference between the desired data d(n) and estimated data, expressed by 
y(n). According to (3. 1), e(n) can be expressed as: 
e(n) = d(n) -y(n) = wo"r(n)+eo(n) - w''(n)r(n) = EH(n)r(n) + eo(n) (3.3) 
where *(n) is the weight error vector which is defined as: 
c(n) = Wo(fl) - w(n) 	 (3.4) 
Substituting equation (3.3) into (3.2), the minimum estimation error e 0(n) is: 
J(co) = lim E[I  e(n) 2] = lim EEl (if" (n)r(n) 
+ eo (n))( (n)r(n) + 
e ())* 2] 
= lim E[€' (n)r(n)r" (n)c(n) + e02 (n)] 
	 (3.5) 
Following assumption 3.3, equation (3.5) can be rewritten as: 
J(c) = lim E[E(n)r(n)rFl ()H (n) + e02 (n)] = 	+ lim E[i" (n)r(n)r" (n)c(n)] 	(3.6) 
fl—r 	 fl— 
It is obvious that the value of the trace of the second term in (3.6) equals to the value of the 
second term because it is a scalar. Then, the final expression of the steady state MSE is: 
J() = 	+ urn E[c" (n)r(n)r" (n)e(n)] = 	+ urn tr{E[" (n)r(n)r" (n)E(n)]} 
n- 
= cr, + Jim E{tr[s 11 (n)r(n)r" (n)E(n)]} = q02 + lim E{tr[E(n)c'1 (n)r(n)rH  (n)]} 	(3.7) 
n—*co 	 fl—) 
=o +tr{RK} 
where R = E[r(n)r1'(n)] is the autocorrelation matrix of the input vector and K = E[c(n)E H()] 
denotes the weight error autocorrelation matrix. For a time invariant channel, the index n of 
the matrix R and K can be discarded. It should be noted that the derivation of (3.6) only 
depends on assumptions 3.1, 3.2 and 3.3 and is independent of any particular adaptive 
algorithm. Thus this equation can be viewed as a general description suitable for any 
adaptive algorithm. It also should be noted that the value of a 02 can be modelled as a fixed 
scalar for the system identification scenario but for the channel equalisation scenario, the 
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value of 002  is not fixed and will monotonically decrease with increasing length of the 
equaliser. In order to preventing misunderstanding, for the channel equalisation scenario 
where the equaliser has N taps, a02 will be replaced by JMJVfSE,N  for the following chapters. The 
value of the second term in (3.6) is called the excess MSE (EMSE). 
The reason that a02 is a monotonically decreasing function with increasing length of the 
equaliser is expressed by the following facts. Considering the channel equalisation scenario 
shown in Figure 2.5 and described in section 2.1.3: the optimal solution w 0 can be obtained 
by using the Wiener solution. The result is: w 0 W'p. The minimum MSE obtained by using 
w0 depends on the length of w0 • Considering the MMSE achieved by using the optimal 
Wiener solution w 0, with infinite length which can be expressed as: 
MMSE,U, = E[l d(n - D) - 	w0 (i)r(i) 12 ] 
	
(3.8) 
wo ,,(i) represents the ith entry of the vector w 0,,,. Based on this expression, the MMSE 
achieved by the Wiener filter with N taps can be expressed as: 
—(N—I)/2—I 




+E[I 	 (i) - WON )r(i) 12 ] 
s=—(N-1)/2 
where N is an odd number for simplicity. JMMSEN  represents the minimum MSE achieved by 
using the Wiener solution with length N. wo,N(i)  is the ith item of the optimal solution with N 
taps. The second and third terms in (3.9) are caused by the finite length of the equalisers. The 
fourth term is caused by the difference between the coefficients of w0, from -(N-1)12 to 
(N- 1)12 and the coefficients of wo,N  where wov is the Wiener solution with N taps. If w'o,oc, is 
defined as the vector which includes the coefficients of w 0, from -00 to -(N-1)/2, w',, is 
defined as the vector which includes the coefficients of w0,,. from (N- 1)/2 to oo and wNo ,, 
consists of the coefficients of w0,. from -(N- 1)/2 to (N- 1)12, r,,, represents the input data of the 
equaliser from -oo to, oo and r',, r',,and rNis defined by using the same rule of the definition 
Of w'0,,, W r  0, and respectively, (3.9) can be rewritten in vector format: 
MMSE,N = MMSE,= + E[(w' )' r,, (n)(r, (n))H w'] + E[(w,)" r (n)(r (n))" w] 
- W0,N 
)H 
 FN (n)r"N (n)(w - WON)] 	 (3.10) 
= 1MMSE,= + (w )' 	+ (w 
)H  Rw + (w - WON )H  RN (w - WON) 
where R. represents the autocorrelation matrix of the input signal with infinite length and RN 
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is the autocorrelation matrix of the input signal with length N. In general, the difference of 
the coefficients between w' '0,, and w0,1 is very small, so the fourth term in (3.10) can be 
neglected. From (3.10), it is obvious that the value of JMJSISE,N  approaches the value of 
with increasing equaliser length. However, in order to limit the computational complexity 
there must be some constraint on the length of the equaliser. This means the length of the 
equaliser cannot be increased without limit to obtain better MSE performance. Intuitively, if 
wo,N can catch most power of the vector w0,0 , i.e., woN contains all the taps of w0,, with 
significant value comparing to the other taps, the improvement in the MSE performance will 
be very limited if extra taps are added. While this conclusion is appropriate for the Wiener 
equaliser with a particular length, solutions of the equalisers obtained by using adaptive 
algorithms introduce EMSE and it should be added to the MSE expression described in (3.6). 
3.1.2 MSE variation of the LMS equaliser with finite length 
Recall the LMS algorithm described at 2.2.2: substituting (3.1) into the weight adaptation 
equation of the LMS algorithm, the weight vector adaptation equation can be rewritten as: 
w(n+l) = w(n) +pe(n)r(n) = w(n) +pr(n)[d(n)-r"(n)w(n)] 
= w(n) + ur(n)[eo*(n)+rI(n)E(n)] 	 (3.11) 
Subtracting w0 on both sides of (3.11), the adaptation of the weight error vector (n) is: 
(n+ 1) = [I - 4ur(n)r"(n)]c(n) - r(n)eo*(n) 	(3.12) 
From (3.12), the adaptation equation of the covariance matrix K of the weight error vector 
can be deduced. 
K(n + 1) = E[e(n + 1)&" (n + 1)] = 	- pr(n)r'1 (n))E(n) - pr(n)e(n)] 
[(I - pr(n)r'1 (n))E(n) - pr(n)e ()]J1 } = E{(I - pr(n)r" (n))E(n)EH  (n)(I - pr(n)r" (n))H 
- E{p(I - ar(n)r" (n))E(n)r"  (n)eo  (n)} - E{pr(n)e (n)EF  (n)(I - pr(n)rt' (n))) 
+ E{p2 r(n)e(n)e0 (n)r" (n)} 
According to the independence assumption, the estimation error sequence eo(n) is 
uncorrelated with the input vector r(n) which means the values of the second and the third 
term in equation (3.13) are zero. Moreover, due to the slow varying of the weight error 
vector E(n), the expectation of E{r(n)r"(n)E(n)E H()}  can be approximated by RK(n). Then, 
(3.13) can be rewritten as: 
K(n+ 1) = E[e(n+ I ) H(± 1)] = K(n)- pRK(n) - pK(n)R + p 2RK(n)R + p JMMSE.NR (3.14) 
When the adaptive filter reaches the steady state, K(n + 1) should equal K(n). Using this 
conclusion in (3.14) and neglecting the fourth term at the right side of equation (3.14), the 
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following conclusion can be obtained: 
RK(n) + K(n)R=pJE,JiR 	 (3.15) 
Taking the trace of both sides of equation (3.15) and recalling that tr(AB) = tr(BA), we can 
get tr(K(n)R) = uJ sE,Ntr(R)12. Substituting this equation into (3.7), the steady state MSE 
JJV(co) of the LMS algorithm can be expressed as: 
J,,(-o) = JMMSE,N + /d/J,4SE,,Itr(R)12 	 (3.16) 
For the channel equalisation scenario, considering assumption 3.4, the autocorrelation matrix 
R of the input vector r(n) is: 
R =a,j2HHH+ 0j,21 	 (3.17) 
where H is defined in (2.52) and o-2 is the power of the noise. Using assumption 3.1, the 
trace of the R is: tr(R) = N(o12 +o,2).  The final expression of the steady state MSE is: 
J(co) =JSE,w+LtN(c7d Ov JftSE,N/2 	 (3.18) 
Another useful result for the LMS algorithm under the channel equalisation scenario is the 
upper bound of the steady state MSE derived by [34]. The evolution equation of the excess 
MSE JEMSL(n)  is: 
	
JEMsE('+l) < (1-21uA +,u2 .maxN(ai +o 2))Jss(n) +? AN(oj2 +av2)JSE,JT 	(3.19) 
where ..% is the average value of the summation of the eigenvalues of R and A,,, is the 
maximum eigenvalue of R. The steady state excess MSE is: 
Js(0) (12uA + p2 2,N(o j2 +2)' 
+,U2 )N(cil +a2)J 55 
x[ 1 -(1 -21u2 + p2 A,,N(o j + a,2))1/(2pA - p 2A,N(o7 -f-a 2)) 	NJ, sE /(2- p1jV) (3.20) 
The upper bound of the steady MSE is: 
J,(-o) JMMSE,N + pN2JsE,N/(2- pA maxN) 	(3.21) 
From both (3.18) and (3.21), it is obvious that the steady state MSE JA(co) is related to the 
length of the equaliser. If N is increased, JMMSE,N  should be reduced. It is not easy to decide 
whether the value of second term of (3.18) or (3.21) should be increased or reduced because 
although JMMSE,N  will be reduced, the value of N and A,, in (3.18) and (3.21) are increased 
simultaneously. The relation between length and MSE performance can be better illustrated 
by the first order derivative of the steady state MSE defined in (3.18) against length. It can 
be expressed as: 
L9j N ( 00)  = ÔJMMSEN +p(cr+ cr 	 2 	2 
ÔJMMSEN 
/2 	(3.22) )J SEN /2+p(ad +cx)N 
8N 	aN 	 aN 
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Max  (vHH(oHHhi + o1)i Hv D } 	(3.23) 
Substituting (3.23) into (3.22), the first order derivative is: 
aJN(rJ3) = 43n{vHH(oHHh +oIi' D} (1 +p(o +o)N/2)+ 
p(o 0.2 MN (3.24) 
aN 	 aN 	 2 
The maximum eigenvalue of the matrix HH(o12HHht  +o,21)'H will increase with the 
increment of its dimension. This can be verified by the increment of the upper bound of the 
maximum eigenvalue [20]. However, the amount of the increment attained decreases. This 
a max {vHH(o HHH +a 21)Hv } means the value of 	D H 	 v 	D is close to 0 if the size of 
oN 
dimension exceeds some particular value. The value of length which makes the value of 
(3.24) smallest is called N0 . Then, from No to +, the value of (3.24) is larger than 0 so 
is a monotonic non-decreasing function of N. When the value of N is smaller than N0, the 
value of (3.24) is negative which means J(co) is a monotonic decreasing function of N. 
Moreover, No is the global minimum point of J(co). 
3.1.3 MSE variation of the NLMS equaliser with finite length 
Based on the NLMS algorithm described at last chapter, the adaptation equation of the 
weight error vector E(n) can be described as: 
e(n+ 1) = [I - ur(n)rH(n)/I Ir(n)I 12]F(n) - pr(n)e(n)/II r(n)I 1 2 	(3.25) 
From equation (3.25), the adaptation equation of the covariance matrix K of the weight error 
vector can be deduced. The result is: 
K(n+l) =En+l)d'(n+l)] 
- E{ [(I —p 	' )c(n) —,r(n)_e(n) 2  ][(I —p 	" )(n) —(n)_e(n) 2 	 r(n) 112 	 r(n) II 	II r(n) 	 II r(n)  II 
= E{(I P 
r(n)r"(n))H} —E{ 	(I 	
r(n)r"(n)1jj 	(3.26) 
I 1 r(n)112 	 IIr(n)Il 	II r(n) 112 
P 	
r(n) 112 
___ 	 r"(n) 
—E{ 	112 (n)(n)"(n)(1 "IIr(n) 12 
)} ~ E{í (n)(n)eo (n)rH(n)1 r(n) I} 
II r(n)
q. 
Recalling the independence assumption, the second and third term in the right hand of (3.26) 
can be neglected. The adaptive equation can be rewritten as: 
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) 
K(n + 1) = E[E(n + 1)E 11 (n + 1)] = E{[I - 
/1 r(n)rH (n) 
r" (n)r(n) 	 r (n)r(n) 
(n)[I - 
p r(n)rH (n) ]H 
(3.27) 
+ 	
2  II e(n) 2 	
r(n)r H (n) 
r" (n)r(n) 11 2 
It is not easy to obtain the expression of R(n)K(n) directly from (3.27). In order to obtain the 
expression of the EMSE, i.e., the value of tr{R(n)K(n)}, firstly, R should be expressed in 
terms of its eigenvalues and associated eigenvectors by using eigen-decomposition. Due to 
the existence of noise, R is non-singular and can be expressed as R = QAQH where A is a 
diagonal matrix consisting of the eigenvalues A1,22, ... AN of R. Q is a unitary matrix whose 
columns are the eigenvectors associated with those eigenvalues, for example, qi is the 
eigenvector associated with the eigenvalue A. If a new matrix T(n) = Q' K(n)Q is 
introduced, (3.7) can be rewritten as: 
N 
JN(0) = JMMSE,N + tr[QAQH K(-o)] = JASE,N + tr[AT(ci)] = MMSE,N + .3.ço, (3.28) 
1=1 
where q, is the ith eigenvalue of T(n). The model introduced by [113] is used here to derive 
the iterative formula for q. This model assumes the input vector is the product of three 
independent variables which are i.i.d. The expression of r(n) is [113]: 
Pr{s=±l}=- 
	
r(n) = srv where 	 r - 11  r(n) II 	 (3.29) 
1Pr {v=q,}=p1 =21 /tr(R), i=l,2, ..., N 
where "Pr" means the probability. r - Ilr(n)II means r has the same distribution with the norm 
of the input vector. Applying this model in (3.27), the iterative equation for K(n) can be 
rewritten as: 
K(n + 1) = E1(n + l) " (n + 1)] = E{ [I - 
r(n)rH (n) ] ( ) H (n)[I - r(n)r" (n) H 
r  (n)r(n) 	 r' (n)r(n) 
= E{[I 	r(n)r"(n)]K(n)[j - r(n)r"(n) H (3.30) 
r 	 r (n)r(n) 	r H (n)r(n) 
r tr(R) 
Premultiplying and postmultiplying (3.30) with qj' and q1, the iterative equation of , can be 
obtained. The expression is derived in [113] and the result is: 
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" 	
r(n)r" (n) 	r(n)r " (n) H 	
JMMSE,NE( ço,(n+1)=E{q[I-p H 
	
r (n)r(n) r (n)r(n) r2) (14) H 	
] q) +p 
(3.31) 
= [1- 	- p) 	] (n) + 
PAE,N 
tr(R) 	tr(R) 	r 
A. 
It can be learned from (3.31) that u E (0,2) can ensure the value of 
less than 1. If this condition is satisfied, for n - 	, the value of ,(c) is: 
MMSE,N 21E(--)/[p(2 





Substituting (3.32) into (3.28), the final result of the steady state MSE of the NLMS 
algorithm is: 
N 	
PMMSE,N E(!)tr(R) +A SEN + 
2-p 	r 	
(3.33) 




For the channel equalisation scenario, due to the existence of the noise, the number of 
non-zero eigenvalues of R equals its dimension. Then E( -- ) can be approximated by: 
E(--) = 
(o + o• )(N + 1 - v) 
(3.34) 
where v,, = E[r4(n)/o4r] measures the kurtosis of the input signal and equals 3 for a Gaussian 
distribution [113]. Substituting (3.34) into (3.33), it can be learned that the EMSE of the 
NLMS algorithm has an upper bound. Compared with LMS algorithm, the extra taps will not 
cause a serious problem to the MSE performance of the NLMS algorithm. However, extra 
taps mean unnecessary computational complexity is introduced and the convergence rate is 
also reduced. 
3.1.4 MSE variation of the AP equaliser with finite length 
Using the AP algorithm described formerly and neglecting p1 in (2.21), the adaptation 
equation of the weight error vector E(n) can be described as: 
E(n+ 1) = [I - pA''(n)(A(n)A'(n))'A(n)]a(n) + pAhl(n)(A(n)AH(n))ieo(n) 	(3.35) 
where e0(n) = d(n) - A(n)w o(n). The definition of d(n) and A(n) can be found in section 2.2.4. 
Using D(n) for (A(n)A"(n)) 1 and taking account the independence assumption (assumption 
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3), the covariance matrix K of the weight error vector is: 
K(n±1) = (n+1)"(n+1)] =E{[(I pA!! (n)rXn)A(n))(n) +1uA"(n)Dn)e0 (n)] 
H(fl)(fl(fl)]H} 	 (3.36) 
=E{(I —1uA'1(n)Dn)A(n))K(nXI /I4H(n)JXn)(n))H} +E{j?A"(n)I*n)e0(n)e'(n)Lf(n)A(n)} 
The steady state MSE of the AP algorithm can also be expressed by (3.28) and is still the 
ith eigenvalue of 1(n) where T(n) = Q"K(n)Q. However, now the iterative equation of K(n) 
is described by (3.36). The model proposed by [113] is used by [109] to derive the iteration 
function of . However, the expression in [109] is not accurate and a revised expression is 
(Appendix A): 
	
(n +1) = [1- pP(2 - pP) 	]. (n) + E() 	 (337) 
tr(R) ' 	r tr(R) 
In the revised expression, the order of the AP algorithm is introduced in the first and the 
second term. Comparing with (3.37) and (3.31), it can be found that when P = 1, the two 
equations are totally the same. So the NLMS algorithm is a special case of AP algorithm 
where the order is I. From (3.37), ço j(c') of the AP algorithm is: 
çg(cx) = PjE,N 	)—/[uP(2-uP)—H 
= 	M4SE,N E(-) 	(3.38) 
r tr(R) 	tr(R) 2- 1uP 	r 
Substituting (3.38) into (3.28), the steady state MSE of the AP algorithm is: 
JN@) MMSE,N + 	
= MMSE,N + PPNJSE,N 
E(--)(o- + o) 	(3.39) 
2-pP 	r 
This result is similar to the result in [110] but is obtained in a different manner. In a similar 
manner to the NLMS algorithm, for the channel equalisation scenario, the number of the 
nonzero eigenvalue of R will equal to its dimension due to the existence of noise hence 
E(1/r2) can also be expressed by (3.34). The EMSE of the AP algorithm also has an upper 
bound although its value is P times larger than that of NLMS algorithm. The extra taps will 
also not cause a serious problem to the MSE performance of the AP algorithm. However, 
they will cause a lot of unnecessary increase in computational complexity because the AP 
algorithm has higher computational complexity than the NLMS algorithm. 
3.2 PerIormance of equalisers with a time varying channel 
In the wireless or mobile environment, the channel is time variant which causes the Wiener 
solution to take on a time varying form. Consequently, the adaptive algorithm working under 
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the time varying environment is required to have the ability to track the variation of the 
channel. For the analysis of the time varying channel, in order to simplify matters, the first 
order Markov model is always used to describe the property of the channel. The expression 
of the impulse response of the channel is: 
h(n + 1) = fh(n) + Ji - f 2 q(n) 	 (3.40) 
This model is used commonly in the literature [4], [22] and [45] to carry out performance 
analysis of adaptive algorithms with time varying channels. Here h(n) is the impulse 
response of the channel at time n. f :51 is a scalar accounting for the Doppler shift 
experienced by the receiver, for example f= exp(-27rf,4t) is used by [139]. For the static 
channel, f= 1. The faster the variation of the channel, the smaller the value off is. q(n) is a 
complex valued white Gaussian random disturbance vector whose variance is 1. A general 
assumption about q(n) is: 
Assumption 3.5 The disturbance vector q(n), the input vector r(n) and the desired signal d(n) 
are mutually independent. 
For the channel equalisation scenario, although the iterative rule for the channel is known, it 
is still difficult to derive an iterative description of the Wiener solution. A simple assumption 
used by [4] and [24] is: 
Assumption 3.6 The iteration rule of the Wiener solution is the same as that of the channel, 
wo(n+1)=fwo(n)+ ./1_f2  o(n) 	 (3.41) 
	
where o(n) is also a complex valued disturbance vector with variance o2 	Hence, the 
steady state MSE can still be described by (3.7). However, the autocorrelation matrix K 
should include the influence caused by the variation of the optimal solution. 
3.2.1 MSE variation of the LMS algorithm with a time varying 
channel 
Following the procedure to derive (3.12) and considering (3.41), the adaptation of the weight 
error vector (n) with a time varying channel can be expressed as: 
E(n + 1) = w0 (n + 1)— w(n) - pr(n)e (n) 
= E(n) —(1— f)w 0 (n) + 0(n) - pr(n)[w' (n)r(n) - w ' (n)r(n) 	+ e(n)] 	(3.42) 
= [I - pr(n)r" (n)]c(n) —(1 - f)w 0 (n) - pr(n)e (n) + 0(n) 
Due to the value off being very close to unity, the second term in 3.42 can be discarded. The 
new adaptation equation is: 
c(n+ 1) = [I - pr(n)r'(n)]c(n) - ur(n)eo*(n) + o(n) 	(3.43) 
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From equation (3.43), the adaptation equation of the covariance matrix K of the weight error 
vector can be deduced. 
K(n+1)=E(n+l)E"(n+l)] 
= E{ [(I - pr(n)r" (n)(n) - a(n)e (n) + o(n)] [ - (n)r" (n)(n) - tir(n)e (n) + 0(n)]") 
= E{(I - pr(n)r" (n)(n)E " (n)(1 - (n)r" ())H } 
- E{p(I - pr(n)r" (n))a(n)r " (n)eo (n)} - E{pr(n)e (n)c" (n)(1 - n)r " (n))) 
• E{p 2 r(n)e (n)e(n)r" (n)} + E{[(l - pr(n)r" (n)(n) - pr()e(n) + o(n)} " (n)} 
• E{ [(1 - pr(n)r" (n)(n) - zz(n)e (n) + 0(n)]" 0(n)) + E{o(n)o " (n)} 
Considering the result obtained by (3.14) and assumption 3.5, the final iteration equation of 
K(n) is: 
K(n +1) = E[(n + 1)c" (n + 1)] = K(n) - pRK(n) - pRK(n) 
+p2RK(n)R +P2  JMMSE .NR + 
Following the same manipulation executed in derivation (3.15), i.e., neglecting the fourth 
term of the right side of (3.45) and assuming K(n+1) = K(n) at the steady state, the 
following conclusion can be obtained: 
RK(n) + K(n)R = PJMMSE.NR + o,2/pI 	 (3.46) 
Taking the trace of both sides of equation (3.46) and reminding tr(AB) = tr(BA), we can get 
tr(K(n)R) = 1d, sE,Ntr(R)/2 + No,2II(2u). Substituting this equation into (3.7), the steady 
state MSE of the LMS algorithm under time varying channel can be expressed as: 
JN(oo) = JMMSE,N .Jft.kJsEJyfr(R)/2 +No 021(2p) 	 (3.47) 
Then, for time varying channel, a new term (the second term in the right hand of (3.47) is 
introduced in the expression of the steady state MSE of the LMS algorithm. This term called 
lag variance [45], is caused by the time varying channel. In general, the value of dU is small 
which results in the value of the third term being larger than that of the second term, i.e., the 
EMSE is mainly dominated by the lag variance. 
3.2.2 MSE variation of the NLMS algorithm with a time varying 
channel 
For the NLMS algorithm with a time varying channel, following the same manipulation of 
the LMS algorithm, the adaptation of the weight error vector is: 
c(n+1) = [I _.ur(n)rH(n)uIIr(n )11 2]0(n) _pr(n)eo*(n)1IIr(n)112 + o(n) 	(3.48) 
Using the assumption 3.5, the covariance matrix of the weight error vector is: 
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K(n + 1) = E{[I - 
r(n)r " (n) 	r(n)ri (n) 
]K(n)[I - ' H 	" + MJA E,NE(-T)— + c,I 	(3.49) r" (n)r(n) r (n)r(n) 	 r tr(R) 
The adaptation equation of q', of can be obtained by using the same method described in 
3.1.3. The expression is: 
+ I) =[1 -p(2 - p)''](n)+ P WSE,N AE( --)+ a,', (3.50) 
tr(R) 	r 




PMMSE,N E(--) + tr(R)u0  (3.51) 
tr(R) 2-p 	r 	p(2-p)A 
The steady state MSE of the NLMS algorithm under the time varying channel can still be 
calculated from (3.28), the result is: 
N () = 	SE,N + 	= 	
+ PMMSE.N E(--)tr(R) + 
Ntr(R)c 	
(352) 
1=1 2-p 	r 	1u(2-p) 
3.2.3 MSE variation of the AP algorithm with a time varying 
channel 
For the AP algorithm with a time varying channel, following the same manipulation of the 
LMS algorithm, the adaptation of the weight error vector is: 
+ 1) = [I - uA'(n)(A(n)A"(n))'A(n)}a(n) + pA'(n)(A(n)A"(n)j'e 0(n) 	(3.53) 
Using the assumption 3.5, the covariance matrix of the weight error vector is: 
K(n + 1) = E[c(n + l) (n + 1)] = E{(I - pA r' (n)D(n)A(n))K(n)(I - pA" (n)D(n)A(n))" 
+E{p2 A" (n)D(n)e 0 (n)e' (n)D" (n)A(n)} 
Similar to the procedure of the AP algorithm for a fixed channel scenario and considering 
assumption 3.5, the adaptation equation of (p, of the AP algorithm is: 





At the steady state, q(c) of the AP algorithm converges to: 
@D) = [p2p2J 	E(I)1_ + o ]/[pP(2 - pP)---] 	
(3.56) 
= PWSE,N E( --) + o /[pP(2 - 
2-pP r 
The steady state MSE of the AP algorithm with a time varying channel is: 
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N 	 N 
N() - lSE,N 	 M1SE,N 	 E(-)+ 	 2 (3.57) 2 — 	r 	11 pP(2 - 1iP) 
tr(R) 
The final expression is: 
pPNJsEN 
E(-!-)(o + o)+ 
Notr(R) 	
(3.58) N () = JAafSE,N + 2—pP 	r2 	 pP(2—pP) 
3.3 Dynamic length adaptive equalisers for fixed channels 
In this section, the idea of the dynamic length adaptive equaliser is introduced and several 
proposed dynamic length algorithms (DLAs) are described. It is shown that all the proposed 
algorithms can be explained by using a general model and a general formula. A new DLA is 
proposed and its performance analysis is also provided. 
3.3.1 Introduction of the dynamic length algorithms 
The LMS algorithm is used as the standard algorithm to be analyzed due to its simplicity. 
However, all the conclusions derived by using the LMS algorithm can be directly applied for 
the NLMS and AP algorithms due to the similar property of their steady state MSE 
expression. Based on the analysis of the steady state MSE of the LMS algorithm, there exists 
an optimal value of the length which ensures the adaptive filter using the LMS algorithm 
realizes its full potential with the minimum number of taps. This optimal length can be 
defined as: 
JN000) :!~ J,(c'.) where Nn [l,c']N # N0 	 (3.59) 
The validity of the definition in (3.59) is based on the existence of the global minimum of 
the steady state MSE. Due to the nonlinear relation between JMMSE,N  and the length of 
equaliser, this optimal value can not be calculated directly. However, it can be found by 
using some iterative methods. One of the simplest ways is to use three different equalisers 
called equaliser 1, equaliser 2 and equaliser 3 whose lengths are N-K, N and N+K 
respectively. When the value of N is much less than the optimal value N0, the JN+K (cx) 
produced by equaliser 3 is much smaller than that of equaliser 2 whereas the Jr(0) produced 
by equaliser 2 is much smaller than that of equaliser I. Under this circumstance, the length 
of the equaliser should be increased by K taps. When N is larger than N0, it is apparent that 
the JN+K (co) produced by the equaliser 3 is the largest and JNK (x) produced by the equaliser 
1 is the smallest one among the three different equalisers. So the length of all three equalisers 
should be reduced by K taps. This process is repeated until the value of the length of any two 
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of the three equalisers is within the optimal zone, i.e., the MSE of those two equalisers are 
almost equal. This method is used by [8]. However, using three equalisers simultaneously 
greatly increases the computational complexity of the receiver. Several sophisticated 
methods have been proposed by [25], [35], [36], [41]. These three algorithms will be 
described briefly and then a general equation which can describe all these algorithms is 
given. Finally, a new dynamic length algorithm is proposed. 
Before the mathematical description of these DLAs is introduced, two suboptimal definitions 
of the optimal length No are introduced. The first definition of No used by [36] as the optimal 
definition is the smallest No that satisfies: 
min {J 	(cc) - J2 ' (cc) ~ } for all N> No 	 (3.60) 
where is a small predetermined positive constant. The superscript of 4 (cc) means the 
number of taps of an equaliser being used to calculate the estimated transmitted symbol 
whereas the subscript of 4 (cc) represents the total taps of the equaliser. However, 
sometimes the optimal length can not be obtained if the definition of (3.60) is used. This is 
the reason why this definition is classified as the suboptimal definition in this thesis. The 
reason why sometimes the optimal length can not be found by using this definition is given 
later in this chapter. However, estimating 4 (cc) and 4I (cc) needs at least two 
equalizers with length N-K and N. To reduce the computational complexity, another 
sub-optimal definition of the optimal length No introduóed [35] is: 
fl{JNK(cc) J'(cc) !~ 4'} for all N? No 	(3.61) 
' is also a small positive value. J1 " (cc) is the steady state MSE obtained by using the 
first N-K taps of the equaliser with N-th taps. The value of ' is a little larger than that of 
because JN _K  (cc) in (3.61) is larger than that .J'1 (cc) as the coefficients of the N-K taps - 
of an equaliser with N taps are not same as that of the Wiener solution with N-K taps. 
However, the difference is normally not significant if the value of K is small. The advantage 
of (3.61) is that it provides a method to just use one equaliser to provide the artificially 
estimated MSE obtained by using (N-K)th and Nth taps. 
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K=4 
Kn) 
- 	 IIAV/ 
Figure 3.1: The general architecture of the dynamic length equaliser 
The general architecture of the dynamic length equaliser is shown in Figure 3.1. The total N 
taps of an equaliser are split into H segments. Each segment has ixK taps where i(1:5 i:5 H) is 
the index of the segment. K is a fixed positive integer and HxK = N. Each segment produces 
an estimated y(n) (0 <i :5 H) of the transmitted data d(n). Figure 3.1 gives an example where 
the value of K is 4. 
The routine proposed by [25] is called the SG-DLA (segment structure dynamic length 
algorithm) which uses the accumulated MSE (AMSE) at the output of the Hth and (H- l)th 
segment to adjust the length of the equaliser. The AMSE at the output of the ith segment for 
Lth consecutive symbols can be calculated by the following equation. L can be called the 
length of the observation window. 
ASE, = EL=1[flh [y1(nj+l)- d(n-j+1 )1 2 I 	fle"(n _j+1)2 	(3.62) 
where /3 is a forgetting factor, 0<fl 1. The superscript of the error signal e"N(fl)(n) represents 
the number of taps being used at time n whereas the subscript of eN(fl)(n) represents the total 
number of taps at time n. The output AMSE of the last two segments can be used to decide 
whether to change the equaliser's length. Supposing the AMSE of the segment H - 1 and 
segment Hare AHJ(n)  and A 11(n), respectively. The adaptive algorithm can be described as: 
- If ASE E(n) <a,,, x ASEHJ(n), add K taps to the equaliser 
If ASE u(n) >adOWfl x ASE HJ(n), remove K taps from the equaliser 
The a,,p and adn  are the threshold parameters with 0 <a,, S 1 and ad,,.,, ~: 1. The closer the 
a,4, and 	the more frequently the length of the equaliser will be changed. When K taps 
are added to the equaliser, the values of those taps are initialized to zero and when K taps are 
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removed from the equaliser, all the value of the remaining taps are kept the same, which will 
accelerate the convergence rate of the next adaptive process because the initial values of taps 
are set to reasonable values. If the value of a,4, and is 1, the recursive procedure of this 
algorithm can be expressed as: 
N(n+ 1) = N(n) - Ksgn(ASE (n) - ASE H _ I  (')) 
L 
= N(n) - Ksgn{flhl[e 	(n-j+ 1)2 —eN(fl) N(n)-K (n-f +1)21) 	 (3.63) 
j=1 
L 
N(n)-K -, N(n)-K12 N(n) - Ksgn{ 	f3' heJ/( ,,) 	(n - j + 1)[(e"? (n - j 	+ 1)— eN(fl)  (n - j + 1)]) 
j=1 
where the approximation eN(fl) N(n)-K12 (n)=[eZ?(n)+eN(fl) N(n)-K (n)]12 is used and N(n) 
represents the length of the equaliser at time n. 
The routine proposed by [41], called GD-DLA (gradient descent dynamic length algorithm), 
uses a gradient descent algorithm to find the optimal length of the equaliser. The routine is 
defined as: 
	
n  ôJ 	
(3.64) 
?(i) mod(n,T)=O N(n + 1) = {N(n) - äsgn( 
i=n-T+1 3N(n)  
N(n) otherwise 
where S < K is an integer constant. The length of the equaliser is adjusted after every T 
aJ" (n) 




e? (n) e? (n) - eN( fl)_K (n) 
(3.65) 
ÔN(n) 	ÔN(n) 	 N(n) 
N(n)-K Substituting (3.65) into (3.64), letting T L and using e_K  (n) instead of eN(fl)_K  (n), 
the routine described by (3.64) can be rewritten as: 




_____ 	 N(n)-K 
= N(n)-8 sgn{1 2e?(n-j + 1)[e 	(n-j+ 1)-eN(fl)  (n-j+ 1)]} (3.66) 
L 
= N(n)- S sgn{2e(n_j+ l)[eN(fl) N(n) (n-j+ l)-eN(fl)N(n)-K  (n-j+ 1)]} 
j=1 
The last step in (3.66) is correct due to the product of LxN(n) being a positive integer. 
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Comparing (3.66) with (3.63) and assuming /11, 8 = K and e?  (n) e 12 (n) when 
the value of K is small, the adaptation rules of SG-DLA and GD-DLA are identical. Both are 
based on the suboptimal definition (3.61) where the value of 4' is zero. However, in general, 
the value of aup and 	of the integer DLA is not equivalent which means the value of 'is 
not zero. At the steady state, the difference between JN7 K (x) and .J (co) is dominated 
by noise so it is no longer a reliable measure to be used to adjust the length of the equaliser. 
The benefit of using nonzero ' is to prevent unnecessary changes caused by the noise to 
some extent at the steady state whereas the value of length obtained by using the GD-DLA 
undertakes much more fluctuation, i.e., the final value of length is wandering around the 
optimal length. The advantage of the gradient descent algorithm, is the amount of the 
adjustment S is independent with the value of K. In general, 8< K which means the length of 
the equaliser can be adjusted more smoothly. 
FL-DLA (fractional dynamic length algorithm) was proposed by [35] partially in order to 
mitigate the fluctuation problem of the gradient descent DLA. It also utilizes the idea of 
adjusting the length of the equaliser according to the output of its last two segments. The 
adaptation of the pseudo tap length can be expressed as: 
N(n).-K fl j (n + 1) = nj (n) - a - y[(eZ (n))2 - (eN(fl) 
())2] 	(3.67) 
where n1 (n) represents the pseudo fractional length at time n. a <( y is a small positive 
constant which acts as the leakage factor. y is also a small positive constant. The real length 
N(n) is adjusted according to the following rule: 
Mn + 1) = { 	
(n)J, I N(n) - flf (n) I~! 8 (3.68) 
N(n), 	otherwise 
where 8 is an integer which represents the number of taps added or reduced for each 
adjustment. LxJ represents the largest integer smaller than x. It seems that the adaptation rule 
of the fractional DLA is quite different from that of the two DLAs described above. However, 
if we assume the total number of error symbols used to realize the ith adjustment of the 
length is L(i), i.e., the duration from the (i- 1 )th tap-length adjustment to the ith tap-length 
adjustment is L(i), the expression for the final pseudo length which causes tap-length 
adjustment can be expressed as: 
L(i) 
N(n)-K nj (n + L(i)) = n(n) - L(i)a - y{ [(e? 2 (n - j 
+ l)) 
- (eN( fl) (n - j + l))2]} 	(3.69) 
j=1 
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where i is the index of the length adjustment. Hence, the length adaptation constraint is: 
I N(n + L(i)) - flf (fl + L(i)) 1=1 N(n) - nj (n + L(i)) I 
L(i) 
N(n)—K N(n) 
=j N(n) - ,2 (n) - L(i)a - y{[(eN(fl) (n - j + L(i)))2 - (eN( fl) (n - j + L(i))) 2  ] } I 	(3.70) 
j=1 
L(i) 
L(i)a + y{[(e? (n - j + L(i)))2 - (eN(fl)
N(n)—K 
 (n 
- j + L(i))) 2 ] I~ S 
j=1 
The value of N(n + L(i)) equals N(n) due to the fact that the length of the equaliser is kept 
constant during the L(i)th symbol period and the value of N(n) approximates to that of nAn) 
due to N(n) = [nAn)]. The new tap-length at time N(n+L(i)+l) is: 
40 
N(n+L(i)+1) = [nf'+'O] =[j()]-I L(i)a+y(J(e(n—i+L(i))) 2 —(e"(n—f+L(i)))2] I 
L 	 -'(3.71) 
L(i) 
= N(n)—öxsgn{L(i)a+y{J(e(n—j+L(i))) 2 —(e"(n—j+ L(i))) 2 ]} 
j=1 
If the leakage factor a is zero, the adaptation rule can be rewritten as: 
L(i) 







2  (n 
- j + L(i))]}5 
(3.72) 
L(i) 
= N(n) - 8sgn{2e' 2 (n - j + L(i))[e? (n - j + L(i)) _eZ_K  (n - j + L(i))]} 
j=1 
The adaptation occurs if the following constraint is satisfied: 
L(i) 
N(n)—K 
211 N(n) 	(n - j + L(i))[e 	(n - j + L(i)) - eN(n) (n - j + L(i))] ~ Sly 	(3.73) 21 
1= 
Comparing (3.72) with (3.66), it can be seen that the two adaptation algorithms are almost 
the same except that e ?(n — j+L(i)) is used in (3.66) but eZ! I2 (n_j+l) is used 
in (3.72). However, in general, the value of K is small so the equivalence between e(n) 
and e 2 (n) can hold. Thus the format of the adaptation rule of the FL-DLA is same as 
that of the GD-DLA and SG-DLA. The general architecture of the segment équaliser shown 
in Figure 3.1 can still be used to describe the behaviour of the fractional DLA. However, the 
FL-DLA introduces a new constraint. For the constant ratio 51y, it is obvious that the number 
of the error symbols used to realize one length adjustment is different, i.e., the size of the 
observation window is time varying whereas the size of the observation window of the 
SG-DLA and GD-DLA is kept constant during the iterative adaptation of the equaliser's 
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length. Thus, for the FL-DLA, the size of the observation window acts as another control 
parameter. At the initial state, if the equaliser has N taps where N << N0, (3.73) can be satisfied 
in a few iterations and then the convergence rate of the length adaptation is accelerated. 
When the length of the equaliser is very near to the optimal length, to meet the requirement 
of (3.73), a lot of iterations will be required so the adjustment process of the length is greatly 
slowed down. This will prevent the length of the equaliser from unnecessary change caused 
by noise because the longer the observation window, the expectation value of the noise is 
much closer to 0. Then, the fluctuation problem is mitigated to some extent. 
In [36], another FL-DLA is proposed which does not use the segment architecture. The 
adaptation rule of this algorithm is: 
n1 (n + 1) = nj (n) - a - 7fi[(-L()) )2 - ( 6N( fl) (n)) 2 ] 	 (3.74) 
where a << y is the leakage factor and y is the step size for the adaptation of n,(n). The length 
adjustment also occurs when (3.68) is satisfied. Comparing with (3.67), two significant 
changes were made in (3.74). Firstly, eN(fl)(n)  is the exponential average MSE used by [72] 
[2] and its value can be calculated by: 
Z7(n) = %ë(n —1) + (1— 2)e 2 (n) 	 (3.75) 
If L(i) represents the time duration between the (i-1)th adjustment of the equaliser's length to 
the ith adjustment of the equaliser's length, i.e., from time (n- L(i)+l) to n, jL(E)) just 
represents the previous estimated MSE for the period from 0 to (n- L(i)) and its value is kept 
constant during the evolution time from n-L(i) +1 to n. 8 is defined as sgn[N(n)- N(n-L(i))] 
which controls the direction of the adjustment of the length. The benefit of this algorithm is 
the adjustment of the length is performed according to the MSE of equalisers with different 
length, not according to the MSE outputted by the different segments in one equaliser, i.e., 
the definition (3.60) serves as the basis of this algorithm whereas other DLAs are based on 
the definition (3.61). However, this algorithm uses 	for period L(i-1) instead of L(i) 
and this approximation only holds, i.e., the bias introduced is acceptable when the system 
environment is not changed greatly from period L(i- I) to L(i). So this algorithm will undergo 
large performance degradation under the time varying channel scenario. 
3.3.2 Varying threshold DLA 
Both the SG-DLA and the two FL-DLAs use some constraints whereas the GD-DLA does 
not use any constraint and will thus suffer the so called "fluctuation" or "wandering" 
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problem. In fact, the use of constraints is a very important factor which will affect the 
accuracy of the steady state length and the convergence rate of the length adaptation. 
Moreover, for a time varying channel, the constraints should be changed with the evolution 
of time. However, little research work related to this issue has been done. In this section, the 
rule of how to select the constraint is explained and it is extended to the time varying channel 
in the next section. Based on the optimization of the constraint, a new DLA, called the 
varying threshold dynamic length algorithm (VT-DLA), is proposed in this section. 
The basic idea of the dynamic length equaliser is to adjust the length of the equaliser by 
comparing the estimated steady state MSE J,(co) and JN-K(cO). Estimates of J(co) and JN-K(oo) 
can be formed by using several equalisers with different lengths or the outputs from different 
segments of the one equaliser. To reduce the computational complexity, only the latter 
method is considered in this thesis. There are two ways to adjust the length of the equaliser: 
Ratio criteria: adjust length according to the ratio between the estimated J,Xco)  and 
JN-K(co). 
If JN(c/3)/JN(co) <an,,, increase the length of the equaliser 	0 < a,, 1 
ELSE IF J )/JN(cJc)> ad0,,,  decrease the length of the equaliser 	ado., ~: 1 
ELSE the length of the equaliser is kept constant 
Difference criteria: adjust the length according to the difference between Jx) and 
JN-K('). 
If JN4cJ)-JA(cx) > fl,,,, increase the length of the equaliser 	fl,,, >0 
ELSE IF JIv(o)JNx(c) > 	decrease the length of the equaliser fldo  >0 
ELSE the length of the equaliser is kept constant 
In practice, .JN(co) and JN-K()  are replaced by the ANISE. If ratio criteria are used, the 
general formula for the dynamic length algorithm is: 
N(n ± 1) = N(n) - & 	(e (n - j + 1))2 ]/[flJl(enK (n - j 
+ )2)] !~ a} 
L 	




))2 - (e 	(n—f + l))2 1) 
j=I 
where function i\{} returns 0 if the constraint inside {} is satisfied, otherwise, 1 is returned. 
The A function in (3.76) takes charge of the occasion of the adjustment of the length and the 
sgn function in (3.76) controls the direction of the length adjustment. For the difference 
criteria, the expression of the general formula is: 
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L 	 L 
N(n+1) =N(n)-8xt{-/3 4,, 	 (e,' (n_j+1))2 ]_[fl(e"(n_j+l)2 )] ~ /3,,} 
L 	
j=1 	 j=I (3.77) 









The meanings of other parameters in (3.76) and (3.77) are listed in Table 3.1. 
Parameters AL K 18 8 
Size of the 
The difference of The number of 
Meaning observation 




factor reduced for 
segment  once adjustment 
Ratio criteria Difference criteria 
Parameters 
ldo)fl /3k,,, fidown 
Threshold for 
Threshold for 
Threshold for Threshold for 
Meaning length length increment 
length length 
 
reduction  reduction increment 
Table 3.1: Summary of the parameters in DLA 
The new DLA will be described based on (3.76), (3.77) and Table 3.1. Firstly, the influence 
of the threshold parameters will be analyzed. Considering the steady state MSE of the LMS 
algorithm described in (3.18), if the length of the equaliser is larger than the optimal value N0, 
JMMSE,N obtained is almost the same for any value of N (N> N0). The difference between the 
steady state MSE obtained by using a different length is mainly decided by the EMSE whose 
value is 4uN(oa2 +o 2)JsE,N /2. Under this scenario, it is obvious that the relation between 
J,,,(co) and N is a linear function. The difference between JN()  and JNK(x) is: 
J,) - JN-x(°) =4MSEKuK(crd2 
+U2 
 )JmwsEN12 	(3.78) 
The ratio between JA(co) and JNK(cO) is: 
JN()/JNK(c0) 
= N-K() M'ISEK  = 	 MMSE,N ~ 1uW(o + o)J, SE,N /2 
IN-K () 	 MMSE,N-K + u(N - K)(o + a )MMSE,N-K'2 (3.79) 
2 + 1tiW(o  + 	
= 1 + 	
1aK(c + o) 
2+(N-K)(cs+cr) 	2+p(N-K)(0- +o) 
The approximation holds due to JMMSE,N JMMSE,N-K. 
From (3.78) and (3.79), the upper bounds of ad,,  and $dn  are 1 
+ -AMSEK  and IJMSEK, 
respectively. If the values of 	and ,8,6,,,, is larger than their upper bounds, theoretically, 
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the length of the equaliser cannot be reduced. However, in practice, sometimes the length of 
the equaliser can still be reduced due to the disturbance introduced by noise. Using 1 as the 
value of ad, and 0 as the value offid can satisfy the upper bound requirement at any time 
and in fact, 1 and 0 are the lower bounds for ad,,, and fl,,, respectively. However, the 
dynamic length algorithm using those settings will be greatly influenced by the "wandering" 
problem hence such settings should be avoided. The value of fidown  is decided by the step size, 
the power of the signal and the noise and the value of K. Besides those parameters, the value 
of o,, is also related to the length of the equaliser. Comparing (3.78) and (3.79), the 
advantage of using the ratio criteria is the dependence of the upper bound of a,, on the 
power of the signal and the noise is reduced because the ratio between 4MSEK and JNK(OD) is 
used in (3.79). When the power of the noise is changed, the value of the upper bound of the 
ratio criteria will not change greatly compared with the amount of change in the value of the 
upper bound of the difference criteria. Moreover, from (3.79), it can be learned that the upper 
bound of is decreased with increment of length so it is easy for the length of the 
equaliser to be reduced when its length is much larger than its optimal length. As the length 
changes from +co to N0, the value of the upper bound is increased so the fluctuation problem 
can be mitigated. On the other hand, the value of the upper bound for /3,, is independent of 
the number of taps. Due to the advantage of the ratio criterion described above, in the 
following, we will only consider this criterion. Figure 3.2 provides the graphic expression of 




No 	Number of taps 	00 
	
JNx(co) 
Figure 3.2: Upper bound of the 
All the DLAs described above use fixed value fl 	or 	For example, a fixed value aly 
is used as ,8d,,,, in the FL-DLA. In GD-DLA, 0 is used as fidown.  The SG-DLA uses 1 for an 
which will cause a lot of unnecessary reduction in the equaliser's length. In practice, the 
value of a can be estimated by using the ratio between the instantaneous MSE J,(n) and 
JN-K(n) or for more accuracy, using AMSE instead of MSE. However, for simplicity, from 
(3.79), the value of can be expressed as: 
62 




The equivalence is held when the noise power is zero and the power of the signal is 
normalized. It should be noted that the adjustment of the value of ad,,  is executed when 
Jiv(C)/JNK() >1. In practice, this condition can be replaced byASE H(n) /ASE HJ(n)>l. 
The reason why the definition (3.60) and (3.61) is suboptimal lies in the fact that if the value 
of or is smaller than that of 4MSEK . Theoretically, it can not find any N which can 
satisfy (3.60) and (3.61) hence the length of the equalisers can not be reduced. For or 
whose value is larger that that of 4MSEK, (3.60) ensures the estimated optimal length can be 
found. However, the larger the value of or ', the larger the bias of the estimated optimal 
length is. 
Considering the equation of the steady state MSE of the LMS algorithm again, if the length 
of the equaliser is much smaller than the optimal value N0, the value of JMMSE,N  will be much 
smaller than that of JMJV1SE,MK.  As described above, it is difficult to derive a closed form 
expression for the relation between the JA(co) and N. Empirically, the value of Jr(co) will 
exponentially decrease with the increment of the length and the amount of the decrement 
gradually decreases. The difference IJMSEK between JN(co) and JNK(Cn) is: 
EIMSEK = N () - IN-K () = WSE.N - MMSE,N-K + uN(o + o )JMMSE,N'2 
	
- 1u(N— K)(o + cr)JMMSE  N-K /2 	 (3.81) 
= (MMSE,N - MMSE,N-K )(1 + uW(o + a )/2)   + daK(o + o )JMMSE,N-K /2 
The ratio between J1 (co) and JNK(CO) is: 
 




For the ratio criteria, it is obvious that the upper bound of a p is 1. Using this upper bound as 
means the length of the equaliser will be increased whenever the value of the estimated 
MSE using N taps is less than that of estimated MSE using N-K taps. This will cause the 
fluctuation problem due to the existence of noise. The ratio JI*x)/JN-x(x)  provides the lower 
bound of a,,. If the value of a,  is smaller than this value, the length of the equaliser can not 
be increased in theory. In practice, sometimes the length of the equaliser can be increased 
due to the disturbance introduced by noise. It should also be noted that the value of this 
lower bound is not fixed but depends on the value of the equaliser's length. The calculation 
of this lower bound of an,, needs a lot of parameters such as the length of the equaliser, the 
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value of K, the power of the signal and the noise and it also requires the knowledge of the 
impulse response of the channel, i.e. its value depends on the property of the channel. The 
value of the lower bound will increase as the length of the equaliser varies from 1 to N0. The 
reason is when the length of the equaliser is much shorter than its optimal length, J1 (0) is 
much smaller that JN,c(c/3) which results in a small value of the lower bound of a, whereas if 
the length of the equaliser is just a little shorter than its optimal length, the value of JA(0) is 
close to J(cs) and the value of a,4, obtained by using (3.82) is close to 1. In practice, the 
value of the lower bound can be estimated directly by using the estimated AMSE, i.e., 
ai0,(n) = ASEH(n) /ASEHJ(n) (3.83) 
where aup,kwe,(n)  represents the estimated value of the lower bound at time n. For the DLA, 
the ability to adjust the value of a,,,, according to the variety of the lower bound is important 
due to the nonlinear nature of the relation between the steady state MSE and the length. It is 
preferred that the value of a,, is large when the length of equaliser is much smaller that its 
optimal value since a large a,,, can accelerate the rate of increment of the length under this 
scenario. When the length approaches the optimal value, a small a, is preferred because it 
can mitigate the fluctuation problem to some extent. However, all the proposed DLAs use 
fixed aup, In the SG-DLA, the empirical value 0.8 is used. The GD-DLA and the FL-DLA 
use fixed ,8,. For GD-DLA, /3,,,, = 0 is used which equals a,,,, = 1. For FL-DLA, the value of 
/3 is S'y. 
Based on (3.83), the value of au (n) can be calculated by the following equation: 
	
a,,(n) = l-paup,,ower(n) 	 (3.84) 
where p is scaling factor and 0 <p << 1. When the value of the lower bound is small, the 
value of a,,(n) is close to 1 so it is easy for the equaliser to increase its length. When the 
value of the lower bound is large, it means the length of the equaliser is very close to its 
optimal length, then the value of a,,(n) is reduced to prevent the fluctuation problem. Under 
this scenario, the problem is that the value of a,4,,(n) may be less than the value of 
However, it will not cause performance degradation of the DLA because its main task, 
increasing the length of the equaliser to its optimal value, has almost been completed. It 
should be noted that the adjustment of a,,,, is executed only when the value of A, 1(n) /AHJ(n) 
is less than 1. 
Now we consider the other parameters listed in Table 3.1. Firstly, the size of the observation 
window determines the accuracy of the AMSE. The longer-the length of the observation 
window, the more accurate is the AMSE. The value of K determines the bias between 
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e_K  (n) and ej (n). The larger the value of K, the larger is the bias. On the other 
hand, a large K makes the difference between e (n) and e?  (n) significant so it is 
easy for the DLA with fixed threshold to adjust its length. Then, the DLA with a fixed 
threshold should set the value of K which can balance the two scenarios described above. 
However, for the varying threshold DLA, the value of the threshold can be adjusted 
according to the value of K, so K can be selected as small as possible to reduce the bias 
N(n)-K between e_K  (n) and eN(fl)_K  (n). The forgetting factor fl is kept the same as used in the 
integer DLA. The value of Sequals to the value of K in the VT-DLA. 
The routine of the new DLA, varying threshold DLA can be summarized as: 
Routine 1 
Initialization 
Set the value of ad a little more than 1, for example 	1.02 
Set the value of aa little less than 1, for example a,4,= 0.8 
Forgetting factor /3= 0.999, K = 2 8 = 2 and L = 20; 
w(0) = 0 with order N. 
Set the bound of the minimum and maximum length Nm in and N 
For every input vector r(n), n = 1 to +, do: 
2.1 Calculating the error symbol e(n) = d(n) - wF(n)r(n) 
2.2 Updating the weight vector w(n+1) = w(n) + pr(n) e'(n) 
2.3 Calculating the ASE 11 and ASEH1 according to (3.62) 
2.4 Length adjustment 
If mod(n/L) = 0 
If ASE, j(n) /ASEHJ(n)> 1 
Adjust the value of ad,,,, according to (3.80) 
End 
If ASE 1,(n) /ASEH/(n) < 1 
Adjust the value of oc,, p according to (3.84) 
End. 
If ASEH < * ASEHI 
If N < N,.  
N = N+K; 
w(n) = [w(n)T (OKXI)
T  I T 
End 
Else if ASEH 	* ASEH.I 
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If(N> K)&&(N> Nmin) 
N=N-K; 




ASEH= ASEHI =0; 
End 
End 
The proposed algorithm can 'be applied to the NLMS algorithm directly. For the AP 
algorithm, if we extract the first entry of the vector e(n) and use it to act as e(n) in the LMS 
or NLMS algorithm, the proposed algorithm can also be applied to AP algorithm. The value 
of a,  can still be obtained by using (3.83) and (3.84). However, the value of adow,  needs to 
be recalculated. For NLMS and AP algorithm, assuming that the distribution of the norm of 
the input vector r(n) has Gaussian distribution, then, 
- 
E( - -) = 	
1 	 1 	
(3.85) 
r 	(o + o )(N + 1- v) - (o + o )(N -2) 
The adOWfl of the NLMS algorithm is: 




- 	MMSEN + / INJ,,(JI SJN /(2 - p) I(N -2) 
- MMSlN-K + p(N - K)J !SI, N_K /(2 - p) I(N - K -2) 
For the AP algorithm, 	is: 




A4&E,N-K + pP(N - K)JMIVIE,NK  /(2 - uP)/(N - K -2) 
When JMMSE,N= .JMMSEN-K, the former two equations are monotonically decreasing functions 
with N so in practice, 	can be set to 1 applies to NLMS and AP algorithms only. 
3.3.3 The convergence performance of the VT-DLA 
Taking account of the VT-DLA, (3.76) can be rewritten as: 
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L 	 L 
N(n +1) =N(n) -8xit{ci(n) <[ N(n) +1)2]/Ifl(eN_K(n f + 1))] <a n} 
L 	
j=1 	 j=i (3.88) 
N(n)(n j +1D2 _(eN(n_K xSgfl{/3''[(e N(fl) -	 N(n) (n-f 
+ 1))2]) 
j=1 
Taking the expectations of both sides of the former equation, the following equation can be 
obtained: 
,EIN(n)] EN(n + 1)] = E[N(n)] -5x A{Ea.,(n)] <[N(n)] ()/J 1tK()I <Ea,,(n)]} 
L 	 (3.89) 
{fl ,-ir 
rEIN(fl)] IE[N(n)] (co) JEIN(n)1K(co)} 
j=i 
where J 	(co) represents the steady state MSE by using E[N(n)] taps where E[N(n)] 
represents the mean value of the length obtained by different runs at time n. The value of 
E[adQWfl(n)] and E[a(n)]  is: 
uJc 
2 + ,u(E[N(n)] - K) 	 (3.90) I 	E[adOWfl(n)]=l+ rE[N(n)) E[a (n)] = 1— p[J E[N(n)] (co) / J:N((n))l]_K ()] 
The length of the equaliser can be reduced whenever the value of 
jEN(n)1(co)/JELN(n)]_K(co) is less than that of 1 + whereas the length can 
2+p(E[N(n)]—K) 
be increased whenever the value of 	() / J 1 () is larger than that of 11(1+p). 
The length of the equaliser is kept constant, i.e., has already converged to the optimal length 
if the condition l/(li) <Jii(co)/J:?1_K(co)<1+ 2 + p(E[N(n)] 
— K) 
holds. This 
means that the varying threshold DLS will converge to within a range of (No-1 1 , N0+12) where 
the value of 1 1 and 12 is not less than K and satisfies the following constraints: 
1E[N(n)] (co)/ jEtN(n)1l2  (co) < I 
+ 
	uK 
E[N(n)] 	EIN(n)1 	 2 p (E[N(n)] - K) 	 (391) 
	




E[N(n)) ( E[N(n)] 	1 + p 
Although the final length obtained by using the varying threshold DLA may not be the 
optimal length N0 , the MSE performance is not degraded by using this final result because 
the MSE performance obtained by using any value within the range (N0-1 1 , N0+12) is almost 
the same. 
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The performance analysis of the learning curve of the length adaptation E[(N(n)- N0)] 2 is 
very difficult to obtain due to the non-linear relation between the error signal e(n) and the 
length N Moreover, the adaptation of a,, and a,, is also non-linear with the length N. The 
detailed analysis of this issue is beyond the scope of this thesis. 
3.3.4 Computational complexity 
For each iteration, the VT-DLA needs an extra N-K operations to calculate e?_K (n). 
Besides the N-K operations, two operations are required to obtain the square value of the 
error signal and another two operations are added due to the multiplication of 8. For every 
Lth iterations, the adaptation of the length, a,, and ad0 requires extra five operations. 
Including the operations used to update the coefficients of the equalisers, the total 
computational complexity is 3N-K+5+51L. Table 3.2 lists the number of multiplications of 
the four dynamic length algorithms. 
I 	Algorithm I 	SG-DLA I 	GD-DLA I 	FL-DLA I 	VT-DLA 
Computational 
complexity 3NK+5+21L 3N-K+3+21L 3N-K+4 3N-K+5+51L 
Table 3.2: The computational complexity of the dynamic length algorithms 
3.4 Varying threshold DLA for fading channels 
For the digital communication scenario, typically, the transmission channel is time varying 
which makes the optimal length of the equaliser also time varying. Thus, it is important for 
the DLAs to have the ability to track changes in the channel, i.e., not only converge to the 
optimal length of the fixed channel but also track changes in the optimal length. This 
requirement can also be realized by comparing the estimated MSE output by different 
segments of the equaliser. 
For example, considering the scenario shown in Figure 3.3 where the optimal length of the 
equaliser for the channel impulse response h 1 is a1 and the optimal length for the channel 
impulse response h2 is b1 and a1 is larger than b 1 . When the channel impulse response 
changes from h 1 to h2 , the length of the equaliser can be reduced by comparing the MSE 
obtained by using a1 taps and 02 taps if both the value of a1 and a2 is larger than that of b 1 . 
The difference between a and a2 is K. Similarly, if the channel impulse response changes 
from h2 to h, the length of the equaliser can be increased by comparing the MSE obtained 
by using b 1 taps and b2  taps if both the value of b 1 and b2 is smaller than that of a1 . Then, the 
VT-DLA can also be applied for the time varying channel scenario. However, some 
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parameters of the VT-DLA need to be redesigned to make it suitable for the time varying 
channel environment. We will derive the VT-DLA suitable for time varying channels based 
on the LMS algorithm. The result can be extended to the NLMS and AP algorithm in a 
straightforward manner. 
Number of taps 	 00 
Figure 3.3: The change of the optimal length for a time varying channel 
There is not a strict requirement on the length of the observation window for the fixed 
channel. However, for the time varying channel, the length of the observation window 
should be small due to the requirement to track the channel. Assuming the symbol period of 
the transmitted signal is T, the upper bound of the length of the observation window is L 
T0/T where T0 is the coherence time of the channel introduced in Chapter 2. If the length of 
the observation window is selected properly, i.e., not too large, the forgetting factor /3 can be 
any positive constant whose value is close to 1. For the fixed channel, there is also no strict 
requirement on the value of K. However, for the time varying channel, if the value of K is 
large, such as a1 and a3 shown in Figure 3.3, the length of the equaliser will still be increased 
when the channel impulse response changes from h 1 to h2. Under this circumstance, the DLA 
can not converge to the optimal length of the channel. To prevent this circumstance from 
happening, it is important to set the value of K to 1. 8 the increment or the reduction of the 
number of taps is also set to 1 because a large value of S does not ensure the fast 
convergence rate of the length. 
Considering the threshold parameter a,4, and 	a, can still be adjusted by using (3.83) 
and (3.84). The advantage of using a varying a,,p is: 
1. When the optimal length of the equaliser is suddenly increased due to the change of the 
channel impulse response and the current length of the equaliser is smaller than the old 
optimal length, then the current length of the equaliser is much smaller than the new 
optimal length and the value of a,4, can be reduced immediately. 
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2. Conversely, when the optimal length is reduced and the current length of the equaliser is 
- smaller than the old optimal length, if the current length of the equaliser is still less than 
the new optimal length, the value of an,, can be increased immediately. 
Considering the steady state MSE of the LMS with a time varying channel, from (3.47), if 
the length of the equaliser is larger than the optimal value N0 , JMJtISE,N  obtained is almost the 
same for any value of N (N> N0). The difference between the steady state MSE obtained by 
using different lengths is mainly decided by the EMSE whose value is pN(o12 +0-V 2)JMJ1SE,N /2 
+ No,2/(2p). The relation between the J,4xD) and N is still a first order linear function. Similar 
to the scenario with a the fixed channel, the upper bound of a,, is determined by 
Jo)/JNK(tx) where the K = 1 for a time varying channel. The value of ad,., is: 
ME.N +pN(o +cx)JMN /2+Na/(2p) 
ad 4fl = 	- 
IN-I () ME,N—I +p(N— lXo + )JME,N1 12 + (N— l)o /(2p) 
(3.92) 
P2( + o 
=1+ 	
)J 	+O 
2N-I +p(N—lx NI +(N—l) 1 	N—i 
where y is a small positive constant whose value is much less than 1. The varying threshold 
DLA for time varying channel can be generalized as: 
Routine 2 
Initialization 
Set the value of adQWfl  a little more than 1 
Set the value of a, a little less than 1 
Forgetting factor ,8 = 0.999, K = 1 8 = 1 and L = 20; 
*(0) = 0 with order N. 
Set the bound of the minimum and maximum length Nmj,, and N,,,, 
For every input vector r(n), n = 1 to +c, do: 
2.1 Calculating the error symbol e(n) = d(n) - w"(n)r(n) 
2.2 Updating the weight vector w(n+1) = w(n) + pr(n) e'(n) 
2.3 Calculating the ASE H and ASE 1 according to (3.62) 
2.4 Length adjustment 
If mod(n/L) = 0 
If ASE H /ASE HJ > 1 
Adjust the value of ad,, according to (3.92) 
End 
If ASE/A SEHI < 1 
Adjust the value of a,, p according to (3.84) 
End 
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If ASEH < a ASEHI 
If N < N,=  
N = N+K; 
w(n) = [w(n)7' (OKxI)T I T  
End 
Else if ASE JI >adOWfl * ASEH.I 
If(N> K)&&(N> Nm in) 
N = N —K; 







The routine is almost the same as that with a the fixed channel environment except for the 
adjustment of the parameter a,,,,,,. However, it includes the task of adjusting the length of the 
equaliser and tracking the change of the optimal length simultaneously. Similar to the fixed 
channel scenario, the proposed algorithm can be applied to the NLMS and AP algorithm 
directly. The value of a,  can still be obtained by using (3.83) and (3.84) whereas the value 
of needs to be recalculated. The distribution of the norm of the input vector r(n) of the 
NLMS and AP algorithm is assumed to be Gaussian distributied again. Then the value of 





= 	 (2—p)(N-2) 1u(2—,u) 
N-I() 	N-1 (cc) 	
MA4w,N-1 + 





For the AP algorithm, aa0 is: 
+ itPNJ,N + / R)o 
= JNI(cc)+M 	= 	 (2- 1uPXN-2) pP(2—ALP) 
JN-l(cc) 	JN_I(cc) 	
N-I 
 1uP(N— 1)M,N + (N - l)tr(R)a 	
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From (3.91), (3.92) and (3.93), it is obvious that the value of 	is just related to the length 
of the equaliser. This conclusion provides a very simple method to adjust the value of a,, 
for the time varying channel. 
3.5 Summary. 
In this chapter, firstly the theoretical MSE performance against the length of the equaliser is 
given. Then, different types of DLA are analysed and it is also indicated that all those DLAs 
can be described by using (3.76) and (3.77) proposed in this thesis. Finally, a new type of 
DLA is proposed. The contribution of this chapter lies in: 
(3.39), which obtained by using the model proposed by [113], describes the MSE 
performance of the AP algorithm against the length of the equaliser and provides better 
results than that of [109]. 
The MSE performance of the NLMS and AP algorithms against their length under time 
varying scenario is given in (3.52) and (3.58). 
(3.76) and (3.77) give a general format equation, which can describe both the existing 
DLAs and the new type of DLA proposed in the chapter. 
The new type DLA, VT-DLA is proposed for both the fixed channel environment and time 
varying channel environment. 
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Simulation results for the DLA 
In this chapter, simulation results are provided to support the conclusions derived in the 
previous chapter. Firstly, the relation between the MSE performance of the equalisers and their 
length is validated for the LMS, NLMS and AP algorithms both under a fixed channel 
environment and a time varying channel environment. The performance comparison between 
different proposed DI-As is also given and the simulation results show the performance of the 
proposed algorithm (VT-DLA) is the best among those dynamic length algorithms. Finally, the 
VT-DLA is also tested with a the time varying channel environment. 
4.1 Simulation results of the MSE performance in a fixed 
channel environment 
The MSE performance of the LNIS, NLMA and AP algorithms is simulated under the fixed 
channel environment. Two channel profiles listed in Table 2.2 and Table 2.3 are used in 
simulation. All the simulations curves are the ensemble average of 30 different runs. 
4.1.1 Validation of the MSE performance of the LMS algorithm 
The simulation results of the MSE performance of the LMS algorithm for the channel profile 
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Figure 4.1: MSE performance of the equaliser with different  length LMS algorithm 
Channel profile Left side 3GPP Case 3 Right side ITU Vehicular 
The theoretical results are obtained by using (3.18). From Figure 4. 1, it can be seen that the 
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simulation results match the theoretical results very well. Moreover, it is obvious that the 
optimal length of the equaliser is heavily influenced by the channel impulse response. As an 
example, for the case of 3GPP case 3, the optimal length of the equaliser is about 13 taps when 
the SNR is 20 dB. However, the optimal length is about 30 taps for the ITU vehicular 
environment when the SNR is 20 dB. For particular channel impulse response, the optimal 
length is also influenced by the noise level. For 3GPP case 3, the optimal length is about 9 taps 
if the SNR is 10 dB, i.e., 4 taps shorter than the optimal length when the SNR is 20 dB. The 
optimal length for the ITU vehicular environment is 13 taps when the SNR is 10 dB, much 
shorter than the optimal length when the SNR is 20 dB. 
Based on the data in Figure 4. 1, the ratio between the J )/Jv(co) can be calculated directly. 
The result for the case of the ITU vehicular environment with SNR = 10 dB is shown in Figure 
4.2 where the value of K is 2. The upper part of Figure 4.2 shows the ratio J(cc)/JN.K(cx) where 
N is smaller than the optimal value. It is obvious that the value of the ratio starts small when 
the length of the equaliser is much shorter than the optimal value and it is more and approaches 
1 when the number of taps approaches the optimal value. For the scenario that the number of 
taps is larger that the optimal value, the ratio off )/JN(cI) is almost a constant whose value 
is a little larger than I which accords with (3.79). 
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Figure 4.2: Ratio between the JN(0 1)1JNK(ce) ITU Vehicular environment 
4.1.2 Validation of the MSE performance of the NLMS algorithm 
The simulation results of the MSE performance of the NLMS algorithm for the 3GPP case 3 
are shown in Figure 4.3 and Figure 4.4, respectively. Figure 4.3 shows the comparison 
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between the theoretical and semi-theoretical result. The theoretical results are obtained by 
using (3.33) and (3.34) where Gaussian distribution is assumed so the value of v in (3.34) is 3. 
The semi-theoretical results are also based on (3.33). However, E(1/r2) in (3.33) is obtained by 
simulation. It can be found that the theoretical and semi-theoretical results match so well that 
the Gaussian distribution is a good assumption for the input vector. The simulation result of the 
MSE performance of the NLMS equaliser vs. its length is shown at the left side and right side 
of Figure 4.4 for 3GPP case 3 and ITU vehicular environments respectively. Under the 3GPP 
case 3 environment, the optimal length is about 15 taps when the SNR is 20 dB. When the 
SNR is 10 dB, the optimal length is about 9 taps. Under the ITU vehicular environment, the 
optimal length is near 30 taps when the SNR is 20 dB and 17 taps when the SNR is 10 dB. 
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4.1.3 Validation of the MSE performance of the AP algorithm 
The simulation results of the MSE performance of the AP algorithm with different orders for 
the channel profile 3GPP case 3 are shown in Figure 4.5. The semi-theoretical result are based 
on (3.39) whereas E(l1r2 ) in (3.39) is obtained by simulation. The value of the MSE obtained 
by simulation matches that of theoretical result very well. The optimal length is about I I and 
17 taps when the SNR is 10 dB and 20 dB, respectively. The MSE performance of the AP 
algorithm with order 2 and order 4 for the ITU vehicular environment is shown in Figure 4.6. 
The simulation and the theoretical results also match very well. The optimal length is about 17 
when the SNR is 10 dB and it is near 30 taps when the SNR is 20 dB. 
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4.2 Simulation results of the MSE performance in a time 
varying channel environment 
For simulation of a time varying scenario, (3.40) is used to generate the time varying channel 
and the value of channel at the initial state equals the value of the coefficients of the channel 
profile being used. The value off equals exp(-27rf4t) and the value of the cro2  is set to (1f 2 ). 
As described in chapter 3, the faster the variation of the channel, the smaller the value off. 
Then, a large value of o2,  which means the channel coefficients of the same path are less 
correlated in time, will be generated to model a fast varying channel. Although the time 
varying channel generated using this method is not the real time varying channel, it describes 
the statistical properties of the time varying channel to some extent. Figure 4.7 shows the 
autocorrelation property of this artificial channel and the time varying channel generated by 
using Jakes' model [134]. In simulation, the carrier frequency is 2 GHz and the sampling rate 
is (3.84) M samples/s. The autocorrelation for three different Doppler frequencies 40 Hz (22 
km/h), 150 Hz (81 km/h) and 300 Hz (162 km/h) are calculated in simulation. Ten thousand 
samples of the taps are used to compute the autocorrelation function. It can be seen that the 
second order statistical property of the channel generated by using the two different model are 
similar. Furthermore, the values off which are suitable for the velocity about 22 km/h, 81 km/h 
and 162 km/h is 0.9999, 0.9998 and 0.9995, respectively. 
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Figure 4.7: Comparison of the autocorrelation function generated by using different models 
(3.41) describes the dynamic behaviour of the optimal equaliser caused by the time varying 
channel. It is equivalent to saying that large changes in the channel will cause large changes in 
the optimum solution of the equaliser and small channel changes will barely perturb the 
optimum setting of the equalisers. However, this model can just give an outline description of 
the dynamic behaviour of the equalisers. The degree of accuracy of this model is dependent on 
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the spectral properties of the channel. The reason is that the spectral properties of the channel 
will determine the eigenvalue spread of the autocorrelation matrix. Large spectral variations 
will cause a proportionally large eigenvalue spread [24]. Considering the Wiener-Hopf 
equation used to calculated the optimal solution, for convenience, this equation is rewritten 
here: Rw = p. According to [45], a matrix will be ill-conditioned if its eigenvalue spread is 
large which means small perturbations to R will lead to a completely different solution with 
respect to the solution before the perturbation. The degree of accuracy of this model is also 
dependent on the length of the equaliser and the SNR. When the length of the equaliser 
increases, the degree of accuracy will reduce since the eigenvalue spread of the autocorrelation 
will increase with the equaliser length. On the other hand, the existence of noise prevents the 
matrix from being ill-conditioned to some extent so this model is more suitable for the low 
SNR scenario than the high SNR scenario. 
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Figure 4.8: Comparison of the value of o,' and a 2 for 3GPP Case 3 
Under different SNR scenario Doppler frequency 300 Hz 
The validity of this model is justified by the preceding simulation results. The figure at the left 
side of Figure 4.8 shows this model provides very accurate descriptions for relation of the 
variations between the channel and equaliser under the 3GPP case 3 and low SNR scenario. It 
is also accurate at some extent for the ITU vehicular environment under low SNR scenario 
(see the figure at the left side of Figure 4.9). However, the figures at the right side of Figure 4.8 
and Figure 4.9 illustrate a situation where (3.41) holds only in a loose way. Notice that the little 
changes in the channel cause larger variations in the optimum equaliser, however those 
variations are still within an order of magnitude of the channel variations. So, both the two 
channel profiles used throughout in this thesis can be modelled by (3.41). An extreme channel 
profile which makes (3.41) totally invalid can be found in [140]. 
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The theoretical MSE performance of the different adaptive algorithms under time varying 
channel is studied and the two channel profiles used in simulation are the same as those used in 
time invariant scenario. 
4.2.1 Validation of the MSE performance of the LMS algorithm 
The simulation results of the MSE performance of the LMS algorithm for the channel profiles 
ITU Vehicular and 3GPP case 3 are shown in Figure 4.10. The theoretical results are obtained 
by using (3.47). The value of the MSE obtained by simulation conforms to that of the 
theoretical result. 
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4.2.2 Validation of the MSE performance of the NLMS algorithm 
The simulation results of the MSE performance of the NLMS algorithm for the channel 
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profiles ITU Vehicular and 3GPP case 3 are shown in Figure 4.11. The theoretical results are 
obtained by using (3.52). The value of the MSE obtained by simulation matches that of the 
theoretical result very well. 
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4.2.3 Validation of the MSE performance of the AP algorithm 
The simulation results of the MSE performance of the AP algorithm with order 2 and order 4 
for the channel profile 3GPP case 3 under the time varying environment are shown in Figure 
4.12. The theoretical results are obtained by using (3.58). 
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Figure 4.12: MSE performance of the equaliser with different length AP algorithm 
Channel profile 3GPP case 3 v= 20/on1h Left side order 2 Right side order 4 
The simulation results of the MSE performance of the AP algorithm with order 2 and order 4 
for the channel profile ITU vehicular under the time varying environment are shown in Figure 
4.13. Basing on those simulation results, it can be found that (3.58) properly describes the 
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MSE performance of the AP algorithm under the time varying environment. 
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4.3 Simulation results of the dynamic length algorithms under 
fixed channel environment 
In this section, the performance of VT-DLA is tested. For comparison, the dynamic length 
algorithms proposed by [25], [41] and [35] are also considered. All those DI-As are realized by 
using the LMS algorithm. However, the conclusions based on the simulation results are still 
suitable for the NLMS and AP algorithms. Firstly, the ability of different DLAs to adjust its 
length towards to the optimal value is analysed for two scenarios: 
I. The equaliser is initiated with a short length and increases its length toward the optimal 
length. 
2. The initiated length of the equaliser is very long and its length is gradually reduced toward 
the optimal length. 
For the first direction, the number of the taps at the initial state is 4. For the second direction, 
the initial number of taps is 40. The ITU vehicular profile is used as the channel impulse 
response and the SNR is 10 dB in simulation. 10000 symbols are used in those simulations. 
Detailed information about the parameters used in the simulation are listed in Table 4.1 and 
Table 4.2. 
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Initi  








0.9 1.01  
- - - 
GD-DLA 4,40 20 2,1,3 1 =K - - - - - 
0.01, 
FL-DLA 4,40 - 2,1,3 1 =K - - 




2' 1,3 0.99 =K 
0.8, 1.02, 
0.05, 
0.01, - - 200 0.9 1.01 
Table 4.1: The simulation parameters of different dynamic length algorithms under fixed 
channel environment 




I ad0 I I 	p I I 	r I 
L VT-DLA 4,40 20 1 0.99 =K 0.9 1.02 0.05 0.05 
Table 4.2: The simulation parameters of the VT-DLA under time varying channel 
environment 
Firstly, the convergence performance of the VT-DLA is compared with the SG-DLA proposed 
by [25]. 
Figure 4.14 shows the convergence performance of those two DLAs under different threshold 
parameters. Both the two DLAs can achieve the optimal length. However, it can be learned 
that the convergence performance of the SG-DLA is heavily dependent on the value of the 
parameter and 	The rate of increase for the filter length of the SG-DLA is very close to 
that of the VT-DLA when the value of aup  is 0.9. However, when the value of aup  is 0.8, the rate 
of increase for the SG-DLA is much slower than that of the VT-DLA. For the rate of 
decreasing for the length of the equalisers, similar phenomena can be found when the value of 
the ad,., is varied. The convergence performance of the VT-DLA is almost independent of the 
initial value of the au, and ad which is proved by the simulation results shown in 
Figure 4.14. The relation between the convergence performance and the length of the 
observation window is also examined. Figure 4.15 shows the simulation results when the 
observation window contains 200 symbols. 
82 
Simulation results for the DLA 
g.gsr p,bwm, 0 dyn.n 0 
--0I.AO,.09 
361 	 VT-DLA09 
.1.01 
30 









Co..e'gen,e pedOn,.nce Of ,e 0ni,r,c 
40 
-.c.1OA 
.t.0ld 	A 	oa 
30 
- - -'&OLA 	02 





Figure 4.14: Convergence performance of the SG-DLA and VT-DLA L=20 
From the left side of Figure 4.15 the SG-DLA breaks down when the value of the a01, is 0.8 or 
the value of 	is 1.02. Comparing with the simulation shown in 
Figure 4.14 where the SG-DLA still can work under the same threshold parameters, it means 
the length of the observation window is another important parameter which will affect the 
performance of the SG-DLA. Considering the increasing rate of the SG-DLA, from Figure 4.2, 
it can be learned that 0.8 and 0.9 is not always larger than the lower bound of a 0,,. For example, 
in Figure 4.2, when the number of taps is 9, the lower bound of a0,, is larger than 0.9. The 
longer the length of the observation window, the more accurately the value of 
ASEH(n)/ASEHI(n) is close to the value of aup,iooe,. Then it is difficult for the length of the 
equaliser to increase by using SG-DLA if the value of a0,, is less than its lower bound. In fact, it 
is the additive noise and the weight error during the adaptation which drive the length of the 
equaliser to increase under this scenario. Similar conclusions can be achieved for the 
decreasing performance of the equaliser. However, the convergence performance of the 
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Figure 4.15: Convergence performance of the SG-DLA and VT-DLA L200 
The convergence performance of the VT-DLA is also compared with the GD-DLA [41] and 
the results are shown in Figure 4.15. The simulation results show both the GD-DLA and the 
VT-DLA can convergence to the optimal length. According to Chapter 3, the threshold 
parameters of the GD-DLA are the upper bound of a,,p (equal 1) and the lower bound of 
(equal 1), respectively. So the convergence performance of the GD-DLA is the fastest among 
those DI-As. However, the DG-DLA will suffer serious fluctuation problems when it reach the 
steady state. From Figure 4.16, it can be seen that the convergence performance of the GD-LA 
is a little better than that of the VT-DLA. However, the fluctuation problem of the GD-DLA is 
severe in the simulation results. 
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Figure 4.16: Convergence performance of the GD-DLA and VT-DLA SNR = 10 dB 
The convergence performance of the GD-DLA and VT-DLA when the SNR is I dB is shown 
in Figure 4.17. It is clearly that the GD-DLA has a serious fluctuation problem when the value 
of SNR is low. Moreover, when the SNR is I dB, the final length achieved by using the 
GD-DLA is a little larger that the value of the optimal length (from Figure 4.2, the optimal 
length is about 10 taps). 
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Figure 4.17: Convergence performance of the GD-DLA and VT-QLA SNR = I dB 
Finally, the convergence performance of the VT-DLA is compared with the FL-DLA proposed 
by [35]. From Figure 4.18 and Figure 4.19, it can be seen that the convergence performance of 
the FL-DLA is heavily dependent on the value of the leakage factor. Only the VT-DLA and the 
FL-DLA with leakage factor 0.01 can converge to the desirable optimal length (13 taps). The 
larger the value of the leakage factor, the smaller the value of the final length which can be 
achieved. Moreover, despite the value of the leakage factor, the fluctuation problem of the 
FL-DLA is always worse than that of the VT-DLA. The value of the leakage factor also 
influences the convergence rate of the FL-DLA greatly. The smaller the value of the leakage 
factor, the slower the convergence rate is. When the length of the equaliser changes from a 
larger value towards the optimal value, if the FL-DLA and the VT-DLA converge to the same 
value of length, the convergence rate of the FL-DLA is slower than that of the VT-DLA. 
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Figure 4.18: Convergence performance of the fractional DLA and varying threshold DLA 
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Figure 4.19: Convergence performance of the fractional DLA and varying threshold DLA 
The influence of the value K, i.e., the difference of the number of taps between two 
consecutive segments, on the performance of DLAs is also analysed here. Figure 4.20 shows 
the result when the value of K is 1 and the SNR is 10 dB. For the direction which the length 
converges to the optimal length from a small value, the GD-DLA has the fastest convergence 
rate and the convergence rate of the VT-DLA is close to that of the GD-DLA. Notice that all 
the DI-As converge to the same optimal length except for the FL-DLA which still does not 
converge even after 15000 samples. If the initial length of the equaliser is much larger that the 
optimal length, from the right side of Figure 4.20, the proposed algorithm achieves the best 
convergence performance and all the DI-As converge to the same length. 
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Figure 4.20: Convergence performance for different DLAs SNR 10 dB K = 1 
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The simulation result when K =3 is shown in Figure 4.21. Comparing with preceding figure, 
the convergence rate of almost all the DLAs is increased except that the convergence rate of 
the fractional DLA is kept the same when its taps is reduced toward the optimal length. 
However, the fluctuation problem of all the DLAs is exaggerated. 
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Figure 4.21: Convergence performance for different DLAs SNR 10 dB K = 3 
The simulation result when K =1 and SNR is I dB is shown in Figure 4.22. A noticeable 
phenomenon is that all different DLAs converge to different optimal lengths. From Figure 4. 1, 
it can be found that the VT-DLA converges to exactly the optimal length, i.e., about 9 taps. The 
GD-DLA almost converges to the same length as it does when the SNR is 10 dB. The SG-DLA 
and FL-DLA converge to the length whose value is much less than that of the optimal length. 
Another phenomenon is that just the proposed algorithm and the GD-DLA have the ability to 
converge to the same value from different direction. The SG-DLA and FL- DLAs give 
different convergence results for different direction. 
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Figure 4.22: Convergence performance for different DLAs SNR 1 dB K = 1 
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The simulation result when K= 3 and SNR is 1 dB is shown in Figure 4.23. Comparing with 
Figure 4.22, almost every DLA obtains good convergence performance. Unfortunately, none 
of the algorithms converge to the optimal value baseed on the simulation results shown in 
Figure 4.1. This means that the large value of K is not suitable for the low SNR scenario. 
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Figure 4.23: Convergence perform ance for different DLAs SNR 1 dB K = 3 
Then, for the receivers which work under low SNR scenario, if the dynamic length algorithms 
are used, the value of K should be kept small. Based on the former simulation results, only the 
VT-DLA has the ability to simultaneously achieve the following requirements: 
1 .converge to right length under different SNR scenario 
2.good convergence performance 
Finally, the influence of the value of p (see (3.84)) on the performance of the VT-DLA is 
studied. If the initial value of the equaliser's length is small and the length of the equaliser is 
increased gradually, according to (3.83), the value of is close to I. Hence the final 
value of a(cx) at the steady state is 1- p. Two length adaptive processes are shown in Figure 
4.24 where the value ofpis 0.1 and 0.01 respectively. 
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Figure 4.24: Convergence performance of the VT-DLA with different value of p 
Notice that if the value of p is much less that 1, for example, an order of magnitude, the 
influence of the pon the varying threshold DLA should be limited. The convergence rate when 
p is 0.01 is a little faster than that of 0.1 but its fluctuation problem is also more serious than 
the other one. 
The simulation results in Figure 4.25 are obtained by applying the VT-DLA on the NLMS and 
AP algorithm. It is obvious that the proposed DLA also works well for those adaptive 
algorithms. 
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Figure 4.25: Convergence performance of the VT-DLA for the NLMS and AP algorithms 
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4.4 Simulation results of the dynamic length algorithms in a 
time varying channel environment 
For the mobile communication scenario, the channel is time varying so it is very important to 
justify the performance of the DLAs in a the time varying environment. However, till now 
little research work has been done in this field. In this section, the performance of the VT-DLA 
is studied in a the time varying environment. 
Jakes' model is used to generate the time varying channel. The results are obtained by using 
the LMS algorithm. The evolution process of the length of the VT-DLA against time is shown 
in Figure 4.26. Although the evolution process can be obtained, it is not easy to decide whether 
the length of the equaliser is adjusted properly. In order to solve this problem, the eigenvalue 
spread of the input signal to the equaliser is also included in this figure. However, the 
eigenvalue spread of the channel is a function of the equaliser's length. Therefore, the 
eigenvalue spread is calculated by using a fixed length equaliser composed of 11 taps, which is 
just the length of the channel. From the relation between the eigenvalue spread and the 
spectrum property of the channel [117], the eigenvalue spread can be viewed as a measure of 
the linear distortion introduced by the channel. A large eigenvalue spread means the linear 
distortion is very high and the equaliser can greatly improve the performance of the receivers 
under this scenario. So the length of the equaliser should be long enough to realize its channel 
inversion potential. However, for a small eigenvalue spread, which means the spectrum of the 
ëhannel is almost flat, the length of the equaliser does not need to be very long. Focusing on 
the simulation results illustrated in Figure 4.26, firstly, it can be learned that the evolution 
process of the length of the equaliser is same irrespective of the initial length of the equaliser. 
This circumstance proves the robustness of the proposed DLA on the length of the equaliser, 
i.e., the algorithm can converge and track the change of the channel under any initial state. The 
left side of Figure 4.26 shows the convergence process of the length and the tracking process 
simultaneously, however, it is not easy to see due to the scale of the upper left figure inside in 
Figure 4.26. So the upper right side of Figure 4.26 just shows the tracking process, i.e., starts 
from the 5000th symbol which means the convergence process is finished. It is obvious at the 
right side of Figure 4.26 that the length of the equaliser is increased when the eigenvalue 
spread of the input signal is increased which proves this algorithm has good tracking ability 
when the Doppler frequency is 40 Hz. 
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Figure 4.26: Simulation results of the VT-DLA for the time varying channel 
Doppler frequency 40 Hz 
Figure 4.27 shows the simulation results when the Doppler frequency is 100 Hz. From the 
right side of this figure, the algorithm can still track the change of the channel. Figure 4.28 
shows the simulation results when the Doppler frequency is 200 Hz. It can be seen from the 
right side of this figure that the lag of the algorithm is obvious. For example, between the 
13000th symbol to 15000th symbol, the length of the equaliser should be increased due to the 
increment of the eigenvalue spread. However, the length of the equaliser is reduced which 
means it is difficult for the algorithm to track such a fast varying channel. 
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Figure 4.27: Simulation results of the VT-DLA for time varying channel 
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Figure 4.28: Simulation results of the VT-DLA for time varying channel 









Simulation results for the DLA 
Doppler frequency 200 Hz 
The relation between the mean equaliser length and the Doppler frequency is shown in Figure 
4.29. With the Doppler frequency increasing, the average length of the equaliser is reduced. 
This conclusion is consistent with (3.47) where high Doppler frequency will increase the value 
of a 2  Thus larger EMSE will be introduced for the equaliser compared with that caused by 
the channel with small Doppler frequency. 
The average length of the equaliser for different Doppler frequency 
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Figure 4.29: The average length of the equaliser against the Doppler frequency SNR 10 dB 
To justify the validity of the VT-DLA using the NLMS or AP algorithms in a the time varying 
channel environment, simulation results based on the NLMS and AP algorithms are also 
provided in Figure 4.30. The tracking process is illustrated at the upper side of this figure. The 
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behavior of the NLMS algorithm is very similar to that of the LMS algorithm. However, the 
track performance of the AP algorithm is a little sensitive to its initial length compared with 
that of the LMS algorithm. 
	
Evolution process of the length NLMS algorithm 	 Evolution process of the length AP algorithm 
Initial length 4 taps 	 Initial length 4 taps 
. 	lok1d -- - - initiafl ength4o taps 
12 	
- - - - initial length 40 taps 
E2  :fl"\ •1 	i to- 
0.5 	1 	1.5 	2 	215 	3 	 2 	2.5 
Iteration number Iteration number X 104 
Evolution process of the eigenvalue spread 	 . 	Evolution process of the elgenvalue spread 
Fixed length 11 taps I 	 . 	 Fixed length 11 taps 
a7 
i 	 5 
Iteration number 	 X 10,
Iteration number 	x 104 
Figure 4.30: Simulation results of the VT-DLA for the NLMS and AP algorithm under time 
varying channel scenario Doppler frequency 40 Hz 
4.5 Summary 
The relation between the length of the equalisers and the MSE performance derived in chapter 
3 is proved by simulation results. Exhaustive performance comparison of different DLAs is 
also provided. Basing on these simulation results, the proposed algorithm, VT-DLA has the 
following advantages: 
Robustness against the different initial setting of a,,p and aa0, i.e., the algorithm will track 
these parameters themselves. 
Robustness against the different setting of the length of the observation window. 
Tackles modest fluctuation problem. 
The ability to converge to exactly the optimal length under different SNR and different 
values of K. 
Its convergence performance is almost the same as that of the GD-DLA and is better than 
the other DLAs. 
Its convergence rate is only slightly dependent on the value of K whereas the convergence 
of the GD-DLA is dependent on the value of K when it converges to the optimal value 
from a long length. 
It works well under the time varying channel scenario. 
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Dynamic length receivers for 
DS-CDMA systems 
This chapter firstly analyses the effect of the length of equalisers on their MSE perform' erformance 
when they are used in the downlink of a DS-CDMA system at both the chip and symbol level. 
Then, the LMS, NLMS and AP algorithms are considered and their theoretical MSE 
performance is given if the CPICH is used as the training signal. The theoretical results show 
that the ability of the equalisers to suppress the interference heavily depends on their length 
and an optimal length of equaliser exists. The VT-DLA proposed in Chapter 3 which can 
adjust the length of the equaliser dynamically toward this optimal value according to the SNR 
level and the conditions of the channel is considered for use in the receivers of the downlink of 
the DS-CDMA systems both at the chip and symbol level. The simulation results show the 
performance of the dynamic length receivers outperforms that of the fixed length receivers. It 
is also found that the performance of receivers using the AP algorithm exceeds that of 
receivers using LMS algorithm. 
5.1 Chip level realization 
As described in Chapter 2, the linear receiver at the chip level is one of the most promising 
ways to enhance the performance of the downlink receivers of DS-CDMA systems. It provides 
an acceptable balance between performance and complexity, yields simple adaptive 
implementations and exhibits reasonable robustness. 
5.1.1 Performance analysis of optimal chip level LMMSE 
receivers with their length 
Throughout this chapter, Wchjp  represents the equaliser at the chip level whereas W,m represents 
the equaliser at the symbol level. Wchij,x and Wsym.X represent the chip level equaliser and the 
symbol level equaliser obtained by using adaptive algorithm X. From (2.52), it is obvious that 
the LMMSE solution requires the estimation of the covariance matrix associated with the 
channel impulse response. Moreover, the computational complexity of calculating the inverse 
matrix of the covariance matrix is very high. For a time varying channel, the covariance 
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matrix will change with time. Its inverse matrix should be recalculated when the channel 
impulse response changes which will have an unacceptable computational complexity for 
mobile terminals. As described in chapter 2, adaptive receivers which can equalize the 
channel and track the changing of the channel simultaneously are often used in the time 
varying channel environment. In most systems using adaptive equalisers, training sequences 
are sent periodically to train the equaliser taps. However, at the chip level of the downlink of a 
DS-CDMA system, this is impractical since the overhead is too large if every user has his own 
training sequence. Since the symbols and the spreading codes of the common pilot channel 
are known by every user in the same cell, for an adaptive equaliser working at the chip level, 
the signal of the common pilot channel (CPICH) can be viewed as a training sequence. The 
system model is shown in Figure 5.1. In order to clearly display the training signal, i.e., 
CPICH signal at the chip level, the process of the scrambling is moved prior to the addition 
of the signal transmitted from different users. The CPCIH signal is regarded as user I in the 
following description. 
4~~ 	 1 - 






Figure 5.1: System model of the chip level equalisation 
The following assumption is used throughout this chapter: 
Assumption 5.1: Perfect power control is assumed for the downlink of DS-CDMA systems 
which means that the power of every user is the same except for the first user. 
Denoting the CPICH signal as the first user in the system, the value of all the entries of its 
spreading codes is one, i.e., for normalized spreading codes, we have: 
c 1 (0) = c i (l) = ... = c i (G-1)' 114G- 
	
(5.1) 
Moreover, according to [141], the power of the CPICH signal occupies 20 percent of the total 
transmitted signal. Assuming the composite signal d(n) including all the user's signal at the 
chip level can be known, the solution of equalisers using the LMS, NLMS or AP algorithm 
should converge to the optimal Wiener solution described in (2.52). For convenience, it is 
rewritten as here: 
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WhIp_QP, = o (oHH" + oI)' Hv D 	 (5.2) 
As in chapter 2, 0j2 represents the variance of the composite transmitted signal including the 
CPICH signal at the chip level, o2  represents the power of the noise and v 0 is a column vector 
of all zeros except I in the (D+ 1 )th position. In practice, the composite signal can not be 
known by the mobile receivers. If the CPICH signal is used as the reference signal for 
adaptive equalisers the optimal MMSE solution WchipjTh,  for this scenario is: 
Wch,p_pI,o, = p21 
(0.21111H +oIY ' HvD 	 (5.3) 
where P 10, = A 110 , IG and A 1101 is the power of the CPICH signal at the symbol level. 
The minimum MSE obtained by using Wchjpjjo,  is: 
Pilot—MMSE,N = MMSE,N + (wCh,P_OI - W chip—pilot )H R(wCh,P_OPI 
(5.4) 
MMSE,N +(P,,0, —o)2vH'1R'HvD 




N =a(1- vH"RHv D ) 	 (5.5) 
R is the autocorrelation matrix of the input signal at the chip level and can be expressed as 
o HH H  + o I . From (5.4), the value of Jpi/-MMSE,N  depends on the channel impulse response, 
the SNR, the ratio between the power of the pilot sequence and total power of all the 
transmitted signals in the cell, and the length of equaliser. The second term in (5.4) is caused 
by using the CPICH signal instead of the composite signal at the chip level and its value will 
increase with increases in the equaliser's length. The value of the first term of (5.4) is a 
monotonically non-increasing function of the length of the equaliser. 
5.1.2 Dynamic length chip level receivers using the LMS/NLMS 
algorithm 
The LMS algorithm at the chip level is summarized as: 
ech,p4ms(n) = d1i01(n) - W 'chzp4msr(n) 	 (5.6) 
Wch,plms(fl+ 1) = Wch,p./ms  (n) + pr(n)e*ch,p,ms(n) 	 (5.7) 
where d 1j(n) represents the CPICH signal at the chip level and r(n) is as defined in chapter 2. 
Reapplying assumption 3.2 means the reference signal d 1 (n) is: 
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d 110, (n) = w' (n)r(n) + e0 (n) 	 (5.8) 
The variance of the e0(n) can be expressed as: 
MMSE,N = P,O,(l — P,O,vH '1R t HvD) 	 (5.9) 
Recalling the expression of the steady state MSE of the LMS algorithm described in (3.18) at 
Chapter 3, the steady state MSE of the LMS algorithm with CPICH as the reference signal can 
be expressed as: 
PiIo,-LMS,N () = Pi1oI-MMSE,N + p tr(R)JSE N / 2 	 (5.10) 
Substituting (5.4) into (5.10), equation (5.10) can be rewritten as: 
P!I01-IA1SN(
0
) = MMSN 	— )2 vH'1R 'HvD +p tr(R)JSN /2  
The second term in (5.11) is caused by using the CPICH signal instead of the signal d(n) as 
the training signal. The third term in (5.11), referred to as the estimation error is caused by 
the weight vector noise Wch,p./ms(fl) Wch,ppjlog. Wch:p4ms(fl) is the weight vector of the equaliser 
at time n using the LMS algorithm. From (5.5), the following relation can be derived: 
vHHRHvD - @ d MMSE,N)'°d 	 (5.12) 
Finally, substituting (5.12) into (5.11), the final expression for the Jpilo:-uS,N  is: 
P,l0N() = 	+ 	
_o)2 (cr —J) + iiR) 
P1,10(1 - 
P(cr —J) P lot
4 
ad 
	) 2 0d 
= (1— 
(P,0,— v.2)2 ± 	 (P110, _c72 )2 + 	
(1 	1OI) + (5.13) 
Od 	 2 ad 	 2 	Od 
= (1IIoX2 'iio,) + It,-(R) 'ilot 	
+ 	 (v.2 'lot + 
	 lot 
ad 	 2 	 2 
If the ratio between P,10, and o is fixed, increasing the length of the equaliser will 
increase the value of the second term of (5.13). It is not easy to decide whether the value of 
first term should be increased or reduced because although the value of JMMSE,N  will be 
reduced, the value of tr(R) is increased simultaneously. In general, the reduction of J,fsE,N  is 
nearly saturated if the length of equaliser is several times longer than the length of the 
inverse channel. So the MSE performance of the equaliser at chip level of the downlink of 
the DS-CDMA systems scenario is just like that of the general equalisation scenario 
specified in chapter 3, which means an optimal length of the equaliser exists. If the length of 
the equaliser is larger than the optimal value, the value of the steady state MSE will be 
increased. 
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The convergence rate of chip level downlink receivers using the LMS algorithm is totally 
decided by the eigenvalue spread of the autocorrelation matrix R. It should also be noted that 
the convergence rate of the chip level LMS equaliser is the same irrespective whether the 
CPICH signal or the chip sequence d(n) is used as a reference signal. With increasing length 
of the equaliser, the eigenvalue spread of R will increase [123]. Then the following 
conclusion can be deduced: if the length of the chip level equaliser using the LMS algorithm 
is too long, both the convergence rate and the MSE performance will be degraded. 
Since chip level equalisation for the downlink of DS-CDMA systems is similar to the general 
equalisation scenario, the VT-DLA proposed in chapter 3 can be applied for the chip level 
equalisation. The structure of the dynamic length equaliser at chip level .is shown in Figure 
5.2. 
Pilot signal d 1i(n) 
yHK( fl) 




ASEHI I I ASEH 
Length adjustment 
Figure 5.2: The structure of the dynamic length equaliser at the chip level 
Due to its superior performance, the VT-DLA should be applied for chip level equalisation. 
However, the upper bound of the parameter ad0W of the VT-DLA needs to be recalculated. 
Considering the steady state MSE of the LMS algorithm described by (5.13), the second 
term in this equation is dependent on JMMSEN.  For the MSE of the NLMS algorithm specified 
in (5.19) described later, the second term is also dependent on JMMSEN.  Then the solution of 
the upper bound of ad will influenced by J1sE,Arwhose  value can not be known in advance. 
So it is not easy to obtain a simple analytical solution for the upper bound of the ad0. 
Moreover, due to the "birth" of a new user or the "death" of an existing user, the upper 
bound of ad is variable even under the fixed channel scenario. However, the value of ad,,,,,  
can be estimated by using the same method as the estimation of a,,p proposed in chapter 3, 
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i.e., using the instantaneous ASE to estimate 	The equation is: 
a(n) = 1 + y(ASEH(n) /ASEHJ(n)-1) 	 (5.14) 
where ASEm can be calculated according to the following equation and yis a small constant: 
L 
mK ASEm = 	ech,,,_Ims, N( n ) (n - j + 1)2 	 (5.15) 
1=I 
where m is the index of the segment and 1:5 m :5 H. H is the total number of the segments of 
one equaliser. N(n) appearing in the subscript represents the number of taps of the chip level 
equaliser at time n. 8 is a forgetting factor specified in chapter 3 and 0<,6 S 1. The superscript 
mK of the error signal eth,,,_lmsN(n)  represents the number of taps being used at time n. K 
represents the difference in taps between two consecutive segments. The dynamic length LMS 
algorithm for the chip level of the downlink of DS-CDMA systems can be summarized as: 
Routine 1 
Dynamic length LMS algorithm Chip level 
Initialization 
Set the value of ad..,, a little larger than 1, for example 1.04 
Set the value of aup  little smaller than 1, for example 0.8 
Forgetting factor /1= 0.999, K = 1 5 = 1 and L = 10; 
Wch,p.Ims (0) = 0 with order N. 
Set the bound of the minimum and maximum length Nm jn and Nma, 
For every input vector r(n), n = 1, 2, 3 to +, do: 
2.1 Calculating the error signal ech,p,ms(n)  by using (5.6) 
2.2 Updating the weight vector Wchjp/ms(fl+l) by using (5.7) 
2.3 Calculating the ASEH and ASEH1 according to (5.15) 
2.4 Parameter adjustment 
If mod(n/L) = 0 
If ASEH/ASEHI> I 
Adjust the value of ad according to (5.14) 
End 
If ASEH /ASE H/ < 1 
Adjust the value of a0 according to (3.84) 
End 
2.5 Length adjustment 
If ASE H < aUP* ASEHI 
If N<Nmax 
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N = N+K; 
Wch,p!ms(fl) = [wch,p,ms(n)T OKXI]T 
End 
Else if ASE H >ad0 * ASE1 
If(N> K)&&(N> Nm in) 
N = N —K; 




ASEH=ASEHI = 0; 
End 
End 
The NLMS algorithm at the chip level is summarized as: 
	
ech,pn,ms(n) = d,(n) - wHch,pnlmsr(n) 	 (5.16) 
Wch,p. nlms(fl+l) = W,.,mnims(fl) + pr(n)e*chln,ms(n)1JIr(n)II2 	 (5.17) 
Based on the expression of the steady state MSE of the NLMS algorithm described in (3.33), 
the steady state MSE of the NLMS algorithm with CPICH as the reference signal can be 
expressed as: 
Pio,-NLMS,N (cc) = Pi1o,-MMSE,N + p!r(R)J SEN E(1 / r 2  ) 1(2 - it) 	(5.18) 
Substituting (5.4) into (5.18) and considering (5.12), the final expression of the JPiINLMSN  is: 
(j,)2( _j
As5v) + itr(R) 	
JdO:1 
P,1O[a Js)) 
JpIINW(cc) 'MMS ~ 	
2(2—p) r 	-____________ d 
=(1_014 	
2(2-1i) r o 
° ~ pti(R 	1,.1'iio 	
(J.,_)2 
+I' 	1101E(_)(1_..0f) 	(5.19) 7'MMsv + o 
	 2(2 2  
Cd 
( iIO 	I ~ j 	
) 
10II20d 	O) iti(R) 	i 	2 	+ )i10 
M





If the ratio between P,,,0, and ad2 is fixed, the value of the second term of (5.19) is a 
monotonically increasing function of the length of the equaliser. As with the LMS algorithm, 
the reduction of JMAISE,N  is close to saturated if the length of equaliser is several times longer 
than the length of the inverse channel. Then a unique, finite optimal length of equaliser using 
the NLMS algorithm exists. Moreover, the convergence rate of the NLMS algorithm is also 
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reduced with increase in length of the equaliser. Using instead of in (5.15), the 
dynamic length NLMS algorithm can be constructed. If routine I is modified by replacing (5.6) 
by (5.16) in 2.1 of routine I and (5.7) by (5.17) in 2.2 of routine 1, the revised routine is the 
routine of the dynamic length NLMS algorithm at the chip level. 
5.1.3 Dynamic length chip level receivers using the AP algorithm 
It is well known that for an autocorrelation matrix R with a large eigenvalue spread, the 
convergence rate of the LMS algorithm is very slow. The AP algorithm, a generalization of 
the NLMS algorithm, is a good alternative to the LMS in applications where the eigenvalue 
spread is large. The recursive equations of the AP algorithm at the chip level can be written as: 
eh,0(n) = d1i(n) - A chp(n)Vs/ "ch,p ap 	 (5.20) 
Wchjp ap(fl+ 1) = Wchipap(fl) + PACh,P(n)(ACh,,,(n)ACh, P(n) + pI' Cch,ap(fl) 	(5.21) 
where p is a small positive described in Chapter 2. The definition of Ah,(n),  d,,(n) and 
Cch,p.ap(fl) are: 
A chip  (n) = [r(n), r(n),..., r(n - P + l)f' 
	
d 11 (n) = [d 11 (n),d 11 (n—I),..., d 1, (n - P + 1)]H 	(5.22) 
Lech_aP = [ 	(n), ech,p_ap (n —1),..., echip_ap  (n - P + 
where P is the order of the AP algorithm. Basing on the expression of the steady state MSE of 
the AP algorithm described in (3.39), the steady state MSE of the AP algorithm with CPICH 
as the reference signal can be expressed as: 
PI101_AP,N0) = Pi1o1-MMSE,N + pPtr(R)J SEN E(I/r2 )/(2 - p) 	(5.23) 










+ 	+ 	 1 	TiIoI 
r 	 2(2—p) 
E(;3.)O_) (5.24) 
 Od 
= (IlOd 1 i1O + AP h(R) ( l ) 1lOI)J 	+ 	( 2 	pPti(11110, 
ad 	 2(2—p) r 	 - 2(2p) 
Due to the fact that the AP algorithm is a generalization of the NLMS algorithm, the EMSE 
performance of AP at the chip level of the downlink is the same as that of the NLMS algorithm 
within the multiplicative constant P. 
We define the first entry of the vector eh(n)  as eCh3(n). The ASE of the dynamic length 
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AP algorithm can be calculated by substituting eh,(n) into (5.15). Then, the dynamic length 
AP algorithm at the chip level can be constructed. The routine is summarized as: 
Routine 2 
Dynamic length AP algorithm Chip level 
Initialization 
Same as the initialisation of routine I 
For every input vector r(n), n = 1, 2, 3 to +, do: 
2.1 Calculating the error symbol eh1(n) by using (5.20) 
2.2 Updating the weight vector W,map(l+I) by using (5.21) 
2.3 Calculating the ASEH and ASEHI by using ehIO(n). 
2.4 Parameter adjustment 
Same as routine 1 
2.5 Length adjustment 




5.1.4 Summary of the chip level equalisation 
Based on (5.2) and (5.3), the following properties can be derived for the chip level equaliser 
where the CPICH signal is used as training signal: 
• The optimal Wiener solution is independent of the user index k and chip index n and is 
the same for all the users transmitted from the same base station. 
• The solution obtained by using the CPICH signal as a reference signal described in (5.3) 
is the same as the optimal solution within a multiplicative constant. 
If a particular adaptive algorithm is used at downlink receivers, based on the former analysis, 
the relation between the MSE performance with length of the equaliser is: as the number of 
the taps of the equaliser increases from 1 to infinity, the MSE will firstly decrease and then 
increase; the amount of increase of the MSE depends on the particular adaptive algorithm 
being used. 
5.2 Symbol level realization 
The chip level equaliser using CPICH signal as the training signal is one of the simplest 
ways to realize chip level equalisation at the downlink of the DS-CDMA systems. However, 
when the system loading is heavy, the chip level equaliser using CPICH signal as training 
signal works at a very low SINR level, i.e., the value of qd2  is much larger than the value of 
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P2pj. From (5.4), it can be learned that the performance of chip level equalisers is greatly 
reduced under this scenario. Due to commutability of convolution, the adaptive 
implementation of equalisers at the chip level can be replaced by the following operations: 
• Correlate the received sequence at the chip level with the composite spreading code 
obtained by multiplying the short spreading code of the pilot signal with the appropriate 
portion of the scrambling code over one symbol interval. 
• Train the coefficients of the equaliser by using the appropriate symbols of the pilot 
signal [30], [12], [52]. 
Through these operations, the adaptive process can be implemented under high SINR 
conditions at the expense of slower adaptation rate of the equalisers. The system model of 
the symbol level equalisation is shown in Figure 5.3. 
A1b1(i)I 
4 21'2(') 	kLI 	I 	I s(n) 







Figure 5.3: System model of the symbol level equalisation 
5.2.1 Performance analysis of optimal symbol level LMMSE 
receivers with their length 
In this section, the expression of equalisation at the symbol level is derived and analysis of 
its MSE performance is given. According to Figure 5.3, denoting the input vector for the 
symbol level equaliser as r, i(i), if user I (CPICH signal) is the desired user, the output of 
the symbol level equaliser is: 
b1 (i) =w m r.,ymi (i) 	 (5.25) 
thej-th element of r 5 , 1 (i) is given by: 
[r m i (i)] = 	(m)s (iG + m)r(iG + D + m - j + 1) 	(5.26) 
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Substituting (5.26) into (5.25), the estimated value of the i-th transmitted symbol of user 1 is: 
b 1 (i) = w:mrym , (i) W mQi (i)rs,,m  (i) 	 (5.27) 
where r(i) in (5.27) can be expressed as: 
r(i) = [r(iG+G+D-l), r(iG+G±D-2), ... , r(iG+D-N+l)]T 	(5.28) 
Q 1 (i) in (5.27) is a complex matrix with dimension Nx(N+G-1) which can be expressed as: 
s(6-1-G—F(G-1) sS(if_l(G_2) 	s(K(0) 	0 	•.. 	0 
= 	0 	s*(K+G_l(G_l) ... 	 s*(iGy4(0) 
(5.29) 
0 	 ... 	 0 	s*(i;;_1(G_l) ... s(K(0) 
The optimal solution of the equaliser can be obtained by solving: 
w,, = argmin I bi (i)—w m Q i (i)r ym (i)I 2 SY 
wv," 
(5.30) 
If the channel impulse response is viewed as time-invariant during (N+L+G-2) chip periods, 
w' ymQi(i)r,ym(i) can be divided into two parts, i.e.: 
	
wymQi(i)rsym(i) = W"symH symQ'i()Dsym() + w'cymQi(i)Zsym(i) 	 (5.31) 
where Q' 1 (i) takes the form of (5.29) but has different dimensions. Q'1(i)eC 	x (N+L+G-2) 
The definition Of D m(1) is: 
Dsym(l) = [d(iG+G+D1), d(iG+G+D2), ... ,d(iG+DNL ±2)]T 	(5.32) 
where L is the length of the channel. Zsym() is defined by: 
Z ym(l) = [z(iG+G+D1), z(iG±G+D-2), ... ,z(IG+D-N+1)]T 	(5.33) 
H ym eC' is defined as: 
h0 	hL _l 	0 •.. 	0 
0 • .. 
H,= 	.• 	... 	
... 	0 	
(5.34) 
0 	... 	0 	h0 	... hL_l 
The expression of the optimal solution of W ym is W ym = (R ym )'P ym where R,,,,, is the 
autocorrelation matrix of the input signal Qirsym which can be expressed as: 
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R' - r i•\  rS H 	,' 1•\ H. 
SYM - i-'L 
= E{ [HjymQj (1)Dsym (i) + Q1 (i)Z,, (i)] [H,J Q 1 (i)D (i) + Q1 (i)Z,,, (j)f' } 	(535) 
= E[H,,,Q1 ()Dsym  (1)D m (i)(Q1 ())H H m 1+ E[Q1 (i)Z (1)Z m (i)Q (i)] 
Since the channel impulse response is assumed to be time invariant during the symbol period 
and the noise is uncorrelated with the composite spreading codes (the product of the short 
spreading code and the scrambling code), R', m is: 
R ym = HsymE[Q1 ()D,m 	(i)(Q1 (j))J1  1H m + a,' E[Q1 (i)Q' (i)] 	(5.36) 
Defining F = E[Q (1)D,m (i)D (i)(Q; ())H]  and substituting the expression for d(n) into 


























s(iG+G+ D-1)4 bk (i + 1)ck(D- 1) 
Dth 
s(iG + G)A 'k (i + 1)ck(0) 




1)Ak'~ (i - 1)ck  (G —1) 
(N+L- 2 — D)th 
s(iG+D— N — L+2)4'~ (i -1)ck(G+D— N — L+ 1) 
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H 
s(iG + G + D - 1) Akbk (i  + l)ck (D —1) 
s(IG + G)Y Akbk (1  + 1)k (0) 
s(iG + G - 1) 	Akbk  (i)ck (G —1) 
01 	 I 
(l-1)th 
0] 	 I 
	
s(iG + G - 1)c(G -1) 	(5.37) 
XI 
s(iG) 	Akbk (i)ck (0) 	
0 
s' (iG)c (0) 
s(iG - 1) 	Akbk  (1- l)ck  (G —1) 	
0 
(N+L - 1--1)th 
s(iG + D - N - L + 2) Akbk  (i - l)ck (G + D - N - L +1) 
Recalling that the spreading codes for the common pilot channel are all ll -,[G and the 
scrambling codes are pseudo noise codes with identical and independent distribution. Based 




s* (iG+m)(m)d(iG+m+DJ+l)d (iG+m+Dj)s(iG+m)c1 (m)}= o(5.38) 
The value of [F]+1,D+I  is: 
G-1 	 G-1 
1ID+1,D+1 = 	
* 
(iG + m)c (m)d(iG + m)s (iG + l)c (l)d(iG + l)} - A2Pilot 	(5.39) - 
M=0 	 /=0 
Considering assumption 2.2, the value of E[Qi(i)QH1(i)]  is: 
E[Q 1 (i)QH 1 (i)] = I 	 (5.40) 
Substituting (5.38), (5.39) and (5.40) into (5.36), the final expression of R l ,y n is: 
R ym =Hsym [OI+(A — )v Dv]H ~ o-,I 	 (5;41) 
The expression for P 1,, is: 
PI 	
I 
SYM = E[(H,,Q1(i)D + Q 1 (i)Z ),,,,)b(i)J = HE[Q; (i)Db(i)] = 





... 	 0 
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s(1G + G + D - 1) Akbk (i + l)ck (D -1) 
Dth 
s(iG + G) 	A k bk (i+ l)c(0) 
s(iG + G - 1) A k bk (i)ck (G -1) 
XI 
	
bi'(I))H sym (5.42) 
s(iG) 	A k bk (i)c k (0) 
s(iG - 1) 	Akbk  (1- 1)C  (G -1) 
(N+L-3-D)th 
s(iG+ D-N -L+2)A k bk (i-1)c k (G+D-N-L+2) 
Based on assumption 2.3, i.e., E[bk(n)bk,*(n)] =&,.9k,1e and also taking account of the 
assumption 2.2, (5.42) can be rewritten as: 
	
P1 sym = ApiIoiHsymVD 	 (5.43) 
Based on (5.41) and (5.43), the optimal solution w,,, can be expressed as: 
Wsym = A pj,o,((xH sym H m +(A110, — ad )  HsymVDVH:m +O ? IY'Hsym V D 	(5.44) 
Comparing (5.44) with (5.3), firstly it seems that the two solutions are quite different due to 
the difference in the autocorrelation matrix. However, we will show that the symbol level 
solution is the same as the optimal chip level solution within a multiplicative constant. 
Considering the matrix inversion lemma for matrices of the form [59]:- 
I(A + BCD)' = A' - A 1 B(DA'B + C')-'DA' 
(A+auuH) =A
A uu HA 	 (5.45) 
- a' +uHA_Iu 
let A = cJH SYm H m + a I, u = HSVD and a = 	- o, (5.44) is equivalent to: 
W ym  = AP,,QI[A1  
-_AuuA ] 
	PI/0IAU[1 
u"A 1 u 
a +uHA_Iu a1 +u" -1 
1 
Au 
Au 	 Ap jio: (OHsym m  H +OIY'HSymV 	
(5.46) 
D 
= 	 H —1 = 1±au A u l~ (A 110, 	 +ap Iy'H sym V Dsy. 
From (5.46), it is obvious that the format of the symbol level and the chip level solutions is 
same except for a multiplicative constant comparing with (5.3). 
The MSE between the detected CPICH symbol and the transmitted CPICH symbol is: 
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il 
Sn-MMSE,N = E[e1 (i)e (i)J = E[(b (i) - w,,Q 1 (i)r,,,,, (i))(b1 (i) - w,,Q 1 (i)r,,, (i))* J 
(5.47) 
= 1 P(R,,my' ym  =1 - 
API 
1101 v 11 H" (R' Y'H,,vD D sym sym 
Similarly to the chip level equaliser, the value of m-MMSE,N decreases with increasing length. 
However, the amount of the reduction reaches saturation if the length of the equaliser is long 
enough. 
5.2.2 Dynamic length symbol level receivers using the 
LMS/NLMS algorithm 
The adaptive implementation at the symbol level using the LMS algorithm has a little 
difference compared to the implementation at the chip level. The input signal to the equaliser 
is replaced by Qi(i)r, m and the weight coefficient update occurs at the symbol level, i.e., one 
update per G chips. The LMS algorithm at the symbol level can be summarized as: 
esymims,i(i) = bi(i) - w 'sym ,msQi(i)rsym(i) 	 (5.48) 
Wsym.ims(&l) = Wsymims(i) + pQi(i)rsym(i)e sym-Ims, (i) 	 (5.49) 
Based on the expression of the steady state MSE of the LMS algorithm described in (3.18), 
the steady state MSE of the LMS algorithm at symbol level can be expressed as: 
illy.-LMS,N() =J' 	+pir(R 	)sym-MlvfSE,N /2 	 (5.50) SY Msym-MMSE,N 
Substituting (5.41) into (5.50) and assuming normalized channel impulse response, (5.50) is 
equivalent to: 
ym-u.4S,N() = 	 + 1u!r(H[aI + (41,01— o )vv ]H + oI )JM,N/2 sym-M?vE,N 
(5.51) 
= Sym-M1t4E,N + p(Nad + Na + 41101— o )4III-MIVE.N /2 
Similar to the description at the chip level, increasing the length of equaliser will decrease 
the value of .1 SYm .MJ1SE ,N, however, it will increase the value of No + No in the second 
term at the same time. In general, the reduction of j1 MMSE,N is nearly saturated if the length 
of equaliser is several times longer than the length of the inverse channel. So the MSE 
performance of the equaliser under the symbol level scenario is also similar to that of the 
general equalisation scenario described in chapter 3. It means an optimal length of the 
equaliser exists. The convergence of symbol level receivers using the LMS algorithm is 
totally decided by the eigenvalue spread of the autocorrelation matrix R'. In general, with 
the length of the equaliser increasing, the eigenvalue spread of R',,, will increase [123]. 
Then the following conclusion can be deduced: if the length of the symbol level equaliser 
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using the LMS algorithm is too long, both the convergence rate and the MSE performance 
will be degraded. Moreover, since the adaptation of symbol level equaliser happens at the 
symbol level, compared to the chip level equaliser, the slow convergence rate is more of a 
problem. 
The NLMS algorithm at the symbol level can be summarized as: 
e,mn ,ms 1 (i) = bi(i) - whsymn/msQI(i)rsym(i) 	 (5.52) 
Wsymnims(+ 1) = Wsymnims(i) + 1Ql(i)rs(i)e*,mn,ms i ( i)/I I Q (i)r(i)I 1 2 (5.53) 
Based on the expression of the steady state MSE of the NLMS algorithm described in (3.33), 
the steady state MSE of the NLMS algorithm at symbol level can be expressed as: 
JI —     m  - i) (5.54)symNLMS,N (00)=  sm—MSE, + /(ly)4E( 1 I r ) /(2yM m-/lSE,N  
where r,m  IIQi(i)rs,m(i)II, it means r m has the same distribution as the norm of the input 
vector Qi(i)rjr,m(i). Substituting (5.41) into (5.54) and assuming the normalized channel 
impulse response, (5.54) is equivalent to: 
sym—N1MS,N (oo) = 4m-WSE.N +/
1 
(Ncr + Nu,, A - p 2  )4m SE,NE() (5.55) 
2—p 	 rm 
Similarly to the LMS algorithm, if the length of the equaliser is too long, both the MSE 
performance and the convergence rate will be degraded. However, the degradation of the 

















)delay  	- 
ASE, 1 [ASE, 
descrambhng 
and despreading r 	I 
I Length adjustment 
Figure 5.4: The structure of the dynamic length equaliser at the symbol level 
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The dynamic length algorithm proposed in chapter 3 can also be used at the symbol level. The 
system model is shown in Figure 5.4. The adjustment of the length of the equaliser is realized 
by comparing the ASE output by the last two segments, i.e., ASE N and A SEN.! are used to 
decide the changing of the equaliser's length. The ASE,, can be obtained by using (5.15) where 
i should replace 	Moreover, the adjustment of ad can still be realized by using 
(5.13). The routine can be generalized as: 
Routine 3 
Dynamic length LMS algorithm Symbol level 
Initialization 
Same as the initialisation for routine 1 
For every input vector Qi(i)r,m(i),  i = G, 2xG, 3xG to +cc, do: 
2.1 Calculating the error symbol esym,ms, (i) by using (5.48) 
2.2 Updating the weight vector Wsymims(i+  1) by using (5.49) 
2.3 Calculating the ASEH and ASEH.I according to (5.15) 
2.4 Parameter adjustment 
If mod(i/L/G) = 0 
Same as routine 1 
2.5 Length adjustment 
Same as routine 1 
ASEH—ASEHI = 0; 
End 
End 
The dynamic length algorithm using NLMS algorithm at the symbol level can also be realized 
through the former routine. However, (5.48) and (5.49) used in this routine should be replaced 
by (5.52) and (5.53). e.) mK  ,,,,_fl ,ms ,N(j)  should be used in (5.15) and other processes in this routine 
are kept the same. 
5.2.3 Dynamic length symbol level receivers using the AP 
algorithm 
If the AP algorithm is applied at the symbol level of the downlink of the DS-CDMA systems, 
its recursive equations can be written as: 
1(i) = bi(i) - Asym()y/1'symap 	 (5.56) 
Wsymap (i± 1) = Wsymap (i) + p Asym(i)(A. ym(j)A ym(i) + pI' 	1(i) 	(5.57) 
The definition Of A ym(i), b i (i) and e,m pi(i) are: 
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{A sym (1) = [Qi(i)r, m (i),Qi (i - 1)r.s3,m (i 1),., Q 1 (i - P + 1)r.,m(i - P + 
b 1 (i) = [b1 (i),b1 (i—i),..., b 1 (i - P + 	 (5.58) 
	
e,m_ap i = [e,,m_ap, i (i), 	(i—i),..., es,,m_ap, i (i - P + 
Based on the expression of the steady state MSE of the AP algorithm describedin (3.39) and 
utilizing the same manipulation used in deriving the steady state MSE for the LMS and NLMS 
algorithm, the steady state MSE of the AP algorithm at symbol level can be expressed as: 
sym—AP,N () = ym—MMSE,N + 
	(Ncr + Ncr + - o )JAfSE,NE( --) 	(5.59) 2—p 	 r,,m 
Similar to the chip level equalisation scenario, if we extract the first entry of the vector 
emp 1(i) and define it as 1 (i), the ASE can be calculated by using the entry. Then, the 
dynamic length AP algorithm can be constructed and is summarized as: 
Routine 4 
Dynamic length AP algorithm Symbol level 
Initialization 
Same as the initialisation for routine 1 
For every input vector Qi(i)r, m(i), i = G, 2xG, 3xG to +, do: 
2.1 Calculating the error symbol esymap,i(i) by using (5.56) 
2.2 Updating the weight vector Wsymp (i+I) by using (5.57) 
2.3 Calculating the ASEH and ASEHI. 
2.4 Parameter adjustment 
Same as routine I 
2.5 Length adjustment 
Same as routine 1 
ASEH=ASEHI = 0; 
End 
End 
5.2.4 Summary of symbol level equalisation 
The optimal solution at the symbol level has the following properties: 
The optimal solution at the symbol level obtained by using the CPICH signal is the same 
for all users transmitted from the same base station within a positive multiplicative 
constant. 
• Based on (5.46), it can be seen that the optimal solution at the symbol level is independent 
of the processing gain G within a positive multiplicative constant. 
• The optimal solutions at the symbol level (5.46) and the chip level (5.3) are the same 
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within a multiplicative constant. 
5.3 SINR expressions 
The signal to interference and noise ratio at the output of the equaliser is a key performance 
measure of the equaliser. For a general communication system with normalized transmitted 
signal and normalized channel, the output SINR can be expressed as (1/MMSE)-1 [101], [81]. 
In this section, the expression of the SINR for both chip level equalisation and symbol level 




(n)r(n)d(n) 2 ] 
SINRC/lip 
E[w, (n)r(n)rH (n)w Ch,,, (n)] - E[w 1 (n)r(n)d (n)] 2 
where Wchlp  can be the optimal solution Wchipopg or the solution obtained by using a particular 
adaptive algorithms. Considering the effect caused by using the CPICH signal as the training 
signal at the chip level, d 1j(n) should take the place of d(n) in (5.60). However, this equation 
only accounts for the SINR at the chip level, i.e., the SINR of the composite transmitted 
sequence d(n). The SINR at the symbol level is more crucial than that at the chip level and 
serves as an important parameter in the BER expression. Considering the output of the chip 
level equaliser y(n-D) = w 'Ch,J,r(n), after descrambling and despreading, the estimated 
symbol of user I can be expressed as: 
where n = iG 	(5.61) 
Then the estimated value of the ith transmitted symbol of user 1 is: 
G-I 	 G-1 
c' (m)s*  (iG ~ m)w,r(n + D + m) = chipI c (m)s s (iG + m)r(n + D + m) 
m=O 	 m=O 	 (5.62) 
= chipQ1 (i)r m  (0 
Comparing (5.62) with (5.27), it is obvious that the format of the detected symbol of the chip 
level equalisation and the symbol level equalisation is the same which means the format of 
their SINR expression is also same. The SINR can be expressed as: 
SINR ym = 	
EEl w"Q 1  (i)r m (O (1)121 
E[w'Q, (i)r m  (i)rm  (i)Q (i)w]- I E[w"Q 1  (i)r,,m  (i)' i] 	
(5.63) 
2 
E[Iw'P1 12] sym 
= E[W H R ym W]_I E[w"P'  ]12 
(5.63) acts as a basic equation for calculating the SINR. The SINR for different types of 
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equaliser can be obtained by just substituting the weight coefficients into this equation. For 
example, substituting the optimal symbol level solution = into (5.63), the 
result of the SINR is: 
P 1 	I 
	_______ 
—1 	 (5.64) 
	
SINRsym 
= 1 'ym  (R sym  )' 1 sym 	sym—ASE,N 
From (5.64), it is clear that the SINR will increase with the decrease of the output MSE of 
the equaliser. Then, the performance of the SINR is related to the length of the equaliser 
through the MSE performance. Substituting the solution of the equaliser obtained at the chip 
level, similar relation between the S!NR and the length can also be found. 
For communication systems, the most important performance measure is the BER. For 
DS-CDMA systems, the error rate of the symbol of the desired user depends on the data 
symbols transmitted by all the users, the spreading codes used in the systems and the 
realization of the channel impulse response. Although QPSK modulation is used at the 
downlink of the DS-CDMA systems, the BER performance can still be based on the BPSK 
modulation since their BER performance is the same [101]. Assuming the symbols 
transmitted from all the users are binary, equiprobable and antipodal, the bit error rate of user 






where now all the entries in H,,, are 1 and the symbol of the user 1 is assumed to be 1 and bk 
(2 :5 k :!~ K) e[- 1,+1]. It has been pointed out by [56] that this equation provides a 
semi-analytic method in which the BER is computed and averaged out over a subset of the 
possible interfering symbol vectors b. This implies the contribution of additive noise, fading 
and channel realization to the BER is treated via analysis. If the widely used Gaussian 
approximation is used, i.e., the MA! of the output of the equaliserW H  H,Q'iD,m (b i (i) = 0) 
is approximated by a single Gaussian random variable with zero mean and identical variance 
[99] and [16], the averaging over the interfering symbol sequences is not required and (5.65) 
can be rewritten as: 
Re(wHHQjDbi* (i)) 
Pr(e) = 	 ) = Q( ,jSINR ),,I, ) (5.66) 
Jow'w + Re(wH HQjD c ,m 	mQ ym1(1)) 
However, the Gaussian assumption holds only when there are a lot of users with equal 
transmitted power in the DS-CDMA systems [71]. Moreover, this assumption is unreliable 
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for the high signal to noise ratios scenario [120]. The distribution of the MA! of the 
imperfectly power controlled systems is analysed by [132]. 
5.4 Simulation results 
The simulation results for the relation between different system performance measures 
including the MSE, SINR and BER and the length of the downlink receivers are exhaustively 
provided in this section. The VT-DLA is used and the simulation results show that the length of 
the equalisers can converge to the optimal value irrespective of its initial length. The BER 
performance of dynamic length receivers and fixed length receivers is compared and the 
simulation results show that the BER performance of the dynamic length receivers 
outperforms that of the fixed length receivers. At the same time, the computational complexity 
can be reduced a lot. In simulation, the MSE and S!NR are basing on the first user (CPICH 
signals). However, the BER are the average results of all the users in the same cell except for 
the first user. The value of the processing gain G is 32 and ITU vehicular channel is uses 
throughout. 
5.4.1 Simulation results of the MSE performance 
In order to ensure the full convergence of the equaliser with different length, both the chip 
level equaliser and the symbol level equaliser are trained by using a very long data sequence. If 
not specified, the training sequence at the chip level contains 3200 chips which equals the 
duration of 100 symbols. On the other hand, 3200 symbols are used at the symbol level if the 
length of the training signal is not specified. All the simulation results are the ensemble 
average of 30 different runs. 
114 
10 	 15 	 20 	 25 	 30 










Dynamic length receivers for the WCDMA systems 
MSE performance of the chip level equalizer 15 users SNR 10 dB 
-3.4  
' 	Wiener filter bound chip level 
-3.5- 	 Simulation result LMS algorithm - 
- Theoretical result LMS algorithm 
Figure 5.5: The MSE performance against the length of the equaliser at chip level 
using the LMS algorithm and the ITU Vehicular channel model 
The Wiener filter bound and the theoretical result of the LMS algorithm in Figure 5.5 are 
obtained by using (5.4) and (5.13), respectively. It can be seen that (5.13) accurately describes 
the MSE performance of the LMS algorithm at the chip level. The optimal length is about 10 
taps. Additionally, the difference of MSE performance between equalisers with different 
length is very limited. This implies that the length of the LMS should be kept short. 
MSE performance of the chip level equalizer 15 users SNR 10 dB 
! Wiener filter bound chip level 
	
-3.5 	 -_ . . 	Simulation result AP algorithm order 2 j 
Theoretical result AP algorithm order 2 
-36 	
Simulation result AP algorithm order 6 
- - Theoretical result AP algorithm order 6 
-3.7 
-3.8 
4.2 	 O T T 
5 1 	 15 	 20 	 25 	 30 
Number of taps 
Figure 5.6: The MSE performance against the length of the equaliser at chip level 
using the AP algorithm and the ITU Vehicular channel model 
115 
Dynamic length receivers for the WCDMA systems 
The theoretical results of the AP algorithm in Figure 5.6 is based on (5.24). The optimal value 
is about 13 taps for the AP algorithm with order 2 and about 15 taps for the AP algorithm with 
order 6. 
The MSE performance of the equaliser against its length at the symbol level is shown in Figure 
5.7 and Figure 5.8. The theoretical result (Wiener filter bound) is based on (5.47). The 
theoretical result of the LMS algorithm is based on (5.51) and the theoretical result of the AP 
algorithm is based on (5.59). Compared with the chip level equaliser, the difference between 
the MSE obtained by the equaliser with different length is significant. From Figure 5.7, the 
optimal number of the taps of the LMS algorithm at the symbol level is 13. For the AP 












MSE performance of the symbol leel equalizer 15 users SNR 10 dB 
Wiener filter bound 
- Simulation result LMS algorithm 
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Number of taps 
Figure 5.7: The MSE performance against the length of the equaliser at symbol level 
using the LMS algorithm and the ITU Vehicular channel model 
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MSE performance of the symbol le'.el equalizer 15 users SNR 10 dB 
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Wiener filter bound 
Simulation result AP algorithm order 2 
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Figure 5.8: The MSE performance against the length of the equaliser at symbol level 
using the AP algorithm and the ITU Vehicular channel model 
5.4.2 Simulation results of the SINR performance 
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Number of taps 
Figure 5.9: The SINR performance against the length of the equaliser under different SNR 
scenario at chip level using the LMS algorithm and ITU Vehicular channel model 
In Figure 5.9 the SINR obtained by using the LMS algorithm at the chip level is plotted against 
the length of the equaliser under different SNR scenarios. For comparison, the theoretical 
results of the SINR are also plotted. The theoretical result of the SINR of the optimal Wiener 
filter is obtained by substituting the solution of (5.3) into (5.63). On the other hand, for the 
LMS algorithm, the theoretical value of the SINR is obtained by using a semi-theoretical 
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method. This means the theoretical result of P's m and R m in (5.63) is used but the solution 
of the coefficients of the equaliser is obtained by using the LMS algorithm. It can be seen 
that for the theoretical result, the improvement of the SINR caused by increasing the 
equaliser's length is very limited. 
The simulation results of the AP algorithm are shown in Figure 5. 10, the theoretical result of 
the AP algorithm is still obtained by using the semi-theoretical method described above. Due 
to the low SINR at chip level, the S1NR output by the AP algorithm with order 6 is 
significantly less than that output by the AP algorithm with order 2 at any SNR scenario. So 
the order of the AP algorithm should be low when it works at the chip level. It also should be 
noticed that the results are obtained when the coefficients of the equalisers are fully converged. 
When the training period is not long enough, the fast convergence rate of the AP algorithm 
with high order is desired and the difference of the performance between the high order AP 
algorithm and the low order AP algorithm may be not be so significant since the low order AP 
algorithm may not converge to the optimal solution fast enough. 
SINR performance of the chip level equalizer 15 users SNR 10 dB 
14 	 - - - 	- - - 
- 	 - - 
- 	
7 Wiener filter bound 
13- 	 Wiener filter bound simulation result 	- 
Simulation result AP algorithm order 2 
12
- 	
- -- - Theoretical result AP algorithm order 2 
Simulation result AP algorithm order 6 








2O 5 	 30 
Number of taps 
Figure 5.10: The SINR performance against length of equaliser under different SNR 
scenarios at chip level using the AP algorithm and ITU Vehicular channel model 
The SINR obtained by using the LMS algorithm at the symbol level is plotted in Figure 5.11. 
The theoretical result of the SINR is also plotted. The theoretical result of the SENR of the 
optimal Wiener filter is obtained by substituting the solution of (5.44) into (5.63). For the LMS 
algorithm, the theoretical value of the SINR is also obtained by using (5.63) whereas the value 
of the coefficients is acquired from the LMS algorithm. Comparing with the SINR acquired at 
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the chip level, the value of the SINR obtained at the symbol level is significantly increased 
since the symbol level equaliser utilizes the processing gain of the CDMA system and the MAI 
in the input signal has been suppressed to some extent before the implementation of the 
symbol level equaliser. The optimal length is about 13 when the SNR is 10 dB and this is 
consistent with the conclusion in 5.4.1. 
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Figure 5.11: The SINR performance against length of equaliser under different SNR 
scenarios at symbol level using the LMS algorithm and ITU Vehicular channel model 











IF Wiener filter bound 
Wiener filter bound simulation result 
Simulation result AP algorithm order 2 
- - Theoretical result AP algorithm order 2 
Simulation result AP algorithm order 6 




10 	 15 	 20 	 25 	 30 
Number of taps (b) 
Figure 5.12: The SINR performance against length of equaliser under  different SNR 
scenarios at symbol level using the AP algorithm and ITU Vehicular channel model 
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The simulation results of the AP algorithm are shown in Figure 5.12 and the theoretical result 
of the AP algorithm is also obtained by the semi-theoretical method. The SINR performance of 
the AP algorithm with low order is still better than that of the AP algorithm with high order. 
However, the difference is not significant. It also shows the output SINR of the AP algorithm 
will not increase as the increment of the equaliser's length. The optimal length is about 15 
when the SNR is 10 dB. 
5.4.3 The performance of the dynamic length receivers 
The adaptive process of the length of the equalisers for both the chip level and symbol level is 
shown in Figure 5.13 and Figure 5.14, respectively. The system contains 15 users and the SNR 
is 10 dB. It can be seen from Figure 5.13 that the length of the LMS algorithm converges to 10 
taps if its initial length is small whereas its length converges to 12 taps when its initial length is 
large. This discordance is caused by the difference between the MSE being small when the 
length of the equaliser is near to its optimal length. For example, in Figure 5.5 the MSE 
obtained by using 9,11 and 13 taps is almost the same. Similarly, the length of the AP 
algorithm converges to 13 taps if its initial length is small whereas its length converges to 15 
taps when its initial length is large. Both are consistent with the optimal length described in 
5.4.1. At the symbol level, the length of the LMS algorithm and AP algorithm can also 
converge close to their optimal length. 
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Comparing Figure 5.13 with Figure 5.14, for either the LMS or the AP algorithm, the length of 








Dynamic length receivers for the WCDMA systems 
equalisers work under high SINR scenario. It can be also learned that the convergence rate of 
the length of the chip level equaliser is slower than that of the symbol level equaliser. This is 
because at the chip level, the dynamic length algorithm works at a very low SINR scenario. 
This means the interference and noise will cause a lot of wrong updates of the length. Because 
the AP algorithm uses multiple input vectors to update its weight coefficients, the low SINR 
condition at the chip level influences the AP algorithm greatly, which causes the length 
convergence rate of the AP algorithm to be slower than that of the LMS algorithm. However, 
at the symbol level, the convergence rate of length of the two algorithms is almost the same 
due to the good working environment (high SNIR scenario). Finally, although the length 
convergence rate of the equalisers at the chip level is slower, its length adjustment is 
implemented at the chip level so its length will be updated G times when the length of the 
symbol level equaliser just updates once. So in fact, it needs litter time to reach its optimal 
length. 
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5.4.4 Simulation results of the BER performance 
The BER performance against equaliser length at the chip level is plotted in Figure 5.15. The 
equalisers in Figure 5.15 (a) are trained using 450 chips. This is a moderate training period and 
the equalisers are not full converged. On the other hand, 3200 chips are used in Figure 5.15 (b) 
and the equalisers are fully converged. It can be seen that the BER performance of the AP 
algorithm is very slightly affected by its length when its coefficients are fully converged 
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general, the performance of the AP algorithm with high order is worse than that of the AP 
algorithm with low order. However, when the length of the training signal is not long enough, 
the fast convergence rate of the AP algorithm with high order is desirable and sometimes its 
BER performance may be better than that of the AP algorithm with low order. 
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Figure 5.15: BER performance vs. the length of the equaliser with 15 users at 10 dB SNR 
(a) Training length 450 chips (b) Training length 3200 chips 
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Figure 5.16: BER performance of the equaliser with different length vs. training length 
with 15 users at 10 dB SNR and the chip level 
Figure 5.16 shows the simulation results of the BER performance obtained by using training 
signals with different lengths. The theoretical result of a long equaliser is better than that of a 
short equaliser due to its good MSE performance. However, for an equaliser using a particular 
adaptive algorithm, extra taps may degrade its BER performance. The degradation comes 
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from two aspects: 1. the degradation of the MSE performance caused by extra taps. 2. the slow 
convergence rate caused by extra taps if the training signal is not long enough. 
The BER performance against equaliser's length and different training periods at symbol level 
is plotted at Figure 5.17 and Figure 5.1 8,respectively. 
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Figure 5.17: BER performance vs. the length of the equaliser with 15 users at 10 dB SNR 
(a) Training length 450 symbols (b) Training length 3200 symbols 
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Figure 5.18: BER performance of the equaliser with different length vs. training length 
with 15 users at 10 dB SNR and the symbol level 
The behaviour of the symbol level equalisers is similar to that of the chip level equalisers. If 
the LMS algorithm is used, the BER performance is also heavily dependent on the length of 
123 
Dynamic length receivers for the WCDMA systems 
the equaliser whereas the BER performance of the equaliser using AP algorithm is almost not 
affected by the length when the coefficients of the equalisers are fully converged. Comparing 
Figure 5.15(a) with Figure 5.17 (a) and Figure 5.16 with Figure 5.18, it can be learned that the 
AP algorithm with high order gives the best BER performance at the symbol level when the 
length of the training signal is not enough. This is due to the good working environment of the 
equaliser at the symbol level. So at the chip level, the order of the AP algorithm should be kept 
low but at the symbol level, the AP algorithm with a slightly higher order can be considered. 
The BER performance of the dynamic length equalisers at the chip level and the symbol level 
under different SNR scenario are shown in Figure 5.19 and Figure 5.20, respectively. For 
comparison, the BER performance of the fixed length equaliser, the theoretical BER 
performance and the RAKE receiver are also plotted. Since the length of the channel (ITU 
vehicular) is 11, the fixed length equaliser contains 19 taps, a little shorter than double of the 
length of the channel. 1920 chips are used to train the fixed length chip level equalisers and 
450 symbols are used to train the fixed length symbol level equaliser. For the dynamic length 
algorithm, at the chip level, 1920 chips are used as the training signal whereas at the symbol 
level, 450 symbols are used for training. 
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Figure 5.19: BER performance of the equalisers with different SNR 
at the chip level Channel using the ITU Vehicular channel model 
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Figure 5.20: BER performance of equalisers with different SNR 
at symbol level using the ITU Vehicular channel model 
It can be seen that the performance of the dynamic length algorithm at the chip level is better 
than that of the fixed length equalisers. It should be noted that the receivers are trained by 
using a long training sequence (1920 chips). If the training length is short, the improvement of 
the BER performance can still be increased due to the fast convergence rate of the dynamic 
length receivers. At the symbol level, the improvement of the BER performance is slight. 
However, compared with the fixed length equaliser at the symbol level, the dynamic length 
equalisers achieve the same BER performance with reduced computational complexity. 
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Figure 5.21: BER performance under different system load at chip level and 10 dB SNR 
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The BER performance of the chip level equalisers and the symbol level equalisers vs. the 
system load is plotted at Figure 5.21 and Figure 5.22, respectively. The simulation parameters 
are the same as the parameters used to generate Figure 5.19 and Figure 5.20 and the order of 
the AP algorithm is 2. 
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Figure 5.22: BER perfbrinance under different system load at symbol level and 10 dB SNR 
The following observations can be learned from those simulation results: 
For any number of users and any of the SNR level and any adaptive algorithm the 
performance of the dynamic length equaliser is better than that the corresponding fixed 
length equaliser. The improvement comes from two aspects. 1) The EMSE of the equaliser 
is reduced or the full potential of the equaliser is realized by adjusting the length of the 
equaliser to its optimal value. 2) The convergence rate of the equaliser is improved by 
adjusting the length of the equaliser. This property is important for the case of some sparse 
channels where the equaliser can achieve its full potential with a length much shorter than 
2 or 3 times of the length of the channel or even shorter than the length of the channel [73]. 
The dynamic length algorithm proposed can adapt to this scenario automatically and 
reduce the length of the equaliser. Hence a lot of improvement in the convergence rate can 
be achieved. 
The benefit by using the dynamic length algorithm at the chip level scenario is larger that 
that at the symbol level scenario. 
As indicated in Figure 5.19 and Figure 5.21, the performance of the fixed length AP 
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equaliser is better than that of the corresponding fixed length LMS equaliser at the chip 
level especially when the system load is heavy. When working under a heavy system load 
scenario, the performance of the chip level equaliser using the LMS algorithm is close to 
that of the traditional RAKE receiver whereas the performance of the chip level AP 
equaliser is better than that of the RAKE receiver. 
5.5 Summary 
The contribution of this chapter lies in: 
The chapter proves that the solution obtained by using the CPICH signal as a reference 
signal described in (5.3) is the same as the optimal solution within a multiplicative constant. 
The theoretical MSE performance of the LMS, NLMS and AP algorithm at the chip level is 
provided in (5.13), (5.19) and (5.24) respectively when the CPICH signal is used as the 
training signal. 
The theoretical MSE performance of the LMS, NLMS and AP algorithm for the symbol 
level realization is provided in (5.51), (5.55) and (5.59) respectively. 
The relation between the length of the equaliser and the MSE performance of both the chip 
level and the symbol level equaliser is: for both the chip and symbol level equaliser obtained 
by using some particular algorithms such as LMS, there exists an optimal length which 
ensures the achievement of the desirable MSE performance with the minimum number of taps. 
For the equaliser with length much shorter or longer than this value, the MSE performance will 
be degraded and the amount of the MSE increase depends on the particular adaptive algorithm 
being used. 
The routines for applying the varying threshold dynamic length algorithm both at the chip 
level and the symbol level are proposed. 
The MSE, SINR and BER performance of the equalisers against their length is analysed and 
the simulation results are also provided. 
The simulation result of the varying threshold dynamic length algorithm is given and the 
validity and efficiency of this algorithm is verified by those simulation results. 
127 
Chapter 6 
Dynamic length downlink receivers 
for time varying channels 
In the preceding chapter, receivers using dynamic length algorithms for the downlink of a 
DS-CDMA system are considered under the conditions that the parameters of the mobile. 
environment are stable. However, in practice, the mobile environment is time varying which is 
one of the main challenges for the receivers to perform interference suppression. In order to 
achieve good performance, a receiver must adapt to the changes in the mobile environment 
quickly. In this chapter, the performance of the new receiver proposed in preceding chapter is 
explored under the time varying scenario. 
6.1 Performance analysis of the LMMSE receivers under 
fading channels 
Recalling the optimal Wiener solution for the chip level equalisation at the downlink of the 
DS-CDMA systems: 
W,1, 01 = R'P 	 . 	 (6.1) 
where R is the autocorrelation matrix of the input signal and P is the crosscorrelation matrix 
between the input signal of the equaliser and the desired signal. For static channels, the 
optimal solution can be expressed as (5.2). Recalling the expression for the input signal to the 
equaliser at the chip level described in Chapter 2 which is rewritten here: 
r(n) = H(n)d(n) + z(n) 	 (6.2) 
where H(n) is a complex matrix with dimension N x  (N+L-1) which is defined by (2.45). z(n) 
represents the vector of the noise and d(n) is the vector consisting the composite data of all the 
users at the chip level. z(n) and d(n) are defined by (2.46) and (2.47), respectively. 
Assuming the coefficients of the channel are uncorrelated with the d(n), the steering vector P 
can be expressed as: 
P = E[r(n)ct(n)] = E[H(n)d(n)cf(n) + z(n)ct(n)] = E[H(n)]VD 	(6.3) 
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Hence, for the time varying channel with Rayleigh distribution; the steering vector P is zero 
which makes the MMSE solution infeasible [5], [88]. On the other hand, if the coefficients of 
the channel at any time can be known, the optimal Wiener solution can be calculated directly. 
However, even if assumptions 2.1 and assumption 2.2 are used, the optimal solution still 
changes from chip to chip and needs to be recalculated for every chip. Hence, in practice, no 
matter whether the coefficients of the channel are known or not, it is desirable to use an 
adaptive filter at the receiver. The tracking ability of a particular adaptive algorithm being used 
greatly affects the performance of the adaptive filters under the time varying scenario. This 
tracking ability is strongly related to the length of adaptive filters. To illustrate this relation, the 
LMS algorithm is used as the example algorithm to be analysed due to its simplicity. However, 
all the conclusions derived by using the LMS algorithm can be directly applied for the other 
adaptive algorithms which utilize the MSE criteria. 
Considering a block with length M, the tap weight vector for this block of bit intervals is 
calculated according to: 
M 
W 1 _0 = arg m 
w 
m 	II d(m) - ( wh,_OP )H r(m) 112 = 	P 	 (6.4) 
m=I 
where R is the average autocorrelation matrix and 	is the average crosscorrelation matrix, 
respectively, given by 
M 





It should be noted that the solution obtained by using particular adaptive algorithms based on 
the MSE criteria such as LMS would be very close to the solution of (6.4). If the length Mis so 
large that the fading processes can go through many cycles during the observation window, i.e., 
MfDTC >>l, where fD  is the Doppler frequency and Tc is the chip period, the value of the 
crosscorrelation i in (6.4) will be zero. On the other hand, if the value of M is small enough, 
the fading processes can be essentially assumed to be unchanged during the observation 
window and the solutions of R and F are time invariant during this period. Then, the 
selection ofMis heavily limited by the fading rate of the channel. In practical, Mis adjusted by 
the particular adaptive algorithm being used during the tracking process. Assuming M is 
properly selected that makes the coefficients of the channel is time invariant during the 
observation window. Substituting (6.2) into (6.5), the solution of F can be written as: 
129 
Dynamic length down/ink receivers for time varying channels 
M 	 M 
= 	d (m)r(m) = 	d (m)[H(m)d(m) + z(m)] 
M m=1 	 M m=1 (6.6) 
Al M 
iH5d(m)d*(m)+iVz(m)d*( m ) 
M 	 Mld M=1 	 m=I 
and the theoretical result of P is OHV D where o represents the variance of the composite 
transmitted signal including the CPICH signal at the chip level. Here, the time index of H is 
discarded since it is time invariant. It is preferable that the result of the summation of d(m)d(m) 
divided by Mequals to VD, the crosscorrelation between d(m) and d*(m), where D is the system 
delay and VD is a vector of all zeros except I in the (D+1)th position. However, for a channel 
with large fading rate, the value of M is small so there is not enough data in the observation 
window to make the average value of the summation equal to VD.  Additionally, the value of the 
second term in (6.6) is not zero although the value of its expectation is zero. The larger the 
channel's fading rate, the larger the value of the difference is. Considering the effect caused by 
the length of the equaliser, it is obvious that the difference between cTHVD  and the solution 
obtained by using (6.6) is enlarged if more taps are used by the equaliser. This means an 
equaliser with long length will suffer more performance degradation under the time varying 
channel scenario. 
6.2 Dynamic length adaptive filters under fading channels 
The last section indicates the length of the equaliser should be kept as short as possible in order 
to achieve good tracking performance. However, sufficient taps are very important to ensure 
that the equaliser has enough ability to combat the 1ST. Hence the selection of the length should 
balance the equaliser's tracking ability and its ability to combat the 151. Considering the steady 
state MSE of the LMS algorithm under time varying channel derived in chapter 3, for 
convenience, the conclusion is rewritten at here: 
J1(cc) = JMMSE.N /JMMSEqTr(R)12 +Ncr02/(2) 	 (6.7) 
The equation is derived based on the first order Markov model described in section 3.2. JMMSE,N 
is achieved by using the optimal Wiener filter. The second term is the excess MSE and the 
third term so called lag variance [45] is caused by the time varying channel. For the downlink 
of a DS-CDMA system where the CPICH signal is used as the training signal, the expression 
of the steady state MSE of the LMS algorithm is expressed by (5.13) which is also rewritten 
as: 
Pi/ot-LA,N([ 	
p-(R)I 1 	a2d _I k?z  
4 	+ 	----]JM%E,N + 	, [o —J 
+ 1ulr(RI1 (6.8) 
2 	 d 	 2 
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where 	= A 110, 1G. A 10, is the power of the CPICH signal at the symbol level and G 
is the spreading factor introduced in chapter 2. ,u is the step size of the LMS algorithm. Based 
on (6.7) and (6.8), the MSE of the LMS equaliser at the chip level under the time varying 
channel scenario can be expressed as: 
"Pilot _LMS,N() = [PEllO: 
(20_p2Pilot +par(R) Ppilo,
TVMMSE,N 
ad 	 2 ad 
(6.9) 
+ a —P 
[a2 Pilot + 
ptr(R)F,10, ]+-Y-- 
Od 	 2 
(6.9) is just a coarse description for the MSE of the chip level equaliser under the time variant 
environment since the time varying channel is assumed to be generated according to the first 
order Markov model. However, it indicates that an optimal length of the equaliser using LMS 
algorithm also exists under the time variant environment. 
Similar to the derivation of (6.9), the MSE of the AP equaliser at the chip level under the time 
varying channel scenario can also be deduced by using the first Markov model. By combining 
the expression of the MSE of the time varying channel defined by (3.58) and the expression of 
the MSE at the chip level defined by (5.24), the final expression can be written as: 
Pilot -AP,N (cx)) = 
(I'PiIOI (2o - P1110 ) + 1iP tr(R) E(--) 41101 )JMMSE,N 
	
2(2—p) 	r2 4 ad 	
2 	
(6.10) 
+.21d - 	(a - 	+ pP tr(R)P,j0 
+ Natr(R) 
o 2(2 - p) 	pP(2 - suP) 
where P represents the order of the AP algorithm. If P equals 1, the expression of the MSE of 
the NLMS equaliser can be obtained. The expression is: 
P1lI-NLMS,N@) 









(6.9), (6.10) and (6.11) indicate the MSE performance of the LMS and AP algorithms have 
similar property under the time varying channel. This property is that the MSE will firstly 
decrease with the increment of the length and then increase if too many taps are added to the 
equaliser. Hence, routine I and routine 2 proposed in chapter 5 can be used to the chip level 
LMS equaliser and the chip level AP equaliser directly under the time varying channel 
scenario. 
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For the symbol level realization using the LMS algorithm, if the first user (Common pilot 
signal) is used as the desired signal to be detected, the MSE performance under the time 
invariant channel is described in chapter 5 by (5.51). Since the difference of the MSE 
expression between the time invariant and time varying channel is just a scalar if the first order 
Markov model is used, the derivation of the MSE performance at the symbol level under the 
time varying channel scenario is straightforward. Based on (5.51) and (6.7), the MSE of the 
LMS equaliser at the symbol level is: 
J1 	 I 
.ym-LMS,N () = n-MMSE,N + p(No + No + Al2 - o )JE,N/2 + No / 2p (6.12)SYM 
where the term J1 MMSE,N  is defined by (5.47). Similarly, the expression for the MSE 
performance of the AP equaliser at the symbol level for the time varying channel scenario is: 
JI 	 J1 sym-AF,N () = sy,n-MMSE,N + Pp (No + Na,, + Al' - o) 
	
X Jsym_MMSE,NE(_T_) + Notr(R) 
	
(6.13) 
r 	pP(2 - Pp) 
When the value of P equals 1, the MSE performance of the NLMS equaliser can be achieved. 
(6.12) and (6.13) also illustrate that the MSE of the symbol level equaliser will firstly decrease 
with the increment of length and then increase if the length of the equaliser is larger than its 
optimal length. However, due to the variance of the channel, the optimal value is also changed. 
Routine 3 and routine 4 proposed in chapter 5 can still be used for the symbol level equaliser 
under the time varying channel scenario. 
6.3 Simulation results 
In this section the simulation results about the dynamic length chip level equaliser and the 
dynamic length symbol level equaliser are provided. The time varying channel is generated by 
using the Jakes' model and the ITU Vehicular channel model is used as the channel profile. 
The carrier frequency is 2.0 GHz. The processing gain is 32 and a QPSK signal is used 
employing a root raised cosine pulse with a roll-off factor of 0.22. The system contains 18 
users and the common pilot signal is viewed as the first user. The power allocation of the 
CPICH signal is twenty percent of the total power of all the users including its own power. All 
the other users have the same power. Channel coding is excluded from the study. 
6.3.1 Tracking ability of the equaliser against its length 
In simulation, the Doppler frequency is set to 40 Hz whiëh means the normalized fading rate is 
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0.0001 when the transmitted symbol rate is 384kb/s. Figure 6.1 shows the evolution process of 
the square value of the norm of the weight error vector 	against time at the chip level. 
Eth4h(n) is defined by wchIp,(n) - 	where wh,(n)  is the optimal solution at time n 
and wh1,,(n) is the solution obtained by using the LMS algorithm. The coefficients of 
wchi,,pt(n) at time n are obtained by using the Wiener solution directly with perfect knowledge 
of all channel parameters. Because the tracking error is a steady state phenomenon, the 
transient effect caused by the convergence should be eliminated, which is done by assigning 
the optimal Wiener solution to the coefficients of the equaliser at the starting time, i.e., 
= whp,(0). The larger the norm of the weight error vector, the poorer the tracking 
performance. In Figure 6. 1, the value of the curves starts from 0 since the initial value of the 
equalisers is set up to the optimal value. The value of the curves gradually increases which is 
mainly caused by the lag error during the tracking process. The longer the equaliser, the larger 
the square value is. This means the tracking ability of a chip level equaliser is reduced with the 
increment of the length of the equaliser. 
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Figure 6.1: The square value of the norm of the weight error vector with different length at 
the chip level SNR 10 dB Doppler Frequency 40 Hz 
Figure 6.2 displays the evolution process of the square value of the norm of the weight error 
vector Esymimsagainst  the time at the symbol level. Similar to the chip level, E.ymipns(fl)  is defined 
by wsvm(n) - where w(n) is the optimal solution at time n and is the 
solution obtained by using LMS algorithm. The transient effect caused by the convergence 
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process is also eliminated through assigning the optimal Wiener solution to the coefficients of 
the equaliser at the starting time. Similar to former analysis, the longer the equaliser, the larger 
the square value is. Hence the tracking ability of a symbol level equaliser also degrades if a 
long equaliser is used. 
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Figure 6.2: The square value of the norm of the weight error vector with different length at the 
symbol level SNR 10 dB Doppler frequency 40 Hz 
6.3.2 Adaptive process of the length 
The simulation results of the process of the length adjustment are presented in this section. The 
results are obtained by averaging 10 different runs and the LMS algorithm is used. The 
evolution process of the length of the chip level LMS equaliser against time is shown in Figure 
6.3. Similar to chapter 3, in order to decide whether the length of the equaliser is adjusted 
properly or not, the evolution of the eigenvalue spread of the input signal to the equaliser is 
also included in this figure. The eigenvalue spread is calculated by using a fixed length 
equaliser composed of 11 taps, which is just the length of the channel. The eigenvalue spread 
can be viewed as an indicator of the length of the chip level equaliser. When a large eigenvalue 
spread occurs, the length of the chip level equaliser should be increased to realize its 1St 
suppression potential. On the other hand, for a small eigenvalue spread, which means the 
spectrum of the channel is almost flat, the length of the chip level equaliser should be kept 
short. To eliminate the effect caused by the convergence process as much as possible, the 
tracking process after 1000th chips are displayed in Figure 6.3 which means the convergence 
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process is almost finished. The initial length of the equaliser is set to 6. Focusing on the 
simulation results illustrated in Figure 6.3, it is obvious that the length of the equaliser is 
increased or decreased as the increase or reduction of the eigenvalue spread of the input signal. 
This indicates that the chip level dynamic length LMS equaliser can track the variation of its 
optimal length. However, there is still some lag of the length adjustment. Fox example, the 
eigenvalue spread start to decrease about the 5000th chip in Figure 6.3, however, the length of 
the equaliser start to decrease its length after the 6000th chip. 
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Figure 6.3: Length adjustment process of the chip level LMS equaliser using the ITU 
vehicular channel model SNR 10 dB Doppler frequency 40 Hz 
The length adjustment process of the symbol level equaliser is illustrated in Figure 6.4 where 
the LMS algorithm is used as the adaptive algorithm. As with to the chip level, Figure 6.4 
displays the adaptive process after 1000 symbols in order to reduce the effect of the 
convergence process as much as possible. It can be seen from this figure that the increase or 
reduction of length can follow the corresponding increase or reduction of the eigenvalue 
spread. While the impulse response of the channel is assumed to be fixed during the symbol 
period, in practice, it is time varying. Hence the variation of the eigenvalue spread between 
two consecutive symbol level implementations may be larger than that of chip level 
implementation. It increases the difficulty for a symbol level dynamic length equaliser to 
follow the variation in the optimal length. For example, the eigenvalue spread of the symbol 
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the symbol level equaliser starts to adapt the variety of the eigenvalue spread, i.e., start to 
decrease its length. The lag is about 100 symbols, i.e., 3200 chips. 
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Figure 6.4: Length adjustment process of the symbol level LMS equaliser using the ITU 
vehicular channel model SNR 10 dB Doppler frequency 40 H.- 
6.3.3 BER performance 
In this section the BER versus the SNR is considered. The BER results are obtained by 
averaging 20 different runs. At each run the BER is averaged over all the users except for the 
common pilot signal. 
The BER performances of the dynamic length equalisers at the chip level and the symbol level 
under different SNR scenario are shown in Figure 6.5 and Figure 6.6, respectively. For 
comparison, the BER performance of the fixed length equaliser is also plotted where the fixed 
length equaliser contains 19 taps, a little shorter than double of the length of the channel. 
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Figure 6.5: BER performance of dynamic length equalisers against SNR 
at the chip level using the ITU Vehicular channel model Doppler frequency 40 Hz 
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Figure 6.6: BER performance of dynamic length equalisers against SNR 
at the symbol level using the ITU Vehicular channel model Doppler frequency 40 Hz 
Based on the these two figures, the BER performance of the dynamic length equaliser 
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especially when the value of the SNR is large. 
The BER performance of the dynamic length equaliser against different Doppler frequencies 
is also calculated and the SNR is fixed at 10 dB. Figure 6.7 and Figure 6.8 illustrate the BER 
performance under different Doppler frequency at the chip level and the symbol level 
respectively. The simulation results show the performance of the dynamic length equaliser is 
better than that of the corresponding fixed length equaliser under different Doppler frequency 
scenarios. It should be noted that the BER performance of the symbol level equaliser is better 
than that of corresponding chip level equaliser in the following two figures. However, this 
result is not always true and it is dependent on the load of the system, i.e., the number of active 
users in the same cell. In the simulation, the cell contains 18 users and the system load is not 
light. This means the symbol level equaliser is more likely to achieve better performance than 
the chip level equaliser. 
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10 
LLJ 107 , 
	
V Simulation result LMSatgonthm 	- 	- 
- Simulation result AP algorithm order 2 
Simulation result Dynamic length LMS algorithm 
Simulation result Dynamic length AP algorithm order 2 
iO 2 	- 	 - 	 - 
20 30 40 	50 	60 70 	80 	90 	100 	110 
Doppler frequency 
Figure 6.7: BER performance of the dynamic length equalisers against Doppler frequency 
at the chip level using the ITU Vehicular channel model SNR 10 dB 
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Figure 6.8: BER performance of the dynamic length equalisers against Doppler frequency 
at the symbol level using the ITU Vehicular channel model SNR 10 dB 
6.4 Summary 
In this chapter, firstly the relation between the tracking ability of the equaliser and its length is 
analysed. Based on the first order Markov model used in chapter 3, the theoretical results of 
the MSE performance for the chip level equaliser and the symbol level equaliser under a time 
varying channel scenarios are given when the LMS or the AP algorithm is used. However, due 
to the limitations of the first order Markov model, it is just a qualitative analysis. The 
theoretical results indicate the routines proposed in chapter 5 can still be used under the time 
varying channel scenarios. Finally, the simulation results of the length adjustment process and 
BER performance are given. The results indicate that the performance of the dynamic length 




The aim of the work presented in this thesis is to improve the performance of receiver in the 
downlink direction of a DS-CDMA system. Chip level equalisers are considered in this thesis 
due to the attractive properties described in chapter 1. In this concluding chapter, the main 
topics and conclusions contained in this thesis are summarized in 7.1 and the contributions of 
this thesis are presented in 7.2. Finally, possible future research options of this work are 
discussed in 7.3. 
7.1 Summary 
The loss of the orthogonality among different spreading codes with arbitrary time shifts at the 
downlink of a DS-CDMA system causes MAI, which heavily degrades the capacity and the 
performance of wireless systems. To achieve high quality or even demanding services, which 
is the basic requirement of 3G communication systems, numerous techniques that can 
suppress the MA! have been proposed in the last decade. MUD is one of the most attractive 
techniques to suppress the MAI. However, most MUD techniques have high computational 
cost and require information such as channel state information and the spreading codes of all 
active users. This information can be easily obtained at the base station but not at the mobile 
receiver. Additionally, the desire to keep the power consumption as low as possible in the 
downlink direction also limits the application of MUD techniques. Hence, MUD techniques 
can be successfully applied in the reverse link but not easily in the downlink direction. The 
suppression of MAI and 1ST in the downlink direction is still an open problem. Recently, chip 
level equalisation has received great attention due to its simplicity and low computational cost 
and numerous solutions based on chip level equalisation were proposed. A review of the 
numerous chip level equalisation techniques was provided in chapter 1. In general, the use of 
chip level equalisation requires an adaptive implementation to deal with the time varying 
channel environment. The length of the adaptive equaliser is an important factor and affects 
the performance. Analyzing the relation between the equaliser's performance and length and 
designing the dynamic length chip level equaliser is the motivation and the main task of this 
thesis which are presented in chapter 1. The earlier work related to dynamic length equalisers 
is also given in that chapter. 
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In chapter 2, the fundamental background relating to this thesis is presented. The introduction 
considered the digital communication systems, the channel, the equalisation and several 
typical adaptive algorithms. Then, the principles of spread spectrum communications are 
presented and the matrix-vector format mathematical model for the downlink direction of a 
DS-CDMA system is set up. This chapter indicated that the conventional receiver, the RAKE 
receiver, suffers significant performance degradation if the orthogonality among the spreading 
codes is destroyed by the frequency selective propagation channel. Simulation results for the 
performance of the RAKE receiver and the chip level equaliser based on zero-forcing and 
MMSE criteria are also given in this chapter. 
In chapter 3, firstly the relation between the theoretical MSE performance and the length of the 
equaliser is given for both the optimal Wiener solution and several different adaptive 
algorithms. Then, the definition of the optimal length and sup-optimal length is proposed. 
Several existing DLA's are analysed and it is shown that all these DLA's can be described by 
using a general equation proposed in this chapter. Based on this general equation, the influence 
of the value of the threshold parameters on the performance of the dynamic length algorithm is 
analysed and a new type of DLA, the varying threshold DLA is proposed. All the simulation 
results are presented in chapter 4 including the relation between the length and the MSE 
performance, the convergence performance of the different DLAs under different conditions 
and the tracking performance of the varying threshold DLA. 
Chapter 5 analyses the relation between the MSE performance and the length of the particular 
adaptive algorithms when they are used in the downlink of a DS-CDMA system at both the 
chip and symbol level implementation. The conclusions show that the ability of the equalisers 
to suppress interference heavily depends on their length, and an optimal length of the equaliser 
exists. The varying threshold DLA proposed in Chapter 3 which can adjust the length of the 
equaliser dynamically toward its optimal value is considered to be used by the receivers of the 
downlink of a DS-CDMA system both at the chip level and symbol level. The simulation 
results show the performance of dynamic length receivers outperforms that of fixed length 
receivers. 
Chapter 6 analyses the influence of the length of chip level equalisers on their tracking 
performance. The theoretical relation between length and MSE performance in the time 
varying channel scenario derived in chapter 3 is extended to the time varying channel scenario 
of a DS-CDMA system. In a similar manner for the general equalisation problem described in 
chapter 3, an optimal length of the equaliser also exists but its value changes according to the 
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variation of the channel. A varying threshold DLA for the DS-CDMA systems described in 
chapter 4 is used in the time varying channel environment. Simulation results show better BER 
performance can be achieved through using dynamic length equalisers. 
7.2 Contributions 
The main purpose of this thesis is to find advanced receivers suitable for use in the downlink 
direction of a DS-CDMA system. The scope of the research is limited to linear chip level 
equalisers and concentrates on one of the common problems of adaptive equalisers, the length 
of the adaptive equaliser. As described in chapter one, the length of the equaliser is an 
important factor which affects all the performance measures of the equalisers and till now, 
little research work related to this important parameter has been done. 
Before the research work done in this thesis, several DLAs which try to adjust the equaliser's 
length toward the optimal value have been proposed. However, the relation between these 
techniques was unclear and it was not easy to compare the performance of these DLA's. Thus 
a contribution of this thesis a unified explanation for these techniques. Such a unified account 
has not appeared before in the literature. In this thesis, the definition of the optimal length and 
sub-optimal length equaliser is given. The definition of the sub-optimal length explains the 
validity of the general model of the DLA that is used in some areas of the literature without 
clear explanation. Based on this general model DLA's are classified into two categories. One is 
basied on the ratio criteria and the other is based on the difference criteria. For each type of 
DLA, a general equation is given. All the parameters -used in DLA are listed and these 
parameters determine the performance of the DLA. Several techniques proposed earlier try to 
improve the performance of the dynamic length algorithms by adjusting these parameters. 
However, no work has been done so far to analyse the influence of the threshold parameters on 
the performance of the DLA. In this thesis, the influence of the threshold parameters on the 
performance of the DLAs is analysed and a new type of DLAs is proposed which can adjust 
the value of the threshold parameters and the length simultaneously. Additionally, none of the 
proposed DLAs had been assessed under the time varying channel scenario. In this thesis, the 
proposed varying threshold DLA is also applied to the time varying channel environment. This 
is an important step forward for the DLAs since it is common that the transmission channel is 
time varying. 
The theoretical performance analysis of length of equalisers on their MSE performance is 
given at both the chip and symbol level if the common pilot signal (CPICH) is used as the 
training signal. This is one of the contributions of this thesis for the chip level equalisation. 
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The theoretical analysis shows that the ability of the equalisers to suppress interference 
heavily depends on their length and that an optimal length of the equaliser exists. The varying 
threshold DLA proposed in Chapter 3 is revised and applied at the downlink of the DS-CDMA 
systems. Both the chip level and the symbol level implementation are designed. The 
simulation results show that better performance can be achieved by using dynamic length 
receivers. This is another contribution of this thesis for the chip level equalisation. Finally, the 
varying threshold DLA is applied at the downlink direction under the time varying channel 
scenario, the simulation results show better BER performance can be achieved by using the 
varying threshold dynamic length receiver compared with fixed length receivers. 
7.3 Future work 
In this thesis, two main topics are studied. The first topic focuses on dynamic length adaptive 
filter algorithms and the second stresses the chip level equalisation for the downlink direction 
of a DS-CDMA system. A new dynamic length algorithm is proposed and applied for both the 
static channel environment and time varying channel environment. The chip level equaliser 
using the proposed algorithm is constructed and it shows great promise in MSE and BER 
performance for the DS-CDMA systems. However, there are still some open issues 
concerning the work done in this thesis. In what follows, certain points that we consider of 
great interest for further research work in this topic are presented. 
The first promising technique focuses on the decision feedback equaliser. It is well known that 
the decision feedback equaliser can greatly improve the BER performance of the receiver 
especially when the distortion caused by the channel is significant. The length of the 
feedforward filter and feedback filter will greatly influence the performance of the decision 
feedback equaliser. The length of the feedforward filter can still be changed by using the DLA 
algorithm proposed in this thesis or other DLAs proposed in the literature. However, how to 
change the length of the feedback filter or change the length of feedforward filter and feedback 
filter jointly is still an open problem. 
As described in chapter 1, one of the major categories of chip level equaliser utilizes blind 
adaptive methods such as MOE or Griffiths' algorithms. The relation between the MSE 
performance of the MOE and Griffiths' equalisers and their length is the same to that of the 
LMS algorithm. Hence the proposed varying threshold DLA can also be applied to these blind 
adaptive equalisers. Since these blind adaptive algorithms have slow convergence rate 
compared with adaptive algorithms utilizing the training sequences, with suitable length, 




According to [30], the performance of the chip level equalizer is better than that of the symbol 
level equalizer for a lightly loaded system whereas the symbol level equalizer is suitable for a 
heavily loaded system provided the training length is same. This means improvement can be 
obtained by selecting different despreading factor G for different system load. Where G' is an 
integer and mod(G/G) = 0. G = 1 means the chip level equalizer is used whereas G'= G for 
symbol level equalizer. In fact, the possible improvement by using G' comes from that the 
parameter G' providing the trade-off between the update rate of the equaliser and the SINR 
ratio of the working environment of the equaliser. 
Moreover, in [12], unused spreading codes are used by the chip level equaliser to accelerate its 
convergence rate. The proposed dynamic length chip level equaliser can also adopt this 
technique to further increase its convergence rate. 
Finally, it is also valuable to investigate the length convergence performance of the VT-DLA 
algorithm with the environment where the length of the channel is also time varying. 
144 
References 
"Physical Layer Measurements (FDD)," 3GPP Technical Specifications 25.215 
T.Aboulnasr and K.Mayyas, "A Robust Variable Step-Size LMS-Type Algorithm: 
Analysis and Simulations", IEEE Transactions On Signal Processing, Vol. 45, No. 3, pp. 
631-639, MARCH 1997 
F.Adachi, M.Sawahashi, and H. Suda. "Wideband DS-CDMA for Next Generation Mobile 
Communications Systems". IEEE Communications Magazine, pages 56-69, Sep. 1998. 
A.Bahai and M.Rupp, "Adaptive DFE algorithms for IS-386 based TDMA cellular 
phones", IEEE 30" Asilomar Conference pp.  2489-2492,1996 
A.N.Barbosa and S.L.Miller, "Adaptive Detection of DS/CDMA Signals in Fading 
Channels", IEEE Transactions on Communications Vol.46, No. 1, pp.  115-124, Jan, 1998 
N.J.Bershad, "Analysis of the normalized LMS algorithm with Gaussian inputs", IEEE 
Transactions on acoustic, speech and signal processing, Vol,34 No.4 pp  793-807 Aug. 1986 
E.Biglieri, J.Proakis and S.Shamai (Shitz), "Fading Channels: Information-Theoretic and 
Communications Aspects", IEEE TRANSACTIONS ON INFORMATION THEORY, 
VOL. 44, NO. 6, OCTOBER 1998 
R.C. Blicu, P. Kousmanen and K. Egiazarian, "A new variable length LMS algorithm: 
Theoretical analysis and implementations" 9th International Conference on Electronics, 
Circuits and Systems, Tampere, Finland Vol.3 pp.  1031-1034, Sep. 2002 
Q.Bi, G.I.Zysman and H.Menkes, "Wireless mobile communications at the start of the 
21st century", IEEE Communication Magazine, Vol.39 No.1 pp.  110-116 Jan. 2001 
GCaire and U.Mitra, "Pilot-aided Adaptive MMSE Receivers for DS/CDMA", 
Proceedings IEEE International Conference on Communications (ICC), Vancouver, 
Canada, Vol. 1, pp.57-62, June, 1999 
J.Choi, "A semi-blind approach for MMSE equalization in downlink CDMA channel", 8th 
International Conference on Communication Systems, Vol. 1, pp.67-71, Nov.2002 
J.Choi, "MMSE equalization of downlink CDMA channel utilizing unused orthogonal 
sqpreading sequences", IEEE Transactions on Signal Processing, vol.51 No.5, May 2003 
J.Choi, S.R.Kimand C.C.Lim, "Receivers with Chip-Level Decision Feedback Equalizer 
for CDMA Downlink Channels", IEEE Transactions on Wireless Communications, 
145 
References 
Vol.3.No.1 pp.300-314, Jan.2004. 
S.Chowdhury, "Application of Conjugate Gradient Methods in MMSE Equalization for 
the Forward Link of DS-CDMA", Proceedings IEEE Vehicular Technology Conference 
(VTC) Atlantic City, U.S.A., Vol.4 pp.  2434-2438, Oct.2001 
S.Chowdhury and M.D.Zoltowski, "Conjugate Gradient Based MIvISE Equalization for 
DS-CDMA Forward Link in Time-varying Frequency Selective Channels", Proceeding 
IEEE Global Telecommunications Conference, San Antonio, U.S.A., V61.6, pp.3390-3394, 
Nov.2001. 
D.GM. Cruickshank, "Suppression of multiple access interference in a DS-CDMA system 
using Wiener filtering and parallel cancellation", lEE Proceedings, Communications, 
Vol, 143, No.4, Aug. 1996, pp:226-230. 
E.Dahlman, P.Beming, J.Knutsson, F.Ovesjoe, M.Persson, and C.Roobol, "WCDMA-
The Radio Interface for Future Mobile Multimedia Communications", IEEE Transactions 
on Vehicular Technology, Vol.47, No. 11 pp. 1105-1118, Nov. 1998. 
E.Dahlman, B.Gudmundson, M.Nilsson, and J.Skold. "UMTS 1MT-2000 Based on 
Wideband CDMA". IEEE Communications Magazine, pp. 70-80, Sep. 1998. 
P.Darwood, P.Alexander and I.Oppermann, "LMMSE Chip Equalisation for 3GPP 
WCDMA Downlink Receivers with Channel Coding", Proc. IEEE International 
Conference on Communications, Helsinki Finland, Vol.5, pp.  1421-1425, June, 2001 
A.Dembo, "Bounds on the extreme eigenvalues of positive-definite Toeplitz Matrices", 
IEEE Transactions on Information Theory, Vol.34 No.2 pp.  352-355, March 1988. 
R.C.Dixon, Spread Spectrum Communication with Commercial Applications, 3rd ed., John 
Wiley & Sons, 1994. 
E.Eweda, "Comparing RLS,LMS and sign algorithms for tracking random time varying 
channels" WEE Transactions on Signal Processing Vol.42 No. 11 pp. 2937-2944  Nov. 1994 
B.Farhang-Boroujeny and S.Gazor, "Performance of LMS-Based Adaptive Filters in 
Tracking a Time Varying Plant", WEE Transactions on Signal Processing Vol.44 No. 11 pp. 
2868-2871. Nov. 1996 
F.Riera-Palou, J.M.Noras and D.GM.Cruickshank, "Variable Length Equalisers for 
Broadband Mobile Systems", Proceeding IEEE Vehicular Technology Conference (VTC), 
Boston, USA pp.2478-2485, Sep. 2000 
F.Riera-Palou, J.M.Noras and D.GM.Cruickshank, "Linear equalisers with dynamic and 
automatic length selection", Electronic Letters, Vol.37 pp.  1553-1554, Dec,2001 
146 
References 
G. D. Forney "Maximum—likelihood sequence estimation of digital sequences in the 
presence of intersymbol interference," IEEE Transactions on Information Theory, vol. 18, 
pp. 363-378, May 1972. 
G. D. Forney "The Viterbi algorithm," Proceedings of the IEEE, vol. 61, pp.  268-278, 
March 1973. 
C.D.Frank and E.Visotsky, "Adaptive Interference Suppression for Direct-Sequence 
CDMA Systems with Long Spreading Codes", Proc. Allerton Conference on 
Communications, Control and Computing ,Monticello, USA, pp.  411-420,1998 
C.D.Frank, "MIvISE reception of DS-CDMA with open-loop transmit diversity", 
Proceeding lEE International Conference on 3G Mobile Communication Technologies, 
London,U.K. pp  156-160. 
C.D.Frank, E.Visotsky, U.Madhow, "Adaptive interference suppression for the downlink 
of a direct sequence CDMA system with long spreading sequences', Journal of VLSI 
Signal Processing, Vol. 30, No. 1, pp.  273-291, January 2002. 
S.L.Georgoulis, "Transmitter Based Techniques for IS! and MAT Mitigation in 
CDMA-TDD Downlink", PhD Dissertation, University of Edinburgh Jan.2003 
S.L.Georgoulis, "Transmitter-based inverse filters for reducing MAI and ISI in 
CDMA-TDD downlink", IEEE Transactions on Wireless Communications, Vol.3, No.2 
pp.353-358, March 2004. 
I.Ghauri and D.T.M.Slock, "Linear Receivers for the DS-CDMA Downlink Exploiting 
Orthogonality of Spreading Sequences", Proceedings IEEE 32th Asilomar Conference on 
Signals, Systems and Computers, Pacific Grove, U.S.A, Vol.1 pp.650-654, Nov. 1998. 
R.D.Gitlin and S.B.Weinstein, "On the required tap-weight precision for digitally 
implemented, adaptive,mean-squared equalizers", Bell System Technical Journal, Vol.58, 
No.2 pp.  301-321, Feb.1979. 
Y.Gong and C.F.N.Cowan, "An LMS style variable tap-length algorithm for structure 
adaptation", IEEE Transaction on Signal Processing, To appear. 
Y.Gong and C.F.N.Cowan, "Structure adaptation of linear MMSE adaptive filters", LEE 
Proceedings - Vision,Image and Signal Processing, To appear. 
Y.Gong and C.F.N.Cowan, "A novel variable tap-length algorithm for linear adaptive 
filters" Proceeding IEEE International Conference on Acoustics, Speech, and Signal 
Processing (ICASSP), Montreal, Canada, Vol.2 pp.  825-828 May 2004. 
Griffiths L.J, Jim C.W., "An alternative approach to linearly constrained adaptive 
147 
References 
beamforming", IEEE Transactions on Antennas and Propagation Vol.30 No.1, pp  27-34. 
1982 
Griffiths L.J., "A simple adaptive algorithm for real-time processing in antenna arrays" 
IEEE Proceedings Vol.57, No. 10, pp.  1696-1704. 1969 
Y.T.Gu, K.Tang, H.J.Cui and W.Du, "Convergence Analysis of a Deficient-Length LMS 
Filter and Optimal-Length Sequence to Model Exponential Decay Impulse Response", 
IEEE Signal Processing Letters, Vol. 10, No.1 pp.4-7, Jan.2003 
Y.T Gu, K.Tang and H.J.Cui, "LMS algorithm with gradient descent filter length", IEEE 
Signal processing letters, Vol. 11, No.3, pp  305-307, March 2004 
Z. Guo and K.B.Letaief, "A low-complexity reduced rank MMSE receiver for DS/CDMA 
communications, IEEE Transaction on Wireless. Communication, vol. 2, pp.  59- 68, Jan. 
2003 
A.Duel-Hallen, J.Holtzman and Z.Zvonar Z "Multiuser detection for CDMA systems", 
IEEEPersonal Communications Vol.2 No.2 pp.46-58, Feb.1995 
Simon Haykin, "Adaptive digital communication receivers", IEEE Communication 
Magazine pp. 106-114, Dec.2000 
Simon Haykin, Adaptive Filter Theory, 4th Ed. Prentice Hall,2002 
M.J.Heikkila, KP.Komulainen and J.Lilleberg, "Interference Suppression in CDMA 
Downlink through Adaptive Channel Equalization", Proc. IEEE Vehicular Technology 
Conference (VTC), Amsterdam, Netherlands, Vol.2, pp.978-982, 1999 
M.J.Heikkila, "A Novel Blind Adaptive Algorithm for Channel Equalization in WCDMA 
Downlink", Proc. IEEE Personal, Infoor and Mobile Radio Communications (PIMRC), 
San Diego, USA, V61.1, 2001. 
M.Honig,U.Madhow and S.Verdu, "Blind Adaptive Multiuser Detection", IEEE 
Transaction on Information Theory, Vol.41 ,No.7, pp.944-960,July, 1995 
M.Honig and M.K.Tsatsanis, "Adaptive Techniques for Multiuser CDMA Receivers", 
IEEE Signal Processing Magazine, pp. 49-61, May, 2000 
K.Hooli, M.Latva-aho and M.Juntti, "Multiple Access Interference Suppression with 
Linear Chip Equalisers in WCDMA Downlink Receivers", Proc. IEEE Global 
Telecomunications Conference, Rio de Janeireo Brazil, Vol 1, pp  467-471, Dec. 1999 
K.Hooli, M.Latva-aho and M.Juntti, "Performance Evaluation of Adaptive Chip-Level 
Channel Equalizers in WCDMA Downlink", Proceedings IEEE International Conference 
on Communications, Helsinki Finland, Vol.6,pp 1974-1979, June.2001 
148 
- 	 References 
K.Hooli, M.Juntti , M.J.Heikkila, P. Komulainen, M.Latva-aho and J.Lilleberg, 
"Chip-level channel equalisation in WCDMA downlink", EURAPS!P Journal on Applied 
Signal. Processing., pp.  757-771, August 2002. 
K.Hooli, "Equalisation in WCDMA terminals", Doctoral Thesis, Department of Electrical 
and Information Engineering, University of Oulu, Nov. 2003 
H.C.Hwang and C.H.Wei, "Adaptive blind demodulation of DS/CDMA signals with 
transform domain Griffiths' algorithm", Proc. IEEE International Symposium on Circuits 
and Systems (ISCAS), Orlando, USA, Vol.3, pp.25-28, 1999 
M.J.Juntti and B.Aazhang, "Finite memory-length linear multiuser detection for 
asynchronous CDMA communications", IEEE Transaction On Communication, Vol.45, 
No.5, pp6ii-622, May 1997. 
M.Juntti and M.Latva-aho, " Bit Error Probability Analysis of Linear Receivers for 
CDMA Systems", IEEE International Conference on Communication (ICC), Vol,1 ,6-10, 
June, 1999. pp:51-56. 
M.Juntti and M.Latva-aho, " Bit Error Probability Analysis of Linear Receivers for 
CDMA Systems in frequency-selective fading channels", IEEE Transactions on 
Communication, Vol,47 No.12 pp,1788-1791, Dec. 1999. 
J.Karlsson and H.Imai, "Improved Single-User Detector for WCDMA Systems based on 
Griffiths' algorithm", Proc. IEEE Vehicular Technology Conference (VTC), Boston USA, 
Vol. 5, pp.2352-2359, Sep. 2000 
S.M.Kay, Fundamentals of Statistical Signal Processing: Estimation Theory, Prentice Hall, 
New Jersey, 1993. 
S.R.Kim, Y.G.Jeong and I.K.Choi, "A Constrained MMSE receiver for DS/CDMA 
Systems in Fading Channels", IEEE Transactions on Communications Vol.48 No.11 pp. 
1793-1795, Nov.2000 
S.J.Kim, H.J.Cho, H.H.Hahm, S.Y.Lee and M.S.Lee, "Interoperability between UMTS 
and CDMA2000 Networks", IEEE Wireless Communications, Vol.10, No.1, pp.22-28, 
Feb.2003 
A.Kiein, GK.Kaleh and P.W.Baier, "Zero Forcing and Minimum Mean-Square-Error 
Equalization for Multiuser Detection in Code-Division Multiple-Access Channels", IEEE 
Transactions on Vehicular Technology, Vol,45,No.2, pp. 276-287,May,1996 
A.Klein, "Data Detection Algorithm specially designed for the Downlink of CDMA 
mobile radio systems", Proc. IEEE Vehicular Technology Conference (VTC), Phoenix, 
149 
References 
USA, Vol. 1. pp  203-207, May, 1997. 
P.Konulainen, M.J.Heikkila and J.Lilleberg, "Adaptive channel equalization and 
interference suppression for CDMA downlink", Proceedings IEEE Sixth Spread Spectrum 
Techniques and Applications, Parsippany, USA, Vol.2 pp  363-367, Sep. 2000 
D.Koulakiotis and A.H.Aghvami, "Data Detection Techniques for DS/CDMA Mobile 
Systems: A Review" IEEE Personal Communications, pp  24-34, June.2000 
T.P.Krauss, M.D.Zoltowski and GLeus, "Simple MMSE Equalisers for CDMA Downlink 
to Restore Chip Sequence: Comparison to Zero-Forcing and RAKE", IEEE International 
Conference on Acoustics, Speech, and Signal Processing (JCASSP), vol.5 pp.  2865 - 2868, 
5-9 June 2000 
T.PKrauss, W.J.Hillery and M.D.Zoltowski, "MIMSE equalization for Forward link in 3G 
CDMA: Symbol —level versus Chip-level", Proc, IEEE Tenth Workship on Statistical 
Signal and Array Processing, Pocono Manor, USA, pp. 18-22, Aug.2000 
T.P.Krauss and M.D.Zoltowski, "Oversampling Diversity Versus Dual Antenna Diversity 
for Chip-Level Equalization On CDMA Downlink", Proceedings IEEE Sensor Array and 
Multichannel Signal Processing Workship, 2000, Cambridge, U.S.A. pp  47-51 March 
2000 
T.P.Krauss and M.D.Zoltowski, "MMSE Equalization Under Conditions of Soft 
Hand-Off", Proceedings IEEE Sixth International Symposium on Spread Spectrum 
Technique & Applications (ISSSTA 2000), Parsippany, U.S.A. Vol.2. pp.540-544, Sep. 
2000 
T.P.Krauss and M.D.Zoltowski, "Chip-Level MIMSE Equalization At the Edge of the Cell", 
Proceedings IEEE Wireless Communications and Networking Conference, Chicage, 
U.S.A. Vol.1 pp  386-392, Sep.2000 
T.P.Krauss, W.J.Hillery and M.D.Zoltowski, "Downlink specific linear equalization for 
frequency selective CDMA Cellular systems", Journal of VLSI Signal processing, Special 
Issue on Signal processing for wireless communications: Algoirthms, Performance and 
Architecture, Vol.30, Jan-Mar. 2002, pp. 143-162 . 
R.H.Kwong and E.W.Johnston, "A variable step size LMS algorithm," IEEE Transactions 
on Signal Processing, Vol. 40, No.7, pp.  1633-1642, July 1992. 
M.GLarimore, S.L.Wood and J.R.Treichler, "Performance costs for theoretical 
minimal-length equalizers", IEEE International Conference on Acoustics, Speech, and 
Signal Processing( ICASSP), Vol.3 , pp.2477 - 2480, April 21-24 1997. 
150 
References 
M.Latva-aho and M.J.Juntti, "LMMSE Detection for DS-CDMA Systems in Fading 
Channels", IEEE Transactions on Communications Vol.48, No.2, pp 194-199 Feb,2000 
M.Lenardi and D.T.M.Slock, "A Rake Receiver with Intracell Interference Cancellation 
for a DS-CDMA Synchronous Downlink with Orthogonal Codes", Proceedings, IEEE 
Vehicular Tecnology Conference (VTC), Amsterdam, Netherlands, Vol.2, pp.430-434. 
K.M.Li and H.Liu, "Blind Channel Equalization for CDMA forward link", Proceedings 
IEEE Vehicular Technology Conference, Amsterdam Netherlands, Vol. 4, pp. 19-22, Sep. 
1999 
K.M.Li and H.Liu, "Channel Equalization in DS-CDMA Downlink Communications", 
Proceedings 33th Asilomar Conference on Signals, Systems and Computers, Pacific 
Grove USA Vol. 1, pp. 24-27 Oct. 1999 
K.M.Li and H.Liu, "A new blind receiver for downlink DS-CDMA Communications", 
IEEE Communications Letters, Vol.3, No.7, pp  193-195 July 1999 
R.Lupas and S.Verdu, "Linear Multi-User Detectors for Synchronous Code-Division 
Multiple-Access Channels", IEEE Transaction on Information Theory, Vol.35, No.1 
pp. 123-136, Jan. 1989 	 - 
Y.Ma, Symbol level equalizer-based receiver for downlink MAT suppression in CDMA 
systems", IEEE Transactions on Consumer Electronics, Vol.49, No.3, pp.509-514 
Aug.2003 
U.Madhow and M.L.Honig, "MMSE interference suppression for directed-sequence 
spread-spectrum CDMA," IEEE Transaction on Communication, vol.42,pp. 3178-3188, 
Dec. 1994 
U.Madhow "Blind Adaptive Interference Suppression for Direct-Sequence CDMA" IEEE 
Proceeding Vol. 86 No. 10 pp. 2049-2069, Oct. 1998 
H.Hadinejad-Mahram, H.Elders-Boll and GAlirezaei, "Performance evaluation of 
advanced receivers for WCDMA downlink detection", 5th  International Symposium on 
Wireless Personal Multimedia Communications, V61.2, pp  367-371,Oct.2002 
L.Mailaender, "Low-complexity implementation of CDMA downlink equalization", 
Proceeding, lEE mt. Conf.3G Mobile Commun. Tech. London ,UK, March 2001 
M.Majmundar, N.Sandhu and J.H.Reed, "Adaptive single-user receivers for 
direct-sequence spread-spectrum CDMA systems", IEEE Transactions on Vehicular 
Technology, Vol. 49, No.2, pp.  379-389, March 2000 
Mayyas K, Aboulnasr T., "Leaky LMS algorithm: MSE analysis for Gaussian data" IEEE 
151 
References 
Transactions on Signal Processing Vol.45, No. 4 pp  927-934 1997 
S.L.Miller "Training Analysis of Adaptive Interference Suppression for Direct-Sequence 
CDMA Systems", IEEE Transaction on Communications, Vol.44,No.4,pp.488-495, 
April,1996 
S.L.Miller, M.L.Honig and L.B.Milstein, "Performance Analysis of MMSE Receivers for 
DS-CDMA in Frequency-Selective Fading Channels", IEEE Transactions on 
Communications Vol.48 No. 11 pp. 1919-1929, Nov,2000 
M.Montazeri and P.Duhamel, "A set of algorithms linking NLMS and block RLS 
algorithms," IEEE Transactions on Signal Processing, vol. 43, no. 2, pp.  444 - 453, Feb. 
1995. 
S.Moshavi and Bellcore, "Multiuser detection for DS-CDMA communications", IEEE 
Communication Magazine, Vol.34, No. 10 ppl24-137, Oct. 1996 
B.Mulgrew "Nonlinear signal processing for adaptive equalisation and multi—user 
detection," in Proceedings of the European Signal Processing Conference, USIPCO, 
(Island of Rhodes, Greece), pp.  537-544, 8-11 September 1998. 
J.Nagumo and A.Noda, "A learning method for system identification", IEEE Transaction 
On Automation Control Vol AC-12 pp.283-287 June.1967 
S.Ohmori, Y.Yamao and N.Nakajima, "The future generations of mobile communications 
based on broadband access technologies", IEEE Communication Magazine, Vol.38 No. 12, 
pp. 134-142 Dec.2000 
K.Ozeki and T.Umeda, An adaptive filtering algorithm using an orthogonal projection to 
an affine subspace and its properties," Electronics and Communications in Japan, vol. 
67-A, pp.  126 - 132, 1984. 
A.C.Pand, J.C.Chen, Y.K.Chen and A.P, "Mobility and Session Management UMTS vx. 
Cdma2000", IEEE Wireless Communications, Vol. 11, No.4, pp  30-43, Aug.2004. 
P.Patel and J.Holtzman "Analysis of a simple successive interference cancellation scheme 
in a DSICDMA system", IEEE Journal on Selected Areas in Communications Vol. 12 
No.5 pp.  796-807, May, 1994 
F.M.Peter, M.Moonen, M.Engels, B.Gyselinckx and H.D.Man, "Pilot-aided Adaptive 
Chip Equalizer Receiver for Interference Suppression in DS-CDMA Forward Link", 
Proceedings IEEE Vehicular Technology Conference (VTC), Boston, U.S.A. Vol.1 
pp.303-308, 2000 
F.M.Petre, G.Leus L.Deneire, M.Engels and M.Moonen, "Adaptive Space-Time 
152 
References 
Chip-Level Equalization for WCDMA Downlink with Code-Multiplexed Pilot and Soft 
Handover", Proceeding, IEEE Vehicular Technology Conference (VTC), Atlantic City, 
U.S.A., Vol.2, pp.1058-1062, Sep.2001 
H.V.Poor and S.Verdu, 'Probability of Error in MMSE Multiuser Detection", IEEE 
Transactions on Information Theory, Vol,43, No.3, May 1997, pp:858-871. 
O.Prator, C.Unger, A.Zoch and G.P.Fettweis, "Performance of Adaptive chip Equalization 
for the WCDMA downlink in fast changing environments", Proceedings, IEEE Seventh 
International Symposium on Spread Spectrum Techniques and Applications, Dresden, 
Germany, Vol. 1, pp.273-277, 2002 
J.G.Proakis, Digital communications, 4th  Ed. Wiley,2000 
R.Price and P.E.Green Jr, "A communication technique for multipath channels", Proc. 
IRE, Vol.46, No.3, pp.555-570  Mar. 1958 
Z.Pritzker and A.Feuer, "Variable Length Stochastic Gradient Algorithm", IEEE 
Transactions on Signal Processing, Vol.39 No.4 pp.  997-1001 Apr. 1991 
T.Ojanpera and R.Prasad, WCDMA, Towards IP Mobility and Mobile Internet, Personal 
Communications Series. Artech House Publishers, 2001. 
S.U.H.Qureshi, "Adaptive equalisation," Proceedings of the IEEE, vol. 73, pp.  1349-1387, 
September 1985. 
T.S .Rappaport, Wireless communications principles & practice Upper Saddle River,NJ, 
Prentice Hall, 1996 
J.F.Rossler, L.H-J.Lampe, W.H.Gerstacker and J.B.Huber, "Decision-feedback 
Equalization for CDMA Downlink", Proceeding IEEE Vehicular, Technology Conference 
(VTC), Vol.2, pp.  816-820, May 2002 
M.Rupp, "A family of adaptive filtering algorithms with decorrelating properties", IEEE 
Transactions on Signal Processing, vol. 46, no. 3, pp.  771 - 775, Mar. 1998. 
S.G.Sankaran and A.A.Beex, "Convergence behavior of affine projection algorithms", 
IEEE Transactions on Signal Processing, vol. 48, no. 4, pp.  1086 - 1096, April 2000. 
H.C.Shin and A.H.Sayed, "Mean-Square Performance of a Family of Affine Projection 
Algorithms", IEEE Transactions on Signal Processing, Vol.52, no.1, pp.  90-102, Jan. 
2004 
H.K.Sim, Near Maximum Likelihood Multiuser Receivers for Direct Sequence Code 
Division Multiple Access PhD Thesis Nov.2000 
B.Sklar, "Rayleigh fading channels in mobile digital communication systems .1. 
153 
References 
Characterization" IEEE Communications Magazine, Vol.35,No.7 pp  90-100, July, 1997 
D.T.M.Slock "On the convergence behavior of the LMS and the normalized LMS 
algorithms", IEEE Transactions on Signal Processing, Vol.41 No.9 pp  2811-2825, 
Sep. 1993 
M.Tarrab and A.Feuer, "Convergence and Performance Analysis of the normalized LMS 
algorithm with uncorrelated Gaussian Data", IEEE Transactions, on Information Theory, 
Vol.34 No.4 pp  680-691 July 1988 
M.K.Tsatsanis and Z.Y.Xu, "Performance Analysis of Minimum Variance CDMA 
Receivers", IEEE Transactions on Signal Processing, Vol.46, No.11, pp.3014-3022, 
Nov. 1998. 
Tugnait,J.K, L.Tong and Z.Ding, "Single-user channel estimation and equalisation", IEEE 
Signal processing magazine, Vol 17. No. 3 pp  17-26, May 2000. 
GUngerboeck, "Theory on the speed of convergence in Adaptive equalizers for digital 
communications" IBM J. Res. Develop. Nov. 1972 
M.K.Varanasi and B.Aazhang "Multistage detection in asynchronous code-division 
multiple-access communications", IEEE Transactions on Communications Vol.38 No.4 
pp. 509-519, Apr. 1990 
S.Verdü "Minimum probability of error for asynchronous Gaussian multiple-access 
channels", IEEE Transactions on Information Theory Vol.32 No.1 pp.  85-96, Jan. 1986 
S.Verdu Multiuser Detection. Cambridge University Press, Cambridge, UK. 1998 
X.Wang and H.V.Poor, "Blind Multiuser Detection: A Subspace Approach", IEEE 
Transaction on Information Theory, Vol.44, No. 1, pp.91-103,Jan.1998 
S .Werner and J.Lilleberg, "Downlink Channel Decorrelation in CDMA systems with long 
codes", IEEE VTC, Houston USA, Vol.2, pp  1614-1617, May, 1999 
K.Weshlowski, C.M.Zhao and W.Rupprecht, "Adaptive LMS transversal filters with 
controlled length", lEE Proceedings Part-F, Vol. 139 No.3 June 1992 
Widrow.B ,"Adaptive filters", in aspects of Network and system Theory, R.E.Kalman and 
N.DeClaris, Eds. New York: Holt, Rinehart and Winston, 1970, pp.53-587 
Widrow.B and Stearns S.D, Adaptive Signal Processing, Prentice Hall, 1985 
Y.K.Won, R.H.Park, J.H.Park and B.U.Lee, "Variable LMS Algorithms using the Time 
Constant Concept", IEEE Trans. on Consumer Electronics, Vol.40 No.3 pp.655-661, Aug. 
1994 
K.W.Wong and T.O'Farrell, "Blind Adaptive Detection for Asynchronous CDMA 
154 
References 
systems", Proceedings, IEEE Personal, Indoor and Mobile Radio Communications 
(PIMRC), London, U.K., Vol.1,pp.396-400, Sep.2000 
Z.Xie, R.T.Short and C.K.Rushforth, "A Family of Suboptimal Detectors for Coherent 
Multi-User Communications", IEEE Journal on Selected Area on Communications, VoI,8 
No.4, pp.683-690, May, 1990 
Z.Y.Xu and M.K.Tsatsanis, "Blind Adaptive Algorithms for Minimum Variance CDMA 
Receivers", IEEE Trans. on Communications,Vol.49,No. 1 'pp.1  80-194, Jan.2001 
J.N.Yang and Y.Li, "A decision-feedback equalizer with tentative chip feedback for the 
downlink of wideband CDMA", Proceeding IEEE International Conference on 
Communications, New York USA Vol. 1, pp. 119-123, April 2002 
M.Zeng, A.Annamalai and V.K.Bhargave, "Recent advances in Cellular Wireless 
Communications", IEEE Communications Magazine, pp. 128-138, Sep. 1999 
J.S.Zhang, E.K.P.Chong and D.N.C.Tse, "Output MA! distributions of linear MMSE 
multiuser receivers in DS-CDMA systems", IEEE Transactions on Information Theory, 
Vol.47,No.3, March 2001, pp  1128-1144 
I.A. Glover and P.M. Grant Digital Communications, Prentice Hall 2nd Edition: 2003 
W. C. Jakes, Jr., Microwave Mobile Communications. New York: Wiley, 1974 
D. Greenwood and L.Hanzo, "Characterisation of Mobile Radio Channels", Mobile Radio 
Communications, by R.Steele, Ed., Ch.2, London, Pentech Press, 1994 
A.Georgiadis Adaptive Equalisation for Impulsive Noise Environments, PhD Thesis, 
University of Edinburgh, Sep. 2000 
M.Ghosh, "Adaptive chip-equalizers for synchronous DS-CDMA systems with pilot 
sequences" IEEE Global Telecommunications Conference (GLOBECOM), Vol.6, pp. 
3385-3389, Nov.25-29 Briarcliff Manor, NY, USA 
B. Mulgrew, P.M. Grant, J.S. Thompson Digital Signal Processing: Concepts and 
Applications, Palgrave, Aug 1998 
M.Stojanovic and Z.Zvonar, "Performance of Multiuser Diversity Reception in .Rayleight 
Fading CDMA channels", IEEE Transactions on Communications, Vol.47, No.3 pp. 
356-359, March, 1999 
F.Riera-Palou, Reconfigurable structures for direct equalisation in mobile receivers, PhD 
Thesis, University of Bradford, 2002 




Derivation of the MSE expression of 
the AP algorithm 
According to [109], a general format of the AP algorithm can be written as: 
w(n+1)=w(n)+ 	
+ 
pe (n)r(n) pe*  (n - 1)r(n —1) 	pe*(n - P + 1)r(n - P + 1) 
r H(n)r (n) rH(n _1)r(n _1) r"(n—P+1)r(n—P+1) 
(A.1) 
where e*(n 
- j) = d(n - j) - W " (n)r(n - j) (0:!~ jczP). According to the assumption 2 in 
chapter 3, d(n-j) can be expressed as: 
d(n—j)=w'r(n—j)+e0 (n—j) 	 (A.2) 
Substituing A.2 into A.!, 3.35 can be expressed as: 
e(n—j)r(n—j) " r(n - j)rH  (n - .j ]c(n) + c(n+1)=[t- 1u (A.3) 
j=o r'' (n - j)r(n - j) 	 r" (n - j)r(n - j) 
The covariance matrix K of the weight error vector is: 
K(n + 1) = E[E(n + !)EH (n + 1)] 
r(n - j)rH (n - j) I (n)CH (n)[I 	
r(n - j)rH (n 
- f) ]H 
} 	(A.4) =E{[I—p> H 	 p H 
j=0 r (n—j)r(n—j) 	 j=0 r (n—j)r(n—j) 
P1 e(n_J)r(n_i) (V e(n—j)r(n—j) H 
j=o rH(n _j)r(n _f) orH(n_J)r(n_fY } 
Since the variation of the weight-error vector with time are slow compared with the input 
P_' 
e(n—j)r(n—j) 
 in A.4 
Plr(nj)rH(nj) 
and vector r(n) and the error. The term 
r" (n - j)r(n 
- j) 	j=O rH (n - j)r(n - j) 
can be replaced by their expectation whose value is: 
E[> 
r(n - j)rH (n 
- 	
r(n)r" (n) 
j _ r"(n—j)r(n—j) r"(n)r(n) 




r" (n - j)r(n 
- j) 	r" (n)r(n) 
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Derivation of the MSE of the AP algorithm 
Substituting A.5 into A.4 and utilizing 3.29, the new expression of the covariance matrix K 
is: 
	
r(n)r ' (n) 
]c(n)E" (n)[I - 	
r(n)r" (n) 
K(n + 1) = E{ [I _,up 
H (n)r(n) 	 r 11 (n)r(n) 
+u2E[P2 _
e(n)r(n) 	
P 	]E(n)c '1 (n)[I - 	
r(n)r" (n) (J(n)r(n) )H]E{[I_p  r(n)r"(n)  ]H 
r (n)r(n) r"(n)r(n) 	 rH(n)r(n) 	 r"(n)r(n) (A.6) 
= E{ - 
r(n)r" (n) 	 r(n)r " (n) 
[I pP 
H 	]E(n)E" (n)[I_PPH ) ] } r (n)r( n)  
PMMSE,N E( --) tr(R) 
Premultiplying and postmultiplying A.6 with q' and q 1 , the iterative equation of q', is: 
q (n + 1) = E{q [I - 	
r(n)rH (n) JK(n)[I 
	
r(n)rH (n) 
" q 1 } + E(--) PPJ
MMSE N AI 
r'(n)r(n) 	 r (n)r(n) 	r 	tr(R) 
N 
= 	' {q" [I - pPqq' ]K(n)[I - pPqq7 ]" q 1 } + E(--) PJMMSE,NA1 
tr(R) 	 r2)  
= A1 (1-pP)2(n)+ 	A1 	(n)+E()PPJMM 	
(A.7) 
tr(R) 	 tr(R) r 	tr(R) 
= [1- pP(2- pP) A 1Vj  + E(--) PJMMSE,NA1 
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ABSTRACT 
The 3' generation mobile communication 
system will be based on wideband CDMA 
(WCDMA). In the downlink of WCDMA using 
orthogonal codes, the orthogonality will be 
ruined by the frequency selective multipath 
channel that causes the conventional RAKE 
receiver to suffer significant performance 
degradation when the system load is heavy. To 
suppress the interference, the linear equalizer 
was proposed which partially restores the 
orthogonality of users' spreading codes before 
dispreading. In this paper, a new adaptive 
equalizer using the least mean square (LMS) 
algorithm was proposed which can adjust its 
length according to the condition of the 
propagation channel. The simulation results 
show that the performance of the new equalizer 
is significantly better than that of the 
conventional RAKE receiver. 
I. INTRODUCTION 
In the downlink of WCDMA, each user is 
allocated an orthogonal spreading code which is 
used to spread the user's signal and to separate 
the signal of different users at the receiver. At the 
mobile station, the conventional receivdr is the 
RAKE receiver which detects the data of the 
desired user by exploiting the orthogonality of 
the spreading codes. Unfortunately, this 
orthogonality is typically destroyed by the 
multi-path propagation of the mobile channel so 
the performance of the RAKE receiver is not 
perfect [1]. Since the interferences of the 
downlink are mainly caused by the channel, 
linear equalizers have been considered to 
suppress the interference by inverting the 
channel transfer function prior to the matched 
filtering [2]. The orthogonality of the spreading 
codes can then be partially restored. The solution 
for the equalizer can be calculated directly by 
using zero-forcing or the linear least minimum 
mean square error (LMMSE) algorithm. Under 
the time varying channel environment, adaptive 
implementation of the equalizer should be 
adopted at the receiver. 
The idea of chip level equalizer was 
introduced firstly in [3]. In this paper, a new 
equalizer is proposed based on the algorithm 
introduced in [4]. It has been shown in [4] that 
the new algorithm can adjust the length of the 
equalizer according to the variation of the 
channel and this improves the performance of 
the equalizer. Further research shows that the 
algorithm can also track a very rapidly varying 
channel. The simulation results show that the 
symbol error rate (SER) performance of the 
equalizer is improved by applying this algorithm 
in the chip level equalizer. 
The rest of the paper is organized as 
follows. The system model is defined in Section 
H and the LMMSE chip level equalizer is 
derived in section ifi. Section IV introduces the 
principle of the proposed chip level equalizer 
and the numerical results for this equalizer are 
presented in Section V. The conclusions are 
given in Section VI. 
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II. SYSTEM MODEL 
In this paper, matrices and vectors are denoted 
by boldface upper and lower case letters 
respectively. O ()T and  OH represent complex 
conjugation, transposition and Hermitian 
respectiyely. 'm  denotes an m x in identity 
matrix. 
As we are interested in the downlink, all 
signals arriving at the receiver from a single base 
station have passed through the same channel. A 
standard synchronous DS-CDMA system with K 
users as shown in Fig.1 will be considered. The 
/cth user's source generates a sequence of 
equiprobable and independent symbols bk(i) e 
{-1 +1). The ith symbols b,(i) is spread by a 
user-specific and symbol-period-dependent 
Walsh code sk(n) E {-1 +1 ), n = 0,1.....G4, 
where G is the spreading factor. Then, the signals 
of the K users are added together and scrambled 
using a long pseudo-noise (PN) code c(n). The 
transmitted signal can then be expressed as: 
K 
d(n) = c(n)Akbk(i)sk(n - iG) 
(1) 
where Ak is the real and positive amplitude of the 
kth user due to power control. n, k and 1 are the 
chip, user and symbol index respectively. 
To limit 'the required bandwidth, the 
sequence jd(n)) n  is transmitted after filtering by 
a root-raised cosine filter pj(t). The channel 
between the BS and MS is assumed to be a 
frequency-selective Rayleigh fading channel 
modelled as a chip-spaced FIR filter with 
time-varying coefficients [7].  Compared to the 
chip rate, the channel parameters are slowly time 
varying and may be assumed constant at least 
over the time period for one symbol. The 
impulse response of the channel can be 
expressed as: 
L-1 
h(t) = E h(1)ö(t - lT1 ) 	 (2) 
1=0 
where L is the number of paths and the Tc is the 
chip period. The average channel energy 
h(1) 1 2 ) is assumed to be normalized to 
unity where E{.) denotes expectation. 
At the receiver, the received signal after 
being filtered by the receiver filter pR(1) and 
sampled at the chip rate is given by: 
K 	L-1 
(3) 
Where Tis the symbol period. Z(nT) is the result 
of the convolution between- n(t) and PR(t)  and 
sampled at chip rate, where n(t) is the white 
Gaussian noise with power spectral density No 
which includes both the contribution of signals 
from the adjacent cells and the white background 
noise. 
Assuming a single receiver antenna, for a 
vector presentation, supposed the length of the 
equalizer is N (N<G), then the received vector 
spanning the equalizer observation window can 
be expressed as: 
r = [r(n), r(n-1)..... r(nN-i-1)] T 	(4) 
According to (3) and (4), r can also be 
expressed in matrix form as the following 
equation: 
(n) 	
K kbk (i)HS$ r + z 	(5) 
i k=l 
where vector z is [z(n), z(n-1), ... , z(n-N-i-1)] T  
and = [sk(n-iG)c(n), sk(n-iG- 1)c(n - 1)..... 
sk(n- iG —L- N-i-2)c(n-L-N+2)] T . H Li fl (N+L-I)  is 
defined as: 
h(0) ... h(L) 	0 	... 	0 
H= 	? 	 .. 	 (6) 
0 	0 	h(0) •.. h(L) 
(5) can be further simplified by absorbing the 
term Ak, b,(i) and s 0 into one term 	where 
d 	= [d(n), d(n-1), ... , d(n-N-L 2)]T 
Therefore, the final format is: 
r'° = H d' + z 	 (7) 
If the received signal is over sampled at the 
receiver by taking N samples per chip interval. 
The H in (7) can be rewritten as [H 1 H2..... H5] T 
with dimension N5N*(N+L1) where Hk (1!~ k:5 
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N5 ) takes the form of (6). h(j) (O—< j.czL) in the 
matrix Hk(1:~ k:f~-N5 ) is the sample of h(t) at time 
jT-i-(k-1)/N 5, B. The dimension of both r and 
equalizer is N5N. 
III. LMMSE CHIP EQUALIZER 
In this section, the linear chip level equalizer, 
which minimizes the MSE between its output 
and the transmitted chip sequence, is defined. 
This equalizer suppresses the MAI by trying to 
restore the orthogonality of the users' spreading 
codes to some extent. By using (7), the linear 
minimum mean square error (LMMSE) channel 
equalizer can be written as [5] with the 
assumption E{d°'d n)!! = ° 2 
d IN+L.I: 
d(n-D)= hH(D)(oHHH  +U)1r' d 	nn 
(8) 
Where D is system delay and ad is the average 
power of the transmitted chip sequences defined 
as  
k=1 Ak
. hH(D)  is the Dth row of H 
corresponding to the relative position of the chip 
to be equalized within the equalizer observation 
window. U,,, is the noise covariance matrix. 
From (8), it is obvious that the LMMSE 
solution requires estimation of the channel 
impulse response and the covariance matrix of 
the noise. For a time varying channel, the 
optimal solution needs to be recalculated from 
chip to chip. Moreover, the matrix inversion 
required in the LMMSE solution prevents it from 
being used in practice because of its 
unacceptable computational complexity. 
IV. VARYING LENGTH EQUALIZER 
In order to avoid matrix inversion, adaptive 
algorithms based on the stochastic gradient can 
be used for minimizing the mean squared error. 
The most straightforward solution to the 
adaptive equalizer is to use the LMS algorithm  
with the common pilot channel (CPICH) as the 
reference signal. The LMS adaptation step for 
the equalizer is [6] 
1) = *(n) + ur"e(n) 	(9) 
Where 'i(n) E 11Nx I contains the equalizer taps 
and u is the step size which controls the amount 
of correction applied to the filter coefficients at 
each iteration. e(n) = (x(n) - * '(n) r) is the 
complex conjugate of the error signal between 
the equalizer output and reference signal x(n). 
Because of the pseudo-randomness of spreading 
codes of different users, the equalizer doesn't 
suppress the signals contributed by other active 
users but treats them as noise. This means the 
signal-to-noise ratio (SNR) during the adaptation 
process is very low and the value of the error 
signal is large. 
According to [4], the length of the equalizer 
is an important factor which affects the tracking 
capability, the convergence rate and the 
steady-state mean square error of the equalizer. 
In high SNR scenarios increasing the length of 
the equalizer will reduce the MSE significantly 
while in low SNR conditions, the improvement 
in MSE will be very limited. Therefore, when the 
SNR level is low, equalizers with more taps 
don't bring any advantage to the MSE but will 
decrease the convergence rate and tracking 
ability of the LMS algorithm. When the SNR is 
high, the length of the equalizers should trade off 
between the convergence/tracking rate and the 
MSE. Due to the analysis of last paragraph, it's 
intuitive that the length of the equalizer should 
not be too long. It can also be learned from [4] 
that there exists an optimal value of the 
equalizer's length which ensures the equalizer 
acquires the optimal minimum MSE. For a time 
varying channel, this optimal length will vary 
with time so an adaptive algorithm that can find 
this value according to the current state of the 
channel should be used. 
The model is shown in Fig.2, where the N 
taps of the chip level equalizer are split into K 
concatenated segments which contains only one 
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tap. Each segment produces an estimate d m(fl) 
(0 < in < K) of the transmitted data d(n) and the 
accumulated MSE of the mth segment for J 
iterations can be decided by the following 
equation. 
Jm(1) E'1[ Id m(fl) d(n)1 2 ] = 
N-i 	2 
/1 	em (n) 
n=1 (10) 
J 
fi is a forgetting factor, 0<fl ! ~ 1. Whether 
the equalizer should add one tap or lose one can 
be decided by comparing the output MSE of the 
last two segments. When a segment (one tap) is 
added to the equalizer, the value of its tap is 
initialized to zero and when a segment is 
removed from the equalizer, all the value of the 
remaining taps are kept the same. This approach 
will accelerate the convergence rate of the next 
adaptive process because the initial values of the 
taps are setup to reasonable values. 
According to [7], the equalizer whose taps 
are spaced at the reciprocal of the symbol rate is 
very sensitive to the choice of sampling time. A 
fractionally spaced equalizer (FSE) based on 
sampling the input signal to the equalizer at least 
as fast as the Nyquist rate can compensate for 
any timing delay and for any arbitrary timing 
phase. Moreover, the convergence rate of the 
adaptive FSE using the LMS algorithm is almost 
the same as the general equalizer [8]. Thus, FSE 
is used instead of general equalizer in order to 
improve the system performance. The solution 
of chip level FSE takes the same form of (8). 
V. 	NUMERICAL RESULTS 
In this section, the performance of the proposed 
adaptive equalizer is examined. A downlink 
signal with 5 active, equal power users, QPSK 
data modulation is considered. Walsh codes with 
length 32 are used to spread the user's 
information in this simulation. The chip 
waveform is filtered by a root-raised cosine filter 
with a roll-off factor a = 0.22. No error 
correction coding was used in simulations. The 
frequency selective Rayleigh channel with six 
different paths was simulated and the carrier 
frequency is 2.0 GHz. The Doppler spread is set 
to 18 Hz and 148 Hz corresponding to velocities 
of 10 km/h and 80 km/h respectively. This 
channel is modelled as a chip-spaced FIR filter 
including 6 paths whose channel delay profile is 
according to chapter 14 in [7].  The general chip 
level adaptive equalizer (fixed length) uses 15 
taps. The CPICH exists for the duration of 
simulations and is the highest power channel 
which occupies 20 percent of the total power of 
transmitted signal. The bit error rate (BER) 
results were obtained by using 10,000 symbols 
and the over sampling rate is 2 at the receiver. 
Fig.3 shows the length of the equalizer as a 
function of the signal to noise ratio (SNR). Both 
the length of the variable length T spaced 
equalizer and that of the variable length FSE 
increase as the SNR increases. This is consistent 
with the conclusions in [9] which specifies that 
the length should be increased to get the full 
potential of the equalizer when the SNR is high. 
And more, in order to mitigating impair of 
Doppler shift, the length of equalizer under high 
Doppler shift should be less than that of 
equalizer under low Doppler shift according to 
[9]. The simulation result is also consistent with 
this requirement. 
The BER performance of different 
receivers is shown in Fig.4 when the Doppler 
frequency is 18 Hz. The BER performance of 
the general RAKE receiver is also calculated 
for comparison. It can be learned from this 
figure that the performance of the RAKE 
receiver is bad when the orthogonality of 
spreading codes is ruined by the channel. The 
performance of the receiver can be improved by 
using chip level equalizer. Obviously, the 
performance of the variable length FSE-LMS 
equalizer is much better than that of RAKE 
receiver. It can be also seen from this figure 
that both the variable length LMS equalizer 
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and variable length FSE-LMS equalizer 
provide better BER performance compared 
with that of the fixed length LMS equalizer 
and fixed length FSE-LMS equalizer, 
respectively. With the SNR increases, the 
benefit obtained by using varying length LMS 
algorithm decreases because the length of 
equalizer is more and more near to the that of 
length-invariant equalizers (15 for symbol 
level LMS equalizer and 30 for FSE-LMS 
equalizer). 
The BER performance when the 
Doppler frequency is 148 Hz is shown in Fig.5. 
Despite the degrade of performance due to 
large Doppler shift, all the simulation results 
are consistent with the analysis mentioned 
above. 
VI. 	CONCLUSIONS 
In this paper, a new chip level adaptive equalizer 
is proposed and evaluated. This equalizer has a 
very simple structure and its implementation 
need not perform the computationally 
demanding matrix inversion required by several 
receivers. The algorithm is based on adjustment 
of the length of the equalizer according to the 
SNR level and channel's current condition in 
order to avoid the impairment causing by 
redundant taps. The simulation shows that the 
performance of this equalizer is better than that 
of the adaptive chip level equalizer using general 
LMS algorithm and the conventional RAKE 
receivers, especially in low SNR scenarios or 
fast fading environment. 
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Abstract - In mobile communication systems, an 
equalizer can be used to counteract the distortion 
introduced by the channel. Because of the time 
varying property of the channel, an adaptive 
algorithm should be adopted at the equalizer. The 
LMS algorithm is a widely used adaptive algorithm 
whose performance is determined by the channel 
conditions, the SNR scenario and the length of the 
equalizer. In this paper, the influence of the 
equalizer's length on its performance is analysed. 
The results show that the accurate control of the 
length of equalizer can improve the performance of 
the system. An adaptive algorithm based on the 
LMS algorithm which can adjust the length of the 
equalizer according to the instantaneous channel 
conditions is proposed and the simulation results 
show this method can track even a very fast 
changing channel. 
Index Terms - Adaptive algorithm, LMS, MSE 
I. INTRODUCTION 
The equalization is a widely used technique 
to combat the inter-symbol interference caused 
by transmission channel in narrowband systems. 
For time varying channel, adaptive algorithm 
should be adopted in order to tracking the change 
of channel impulse response. The performance of 
adaptive equalizer can be appraised in the 
following key areas: convergence rate, 
computational complexity, tracking ability, 
steady-state meSn square error (MSE) and so on. 
The length of the equalizer is an important factor 
which affects all the above aspects. For example, 
if the length of the equalizer is too long, both the 
tracking capability and the convergence rate may 
be reduced, the computational complexity is also 
raised. On the other hand, if the length of the 
equalizer is too short, its ability to counteract the 
effect of the dispersive channel will be reduced. 
Although the length of the equalizer is important, 
little research work related to this parameter has 
been done. Recently, an algorithm which can 
adjust the length of the equalizer dynamically 
was proposed in [1]. It provides a good way to 
adjust the length of equalizer according to the 
changing of the channel. But the performance of 
this method is still not good enough to track the 
fast changing channel. In this paper, the 
influence of the length of the finite impulse  
2Philips Research Laboratories 
Prof. Holstlaan 4 
5656 AA Eindhoven 
The Netherlands 
response (FIR) equalizer on its MSE 
performance is analysed and a new method is 
provided which improves the algorithm used in 
[1]. The simulation results prove that the tracking 
capability of the new algorithm is good enough 
to follow a rapidly varying channel and provides 
a useable MSE. 
Section 2 introduces the system model and in 
section 3, the analysis of the relation between the 
equalizer's length and its performance is 
provided. The adaptive algorithm is described in 
section 4 and the simulation results are provided 
in section 5. Section 6 gives the conclusions. 
II. SYSTEM MODEL 
The system model used in this paper is shown as 
in Fig.1. The notation introduced in Fig.1 is 
defined as follows: 
d(n): random binary source data with 
zero mean and variance 0j2 = 1 
v(n): white Gaussian noise with zero 
mean and variance 
u(n): the input signal to the equalizer 
e(n): the error signal 
c(n): the impulse response of the 
channel whose z transform is C(z) with length N. 
*(n): the estimated solution of the 
equalizer whose z transform is W(z) with length 
M 
There are some assumptions made about Fig. 1: 
I .Normalized 	channel 	coefficients, 	i.e., 
c, 12 = 1 . Where c, is the ith element 
of vector c(n). This is realistic with fast power 
control. 
2.The input symbols d(n) is uncorrelated, i.e., 
E'd d 	10(j*O) " fl n+j' =_ 'l(j=O) 
3. The error signal e(n), the noise signal v(n) and 
the input signal u(n) are assumed to be 
indepndent [3]. 
III. LENGTH ANALYSIS OF EQUALIZERS 
III.] Length analysis for static channel 
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For a static channel where c(n) is 
constant(c(n) = c), based on the MSE criterion, 
the optimal set of coefficients for the equalizer 
can be obtained by solving the Wiener-Hopf 
equation directly if the impulse response of the 
channel is already known. The result is: 
w=Rp 	 (1) 
Where R is the autocorrelation matrix of u(n) 
and p is the crosscorrelation matrix between u(n) 
and d(n), where u(n) = [u(n),u(n-1), ... 
M+1)] is the M-by-1 input vector to the equalizer. 
For an infinite length equalizer, according to [2], 
the transfer function of the equalizer is: 
W(z) = C*(z i )/IC(z)C*(z) + No] 	(2) 
where the * denotes complex conjugation and the 
W(z) and C(z) are the Z-transform of w and c, 
respectively. No is the noise power spectral 
density corresponding to o-,,. This solution 
accomplishes the requirement for channel 
equalization without greatly increasing the noise. 
When the power of noise is zero and the length 
of equalizer is infinite, W(z) = C'(z). It can be 
seen that the equalizer completely eliminates the 
inter-symbol interference (IS!) caused by channel. 
Under this scenario, the result of convolution 
between the equalizer and the channel is delta 
function with arbitrary delay D. When the power 
of noise is not zero there always exists some 
residual ISI which can not be eliminated because 
of the requirement of the MSE criterion, 
eliminating the IS! without increasing the power 
of noise greatly. As to equalizer has finite length; 
the residual ISI exists due to finite length effect 
even if the power of the noise is zero. Then, the 
minimum MSE of the equalizer with finite length 
comes from the noise, the limitation of MSE 
criterion and the finite length effect. Its obvious 
that the longer the length of the equalizer, the 
better the equalizer's performance. However, 
when the SNR is low, increasing the length of the 
equalizer may not improve the performance of 
the equalizer greatly because the equalizer must 
fulfill the task of compensating the channel 
without increasing the noise, i.e., the ability of 
the equalizer to compensate for the channel is 
reduced. 
The LMS algorithm, which tries to find the 
Wiener solution for the equalizer by adjusting the 
value of the taps in accordance with the e(n), is 
widely used in wireless environments where the 
impulse response of the channel is unknown and 
time varying. The LMS algorithm is given by the 
following two equations: 
e(n) = d(n) —V 1(n)u(n) 
 
*(n+1) = '?.'(n) +pu(n)e*(n) 
 
Where the H denotes Hermitian transposition and 
the p is the step size which controls the amount 
of correction applied to the filter coefficients at 
each iteration. 
The MSE produced by the LMS filter can be 
expressed as: 
J(n) =E[Ie(n)I]2 = Jn.jn + J(n) 
 
From (5), it can be learned that J(n) includes two 
parts, one is the Jmin  and the other is the excess 
MSE(EMSE). J,,,,,, is decided by the channel 
conditions and the number of taps in the 
equalizer and its value will decrease as the length 
of equalizer increases. The EMSE is related to 
the specific adaptive algorithm. In the case of 
LMS it is caused by the inaccurately estimated 
gradient vector VJ(n). It also caused by the lag 
resulting in a tracking error in the case of a time 
varying channel,. 
When the LMS algorithm reached the 
steady state, the MSE attained can be expressed 
as [3]: 
M 
J(°°)jmin+ 	 k 
mink = 2 - p2 
 
Where 2k  is the kth eigenvalue of the 
autocorrelation matrix R. If the step-size p of the 
LMS algorithm is kept constant, J(co) can be 
reduced by either reducing the Jmin  or reducing 
the summation of the eigenvalues of R. But as p 
is a small value, the second term has little ability 
to adjust J(o) compared with the first term. As 
described above, increasing the length of the 
equalizer will reduce J,,,. But as the length of 
equalizer increases, the summation of the 
eigenvalues of R will also increase and it causes 
J(cc) to increase. In order to reduce J(x), the 
two factors should be considered simultaneously. 
When the SNR level is high, the J,,,,, attained by 
a long length equalizer is much smaller than that 
produced by a short length equalizer. So 
increasing the length of the equalizer will reduce 
J(ci). However, when the SNR level is low, the 
produced by the equalizer with long length 
and short length is almost same. So in these 
circumstances enlarging the length of the 
equalizer will not improve its MSE performance 
significantly. 
Considering the convergence rate of the 
LMS algorithm, according to [3], the 
convergence rate is profoundly affected by the 
eigenvalue spread of the autocorrelation matrix 
R. With the rising length of the equalizer, the 
eigenvalue spread of R should increase 
according to [4] and it decelerates the 
convergence rate of LMS. At the same time, in 
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the case of low SNR or a time varying channel, 
the MSE will not reduce greatly with the 
additional taps added to the equalizer. This is one 
of the reasons why the adaptive length algorithm 
is proposed: try to use the lowest number of taps 
to accelerate the convergence rate and reduce the 
computational complexity without decreasing the 
MSE performance of the equalizer. 
111.2 Length analysis for time varying channel 
In the wireless or mobile environment, the 
channel is a time-varying channel which causes 
the Wiener solution to take on a time-varying 
form, i.e., the Wiener solution must be 
recalculated repeatedly as the channel changes. 
Consequently, the adaptive algorithm working 
under the time varying environment is required 
to have the ability to track the variations of the 
channel. For a time-varying channel, the impulse 
response of the channel c(n) can be modelled as 
[5]: 
c(n+1) =fc(n) + sf1 - f 2 o(n) 	(7) 
Where f is a scalar (fi) and o(n) is a process 
noise vector with zero mean and variance cr02 . 
The parameter  accounts for the Doppler shift 
experienced by the receiver. The faster the 
Doppler the smaller will be  whilst for a static 
channel f equals 1. In 3G mobile communication 
systems with carrier frequencies about 2 GHz, 
the value off will be very close to 1. 
For deducing the MSE produced by the 
LMS filter under the time-varying environment, 
the weight error vector e(n) is defined as: 
E(n) = *(n) - w(n) 	 (8) 
Where the w(n) is the Wiener solution for the 
impulse response c(n). The w(n) generates the 
minimum MSE eo(n) which is defined as: 
eo(n) = d(n) —w(n)u(n) 	(9) 
Equation (3) can be expressed as the weight error 
vector and the optimal MSE eo(n) as given by: 
e(n)= d(n) —*"(n)u(n)= eo(n) —e"(n)u(n) (10) 
Substituting (10) into (4) yields: 
i(n+1)=*(n)+9uu(n)eo(n)-pu(n) e"(n)u(n)(ll) 
Using (11) and (8), the update equation for the 
E(n) can be defined as: 
£(n+1) = *(n) +pu(n)eo(n) pu(n) eF(n)u (n)_ 
w(n+ 1) (12) 
According to [5], (12) can be rewritten as: 
E(n+ 1) = *(n) +pu(n)eo(n) - uu(n) c"(n)u(n) - 
w(n+I) = 
[I -pu(n) u'(n)] E(n) + (1-f) w(n) + pu(n)eo(n) - 
Ji o(n) . 
[I -pu(n) e(n)] (n) +pu(n)e o(n)_..JI_f2 o(n) 
(13) 
The excess MSE J(n) can be expressed as 
Tr[R(n)K(n)] [3] for both the static channel and 
time varying channel, where the K(n) is the 
autocorrelation matrix of the weight error vector 
£(n). Substituting the Je (n) into (5) gives the 
total MSE J(n) as defined in the following 
equation [5]: 
J(n) = J,,(n) + .J(n) 
= Jmin(fl) + pMaJ2 Jmin(fl)/2 + Mcro2(1 -f)/2p (14) 
Here, J,(n) is the time varying minimum MSE 
attained by using the Wiener solution w(n) for 
the impulse response c(n). The second term in 
(14), referred to as the estimation variance is due 
to the weight vector noise (n). The third term is 
called the lag variance and is due to the weight 
vector lag caused by the time varying nature of 
the channel. M is the length of the equalizer and 
cr2 is the variance of the signal u(n). With 
assumption one and cr2 = 1, the value of C2 is 1 
+ 
IV. ADAPTIVE ALGORITHM 
From (14), it is obvious that the MSE J(n) is 
related to the length of the equalizer. If M is 
increased, the first term of (14) should reduce 
and third term will increase. The second term 
will also increase if the extra taps don't decrease 
the Jm,n(n) dramatically. It can be learned from 
the analysis of section three that there exists an 
optimal value of the equalizer's length which 
ensures the equalizer acquiring the optimal 
minimum MSE. For a time varying channel, it is 
hard to find this optimal value and it will vary 
with time so an adaptive algorithm that can find 
this value according to the change of the channel 
should be used. In [1] an adaptive algorithm is 
proposed and based on this algorithm, a modified 
adaptive algorithm which can adjust the length of 
the equalizer to the optimal length under time 
varying channel environments is proposed here. 
The new method exceeds the one in [1] by 
improving its tracking ability which makes it 
suitable to be used for a very fast changing 
channel. 
In the application, three different 
equalizers called equalizer 1,equalizer 2 and 
equalizer 3 whose length is M-L, M and M+L 
respectively are used. L is the number of taps per 
segment which will be described later. When the 
length M is much less than the optimum value 
M0, the J(n) produced by equalizer 3 is the much 
smaller than that of equalizer 2. It can be seen 
from Fig.3 where J(n) at point B is much smaller 
than that of point A. Under this circumstance, the 
length of the equalizer should be increased by L 
taps and then the length of the three different 
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equalizers is now M M+L and M+2L 
respectively. When M is larger than the M0, it is 
apparent that the three different 1(n) is almost 
same, such as the 1(n) at the point B and point C 
at Fig.3. So the length of all the three equalizers 
should be reduced. From the analysis above, the 
optimal value M0 can be found by comparing the 
output MSE of the equalizers and adjusting the 
length of the three equalizers repeatedly. As 
channel changes, the optimal value M0 is also 
changed so the adaptive process described above 
should be executed for the whole period of the 
application. In general, the 1(n) is the average 
value for several iterations of the adaptive 
process and the number of the iterations used is 
called the comparing window. The shorter the 
comparing window is, the quicker the adjustment 
of the length of the equalizer. Another important 
thing is when the length M is into the flat part of 
the curve, such as the part from point B to C in 
Fig.3, the Jmrn(fl)  produced by the equalizer is 
almost same and the value of 1(n) is determined 
mainly by the noise. The comparison of the three 
MSE values is meaningless on this flat area and 
will cause unnecessary changing of the 
equalizer's length. So some threshold value 
described later must be set to prevent 
unnecessary changes in length. 
Using three equalizers simultaneously will 
increase the computational complexity of the 
receiver. The model proposed in [1] can be 
adopted to provide similar functions which are 
carried out by three equalizers. The model is 
shown in Fig.2, where the total M taps is split 
into K concatenated segments of L taps each. In 
the new algorithm, L equals 1. Each segment 
produces an estimate d m(fl) (0 <m K) of the 
transmitted data d(n) and the accumulated MSE of 
the mth segment can be decided by the following 
equation. 




Where J is the length of comparing window. fi is 
a forgetting factor, 0</I 1. The output MSE of 
the last two segments can be used to decide the 
changing of the equalizer's length. Supposed the 
output of the segment K - I and segment K is Jk 
1 (n) and JA(n), respectively. The adaptive 
algorithm can be described as: 
If J,(n) < a 41 (n), add one segment to 
the equalizer 
If Jk(n) >adfl * .Jk-1(n), remove one 
segment from the equalizer 
Here using the output of the segment K -1 
substitutes the output of the equalizer 1 and 3. 
The aup  and a(j,,,,,, is the threshold parameters  
described above with 0 < aup  < 1 and a,,,> 1. 
The closer aup  and are, the more frequently 
the length of equalizer will be changed. When a 
segment was added to the equalizer, the value of 
its tap is initialized to zero and when a segment 
was removed from the equalizer, all the value of 
the remained taps are kept the same. It will 
accelerate the convergence rate of the next 
adaptive process because the initial value of taps 
are setup to reasonable values. The algorithm 
derived above is summarized as follows: 
Initialization 
Set the value of 	a little less than 1 
Set the value of at, a little more than I 
fl=0.999,L = 1 and 120; 
*(0) = 0 with order M. 
For n = ito infinity, do: 
2.1 Use LMS algorithm to calculate em(n) 
2.2 Ifmod(n/J)0 
use (15) to calculate .Jk1(fl)  and 
Jk(n). 
if Jk(n) <at Jk-1(n) 
MM+L; 
* (n) = [*(n)TO]T 
else if J,(n) >adOWfl * JkI(n) 
MM—L; 
*(n) =[wo(n), ii'1(n), ..., 
where i,(n) is the ith item of * 





The filter structure of this adaptive 
algorithm is very familiar to the general LMS 
algorithm except for introducing a new output. 
The aim of the algorithm is to detect the situation 
when the MSE level of segment K becomes 
significantly smaller or larger than the previous 
segment and then adjust the length of the 
equalizer according to the comparing result. 
V. SIMULATION RESULT 
Table 1 shows the normalized static 
channel profile used to illustrate the performance 
of equalizers with various lengths. By using the 
LMS algorithm, the theoretical and practical 
steady state MSE of equalizers with different 
length is shown in Fig.3 where the theoretical 
result is based on (6). The simulation curves are 
the average of 50 different runs. From Fig.3, it 
can be learned that there exists an optimal length 
of the equalizer under the specified channel 
profile and noise level. As an example, the 
optimal length of the equalizer is about 12 taps 
when the SNR is 20 dB. If the length of equalizer 
exceeds this optimal value, the performance 
improves little but the additional taps may reduce 
the convergence rate of the equalizer. On the 
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other hand, if the length of the equalizers is less 
than the optimal value, the equalizer may not 
realise its full potential. Fig.4 shows the MSE 
attained under various noise level for two fixed 
length equalizers with 6 and 30 taps, respectively. 
From Fig.4, it can be seen that when the SNR is 
low, the MSE attained by using the different 
length equalizers is almost the same but when the 
SNR level is high; the performance of the 
equalizer with 30 taps is better than that of 
equalizer with 6 taps. As an example, the MSE 
value of the equalizer with 30 taps is about 2 dB 
below that of the equalizer with 6 taps when the 
SNR is 30 dB. The analysis will reduce to the 
following simple conclusion: in high SNR 
scenarios enhancing the length of the equalizer 
will reduce the MMSE significantly so the length 
of the equalizers should trade off between the 
convergence rate and MSE. In low SNR 
conditions, equalizers with more taps don't bring 
any advantage to the MSE but will increase the 
difficulty of the convergence of the LMS 
algorithm. 
To simulating the time varying channel, 
Jakes model [6] is adopted and the total number 
of taps is 6 with symbol period spacing. The 
carrier frequency is 2 GHz. The symbol rate is 
384 Kb/s and the Doppler spread is set to 92 Hz 
and 370 Hz. The fixed length equalizer contains 
11. Fig.5 shows the length of equalizer as it 
evolves with time under the same Doppler 
frequency but different SNR. It can be seen that 
when the SNR is 20 dB, the length of equalizer is 
more than that when the SNR is 1 dB. This result 
accords with the conclusion: in high SNR 
scenarios enhancing the length of the equalizer 
will reduce the MMSE significantly while in low 
SNR conditions, the improvement in MSE will 
be very limited, so the equalizer does not need so 
much taps. Fig.6 shows the average length of 
equalizer under different Doppler frequency and 
SNR scenario. It can be seen that the length of 
equalizer when the Doppler frequency is 92 Hz is 
more than that under high Doppler scenario, such 
as 370 Hz. From both Fig.5 and Fig.6, it can be 
found that the adaptive algorithm can adjust the 
length of the equalizer efficiently. Fig.7 shows 
the MSE performance of the equalizer for 
different Doppler frequency under different SNR 
scenario. The MSE of the variable length 
equalizer is better than the fixed length equalizer 
at any value of SNR. 
VI. CONCLUSIONS 
In this paper the influence of the length of the 
equalizer on its performance is analysed under 
both static channel and time varying channel 
environments. The results show the dependency 
of the MSE and convergence rate of the equalizer 
on its length and indicate that an optimal length 
of the equalizer exists. Then an adaptive 
algorithm is described which can adjust the 
length of the equalizer according to the channel 
conditions. Some simulation results were 
presented to support the theoretical analysis and 
prove the validity of the adaptive algorithm 
proposed in this paper. 
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TABLE 1 
NORMALIZED CHANNEL PROFILE 
Delay 0 IT 2T 
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Abstract 
In this paper, a hybrid decision feedback equaliser (DFE) with a feedback filter 
(FBF) whose length can be dynamically adjusted is presented and investigated. The 
equaliser is an adaptive DFE with a feedforward filter (FFF) implemented in the 
frequency domain with its length fixed by the FFT/IFFT size and a feedback filter 
(FBF) in the time domain. The FBF length is adjusted according to the achieved 
mean squared error (MSE). In addition, the impact of small FBF coefficients on 
system performance is taken into account so that a shorter filter length results. 
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Computer simulations show that the proposed approach is capable of adjusting the 
feedback filter length to a satisfactory level in terms of MSE and system performance 
and is able to track channel changes successfully. 
29 September 2004 
I. 	Introduction 
Orthogonal Frequency Division Multiplexed (OFDM) is an air-interface used for 
both broadcasting and Wireless LAN (WLAN) applications and is a strong candidate 
for future 4G mobile communications. OFDM can effectively combat multipath 
distortion of the mobile transmission channel and is able to offer high data rates. 
However, although the advantages of OFDM are obvious, it should be pointed out 
that, there are two major inherent difficulties regarding OFDM: 
OFDM is highly sensitive to frequency offset and phase noise; 
OFDM exhibits a high instantaneous peak-to-mean power ratio that will decrease 
the power efficiency of the RF amplifier [1]. 
An alterative approach, i.e. single carrier transmission with frequency domain 
equalisation and time domain decision feedback was proposed recently by Falconer 
in [2],[3] and Benvenuto in [4]. In these papers, they provided a mathematical 
description of the FFF in the frequency domain and the FBF in the time domain and 
showed that single carrier transmission with a hybrid decision feedback equalisation 
yields a capacity close to that of OFDM. For simplicity, Falconer used a one-tap FBF 
and Benvenuto chose the length of the guard interval between successive blocks as 
the FBF length. 
The length is an important factor for the filter in a variety of aspects: convergence 
rate, computational complexity, tracking ability and ultimately system performance. 
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But so far, little research work related to this topic has been done. The performance 
costs for theoretical minimal-length equalisers have been discussed in [5], an 
algorithm which can adjust the filter length dynamically using a LMS algorithm 
according to a MSE criterion was proposed in [6].  However, as will be shown in our 
paper, it is not easy to exploit the relationship between the achieved MSE and the 
BER performance which is of most concern in a communication system. A length 
chosen according to a MSE criterion will not necessarily be reasonable for good BER 
performance. 
In a DEE, a EFF can to some extent eliminate the channel induced inter symbol 
interference (ISI) and a feedback filter operates on the outputs of the decision device 
to further .reduce the post-cursor ISI. When the FBF is converged, the taps are 
approximately the negative values of the residual ISI. Small FBF taps coefficients 
will not contribute very much to the system performance. Therefore, by observing 
the power of the FBF tap coefficients, we can remove those unnecessary taps. In this 
paper, we will apply an algorithm based on the MSE criterion to a hybrid DEE and 
also take into consideration the BER performance, therefore, a more reasonable 
length can be found. The purpose of adjusting the FBF length is to avoid using 
excessively long filters which might induce excessively high computational 
complexity and achieve a good tradeoff between system performance and 
computations. 
Section II introduces the system model and describes the adaptive hybrid DEE 
structure. In section Dl, the dynamic length algorithm is proposed and simulation 
results are provided. In section VI new criterion which deals more effective with 
small FBF taps. Finally, conclusions are presented in section V 
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H. System Model 
The system model used in this paper is given in Fig. 1. As can be seen in Fig. 1, the 
feedforward part is implemented in the frequency domain while the FBF is operating 
in the time domain. 
The superscript (*)" is used to represent the nth block since the hybrid DFE works 
on a block-by-block basis. Other notations introduced in Fig. 1 are defined as follows: 
W: Nf taps FFF vector, W=[ Wo,..., WNfJ ]T 
R: Fourier transform of the received signal, 	 RNf.J]T 
F: Nb taps FBF vector, F= [f/& , ... , fNb /&] T . 
ar ): Detected symbol and inputs to the FBF, m=i,..., Nj'. 
em : Error signal between equalised and detected symbol. 	 eNf/'] 
T 
E: Frequency domain counterpart of the time domain error signal e. 
Fig. 2 shows the specific frame structure that is required by such a hybrid DEE. Such 
a downstream transmission structure is adopted in both [2] and [4] but with slightly 
different definitions. Each unique word (UW) is generated by pseudo-noise process 
and is the counterpart of the cyclic prefix used in an OFDM system. The UW acts as 
a cyclic prefix for the following block's signal and one block consists of the useful 
signal and the UW. Such a UW extension is suitable for the hybrid DEE since the 
first Nb-i  interference symbols on each block signal are generated by the UW signal 
which is known at the receiver. If the signal data is cyclically extended as that in an 
OFDM system, the DEE is unable to cancel the first Nb-i  interference due to lack of 
the information of the cyclic prefix. 
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Let us suppose we are using a hybrid DEE with Nj FFT/IF'F'i' FFF taps and Nb 
feedback taps. The MIfvISE-DFE solution is given in [2] and [4], in this paper, we 
focus on the adaptive DEE based on the LMS algorithm. The output signal from the 
feedforward frequency domain filter is represented by: 
S = IFFT {R(' ) ® w()}, m =O,l,...,N —1 	 (1) 
where 0 denotes element by element multiplication. 
Thus, the nth block time domain output samples can be expressed as: 
N,, 
	
y=s—fkd,'2k ,m=O,1,.,N-1 	 (2) 
k=1 
Detected symbols d are the decisions being made on the time domain signal ym 
and the Nb data symbols of d when m=-Nb,..,-1 should coincide with the Nb UW 
symbols. The well-known LMS algorithm can be adopted for both the FEE [7] and 
FBF by adjusting tap coefficients in accordance with the error signal em defined by: 
e"= (n) 	(n) m 	 —1 	 (3) 
M 	rn Yrn ' 
The EFF that operates in the frequency domain can be trained as: 
=n) + pE,' Di") 	= 0,1,.•., Nf  —1 	 (4) it, 	, 
while the time domain FBF is updated as: 
N1-! 	* 
ed" ,k=1,.•,Nb 	 (5) rn 	rn-k rn=O 
where p represents the step size. 
Equation (5) can be written in a vector form: 
= 	- pDe" 	 (6) 
where the Nb-by-NJ decision data matrix 	of the nth block is defined by: 
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—I 	—2 	 N1 -2 
(7) 
* 	 * 
—N b 	 Nf—Nb-2 	N1  —Nb—I 
In (7), the first Nb decision signals undefined is identical to the Nb UW symbols. 
From the equation (6) and (7), we note that, when the FBF length is increased by one 
tap, Nj-complex multiplications are required to update the FBF coefficients. 
We therefore illustrate the system performance with different FBF length in Fig. 3, 
steady state results (via Wiener filtering) are presented. The signal is assumed to be 
transmitted in an 11 taps fixed additive Gaussian noise channel. The FBF length is 
increased from 0 (Linear Equaliser case) to 1, 5, 12, 20 and then 32 (The length of 
the UW is the maximum filter length that is available in the system). It can be seen 
from Fig. 3 that the DFE offers an improved performance in a multipath channel over 
a linear equalizer (LE). Meanwhile, the system performance is improved with the 
increasing number of FBF taps. Moreover, there is a threshold value for the number 
of FBF taps; when the FBF taps reaches the threshold value, as can be seen in Fig. 3, 
when the FBF tap length reaches 12, by increasing the FBF taps we do not gain much 
improvement in system performance. On the other hand, unnecessarily long length 
will increase the computational complexity. Hence, it is desirable to search for the 
length that offers the best trade-off between complexity and system performance. 
One adaptive length adjusting algorithm for the hybrid DFE is discussed in the 
following section. 
III. Length Adjusting Algorithm Based on MSE Criterion 
It has been shown in [5] that varying the length of an equaliser can be done by 
adjusting the length according to the channel conditions. In this paper, we first apply 
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this idea on the feedback section. The total T (1T5UW Length) taps of the FBF is 
split into I concatenated segments of L taps each. Combining with the feedforward 
frequency domain equaliser, each segment in the FBF produces one equalised 
symbol (1 SiJ) and hence one error signal em,/' (1 i<J). Since the FFF is 
operating on a block by block basis, we define the MSE of the nth block by the 
following expression. 
N1-1. 	
ll2 'diI mi J()m=O  
N 
(8) 
The output MSE produced by the last two segments are of interest in that they can be 
used to decide the changing direction of the FBF length as follows. We use Jj.j(n) 
and J1 (n) to denote the MSE corresponding to the J-lth and Ith segment, respectively. 
The adaptive algorithm can be described as: 
If J, (n) <a J1 1(n), then 
add "L" extra taps to the FBF, i.e. add one extra segment 
IfJi (n) > czdown J1 1(n), then 
remove '1" extra taps from the FBF, i.e. remove one segment 
aup and ad,,,, are two parameters that control the length adjusting process with 
O<a p< l and adOWfl?l.  The closer they are to 1, the more frequently that the length 
will change. When one extra segment is added to the FBF, the taps in this new 
segment are initialized to zeros and when one segment is removed, all the remaining 
taps maintain their value and the (I-1)th segment becomes the last segment. Since the 
FBF coefficients are updated on a block by block basis, the segment changes take 
effect in the successive block. Once an extra segment is added, the tap coefficients 
are set to zeros and by applying the new FBF on the new block, there will not be any 
differences between Jjj(n) and Ji (n). Therefore, reapplying the updated filter 
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coefficients on the current processing block signal can accelerate the convergence 
speed. 
The performance of the hybrid DFE with variable length FBF is now examined via 
computer simulations. The multipath channel is assumed to be quasi-static (static 
within a block) and is modelled as an 11 taps (with taps power normalized to 1) 
channel, Channel 1: h= {0. 0102+0.2531k; 0.0661-0.1224i, 0.4763-0.17781, -0.0282-
0.0431 i, 0.0329- 0.22281, 0.2588+ 0.38161, -0.2201-0.16891, 0.0069-0.13221, 
0.0873+0.20611, 0.2958-0.34361, 0.1030-0.1770i}. There are L=2 taps within each 
segment, Nf-512, Nb=32, a=0.995 and ad0=l  are the selected parameters. In Fig. 
4, learning curves for one typical simulation run is given. It can be seen that the 
adaptive algorithm can effectively adjust the FBF length, the filter length is adjusted 
from either 2 taps or 32 taps. The filter length converges to around 20-22 taps in both 
cases under the MSE criterion. 
Fig. 5 shows the steady state MSE that is achieved by the hybrid DFE with variable 
length FBF and the signal to noise ratio per bit is 20 dB. With a 20 tap FBF, the 
hybrid DFE reaches its minimum MSE. 
In Fig. 6, the BER performance of the system is studied. When the FBF length is 
converged to an optimal value according to the MSE criterion, the simulation curves 
for FBF with length 22 and 32 are almost identical. Compared with using FBF with 
fixed length 2, there is a significant improvement in the BER performance. 
Fig. 7 shows the converged FBF coefficients for E1/No=20 dB. It can be seen in Fig. 
7 that the coefficients of taps between 11 and 32 become very small, thus the system 
performance will not change significantly when we choose only 10 taps. This can be 
seen from the simulation results given in Fig. 6. Equalisers with longer than 10 taps 
do not bring any significant advantage to the system performance but will increase 
178 
Publications 
the difficulty of convergence and tracking of the LMS algorithm as well as the 
computational complexity. The reason is that the length of the FBF is adjusted 
according to the MSE criterion. Since it is hard to exploit the direct relation between 
MSE and BER, by applying the MSE criterion in the hybrid DFE may not always 
bring us to the optimal length in terms of BER performance. The extra taps waste 
computations and the improvement on the system performance is very limited. 
The reason that the FBF length converge to 20 taps is that we choose a=0.995 
which is a value very close to but less than 1 and hence we can reach the minimum 
MSE that can be achieved. In other words, the "resolution" of the MSE is rather high, 
i.e. even a very small difference between Jj.j(n) and J1 (n) will lead to a filter length 
adjustment. In addition, when an a,,p value close to 1 is chosen, the filter length will 
change frequently if it starts learning from a small tap value. Consequently, the 
convergence speed is greatly accelerated and the filter length will converge to an 
optimal value according to the MSE criterion. However, this value is not always the 
best selection when we consider the BER performances, i.e., extra taps bring us very 
limited improvement on system performance. When choosing an a,, p value less than 
but not so close to 1, for example a=0.8, the filter length will converge to a more 
reasonable value (as can be seen in Fig. 4, it converges to 10 taps). This is at the 
expense of slowing down the learning speed. The other problem with the MSE 
criterion is that with ad ..... ~l if we start learning from large taps value, it is hard to 
converge to the most suitable taps value. Although the hybrid DFE can achieve a 
minimum steady state MSE with the converged FBF length, there exist some 
unnecessary taps that do not bring the system much improvement. As an example, in 
Fig. 5, the filter length will just oscillate around 20 (at 20, the hybrid DFE achieves a 
minimum steady state MSE) but the more sensible length, based on a trade-off 
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between complexity and performance is 10. From the above statements and 
simulation results, it is clear that some new restrictions are required complementary 
to the MSE criterion in order that the FBF length can converge to a more suitable 
value. 
IV. New Criterion 
In a DF1E, the FBF is being used to eliminate the residual ISI that is not completely 
removed by the FFF. Unlike a linear equaliser, a DFE has a particular property; in 
the FBF, when converged, the taps are approximately the negative values of the post-
cursor taps of the combined convolution of the channel impulse response and the 
FFF [8]. Small FBF taps coefficients will not contribute too much to the system 
performance. Hence, by observing the power of the FBF taps, we can deduce 
whether we need to add one segment in the FBF or remove one. Usually, the length 
adjusting algorithms focus on the MSE improvements [9][10] while in this paper we 
also consider the BER performances. Firstly, we sum up the power of all T taps in 
the FBF and the power of the last two taps, that is 
P = P = 	+ 	 (9) 
k=1 
Subsequently, we adjust both the parameter a up  and the length of the FBF according 
to the ratio R=P01P. If R is larger than a pre-defined value yj, it is clear that we need 
to increase the FBF length; therefore, we choose a value close to 1 for a,, p so that the 
length can be changed frequently and the learning speed is accelerated. Otherwise, 
we choose a small value for a up to slow down the length changing speed so that it 
will not converge to an unnecessary long length. If R is below a certain value y2 
(y2<7I), we know that there are already extra long taps existing and then the length is 
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reduced by one tap. Since the tap length is updated once a block, we can only use 
the instantaneous value of P and P0. If unfortunately, when the algorithm is not 
converged and the tap length is reduced one tap by mistake, in the next block, the 
length can still be adjusted in the right direction. The reason is that when one tap is 
reduced by mistake, R>yj >y2 will result and a new value which is much closer to 1 
(for example, 0.995) will be assigned to therefore, a small difference between J1 
1(n) and J1 (n) will require the FBF length to increase. The new criterion is very 
useful while the learning curve converges from a larger value. Otherwise, by merely 
applying the MSE criterion, the learning curve will stop at an unnecessary long 
length value. 
By applying the MSE criterion as that in [5] and also taking into account the FBF 
impact on system performance, we propose a new algorithm summarised as follows 
to control the length of the FBF. 
Initialization 
Set the value of 	ad,,,,, yi, y2, the FBF length T and W=O, 
=0 
LMS algorithm 
Use (4) and (5) to update the FFF and FBF coefficients 
Length update algorithm, MSE criterion 
Calculate Ji (n) and J11(n) 
If Jj (n) < aup Jj.j('n), then 
add "L" extra taps to the FBF, i.e. add one extra segment 
IfJj (n) > adown J11(n), then 
remove "L" extra taps from the FBF, i.e. remove one segment 
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4). New criterion applied 
Calculate P0 and P 
If P/P < YJ 
Set aup a new value a' (for example a up 
else 
Set a,, a new value aup  closer to 1, a' <aUP 	(for example 
aup 	995), 
end 
If Pr/P < )2 (y2<yl) 
remove 1 tap from the FBF 
end 
To illustrate the effectiveness of the new algorithm, we consider the same channel: 
Channel 1 as mentioned in section III and apply the new algorithm. We choose 
aup a'=0.9, aup ado,,,], yj=0.05 and y2=0.02 as the parameters in 
our algorithm. The FBF length is initialised to 2 taps in one case and 32 taps in 
another case. The learning curves of both cases are presented in Fig. 8 based on one 
simulation run. The BER performance with 8 taps FBF and 10 taps FBF are both 
shown in Fig. 6. We see that by adopting a 10 tap FBF, the BER performance will 
not degrade too much compared with that FBF with 20 taps or 32 taps. 
Fig. 9 shows the learning curve in scenarios that channel changes from the previous 
complex one to a real channel, Channel 2: h={0.7605, 0.5024, 0.3320, 0.2193, 
0.0957, 0.0418). It is obtained by averaging the learning curves in 100 simulation 
runs. During the first 50 blocks, signals are transmitted through Channel 1 (Channel 
2) and at the 51st block, the environment changes to Channel 2 (Channel 1). It is 
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clear from Fig. 9 that the new algorithm tracks the channel change successfully in 
both scenarios. 
V. Conclusions 
In this paper, a hybrid DFE with variable length FBF was proposed and evaluated. 
The algorithm is based on the length adjustment of the FBF according to MSE 
criterion, and the impact of the FBF taps power on BER performances was also taken 
into consideration. We show that the proposed algorithm provides a sub-optimal 
length for the FBF and this filter length is more reasonable than the optimal one 
regarding system performance. Although the new FBF length is not the optimal one 
in terms of the MSE criterion, it achieves a good tradeoff between the MSE and the 
BER performance. It was also able to track channel changes successfully. 
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Abstract: This paper analyses the effect of the 
length of equalizers on their performance when they 
are used at the downlink for direct-sequence code 
division multiple access (DS-CDMA) systems. Two 
adaptive algorithms, the affine projection algorithm 
(APA) and the least mean square (LMS) algorithm 
are considered and their theoretical mean square 
error (MSE) performance  is given for both the chip 
and symbol level if a common pilot signal is used as 
the training signal. The theoretical results show that 
the ability of the equalizers to suppress the 
interference heavily depends on their length and an 
optimal length of the equalizer exists. An approach 
which can adjust the length of the equalizer 
dynamically toward this optimal value according to 
the SNR level and the fading of the channel is 
considered to be used for the receivers of the 
downlink of the DS -CDMA systems both at the chip 
and symbol level. The simulation results show the 
performance of the dynamic length receivers 
outperforms that of the fixed length receivers. It is 
also found that the performance of the APA 
receivers outperforms that of LMS receivers with 
only a marginal increase in computational 
complexity. 
Index Terms: DS-CDMA Downlink Adaptive 
Equalization AP LMS MSE 
I. INTRODUCTION 
At the downlink of the DS-CDMA system, the 
signals from all the users reaching the terminal 
can be regarded as synchronous. For a flat fading 
channel, the multiple access interference (MAI) 
within a cell can be totally suppressed by the 
conventional RAKE detector provided the 
spreading codes are orthogonal. However, the 
orthogonality between the spreading codes is 
typically destroyed under the frequency selective 
channel scenario, so the performance of the 
RAKE receiver is dramatically reduced. Since 
the interferences of the downlink are mainly 
caused by the channel, linear equalizers have 
been considered to partially restore the 
orthogonality of the spreading codes by 
inverting the channel transfer function prior to 
the despreading. This technique, the so-called 
chip level equalizer, was proposed firstly in [1]. 
It has been proven to be one of the most 
promising receivers for the downlink of the 
DS-CDMA systems and has been treated in 
numerous publications [2]-[5]. A performance 
comparison between different receivers can also 
be found in [6, 7]. Due to the time varying 
channel, adaptive implementation should be 
adopted at the receiver. In most systems using 
adaptive equalizers, training sequences are sent 
periodically to train the equalizer taps. For the 
downlink of a DS-CDMA system, this is 
impractical since the overhead is too large if 
every user has its own training sequence. 
However, for an adaptive equalizer working at 
the chip level, it can view the common pilot 
channel (CPICH) signal as a training sequence 
[5]. However, when the system load is heavy, 
the chip level equalizer using CPICH signal as 
training signal works at a very low 
signal-to-interference-plus -noise ratio (SINR) 
level. A method, which can mitigate this 
problem by training the equalizer at the symbol 
level, used by [5] and [8] is also considered in 
this paper. 
The performance measures of the adaptive 
equalizer such as the convergence rate and the 
MSE performance depends on its length [9]. At 
the steady state, a very long equalizer may not 
provide a good steady state MSE performance 
due to the excess MSE (EMSE) caused by the 
adaptive algorithms. Moreover, the more the 
taps of the equalizer, the slower the convergence 
rate is and the tracking performance of the 
equalizer is also degraded. Several approaches 
used for the downlink of the DS-CDMA system 
which try to adjust the length of the equalizers 
have been proposed in recent years. In [10], a 
reduced rank method was proposed, however 
short codes for the downlink are assumed which 
makes it unsuitable for downlinks employing 
long scrambling sequences. In [11], the equalizer 
is shortened to achieve better performance by 
discarding the weak weights at the head and the 
tail of the equalizer. However, this method can 
not really adjust the length of equalizer but just 
selects a suitable part from a long length 
equalizer. 
In this paper, firstly the theoretical analysis of 
the effect of the length of the equalizers on their 
MSE performance is given for the downlink of 
the DS-CDMA systems. Then the theoretical 
steady state MSE expression of adaptive 
equalizers using the AP and LMS algorithm is 
deduced for both the chip and symbol level if the 
common pilot signal is used as the training 
signal. The theoretical results show that the 
ability of the equalizers to suppress the 
interference heavily depends on their length and 
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an optimal length of the equalizer exists. Those 
equalizers with optimal length can achieve 
nearly the full potential of the equalizers with 
infinite length (the Wiener solution) and have 
fast convergence rate simultaneously. An 
approach proposed in [12] for fixed channels 
with varying SNR level and extended by [13] for 
fading channels is considered here for the 
downlink of a CDMA system at both the chip 
and the symbol level. The LMS style algorithm 
[13] adjusts the length of the equalizer towards 
the optimal length in response to the SNR and 
channel conditions. A dynamic length AP 
algorithm for the downlink is also proposed and 
implemented both at the chip and the symbol 
level. The simulation results show the 
performance of the dynamic length receivers 
outperforms that of corresponding fixed length 
receivers. It is also found that the performance of 
the AP receivers outperforms that of LMS 
receivers with a marginal increase in 
computational complexity. 
The rest of the paper is organized as follows. 
The system model is defined in Section II. The 
analysis of the influence of the length of the 
equalizers on their performance is described in 
section ifi. The theoretical results for the MSE 
and SINR of the LMS and AP algorithm with 
different length are also given in this section. 
Section IV introduces the principle of the 
proposed dynamic length chip level and symbol 
level equalizers and the numerical results for 
those equalizers are presented in Section V. The 
conclusions are given in Section VI. 
II. SYSTEM MODEL 
In this paper, matrices and vectors are denoted 
by boldface upper and lower case Jetters 
respectively. 0' 0T and OH  represent complex 
conjugation, transposition and Hermitian 
respectively. 'm  denotes an in x in identity 
matrix. 
As we are interested in the downlink, all signals 
arriving at the receiver from a single base station 
have passed through the same channel. A 
standard synchronous DS-CDMA system with K 
users will be considered. The kth user's source 
generates a sequence of equiprobable and 
independent symbols bk(i) e { -1 + 11. The ith 
symbols bk(i) is spread by a user specific and 
symbol period dependent Walsh code 
Ck(fl) E {-1I./,1/-J} , n = 0,1.....G-1 1  
where G is the spreading factor. Then, the 
signals of the K users are added together and 
scrambled by using a complex long 
pseudo-noise (PN) code, s(n). The following 
assumptions are made for the spreading codes 
and scrambling sequence. 
Assumption 1 Ck (Gi + m)c.(Gl + m) = 5k,k 
where I is an integer E (-co ...+oo} , k, k' 
E{l,2 ... K} and 5 i the Kronecker delta. 
Assumption 2 the composite spreading codes, 
i.e., ak(n) = s(n)c*(n-IG) are i.i.d. sequence where 
= Ln,'Gi and Li means the largest integer whose 
value is smaller than the value nIG. E[ak(n)] = 0 
and E[ak(n)ak(n)] =(1/G),. where E[] denotes 
expectation. 
The transmitted signal can be expressed as: 
d(n) = 	Uk (n) = s(n)AKbk (i)ck (n - iG) (1) 
	
k=l i k=I 
where uk(n) = Ak s(n)bk(i)ck(n-iG) is the chip 
sequence of the kth user with amplitude Ak. n, k 
and i are the chip, user and symbol index 
respectively. To limit the required bandwidth, 
the sequence d(n) is transmitted after filtering by 
a root-raised cosine filter p7(r). The channel 
between the BS and MS is assumed to be a 
frequency-selective Rayleigh fading channel 
modelled as a chip-spaced FIR filter with 
time-varying coefficients [15]. Assuming the 
channel contains L different paths, the impulse 
response of the channel can be expressed as: 
h(t, r) =h1 (t)8(r - IT,) 	(2) 
where 1',, is the chip period. If the channel is 
sampled at the chip rate, the impulse response 
vector of the channel is h(nT) = [ho(nT), 
h2(nT). ... .hbl(nT C)] T. For simplification, the 
nT is replaced by n in future derivation. If the 
channel is time invariant, the time index of the 
taps of the channel can also be discarded. The 
average channel energy 	E[lIh(n) 11 2 ] is 
assumed to be normalized to unity. 
At the receiver, the received signal is filtered by 
a chip matched filter PRO).  Because p7(t) and 
pR(t) are Nyquist pulse, the effect of transmitter 
filter is matched by the receiver filter. The 





k- (n)d(n - i + 1) + z(n) 	(3) 
z(n) is the white Gaussian noise with power 
spectral density No which includes both the 
contribution of signals from the adjacent cells 
and the white background noise. Assuming a 
single receiver antenna, for a vector 
presentation, supposed the length of the 
equalizer is N (N<G), then the received vector 
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spanning the equalizer observation window can 
be expressed as: 
	
r(n) = [r(n), r(n-1). ... .r(n-N+1)]T 	(4) 
n denotes the chip index of the first sample in 
the vector r(n). According to (3), r(n) can be 
expressed in matrix form as the following 
equation: 
r(n) = H(n)d(n) + z(n) 	 (5) 
Where vector z(n) is [z(n), z(n-1) ..... 
z(nN+1)]T, d(n) = [d(n), d(n-1).....d(n-N-L 
+2)]T and H(n) ECNX is defined as: 
Ib(n)..h,-(n)... 	0 	... 	0 
0 • . 
H= . 	. 	 (6) 
o 	•.. 	j 
ifi. PERFORMANCE OF THE DOWNLINK 
RECEIVERS AND THEIR LENGTH 
A. Adaptive chip level equalizers 
In this section, the linear chip level equalizer, 
which minimizes the MSE between its output 
and the transmitted sequence at the chip level, is 
defined. The solution of the equalizer can be 
obtained by solving: 
wd.4 =ann4Id(n — D) — %sr(n)II 21(7) 
Where D is the decision delay. In order to obtain 
the optimal linear minimum mean square error 
(LMMSE) solution, the autocorrelation matrix 
E[rrH] and crosscorrelation vector E[rcf(n-D)] 
should be known. However, both of them are 
dependent on the chip index n and then the 
optimal solution needs to be recalculated from 
chip to chip. Due to the high computational 
complexity of the matrix inversion embedded in 
the LMMSE solution, it is burdensome to 
compute the optimal solution for every chip 
index. From assumption 1 and 2, a good 
approximation in practice is regarding the value 
of E[d(n)dH(n)] = . 2I [4]. Then the solution of 
the LMMSE channel equalizer can be written as 
[16]: 
W ch4,_op, = R'P = o(oHH 11 +oI)'Hv 0 (8) 
except 1 in the (D+1)th position. a,, 21  is the 
noise covariance matrix. 
From (8), it is obvious that the LMvISE solution 
requires estimation of the covariance matrix 
associated with the channel impulse response. 
For a time varying channel, the covariance 
matrix will change with the time. For the 
downlink of the DS-CDMA systems, the 
problem of using the adaptive filters to obtain 
the coefficients of the equalizers is that there is 
not a suitable training signal at the downlink. 
The most straightforward way to solve this 
problem is to use the CPICH signal as the 
reference signal for adaptive algorithms. The 
optimal MMSE solution for this 
scenario can be expressed as: 
W chjp_ pilot = i2 (cr 2HH'' +a2,, I)- 1   HvD (9) 
where P1 2 =A 1 2/G. The minimum MSE obtained 
by using Wchippiios S 
thip-nqJ = ddp-nin 
4(w 	-w,) 11 R(w 	-w) (10) 
=J,, 	+() -o)2 vH11RHv0 
Where Jchip-min  is the minimum MSE obtained by 
using the optimum solution Wchj1,opg defined by: 
rnin = O(1-cTvgH 11 R' chip- 	 Hv)(11) 
The value of JchipminpiI  depends on the channel 
impulse response, the SNR, the ratio between the 
power of the pilot sequence and total power of 
all the transmitted signals in the cell and the 
length of equalizer. Basing on the expression of 
the steady state MSE of the LMS algorithm 
given by [9], the steady state MSE of the chip 
level LMS equalizer with CPICH as the 
reference signal is: 
J_ 	() = J 1 +tr(R)J_, (12) 
Where it is the step size of LMS algorithm. 
Using (10) in (12), the final expression for the 
MSEis: 
thiP-LMS (oc )= J. 
P2 	(13) 
+(P -o)2vH"R 'HvD +tr(R)J, 
The second term in (13) is caused by using the 
CPICH signal instead of the signal d(n) as the 
training signal. The third term in (13), referred to 
as the estimation error is caused by the weight 
vector noise Wchiplms(fl) - Wch:ppj(og. W chjp4ms(fl) i s 
the.weight vector of the equalizer at time n using 
LMS algorithm. Substituting (11) into (13), (13) 
can be expressed by (14) at the top of the next 
From (14), if the ratio between P and o is 
fixed, increasing the length of equalizer will 
increase the value of the second term of (14). It 
Where o,j2 is the, average power of the 
transmitted chip sequences defined as 
A / G. VD is a column vector of all zeros 	page. 
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(P - ; )
2 
(o. - "chip-miii) pt()1 (1— 12 o 	 101 	- chip-min) ) 
chip-LMS (00) = chip-min + 	
+ 
 
ad 	 ad 2 
	
= P1  (2 ad' - P,2 ) + ptr(R) P 	 - 	2 	ptr(R)P 	
(14) 
T)chip-min + 	2 (0d - Pi + 
Ord 	 2 ad 	 ad 	 2 




 	chip-min) 1 
chip-AP (co) = chip-min 
+ a 	 2(2 - u)(N-2) (17) 
P(2 —P) 	pPN 	P11 o—P 	2 2 PPtr(R)P) )Jchlpmm+ 	2 (0d1'I+ = ( 	
+ 2(2 - p)(N —2) o - 	- 	 2(2 - /1) 
is not easy to decide whether the value of first 
term should be increased or reduced because 
although the value of Jchip-mui  will be reduced, the 
value of tr(R) is increased simultaneously. In 
general, the reduction of Jchip-mm  is near saturated 
if the length of equalizer is more than several 
times the length of the channel. Considering the 
convergence of the downlink receivers using the 
LMS algorithm, from (8), it can be learned that 
the converge rate of the chip level LMS 
equalizer is totally decided by the eigenvalue 
spread of the autocorrelation matrix R. It should 
be also noted that the convergence rate of the 
chip level LMS equalizer is the same 
irrespective whether the CPICH signal or the 
chip sequence of all the users is used as a 
reference signal. With the length of the equalizer 
increasing, the eigenvalue spread of R will 
increase [17]. Then the following conclusion can 
be deduced: if the length of the chip level 
equalizer using the LMS algorithm is too long, 
both the convergence rate and the MSE will be 
degraded. For R with a large eigenvalue spread, 
the convergence rate of the LMS algorithm is 
very slow. The APA is a good alternative to the 
LMS in applications where the eigenvalue 
spread is large. It can be viewed as an 
intermediate algorithm between the steepest 
gradient and least-squares methods in terms of 
computational complexity and performances. 
The AP chip level equalizer can be expressed as: 
e(n) = x(n) —A(n)wh,,(n) 	 (15) 
wd.4(n+l) =w(n)+/JA"(n)[A(n)A"(n)+1.IJn) (16) 
Where A''(n) = [r(n),r(n-1).....r(n-P+1)] and P is 
the order of the AP algorithm. x(n) = 
[s(n)bo(i)I 4G 	s(n-1)bo(i)/ 	..... 
s(n-P+1)bo(i)hJ] is a vector whose elements 
are the CPICH signal at chip level. L is the step 
size and x is a small positive constant. 
Using the expression of the steady state EMSE 
of the AP algorithm described in [18], the steady 
state MSE of the AP algorithm for the downlink 
of the DS-CDMA systems with CPICH as 
reference signal can be expressed by (17) at the 
top of this page. Comparing with (14), it can be 
learned that the MSE performance of AP is less 
sensitive to its length. However, the convergence 
rate will still be reduced with increasing 
equalizer length. 
Thus for chip level equalizers using the CPICH 
signal as a training signal, the following 
properties can be derived: 
• The solution obtained by using the CPICH 
signal as a reference signal is the same as 
the optimal solution within a multiplicative 
constant. 
• As the number of taps of the equalizer 
increases, the MSE will first decrease and 
then increase; the amount of increase of the 
MSE depends on the particular adaptive 
algorithm being used. 
B. Adaptive symbol level equalizers 
The chip level equalizers using a pilot signal as a 
training signal works under very low SINR 
condition when the system load is heavy. Under 
this scenario, the value of 0j2 is much larger than 
that of P1 2 . From (10), it can be learned that the 
performance of the chip level equalizers is 
greatly reduced under this scenario. Due to 
commutativity of convolution, the adaptive 
implementation of equalizers at the chip level 
can be replaced by the following operations: 
correlate the received chip level sequence 
with the composite spreading code obtained by 
timing the short spreading code of the pilot 
signal with the appropriate portion of the 
scrambling code over one symbol interval. 
train the coefficients of the equalizer by using 
the appropriate symbols of the pilot signal [5, 8]. 
Through these operations, the adaptive process 
can be implemented under high SINR conditions 
at the expense 
of slow update rate of the equalizer. If the 
symbol of the pilot signal is used as the training 
signal, the ith detected symbol can be expressed 
as: 
61 (i) = w m _op:Qi(i)r.rym (i) 	(18) SY 





L 	o 	•.. ;(G-(G7 	s(i4f 
where r(z) = [r(iG+D), r(iG+D-1). 
r(iG+D-N-G 2)]T  The solution of the equalizer 
can be obtained by solving: 
= al iE1jI b1 (O — w 	Q(i)'(1) 11 2] (20) 
If the channel impulse response is viewed as 
time-invariant during, the (N+L-i-G-2)th chip 
periods, 	w 01 , Q 1 (i)r5 i) equals 	to 
W$yflOPtHQ 1 (i)D(i) + Q 1 (i)Z(i) where 
Q 1 (i) takes the form of (19) but has different 
dimension. Q' 1 (i) a (N+L+G-2) D(i) = 
[d(iG+D), d(iG-i-D-1). ... .d(iG+D-N-G-L 2)]T 
and Z(n) = [z(iG+D), z(iG+D-1)..... 
z(iG+D-N-G .11)]T  The expression of the 
optimal solution of is described by (21) 
at the top of the next page. 
The calculation of the optimal solution faces the 
same trouble described in the section ifi A, i.e., 
the optimal solution depends on the particular 
symbol to be detected and will vary from symbol 
to symbol. In order to calculate the optimal 
symbol level equalizer, R,YM  and P,Y, are 
assumed to be: 
R5ym  = H[aI +(A - O) VDVg ]HH + 	
(22) 
sym =AIHvD 
The expression of w. 0,,, is: 
wjr 	
= ,[02fflH 	
-o)HvDvH" + OIfHv D 
 
By using matrix lemma [16], (23) can be 
rewritten as: 
- 	4(0 HH" +oI)HvD 
1 +(4Z_ o )vgH(o I1HH +oL)HvD 
 
The MSE between the detected CPICH symbol 
and the transmitted CPICH symbol is: 
sym-min = 2 (1— VD" ( R sym  )' HvD) (25) 
Similarly to the chip level equalizer, the MSE 
performance of both the LMS and AP algorithm 
are considered here. In order to implement the 
APA at the symbol level, A(n) and x(n) in 
(15),(16) should be changed to: 
A(i)=[Qi(i)rm(i), ... ,Q(i-P+ 1)rm(i-P+ 
1)]H 
x(i) = [b1 (i),b 1 (i-1).....b 1 (i-P+l)]" 	(26) 
The steady state MSE of LMS and AP equalizers 
at the symbol level are: 
(o) = 	+ prr(R )J33 	/ 2 
pPN 	(27) 
j)= 	
+ (2—p)(N-2) fl—flUJ2 
It can be seen from (27) that for the symbol level 
equalizers, the relation between the amount of 
MSE and the length of equalizer is the same as 
that of the chip level equalizer. 
C. SINR expression of the downlink receivers 
The signal to the interference and noise ratio at 
the output of the equalizer is a key performance 
measure of the equalizer. For a general 
communication system with normalized 
transmitted signal and normalized channel, the 
output SINR can be expressed as (1IMMSE)-1 
[15,22]. However, for the chip level equalization 
and symbol level equalization scenario, the 
procedure of despreading should be included in 
the calculating of the SINR. The SINR for the 
chip level equalizer can be expressed as: 
SINP - 
	 Eli w(n)r(n)d(n) 12 ] 
C!UP 
E[W.jp(fl)I•(fl)1 (n)w,,+(n)] - 	 .hjP (n)r(n)d* (n)jF F 
 
Where W chip can be the optimal solution WhIp.0pf 
or the solution obtained by using a particular 
adaptive algorithms. However, this equation 
only accounts for the SINR at the chip level, i.e., 
the SINR of the composite transmitted sequence 
d(n). The SINR at the symbol level is more 
crucial than that at the chip level and serves as 
an important parameter in the BER expression. 
The SINR at the symbol level can be expressed 
as: 
SINR - 
	 Eli w11Q 1(n)r,,,(n)b(n) 2 ] 
i,'" 9w 11 (n)r(n)r,,(n)Q'!(n)w}- i EIw11Q1(n)r,,,(n4(n)] 
12 
- Eliw 11Pi2 ] 
- Elw11Rw}-1.9w 11P]F 
 
(29) acts as a basic equation for calculating the 
SINR. Substituting the solution obtained by 
using different adaptive algorithms into (29), the 
SINR for different adaptive algorithms can be 
obtained. For example, substituting the optimal 
symbol level solution Wmopt into (29), the result 




1 D I 	\1D 	J 
- Sy7fl"
D 
 Sy7flJ 	syni iylfl—flUfl 
From (30), it is clearly that the SINR will 
increase with the decrease of the output MSE of 
the equaliser. Then, the performance of the 
SINR is related to the length of the equaliser 
through the MSE performance. Substituting the 
solution of the equaliser obtained at the chip 
level, similar relation between the SINR and the 
length can also be found. 
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Wsym_op: = R sym1 Psym = (IIE[Q1 (i)D(i)DH 
(i)(Q 
(i)) 11 ]H" + E(Q 1 (i)ZZ"Q j't (i)] }' HE[Q 1 D(i)b1 (i)] (21) 
IV. DYNAMIC LENGTH ADAPTIVE 
EQUALIZER 
According to [13], there exists an optimal value 
of the equalizers length which ensures the 
equalizer realizing its full MSE potential with 
the minimum number of taps. For a time varying 
channel, this optimal length will vary with time 
so an adaptive algorithm that can track the 
changes in the channel should be used. The 
adaptive algorithm which can adjust the length 
of the equalizer dynamic proposed in [12] and 
optimized in [13] is adopted for the adaptive 
receivers. Other literatures related to variable 
length equalizers can be found in [23] - [27]. 
The basic idea of the dynamic length algorithm 
is the length of the equalizer can be changed 
according to the MSE obtained by using 
equalizers with different length. In order to 
reduce the computational complexity, an 
equalizer with N taps outputs two MSE estimates 
Jo(n), J1 (n) which are obtained by using N taps 
and N-i taps, respectively. The structure of this 
equalizer is shown in Fig.1. The average MSE 
for L iterations of the two estimates can be 
evaluated using the following equation. 
Idm(fl+ 1) d(fli+ 1) 
 12 
= 	/J' Iem(n—i+1)12 	 (31) 
where d(n) is the training signal and dm (n) is 
the soft estimation of d(n) output by the 
equalizer. in = 0,1 where in = 0 means the 
equalizer uses all its N taps and m = 1 means the 
equalizer only uses N-i taps. fi is a forgetting 
factor, 0< 8< 1. The length of the equalizer can 
be adjusted basing on the following rules: 
If J0(n) <a p* J1 (n), add one tap to the equalizer 
If J0(n) >a wn *Ji (n), remove one tap from the 
equalizer where a,,p and 	are the threshold 
parameters with 0 <a :5 1 and 	~! 1. The 
aim of the algorithm is to detect the situation 
when the MSE of the equalizer with N taps 
becomes significantly smaller or larger than that 
of the equalizer with N-i taps and then adjust the 
length of the equalizer according to the result. 
When this approach is used for the downlink of 
the DS-CDMA systems, several adjustments 
should be made. Due to the low SINR at chip 
level, the gap between a, and should be 
enlarged to prevent unnecessary changes caused 
by the noise. For symbol level equalizer, the 
length of the equalizer can be adjusted every L 
symbol periods. So the value of L should be 
small otherwise the convergence rate of the 
length at the symbol level will be very slow. The 
gap between a, and is also smaller than 
that of the chip level equalizer to accelerates the 
convergence rate. The structure of the dynamic 
length chip level and symbol level equalizer are 
shown in Fig.2 and Fig.3 respectively whereas 
the dynamic length algorithms for both chip 
level and symbol level are summarized in 
routine I and II respectively. 
Routine 1 
Chip level dynamic length equalizer using APA 
Initialization 
aup =O.85,adOfl = 1.01, L=20 the value of p and 
P. 
WChjp.Ap( 0) =0 with order N. 
For n = 1,2,3 ... , do: 
2.1 Construct x(n) and A(n) 
2.2 Use (15),(16) to calculate em(n) 
2.3 If mod(nIL) = 0 
use (3 1) to calculate Jo(n) and J, (n). 
if J0(n) <a*  J1 (n) 
N=N+i; 
Wchip AP(fl) = [wChfp AP(fl) 0]T; 
else if Jo(n) 	* J1(n) 
Wchip Ap(n)=[wI(n),  w2(n).....wNI(n)]; 
where 	w1(n) is the ith item of 
Wch,J) Ap(n) (0 < i< N). 





Routine 1 can be used for chip level equalizer 
using LMS algorithm by using the value of P 
equal to 1 and using wh1s(n+l) = wchjp.u.s(n) 










Figure 1 Structure of the dynamic length 
equalizer 
Routine 2 
Symbol level dynamic length equalizer using 
APA 
1) Initialization 
aup = 0.95 , 	= 1, L= 10 the value of p and P. 
WAp(0) =0 with order N. 
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2) For i = l*G,2*G,3*G ... , do: 
2.1 Construct x(i) and A(i) according to (26) 
2.2 Use (15),(16) to calculate em(i) 
2.3 Ifmod(iiG/L)=O 
use (31) to calculate .10(i) and J1 (i). 
if Jo(i) < a,* J1(i) 
N = N+1; 
w5(i) = [ws),J,(i)T Q]T; 
else if J0(i) >a8 * Ji(n) 
Wsym,tp(i)=[Wi(i), w2(z) ..... WN4(i)}, 
where 	 the subscript of 







Similar to the chip level equalizer, routine 2 can 
be used for the symbol level equalizer using 
LMS algorithm by making P equal to 1 and 
using W3ym1(j+l) = WsymL!iiS(i) + A'1(i)e(i) 
instead of (16). However, now the A(i) is 
constructed according to (26). 
Pilot signal (chip vel) 
Figure 2 Dynamic length chip level equalizer 
Figure 3 Dynamic length symbol level equalizer 
V. NUMERICAL RESULTS 
In this section, the performance of the proposed 
dynamic length adaptive equalizers is shown and 
the analytical results are verified by simulations. 
The simulation encompasses most of the features 
of the 3GPP FDD downlink. QPSK modulation 
is considered and the chip waveform is filtered 
by a root-raised cosine filter with a roll-off 
hE 	alUat stir lad atiza l5tatats 	l0r 
thpd 	I 
—8— Shn 	r 	U alU 
-.-- SànjatOt i8 I 
—4--- 1h.o4J naUt u3irg LIM dWnthm4 




Figure 4 MSE performance of the chip level 
equalizer with different length 
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Figure 5 MSE performance of the symbol level 
equalizer with different length 










Figure 6 Convergence performance of the length 
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Figure 7 Convergence performance of the length 
of the symbol level equalizers 
factor a = 0.22. The channel profile used in 
simulation is specified in Table 1. The chip rate 
is 3.84 Mchips/s and the transmitted symbol rate 
is 384 Kb/s. The carrier freuqency is 2 0Hz. 
Walsh codes with length 32 are used as the short 
spreading codes and Gold codes are used as long 
scrambling codes. The power of the CPICH 
signal is 7 dB higher than that of each user. The 
length of the training signal is 100 symbols 
which means at the chip level, the equalizer can 
be updated 3200 times during this period. 
Fig.4 and Fig.5 show the MSE performance of 
the chip level equalizer and symbol level 
equalizer under different equalizer's length when 
the system has 15 users and the SNR is 10 dB. 
The channel impulse responses used in 
simulation are generated by using the i.i.d. 
Gaussian complex data multiplying the relative 
fading factor in the channel profile and then the 
channels have a Rayleigh envelope. It can be 
seen from Fig.4 that the simulation results of 
both the LMS and AP algorithms match the 
theoretical results obtained by using (14) and 
(17) precisely. This proves the validity of (14) 
and (17). Due to the low SINR at the chip level, 
the length of equalizer should not be too long. 
From Fig.4, it can be learned that the optimal 
length of the LMS equalizer is about 12 taps 
according to the theoretical result. For AP 
equalizer (the order of the APA is 2), 15 taps are 
enough. For symbol level equalizers (Fig.5), the 
optimal length for the LMS and AP equalizer 
with order 2 should between 15 to 18 taps 
because there are not a lot of improvement in 
MSE performance if additional taps are added. 
The theoretical results of the LMS algorithm and 
the AP algorithm are based on (27). 
The adaptive process of the length of the 
equalisers for both the chip level and symbol 
level is shown in Fig.6 and Fig.7, respectively. 
The system contains 15 users and the SNR is 10 
dB. During one symbol period, the length of the 
chip level equalizer will be updated G times 
whereas the length of the symbol level equalizer 
updates once. From Fig.6, the length of the LMS 
algorithm converges to 10 taps if its initial 
length is small whereas its length converges to 
12 taps when its initial length is large. This 
discordance is caused by the difference between 
the MSE being small when the length of the 
equaliser is near to its optimal length. Similarly, 
the length of the AP algorithm converges to 13 
taps if its initial length is small whereas its 
length converges to 15 taps when its initial 
length is large. Both are consistent with the 
optimal length illustrated by Fig.4. At the 
symbol level, the length of the LMS algorithm 
and AP algorithm can also converge close to 
their optimal length. It can be also learned from 
Fig.6 and Fig.7 that the convergence rate of the 
length of the chip level equalizer is slower than 
that of the symbol level equalizer. This is 
because at the chip level, the dynamic length 
algorithm works at a very low SINR scenario, 
which means the interference and noise will 
cause a lot of wrong updates of the length. 
Because the AP algorithm uses multiple input 
vectors to update its weigh coefficients, the low 
SINR condition at the chip level influences the 
AP algorithm greatly which causes the length 
converge rate of the AP algorithm to be slower 
than that of LMS algorithm at the chip level. 
However, at the symbol level, the length 
convergence rate of the two algorithms is almost 
the same due to the good working environment 
(high SINR scenario). 
Fig.8 shows the BER performance of the chip 
level equalizer and the symbol level equalizer 
for different number of users when the SNR is 
10 dB and the length of the training signal is 100 
symbols. The length of the fixed length equalizer 
is kept at 24 taps. The following observations 
can be learned from fig.8: 
1. For any number of users and any adaptive 
algorithm the performance of the dynamic length 
equalizer is better than that the corresponding 
fixed length equalizer. The improvement comes 
from two aspects. 1) The EMSE of the equalizer 
is reduced or the full potential of the equalizer is 
realized by adjusting the length of the equalizer 
to its optimal value. 2) The converge rate of the 
equalizer is improved by adjusting the length of 
the equalizer. This property is important for the 
case of some sparse channels where the 
equalizer can achieve its full potential with a 
length much shorter than 2 or 3 times of the 
length of the channel or even shorter than the 
length of the channel [21]. The dynamic 
proposed in this paper can adapt to this scenario 
automatically and reduce the length of the 
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equalizer. Hence a lot of improvement in the 
convergence rate can be achieved. 
The performance of both the dynamic length 
AP equalizer and the fixed length AP equalizer 
is better than that of the corresponding LMS 
equalizer at the chip level. When working under 
heavy system load scenario, the performance of 
the equalizer using LMS algorithm is even worse 
than that of the traditional RAKE receivers 
whereas the performance of AP equalizer is 
better than that of the RAKE receivers. At the 
symbol level, the performance of the dynamic 
and fixed length AP equalizer is still better that 
that of the corresponding LMS equalizer, but the 
improvement is not very noticeable. 
From this figure, it is obvious that the 
performance of the chip level equalizer is better 
than that of the symbol level equalizer for the 
light loaded system whereas the symbol level 
equalizer is suitable for heavy loaded system. 
This means the improvement can be obtained by 
selecting different despreading factor G' for 
different system load. Where G' is an integrity 
and mod(G/G) = 0. G' = 1 means the chip level 
equalizer is used whereas C = G for symbol 
level 	equalizer. In fact, 	the possible 
improvement by using C comes from that the 
parameter C providing the trade-off between the 
update rate of the equalizer and the SINR ratio 
of the working environment of the equalizer. For 
example, the chip level equalizer updates its 
coefficients per chip period but works under 
very low SINR scenario. 
The performance of the proposed downlink 
equalizers is also tested under the time varying 
channel scenario. The time varying channel is 
generated by using Jakes model [14] with the 
channel profile specified at Table 1. The speed 
of the vehicle is 20 km/h and the normalized 
fading rate fm T is 0.0001 where fm  is the 
maximum Doppler shift and T is the symbol rate. 
The evolution process of the length of the chip 
level equaliser against the time is shown in 
Fig.9. For simplicity, only the dynamic length 
LMS algorithm is shown in this figure. For the 
time varying channel scenario, the length of the 
equalizer should be changed not only according 
to the SINR level but also depending on the 
channel conditions, i.e., the dynamic length 
algorithm must have the ability to track the 
channel to some extend. In order to decide 
whether the length of the equaliser is adjusted 
properly or not, the evolution of the eigenvalue 
spread of the input signal to the equaliser is also 
included in this figure. The eigenvalue spread is 
calculated by using a fixed length equaliser 
composed of 11 taps, which is just the length of 
the channel. The eigenvalue spread can be 
viewed as an indicator of the length of the chip 
level equaliser. When a large eigenvalue spread 
occurs, the length of the chip level equaliser 
should be increased to realize its ISI suppression 
- 
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Figure 8(a) BER performance of the chip level 
and symbol level equalizer under different 
system load (LMS algorithm) 
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Figure 8(b) BER performance of the chip level 
and symbol level equalizer under different 
system load (AP algorithm) 
potential. On the other hand, for a small 
eigenvalue spread which means the spectrum of 
the channel is almost flat, the length of the chip 
level equaliser should be kept short. To 
eliminate the effect caused by the convergence 
process as much as possible, the tracking process 
after 1000th chips are displayed in Fig.9 which 
means the convergence process is almost 
finished. The initial length of the equaliser is set 
to 6. From Fig.9, it is obvious that the length of 
the equaliser is increased or decreased as the 
increase or reduction of the eigenvalue spread of 
the input signal. This indicates that the chip level 
dynamic length LMS- equaliser can track the 
variety of its optimal length. However, there is 
still some lag of the length adjustment. Fox 
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Figure 10 Length adjustment process of the 
symbol level LMS equalizer Normalized fading 
rate 0.0001 
example, the eigenvalue spread start to decrease 
about the 5000th chip in Fig.9, however, the 
length of the equaliser start to decrease its length 
after the 6000th chip. 
The length adjustment process of the symbol 
level equaliser is illustrated in Fig. 10 where the 
LMS algorithm is used as the adaptive 
algorithm. Similar to the chip level, Fig.10 
displays the adaptive process after 1000 symbols 
in order to reduce the effect of the convergence 
process as much as possible. It can be seen from 
this figure that the increase or reduction of the 
length can follow corresponding increase or 
reduction of the eigenvalue spread. Since the 
length adaptation is implemented at the symbol 
level, it increases the difficulty for a symbol 
level dynamic length equaliser to follow the 
variation in the optimal length. For example, the 
eigenvalue spread of the symbol level equaliser 
start to decrease about the 700th symbol in 
Fig 10. After the 800th symbol, the symbol level 
equaliser starts to decrease its length. The lag is 
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Figure 11 BER performance of the dynamic 
length chip level equalizer for time varying 
channel Normalized fading rate 0.0001 
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Figure 12 BER performance of the dynamic length 
symbol level equalizer for time varying channel 
Normalized fading rate 0.0001 
about 100 symbols, i.e., 3200 chips. 
Finally, the BER performance of the proposed 
downlink equalizers at the chip level and the 
symbol level under different SNR scenario are 
shown in Fig.11 and Fig.12, respectively. For 
comparison, the BER performance of the fixed 
length equaliser is also plotted where the fixed 
length equaliser contains 19 taps, a little shorter 
than double of the length of the channel. Basing 
on the two figures, the BER performance of the 
dynamic length equaliser outperforms the 
corresponding fixed length equaliser both at the 
chip and the symbol level, especially when the 
value of the SNR is large. Moreover, under the 
time varying channel scenario, the performance 
of the equalizer using the AP algorithm is better 
than that of LMS. This improvement is partially 





In this paper, two adaptive algorithms, LMS and 
APA are considered to be used for the adaptive 
receivers at the downlink of the DS-CDMA 
systems. The influence of the length of 
equalizers using those adaptive algorithms on 
their performance is analyzed and the theoretical 
expressions are given for both the chip level and 
symbol level equalizers. The validity of the 
theoretical results is verified by simulation. 
Based on the theoretical analysis, a dynamic 
length algorithm is proposed which can adjust 
the length of the chip level equalizer and the 
symbol level equalizer according to channel 
conditions and the SINR ratio. By using the 
dynamic length algorithm, both the dynamic 
length chip level equalizer and dynamic length 
symbol level equalizer using LMS and AP 
algorithm are realized and investigated. The 
simulation results show: 
The performance obtained by using APA 
algorithm is better than that obtained by using 
LMS algorithm both at the chip level and the 
symbol level. 
The performance of the dynamic length 
receivers outperforms that of corresponding 
fixed length receivers both at the chip level and 
the symbol level. 
Table 1 Channel profile 
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A Unified Approach to Dynamic Length 
Algorithms for Adaptive Linear Equalizers 
Xusheng Wei, Member, IEEE David G M Cruickshank, Member, IEEE Bernard Muigrew, 
Member, IEEE and Felip Riera-Palou 
Abstract— The number of taps is an important 
factor which affects nearly all the performance and 
complexity measures of adaptive equalizers. Recently, 
dynamic length algorithms for the adaptive finite 
impulse response (FIR) filters have attracted 
considerable attention and several methods have been 
proposed. Nevertheless, the relationship among these 
techniques is still unclear and making their 
comparison difficulty. In this paper, a unified 
explanation for these techniques is proposed which 
summarizes all proposed algorithms and provides a 
platform for their performance comparison. 
Moreover, a new type of dynamic length algorithm, 
the varying threshold dynamic length algorithm 
(VTDLA) is proposed. Simulation results show that 
the performance of the new algorithm outperforms 
that of existing algorithms. 
Index Terms— Adaptive filters, dynamic length 
algorithm, filter length, MSE, LMS 
I. INTRODUCTION 
The perforniance of FIR equalizers can be evaluated in the following key areas: 
convergence rate, computational complexity, 
tracking ability and steady-state mean square error 
(MSE). The length of the FIR filters is an important 
factor which affects all of the above aspects. For 
example, if the length of the equalizer is too long, 
both the tracking capability and the convergence 
rate may be reduced whereas the computational 
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complexity is also raised. On the other hand, lithe 
length of the equalizer is too short, its ability to 
counteract the distortion caused by the dispersive 
channel may be reduced. 
From an MSE point of view, it is well known that 
the Wiener solution is the optimal solution of the 
FIR equalizer. The minimum mean square error 
(MMSE) obtained by using the Wiener solution is a 
monotonic non-increase function of the length and 
an infinite-length equalizer would be required to 
attain the lowest MSE level. In practice, however, 
the MMSE of the Wiener solution saturates when 
the equalizer length is several times longer than the 
length of the channel. Consequently, it is not 
appropriate to use an excessively long equalizer 
since it only introduces extra complexity without a 
significant improvement of the MSE performance. 
Hence, even for the optimal Wiener solution, an 
elaborate selection of the number of taps is still 
required to balance the MSE performance, the 
complexity and implementation feasibility. In 
practice, it is common that the statistical 
information of the channel can not be known in 
advance or is time varying. In this case, adaptive 
filters are a good choice since they can adjust their 
coefficients according to the channel variations. In 
this paper, the least mean square (LMS) algorithm is 
used as the standard algorithm to be analyzed 
because of its simplicity. Due to the adaptation 
noise, the LMS-style adaptive filters always 
converge to a MSE level higher than that obtained 
by using the Wiener filter [II]. The difference 
between the steady-state MSE achieved when using 
a particular adaptive algorithm and the MMSE is 
called the excess MSE (EMSE) and its value is 
dependent on the adaptive algorithm used. For the 
LMS equalizer, the relation between the EMSE and 
the length has the shape like "U". Hence if its length 
is too long, the EMSE is a monotonic 
non-decreasing function of the length. Hence, the 
selection of the length is more important since extra 
taps will degrade the MSE performance as well as 
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increase the complexity and implementation 
difficulty. 
Traditionally, the length of the equalizer is 
presumed fixed implying that sometimes 
unnecessary complexity is introduced and 
sometimes the potential of the equalizer to combat 
the dispersive channel is not fully utilized. Initial 
work related to equalizer length adaptation was 
proposed in [I]. In this paper, the length of the 
adaptive filter using LMS algorithm is initialized 
with a small value and gradually enlarged as the 
adaptive algorithm goes to its steady state. 
However, the purpose of this method is just to 
increase the convergence rate of the adaptive filter 
and the length can not be adapted after the transient 
period. Another dynamic length algorithm using the 
time constant concept is proposed by [2] where the 
time constants are calculated in advance. However, 
this algorithm also can not decrease the length of the 
adaptive filters. In [3], the convergence behavior of 
a deficient-length LMS filter is analyzed and a 
dynamic length algorithm which can increase the 
equalizer's length is given. All these algorithms 
focus on improving the convergence rate of the 
LMS algorithm under the static channel 
environment instead of adjusting its length toward 
the optimal value. The relation between the MSE of 
the LMS algorithm and the length is analyzed in [4] 
and some rules on how to select the length are 
proposed. However, no dynamic length algorithms 
are proposed in this paper. 
In [5], the length is increased or reduced 
according to the output MSE of three adaptive 
filters with different lengths. Using three equalizers 
simultaneously greatly increases the computational 
complexity of the receiver. The segmented structure 
equalizer is firstly proposed by [6] where the 
adaptive filter is divided into several segments. The 
segment structure dynamic length algorithm 
(SG-DLA) [6] is derived based on this structure 
where the length of the adaptive filters is adjusted 
by adding or removing one segment according to 
the accumulated MSE output of the last two 
segments. In [7], the gradient descent dynamic 
length algorithm (GD-DLA) is proposed. The 
length of the equalizer is adjusted according to the 
negative gradient direction of the MSE. Another 
dynamic length algorithm, fractional length 
dynamic length algorithm (FL-DLA) is proposed by 
[8], [9] and [10]. For both the GD-DLA and 
FL-DLA, the amount of taps added or reduced from  
the equalizer is independent of the length of the 
segment so they are more flexible to implement 
compared with the SG-DLA whereas the FL-DLA 
also mitigates the fluctuation inherent in the 
dynamic length algorithms to some extent. With 
such methods in hand, an intuitive question is what 
the relation between those techniques is and how to 
compare the performance of these dynamic length 
algorithms. To answer this question, it is important 
to contrive a unified explanation for these 
techniques. In this paper, the DLA is classified into 
two categories: one is based on the ratio criteria; the 
other is based on the difference criteria. For each 
type of the DLA, a general equation is given. All the 
parameters determining the performance of the 
dynamic length algorithms are summarized and the 
difference between the techniques described earlier 
is how they utilize these parameters. However, no 
work has been done so far to analyse the influence 
of the threshold parameters, the most important 
parameter of the dynamic length algorithm. In this 
paper, the influence of the threshold parameters on 
the performance of the dynamic length algorithms is 
analysed. This paper also indicates that the validity 
of the general model used by [5], [8], [9] and [10] is 
heavily dependent on the value of the threshold 
parameters. If the value of the threshold parameter 
is not suitable, the optimal length can not be found 
by using the general model. Finally, a new type of 
dynamic length algorithms is proposed which can 
adjust the value of the threshold parameters and the 
length simultaneously. 
The rest of this paper is organized as follows: 
Section 2 gives the theoretical analysis of the. 
relation between the MSE and the equalizer length. 
In section 3, the unified explanation for the dynamic 
length algorithms is given. In section 4, the new 
dynamic length algorithm VT-DLA is proposed and 
its length convergence performance and 
computational complexity are also given. 
Simulation results are provided in section 5 and in 
section 6 the conclusions of this study are 
summarised. 
II. MSE PERFORMANCE ADAINST LENGTH 
The channel equalization scenario is shown in 
Fig. 1 where d(n) is the transmitted signal, r(n) is the 
input vector for the equalizer and v(n) represents the 
additive white Gaussian noise. y(n) and e(n) 
represent the output of the equalizer and the error 
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signal respectively. It is well known that the optimal 
Wiener solution w o of the equalizer is given by w 0 
R'p [11] where R is the autocorrelation matrix of 
r(n) and p is the crosscorrelation vector between 
r(n) and d(n). The MMSE obtained by using w0 
depends, among other factors, on the length of w 0 
The MMSE achieved using the optimal Wiener 
solution with infinite length w 0 ,, can be expressed 
as: 
MMSE. = ELI d(n - D) - 
	
w0 (i)r(i) 12]  (1) 
w0 (i) represents the ith entry of the vector w 0, 
and D represents the system delay. JmmsF  
represents the MtvISE achieved by using the Wiener 
solution with infinite length. However, this infinite 
filter is not causal and therefore not realizable. 
Based on this expression, the MMSE achieved by 
the Wiener filter with N taps is: 
w(i)r(OI2] 
i=(N-4)12+1 
(Or(O]+fl 	(1i(1) -1$N)r 1) I21 
iN-4)/2-I4 	 i=-(N-l)/2 
(2) 
JMMSE,N represents the MMSE achieved by using 
the Wiener solution with length N where N is an odd 
number for simplicity. wo,jv(i) is the ith item of the 
optimal solution wo,N with N taps. The second and 
the third terms in (2) are caused by the finite length 
of the equalizers. The fourth term is caused by the 
difference between the coefficients of w 1'0 and the 
corresponding coefficients of w ov where 
consists of the coefficients of w 0 ,, from -(N- 1)/2 to 
(N-1)12. In general, the difference between the 
coefficients wNO,. and wov is very small when N is 
sufficiently large, so the fourth term in (2) can be 
neglected. From (2), it is obvious that the value of 
JMMS&N approaches the value of JMMSE,C when 
increasing the equalizer's length. However, in order 
for the equalizer to be realisable there must be some 
constraints on its length. Intuitively, if wo,N can 
model most of the power of w 0 , i.e., woN contains 
all the taps of w 0, with significant value, the 
penalty in MSE due to the final length constraint 
will be very limited. 
The steady state MMSE of the LMS algorithm 
can be expressed as [11]: 
J,(-) = 1MMSEJq /1.J SE,NTr(R)/2 	(3) 
For the channel equalization scenario, the 
autocorrelation matrix R is Oj2HIIH+0v21  and the 
crosscorrelation matrix p is OJ2HVD provided the 
desired signal d(n) is random data with zero mean 
and variance oj2 ,.2 is the power of the white 
Gaussian noise and H is the channel impulse 
response matrix. Then (3) can be rewritten as: 
= JMMSE.W pN(o,2 	/2 (4) 
From (4), if N is increased, JmqsEy will likely be 
reduced. However, it is not easy to decide whether 
the value of second term of (4) will be increased or 
reduced because of proportional dependence of this 
term with N. The relation between the length and 
MSE performance can be better illustrated by the 
first partial derivative of the steady state MSE with 
respect to the length: 
aJN(0) - aIMMSEN 	2 	2 





1MMSE.N can be expressed as o, 2-p11R'p [1 11. 
Substituting the expression of p and R into this 
equation, JmmsEv is: 
JAW, N = o 	H11(aHH +cI) HVD} (6) 




anx{vH"(oLm' +oI)D},+,.2 )N 
(7) 
The maximum eigenvalue of the matrix 
HH(oj2Iuh! +cr 2I)'H will increase with its 
dimension [12],[13]. However, the amount of the 
increment attained decreases. This means that the 
amax { v HH(Imh' +oI) Hv) 
value of 	D 	 is 
aN 
close to 0 if the size of the dimension exceeds some 
particular value. The value of length which makes 
the value of (7) the smallest is called the optimal 
length which is represented by N0 . From No to +, 
J,x) is a monotonic non-decreasing function of N. 
When the value of N is smaller than N0, J,(co) is a 
monotonic decreasing function of N. 
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III. UNIFIED FORMULA FOR DYNAMIC 
LENGTH ALGORITHMS 
A. The Model of the DLA and the Un ified 
Formula 
Based on the above analysis, there is an optimal 
value of the length, N0 which ensures the LMS 
adaptive filter achieves the lowest attainable MSE 
with the minimum number of taps. This optimal 
length will satisfy: 
N0  (cc) JN  (cc) whereN E [1, cc] N # N0 (8) 
The validity of the definition in (8) is based on 
the existence of the global minimum of the steady 
state MSE. Due to the nonlinear relation between 
JMMSEN and the length of equalizer, it is very 
difficult to obtain this optimal value directly. 
However, it can be found using some dynamic 
length algorithms like the ones introduced in 
[5]-[10}. Before the mathematical description of the 
dynamic length algorithm is introduced, two 
sub-optimal definitions of the optimal length No are 
introduced. The first one [9] defines No as the 
smallest N satisfying: 
min{JN (cc) - N+K (cc) :5 0 for all N~! No (9) 
where is a small-predetermined positive 
constant. The basic idea of this dynamic length 
algorithm is to adjust the length of the equalizer by 
comparing the estimated MSE JN(cn) and JN+x(cc). 
However, estimating JAr(cn) and JN+X(cO) needs at 
least two equalizers with length N and N+K. To 
reduce the computational complexity, another 
sub-optimal definition for No introduced in [6], [8] 
is: 
Mint I K 	I J 	() - (cc) !~ } for all N ~! N0 (10) 
where ' is also a small positive value. As in [8], 
the superscript of JN _K  (cc) denotes the number of 
taps being used in the equalizer to estimate 
transmitted symbol whereas the subscript of 
N  (cc) represents the total number of taps of 
the equalizer. j_K (cc) is the steady state MSE 
obtained by using the first N-K taps of the equalizer 
with N taps. The meaning of J' (cc) is the same as 
J.,,(cc) in (4) which represents the MSE of the 
equalizer with Ntaps. In general, ' is slightly larger 
than 41, because .J'_K(cc)  in (10) is larger than 
J' (cc) since the coefficients of the first N-K N-K 
taps of an equalizer with N taps are not the same as 
that of the Wiener solution with N-K taps. However, 
the difference is normally not significant if the 
value of K is small with respect to N. The advantage 
of(1 0) is that it provides a method that just uses one 
equalizer to estimate the MSE obtained with N taps 
and an approximation of the MSE achieved using 
N-K taps; although it can be shown that this latter 
estimation is biased. Based on (10), the general 
architecture of the dynamic length algorithm is 
shown in Fig.2. 
The total N taps of an equalizer are split into H 
segments. Each segment has ixK taps where i (1 i 
I]) is the index of the segment. K is a fixed 
positive integer and, without loss of generality, it 
holds that HxK = N. Each segment produces an 
estimate y(n) (0 < i H) of the transmitted data 
d(n). The problem of the previously proposed 
dynamic length equalizers is that sometimes the 
optimal length can not be achieved when using 
anyone of the sub-optimal length definitions unless 
suitable constraints are set on the values of and '. 
How to select the suitable setting of these 
constraints is the core idea of the new dynamic 
length algorithm proposed in this paper. 
There are two ways to adjust the length of the 
equalizer: 
Ratio criteria: adjust length according to the 
ratio 	between the 	estimated 	j_C (cc) 
and J(cc). 
if jN (cc) /JNN_K  (cc) < a,, increase the length 
of the equalizer (0 < a 	1) 
ELSE IF J (cc) JJNK  (cc)> 	decrease 
the length of the equalizer (a 	~! 1) 
ELSE the length of the equalizer is kept constant 
Difference criteria: adjust the length according 
to the difference between ,JN _K  (cc) and J (cc). 
if JN _K  (cc) - J (cc)> fl, increase the length 
of the equalizer (f3 >0) 
ELSE IF J (cc) - JN_K (cc) >,8d..., decrease the 
length of the equalizer (fld >0) 
ELSE the length of the equalizer is kept constant 
ad .,,,, &p and fl,, are called the threshold 
parameters. 	 In 	 theory, 
both j_K (co) and J (cc) are ensemble averages 
and their values are not easy to be obtained. 
Nevertheless, 	under 	suitable 	conditions 
205 
Publications 
(ergodicity), they can be replaced by the 
accumulated MSE (AMSE) [6]. The ANISE at the 
output of the ith segment for L consecutive symbols 
(observation window) can be evaluated using the 
following equation: 
ASE1 	[fiJl Iy1(n-j+1)-d(n-i+1)12] 
jI 	 (11) 
=/31_le C(n j+1)2 
where /3 is a forgetting factor weighting the 
relative importance of recent and older samples and 
0<fl 1. Hence, if ratio criteria are used, the general 






where the function i{} returns 0 if the constraint 
inside () is satisfied and 1 otherwise. The i 
function in (12) evaluates whether a filter length 
adjustment is required whereas the sgn function 
controls the direction of this adjustment. For the 
difference criteria, the expression of the general 
formula is: 
 
The meaning of other parameters in (12) and (13) 
is listed in Table!. 
B. A Unified Expression for Existing Dynamic 
Length Algorithms 
(12) and (13) include all the parameters which 
will affect the performance of the DLA and can be 
used to explain all existing algorithms. The 
SG-DLA can be exactly expressed using (12) with 
fixed .5 a, , ad,,, /3 and S K. The GD-DLA uses 
the gradient descent method to find the optimal 
length of the equalizer and its original formulation 
is [7]: 
N(n+l) = 





The length of the equalizer is adjusted according 
to the average value of the instantaneous 
gradient a'N(,,) This instantaneous gradient can 
3N(n) 
be expressed as: 
N(n)-K ÔJJ 	(n) 	N(n) 	(n) - eN( fl)_K (n) 
2eN( fl)(n) 
M(n) = N(n) 
(e(n)) - (eN(fl)K ())2 
N(n) 
(15) 
Using e%)_K  (n) instead of 	(n) in 
(15) and substituting it into (14), the routine 
described by (14) can be rewritten as: 
LraV(n-j+1) 
(ell (n_f +1 2 	flK n j+1 2] 
JA 
(16) 
The last step in (16) is correct because the 
product of LxN(n) is a positive integer. Comparing 
(16) with (12), it is obvious that the OD-DLA is also 
a special case of (12) with fi'=l and a, = =1. 
Since a,,p  = ad,, the length adjustment is executed 
every L symbol periods. In fact, this algorithm 
implies that the value of 4' in (10) is zero whereas 
the method used in [6] assumes nonzero '. In the 
steady-state, when the value of K is sufficiently 
small, the difference between j_C (co) and 
J(x) is dominated by noise so it is no longer a 
reliable measure to adjust the length of the 
equalizer. Hence the benefit of using a nonzero 4' is 
to prevent unnecessary changes caused by the noise 
to some extent at the steady state whereas the value 
of length obtained by using the GD-DLA 
undertakes much more fluctuation, i.e., the final 
value of length is wandering around the optimal 
length. The advantage of the GD-DLA is the 
amount of the adjustment Sis not dependent on the 
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value of K. In general, 8< K which means the length 
of the equalizer can be adjusted more smoothly. 
Another advantage of the GD-DLA is its faster 
length adjustment rate during the initial period (see 
section five). 
Recently, FL-DLA was proposed partially in 
order to mitigate the fluctuation problem of the 
GD-DLA. The adaptation of the pseudo tap length 
is [10]: 
flj (fl + 1) = flj(fl) —a—y(e ())2 —(Q1,,)"(n))2 
 
where n1 (n) represents the pseudo fractional 
length at time n. a << y is a small positive constant 
acts as the leaky factor. yis also a positive constant. 
The real tap-length N(n) is adjusted according to the 
following rule: 
 
- N(n), 	otherwise 
where Sis an integer denoting the number of taps 
added or reduced for each adjustment. LxJ 
represents the floor operation of x. Assuming the 
total number of the symbols used to realize the ith 
adjustment of the length is L(i), i.e., the duration 
from the (i-1)th tap-length adjustment to the ith 
tap-length adjustment is L(i), the expression for the 
final pseudo length which causes tap-length 
adjustment can be expressed as: 
flj (n + L(i)) = flf(fl) - L(i)a- 
L(i) 	 (19) 
y{[(e 	(n—f + l))2 _K(n) _K (n - J + ))
2 
j=1 
Where i is the index of the length adjustment. The 
length adaptation constraint is: 




{((n—j+L(0)) 2 -((n—f+L(i))) 2] '' 
(20) 
The value of N(n + L(i)) equals N(n) because 
the length of the equalizer is kept constant during 
the L(i)th symbol period and the value of N(n) 
approximates that of nAn)  due to N(n) = L nj(n)i. The 




Then, the FL-DLA is a special case of( 13) with/I 
=1, fi = 	
= 6—L(z)a 
It is obvious that the 
number of symbols used to evaluate one length 
adjustment is different, i.e., the length of the 
window L(i) to calculate the ASE is time varying. 
Thus, the length of the window acts as another 
control parameter. For the fixed channel scenario, 
during the initial period, if the equalizer has N taps 
where N < N0, (20) can be satisfied in a few 
iterations and then the convergence rate of the 
length adaptation is accelerated. When the length of 
the equalizer is very near the optimal length, a lot of 
iterations will be required to meet the requirement 
of (20). This will prevent the length of the equalizer 
from unnecessary change caused by the noise 
because the longer the window, the closer the 
expectation value of the noise will be to 0. Hence 
the fluctuation problem is mitigated to some extent. 
However, the performance of this method is 
strongly dependent on the value of the leaky factor. 
If the value of the leakage factor is too large, the 
value of/1 and fl,, may become negative causing 
the algorithm to fail. 
IV. VARYING THRESHOLD DYNAMIC 
LENGTH ALGORITHM 
A. Adjustment of the Threshold Parameters 
Considering the steady state MSE of the LMS 
algorithm described in (4), when the length of the 
equalizer is larger than the optimal value N0 , JMMSE,N 
is almost the same for any value of N(N> N0). The 
difference between the steady state MSE obtained 
using different lengths is mainly influenced by the 
EMSE which is given by pN(o 2  o2)JMJfSE,N  /2. 
Consequently, Jh(x) in (3) is linearly related to N. 
The difference between J,(cn) and JN.K(')  is: 
J(x) - JN-K() =4MSEKpK(c7,2 +)J/2 
 
The ratio between J,,(co) and JNX(cn) is: 
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= 	J,N +pN(+o)JM.N/2 




The approximation in (22) and (23) holds due to 
the assumption that JWSE,N JMMSEN-K. From (22) 
and (23), the upper bound of fid., and is 
1MSEK 
4MSEK and I + 	, respectively. If the 
IN-K (co) 
values of 	and fl,, are larger than their upper 
bounds, the length of the equalizer can not be 
reduced. Setting to 1 (For example, SG-DLA) 
and fl,, ,, to 0 will satisfy the upper bound 
requirement at any time and in fact, I and 0 are the 
lower bounds for ad and f3.j,,,, respectively. 
However, the dynamic length algorithm using those 
settings will be greatly influenced by the 
"wandering" problem hence such settings should be 
avoided. 
The value of fl 	is determined by the step size, 
the power of the signal, the noise level and the value 
of K. Additionally, the value of is also related 
to the length of the equalizer. Comparing (22) and 
(23), the advantage of using the ratio criteria is the 
dependence of the upper bound of a d., on the 
summation of the power of the signal and the noise 
is reduced because the ratio between 4MSEK and 
JNK(co) is used in (23). When the power of the 
signal or the noise level are changed, the value of 
the upper bound of the ratio criteria will not change 
greatly compared to the amount of change in the 
value of the upper bound of the difference criteria. 
Moreover, from (23), it can be observed that the 
upper bound of ad decreases with the increment 
of the length so it is easy for the length of the 
equalizer to be reduced when its length is much 
larger than its optimal length. As the length changes 
form +co to N0, the value of the upper bound is 
increased so the fluctuation problem can be 
mitigated. On the other hand, the value of the upper 
bound for fl,, is independent of the number of 
taps. Due to the advantage of the ratio criteria 
described above, in the following, only this 
criterion is considered. 
The reason why the definitions of (9) and (10) are 
sub-optimal is because when the values of or 
are smaller than 4MSEK, theoretically, a value 
'
of N 
(N? N0) cannot be found which can satisfy (9) and  
(10). This means the length of the equalizers can not 
be reduced. For or whose value is larger than 
that of AMSEK, (9) and (10) ensures that the 
estimated optimal length can be found. However, 
the larger the value of or ', the larger the bias of 
the estimated optimal length is. 
Considering (4) again, when the length of the 
equalizer is much smaller than the optimal value N0, 
the value Of JMJ1SE,N  will be much smaller than that 
Of JMMSENK.  The value 4MSEK between J,(cn) and 
fNx(co) is: 
M'EK -J)-fN-K(-) - 
°)+jiK(c 02)JA•..NK 
 
The ratio between Jj (co) and JNK(x) is: 
JN(co) _JNK(co)+MEK =1+ AMSEK 
JN-K(co) 	JN_K(co) 	JNK(co) 
 
For the ratio criteria, it is obvious that the upper 
bound of a p is 1. Using this upper bound, the length 
of the equalizer will be increased whenever the 
value of the estimated MSE using N taps is less than 
that of estimated MSE using N-K taps. This will 
cause the fluctuation problem due to the existence 
of noise. The ratio J(co)/JNX(co) provides the lower 
bound of aup. If the value of a up  is smaller than this 
value, theoretically, the length of the equalizer can 
not be increased. It should also be noted that the 
value of this lower bound is not fixed but depends 
on the equalizer's length. The calculation of this 
lower bound for aup  is based on the length of the 
equalizer, the value of K, the power of the signal 
and the noise and it also requires knowledge of the 
channel impulse response. The value of the lower 
bound will increase as the length of the equalizer 
varies from 1 to N0. The reason is that when the 
length of the equalizer is much shorter than its 
optimal length, J,(co) is much smaller that JNK(X) 
which results in a small value of the lower bound of 
aup whereas if the length of the equalizer is just a 
little shorter than its optimal length, the value of 
J,,(co) is close to JNK(cID) and the value of 
obtained by using (25) is close to 1. 
Based on the above, it is apparent that the settings 
of the threshold parameters are important and 
greatly affects the performance of the dynamic 
length algorithm. However, almost all the dynamic 
length algorithms described above use fixed 
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non-optimised. Although the fractional dynamic 
length algorithm provides a time varying threshold 
if the value of the leakage factor is not zero, the 
change in the threshold is not related to the change 
in 4MSEK caused by the change in the length and 
heavily depends on the value of the leakage factor. 
In a practical implementation, the value of a,, 
can be estimated by using the ratio between 
ASEb(n) and ASE 1 (n). However, to reduce the 
computational complexity, from equation (23), the 
value of ad,, can be expressed as: 
a 	=1+ 	<1+ 	
u!C(o-+r) 
down 	2+1u(N—K) 	2+p(N—K)(cr+o) 
(26) 
It should be noted that the adjustment of the value 
of ad0 , is executed when J')/JN-K() >1. This 
condition can effectively be replaced by ASE 11(n) 
/ASE HJ(n)>1. The value of the lower bound of 
can be estimated directly by using the estimated 
ANISE, i.e., 
a,,0,(n) = ASE1,(n) IASEHJ(n) 	(27) 
where ap,,,,,e (n) represents the estimated value 
of the lower bound at time n. For the dynamic length 
algorithm, the ability to adjust the value of a p 
according to the variation of the lower bound is 
important due to the nonlinear relation between the 
steady state MSE and the length when the length of 
the equalizer is less than its optimal length. It is 
preferable that the value of an,, is large when the 
length of equalizer is much smaller that its optimal 
value since a large a p can accelerate the rate of 
increase of the length in this scenario. When the 
length approaches the optimal value, a small a,4,, is 
preferred because it can mitigate the fluctuation 
problem to some extent. Based on (27), the value of 
a(n) can be calculated by: 
a(n) = 1- Paup,iowe,(n) 	(28) 
where p is a small positive constant whose value 
is much less than I. When the value of the lower 
bound is small, the value of a(n) is close to 1 so it 
is easy for the equalizer to increase its length. When 
the value of the lower bound is large, it means the 
length of the equalizer is very close to its optimal 
length, then the value of a(n) is reduced to prevent 
the fluctuation problem. In this scenario, the 
problem is that the value of a(n) maybe less than 
the value of a,q,, e,(n). However, this will not 
degrade the performance of the DLA because its 
main task, increasing the length of the equalizer to 
its optimal value, has almost finished. Note that the 
adjustment of a, is executed only when the value of 
A j,(n) 1A 111(n) is less than 1. It should also be 
noticed that the SG-DLA and GD-DLA are special 
cases of the VT-DLA since the threshold 
parameters of these dynamic length algorithms are 
not changed with the length adaptation. 
The value of K determines the difference between 
(n) and eli  (n) . The larger the value 
of K, the larger the difference is. On the other hand, 
a large K tends to make the difference between 
(n) and 	(n) significant so it is easy 
for the DLA with fixed threshold to adjust its 
length. Consequently, the dynamic length 
algorithms with fixed thresholds should set K to a 
value that can balance the two scenarios. In 
contrast, for the VT-DLA, the value of the threshold 
can be adjusted according to the value of K, so K 
can be selected to be as small as possible. 
B. Length Convergence Performance 






Taking the expectations of both sides of (29), we 
arrive at the following equation: 




where J(co) represents the steady state 
MSE obtained by using E[N(n)] taps and E[N(n)] 
represents the mean value of the length obtained for 
different runs at time n. The value of E[adOWfl  (n)] 







E[a (n)] = 1 - 
p[J 	fl)I (cc) / JE[N(n)]K (<a)] 
 
The length of the equalizer can be reduced 
whenever 	the 	value 	of 
J(cc)/J1tK (cc) 	is 	less 	than 
I+— 	 whereas the length can 
2 + p(E[N(n)] - K) 
be 	increased 	whenever the 	value 	of 
J:icc)IJ& :_K (oo) is larger than I/(l+p). 
The length of the equalizer is kept constant, i.e., has 
already converged to the optimal length when the 
condition 
jEIN(n)J 1co 
l/(l+p)< EIN(n)1'. / < 1+ 	
uK 
JEIN()IK (cc) 	2+ ,u(E[N(n)] - K) 
is satisfied. This means that the varying threshold 
DLA will converge to within a range of (N0-l1 , 
N0+12) where the values of 11 and 12 are not less than 
K and satisfy the following constraints: 






Although the final length obtained using 
VT-DLA may not be the optimal length N0, the 
MSE performance is not degraded significantly by 
using this final length since any value within the 
range (N0-1 1 , N0-f12) is close to the optimal value 
enough. 
C. Computational Complexity 
For each iteration, the VT-DLA needs N-K extra 
multiplication operations to calculate e_K(n). 
Besides the N-K operations, two operations are 
required to obtain the square value of the error 
signal and another two operations are added due to 
the multiplication of /1. For every Lth iterations, the 
adaptation of the length, a 1, and ad requires five 
extra multiplication operations. Including the 
operations used to update the coefficients of the 
equalizers, the total computational complexity is 
3N-K+5+51L. Table II lists the computation 
complexity of the four dynamic length algorithms. 
V. NUMERIAL RESULTS 
The channel model used in the simulation is fixed 
and based on the ITU Vehicular model for urban 
environment [15]. Its parameters are shown in 
Table III. 
The simulation results of the steady-state MSE 
performance of the LMS algorithm against the 
length are shown in Fig.3. It can be seen that the 
simulation results match the theoretical results 
obtained by using (4) very well. The optimal length 
is about 9 taps and 13 taps when the SNR is I dB 
and 10 dB, respectively. 
The performance of VT-DLA is evaluated. For 
comparison, the SG-DLA, GD-DLA and FL-DLA 
are also considered. All those algorithms are based 
on the LMS algorithm. The ability of those dynamic 
length algorithms to adjust its length towards the 
optimal value is evaluated in the following two 
cases: 
the equalizer is initialized with a short length 
and increases towards the optimal length; 
the initial length of the equalizer is very large 
and is gradually reduced toward the optimal length. 
The initial number of taps is 4 for the first case 
and 40 for the second one. The SNR is 10 dB in all 
the figures (unless otherwise specified). 10,000 
symbols are used in the simulations and all the 
curves obtained are the average of 30 independent 
runs. The parameters used in simulations are listed 
in Table IV. 
Fig.4 shows the length convergence performance 
of VT-DLA and SG-DLA under different threshold 
parameters. Both algorithms converge to the 
optimal length. However, the length convergence 
performance of the SG-DLA heavily depends on 
the value of the parameters an,, and The 
increase rate of the length of the SG-DLA is close to 
that of VT-DLA when the value of a1 is 0.9. 
However, when the value of a p is 0.8, the increase 
rate of length of the SG-DLA is much slower than 
that of the VT-DLA. For the decreasing rate of the 
length of the equalizers, similar phenomenon can be 
found. It is also obviously that the length 
convergence performance of the VT-DLA is almost 
independent on the initial value of and 
The length convergence performance of 
VT-DLA is also compared with the GD-DLA. 
Obviously, both the GD-DLA and the VT-DLA can 
converge to the optimal length. According analysis 
in section III.B, the threshold parameters of the 
GD-DLA are the upper bound of aup (equals to 1) 
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and the lower bound of 	(equals to 1), 
respectively. So the length convergence 
performance of the GD-DLA is a little faster than 
that of the proposed algorithm as seen in Fig.5. 
However, the fluctuation problem of the GD-DLA 
is more severe than that of the VT-DLA especially 
when the SNR level is low. The length convergence 
performance of the GD-DLA and VT-DLA when 
the SNR is 1 dB is shown in Fig.6. It is clear that the 
GD-DLA exhibits more of a fluctuation problem. 
Notice also that in low SNR level the final length 
achieved when using the GD-DLA is a little larger 
than the optimal length (from Fig.3, the optimal 
length is about 9 taps). 
Fig.7 shows the length convergence performance 
of the VT-DLA and the FL-DLA. It can be seen that 
the length convergence of the FL-DLA is heavily 
dependent on the value of the leakage factor. The 
larger the value of the leakage factor is, the smaller 
the value of the final length achieved. Additionally, 
independently of the value of the leakage factor, the 
fluctuation problem of the FL-DLA is always worse 
than that of the VT-DLA. The value of the leakage 
factor also greatly influences the length 
convergence rate of the FL-DLA. The smaller the 
value of the leakage factor, the slower the length 
convergence rate is. For case two, the length 
convergence rate of the FL-DLA is slower than that 
of the VT-DLA if they converge to the same 
steady-state length. 
The influence of the value K on the performance 
of dynamic length algorithms is also considered. A 
small K implies the final length of the dynamic 
length equalizers will be closer to the theoretical 
optimal length compared to the final length 
obtained with a large K. However, small K will 
cause a lot of incorrect length adjustment. In order 
to make the performance of different algorithms 
distinguishable, the SNR is set to 1 dB in the 
following simulations. The simulation results for K 
=1 are shown in Fig.8. Noticeably, all different 
dynamic length algorithms converge to a different 
length. Comparing with Fig.3, it can be found that 
the result obtained by using VT-DLA is the closest 
to the optimal length, i.e., about 9 taps. The final 
length of the GD-DLA is a little larger than that of 
the optimal length. The SG-DLA and FL-DLA 
converge to a value well below the optimal length. 
Additionally, only the VT-DLA and the GD-DLA 
have the ability to converge to the same value from 
both directions (note that GD-DLA still  
overestimated the length). 
Simulation results when K = 3 are shown in 
Fig.9. Compared with Fig.8, the number of 
iterations to achieve the optimal length for all the 
dynamic length algorithms is reduced. However, 
none of the algorithm exactly converges to the 
optimal value implying that a large K is not 
appropriate in low SNRS. When the value of K is 
small, and based on the former simulation results, 
only the VT-DLA has the ability to simultaneously 
achieve the following requirements: 
l.converge to right length under different SNR 
scenario 
2.good length convergence performance 
Finally, the influence of the value of p in the 
performance of the VT-DLA is considered. If the 
initial value of the equalizer's length is small and 
the length of the equalizer is increased gradually, 
according to (27), the value of aup,, er(cI) is close to 
I. Hence the final value of a(co) in the steady state 
is 1- p.  Two length adaptations are shown in 
Fig.10 where the value of p is 0.1 and 0.01 
respectively. It can be seen that when the value of p 
is much less that 1, the value of p hardly influences 
the VT-DLA performance. The length convergence 
rate when p is 0.01 is slightly faster than for p=O.l 
but the fluctuation problem is more noticeable. 
VI. CONCLUSIONS 
In this paper, the relation between the MSE of the 
LMS algorithm and the length of the equalizer is 
analysed. The concept of the optimal length is stated 
and two sub-optimal definitions for the length of the 
equaliser are explained. Two criteria, the ratio 
criteria and the difference criteria are given which 
can be used to adjust the length of the equalizer 
toward the optimal value. For each criterion, a 
unified formula which contains all the parameters of 
a generic dynamic length algorithm is proposed. It 
is shown that all the previously proposed variable 
length algorithms (SG-DLA, GD-DLA and 
FL-DLA) can be expressed by the unified formula. 
A new dynamic length algorithm, VT-DLA is 
proposed in this paper which generalizes and 
improves the SG-DLA and GD-DLA. Performance 
comparisons of the four dynamic length algorithms 
are provided and the simulation results show that 
the newly proposed algorithm (VT-DLA) 
outperforms the other previously proposed 
techniques in a wide range of scenarios. 
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It should also be noticed that the proposed 
algorithm is not limited to the basic LMS algorithm. 
Since its threshold parameters can be adjusted with 
the length adaptation, it is also suitable to other 
LMS-type techniques provided that their 
corresponding EMSE is a monotonic non-decrease 
function with the length. Typical algorithms are the 
NLMS (normalized LMS) algorithm, LMF (least 
mean fourth) algorithm and LMMN (least mean 
mixed norm) algorithm [14]. 
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TABLE I 
SUMMARY OF THE PARAMETERS IN DYNAMIC 
LENGTH ALGORITHMS 
Parameters Meaning 
L Size of the observation window 
K 
The difference of taps between two 
consecutive segment 
Forgetting factor 
The number of taps added or reduced 
05 for each adjustment 
Ratio a, Threshold for length increment 
ca.5,,.,, Threshold for length reduction criteria 
Differenc aw  Threshold for length increment 
(a4,,.,, Threshold for length reduction e critena 
TABLE II 
THE COMPUTATIONAL COMPLEIXTY OF THE 
DYNAMIC LENGTH ALGORITHMS 







Delay OT IT 3T 4T 77' lOT 
Mean 0 dB -1 dB -9 dB 




SG-DLA GD-DLA FL-DLA VT-DLA 
L 20 20 - 20 
K 2,1,3 2,1,3 2,1,3 2,1,3 
0.99 I 1 0.99 
=K =K 
0.8/0.9 - - 0.8/0.9 
a,,,,,.,, 1.02/1.01 -  1.02/1.01 
- - - 0.05 
a - - 0.01/0.05 - 
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Abstract 
The number of taps is an important factor which affects nearly all the performance 
and complexity measures of adaptive equalizers. Recently, dynamic length 
algorithms for the adaptive finite impulse response (FIR) filters have attracted 
considerable attention and several methods have been proposed. Nevertheless, all of 
those algorithms are derived and evaluated with the assumption that the transmission 
channel is time invariant. However, in general the channel between the transmitter 
and the receiver is time varying and adaptive filters should have the ability to trace 
the variation of the channel. This tracking ability and the MSE performance of the 
LMS style equalizers will heavily depend on their length. Hence, designing dynamic 
length algorithms suitable for time varying channel is crucial. In this paper, a new 
type of dynamic length adaptive filters is proposed. The simulation results show that 
the new algorithm can adjust the length of the adaptive filters according to the 
variation of the channel and achieve better MSE performance. 
Key words: Time varying channel, length, dynamic length algorithm, MSE, LMS 
I INTRODUCTION 
The dynamic length algorithms for the LMS style equalizers have attracted 
considerable attention recently. It is indicated by a lot of literatures [2], [5] that the 
optimal length exists for the LMS equalizer under the fixed channel environment if 
the MSE is used as the cost function. When the length of the LMS equalizer is larger 
than this optimal value, the reduction of the MSE is trivial or the MSE even increases 
with increasing the length. Different approaches trying to detect this optimal length 
are proposed. 
Initial work related to the adaptation of the equalizer length was proposed in [1]. In 
this paper, the length of the adaptive filter using LMS algorithm is initialized with a 
small value and gradually enlarged as the adaptive algorithm goes to its steady state. 
However, the purpose of this method is just to increase the convergence rate of the 
adaptive filter and the length can not be reduced. The segment structure equalizer is 
firstly proposed by [3] where the adaptive filter is divided into several segments. The 
SG-DLA (segment structure dynamic length algorithm) [3] is derived basing on this 
structure where the length of the adaptive filters is adjusted by adding or removing 
one segment according to the accumulated MSE output by the last two segments. It 
provides a simple way to adjust the length of the equalizer. Basing on the segment 
structure, some other sophisticated dynamic length algorithms are derived. In [4], 
GD-DLA (gradient descent dynamic length algorithm) is proposed. The length of the 
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equalizer is adjusted according to the negative gradient direction of the MSE. This 
method is showed to be equivalent to SG-DLA by [15] provided the value of the 
threshold parameters used by the SG-DLA is the same to that of GD-DLA. The 
benefit of the GD-DLA is that the amount of the taps added or reduced from the 
equalizer is independent on the length of the segment so its implementation is more 
flexible comparing with that of the SG-DLA. Another dynamic length algorithm so 
called FL-DLA (fractional length dynamic length algorithm) is proposed by [5]. Its 
length adjustment is also independent on the length of the segment. Additionally, it 
mitigates the fluctuation inherent in the dynamic length algorithms to some extent. 
One dynamic length algorithm which does not use the segment structure is proposed 
by [6]. The benefit of this algorithm is the adjustment of the length is performed 
according to the MSE of the equalizers with different length, not according to the 
MSE outputted by the different segments in one equalizer. However, the MSE used 
to control the length adjustment is obtained by different time period and the 
algorithm assumes the system environment is not changed greatly during different 
time period. Hence this algorithm will undergo considerable performance 
degradation under a fast time varying channel scenario. In [15], the parameters which 
affect the performance of the dynamic length algorithm is summarized and it shows 
that the value of the threshold parameters greatly influences the performance of the 
dynamic length equalizer. The VT-DLA (varying threshold dynamic length algorithm) 
is proposed whose performance is better than that of the other algorithms. 
However, all these algorithms assume the channel is time invariant and this 
assumption limits their application in practice environment. Under the time varying 
channel environment, the optimal length of the equalizers is also time varying. Thus, 
it is important for the dynamic length algorithm to have the ability to track changes 
in the channel, i.e., not only converge to the optimal length but also can track the 
variation of the optimal length. In this paper, firstly it shows that the relation between 
the MSE and equalizer's length under the time varying channel is similar to that 
under the fixed channel. Basing on this, the VT-DLA proposed by [15] is revised and 
made suitable for the time varying channel environment. The simulation results show 
the new proposed algorithm can converge to the optimal length and track the change 
of the optimal length simultaneously. 
The rest of this paper is organized as follows: Section 2 gives the theoretical analysis 
of the relation between the MSE and the equalizer length under the time varying 
channel scenario and also analyses the influence of the adaptive filter's length on its 
tracking ability. In section 3, the new dynamic length algorithm for time varying 
channel is given. In section 4, practice implementation issues are discussed and the 
proposed algorithm is also extended to the other LMS style adaptive algorithms. 
Simulation results are provided in section 5 and the conclusions of this paper are 
summarised in section 6. 
II MSE AGAINST LENGTH UNDER TIME VARYING CHANNEL SCENARIO 
The channel equalization scenario is considered in this paper and its system model is 
shown in . The notations introduced in Figure 1 are defined as follows: 
218 
Publications 
d(n) I Channel I 	r(n)I 
I >1 	h(n) 	Equalizer 
v(n) e(n) 
Figure 1 System model of the channel equalization 
d(n): random binary source data with zero mean and variance o? = 1 
v(n): white Gaussian noise with zero mean and variance 
r(n): the input signal to the equalizer 
e(n): the error signal 
h(n): the impulse response vector of the channel 
y(n): the output of the equalizer 
Following assumptions are used in this paper: 
Assumption 1 Normalized channel coefficients, i.e., j h, 	I. Where h,{n) is the 
ith element of h(n) at time n. This is realistic with the fast power control. 
Assumption 2 The desired signal d(n) is generated by a linear model which can be 
described as: 
d(n) =w'(n)r(n)+e(n) 	 (1) 
where W(n) is the optimal solution (the Wiener solution) for the equalizer at time n. 
eo(n) is the minimum estimation error generated by using the Wiener solution. eo(n) 
can be assumed to be a white Gaussian noise with zero mean and variance  UO 
Assumption 3 The error signal eo(n),  the noise signal v(n) and the input signal u(n) 
are assumed to be independent [7]. 
For the analysis of the time varying channel, in order to simplify matters, the first 
order Markov model is always used to describe the evolution of the channel. The 
expression of the impulse response of the channel is: 
h(n+1) =fh(n) + q(n) 	 (2) 
This model is used commonly in the literature [7], [8] and [9] to carry out the 
performance analysis of adaptive algorithms under time varying channel. f! ~ 1 is a 
scalar accounting for the Doppler shift experienced by the receiver, for example f= 
exp(-2rj4t) is used by [10]. For the static channel,f 1. The faster the variety of the 
channel, the smaller the value of f is. q(n) is a complex valued white Gaussian 
random disturbance vector ,whose variance is 2•  Two assumptions about q(n) are: 
Assumption 4 The disturbance vector q(n), the input vector r(n) and the desired 
signal d(n) are mutually independent. 
Assumption 5 The value of o2  is related to the value off, for example, in this paper, 
Uq 
2 Vi - f 2  [12] is used. The advantage of using this relation is the average power 
of norm of h(n) is independent off. When f= 0, each entry of h(n) is a zero mean 
Gaussian random variable with variance 1. 
For the channel equalization scenario, although the iterative rule for the channel is 
known, it is still difficult to derive an iterative description of the Wiener solution. A 
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simple assumption used by [8] and [I I] is: 
Assumption 6 The iteration rule of the Wiener solution is same to that of the channel, 
wo(n+1) =fwo(n) + 0(n) 	 (3) 
where o(n) is also a white Gaussian. random disturbance vector with variance 
Uq 
The tracking ability of the adaptive filters is strongly related to its length. To 
illustrate this relation, considering a block of data with length M, the tap weight 
vector for this block of bit intervals is calculated according to: 
w=argminId(m)-w 11 r(m) 2 =R
-1-  
P 	 (4) 
where R is the average autocorrelation matrix and P is the average 
crosscorrelation matrix, respectively, given by 
M I M 
R =__r(m)rh1(m)  and P =__d*(m)r(m) 	(5) 
M m=1 	 M m=1 
It should be noted that the solution obtained by using LMS style adaptive algorithms 
basing on the MSE criteria would be very close to the solution of (5). If the length M 
is so large that the fading processes can go through many cycles during the 
observation window, i.e., MJ'DT  >>1, wherefD is the Doppler frequency and T is the 
symbol period, the value of the crosscorrelation P in (4) will be zero for the time 
varying channel with Rayleigh distribution. On the other hand, if the value of M is 
small enough, the fading processes can be essentially assumed to be unchanged 
during the observation window and the solutions of R and P are time invariant 
during this period. Then, the selection of M is heavily limited by the fading rate of 
the channel. Assuming M is properly selected that makes the coefficients of the 
channel is time invariant during the observation window, the solution of P can be 
written as: 
= I d 	1 (m)r(m) = d(m)[H(m)d(m) + z(m)] 
Mmi 	
(6) 
_Hd(m)d*(m) +_ z(m)d*(m) 
And the theoretical result of P is OHVD  where VD is a column vector of all zeros 
except 1 in the Dth position. Here, the time index of H is discarded since it is time 
invariant. It is preferable that the result of crosscorrelation between d(m) and c!(m) 
equals to VD.  However, for a channel with large fading rate, the value of M is small so 
there is not enough data in the observation window to make the average value of the 
summation equal to VD.  Additionally, the value of the second term in (6) is not zero 
although the value of its expectation is zero. The larger the channel's fading rate, the 
larger the value of the difference is. Considering the effect caused by the length of 
the equalizer, it is obvious that the difference between OHV D and solution obtained 
by using (6) is enlarged if more taps are used by the equalizer. This means the 
equalizer with long length will suffer more performance degradation under the time 
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varying channel scenario. 
Basing on (2) and (3), the expression of the steady state MSE of the LMS algorithm 
under the time varying channel scenario is [19]: 
Jjv() JMMSE,N + PJMMsE,Wtr(R)12 +Na,21(2p) 	 (7) 
Where JN(x) denotes the steady state MSE of an LMS equalizer with length N 
whereas JMMSE,N represents the MMSE (minimum MSE) achieved by using the 
Wiener solution with length N. tr(R) can also be expressed as N(crd2 +o,2).  J (7) 
JMMSE,N is a monotonic decrease function of the length and the third term is a 
monotonic increase function of the length. It is not easy to decide whether the value 
of second term of (7) will be increased or reduced because of proportional 
dependence of this term with N and JMMSE,N simultaneously. However, the reduction 
Of JMMSE,N  saturates when the equalizer length is several times longer than the length 
of the channel. Hence the second term of (7) will also increase with the length when 
the length of equalizer is long enough. The minimum length which can minimize the 
value of Jjv(co) is called the optimal length of the equalizer. This optimal value will 
satisfy: 
JN0 (c0):~ JN() whereN c[1,co]N #N0 	 (8) 
Where No represents the value of the optimal length. Some definitions of the 
sub-optimal length are introduced in [3], [5], [6], [15]. 
III DYNAMIC LENGTH ALGORITHM FOR THE TIME VARYING CHANNEL 
The proposed dynamic length algorithm is basing on the segment structure equalizer 





Figure 2 The model of the segment structure equalizer 
The equalizer is split into H segments and each segment consists of ixK taps where 
i(1 i II) is the index of the segment. K is a fixed positive integer and represents 
the difference of taps between two consecutive segments. Without loss of generality, 
it holds that HxK = N. Each segment can produce an estimate y"HJ<(n)  (0 < i I]) of 
the transmitted data d(n) and corresponding error signal hJCj<(fl)  The superscript of 
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yiKHn) represents the number of taps being used in the equalizer to estimate the 
desired signal whereas the subscript of yKHK(n)  represents the total number of taps of 
the equalizer. The key benefit of the structure is that ylHJ(n)  can be viewed as the 
estimation of the desired signal obtained by using an equalizer with ixK taps if the 
value of i and H is close enough and the value of K is small. 
Due to the non-linear relation between JMMSE,N  and the length of equalizer, it is very 
difficult to obtain the optimal value directly through (8). However, the optimal length 
can be approached by adjusting the length of the equalizer according to the 
comparison result between the steady state MSE of different segments. Two 
comparison methods are available [15]. In this paper, the ratio criteria is used and its 
procedure is: 
If JN (cc)/JNNK (cc)< 	increase the length of the equalizer (0 <a < 1) 
ELSE IF jN 	/ JN _K (cc)> &down, decrease the length of the equalizer (ad0? 
1) 
ELSE the length of the equalizer is kept constant 
The meaning of the superscript and subscript of J (cc) is the same as that of 
yiKHn) a up and &down are called as the threshold parameters. In practice, since 
both j_K (co) and 4 (cc) are ensemble averages and their values are not easy to be 
obtained, accumulated MSE (AMSE) is used to replace them [3]. The AMSE at the 
output of the ith segment for L consecutive symbols (observation window) can be 
evaluated using the following equation: 
ASE1 	[/3JI Iy(flj+1)d(J+1)I 2]flJ 1d( (J+1)2 	(9) 
Where fi is a forgetting factor, 0</I s 1. Combing (9) and the ratio criteria, the 
expression of the length adaptation process of the equalizer is: 
N(n + 1) = N(n) - 5x 	~ [flJI (e (n—f ± 1))2]/[/Y-1 (er(n - f + 1))] :~ a} 
L 	 (10) 
(n—f + 1))2 - (e:?_K(n —j + ))2] } 
j=1 
Where (5 represents the amount of taps added or removed during one length 
adjustment. The A{} function returns 0 if the constraint inside {} is satisfied and I 
otherwise. It evaluates whether a filter length adjustment is required whereas the sgn 
function controls the direction of this adjustment. In practice, lower and upper bound 
of the length of the equalizer can be set in order to limit the length of the equalizer 
within a reasonable range. It is shown in [15] that the length convergence 
performance of the dynamic length algorithm basing on (10) is heavily dependent on 
the value of aup  and ado. In more detail, the length increment and reduction rely on 
the value of a up and ad 0, respectively. 
When the length of the equalizer is less than its optimal value. The ratio of 
4 (cc) / j (cc) is less than I hence the upper bound of a up  is 1. Using this upper 
bound, the length of the equalizer will be increased whenever the value of the 
estimated MSE using N taps is less than that of estimated MSE using N-K taps. This. 
will cause the fluctuation problem due to the existence of noise. The ratio 
Jzv(c')/JNx(c) provides the lower bound of a up. If the value of a up is smaller than this 
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value, theoretically, the length of the equalizer can not be increased. The value of this 
lower bound is dependent on the equalizer's length and will increase as the length of 
the equalizer varies from 1 to N0. The reason is that when the length of the equalizer 
is much shorter than its optimal length, Jj(ct) is much smaller that JN-K(c')  which 
results in a small value of the lower bound of a up  whereas if the length of the 
equalizer is just a little shorter than its optimal length, the value of JN(cO) is close to 
JN-K('°) and the value of a up  is close to 1. Hence it is desirable that the value of a up  is 
large when the length of equalizer is much smaller that its optimal value since a large 
aup can accelerate the rate of increase of the length in this scenario. When the length 
approaches the optimal value, a small a up is preferred because it can mitigate the 
fluctuation problem to some extent. It is preferable the value of a up  can be adjusted 
according to the equalizer's length and it can be realized by 
a(n) = 1- pASE11(n) /ASEHJ(n) 	 (11) 
Where p is a small positive constant whose value is much less than 1. The adjustment 
of aup happens when the value of ASEH(n) /ASEHJ(n) is less than 1, i.e., the current 
length of the equalizer is less than its optimal value. The adjustment of aup depends 
on the channel impulse response through the ratio between ASEJJ(n)/ASEH..J(n) which 
indicates how far the length of the equalizer away from its optimal value. Hence (11) 
is applicable for a time varying channel scenario. The advantage of using a varying 
a q, is: 
When the optimal length of the equalizer is suddenly increased due to the change 
of the channel impulse response and the current length of the equalizer is smaller 
than the old optimal length, then the current length of the equalizer is much 
smaller than the new optimal length and the value of aup  can be reduced 
immediately. 
Conversely, when the optimal length is reduced and the current length of the 
equalizer is smaller than the old optimal length, if the current length of the 
equalizer is still less than the new optimal length, the value of aup  can be 
increased immediately. 
When the length of the equalizer is larger than its optimal value N0, from (7), JMMSE,N 
obtained is almost the same for any value of N (N> No). The difference between the 
steady state MSE obtained by using equalizer with different lengths is mainly 
decided by the EMSE whose value is 1.tJMKSE,Ntr(R)12 + No,2/(21u). Hence the relation 
between the .JN(co) and N is a linear function under this scenario. The upper bound of 
ad,,,,, is determined by J )/.JN4c.o) (N-K> No) and its value is: 
adown 	
AW,N +ulV(a +o)J N /2+Na/(2p) 
	
IN-K (cx) Mi4E,N-K + p(N— 1)(o-d2 + o )MM5E,N-K'2  + (N— 1)c,', /(2p) 	 (12) 
- 	
?(o °)ME,N-K  +O 	 1 	
1 	
1 
2 NK+p2 (N — K+)JNK+(N— K)a 	7 N—K N—K 
Where y is a small positive constant whose value is much less than 1. The first 
approximation holds provided JMMSEN& JMMSE,N-K. From (12), the value of ad0 only 
depends on the length of the equalizer and the value of K. When the length of the 
equalizer is much larger than its optimal value, the value of ad,, is small which 
makes the length reduction easily. On the other hand, when the length of the 
equalizer is just slight larger than its optimal value, the value of ad,,,,, is large which 
will prevent unnecessary length adjustment caused by the noise, i.e., reduce the 
fluctuation inherent in the dynamic length algorithm to some extent. 
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Other parameters, which will strongly affect the performance of the dynamic length 
algorithm under the time varying channel scenario, are K, L and J. There is not a 
strict limitation on the length of the observation window for the fixed channel. 
However, for the time varying channel, the length of the observation window should 
be small due to the requirement to track the channel. Assuming the symbol period of 
the transmitted signal is T, the upper bound of the length of the observation window 
is L' T0/T where T0 is the coherent time of the channel. For the fixed channel, there is 
also no strict requirement on the value of K. However, for the time varying channel, 
there exists strict limitation about the selection of K. This is illustrated in Figure 3 
where the channel impulse response changes from h 1 to h2 where the optimal length 
for h1 is a2 and the optimal length for h2 is b1, respectively. If the value of K is large, 
for example, N = a1 and N-K = a3, the length of the equalizer will still be increased 
when the channel impulse response changes from h 1 to h2. Under this circumstance, 
the DLA can not converge to the optimal length of the channel. To prevent this 
circumstance from happening, it is important to set the value of K to 1. 6 the 
increment or the reduction of the taps for once adjustment is also set to 1 because a 
large value of 8 does not ensure the fast convergence rate of the length. Since the 







Number of taps 	 00 
Figure 3 The change of the optimal length for a time varying channel 
IV DYNAMIC LENGTH ALGORITHM FOR THE NLMS AND AP ALGORITHM 
Till now, almost all the dynamic length algorithms for the fixed channel environment 
[3-5], [15] are basing on the LMS algorithm due to its simple structure. However, it 
is well known that the convergence rate of the LMS algorithm depends on the 
eigenvalue spread of the autocorrelation matrix R and provides a poor convergence 
performance when the eigenvalue spread is large. A lot of algorithms which try to 
improve the convergence rate have been proposed [7], typical algorithms among 
them are the NLMS algorithm and AP algorithm. An intuitive question is whether the 
dynamic length algorithm basing on (10) is suitable to these algorithms. 
To answer this question, two relations should be explored. The first one is the 
relation between JMMSE,N  and the equalizer's length and the second is the relation 
between the EMSE and the equalizer's length. When the length of two equalizers 
(their length is different) is much less than the optimal value, the difference between 
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the MSE obtained by them is dominated by JMMSE,N.  Since JMMSE,N  is a monotonic 
decrease function of the length, with suitable K and aup,  the 
condition jNN (oo) / jr_K (co) < a,,p can be satisfied and the length of the equalizer can be 
increased. When the value length of two equalizers (their length is different) is much 
longer than the optimal value, the difference between the MSE obtained by them is 
dominated by the EMSE. Under this scenario, if the EMSE is a monotonic increase 
function of the length, the length reduction can be realized through (10). However, if 
the EMSE is independent on the length, for example, the RLS algorithm under fixed 
channel environment, the difference between J(-o) and J_K(co)  is trivial and 
the value of ad should be set to 1 in order to make the length reducible. Under this 
scenario, the length reduction is driven by the noise and the length reduction should 
be a long time process. 
The steady state MSE of the NLMS (normalized LMS) algorithm under the time 
varying channel can be expressed as [16]: 
N (co)= 
JMWSE,N + PMMSE,N E(—-)tr(R) + Ntr(R)cr 	
(14) 
2-p 	r 	p(2- du) 
where r 11r(n)II means r has the same distribution with the norm of the input vector 
[17]. If the kurtosis of the input signal is assumed to be a Gaussian distribution, the 
value of E(--) is 1 
pNJsENNtr(R)o 
	
JN(co)=JSE.N + (2-p)(N2) + 	
(15) 
 
Due to the similarity between (7) and (15), the dynamic length implementation of the 
NLMS algorithm under the time varying channel can also utilize the structure shown 
in Figure 2. The adjustment of a up  is basing on (11). The ad,,,, of the dynamic length 













_ ___ 	_____ 
N-1@) p(N - 1)J N_l  + (N-1)tr(R)o 	(N-i) (N-i) 
MME,N-I + (2-p)(N-1-2) 	p(2-p) 
The NLMS algorithm is just a special case of the AP (affine projection) algorithm 
which utilizes multiple input vectors to accelerate the convergence rate. The number 
of input vectors being used is called the order of the AP algorithm. The derivation of 
its steady state MSE is listed in Appendix 1 and the result is: 
N (cc) ASE,N + pPNJsE,N E(--)(ci +a2 
	Ntr(R)cr2 
)+ (17) 
2-pP 	r 	 pP(2-pP) 
Where P is the value of the order of the AP algorithm. Similar to the NLMS 
algorithm, the adjustment of a up  of the dynamic length AP algorithm is basing on (11) 
and the ad,, is: 
(o +o)(N-2) 
i-ience I1) canoe rewritten as: 
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/.zPNJN + Ntr(R)o 
= a,10,.,, JN(.) 
- 	(2-1uPXN-2) 4uP(2—Alp) 	1+ 	
1 	
1+ 	(18) - 
IN-I (co) uP(N— l)J.N + (N- 1)lr(R)o (N—i) (N—i) 
M'A,N-I + (2-.uPXN-3) 	4UP(2-zuP) 
V NUMERICAL RESULTS 
In this section, simulation results are provided to support the conclusions derived in 
the former chapters. The channel profile used in the simulation is basing on the ITU 
Vehicular model for urban environment [20]. Its parameters are shown in Table 1. 
The step size of the LMS, NLMS and AP algorithm are small enough to ensure the 
stability of these algorithms. For the simulation under time varying scenario, Jakes' 
model [21] is used to generate the time varying channel. However, the equation of 
the steady state MSE of the LMS algorithm is driven basing on (2) and (3). Hence it 
is important to check the accuracy of (2) and (3). In simulation, the value off equals 
to exp(-2irf,4t) and the value of the o,2  is set to 1f2.  The carrier frequency is 2 GHz 
and the sampling rate is 3.84 M samples/s. The autocorrelation of one tap of the 
channel for three different Doppler frequency (40 Hz, 150 Hz and 300 Hz) is 
calculated. Ten thousand samples are used in simulation and the autocorrelation 
function is calculated basing on the first tap of the channel. Figure 4 shows the 
autocorrelation of the channel generated by using the first order Markov model and 
the Jakes' model. It can be seen that the second order statistical property of the 
channel generated by using the two different models are quite similar. 
Table 1 Channel profile 
Delay 07' IT 3T 4T 7T lOT 
Mean power 0 dB -1 dB -9 dB -10 dB -15 dB -20 dB 
dut0000elahot, property of Ore Markov model 
- 000lder frequency 40 Ft 
Doppler frequency 150 Hz 
- - - Doppler frequrercy 330 Hz 
The value of the sf401 010 
Arztuent,efatiO.1 properly of the Jakes' model 





-05 	 0 	 0.5 
The value of the 0140 010 
0 
I 
Figure 4 Comparison of the autocorrelation function generated by using the first 
Markov model and Jakes' model 
(3) describes the dynamic behaviour of the optimal equalizer caused by the time 
varying channel. It is equivalent to saying that large changes in the channel will 
cause large changed in the optimum equalizer and small channel changes will barely 
perturb the optimum setting of the equalizers. However, this model can just give a 
coarse description of the dynamic behaviour of the equalizers. The degree of 
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accuracy of this model is dependent on the spectrum properties of the channel. The 
reason is that the spectrum properties of the channel will determine the eigenvalue 
spread of the autocorrelation matrix. Considering the Wiener solution Rw = p, 
according to [7], a matrix will be ill-conditioned if its eigenvalue spread is large 
which means small perturbations to R will lead to a completely different solution 
with respect to the solution before the perturbation. The degree of accuracy of this 
model is also dependent on the length of the equalizer and the SNR. With the length 
of the equalizer increasing, the degree of accuracy will reduce since the eigenvalue 
spread of the autocorrelation will increase with the increment of the length. On the 
other hand, the existence of the noise prevents the matrix from being ill-conditioned 
to some extent so this model is more suitable for the low SNR scenario than the high 
SNR scenario. 
The validity of this model is justified by Figure 5. The left side of Figure 5 shows 
this model provides accurate descriptions for relation of the variations between the 
channel and equalizer under low SNR scenario. However, the right side of Figure 5 
illustrate a situation where (3) holds only in a loose way. Notice that the little 
changes in the channel cause larger variations in the optimum equalizer, however 
those variations are still within an order of magnitude of the channel variations. 
10to,rçene boteew, the añalon of the chaon& wd eqoofteor 	 ,oto.q00000n between the vanaloe of the doa000l and oqoofoor 
cha,vrolvonatjon 
Northe,oI the dtherenl theooel roafoab000 SNR I dB 	 Nwnberofthadifererod—eiraalizatione SNR 10dB 
Figure 5 Comparison of the value of cy 02 and aq2 under different SNR scenario 
Doppler frequency 300 Hz 
An important result achieved in this paper is the value of ad,,,,, of the LMS, NLMS and 
AP algorithm is just related to the length of the equalizer and less than 1+11(N-1) under 
time varying scenario. This conclusion is proved by Figure 6 which shows the average 
value of ad,,,,, of 30 different runs for different adaptive algorithms. The minimum 
length being test is 18. In general, it ensures the length of the equalizer is larger than 
the optimal length. Figure 6 indicates that with the length increment, the value of the 
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Number of tapn 
Figure 6 The validation of the upper bound of ad00  Doppler frequency 40 Hz 
The evolution process of the length of the VT-DLA against the time is shown in 
Figure 8. In simulation, the value of K is 1 and the length of the observation window 
is 20. It can be learned that the evolution process of the length of the equalizer is 
same irrespective of the initial length of the equalizer. This circumstance proves the 
robustness of the proposed DLA on the length of the equalizer, i.e., the algorithm can 
converge and track the change of the channel under any initial state. 
The evolution process of the length 
40  
tnitlal length 4 tape 
35 	






l ) 4TTT 
Iteration number 	 l0 
Figure 7 Evolution process of the equalizer's length Doppler frequency 40 Hz 
Although the evolution process can be obtained, it is not easy to decide whether the 
length of the equalizer is adjusted properly or not. From the relation between the 
eigenvalue spread and the spectrum property of the channel [22], the eigenvalue 
spread can be viewed as a measure of the linear distortion introduced by the channel. A 
large eigenvalue spread means the linear distortion is very high and the equalizer can 
greatly improve the performance of the receivers under this scenario. So the length of 
the equalizer should be long enough to fully realize its inversing channel potential. 
However, for a small eigenvalue spread which means the spectrum of the channel is 
almost flat, the length of the equalizer does not need to be long. Hence, the evolution 
of the eigenvalue spread of the input signal to the equalizer can be used as an indicator 
to differentiate whether the length adjustment is correct or not. However, the 
eigenvalue spread of the channel is a function of the equalizer's length. In this paper, 
the eigenvalue spread is calculated by using a fixed length equalizer composed of 11 






Figure 8 shows the convergence process of the length and the tracking process 
simultaneously, however, the tracking process is not easy to be viewed due to the scale 
of the Figure 8. Figure 8 just shows the tracking process, i.e., starts from the 5000th 
symbol which means the convergence process is finished. From Figure 8, it is obvious 
that the length of the equalizer is increased when the eigenvalue spread of the input 
signal is increased which proves this algorithm has good tracking ability when the 
Doppler frequency is 40 Hz. 
The evohution process of the length 
12 Initial length 4 tape 
fil 	10 
a. 
05 1 15 2 	 25 	 3 
Iteration nurrthe, 
Evolution process 01 the elgenvalua spread 
-Fteed length 11 taps] 
o 
;o 5 3 
Iteration number 	
,c 10' 
Figure 8 Simulation results of the VT-DLA for the time varying channel 
Doppler frequency 40 Hz 
Figure 9 shows the simulation results when the Doppler frequency is 200 Hz (only the 
evolution process starting from the 5000th symbol is shown in this figure). It can be 
seen that the proposed algorithm has some lags when tracking the variation of the 
channel. For example, between the 13000th symbol to 15000th symbol, the length of 
the equalizer should be increased due to the increment of the eigenvalue spread. 
However, the length of the equalizer is reduced which means it is not easy for the 
algorithm to track such a fast varying channel. 
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The evolution process of the length 
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Figure 9 Simulation results of the VT-DLA for time varying channel 
Doppler frequency 200 Hz 
To justify the validity of the VT-DLA for the NLMS and AP algorithm under the time 
varying channel environment, simulation results basing on the NLMS and AP 
algorithms are also provided in Figure 10. Similar to Figure 8 and Figure 9, only the 
tracking process is illustrated. The evolution of the eigenvalue spread is the same to 
that in Figure 8. The behaviour of the NLMS algorithm is very similar to that of the 
LMS algorithm. However, the track performance of the AP algorithm is a little 
sensitive to its initial length comparing with that of the LMS algorithm. 
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The evolution process of the length NLMS algorithm 
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The evolution process of the length A? algorithm with order 2 
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Figure 10 Simulation results of the VT-DLA for the NLMS andAP algorithm under 
time varying channel scenario Doppler frequency 40 Hz 
VI CONCLUSIONS 
The main purpose of this paper is to design the dynamic length adaptive filters for 
the time varying channel environment. The time varying channel is modelled by the 
first order Markov model. The relation between the evolution process of the optimal 
solution of the equalizer and the channel is set up by assuming they undertake the 
random Gaussian disturbance vector with same power. The validity of this relation is 
proved by the simulation results. Basing on this relation, the steady state MSE of the 
LMS, NLMS and AP algorithms is given and the results show that the relation 
between the steady state MSE and the length is similar to that under the fixed 
channel environment except that a new term which counts the lag of tracking a time 
varying channel is introduced. Basing on the theoretical result of the MSE of 
different algorithms, the threshold parameters of the VT-DLA is optimised for the 
time varying channel scenario. 
It should be noticed that the proposed algorithm has the lag problem when tracking a 
very fast time varying channel, i.e., can not adjust the length as quick as the variation 
of the channel. The tracking performance of the proposed algorithm can be improved 
by reducing the length of the observation window or adjusting the step size of the 
adaptive algorithm according to the variation of the channel. However, these factors 
influence each other. For example, reducing the length of the observation window 
means the length can be adjusted by the DLA more frequently. However, the 
accuracy of the ANISE will be reduced hence the wrong adjustment of length will 
happen more frequently. Then, how to obtain good trade off between these 
parameters is deserved to further research. 
Appendix 1 
It is well known that the steady state MSE of any adaptive algorithm can be 
expressed as: 
J(co)=o+tr{RK} 	 (19) 
where R = E[r(n)rH(n)] is the autocorrelation matrix of the input vector and K = 
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E[E(n)c H()] denotes the weight error autocorrelation matrix. (n) is the weight error 
vector which is defined as: 
	
c(n) WO(fl) - w(n) 	 (20) 
The general format of the AP algorithm can be written as [18]: 
w(n+1)=w(n)+ ,uet (n)r(n) 
+ 
pe (n - 1)r(n —1) 	,tte* (n - P + 1)r(n - P + 1) 
r  (n)r(n) 	r  (n - 1)r(n —1) •• + r (n - P + 1)r(n - p + 
1) (21) 
where e'(n 
- j) = d(n - j) - w'' (n)r(n - j) (0:~ j<P). According to the assumption 2, 
d(n-j) can be expressed as: 
d(n — j)=w'r(n — j)+e0 (n — j) 	 (22) 
Substituting (22) into (21) and considering assumption 6, the revolution equation of 
the weight error vector is: 
E(n+ 	 r(n 
_j)rH  (n 	
]E(fl) + 	
_e(n -j)r(n - j) 1):=[I-p +o(n) 	(23) 
j 
 rH(n 
- j)r(n — 3) j=o rH (n - j)r(n - j) 
The covariance matrix K of the weight error vector is: 
K(n + 1) = E[c(n + 1)c " (n + 1)] 
r(n - j)rH (n 
- J) ]H 
} 	(24) =E{[I—p 	H 	 H 
 j=0 r
' r(n - j)rH (n 
- 
J)1H (n)[I - 	
(n - j)r(n 
- j) j=0 r (n — j)r(n — j) 
P-I 
Z e(n — J)r(n - i) ( _e(n — J)r(n - J) )H } + 1 0r" (n_j)r(n_j) =or11 (n—J)r(n—J) 
Since the variation of the weight-error vector with time are slow compared with the 
Input vector r(n) and the error. The term L 
r(n — j)r"(n — j) 
H 	 and (n — j)r(n — j) 
4 e(n — J)r(n _,1) 
in (24) can be replaced by their expectation whose value is: 
r" (n - j)r(n 
- j) 
I r(n - j)rH (n 
- j)1  P r(n)r " (n) 
r"(n—j)r(n—j) 	r(n)r(n) 	
(25) Ie *(n_j)r(n_j) e(n)r(n) 
r (n - j)r(n 
- j) 	r  (n)r(n) 
Using the assumption in [17], r(n) can be expressed as: 
Pr{s =±1}=! 
r(n)=srv where 	 r --IIr(n)II 	 (26) 
Pr {v=q 1 }=p1 =2,/tr(R), 1=1,2, ..., N 
Where "Pr" means the possibility. r - IIr(n)II means r has the same distribution with 
the norm of the input vector. Substituting (25) into (24) and utilizing (26), (24) can 
be rewritten as: 
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() 	 ________ 
K(n+1)=E{[I-pP H 
r(n)r "  n ]E(fl)EH(fl)[t_ pr(n)rH(n) H 
r (n)r(n) r"(n)r(n) ' 
e(n)r(n) (eO(n)r(n) )H + 
	= E{[I - pP 
r(n)r" (')fl)EH (n){I - 	
r(n)r (n), 
r' (n)r(n) r (n)r(n) 	 r H (n)r(n) 	 r" (n)r(n) 
	
- iP H 
	
19(n)EH 	- +/?JMENE1—i-1+oI = E{[I 	
r(n)r"(n) _______ 




It is still not easy to obtain the expression of tr[RK]. Due to the existence of the 
noise, R is non-singular and can be expressed as R = QAQH through 
eigen-decomposition where A is a diagonal matrix consisting of the eigenvalues 
21,22, •.. N of R. Q is a unitary matrix whose columns are the eigenvectors 
associated with those eigenvalues, for example, q 1 is the eigenvector associates with 
the eigenvalue ,% If a new matrix T = QHKQ is introduced, tr[RK] is: 
tr[RK] = tr[QAQ" K] = tr[AT] = 	2,ço 	 (28) 
Premultiplying and postmultiplying (27) with q and q,, the iterative equation of q 
is: 
_______ 	1 PPJWSE,NAI ç, (n + 1) = E{q' [I - 	r(n)rH (n) ]K(n)[I 	r(n)r11 (fl)1H q 1 } + rH (n)r(n) 	P'rH(n)r(n) 	r 	tr(R) 	
(29) 
____ 	1 p2 P2 J =[1-pP(2-pP) 	](n)+E(--) 
tr(R) r 	tr(R) 
At the steady state, (p,(co) of the AP algorithm converges to: 
PM.&E,N E(--) + cr2 
/[PAP(2 - pP)1 	
(30) 
2-pP 	r 	 tr(R) 
The final expression of the steady state MSE of the AP algorithm under the time 
varying channel is: 





2-pP r I 	pP(2-pP) 
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