Abstract -Brain-computer interface (BCI) methods are commonly studied using electroencephalogram (EEG) data recorded from human experiments. For understanding and developing BCI signal processing techniques, real data is costly to obtain and its composition is a priori unknown. The brain mechanisms generating the EEG are not directly observable and their states cannot be uniquely identified from the EEG. Subsequently, we do not have generative ground truth for real data. In this paper, we propose a novel convenience framework called simBCI to alleviate testing and studying BCI signal processing methods in simulated, controlled conditions. The framework can be used to generate artificial BCI data and to test classification pipelines with such data. Models and parameters on both data generation and the signal processing side can be iterated over to examine the interplay of different combinations. The framework provides the first time open source implementations of several models and methods. We invite researchers to insert more advanced models. The proposed system does not intend to replace human experiments. Instead, it can be used to discover hypotheses, study algorithms, educate about BCI, and debug signal processing pipelines of other BCI systems. The proposed framework is modular, extensible, and freely available as open source. 1 It currently requires MATLAB.
question from a signal processing viewpoint is difficult for several reasons. One is the cost of running large-scale human experiments for statistical validity, and the other is the nature of the obtained EEG data. As the generative sources in the brain cannot be uniquely identified from the EEG [5] , we lack ground truth regarding the components of the data. Hence, we do not know what kind of performance an optimal BCI could have on such data. It is hard to be sure if a specific method provides an improvement (see e.g. [3] , [6] , [7] ). It is also difficult to assess how the different elements of the BCI session contributed to the obtained results. How are the results affected by the user, the equipment, and the signal processing?
Which causes had what effects?
In this paper, we propose a new open source framework called simBCI to alleviate the study of signal processing methods in BCI. The framework is a modular simulator of some central parts of BCI experiments. In particular, simBCI can generate simulated BCI data and execute signal processing (classification) pipelines following given specifications of models and parameters. Both generative and signal processing parameters can be varied, and the framework can provide aggregates for quantities such as prediction accuracies per configuration. The intent of the framework is to allow numerical investigations into how different generative or discriminative parameters affect the data, the fitted models, and the accuracy of BCI systems. If the generative assumptions are appropriate, similar behavior may be encountered in real circumstances.
The simulation framework we propose is conceptually situated halfway between mathematics and human experiments. We do not propose it to replace either. The benefit of simulation is that it can provide affordable hypothesis discovery and insight, while only requiring explicit models of the systems under study and some computational power. For example, simulation may suggest that one method is more resistant to a specific type of noise or artifact, or to be less affected by the positions of the signal sources in the brain volume. Such discovered hypotheses can then be further studied with real experiments or mathematical analyses. Another possible use-case is to illustrate the behavior of the used models for pedagogical purposes. The student can control the simulator and observe the input-output relationships before and after different transformations of the signal. This can be done both during the data generation and the signal processing. Finally, the generated data can also be used to debug existing BCI systems: easy data can be generated that matches the modeling assumptions of the BCI systems' signal processing. If the system does not process such data as expected, an issue has been discovered.
We emphasize that our aim here is not to propose novel EEG signal models or BCI classifiers. Instead, we propose a new framework that will hopefully help the community to examine their models and methods. The models we initially provide in simBCI are intended as examples and are largely wellestablished. However, to the best of our knowledge, simBCI provides the first open source implementation for many of them. As the framework is open source, researchers can plug in new components such as signal and noise models, forward models, inverse algorithms and other signal processing plugins to improve the realism or to make it more applicable to study specific questions. Contributions to simBCI are welcome.
The rest of this paper is organized as follows. We begin in section II by a more detailed description of the challenges that simulation can help with. We describe previous work in section III. In section IV, we present an overview of the proposed architecture. In section V we describe how the framework models data generation and in section VI we present the conventions used for signal processing. Then, section VII shows how the generative and the processing components are put together to form a BCI simulator. Section VIII shows a few example use-cases of the system with discussion in section IX. Finally, section X concludes.
II. WHY SIMULATION?
Since the introduction of computers, simulation has become an increasingly important technique in a multitude of fields [8] including brain research [9] - [11] . Although real experiments are ultimately needed for verification, simulation is useful in obtaining intuition about the behavior of the studied systems when experiments and analytical studies are challenging and costly. In the scope of BCI, we have identified three different reasons why studying signal processing techniques can be difficult with real data.
A. The Cost of Human Experiments
A legion of different BCI signal processing pipelines have been proposed, typically with many parameters [12] . If some signal processing technique is promoted based on experiments with only a few recordings, there is a significant risk that these results are due to overfitting, unless very strict statistical controls are used [6] . Large studies are to be preferred. Statistically valid experiments require orchestrating a large number of subjects to perform long and fatiguing BCI sessions. The subjects have to be instructed, prepared and set up with the recording equipment. To attain successful BCI control, the users and the signal processing may both need to be trained. An overview of the work involved can be found in [4] , [13] , and [14] .
B. Problems in Controlling the Data Generation
Due to different physiologies, mental strategies and possibly other causes, EEG signals generated by different users have different properties (e.g. in motor imagery [15] - [17] ).
As adapting the signal processing to these user-specific characteristics improves the classification accuracy, understanding these differences and their effects can be seen to be directly relevant for improving BCIs. In real experiments, some properties are either totally outside the control of the experimenter (such as the user anatomy, location of different functional areas in the brain, and electrical propagation through the tissues) or difficult to control and verify (used mental strategies, attentiveness, conformity to instructions). The anatomical and functional details may be obtainable in a medical context, but such information is rarely available for healthy users.
C. Lack of Ground Truth
The ground truth regarding the signal generation cannot be easily obtained for real data. This is partly due to the information-losing physiological volume conduction process that blends, mixes and dampens the electrical activity when it propagates through the brain, the skull and the scalp before it can be measured by EEG [18] . Since we do not have direct access to what happened between the user receiving some instructions and the eventually observed EEG recording, it is difficult to determine whether a particular result is due to the user's skill, physiology, artifacts, noise, bugs in the system, particular choices in the signal processing, amount of training data, or perhaps nonstationarity of the brain activity.
These issues do not need to be a problem in simulated studies. The experiments can be as large as the available computational power and time permits, and the various parameters can be controlled up to the capability of the researcher to reasonably model the phenomena of interest. Since the data is generated with an explicit specification, the data composition can be exactly known, and hence we have access to ground truth on all modeled levels. On the other hand, using simulation introduces a new challenge of specifying appropriate models and parameters with appropriate level of complexity. However, this challenge is not unique to BCI simulation, but concerns mathematical analysis and simulation in general.
III. RELATION TO PREVIOUS WORK
Simulating EEG data has a long tradition. The generative models proposed for EEG can be used to hypothesize about the mechanisms behind the measurements as well as to synthesize simulated data [19] - [22] . Simulated EEG data can be used to study EEG forward and inverse models in the context of source localization [23] - [25] , to test blind source separation methods [26] and connectivity measures [11] . Several software packages exist that can generate synthetic EEG data in general. These include the Brainstorm package [27] , the Fieldtrip toolbox [28] , the SIFT toolbox [29] , the BESA Simulator 2 and the Berlin Brain Connectivity Benchmark [11] . Of these packages, Fieldtrip provides a few different generators for EEG trials, and the SIFT toolbox can generate data using autoregressive models. BBCB is intended for studying connectivity methods.
In the scope of BCI, some simulation work exists. One possible approach is to simulate the predictions of the classifier [30] - [33] in order to study how usable an application would be when it's controlled with an inaccurate BCI. Hill et al. [3] use simulations to determine baselines for BCI performance measures. Another approach is to apply real recordings in an offline manner [34] . For example, the usual practice of testing BCI classifiers by cross-validation can be considered simulation where feedback effects on the user are omitted.
Simulated BCI data has also been proposed before. Lotte proposes augmenting real datasets with generated data to train signal processing methods [35] . Castaño-Candamil et al. [36] propose a method to relabel real data to evaluate BCI methods. Their method allows deriving new data-driven labels from real EEG, but it does not generate new data or reveal how the original data was generated. Fully artificial BCI datasets have also been proposed. The BCI Competition IV featured simulated motor imagery data [37] . The competitors were not informed beforehand that some recordings were made synthetically. The source code of the generator was not released to the public.
To the best of our knowledge, simBCI differs from the previous art in being the first public, open source simulation package designed for the BCI context. In BCI, the EEG data is expected to originate from two or more types of brain activity. The task of the BCI system is to predict the types of short EEG segments (or trials). Our framework is designed to allow creation of arbitrary BCI experiment event timelines (lists of discrete event markers in time) and to render multiclass EEG signals from such timelines by a palette of lower-level models. The user can mix and match these models.
Since simBCI not only simulates EEG data, but can also perform BCI signal processing and classification offline, we emphasize that the design goals of simBCI and the typical BCI platforms (see [38] , [39] ) are quite different. Well-known BCI platforms such as OpenViBE [40] and BCI 2000 [41] are designed for real-time, single-user BCI experiments. In our understanding, these platforms have little or no facilities for convenient synthesis and testing of massive BCI datasets while varying models and parameters. Finally, simBCI is not a classical EEG data analysis platform: the methods we provide are mainly intended for trial classification. For EEG analysis, the user could consider e.g. EEGLAB [29] or Fieldtrip [28] .
IV. FRAMEWORK OVERVIEW
The proposed framework aims to simulate BCI-like data in a controlled and modular fashion and allow BCI signal processing pipelines to be constructed and tested in it as well. These pipelines can use machine learning techniques and/or inverse modeling as part of their operation if desired. For convenience, simBCI provides a mechanism to test the effects of varying sets of parameters, both on the generation and the signal processing side. In the following, we provide a high-level overview of simBCI. For technical details, we invite the reader to look at the user documentation and the code.
The framework is designed with the goal that all the parameters of interest should be specifiable from a single high-level script. The various submodules that are used should fill in default values if some parameters are not given. The framework itself is agnostic about most of the parameters. They are simply provided to the submodules that recognize them. This convention allows the experimenter to see at a glance what simBCI is requested to do and specify the experimental parameters from a single location.
The framework consists of three main classes as shown in Figure 1 : The first is the Generative model that constructs simulated experiment timelines (sequences of event markers) and simulated EEG-like data using random generators. 3 The second class implements BCI signal processing and classification. We call each realization of the latter class a pipeline. A pipeline is typically intended to be calibrated using a generated training dataset and tested by an independently generated test set. Finally, the BCI Simulator is a class that can iterate over sets of parameters. It can also perform repeated sampling with the same parameters in order to smooth out statistical variations in the results. In the end, the simulator computes prediction accuracies by comparing the pipeline outputs to the known ground-truths from the generative model. As part of its design, the BCI simulator does not let the tested pipeline see the parts of the data that would not be available in real BCI experiments (e.g. trial labels, cortical sources, etc).
For some use-cases, it may be preferable to use the components separately. For example, the data generator can be used alone to simulate test data for some third-party BCI system without relying on the simulator or the pipelines.
We now turn to describe the main modules in more detail.
V. THE GENERATIVE MODEL
The default signal generation module in simBCI is the well-established linear superposition model [5] , [42] 
where X is an [electrodes × samples] matrix of measured EEG observations over time, A is the [electrodes × sources] leadfield matrix modeling the volume conduction and S is a [sources × samples] matrix of source activities in the head volume. N is a matrix of surface noise with the size of X. The rows of X correspond to the surface electrodes and the rows of S to source dipoles in the volume. The electrodes and the sources are assumed to have 3D coordinates in relation to a head model associated with the leadfield. The leadfield matrix encodes the electrical propagation model from the sources to the surface. These models may vary from single-sphere models to physiologically realistic, subject-specific models with different compartments and their conductivities. For details, see [5] , [42] . Although it would be possible to work directly with matrices S and N, their dimensions and the indexes depend on the used head model. Subsequently, their manipulation can become tedious and error-prone. In simBCI we provide a higher-lever interface to specify the signal components. We define each signal component to have three conceptual properties: when, what and where. Their interpretation is intuitive. When specifies the timing of the events that occur (corresponding to a timeline), what specifies the added signal content due to the events, and where specifies the location of this activity in relation to the head model. This is illustrated in Figure 2 . The whole process can be alternatively seen as rendering that produces simulated EEG datasets from more abstract timelines.
Note that the different signal components in simBCI are independent of each other: the different generators do not see the parameters or the outputs of the others. To have dependencies, the user can implement a monolithic generator that internally provides them. Alternatively, the user can design a timeline that has dependencies between the event occurrences.
To give an example of the workflow, the investigator (user) first specifies the head model, the desired event generators and their parameters (or even the actual event timeline), specifies signal generators that react to these events, and declares where each type of activity should occur in relation to the head model. The framework uses the head model to obtain the positions and indexes of the relevant dipoles in S, and uses the associated forward model to project the volume data to the surface using eq. 1.
The user can either use the example head models provided with simBCI, provide their own, or assemble a head model with the assistance of third-party packages such as Fieldtrip [28] or OpenMEEG [43] .
The abstraction level in simBCI allows relatively easy transfer of generative recipes from one type of BCI to another. For example, let us assume that SSVEP [44] and Motor Imagery [45] experiments have similar background (noise) sources but different location and statistical character of the signal sources. Then, it suffices to change the 'what' and 'where' parts of the specification: going from Motor Imagery to a simple SSVEP model, the 'what' part is changed from introducing contralateral event-related desynchronization (ERD) during a trial to a function that generates data with spectral peaks and harmonics at class-specific frequencies. The 'where' part is changed from left and right motor cortices to cover a region of the occipital lobe. Transfer to P300 [46] could be attempted similarly, but using a template generator to append a characteristic P300 event related pattern.
The framework provides heuristic methods to approximate certain locations of interest from the used head model geometry. Specific keywords such as eyes, occipital lobe and left and right motor cortex are recognized by a heuristic where function that selects locations based by rules such as 'eyes can be approximated by two dipoles that are about halfway in z, in front in x, and symmetrically around 1/4 skull-width from the y midline'. Alternatively, if the head model has landmarks set by an expert, an exact where function can use them directly.
The framework conventions also suggest that each callable function implements an optional visualization. By enabling the visualization, the function itself can illustrate the data it generates in a way that is suitable for such data. Additionally, the framework provides some simple visualizations for volume and surface signals. Figure 3 shows the options for data generation.
A. Data Generation Example: BCI Competition IV
We illustrate the introduced concepts with a motor imagery example. This is a simplified version of the data generation in the BCI Competition IV [37] . The simBCI archive contains the first public implementation of the full method.
The specification is shown in Figure 4 . As can be seen, such declarations are lists or composed of key, value pairs. The value can also be a list of functions and their parameters. The specifications allow the user to fully parameterize the different modules without modifying the module code. This has the added benefit of improved reproducibility since all the parameters are exposed in the same place.
In Figure 4 , the head specification declares a model to map volume data to the surface and to provide the positions of the dipoles for the signal generation. The timeline specification contains the parameters related to synthesizing the experiment timeline. The effects specification concerns the actual simulated activity. Here, four data generators in total are specified. The first two simulate event-related desynchronization at 12 Hz. The framework is instructed to insert these activities to the left and right motor cortex dipoles, heuristically localized from the head geometry. The next directive requests the generation of eyeblink artifacts, and finally generic noise with EEG-like spectral dependencies [37] to be placed on the surface. The framework projects the volume data to the surface using the specified head model as in eq. 1. The results are finally illustrated in Figure 5 .
How realistic is the generated data? Although the intent of the present work is not to propose new generative models, a brief study is in order. One way to investigate realism is to compare some statistical properties between real and generated recordings. Here we compare the spectral characteristics (used e.g. in Motor Imagery and SSVEP BCIs) in a further simplified setting. The procedure is as follows. We used the 8 real recordings of the public dataset 1 of the BCI Competition IV [37] . The signals are provided with 100 Hz sampling rate and have data from 59 electrodes. First, we bandpass-filtered each recording R to range 0.5-40 Hz to avoid issues from high and low frequencies. Next, we measured the signals cross-spectral density D X R ( f, c, d), where f is the frequency and c and d are the electrode channels. Then we imprinted this density on fresh Gaussian data to obtain a corresponding generated recording The source has 3 degrees of freedom due to the used leadfield. Top right, eyeblink components for both eyes. Bottom left, the generated timeline. Bottom right, surface data from 6 first electrode channels. The signal generators are driven by the timeline events. The noise generator is simply always active (not shown). Note how the eyeblink contributions dominate the other components in the surface data. This could be changed with the SNR setting. Fig. 6 . A-C) Power spectral densities for 3 electrodes in 4 different real and generated recordings. The generator attempts to replicate the cross-spectral density of the real recording and as a result, the generated data obtains similar per-channel power spectral densities as well. D) Average RMSE between the cross-spectra of real and generated data (in dB). For details, see text.
G as can be done by the generative method (details in [37] ). Finally, we compare different spectra estimated from R and G: the channel-specific power spectral densities D R ( f, c) and
c) as well as the cross spectral densities D X R ( f ) and D X G ( f ).
From now on, we omit the channel indexes for readability. In Figures 6A to 6C we show the power spectral densities for a few chosen electrodes and four recordings (the rest are similar and omitted for clarity). We computed each plot by the Welch method using 1s windows. As can be seen, the spectra of the generated data closely resemble the real EEG spectra. The characteristic 1/ f α shape, the familiar bump near 10 Hz and other shapes are featured in the generated data. More quantitatively, we define a single channel RMSE as
The RMSE between D R and D G was 0.28 dB, averaged over the 8 recordings and the 59 channels. The corresponding relative error was 6.40%. We also computed these metrics for the cross-spectral densities D X R and D X G to examine the capability of the method to capture band-power dependencies between the channels. We illustrate the cross-spectral error in Figure 6D . The figure shows the RMSE per channel pair in dB, averaged over the recordings. If we additionally average over the channel pairs, we get RMSE of 0.38 dB and 6.77% relative. Comparing the pairwise figure to the electrode positions (not shown) suggests that the method makes similar errors for nearby electrodes, and relatively higher errors if the channel pair consists of a frontal and an occipital electrode. We also observe that the imprinting of the spectral density results in closely matching electrode correlations between R and G. If R and G are the correlation matrices of R and G, we obtained E[| R − G |] = 0.002 or 0.26% relative (the relative error is obtained by dividing the difference by R pointwise). The empiric expectation is over the recordings and the electrodes.
We conclude by noting that the generator captures the EEG spectral characteristics quite well: spectra D R from real recordings deviated more from each other than any D G deviated from its source D R (see Figure 6 ). Nevertheless, an expert analyst could observe that the generated data lacks the multitude of EEG anomalies known in the literature [47] .
VI. EEG CLASSIFICATION PIPELINES
In simBCI, a signal processing chain is called a pipeline. A pipeline can be calibrated with training data, and be used to process new data. Pipelines are made from one or more plugins called processors. The processors are used in the specification order. The pipeline specification has similar conventions as the generator specification in Figure 4 . Separate specifications or plugins are not required for calibrating the pipeline and processing data with it. Instead, the pipeline and all processors are classes that must provide 'train()' and 'process()' member functions. A pipeline is constructed by feeding it training data with the 'train()' call, and data transformation results are obtained using the 'process()' call for some set of data.
With this design, only a single specification is needed for train and test. It avoids potential discrepancies between train and test runs. Yet the chosen approach can support components that do not need training (such as usual temporal filters, fixed arithmetic, etc) as well as machine learning and statistical components. The data-independent classes simply do nothing during train and just process the data when processing is requested. The classes that construct a model do this during the train() call and then encapsulate the estimated model inside the constructed class object. When a pipeline is calibrated, simBCI calls the train function of each processor of the specification sequentially. The first processor gets the original dataset, and the second processor gets the data as it is after having been processed by the first processor, and so on. The processing of new data is performed in the same order. This is illustrated on the top of Figure 7 . In the simBCI conventions, a pipeline is expected to end with a classifier processor that returns a class probability vector for each trial in the given dataset. However, this is not strictly necessary: a pipeline can return an arbitrary transformation of the data. Predictions are only used by the BCI Simulator class that compares the results to the trial labels. Note that simBCI attempts to be agnostic to what the processors pass to each other, it just assumes that the processors are specified in an order that the next processor is able to consume the output of the previous processor. Figure 8 lists processors bundled with the framework. The set is meant to be illustrative. The listed processors were originally implemented to support specific studies about CSP/Bandpower/LDA pipeline [51] and BCIs based on inverse models. Regarding the latter, simBCI provides the first public implementations of methods inspired by Cincotti et al. [54] and Edelman et al. [50] . The corresponding pipeline specifications are included in the distribution and suffice to illustrate how to design pipelines using the conventions of the framework. Pipelines with different conventions could be added by wrappers. For example, we provide a wrapper for BCILAB [29] that allows the paradigms offered by BCILAB to be evaluated in simBCI. Yet another wrapper allows exporting data to EEGLAB for further analysis.
VII. BCI SIMULATION
Generated data and signal processing pipelines are the central simBCI components to carry out BCI simulations. We also include a unifying third component called the BCI Simulator. This is a convenience tool that can repeatedly generate new training and testing set pairs and evaluate pipelines with them. For each combination, the simulator can compute a quality measure such as pipeline classification accuracy or information gain [3] against the known ground truth. Finally, it can aggregate these results. Due to independent resampling and the law of large numbers, the empiric averages of these quality measures can be expected to converge towards their true averages as more iterations are added.
The system allows testing the effects of parameter changes by providing a simple mechanism for looping over sets. The specifications (such as the one in Figure 2 ) controlling simBCI can contain statements which essentially instruct the BCI Simulator to run multiple experiments while iterating the parameter values from specified sets. For example, an SNR parameter for some signal component could be specified as a range of values as in Figure 2 . With the shown specification, the simulator will construct 3 experiments where each has a different value of the SNR while the other parameters stay the same. A similar mechanism is available in BCILAB [29] for classification. In our framework, the loop requests can be used both in the generating and the pipeline specifications. It is also possible to have multiple loop requests. Then the total number of train/test runs in the experiment is a product of the sizes of the combinations times the number of repetitions.
In simBCI, the generative parameters can also be different between the train and tests sets. The only compatibility requirement between the train and test specifications is that the pipelines estimated with a training set must be able to return results comparable to the ground truth when they are provided the test set. For example, the specifications can differ in the number of trials or the nature of noise. Also, if inverse models are used in the pipelines, different head models can be used in the data generation and in the pipeline. This can simulate the effect that in practice we rarely have a perfect head model for the BCI user in question. On the other hand, the structural parameters such as the number of electrodes should stay the same, unless the pipeline processors are modified to handle such differences, for example by interpolation.
VIII. EXAMPLE SIMULATIONS
We presume a typical use of simBCI is to simulate experiments by repeatedly generating data with different characteristics (parameters), potentially also modifying the pipeline parameters on the classification side. Analysis of the results may reveal some interesting behaviors of the studied methods. We give a few initial examples in this section.
The signal data used in the experiments we describe has been generated using forward models based on a standard three-layer mesh (scalp, skull, brain) obtained from processing MRI data with FieldTrip [28] . The three layers were assigned respective normalized conductivities of 1, 1/15 and 1 (as in [55] ) and were composed of up to 46 000 triangles Fig. 9 .
Left, the effect of eyeblink frequency to simulated CSP/ Bandpower/LDA motor imagery classification with two classes. Each point is an average test set accuracy of 25 simulated experiments with resampled train and test sets. Low SNR indicates the eyeblink effect is stronger compared to the other signal components. Notice the apriori unintuitive result: having no eyeblinks is optimal for the accuracy, but many eyeblinks is generally better than having only a few of them. This may be due to the statistical pipeline possibly being able to take eyeblinks better into account in the modeling when they are no longer rare. If eyeblinks are present, the SNR appears more important to the accuracy than the blink frequency. Right, the effect of cortical depth of the signal generators on two signal processing pipelines. The decrease in accuracy for the inverse model based pipeline is due to the source going farther away from the fixed ROI specified for the pipeline. For details, see text.
for the high resolution cases. The generated models map 9417 cortical dipoles oriented along the normal to the cortical surface to 249 electrodes. An ajoint double layer formulation has been used to compute this mapping. Figure 9 (on the left) shows how the common CSP/ Bandpower/LDA pipeline prediction accuracy behaves when the eyeblink artifact frequency and its SNR are changed. The data generation followed the BCI Competition IV approach [37] . In this case we replaced the data driven noise of the original approach with volumetric pink noise to ensure the results are not due to particularities of a specific EEG recording that is normally used to obtain the method's data-driven spectral dependency model. The SNR of the pink noise was calibrated to give 80% pipeline prediction accuracy without any eyeblinks.
A. Eyeblink Frequency vs. Eyeblink Power
After the detrimental effect of the eyeblinks is observed, the experimenter could proceed e.g. by studying if the pipeline regularization parameters would help against the eyeblinks, or to find out how much more training data might be needed (in principle) to compensate for them. In the framework, this would be just a matter of specifying ranges for these additional parameters of interest and let the computer perform the experiment. Alternatively, the researcher might attempt to implement an eyeblink removal technique and examine how well it performs, or route the data to some more robust signal processing technique. After satisfying intuition and solution to the problem has been obtained, real experiments could be carried out to validate the hypotheses formed with the simulated experiment.
Suppose that the experiment described above was done with real subjects. The subjects would be asked to modulate the strength and frequency of their eyeblinks in addition to performing the challenging task of motor imagery at the same time. How much time would such a study take? In total, to draw the plot of Figure 9 , we tested 60 parameter combinations with 25 resampled repetitions for each combination. This meant 1500 simulated EEG sessions consisting of generating a train and a test set pair. The train set had 16 trials and the test set had 54. With trial length of 4 seconds, followed by rest of 2 seconds, the total length of the dataset is 1500 * (16 s+54 s) * (4 s + 2 s) = 175 h of simulated EEG. A real recording session following the Graz BCI paradigm [45] would be much longer due to the additional time needed for setup and dismantling of the electrode montage (7-20 minutes of setup per session in the study of Nijboer et al. [14] ), possible initial idle period (e.g. 30 s per recording) and a few seconds overhead for cue onset/offset per trial. In contrast, the simulated experiment can be run on a common desktop PC in one night. Figure 9 (on the right) shows another simulated experiment where we compare the CSP/Bandpower/LDA pipeline to a method based on inverse models, inspired by Cincotti et al. [54] . The first pipeline estimates a spatial CSP filter, whereas the second model reconstructs the sources in the cortical volume before classifying them. The source reconstructing pipeline also removes source dipoles from consideration which are not inside a manually specified region of interest (ROI) roughly covering the motor cortices. Both pipelines are included in the simBCI distribution. The data generation is the same as before, using 16 training trials of 4 seconds each and 54 test trials. We disabled the eyeblink artifacts. Instead, we change the location of the sources that generate the discriminable signal. We move the two cortical dipoles downwards along the cortex, starting from their usual locations under the electrodes C3 and C4 and then move the sources lower until the moved distance is approximately 60% of the diameter of the cortex model. It can be noted that the inverse pipeline performs well compared to the CSP/Bandpower/LDA, but its accuracy drops significantly when the sources eventually go out of the cortical ROIs specified for the inverse approach. It is interesting that this accuracy drop is gradual. This is due to a phenomenon called source leakage (see [4] ): the imprecision of the source reconstruction spreads the source activities to nearby sources when the sources are reconstructed. Thus, some relevant information has leaked to the ROI by the reconstruction even if the original dipoles are not inside it. This leakage is then caught by the statistical feature selection and classification techniques used, suggesting that the used BCI method can benefit from source leakage. As the source leakage is usually considered a harmful phenomenon, this is an example of a potentially interesting finding that simulation can suggest. Finally, the plot shows an accuracy anomaly near 30% depth. As both pipelines are affected, this suggests a sudden change in how the leadfield projects the sources to the surface. Note that since we used a constrained orientation leadfield, the dipole traversal along the cortex changes the directions the source dipoles radiate to according to the folding of the cortical model. Fig. 10 . Spatial filters. From left to right, the two CSP filters obtained using simulated data and the two filters from the WMN algorithm corresponding to reconstruction of the true sources. CSP uses EEG data to build its model, whereas WMN model is based on a leadfield matrix.
B. Effect of Location of the Discriminable Sources

C. The Resemblance of CSP and WMN Inverse Models
Finally, we generated one session of 2-class motor imagery data originating from 2 dipoles located on the left and right side motor cortices and mixed these sources with pink volume noise as before, but with no artifacts. Figure 10 illustrates the two most important CSP filters obtained with the data, as well as the corresponding projections obtained from the Weighted Minimum Norm estimate (WMN [42] ). The latter approach attempts to reconstruct the generating sources, using the generating leadfield and knowledge which sources generated the data, but not the data itself. The left and right are swapped in CSP as the algorithm does not order the filters in any manner. The integration performed by the WMN approach appears to focus tightly on the electrode locations close to the sources, whereas the CSP solution is less sparse and more spread across the electrodes. The CSP solution becomes less defined if eyeblink artifacts are present in the data, when the amount of training data is reduced, or if the signal component is made weaker (not shown). The WMN model is not affected by these changes as it does not use the data. With real data it would be more difficult to investigate the CSP reactions to different conditions, as the ground truth would not be available and some parameters such as the strength of the ERD or the position of the sources would be difficult to modulate for real subjects.
IX. DISCUSSION AND FUTURE WORK
The proposed framework is not intended as a realistic brain simulator (a massive undertaking, see [10] ). Even if the researcher inserts state-of-the-art models into simBCI, some properties of the real brain are likely to be yet unknown. The simulated data can only exhibit such behavior that can emerge from the used models. If some behavior of the real brain is outside the scope of these models, it cannot be discovered from the simulated data alone.
We stress that the user should apply our framework with consideration. First, the generative configurations should be reasonable. For example, testing different strengths of ERD in motor imagery may be considered appropriate whereas a long recording session of stationary EEG may be very difficult to obtain from a human subject. For the simulator it is effortless. Second, despite large amounts of simulated data being available, testing massive numbers of parameters will still require correction for multiple comparisons. Finally, as all the used models are at best approximate, results found by simulation do not necessarily hold for real EEG (unless further assumptions can be made). Subsequently, simBCI should be used to gain insight about the interplay of the models being studied. Claims about real EEG should be supported by real experiments.
An important direction of future work concerns realism on various levels. Although the framework has a generator that can mimic cross-spectral dependencies of real EEG recordings [37] , it currently lacks generic optimization mechanisms to the configure the generators to produce as realistic data as possible. The framework could also be extended by developing a generator to relabel real data [36] . In another direction, simBCI could be improved by further user modeling, including models for attention, motivation, skill, task difficulty, effect of feedback, distractions, and so on. Including such models could be very interesting. Yet other models could be adapted from existing implementations, in particular connectivity modeling [11] or spike-train models [9] to drive the potential generation. Nonstationarity could be modeled in various ways, for example as SNRs, label noise or generator parameters changing over time. Extending simBCI for non-BCI contexts is also possible. To give an example, implementing components to simulate focal epilepsy in EEG appears relatively straightforward. The framework could also be extended to make multiuser datasets to study machine learning techniques such as deep learning that may benefit from a big data approach.
Finally, simBCI evolved from the authors' Matlab scripts for studying inverse models in BCI (see [7] ). As such, simBCI can have synergies with other Matlab toolboxes like EEGLAB and BCILAB. Porting simBCI to some free language could be a worthwhile future direction to reach a larger community.
X. CONCLUSION
We have proposed a novel framework called simBCI for studying BCI signal processing through simulation and we have described its main characteristics. To summarize, sim-BCI can synthesize and test multiclass EEG-like data and classification pipelines according to specifications given by the user. By its modular design, the framework allows mixing and matching different kinds of event timelines, head models, signal generators, signal positions, as well as noise and artifact generators. Similar mixing of parts is possible for defining signal processing pipelines. For convenience, the framework can automatize the generation and testing of different parameter combinations of interest.
In the scope of the paper, we have illustrated that already simple simulated experiments can reveal interesting and apriori counterintuitive hypotheses for further consideration.
As the proposed framework is open source and available free of charge, we hope that the community will find the proposed system useful in illustrating BCI models to students, in debugging existing BCI systems with artificial data, and most of all, for studying a variety of questions that remain in BCI signal processing.
