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Abstract
We provide a finite forbidden induced subgraph characterization for the
graph class Υk, for all k ∈ N0, which is defined as follows. A graph is in Υk
if for any induced subgraph, ∆ ≤ χ − 1 + k holds, where ∆ is the maximum
degree and χ is the chromatic number of the subgraph.
We compare these results with those given in [7], where we studied the graph
class Ωk, for k ∈ N0, whose graphs are such that for any induced subgraph,
∆ ≤ ω − 1 + k holds, where ω denotes the clique number of a graph. In
particular, we give a characterization in terms of Ωk and Υk of those graphs
where the neighborhood of every vertex is perfect.
Keywords: maximum degree, graph coloring, chromatic number, structural
characterization of families of graphs, hereditary graph class, neighborhood
perfect graphs.
1. Introduction
A graph class G is called hereditary if for every graph G ∈ G, every induced
subgraph of G is also a member of G. If we can describe a graph class G by
excluding a (not necessarily finite) set of graphs as induced subgraphs, then
this graph class is hereditary. A clique in a graph is a set of vertices of the
graph that are pairwise adjacent. A maximal clique that is of largest size in a
graph G is called a maximum clique of the graph. By ω(G) we denote the size
of a maximum clique in a graph G. A coloring of a graph is an assignment of
colors to every vertex of the graph such that adjacent vertices do not receive
the same color. A coloring that uses a minimum number of colors is called an
optimal coloring. The number of colors used in an optimal coloring of a graph
G is denoted by χ(G), the so called chromatic number. With V (G), we denote
the vertex set of a graph G. The neighborhood of a vertex v ∈ V (G) is denoted
by N(v) and comprises all vertices adjacent to v. The degree of v corresponds
to |N(v)|. Finally, ∆ denotes the maximum degree of a graph, that is, the
maximum over all vertex degrees in a graph.
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By Brook’s Theorem [6], χ ≤ ∆ + 1 holds. However, it is not possible to
give a lower bound on χ in terms of ∆ only. By Kn,m, n,m ∈ N, we denote
the complete bipartite graph where one partition consists of n and the other of
m vertices (for example, the K1,4 can be found in Figure 3). The set of graphs
K1,p, for all p ∈ N, yields an example for an infinite family of graphs where the
difference between χ and ∆ is p− 2, and hence unbounded in this set.
Let p ∈ N. With Jp, we denote the following graph. Consider a clique of
size p− 1 and a K1,p. Let a be a vertex in the p-partition of K1,p and let b be
a vertex in the clique. Add the edge {a, b} (cf. Figure 1).
Figure 1: The graph J4.
In the resulting graph, ∆ and χ equal p+1, hence the difference equals 0, but
the induced K1,p yields a graph where the difference is p−2. In other words, the
value of the difference between the maximum degree and the chromatic number
in the host graph is not necessairily an upper bound for the respective difference
in an induced subgraph. This gives rise to the following question. Which graphs
guarantee that for every induced subgraph, the difference between the maximum
degree and the chromatic number is at most some given number k?
In Section 2, we answer the above question in the following way. For a fixed
k ∈ N0, let Υk be the class of graphs G for which ∆(H) + 1 ≤ χ(H) + k holds
for all induced subgraphs H of G. We provide a minimal forbidden induced
subgraph characterization for Υk. Moreover, we prove that the order of the
respective minimal forbidden induced subgraph set is finite. Hence the problem
of recognition of such graphs can be solved in polynomial time.
In Section 3, we connect the graph classes considered in Section 2 to the
graph classes in [7]. In the latter, we considered Ωk, where G ∈ Ωk if for all
induced subgraphs H of G, ∆(H) ≤ ω(H) + k holds.
In Section 4, we close this paper by giving a short summary of the results
and pointing out some future directions, including generalizations of the results
presented here.
Before we move on the Section 2, we give some further preliminary infor-
mation. We distinguish between induced subgraphs and (partial) subgraphs.
Since we deal with graph invariants, we are allowed to treat isomorphic graphs
as identical. For example, if a graph G is an induced subgraph of a graph H
and G is isomorphic to a graph L, then we say that L is an induced subgraph
of H . A vertex is dominating in a graph if it is adjacent to all other vertices
of the graph. In a coloring of a graph, a color class is the set of all vertices to
which the same color is assigned to.
We denote the set of minimal forbidden induced subgraphs of Υk by F (χ, k),
In other words, F ∈ F (χ, k) if and only if F 6∈ Υk and all proper induced
subgraphs of F are contained in Υk. Observe that G ∈ Υk if and only if G is
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F (χ, k)-free.
2. The hereditary graph class Υk, k ∈ N0
Let k ∈ N0. In [7], the authors introduced a family of hereditary graph
classes that is quite similar to Υk, namely Ωk. By definition, G ∈ Ωk if every
induced subgraph H of G, including G itself, obeys ∆(H) ≤ ω(H) + k − 1.
Let F (ω, k) denote the set of minimal forbidden induced subgraphs of Ωk. We
reword the characterization of F (ω, k) from [7] in Theorem 1.
Theorem 1 ([7]). Let G be a graph. G ∈ F (ω, k) if and only if the following
conditions hold:
1. G has a unique dominating vertex v,
2. the intersection of all maximum cliques of G contains solely v,
3. ∆(G) = ω(G) + k .
In particular, ∆(G) = |V (G)| − 1 and ω(G) = |V (G)| − k − 1.
Our results are primarily based on Theorem 2, whose analogism to Theo-
rem 1 is obvious.
Theorem 2. Let G be a graph. G ∈ F (χ, k) if and only if the following condi-
tions hold:
1. G has a unique dominating vertex v,
2. each color class in every optimal coloring of G− v consists of at least two
vertices,
3. ∆(G) = χ(G) + k.
Proof. Let G ∈ F (χ, k). Since G is a minimal forbidden induced subgraph, all
induced subgraphs of G are contained in Υk except for G itself. Thus ∆(G) >
χ(G) + k − 1. Choose a vertex v of maximum degree in G and let H be the
graph induced in G by the vertex set {v} ∪ N(v). Observe that H ⊆ G is not
in Υk, since ∆(H) = ∆(G) > χ(G) + k − 1 ≥ χ(H) + k − 1. Hence, H ∼= G by
minimality of G, and thus, G contains a dominating vertex, namely v. Assume
there exists a vertex x ∈ V (G) \ {v} such that χ(G − x) = χ(G) − 1. This
equality in particular holds if x is a dominating vertex. Then
∆(G− x) = ∆(G) − 1 ≥ χ(G) + k − 1 = χ(G− x) + k. (1)
Thus G−x 6∈ Υk, contradicting the minimality of G. Hence, Conditions 1 and 2
follow. Let x ∈ N(v). Due to Condition 1, the degree of x is at most ∆(G)− 2.
Hence, ∆(G− x) = ∆(G) − 1. Due to Condition 2, χ(G− x) = χ(G). Assume
∆(G) ≥ χ(G) + k + 1. Then ∆(G − x) = ∆(G) − 1 ≥ (χ(G) + k + 1) − 1 =
χ(G − x) + k. That is, G − x 6∈ Υk, a contradiction. Hence ∆(G) = χ(G) + k,
and the third condition follows.
Let G obey Conditions 1, 2 and 3. We have to prove that G ∈ F (χ, k). Since
∆(G) = χ(G) + k > χ(G) + k − 1,
G is a forbidden induced subgraph for every graph contained in Υk. To see that
G is minimal, let L ∈ F (χ, k) be an induced subgraph of G. Observe that the
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graph induced by (V (L) \ {y}) ∪ {v} is isomorphic to L, hence without loss of
generality, let y = v. Let S = V (G) \ V (L) and recall that ∆(G) = V (G) − 1.
Thus,
χ(L) + k = V (L)− 1 = V (G) − |S| − 1 = ∆(G) − |S| = χ(G) + k − |S|.
That is, χ(G) − χ(L) = |S| = |V (G)| − |V (L)|. In other words, every vertex in
V (G) \ V (L) coincides with its own color class in every optimal coloring of G,
yielding S = ∅. Hence, G = L.
Corollary 1. Let G ∈ F (χ, k). Then ∆(G) = |V (G)|− 1 and χ(G) = |V (G)|−
k − 1.
Proof. If Conditions 1, 2 and 3 from Theorem 2 hold for G, then the dominating
vertex v has maximum degree, thus ∆(G) = |V (G)| − 1. By Condition 3,
∆(G) = χ(G) + k, and therefore χ(G) = |V (G)| − k − 1.
Our next result, Proposition 1, provides a bound in terms of k on the order of
the minimal forbidden induced subgraphs of Υk. By Kn we denote the complete
graph on n vertices.
Proposition 1. Let G ∈ F (χ, k). Then 2χ(G)−2 ≤ ∆(G) ≤ 2k+2. Moreover,
2 ≤ χ(G) ≤ k + 2.
Proof. Let G ∈ F (χ, k). Observe that K1 ∈ Υk for all k ≥ 0, hence χ(G) ≥ 2.
By Corollary 1, |V (G)| = ∆(G) + 1. Thus, Theorem 2, Condition 2, yields
∆(G) ≥ 2(χ(G) − 1). By Theorem 2, Condition 3, χ(G) + k = ∆(G) holds.
Hence, χ(G) + k = ∆(G) ≥ 2(χ(G) − 1), leading to χ(G) ≤ k + 2 and ∆(G) ≤
2k + 2.
Proposition 1 has an important consequence: it yields a bound for the order
of minimal forbidden induced subgraphs. In other words, F (χ, k) is a subset of
the set of graphs that have at most 2k + 3 vertices, and is therefore finite for
every k ∈ N0.
Observation 1. For every k ∈ N0, the set of minimal forbidden induced sub-
graphs of Υk is finite.
Hence, the problem of recognition of these graphs can be solved in polynomial
time. Note that for any fixed k ∈ N0, the set F (ω, k) is also finite (cf. [7]). More
similarities become clear when comparing the sets Ωk and Υk. Recall that the
chromatic number is always at least as large as the clique number.
Observation 2. For every k ∈ N0, Ωk ⊆ Υk.
Observation 2 does not necessarily imply F (χ, k) ⊆ F (ω, k). Every graph
in F (χ, k) is forbidden as a subgraph of a graph in Ωk, but with regard to this
property not necessarily minimal. However, as demonstrated by the next results,
a graph in F (χ, k) is also in F (ω, k) if it is perfect. A graph G is perfect if for
G and all its induced subgraphs the clique number and the chromatic number
coincide. The class of perfect graphs is among the best studied hereditary graph
classes (cf. [2, 4, 5]).
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Lemma 1. Let G be a perfect graph. Then the intersection of all maximum
cliques of G is empty if and only if in every optimal coloring of G, every color
class consists of at least 2 vertices.
Proof. Let G be a perfect graph. The intersection of all maximum cliques of
G is empty if and only if there exists no vertex x ∈ V (G) such that ω(G −
x) = ω(G) − 1. This is equivalent to the statement that there exists no vertex
x ∈ V (G) such that χ(G− x) = χ(G) − 1, since G− x is also perfect. In other
words, there is no vertex that forms its own color class in any optimal coloring
of G.
With this lemma, we can now formulate the following result.
Theorem 3. Let k ∈ N0 and let G be a perfect graph. Then G ∈ F (ω, k) if
and only if G ∈ F (χ, k). In particular, if all graphs in F (ω, k) are perfect, then
F (ω, k) = F (χ, k).
Proof. Let k ∈ N0 and let G be a perfect graph. Observe that G ∈ F (ω, k) if
and only if G meets Conditions 1, 2 and 3 of Theorem 1. Obviously, Condition 1
of Theorem 1 and Condition 1 of Theorem 2 coincide. By Lemma 1, G obeys
Condition 2 of Theorem 1 if and only if G obeys Condition 2 of Theorem 2, since
G is perfect. Finally, ∆(G) = ω(G)+k is equivalent to ∆(G) = χ(G)+1, again
due to perfectness of G. All in all, G ∈ F (ω, k) if and only if G ∈ F (χ, k).
We remark that the statement of Theorem 3 can be described by F (ω, k) ∩
PG = F (χ, k) ∩ PG, where PG denotes the class of perfect graphs. With
Theorem 3, it is easy to show that the sets Ωk and Υk are the same for k = 0
and k = 1. For s ∈ N, let Ps denote the path on s vertices.
Theorem 4. F (χ, 0) = {P3} = F (ω, 0). That is, Υ0 consists of unions of
complete graphs.
Proof. By Theorem 4 in [7], F (ω, 0) = P3. In particular, F (ω, 0) consists of
perfect graphs only. Theorem 3 completes the proof.
Theorem 5 states that also F (ω, 1) and F (χ, 1) coincide. By Wr, r ∈ N,
r ≥ 3, we denote the cycle on r vertices where a dominating vertex is added.
For the graphs in F (χ, 1), cf. Figure 2.
Figure 2: The graphs claw, gem, W4, butterfly.
Theorem 5. F (χ, 1) = {claw, gem, W4, butterfly} = F (ω, 1).
Proof. By Theorem 5 in [7], F (ω, 1) = {claw, gem, W4, butterfly}. Hence all
graphs in F (ω, 1) are perfect graphs. Theorem 3 completes the proof.
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The union of two graphs G and H is denoted by G ∪H . For s ∈ N, let Cs
denote the cycle on s vertices. In order to compare the sets F (ω, 2) and F (χ, 2),
we restate Theorem 6 of [7], in a slightly adapted version that is based on the
observation that every K3-free supergraph of K2 ∪K2 ∪K1 on five vertices is
either a subgraph of K2,3 or is the C5-graph. The K6 − 3e is the K3 where
three pairwise non-incident edges are removed (it corresponds to the last graph
in the last row of Figure 3 when the dominating vertex is removed). If we
say subgraph respectively supergraph we allow both edges and vertices to be
removed respectively added to the host graph.
Theorem 6 ([7]). Let G be a graph. G ∈ F (ω, 2) if and only if G contains a
dominating vertex v and one of the following holds:
1. G− v ∼= K4,
2. G− v is a supergraph of K2 ∪K2 ∪K1 and a subgraph of K2,3,
3. G− v ∼= C5,
4. G− v ∼= S3,
5. G− v is a supergraph of K3 ∪K3 and a subgraph of K6 − 3e.
All graphs contained in F (χ, 2) are shown in Figure 3. With C
(3)
5 and C
(4)
5
we denote the graphs that correspond to a C5 with a K1 attached to three
respectively four consecutive vertices of the C5. Both graphs, drawn with a
dominating vertex, can be found in Figure 3, namely the last two graphs in the
second row.
Figure 3: The set F (χ, 2).
Theorem 7. Let G be a graph. Then G ∈ F (χ, 2) if and only if G contains a
dominating vertex v and one of the following holds:
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1. G− v ∼= K4,
2. G− v is a supergraph of K2 ∪K2 ∪K1 and a subgraph of K2,3,
3. G− v consists of 6 vertices and is a subgraph of K6 − 3e such that one of
the following holds:
(a) G− v ∼= S3,
(b) G− v is a supergraph of K3 ∪K3,
(c) G− v ∼= C
(3)
5 ,
(d) G− v ∼= C
(4)
5 .
In particular, F (ω, 2) \ {W5} = F (χ, 2) \ {C
(3)
5 , C
(4)
5 }.
Proof. With Condition 1, 2 and 3, we refer to the conditions stated in Theo-
rem 2. With [i.] we refer to Condition i listed in Theorem 7.
Let G be a graph with a unique dominating vertex v. Let G − v obey [1.],
[2.], [3a.] or [3b.]. Then G−v is a perfect graph and obeys Condition 1, 2, 4 or 5
of Theorem 6, respectively. By Theorem 3, G ∈ F (χ, 2). If G− v obeys [3c.] or
[3d.], then it is easy to see that G− v obeys Condition 1, 2 and 3 of Theorem 2,
and that hence, G ∈ F (χ, 2).
To show the reverse direction, let G be a graph in F (χ, 2). Observe that
by Condition 1 of Theorem 2, G has a unique dominating vertex, say v. By
Theorem 3, F (χ, 2) ∩ PG = F (ω, 2) ∩ PG. In other words, if G is a graph in
F (χ, 2) that is perfect, then and only then G is a graph in F (ω, 2) that is perfect.
Therefore, G obeys [1.], [2.], [3a.] or [3b.]. Let now G be a non-perfect graph.
By Proposition 1, we have 2 ≤ χ(G) ≤ 4, therefore |G| = ∆(G) + 1 equals 5,
6 or 7 and thus |G − v| = 4, 5 or 6 and χ(G − v) = 1, 2 or 3, respectively.
Non-perfectness implies χ(G − v) = 3 and therefore |G− v| = 6. The only odd
hole respectively anti-hole that can be embedded as induced subgraph in G− v
is therefore C5. Hence, let C be an induced C5 in G−v and let u ∈ G−v be the
vertex not in C. Since v is a unique dominating vertex, u is adjacent to at most
four vertices of C5. Moreover, if u is adjacent to at most two vertices of C5, or
to three vertices of C5 that are not consecutively ordered, then we always find
a coloring of G− v where one vertex forms a singleton color class, contradicting
Condition 1 of Theorem 2. Hence, G ∼= C
(3)
5 or G
∼= C
(4)
5 . By checking the
three conditions listed in Theorem 2, is easy to see that both these graphs are
in F (χ, 2). This completes the proof.
To sum up, F (ω, 0) = F (χ, 0), F (ω, 1) = F (χ, 1), but
F (ω, 2) \ {W5} = F (χ, 2) \ {C
(3)
5 , C
(4)
5 }.
Observe that both C
(3)
5 and C
(4)
5 containW5 as induced subgraph. The question
arises what separates the set F (χ, k) from the set F (ω, k) for a fixed k ∈ N. In
order to answer this question, we will genereralize the result for k = 2 in the
following section.
Before we proceed, observe that |F (χ, 0)| = 1, |F (χ, 1)| = 4 and |F (χ, 2)| =
24. Moreover, |F (χ, 3)| = 402 and |F (χ, 4)| = 25788 (cf. [8]), hence, although fi-
nite, the sets of minimal forbidden induced subgraphs seem to grow very quickly
compared to the increase of k. All minimal forbidden induced subgraphs for
k = 1, 2 and 3 can be downloaded from House of Graphs [1] by searching for
the keywords “maximum degree * chromatic number” or “chi(G) + k” where
k = 1, 2 or 3.
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Figure 4: The opposite of Lemma 2 is not true. In other words, we can not ommit the
subgraph condition of Theorem 8.
3. Neighborhood perfect graphs
By the Strong Perfect Graph Theorem [2], a graph is perfect if and only if
it is free of odd holes and odd anti-holes. An odd hole is a cycle of odd length
with at least five vertices. An odd anti-hole is the complement of an odd hole.
We say that a graph is neighborhood perfect if the neighborhood of every vertex
is perfect. Observe that a graph is neighborhood perfect if and only if it does
not contain an odd hole with a dominating vertex, or an odd anti-hole with a
dominating vertex.
Lemma 2. Let G be a neighborhood perfect graph and let k ∈ N0. G is F (ω, k)-
free if and only if G is F (χ, k)-free.
Proof. Let G be a neighborhood perfect graph and letH be an induced subgraph
of G with a dominating vertex, say v. Since H is neighborhood perfect, H − v
is perfect. Let k ∈ N0 be such that H ∈ F (ω, k) or H ∈ F (χ, k). In this case,
by Theorem 3, H ∈ F (χ, k) or H ∈ F (ω, k), respectively.
Note that the opposite of Lemma 2 is not true. Consider for example the
graph drawn in Figure 4, that is, the union of aK4 and a C5, where a dominating
vertex is added. This graph, say G, is not neighborhood perfect, since W5 is an
induced subgraph of G. But, since ∆(G) = 9, ω(G) = 5 and χ(G) = 5, G ∈ Ωk
and G ∈ Υk for all k ≥ 5, and G 6∈ Ωk and G 6∈ Υk for k ≤ 4. That is, G ∈ Ωk
if and only if G ∈ Υk, for all k ∈ N0. In other words, G is not neighborhood
perfect, but for all k ∈ N0, G is F (ω, k)-free if and only if G is F (χ, k)-free.
The proof of Theorem 8 needs a short preparation. The complement of a
graph G is denoted by G. Consider the graph W2r+3, r ≥ 1 and observe that
W2r+3 ∈ F (ω, 2r). Since χ(W2r+3) = 4, W2r+3 6∈ F (χ, 2r). Let further B2r+3,
r ≥ 1, denote the anti-hole with 2r + 3 vertices where a dominating vertex is
added. Observe that B2r+3 ∈ F (ω, r+1). It is easy to see that χ(B2r+3) = r+3
and ∆(B2r+3) = 2r + 3, hence B2r+3 6∈ F (χ, r + 1).
Observation 3. Let k ∈ N, k ≥ 2. Then Wk+3 ∈ F (ω, k) \ F (χ, k) and
B2k+1 ∈ F (ω, k) \ F (χ, k).
We are now in the position to state Theorem 8.
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Theorem 8. Let G be a graph. Then the following statements are equivalent:
1. G is a neighborhood perfect graph.
2. For all k ∈ N0 and all induced subgraphs H of G, H ∈ Ωk if and only if
H ∈ Υk.
Proof. Let G be a neighborhood perfect graph and letH be an induced subgraph
of G. Hence, H is also neighborhood perfect. By Lemma 2, for every k ∈ N0,
H is F (ω, k)-free if and only if H is F (χ, k)-free.
Let on the other hand G be a graph that is not neighborhood perfect. Then,
for some k ≥ 1, G contains a subgraph, say H , such that H ∼= Wk+3 or H ∼=
B2k+1 and hence a graph that is contained in F (ω, k), but not in F (χ, k). Hence,
H ∈ Υk \Ωk. This completes the proof.
Note that this result does not imply a polynomial algorithm for the recog-
nition of neighborhood perfect graphs. However, due to [3], in polynomial time
it is possible to check if the neighborhood of every vertex in a graph is perfect.
4. Final remarks
We introduced the graph classes Υk, for all k ∈ N0. A member of Υk has the
property that all its induced subgraphs comply with ∆ ≤ χ+ k− 1. We showed
that those graphs can be characterized by a finite set of minimal forbidden
induced subgraphs.
Moreover, we found some relations to the results presented in [7], where
we require ∆ ≤ ω + k − 1 for every induced subgraph. In particular, the
neighborhood perfect graphs are exactly those graphs for which Υk and Ωk
coincide for all k ∈ N0 and all induced subgraphs of the graph.
A future direction might restrict the graph classes Υk to some graph universe
like the claw-free graphs. There, a minimal forbidden induced subgraph G
has a unique dominating vertex v, ∆(G) = χ(G) + k but in every optimal
coloring of G − v, every color class contains exactly two vertices. This might
lead to interesting results concerning the structure of minimal forbidden induced
subgraphs. Furthermore, the question arises what happens when we compare
Υk to Ωj for some j ∈ N0, where j 6= k. Finally, it might be of interest to
focus on further graph parameters. We currently try to adapt our methods to
the complement graph parameters of ω and χ, that is, replacing ω or χ by the
maximum size of an independet set or the clique cover number of the graph.
In particular, we try to generalize our results, focussing on monotone graph
parameters, where in our understanding, a parameter φ is monotone if for every
induced subgraph H of some graph G, φ(H) ≤ φ(G).
5. Acknowledgement
We want to thank both reviewers for their very helpful and encouraging
comments. Moreover, we want to thank Jan Goedgebeur from Ghent Univer-
sity, Belgium, for his very helpful computation of the sets F (χ, k), for small
k. The reader interested in those sets is invited to have a look at House of
Graphs (cf. [1]).
9
References
[1] G. Brinkmann, K. Coolsaet, J. Goedgebeur, H. Me´lot, House of Graphs:
A database of interesting graphs, Discrete Appl. Math. 161, 311-314 (2013).
DOI: 10.1016/j.dam.2012.07.018, available at http://hog.grinvin.org/.
[2] M. Chudnovsky, N. Robertson, P.D. Seymour and R. Thomas, The strong
perfect graph theorem, Ann. Math. 164, 51-229 (2006). DOI: 10.4007/Fan-
nals.2006.164.51.
[3] M. Chudnovsky, G. Cornue´jols, X. Liu, P.D. Seymour and K. Vusˇkovic´,
Recognizing Berge Graphs, Combinatorica 25, 143-186 (2005). DOI:
10.1007/s00493-005-0012-8.
[4] B. Toft, Coloring, stable sets and perfect graphs, in R. Graham, M.
Gro¨tschel, L. Lova´sz, eds., Handbook of Combinatorics, Vol. I, North-
Holland, pp. 233 - 288 (1995).
[5] M.C. Golumbic, Algorithmic Graph Theory and Perfect Graphs, Academic
Press, New York (1980).
[6] R.L. Brooks, On colouring the nodes of a network, Math. Proc. Cambridge
Philos. Soc. 37, 194-197 (1941).
[7] O. Schaudt, V. Weil, On bounding the difference between the maximum
degree and the clique number, Graphs and Combinatorics 31(5), 1689-1702
(2015). DOI: 10.1007/s00373-014-1468-3.
[8] Jan Goedgebeur (Ghent University, Belgium). Personal Communication.
10
