Adolf Hurwitz proposed in 1887 a continued fraction algorithm for representing complex numbers. Among other similarities with regular continued fractions, quadratic irrationals can be characterized in terms of periodic expansions. In this paper we give necessary and sufficient conditions for pure periodicity with respect to Hurwitz algorithm. We also show a complex analogue of a theorem by Y. Bugeaud ([Bu13]) which establishes a combinatorial condition for transcendence.
Introduction
Regular continued fractions are a remarkably useful tool in number theory. The structure of a regular continued fraction expansion sometimes helps to determine algebraic or analytic properties of the number it represents. A famous result in this direction is the Euler-Lagrange Theorem. It says that an irrational number has an ultimately periodic continued fraction if and only if it is a quadratic irrational. Another important theorem, due to Liouville, allows us to construct transcendental numbers by simply taking continued fractions whose terms grow fast enough. A well known conjecture relating transcendence and boundedness of continued fraction is the following. Conjecture 1.1 (Folklore Conjecture). If an irrational real algebraic number has a bounded continued fraction, then it is a quadratic irrational.
Although the conjecture remains widely open, there are important partial results. On the base of Roth's Theorem, Alan Baker showed that whenever the continued fraction of a real irrational α satisfies certain combinatorial condition, then α has to be transcendental. In 1998, Martine Quéffelec showed the transcendence of numbers whose regular continued fraction is the Thue-Morse sequence over an alphabet {a, b} ⊆ N. Afterwards, she showed the transcendence of a larger class of automatic continued fractions. Based on their joint work with Florian Luca on b-ary expansions, Boris Adamczewski and Yann Bugeaud generalized in 2005 some of Quéffelec's work. They showed that palindromic continued fractions and other combinatorial conditions imply transcendence. These results were crowned by Y. Bugeaud in [Bu13] . The main result of [Bu13] implies that real numbers with an automatic continued fraction are either quadratic irrationals or transcendental.
In a recent paper ( [BuKi15] ), Y. Bugeaud and Dong Han Kim defined a function giving another notion of complexity of an infinite word. With their function, it is possible to state the main theorem of ( [Bu13] ) in an extremely neat fashion (Theorem 1.1).
We must recall first some definitions.
Definition 1.1. Let A ≠ ∅ be a finite set and a an infinite word on A. The repetition function, r(⋅, a) ∶ N → N, is ∀n ∈ N r(n, a) = min {m ∈ N ∶ ∃i ∈ [1..m − n] a i ⋯a i+n−1 = a m−n+1 ⋯a m } .
The repetition exponent of a, rep(a), is rep(a) ∶= lim inf n→∞ r(n, a) n .
Theorem 1.1 (Bugeaud, 2011) . . Let a = a 1 a 2 . . . be a non-periodic infinite word in N. If (Bugeaud, 2011) . Let (a n ) ∞ n=1 be an automatic sequence of positive integers. If (a n ) ∞ n=1 is not periodic, then α = [0; a 1 , a 2 , . . .] is transcendental.
Given the importance of a regular continued fraction, it is natural to look for a similar tool in other contexts. In the complex plane, C, there have been several attempts. An outstanding example was given by Asmus Schmidt( [ASch] ). His sophisticated construction focuses on the quality of approximation. A much simpler algorithm was proposed by Adolf Hurwitz ([Hu87] ), it is just the straight forward generalization of the nearest integer continued fraction (see Section 2 for details). Some other expansions and their associated ergodic theory were studied by Julius Hurwitz, William Leveque, Hitoshi Nakada, Georges Poitu, among others. Lately, some families of complex continued fractions have been studied by Shrikrishna Gopalrao Dani and Arnaldo Nogueira ( [DaNo14] , [Da15] ).
In this paper, we restrict ourselves to Hurwitz Continued Fractions. While similarities between Hurwitz and regular continued fractions abound, there important differences. For example, Serret's theorem states that two real numbers belong to the same orbit of PSL(2, Z) R (acting via Möbius transformations) if and only if the numbers are both rational or if they are both irrational and the tails of their continued fraction expansion coincide. The analogue fails in C with Hurwitz Continued Fractions. Richard Lakein gave in [La74b] a pair of complex numbers, ζ and ξ, and an element γ ∈ PSL(2, Z[i]) such that ζ = γξ but whose Hurwitz continued fractions never coincide.
The most striking results was obtained by Doug Hensley ([He06] ) and extended by Wieb Bosma and David Gruenewald ( [BoGu12] ). It is a negative answer to the Folklore Conjecture for complex numbers and Hurwitz Continued Fractions. Theorem 1.3 (Bosma, W., Gruenewald, D. (2012)). Let n be a natural number. There exists an algebraic number α ∈ C, whose Hurwitz Continued Fraction expansion has bounded elements, such that
Despite Theorem 1.3, we can also conclude certain properties about the repetition exponent of the continued fractions of algebraic numbers. A trivial consequence of one of our main result, Theorem 5.1, is a weaker analogue of Theorem 1.1. Theorem 1.4. Let a = (a 1 , a 2 , . . .) be the Hurwitz continued fraction of a number ζ ∈ C. If a is not periodic and
Corollary 1.5. Let a = (a 1 , a 2 , . . .) be the Hurwitz continued fraction of a number ζ ∈ C. If a n ≥ √ 8 for n ∈ N, and a is automatic, then ζ = [0; a 1 , a 2 , . . .] is quadratic over Q(i) or transcendental.
In Theorem 3.2 we study purely periodic continued fractions. As in Theorem 1.4 and Corollary 1.5, a lower bound appears. We show that, for our result on purely continued fractions, the lower bound is-while unpleasant-best possible.
Our main results give necessary and sufficient conditions for purely periodic HCF expansions (Theorem 3.2), characterize badly approximable complex numbers (Theorem 4.1), and give necessary conditions for transcendence of complex numbers (Theorem 5.1).
The paper is organized as follows. In the second part we define properly Hurwitz Continued Fractions and we discuss the associated shift space. In the third section, we state and prove sufficient and necessary conditions on purely periodic continued fractions. In the fourth section, we characterize badly approximable in terms on Hurwitz Continued Fractions (Theorem 4.1). This result was recently shown by Robert Hines ([Hi17] ), but our proof is slightly different. In the last section we state and show Theorem 5.1, our main transcendence result.
Notation. We will reserve [a 0 ; a 1 , a 2 , . . .] for Hurwitz Continued Fractions. We will also need complex continued fractions which may fail to be Hurwitz, we represent them by ⟨a 0 ; a 1 , a 2 , . . .⟩. By natural numbers, N, we mean the set of positive integers and we write N 0 = N ∪ {0}. Given two functions f, g ∶ N 0 → R, the Vinogradov symbol f ≪ g means that for some C > 0 and every n ∈ N we have f (n) ≤ Cg(n). Finally, for any z ∈ C and A ⊆ C we consider z +A ∶= {z +a ∶ a ∈ A}.
Hurwitz Continued Fractions
Denote by [⋅] ∶ C → Z[i] the function which assigns to each complex number its nearest Gaussian integers rounding up to break ties; thus
In analogy to the Gauss map, we define the function
where F * = F ∖ {0}. Writing T 1 ∶= T and T n+1 ∶= T n ○ T for n ∈ N we give to any z ∈ C a pair of sequences of complex numbers (a n ) n≥0 and (z n ) n≥0 through
as long as the iterations of T make sense.
Considering a 1 as a function from F to Z[i], we get a partition of F induced by the pre-images of a 1 (see Figure 1) . It is clear that
where Cl denotes the closure and ○, the interior with respect to the usual topology.
Definition 2.1. The Hurwitz Continued Fraction (HCF) of a complex number z is the sequence (a n ) n≥0 obtained by the above procedure. As defined in [DaNo14] , the Q-pair of z is the pair of sequences (p n )
The terms of the sequence ( pn qn ) n≥0 are called the convergents of z.
As expected, the HCF of a complex number ζ is infinite if and only if ζ ∈ C ∖ Q(i). In this case, we naturally have that the convergents converge to ζ ( [DaNo14] , [Hu87] ).
Not every sequence in Z[i] is the HCF of a complex number. We say that an infinite sequence of Gaussian integers is valid if it is the HCF of some complex irrational number and we will denote the set of valid sequences by Ω HCF . By a valid prefix we mean a finite sequence on
which is the prefix of a valid sequence. A valid segment is defined similarly. Some necessary conditions for a sequence (a n ) ∞ n=0 to belong in Ω HCF follow immediately from the algorithm. 
Figure 1: Partition of F. Proposition 2.1. Let (a n ) n≥0 ∈ Ω HCF be the HCF of z. The following inequalities hold ∀n ∈ N z n ≥ √ 2, a n ≥ √ 2.
Moreover, we have that
Take z ∈ F * , then z 1 ∈ F −1 ∶= {w −1 ∶ w ∈ F} (depicted in Figure 3 ). Suppose that z 2 exists.
If a 1 ≥ √ 8, then the feasible maximal region for z 2 is again F −1 . However, if a 1 = 1 + i-for example-z 2 belongs to the set
In general, the maximal feasible region for z −1 n+1 has one of the forms drawn in Figure 2 or one of the rotations obtained by multiplying them times an integral power of i (in the referred figure we neglect the boundary). Thus, determining whether a sequence is valid or not is more complicated than just checking a uniform lower bound.
With a slight notational abuse, we see that (T, Ω HCF ) is a shift space which cannot be modelled as a Markov shift. Indeed, assume there was an infinite the matrix A characterizing 1 Ω HCF . On the one hand, the segment 1 + 2i, −2 + 2i, 1 + i is not valid, so A −2+2i,1+i = 0. However, 0, −2+2i, 1+i is a valid prefix, which would imply A −2+2i,1+i = 1, a contradiction. We can extend this observation to prefixes of arbitrary length. While for any n ∈ N the sequences
are valid segments, the sequences
are not. Obviously, the conclusion holds if we replace 1 + 2i and −1 + 2i by 2 + i and −2 + i. We can obtain more examples using the symmetries of the HCF process. The lack of Markov structure is a significant difference between the Hurwitz Continued Fractions and its direct real analogue, the Nearest Integer Continued Fraction (NICF). It can be easily shown that the set of valid sequences of integers with respect to the NICF algorithm can be characterized in terms of a transition matrix. This feature complicates the study of finite sequences of the form (a j , a j−1 , . . . , a 1 ) where (a 1 , . . . , a j−1 , a j ) is a valid prefix. Such sequences appear naturally since ∀n ∈ N q n+1 q n = ⟨a n+1 ; a n , . . . , a 1 ⟩ .
Nevertheless, the denominators (q n ) ∞ n=0 have some useful properties. We borrow the following results from [DaNo14] (the third part is not stated in that paper, but it is a direct consequence of the second part).
iii. For every n, k ∈ N we have
In the following, we adopt the notation of [La73] . For every z ∈ C and ρ > 0, D(z, ρ) is the open disc with radius ρ and centered at z, D(z, ρ) = Cl D(z, ρ), and E(z, ρ) = C ∖ D(z, ρ).
Periodic continued fractions
A. Hurwitz proved an analogue to the Euler Lagrange theorem for his continued fractions. More than a century later, S.G. Dani and A. Nogueira showed that it still holds for a larger family of complex continued fractions ( [DaNo14] ).
Theorem 3.1 (Hurwitz (1887)). Let z be an irrational complex numbers. The Hurwitz Continued Fraction expansion of z is ultimately periodic if and only if z is an irrational quadratic number over Q(i).
A well known result byÉvariste Galois (1828) states a real number α > 1 with a purely periodic continued fraction expansion is a quadratic irrational whose Galois Conjugate β satisfies −1 < β < 0 and vice versa. Such quadratic irrationals are called reduced. We provide a similar result for HCF.
. .] be a quadratic irrational over Q(i) and η ∈ C its Galois conjugate over Q(i).
1. If (a n ) ∞ n=0 is purely periodic, then η < 1.
2. If ξ > 1, η ∈ F and a n ≥ √ 8 for every n ∈ N 0 , then ξ has purely periodic expansion.
3. The conditions η ∈ F and (∀n ∈ N a n ≥ √ 8) cannot be removed from the second point. In fact, there are infinitely many pairs ξ, η such that i. η ∈ F, a n < √ 8 for some n, and (a n ) ∞ n=0 is not purely periodic, ii. η ∈ F, a n ≥ √ 8 for all n, and (a n ) ∞ n=0 is not purely periodic, iii. η ∈ F, a n < √ 8 for some n, and (a n ) ∞ n=0 is not purely periodic. If (a n ) ∞ n=0 is a purely periodic sequence, we denote it by (a n ) ∞ n=0 = (a 0 , . . . , a m−1 ). We will tacitly assume that m ∈ N is minimal with respect to the condition a n = a n+m for every n ∈ N. We will call a valid purely periodic sequence (a 0 , a 1 , . . . , a m−1 ) reversible if (a m−1 , . . . , a 1 , a 0 ) is valid. Note that every purely periodic sequence whose terms have absolute value at least √ 8 is reversible.
Dividing by q mj−1 we obtain a monic polynomial P ∈ Q(i)[X] satisfied by the irrational ξ, hence
And we conclude that lim
In order to show that η < 1 we check two cases: a m−1 ≥ 2 and a m−1 = √ 2. Assume that q jm−1 q jm−2 < φ holds for large j. For such j, Lemma 2.1 implies that φ ≤ q jm−2 q jm−3 , so q jm−3 q jm−2 ≤ φ −1 and
By symmetry, we may suppose that a m−1 = 1 + i. The element a m−2 must exist, for (i + 1, i + 1) is not a valid segment. Since ( q n ) n≥0 is strictly increasing,
Assume for contradiction that η = 1. Then, since D(a m−2 , 1) has to intersect the boundary of E(1 + i, 1) ∪ E(0, 1) and a m−2 ≥ √ 2, the only possibilities for a m−2 are
(see Figure 4 .) The laws of succession of the HCF exclude the options 1
, so by taking limits, we would have
which is impossible. Similarly, we can dismiss −3 + i. Hence, a m−2 has to be −2 + 2i and
With a similar argument and the observations made in (4) and (5), we conclude that a m−3 exists and has to be equal to a m−3 = 2 + 2i. Continuing in this way, we obtain that the period has to alternate between −2 + 2i and 2 + 2i. By pure periodicity, 1 + i eventually appears.
However, the previous argument shows that 1 + i and 1 − i are never valid options. Therefore, we can conclude η < 1.
2. Take the notation as in the statement. Conjugate over Q(i) the sequence (ξ j ) j≥0 given by
Let (k j ) j≥0 be given by
It is not hard to show inductively that k n → √ 2 + 1 as n → ∞, that k n > 2 for n ≥ 2, and that
n for all n. Assume that ξ was not purely periodic. Write ξ = [a 0 ; a 1 , . . . , a n , a n+1 , . . . , a m+n ] with a n ≠ a n+m . Define ξ ′ = [a n+1 , . . . , a m+n ] = ξ n+1 and call η ′ = ζ n+1 its Galois conjugate.
The proof of the first point tells us that we have
If we had n ≥ 2, the left-most term in
= a n − a n+m would belong to D(0, 1), while the right-most term would be a non-zero Gaussian integer. Therefore, we must have either n = 0 or n = 1. Suppose n = 1. Conjugate ξ 1 = a 1 + 1 ξ ′ to get
The inequality ζ 1 ≤ k
−1 along with a m−1 ≠ a 1 and the previous contention give a m+1 − a 1 = 1. Assume that a m+1 − a 1 = 1 (the other cases are treated similarly). Then, we have
Call c 0 and ρ 0 , respectively, the center and the radius of the last disc. Direct calculations give 0.7 < ρ 0 < 0.8 and −1.5 < c 0 < 1.4, so
Therefore, in view of (8), we would have a m ≤ √ 5, contradicting the lower bound hypothesis. The only possibility left is n = 0, but in this case we would have ζ 1 = η ′ and
which implies-because the last term belongs to F-that a m = a 0 , a contradiction. Therefore, (a n ) ∞ n=0 is purely periodic.
with N 1 , M 1 > 0 and M , N large. Since (a n ) n≥1 = (M, 1 + i, N, 2 + 4i) is valid and reversible, we can consider the Galois conjugate irrational quadratics ξ ′ and η ′ with HCF expansion
Define
We have a quadratic irrational ξ, ξ > 1, whose HCF is not purely periodic and that has elements with absolute value less that √ 8. The Galois conjugate of ξ, η, belongs to
The core of the construction is to chose a reversible sequence (a n ) n≥1 = (a 1 , . . . , a m ) with R(a m−1 ) < 0 and pick a 0 = a m + 1.
ii. The argument of the previous point can be easily adapted.
iii. The classical theory of regular continued fractions provide the first examples. Since reduced quadratic irrationals are dense in (1, ∞), they are dense in (1, 2.5). Take a reduced quadratic irrational α with 1 < α < 2.5. The HCF of α = [a 0 ; a 1 , a 2 , . . .] cannot be purely periodic, because 1 < α < 1.5 implies a 0 = 1 and 1.5 < α < 2.5 implies a 0 = 2, a 1 < 0. However, the Galois conjugate of α in Q, and hence in Q(i), lies in (−1, 0) ⊆ D. An explicit example is the Golden Ratio φ
Although these examples do not say that √ 8 is best possible, they do provide a strategy to build infinitely many numbers showing it. For any
The purely periodic sequence (2 + i; −2 + i, M ) is not valid, because any valid prefix of the form (2 + i; −2 + i, M, 2 + i, −2 + i, N ) has RN < 0. The convergence of the continued fraction defining ν follows from the validity of (M, −2 + i, 2 + i) and the symmetry of the continuats K n (a 1 , . . . , a n ) = K n (a n , . . . , a 1 ) (See Proposition 1.1, [He06] ). We claim that the HCF of ν is ν = [2 + i; −2 + i, M + 1, −2 + i, 2 + i, M ].
To verify the equality, take ξ ∶= [−2 + i; 2 + i, M ]. The purely periodic expansions of ξ and ν yield
Therefore, we can obtain a polynomial over Z[i] solved by 1 + ξ −1 and ν −1 . After locating both points in the complex, we can conclude that 1 + ξ −1 = ν −1 . Finally, the Galois conjugate η of ν is
Remark. The Galois Conjugate η of ζ = [a 0 ; a 1 , . . . , a m ] satisfies η = − ⟨0; a m , . . . , a 1 , a 0 ⟩ , which is not a surprise at all. This expansion, however, may fail to be a HCF. When (a n ) ∞ n=0 has simple motives for not to be reversible, we can compute the HCF of η with a singularization , a + 1
2 We borrow the term singularization from [IoKr02] .
for any a, b ∈ C. A concrete example is given by ζ = [5 + 6i; −3 + 2i, 2, 9 + 4i] and its Galois Conjugate η. The continued fraction of ζ is not reversible. Nevertheless, we can get the HCF of −η by reversing the period and applying the first singularization formula η = −[0; 10 + 4I, −2, −2 + 2i, 5 + 6i].
Once we know why a sequence is not reversible, it is not hard to determine the process to obtain a valid expansion. The difficulty is in determining the source of non-reversibility.
Bounded Hurwitz Continued Fractions
Minkowski's First Convex Body Theorem implies a complex version of a famous corollary to Dirichlet's Theorem on Diophantine Approixmation. Namely, a complex number ζ is irrational if and only if there are infinitely many co-prime Gaussian integers p and q such that
Lester Ford showed in 1920-in a similar spirit of Hurwitz Theorem on diophantine approximationthat the constant 4 π can be replaced by ( √ 3) −1 and that this is best possible. As in the real case, a complex number is badly approximable if (9) cannot be improved, in some sense.
The set of badly approximable complex numbers is denoted Bad C .
Bad C shares some properties with its real counterpart. For instance, it has Lebesgue measure 0, it is 1 2 -winning in the sense of Schmidt games ([DoKr03]), and so it is of full Hausdorff dimension. We can also characterize Bad C in terms of Hurwitz Continued Fractions.
Theorem 4.1. The set of badly approximable complex number is
Most of the standard argument ( [Kh] ) in the real version of Theorem 4.1 works in our context too. However, we need to be sure that HCF convergents do provide good approximations. Although now convergents are not best approximations, they still have some desirable properties. We say that p q ∈ Q(i) is a good approximation to ζ ∈ C if
We say that p q ∈ Q(i) is a best approximation to ζ ∈ C if
The next result is Theorem 1 of [La73] .
Theorem 4.2 (Lakein, 1973) . Let ζ be a complex number. Every convergent of ζ is a good approximation to ζ. Moreover, for almost every ζ ∈ C (with respect to the Lebesgue measure) every convergent is a best approximation to ζ. its Q-pair. Then, for some absolute constant we have
Proof of Proposition 4.1. An inductive argument (Proposition 1, [DaNo14] ) gives us that q n z n+1 + q n−1 = z(p n z n+1 + p n−1 ) for every n ∈ N, therefore
The left inequality in (10) follows immediately from the strict monotonicity of ( q n ) n≥0 . For the right inequality, we use z n+1 = a n+1 + z
Since ( q n ) n≥0 is strictly increasing and z
2 ), we can uniformly bound by below 1 + qn q n+1 1 z n+2 as follows
The previous inequality plugged into (11) yields the result.
Proof of Theorem 4.1. We start by showing ⊇. Let z = [a 0 ; a 1 , a 2 , . . .] be a complex number whose elements are bounded by M > 0. Then,
and, by the left inequality of Lemma 10, we have for
Now, take p q ∈ Q(i) in lowest terms and n ∈ N such that q n−1 < q ≤ q n . By Theorem 4, q n z − p n ≤ qz − p , so our choice of n gives
Therefore, z ∈ Bad C satisfies with C = (M + 1)
In order to show the other contention, take z ∈ Bad C and let C = C(z) > 0 be the constant from the definition. By Lemma 10, for some constant c > 0 and any n ∈ N we have
The last implication follows from q n−1 < q n . The constants in ≪ depend on z.
This characterization of Bad C allows us to restate Theorem 1.3 as follows.
Theorem 4.3. There are complex, badly approximable, algebraic numbers of arbitrary even degree over Q(i).
Recently, Robert Hines ([Hi17]) gave a different proof of Theorem 4.1. His argument also relies on R. Lakein's work but avoids Lemma 10.
Construction of Transcendental Complex Numbers
Let us recall that the length of a finite word x is the number of terms it comprises and it is denoted by x . In general, let A ≠ ∅ be a finite alphabet and a an infinite word over A. As noted in [BuKi15] , rep(a) < +∞ is equivalent to the existence of three sequences of finite words in A, (W n ) n≥1 , (U n ) n≥1 , and (V n ) n≥1 , such that i. For every n the word W n U n V n U n is a prefix of a,
ii. The sequence ( W n + V n ) U n is bounded above, iii. The sequence ( U n ) n≥1 is strictly increasing.
The behaviour of (W n ) n≥1 prompts two different cases:
Our main result is the following theorem.
Theorem 5.1. Let a = (a j ) j≥1 be a non-periodic valid sequence such that rep a < +∞.
ii. If lim inf n→∞ W n = +∞ and a n ≥ √ 8 for every n ∈ N, then ζ is transcendental.
A drawback of our analogue of Theorem 1.1 is that the slight weakening leads us to a lot less elegant statement.
Preliminary Lemmas
Keep the notation of Theorem 5.1 and call (p n ) ∞ n=0 , (q n ) ∞ n=0 the Q-pair of ζ. For simplicity's sake, consider the sequences of non-negative integers (w n ) n≥1 , (u n ) n≥1 , and (v n ) n≥1 given by
We can control the growth of (q n ) n≥0 throught the combinatorial conditions on (W n ) n≥1 , (U n ) n≥1 , and (V n ) n≥1 .
Lemma 5.2. There exists ε > 0 such that for every n ∈ N ψ un ≥ q wn q wn+un+vn ε ,
Proof. The boundedness of (a j ) j≥1 and ((v n + w n ) u n ) n≥0 allows us to define
By Lemma 2.1,
and ε = log ψ N log M works:
As in [Bu15] , our main tool is an adequate version of Schmidt's Subspace Theorem. In [Sch76] , Wolfgang Schmidt obtained his Subspace Theorem for number fields, but we will consider just consider a special case. 
where β ∞ = max{ b 1 , . . . , b k }, and β = (b 1 , . . . , b m ).
Proof of Theorem 5.1
We can restate the two cases in a much simpler way after taking, if necessary, appropriate sub-sequences. Instead of lim inf n w n < +∞ we will think of (w n ) n≥1 as constant. And when lim inf n w n < +∞, we will suppose that (w n ) n≥1 is strictly increasing and that a wn ≠ a wn+un+vn . We do not lose generality with the later restriction. Indeed, if we had a wn = a wn+un+vn = a, we could take finite words (possibly empty)
Throughout the proof, the constants implied by ≪ will depend on ζ. §.(w n ) n≥1 is constant. Write k = w 1 ∈ N 0 and W = W 1 . We can assume that k = 0, because the transcendence of any element in {[a n ; a n+1 , a n+2 , . . .] ∶ n ∈ N} implies the transcendence of all the others. i. Write s n = u n + v n and define the sequence of irrational quadratic numbers ζ
where the second term means
The validity of the sequences defining ζ (n) is not quite evident; in fact, some of them might not be. Nevertheless, after taking a subsequence, we can assume that they are valid. We give a broad sketch of the argument and leave the details to the reader. In general, suppose that for X = x 1 . . . x m , Y = y 1 . . . y n the word XY X is a valid prefix but 0XY XY is not. Without loss of generality, we can assume that 0XY Xy 1 is not a valid prefix. Since x m y 1 appears once but it is forbidden the second time, x m ∈ { √ 5, √ 8}. Therefore, the maximal feasible region for a residue following x m either has the form F 2 or F 3 (see Figure 2) . After verifying separately each case for x m , we conclude that the first m − 1 terms of X must alternate between i k (2 + 2i) and i k (−2 + 2i) for some fixed k ∈ {1, 2, 3, 4}. Moreover, we must have y j = √ 5 for some j. This observation, u n → ∞, and lim sup n→∞ v n u n < +∞ imply that the sequences 0U n V n are valid for sufficiently large n.
The first u n + s n terms of the HCF of ζ and ζ (n) coincide, then (cfr. Proposition 4.1)
As in the real case, each ζ (n) satisfies the polynomial
Therefore, we can bound P n (ζ) as follows
ii. First application of the Subspace Theorem. Consider the sequence of points in
Define two collections of independent linear forms in C,
Evaluating the product of the forms L 1 in x n we have that
Hence, by Lemma 5.2, there exists ε > 0 such that
By construction,
for all n and j ∈ {1, . . . , 4}, where the bar denotes complex conjugation component-wise. From Theorem 5.3 we conclude the existence of a vector 0 ≠ x = (x 1 , x 2 , x 3 , x 4 ) ∈ Z [i] 4 and an infinite set N 1 ⊆ N such that ∀n ∈ N 1 x 1 q sn−1 + x 2 p sn−1 + x 3 q sn + x 4 p sn = 0.
Dividing the last expression by q sn−1 we get
Since the Gaussian integers x 2 and x 4 cannot both be 0 (ζ is irrationals), we can define
The irrationality of ξ follows after obtaining infinitely many complex rational numbers approaching to ξ at a certain rate. For every n ∈ N 1 we have that
If ξ were rational, ξ = a b for some co-prime a, b ∈ Z[i], we would have
for q vn−1 and q vn co-prime. In other words, ( q vn−1 ) n≥0 would be bounded, which is absurd. Hence, ξ ∈ Q(i, ζ) is irrational.
iii. Second Application of the Subspace Theorem. Consider the linear forms
by Lemma 5.2, there is an ε > 0 such that
Schmidt's Subspace Theorem yields the existence of a non-zero (y 1 , y 2 , y 3 ) ∈ Z[i] 3 and an infinite set N 2 ⊆ N 1 such that ∀n ∈ N 2 q vn y 1 + q vn−1 y 2 + p vn y 3 = 0.
Dividing by q vn and taking limits along N 2 we obtain
and, since ζ is irrational, y 2 y 3 ≠ 0.
iv. Third application of the Subspace Theorem. Define
and the sequence (z n ) n≥1 by ∀n ∈ N z n = (q sn , q sn−1 , p sn ), z n ∞ = q sn .
We get from (14) and the upper bound in (10) that
Let > 0 be as in Lemma 5.2. For every 
Let (Q n ) n≥1 and (R n ) n≥1 be ∀n ∈ N Q n ∶= q wn−1 q wn+un+vn q wn q wn+un+vn−1 , R n ∶= ζ − p n q n .
Divide (19) by q wn q wn+un+vn−1 to obtain for every n ∈ N 1 the equation 0 = x 1 (Q n − 1) + x 2 (Q n (ζ − R wn+un+vn ) − (ζ − R wn+un+vn−1 )) + + x 3 (Q n (ζ − R wn−1 ) − (ζ − R wn )) + + x 4 (Q n (ζ − R wn−1 )(ζ − R wn+un+vn ) − (ζ − R wn )(ζ − R wn+un+vn−1 )) .
From (20) we obtain 0 = (Q n − 1)(x 1 + (x 2 + x 3 )ζ + ζx 4 ) + η(n),
where η(n) → 0 when n → ∞ along N ′ 1 , because η(n) = x 2 ((Q n − 1)R wn+un+vn + R wn+un+vn−1 − R wn+un+vn )+ + x 3 ((−Q n + 1)R wn−1 + R wn − R wn−1 )+ + x 4 (Q n − 1)(−(R wn−1 + R wn+un+vn ) − R wn−1 R wn+un+vn )+ + (ζ − R wn−1 )(ζ − R wn+un+vn ) − (ζ − R wn )(ζ − R wn+un+vn−1 ).
We conclude that lim n→∞ (Q n − 1) x 1 + (x 2 + x 3 )ζ + ζ 2 x 4 = 0
The boundedness of (a n ) 
and that a = a wn ≠ a wn+un+vn = b are constant. We can assure that (cfr. and-because a + K and b + K are disjoint compact sets-α ≠ β and Q n → 1 as n → ∞ along N ′ 2 . As a consequence, we get x 1 + (x 2 + x 3 )ζ + ζ 2 x 4 = 0.
3. ( U n ) n≥1 tends to infinity when n does.
Theorem 6.1. Let a ∈ Ω HCF satisfy Condition (♣) and a n ≥ √ 8 for every n. If a is not periodic, then ζ = [0; a 1 , a 2 , . . .] is transcendental.
Remark. i. The proof of Theorem 6.1 needs an inequality involving continuants (the denominators of the convergents, denoted K n ). For any valid segments a, b of length n and m respectively such that ab is a valid prefix, we have for some absolute constant
The inequality follows from well known continued fraction identity. If x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y m ) are two vectors of variables, then K n+m (xy) = K n (x)K m (y) (1 + ⟨0; x n , . . . x 1 ⟩ ⟨0; y 1 , . . . y m ⟩) .
For a proof, see Proposition 1.1. in [He06] .
ii. Getting rid of the condition a n ≥ √ 8 for every n in Theorem 6.1 poses essentially the same problem as the corresponding bound in Theorem 5.1.
Final comments
Our argument for Q n → 1 along N ′ in the second case of Theorem 5.1 is simpler than the original one. Unfortunately, it does not help to omit the lower bound and get a full analogue of Theorem 1.1. We can understand why with the help of . .] such that a 0 ≠ b 0 and sup a n , sup b n < M .
