Abstract-This paper reports the application of a Finite Difference Time Domain (FDTD) technique for the determination of the complex propagation constants in periodic leaky-wave structures. In the past, these calculations would be typically performed through the brute-force simulation of a finite number of unit cells. In this work, the well-known sine-cosine method is combined with a numerical procedure, established in the FDTD analysis of lossy structures, for the fast and complete numerical characterization (determination of leakage and dispersion) of a periodic leaky-wave structure, using a single unit cell.
I. INTRODUCTION
The analysis of leaky-wave structures is an old but always timely problem of profound interest from both a theoretical and an application point of view. In particular, leaky-wave antennas (LWA) represent a class of narrow and scannable-beam radiators, offering a reliable alternative to two-dimensional phased arrays [1] . Several LWA designs have been proposed, including dielectric grating [2] , [3] and microstrip-based implementations [4] , [5] . In addition, a coplanar-waveguide-based, LWA with periodic capacitive loading, which radiated its fundamental spatial harmonic (as opposed to a high-order one) was shown in [6] . Recently, the emergence of negative refractive index (NRI) metamaterials has motivated the study of guidance and radiation properties of grounded negative index slabs [7] , indicating the excitation of backward-radiating leakywave modes and providing a fresh approach to the design of LWAs with unique beam-scanning properties. This research effort motivates the formulation and study of efficient modeling techniques for such geometries.
The time-domain modeling of periodic structures has been addressed in the past. It has been pointed out that the translation of Floquet's boundary conditions from the frequency-domain (where they are naturally cast) to the time-domain is not directly possible, yet it is enabled by modifications of the conventional Finite-Difference TimeDomain (FDTD) technique [8] - [11] . A common characteristic of all these techniques is the implementation of a procedure that is the reverse of the frequency-domain procedure followed in this type of calculations. Namely, a real propagation constant β is enforced through the application of boundary conditions, setting the phase difference between the field components at the boundaries of a unit cell equal to β d, with d being the length of that cell (or the periodicity of the device under modeling). However, for leaky-wave periodic structures, the extraction of the complex propagation constant, is carried out through the simulation of truncated geometries, consisting of a few unit cells [12] . Indeed, the propagation and attenuation constants converge to those of the corresponding periodic geometry, as the number of the simulated unit cells increases.
This paper presents a systematic approach for the determination of complex propagation constants in periodic leaky-wave structures, by simulating a single unit cell in FDTD. In the following, this approach is further explained and some fine details attached to its correct application are illuminated. Two leaky-wave structures of distinct operation modes are considered. First, the metal-strip loaded dielectric LWA of [12] and second, the capacitively-loaded CPW-based LWA of [6] , which operates in the long-wave regime (in the sense that the capacitive loading presents an effective medium to the travelling wave).
II. THEORETICAL ANALYSIS A. Sine-cosine method for leaky-wave structures
For a time-harmonic wave propagating in an infinite periodic structure, characterized by periodic boundary conditions or a periodically varying dielectric constant, along for example the z−axis, the field components at a point z differ from the fields one period away by a complex constant C = exp(−jγd), where γ = β − jα is a complex propagation constant. This relation, that can be readily generalized for two-and three-dimensional structures, expresses mathematically Floquet's theorem in the frequency-domain. In the time-domain, the phase progression within a unit cell results in a spatio-temporal periodic boundary condition (PBC). The phase-difference brought about by the real part β of the propagation constant γ, results in a mutual delay between the field components at the boundaries of the unit cell (along the axis of periodicity). This delay can be implemented by the sine-cosine method of [8] . Without delving into the details of the method, the following observations can be made. The periodic boundary conditions are employed to update boundary field nodes of the unit cell in a leapfrog fashion. Assume, for example, that the unit cell extends from z = 0 to z = d (Fig. 1 ) and consider one electric and one magnetic field component, E x and H y , respectively. Then, the updates proceed as follows: solving Maxwell's equations, one can update E A x on node A, since its neighboring H A y is known from H C y through the PBC (magnetic field updates are complete, once the electric field updates start). Then, E A x is used to update E C x , that is necessary for the magnetic field updates that follow. Note that the direction of this update is forward (a node at z = 0 is used to update a node at z = d).
Once the magnetic updates proceed, H C x is updated by Maxwell's equations and its value is transferred to H A x and so on. Note that the direction of this update is backward (a node at z = d − ∆z/2 is used to update a node at z = −∆z/2). Therefore, if the modal field that FDTD solves for is leaky, the spatial field decay cycle is not interrupted upon the enforcement of the periodic boundary condition, precisely because of this leap-frogged sequence of boundary updates. On the contrary, this cycle is extended and taken care of through the implicit application of the boundary conditions in FDTD and the solution of Maxwell's equations that produce a field decay in space at a rate set by the attenuation coefficient. This is clearly shown in Fig. 2 , where the evolution of the amplitude of the field phasors in the unit cell is presented. Then, α(ω) is determined by the standard method employed in lossy/radiating structures truncated by non-periodic boundary conditions [15] . If w(t, z) is the waveform of either an electric or a magnetic field component, sampled at two points z i , z j along the axis of periodicity:
where F denotes a Fourier transform. Note that the real part of (1) provides the attenuation constant, while the imaginary part provides the same propagation constant β that is used in the boundary conditions. This redundant information can be used though, as a confirmation of the correctness of these calculations.
III. RESULTS
In this section, the proposed technique is applied to the modeling of periodic leaky-wave structures previously studied (theoretically and experimentally) in the literature. Two LWAs are considered: the metal-strip-loaded dielectric LWA of [3] , and the leaky CPW-based slot antenna array of [6] . The unit cells of those structures and the computational domains that are respectively used, are shown in Fig. 3 . Fig. 3 . The unit cells and the computational domains of the leaky-wave structures proposed in [3] and [6] .
The following analysis procedure is systematically applied: Initially, the dispersion analysis of a single unit cell is carried out, following the methodology of [13] , in order to determine the propagation constant of the supported leaky-wave modes. Taking into account that leaky-wave radiation occurs when β/k o ≤ 1, only propagation constants within the interval 0 ≤ |β/k o | ≤ 1 are sought for. Subsequently, setting the β(ω) of interest (for the operation frequency of the antenna), the attenuation constant is evaluated, through the direct application of (1).
A. Metal-Strip-Loaded Dielectric Leaky-Wave Antenna
The unit cell of this structure is shown on the left side of Fig. 3 . Its spatial periodicity is d = 2.5 mm; the width and the height of the dielectric substrate are w = 3 mm and h = 1.5747 mm, respectively, while r for the substrate is 2.33. The width of each metal strip is 0.5d. The corresponding LWA is designed to operate at 80 GHz. The results of the dispersion analysis of this unit cell are shown in Fig. 4 . It is pointed out that all the extracted modes are leaky. These results are in good agreement with the results of [12] . In Fig. 5 , the time domain evolution of the electric field at a sampling point inside the dielectric substrate is shown, for the case β/k o = −0.218. This value corresponds to a leaky-wave mode, supported at 80 GHz. During the transient stage of the first 5000 time steps, the signal essentially follows the source excitation, which is a Gabor pulse. At this stage, both evanescent and propagating modes exist in the structure. Eventually, the simulation reaches the steady state during which the frequency of the supported mode becomes dominant and a traveling wave propagates in the dielectric. During this steady state period the amplitude of the electric field at this specific sampling point decreases as time evolves. The decaying signal envelope attests to the fact a leaky-wave is modeled by the FDTD technique, in consistence with the theoretical description of the previous section and Figs. 1, 2 . Finally, the attenuation constant of the infinite array is calculated. In Fig. 4 , the values of α are plotted, for a certain bandwidth around the operating frequency. At the operating frequency, 80 GHz, the attenuation constant is found to be α/k o = 0.001.
In Fig. 6 , the results of the present periodic analysis are compared to the values of α, obtained by simulating finite versions of this LWA, with a variable number of unit cells. For the latter simulations, Ansoft's HFSS is used. It is observed that α converges to the value of the infinite structure, when at least seven unit cells are employed. On the other hand, the proposed technique relies on periodic boundary conditions, thus saving cells within the working volume and overriding the need to use a multi-cell absorbing termination of the domain. 
B. Leaky CPW-Based Slot Antenna Arrays
The second application of the proposed technique is the analysis of the LWA of [6] . The unit cell of this antenna and the computational domain used to simulate the antenna is shown in the right side of Fig. 3 . The operating frequency is 30 GHz. Following the standard analysis procedure of this paper, the real part of the propagation constant of the supported leaky-wave mode at 30 GHz is found to be β/k o = 0.72, while the imaginary part of the propagation constant is α/k o = 0.037. Both of these results are in agreement with the results of [6] .
In Fig. 7 , the FDTD-determined attenuation constant of the infinite array is compared to results for finite versions of the structure, presented in [6] . The latter were extracted by HP-Momentum, a Moment-Method-based package. The convergence of the attenuation constant of the finite arrays to that of the infinite array is rather slow. In fact, about sixteen cells are needed for the value of the extracted α to converge. It is noted that the actual structure had thirty-two cells. 
IV. CONCLUSION
In this paper, the FDTD technique, augmented with Floquet boundary conditions, was applied to the modeling of periodic, leaky-wave structures. It was noted that methods such as the sine-cosine method that enforce a propagation constant in a unit cell, still retain the capability to model leakage and attenuation, implicitly taken care of by Maxwell's equations and the related boundary conditions. The proposed approach allowed for the FDTD simulation of leaky-wave antennas, in a computational domain extending over a unit cell and was validated by existing results. Compared to previous FDTD studies, which address the same problem by modeling finite periodic structures, this paper's method results in significant memory and execution time savings. To the extent of the authors' knowledge, this is the first time that this type of modeling is pursued via a time-domain technique, which naturally provides for the broadband characterization of microwave structures.
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