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を Stと書くことにする.時点 tでの利用可能な情報を Itとして,期間



































は h → +0のとき有限な値
µS(It)に概収束する.
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は h → +0のと
き有限な値 σ2S(It)に概収束する.


















































Y − 1 (確率；λdt)
0 (確率；1− λdt)
である.λはポアソンパラメータ,dWtとdqtは互いに独立,k = EY [Y −















dSt = µSStdt + σSStdWt (6)
ただし,µSと σSは固定されたパラメータである.行使価格Kのヨー
ロピアンコールオプションの満期時点 t + hにおけるペイオフは,
[St+h −K]+ =
{
St+h −K, St+h ≥ K
0, St+h < K
(7)




















= rtdt + σSdW
Q
t (8)
Ct = C(St, K, h, t) = v(t, t + h)E
Q
t [St+h −K]+ (9)
である. WQt はQのもとで標準ブラウン運動, E
Q
t はQのもとでの期
待値, v(t, t+ h)は満期 t+ hの割引債の t時点での価格,さらに rtは





















































Kv(t, t + h)
(14)
ただし Φ(·)は標準正規分布の累積分布関数である, (12)式を Black-
Scholesの公式といい,このオプション価格Ctは株価Stや行使価格K
や割引関数 v(t, t+ h)に依存している.xtはオプションの moneyness
とよばれ，これを基準にオプションの状態は以下の3つに分けられる．
• xt = 0のとき,現在の株価が行使価格の割引現在価値に一致し
ている.この状態 を at the money という.
• xt > 0のとき, in the money という.










= rtdt + σStdWt




待収益率は rtに一致している.もし,(St, σSt)を所与とした (S, σS)の
同時分布の期待値を計算できれば,オプション価格は (12)式で与え
られる.(9)式は次のように書き直せる.
Ct = v(t, t + h)Et[St+h −K]+





v(t, t + h)Et[(St+h −K)+|{σSτ}t≤τ≤t+h]












d2t = d1t − γ(t, t + h)
√
h






これらより, Hull and Whiteのオプション価格公式が得られて
Ct = StEt[Φ(d1t)− e−xtΦ(d2t)] (19)







めに,リスク中立確率分布はパラメータ族 Pθ, θ ∈ Θに属していると
仮定する.すると,H-W公式は以下のように表現できる.
Ct = StF [σSt, xt, θ0] (20)
ここで θ0は真の未知パラメータである.公式 (19)から“オプション
市場はバラティリティを取引する市場と考えられる”と主張される
理由がわかる.実際,任意の (xt, θ)に対して, F [·, xt, θ]は 1対 1の関
数であリ,F [·, xt, θ]の逆関数をとることによって (19)から瞬間的な
インプライドボラティリティ
σimpt = G[St, Ct, xt, θ] (21)










ドボラティリティは以下の ωimp(t, t + h)のように定義される．
Ct = St[Φ(d1t)− e−xtΦ(d2t)]
d1t =
xt


















ωimp(t, t+h)がγ(t, t+h)の期待値のようなものなので，ωimp(t, t+h)
は平均的なボラティリティであると解釈できる (もちろん，オプショ
ンの市場価格が H-W公式に一致していると仮定しているからであ
る)．このことをより詳しくみるために，最も簡単な at the moneyの
ケースについて考える．at the money では xt = 0なので d2t = −d1t
である．したがって，Φ(d1t)−e−xtΦ(d2t) = 2Φ(d1t)−1である．よっ
て，(19)と (22)より．at the money でのB-Sインプライドボラティ
リティωimp(t, t + h)は
Φ
(



























































{xt}, {zt}を確率過程とする．また，It−{zs}ts=0を Itから {zs}ts=0を
除いた情報とする．
定義 2.1 (強Grangerの因果関係) 4
E(xnt |It−1) = E(xnt |It−1 − {zs}t−1s=0), n = 1, 2









= µtdt + σtdWt





t ) = ρtdt
(23)
ただし，以下の仮定を置く．
仮定 2.3 確率過程 µt, σt, γt, δt, ρt は IUt = σ[Us, s ≤ t]適合的5 で
ある．
時点で利用可能な情報は








Rt+1 = µ(Ut) + σ(Ut)zt+1 (25)
ztになんらかの制約を課すことによって,例えば leverage eﬀectsのよ
うな現象を表現することができる.
仮定 2.4 ztは i.i.d.かつ強Grangerの意味でUtから ztへの因果関係
がない
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仮定 2.5 強Grangerの意味で ztから Utへの因果関係がない．
仮定 2.5は仮定 2.3の離散時間のアナロジーになっている.また,仮
定 2.4からE[zt+1|(Uτ , zτ ; τ ≤ t)] = E[zt+1|zτ ; τ ≤ t] = 0なのでこれ
を使って,
E[Rt+1|(Rτ ; τ ≤ t)]
= E[E[Rt+1|(Uτ , Rτ ; τ ≤ t)]|(Rτ ; τ ≤ t)]
= E[E[Rt+1|(Uτ , zτ ; τ ≤ t)]|(Rτ ; τ ≤ t)]
= E[µ(Ut)|(Rτ ; τ ≤ t)] (26)
同様に,仮定 2.4から E[z2t+1|(Uτ , zτ ; τ ≤ t)] = E[z2t+1|zτ ; τ ≤ t] = 1
なのでこれを使って,
V ar[Rt+1|(Rτ ; τ ≤ t)]
= E[R2t+1|(Rτ ; τ ≤ t)]− (E[Rt+1|(Rτ ; τ ≤ t)])2
= E[σ2(Ut)z
2
t+1|(Rτ ; τ ≤ t)]
= E[σ2(Ut)E[z
2
t+1|(Uτ , Rτ ; τ ≤ t)]|(Rτ ; τ ≤ t)]
= E[σ2(Ut)E[z
2
t+1|(Uτ , zτ ; τ ≤ t)]|(Rτ ; τ ≤ t)]
= E[σ2(Ut)|(Rτ ; τ ≤ t)] (27)
ここで,
IRt ≡ (Rτ ; τ ≤ t) (28)
と定義しておく.さらにもう 1つの仮定を置く.
仮定 2.6 µ(Ut)は IRt -可測である.
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このとき，(26),(27)は次のようになる.
E[Rt+1|IRt ] = µ(Ut) (29)
V ar[Rt+1|IRt ] = E[σ2(Ut)|IRt ] (30)
2.4 確率的ボラティリティの統計モデル
この節では離散時間モデルの一般型について議論する.2.4.1節では“
lagged autoregressive random variance models”と“contemporaneous
autoregressive random variance models”の 2つのモデルについて述




いま，簡単化のために µ(Ut) = 0とする．“ lagged autoregressive
random variance models”は以下のように定義される.
Rt+1 = σtzt+1 (31)
Cov(σt+1, zt+1|IRt ) 
= 0 (32)
(32)が負の共分散であるなら leverage eﬀectをあらわしている.また,
“ contemporaneous autoregressive random variance models”は以下
のように定義される.
Rt = σtzt (33)





ち，(32)と (33)のどちらを使ってもよいが，leverage eﬀect を考え
るときだけ組み合わせを気をつければよい．
2.4.2 SARVモデル
	t = σtztと定義すると，“contemporaneous autoregressive random
variance models”は
Rt = µt + 	t (35)
と書くことができる．仮定 2.6より µtは IRt−1-可測であるので,t − 1
時点でわかる値であり,一方,	tは t − 1時点でわからない値である.
ここで,
E(Rt|IRt−1) = µt (36)













σqt = g(Kt), q ∈ {1, 2}
Kt = w + βKt−1 + [γ + αKt−1]ut (38)
ただし，u˜t = ut−1は平均0，分散1のホワイトノイズである．例えば，











とすればよい.(35)と (38)のランダム項の間には ut = z2t−1という関
係があるので,GARCHモデルではボラティリティのプロセスに固有
の不確実性はない.これがARCH型モデルの特徴である.また,SVモ
デルを得たいならば,(38)にKt = log σ2t , α = 0, γu˜t+1 = ηt+1, w+γ =
ω, β = φを代入することにより,
log σ2t+1 = ω + φ log σ
2









σqt = g(Kt), q ∈ {1, 2} (40)
Kt = w + βKt−1 + [γ + αKt−1]ut
であるが,平均 0のホワイトノイズ u˜t = ut − 1で書くと,














Kt = K + ρ(Kt−1 −K) + (δ + Kt−1)U¯t
ただし,U¯t = αu˜tである.この式より,例えばKtの 3つのモーメント
E(Kt), E(K
2
























ある.例えば,(39)の SVモデルならば,σ2t = e
Kt であり,さらに u˜tを
正規分布に従うとすると,
























	t = σtzt, zt ∼ i.i.d.N(0, 1) (45)












式のSVモデルにおいて推定すべきパラメータをまとめてθ = (ω, φ, σ2η)
′
とする.サンプル数T 個のとき,m個の理論的なモーメントE|	ct ||	dt−p|














log 	2t = log σ
2



























zt, zt ∼ i.i.d.N(0, 1) (48)
ht = φht−1 + ηt, ηt ∼ i.i.d.N(0, σ2η) (49)












を用いる．ただし，I[−1, 1]は [−1, 1]の区間では 1，それ以外では 0
をとる関数である．
3.2.1 Gibbs sampler(single-move samplerの場合)









f(φ|σ2r , σ2η, {	t}Tt=1)
f(σ2r |φ, σ2η, {	t}Tt=1)




f(φ|σ2r , σ2η, {ht}Tt=1, {	t}Tt=1) (51)
f(σ2r |φ, σ2η, {ht}Tt=1, {	t}Tt=1) (52)
f(σ2η|φ, σ2r , {ht}Tt=1, {	t}Tt=1) (53)











































f(φ|σ2(0)r , σ2(0)η , {h(0)t }Tt=1, {	t}Tt=1)から sampling → φ(1)
f(σ2r |φ(1), σ2(0)η , {h(0)t }Tt=1, {	t}Tt=1)から sampling → σ2(1)r
f(σ2η|φ(1), σ2(1)r , {h(0)t }Tt=1, {	t}Tt=1)から sampling → σ2(1)η
f(h1|φ(1), σ2(1)r , σ2(1)η , {h(0)t }Tt=2, {	t}Tt=1)から sampling → h(1)1
f(h2|φ(1), σ2(1)r , σ2(1)η , h(1)1 , {h(0)t }Tt=3, {	t}Tt=1)から sampling → h(1)2
...
f(hT |φ(1), σ2(1)r , σ2(1)η , {h(1)t }T−1t=1 , {	t}Tt=1)から sampling → h(1)T
...
第 nループ
f(φ|σ2(n−1)r , σ2(n−1)η , {h(n−1)t }Tt=1, {	t}Tt=1)から sampling → φ(n)
f(σ2r |φ(n), σ2(n−1)η , {h(n−1)t }Tt=1, {	t}Tt=1)から sampling → σ2(n)r
f(σ2η|φ(n), σ2(n)r , {h(n−1)t }Tt=1, {	t}Tt=1)から sampling → σ2(n)η
f(h1|φ(n), σ2(n)r , σ2(n)η , {h(n−1)t }Tt=2, {	t}Tt=1)から sampling → h(n)1
f(h2|φ(n), σ2(n)r , σ2(n)η , h(n)1 , {h(n−1)t }Tt=3, {	t}Tt=1)から sampling → h(n)2
...
f(hT |φ(n), σ2(n)r , σ2(n)η , {h(n)t }T−1t=1 , {	t}Tt=1)から sampling → h(n)T
n →∞のとき, (φ(n), σ2(n)r , σ2(n)η , {h(n)t }Tt=1)は同時密度




収束するので，nが十分に大きければ，(φ(n), σ2(n)r , σ
2(n)
η , {h(n)t }Tt=1)















η , {h(M+N)t }Tt=1)























3.2.2 {ht}Tt=1の single-move samplerによる sampling
(54)は次のように計算できる (付録 5.6参照)．





























, t = 1
φ(ht+1 − ht−1)
1 + φ2
, 2 ≤ t ≤ T − 1








, t = 1
σ2η
1 + φ2
, 2 ≤ t ≤ T − 1
σ2η, t = T
(60)
この条件付密度からは直接サンプリングできないが，ある正の整数
cのもとで，すべての htにたいして f(ht|·) ≤ cg(ht)となるような
g(·)がみつかればA-R法 (付録 5.3参照)によって f(·)からサンプリ
ングできる．C,C ′を定数とすると exp(−ht)を h∗t でテイラー展開す
ることによって
log f(ht|·) = logC − ht
2







≤ logC − ht
2






exp(−h∗t )(1− (ht − h∗t ))










































































































とすると hˆt = µ∗t より












3.2.3 Gibbs sampler(multi-move samplerの場合)
Shephard and Pitt(1997)によれば，{ht}Tt=1のサンプリングに single-
move samplerを用いると φが 1に近い場合Gibbs samplerの収束速






f(φ|σ2(0)r , σ2(0)η , {h(0)s }Ts=1, {	s}Ts=1)から sampling → φ(1)
f(σ2r |φ(1), σ2(0)η , {h(0)s }Ts=1, {	s}Ts=1)から sampling → σ2(1)r
f(σ2η|φ(1), σ2(1)r , {h(0)s }Ts=1, {	s}Ts=1)から sampling → σ2(1)η
f({hs}k1s=1|θ(1), {h(0)s }Ts=k1+1, {	s}Ts=1)から sampling → {h(1)s }k1s=1
f({hs}k2s=k1+1|θ(1), {h(1)s }k1s=1, {h(0)s }Ts=k2+1, {	s}Ts=1)から sampling
→ {h(1)s }k2s=k1+1
...




f(φ|σ2(n−1)r , σ2(n−1)η , {h(n−1)s }Ts=1, {	s}Ts=1)から sampling → φ(n)
f(σ2r |φ(n), σ2(n−1)η , {h(n−1)s }Ts=1, {	s}Ts=1)から sampling → σ2(n)r
f(σ2η|φ(n), σ2(n)r , {h(n−1)s }Ts=1, {	s}Ts=1)から sampling → σ2(n)η
f({hs}k1s=1|θ(n), {h(n−1)s }Ts=k1+1, {	s}Ts=1)から sampling → {h(n)s }k1s=1
f({hs}k2s=k1+1|θ(n), {h(n)s }k1s=1, {h(n−1)s }Ts=k2+1, {	s}Ts=1)から sampling
→ {h(n)s }k2s=k1+1
...
f({hs}Ts=kL+1|θ(n), {h(n)s }kLs=1, {	s}Ts=1)から sampling → {h(n)s }Ts=kL+1




3.2.4 {ht}Tt=1のmulti-move samplerによる sampling
いま，{hs}t+ks=tを 1つのブロックと考えるとし，その１ブロックを
f({hs}t+ks=t |{hs}t−1s=1, {hs}Ts=t+k+1, {	s}Ts=1, θ)
から同時に samplingしたいが，{hs}t+ks=tは時間を通じてそれぞれ依存
しているので，これは容易ではない．そこで，Shephard and Pitt(1997)
は {hs}t+ks=t ではなく {ηs}t+ks=t を
f({ηs}t+ks=t |{hs}t−1s=1, {hs}Ts=t+k+1, {	s}Ts=1, θ) (64)
からサンプリングするという方法を提案している．ht−1がわかって
いれば，{ηs}t+ks=t がサンプリングされれば，(49)から {hs}t+ks=t が計算
30
できる．条件付き密度 (64)の対数をとって計算すると(









log f({ηs}t+ks=t |{hs}t−1s=1, {hs}Ts=t+k+1, {	s}Ts=1, θ)














































































ys = hˆs − l
′(hˆs)
l′′(hˆs)










hs = φhs−1 + ηs, ηs ∼ N(0, σ2η) (68)
これに，de Jong and Shephard(1995)によって提案された simulation
smootherを適用すると，{ηs}t+ks=t を gからサンプリングすることが
できる．その手順は以下のとおりである．
　まず，at = φht−1, Pt = σ2η からスタートして次のフィルタを i =
0, · · · , kの順に逐次的に解くことにより，et+i, Dt+i, Kt+i, (i = 0, · · · , k)
を計算する．
et+i = yt+i − at+i (69)







Lt+i = φ−Kt+i (72)
at+i+1 = φat+i + Kt+iet+i (73)
Pt+i+1 = φPt+i + σ
2
η (74)
次に，Ut+k = 0, rt+k = 0からスタートして，上のフィルタで計算
された et+i, Dt+i, Kt+i, (i = 0, · · · , k)を使って，次のような平滑化を
32
i = k, · · · , 0の順に逐次的に解けば，{ηs}t+ks=tをサンプリングできる．
Ct+i = 1− Ut+i (75)
ξt+i ∼ N(0, Ct+i) (76)
ηt+i = rt+i + ξt+i (77)














ただし，(76)は ξt+iを平均 0, 分散 Ct+iの正規分布からサンプリン
グするという意味である．




















α({η0s}t+ks=t , {ηs}t+ks=t) =




















(4)(2)で得られた {ηs}t+ks=tを確率α({η0s}t+ks=t , {ηs}t+ks=t)で採択し，確率





φht−1, Pt|t−1 = σ2ηからスタートして次のフィルタを i = 0, · · · , kの順
に逐次的に解くことにより，ht+i|t+i−1, Pt+i|t+i−1, ht+i|t+i, Pt+i|t+i, (i =
0, · · · , k)を計算して，
ht+i|t+i−1 = φht+i−1|t+i−1 (81)
Pt+i|t+i−1 = φ2Pt+i−1|t+i−1 + σ2η (82)















上のフィルタで計算された ht+i|t+i−1, Pt+i|t+i−1, ht+i|t+i, Pt+i|t+i, (i =
0, · · · , k)を使って，次のような平滑化を i = k, · · · , 0の順に逐次的
に解けば，平滑化推定量 ht+i|t+k, (i = 0, · · · , k)を計算することがで
34
きる．
ht+i|t+k = ht+i|t+i + P ∗t+i(ht+i+1|t+k − ht+i+1|t+i) (87)
Pt+i|t+k = Pt+i|t+i + P ∗2t+i(Pt+i+1|t+k − Pt+i+1|t+i) (88)











には Uiを [0, 1]の一様乱数とし，
ki = int
[
T × i + Ui
L + 2
]











のサンプリングには single-move samplerを用いている10 ．データ数






パラメータ 真の値 平均 標準誤差 90％信頼区間 CD
φ 0.90 0.9227 0.0302 [0.8717, 0.9722] 0.0137
σ2η 0.01 0.0084 0.0017 [0.0059, 0.0117] 0.4741





















E(	2t |σ2t ) = σ2t E(z2t |σ2t ) = σ2t E(z2t ) = σ2t
より,
E(σ2t ) = E(E(	
2
t |σ2t )) = E(	2t )
である.これと Jensen の不等式より
















(θ1, θ2, θ3)という 3つの確率変数を同時密度 f(θ1, θ2, θ3)からサン
プリングしたいが，f(θ1, θ2, θ3)からは直接サンプリングできないと
いう状況を考える．ただし，f(θ1|θ2, θ3)，f(θ2|θ3, θ1)，f(θ3|θ1, θ2)か
38
らはサンプリングできるとする．このような時，(θ1, θ2, θ3)を同時密
度 f(θ1, θ2, θ3)からサンプリングする方法が Gibbs sampler である．
その手順は以下のとおりである．
　まず，適当な初期値 (θ(0)2 , θ
(0)
3 )を決めて f(θ1|θ(0)2 , θ(0)3 )からサンプ
リングし，その値を θ(1)1 とする．次に，新たに得られた θ
(1)
1 を使っ





2 を使って f(θ3|θ(1)1 , θ(1)2 )からサンプリングし，その値を θ(1)3
とする．
　以上を第 1ループをよび，同様に (θ(1)2 , θ
(1)
3 )を使って第 2ループを

















受容・棄却)法である．もし，“ g(x)がすべての xについて f(x) ≤
cg(x)(ただし cは定数)”であるならば，以下の手順で f(x)からサン
プリングできる．



























































以下のとおりである．ここでは，f(x)からN 個の値 (X1, · · · , XN)
をサンプリングすることを考える．
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(4)(2)で得られた yを確率α(x, y)で採択し，確率 1−α(x, y)で棄却
する．採択された場合はXn = y，棄却された場合はXn = xとする．
(5)n < N であれば，n = n + 1として (2)に戻る．n = N ならば終
了．












































































































付録 5.5同様,h1の事前分布には一様分布を仮定し,f(h1|θ) ∝ c(正
の定数)である.
f(ht|θ, {hs}s =t, {	s}Ts=1)
= f({	s}Ts=1|θ, {hs}Ts=1)
f(θ, {hs}Ts=1)
f(θ, {hs}s =t, {	s}Ts=1)
= f({	s}Ts=1|θ, {hs}Ts=1)f(ht|θ, {hs}s =t)
f(θ, {hs}s =t)
f(θ, {hs}s =t, {	s}Ts=1)









f(	1|θ, h1)f(h2|h1, θ), t = 1
f(	t|θ, ht)f(ht|ht−1, θ)f(ht+1|ht, θ), 2 ≤ t ≤ T − 1
f(	T |θ, hT )f(hT |hT−1, θ), t = T
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t = 1のとき






































2 ≤ t ≤ T − 1のとき
















































t = T のとき

















































= EqY [(α− λk)dt + dq]






= EWqY [−λkdt + dW + dq]2
≈ EqY [σ2dt + (dq)2 − 2λkdtdq]
≈ (σ2 + EY (Y − 1)2)dt
をもつ.ここでEWqY は Itを所与とした dWt, dqt, Y に関する期待値である.
3
イールドとは [t, t + h]における平均の利子率で
v(t, t + h) = exp(−hY (t, t + h))
すなわち,
Y (t, t + h) = −1
h










PMSEであり，σ2(xt|It−1 − {zs}t−1s=0)は t− 1時点までの {zs}t−1s=0)以外の
利用可能な全ての情報を用いて最適予測を行ったときの PMSEである．
定義 6.1 (Grangerの因果関係)







すべての tにたいして，µt, σt, γt, δt, ρt は IUt -可測であるということで
ある．
6
このように ztと ηtは独立を独立にしても,(46)式に zt−1を入れ
t = σtzt







た log σ2η，log σ2r が [−∞,∞]の間で一様分布すると考える．そのとき，σ2η，
σ2r の事前分布は
















事後分布は f(φ, σ2r , σ
2
η , {ht}Tt=1|{t}Tt=1)であり，パラメータに {ht}Tt=1
を含めた (φ, σ2r , σ
2
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