In many practical applications of nonparametric regression, it is desirable to allow for the possibility that the noise is correlated. In this paper, we focus on wavelet-based nonparametric function estimation and propose two distinct methods for estimating the correlation structure of the noise, one based in the time domain and the other based in the wavelet domain. Once the correlation structure has been estimated, there are various methods that may be used for reconstructing the unknown signal; we focus here on the empirical Bayes block shrinkage method proposed by Wang and Wood (2006). A simulation study is described. Our numerical results indicate that the proposed methods do a good job of reconstructing the signal even when the noise is highly correlated.
Introduction
Various approaches for thresholding and non-linear shrinkage of wavelet coefficients have been shown to perform well under the IID noise assumption; see for example Johnstone (1994, 1995) , . Some authors have also considered the situation in which the noise is correlated. Johnstone and Silverman (1997) pointed out that, if the noise in the data is sta-tionary and correlated, then the variance of the wavelet coefficients will depend on the level in the wavelet decomposition but will be constant at each level.
With this in mind, they proposed a level-dependent thresholding approach in which the noise variance at each level is estimated from the data. This is a quick and convenient way to cope with the problem of correlated noise which does not involve full estimation of the correlation structure. However, from the results in §4 we can see that the level-dependent methods do not always work so well with rougher signals (e.g. Bumps). We believe that it is of interest to develop methods for estimating the correlation structure.
From a theoretical perspective, quite a lot is known about how correlated noise affects theoretical performance in nonparametric regression; see Opsomer et al. The main aim of this paper is to propose two procedures for estimating the correlation structure of the noise. Once the correlation structure is determined, any one of several wavelet block shrinkage methods may be used to reconstruct the unknown function, taking advantage of the information provided by the estimated covariance structure. Here we employ the empirical Bayes block (EBB) shrinkage method proposed by Wang and Wood (2006) Correlation structure of wavelet coefficients has been considered in some published papers (e.g. Abramovich et al., 2002, Vannucci and Corradi, 1999 ), but with a somewhat different emphasis. To the best of our knowledge, this is the first paper which considers full estimation of the correlation structure in the noise in a wavelet setting.
The outline of this paper is as follows. In §2, the basic model considered in this paper is specified and a preliminary study of the correlation structure of the wavelet coefficients demonstrates the potential importance of accounting for correlation of the noise. In §3 we propose two procedures for estimating correlation structure in the noise. The results of a simulation study are presented in §4. Relevant details of EBB method of Wang and Wood (2006) are sketched in the Appendix.
General Model Setup

A Model with Correlated Noise
The model to be considered in this paper is
where f is the unknown function to be estimated, {y i } is a set of observations,
x i = i/n, {ǫ i } is a stationary Gaussian sequence with E(ǫ i ) = 0 and stationary covariance function γ(·) given by
For simplicity, we assume that n is an integer power of 2. In our simulation study, described later, we mainly focus on the cases in which {ǫ i } is an autoregressive process (AR) of order p or a moving average process (MA) of order q, which are given, respectively, by
and
where the η t are independent N (0, σ 2 η ).
Variance Analysis
Since the properties of the discrete wavelet transform show that wavelets are "almost eigenfunctions" of many operators (see Frazier et al., 1991 , Meyer, 1992 , which means that the autocorrelation of the wavelet coefficients of a noisy signal within each level often dies away rapidly, and little or no correlation between the wavelet coefficients at different levels exists (see Johnstone and Silverman, 1997) , it is of interest to know how well standard methods (i.e. methods designed for denoising the IID noise) perform in the correlated noise model (1) . Here, as a preliminary, we look at the differences between the covariance structure of wavelet coefficients in the presence of IID noise and correlated noise.
, where I n is the n × n identity matrix, then Wǫ, the discrete wavelet transform (DWT) of ǫ, is also distributed as N n (0, σ 2 I n ), because the DWT matrix W is orthogonal. In the case of a general correlation structure, ǫ ∼ N n (0, V ), where V is the covariance matrix of the noise, in which case Wǫ ∼ N n (0, Σ), where Σ = WV W T .
Using the recursive algorithm proposed by Vannucci and Corradi (1999) , which calculates the covariance of wavelet coefficients within and across levels, two plots are obtained to show the difference in the above situations. Fig. 1(a) (a) Further results have shown that, if standard methods are used on correlated data, it may seriously affect the quality of the reconstruction of f , particularly when the data are highly correlated.
3 Estimation of covariance structure
The procedure
We now propose a four-step procedure for estimating an unknown function in the presence of correlated noise. Each step is discussed in more detail below.
Step 1: identify a parametric model for the correlation structure.
Step 2: estimate the correlation parameters for the model obtained in Step 1.
Step 3: using the model identified in
Step 1 with estimated parameters obtained in Step 2, calculate estimates for the variances and covariances of the wavelet coefficients in each block.
Step 4: estimate the signal f , making use of the estimated variances and covariances obtained in Step 3.
If the parametric structure of the covariance matrix V (θ), where θ is the parameter vector involved in determining the specific noise process, is assumed known, there is no need for Step 1. However, in many situations, V (θ) will be unknown, in which case we suggest implementing Step 1 as follows. Starting with the model y = f + ǫ, obtain a preliminary estimatef of f using a suitable estimation procedure, such as the level-dependent universal threshold method due to Johnstone and Silverman (1997 For
Step 3, we simply pick out the required elements of the estimated covariance matrix of the wavelet coefficients, WV W T , whereV = V (θ) is the estimated covariance matrix of ǫ,θ is the estimate of the unknown covariance parameter vector obtained in Step 2, and W is the discrete wavelet transform.
For
Step 4, we use the approach proposed by Wang and Wood (2006); a brief outline of this approach is given in the Appendix.
We now present two examples which illustrate Step 1. Using the same steps as in Example 1, we obtainǫ. By applying the innovations algorithm to fit successively higher order moving average processes toǫ, we obtain the estimated coefficient valuesβ mj and noise variancesv m . Table 1 showsβ mj , j = 1, . . . , 8 andv m , m = 1, . . . , 10, 50, 100. This table suggests that MA(1) is the appropriate model for the noise since the estimated coefficients for the orders higher than 1 are close to zero.
A wavelet domain procedure for Step 2
We now consider a wavelet domain procedure for Step 2 which uses the finestlevel wavelet coefficients only; the rationale is that the finest-level coefficients tend to be less affected than coefficients at other levels by the smooth part of 
where d noise ∼ N n/2 (0, Σ J ). The wavelet domain procedure for Step 2, referred to as Step 2W with sub-steps (a)-(c), estimates θ using an estimated noise of d noise obtained as follows.
Step 2W(a) Shrink (or threshold) the finest-level wavelet coefficients,d J say, to obtaind signal ;
Step 2W(b) Estimate the portion of the finest-level wavelet coefficients attributable to the noise byd noise =d J −d signal ;
Step 2W(c) Use maximum likelihood, or if more convenient, a pseudo-likelihood procedure, with estimated datad noise , to estimate the unknown covariance parameters of V (θ).
The reason for including
Step 2W parts (a) and (b) is as follows: if the signal has a few discontinuities, then the finest-level coefficients may have a few very large values due to discontinuities in the signal rather than due to the noise.
The purpose of Step 2W(a) and (b) is to remove the large coefficients due to the signal and identify the wavelet coefficients which come from the noise.
Onced noise has been obtained, we may implement Step 2W(c) as follows. To simplify the presentation, we write d rather thand noise . The approximate log-likelihood based on d is given by
and approximate maximum likelihood estimation of θ may be carried out by maximizing (5) over the valid parameter space. For example, in the case of AR(1) defined in (3), we have σ 2 > 0, 0 < α < 1. However, when the dimension of d increases, it becomes more difficult to calculate the inverse and determinant of Σ J . For this reason, we have also investigated various pseudo-likelihood approaches (Besag, 1975 (Besag, , 1977 . To implement this approach we split the data into a small number of large blocks, i.e. we split the vector d into k subvectors of equal dimension, where k is relatively small. For simplicity, we assume that h = n/(2k) is an integer. Then each subvector has h elements, denoted as
For each block i, we may write log-likelihood as
and the pseudo log-likelihood,
, is the sum of these component loglikelihoods to be maximised. It is worth noting that this pseudo-likelihood approach ignores correlations between blocks. However, when the blocks are large, inter-block correlations should have a negligible impact on the estimate of θ provided long-range dependence is not present. In the simulation study presented in §4, the log-likelihood (6) is used in the corresponding simulations, where k = 4 was chosen in all cases.
Simulation Study
Specific Covariance Matrices
In this section, we present the results of some simulations to illustrate the procedures proposed above. Three types of correlated noise considered here are AR(1), AR(2) and MA (1) . If the noise model is known, we can write down the covariance matrix, see e.g. Cox and Miller (1965) . For an AR(1) process,
. . , n, the n × n covariance matrix of ǫ, with parameters α and
where
For an AR(2) process ǫ t = α 1 ǫ t−1 + α 2 ǫ t−2 + η t , where η t ∼ N (0, σ 2 η ) independently, if the process is stationary (i.e. α 1 + α 2 < 1, α 2 − α 1 < 1 and −1 < α 2 < 1 ), the covariance matrix of ǫ is given by σ 2 V (α 1 , α 2 ), where
For the MA(1) process, the covariance matrix of ǫ is given by σ 2 V (β) with parameters β and σ 2 = σ 2 η , and
(β) = β, and V ij (β) = 0 whenever |i − j| > 1.
For higher-order AR(p) processes (p > 2), it becomes more difficult to write down the explicit form of the covariance matrix V (θ) . However, we can obtain the inverse of the covariance matrix, V −1 (θ), in the way proposed by Siddiqui (1958) , and then we can calculate
In order to gain insight into the behavior at low, medium and high signal-tonoise ratio (SNR), we normalise the noise by using
and rescale the signal by using
where std is the standard deviation of the test function or noise and the value of SNR indicates signal to noise ratio, which can be controlled in the simulation study.
Simulation Results
To compare the performance of existing methods with the proposed methods in this paper, we use four signals, "HeaviSine", "Blocks", "Bumps" and "Doppler", first proposed in Johnstone (1994, 1995) In Table 2 , the new methods are compared with a number of existing methods designed for the same situation. The MSE of 9 methods using 100 simula- gives the right direction of denoising. Even though the TD and WD methods use the JS method as a preliminary, they still can give the excellent denoising results; this is confirmed by the simulations (see Table 2 ).
Some further comments now follow. Table 3 . Table 4 : Simulation study for WDmean and WDmed comparing the noise process known and the noise process incorrectly specified. The numbers in the second and fourth rows are MSEs when the noise processes were known as AR (2) with α(1) = 0.7 and α(2) = −0.2 and MA(1) with β = 0.5. The numbers in the third and fifth rows are MSEs when the noise processes were AR(2) and MA (1) but incorrectly identified as AR(1) model.
Remark 3:
Real noise structures known. It should be noted that, in the simulation study, the correct ARMA model was assumed when implementing the TD and WD approaches. Thus, the TD and WD methods had an advantage that they would not have in a real data example, where a parametric model for the correlation structure would be unknown. Before showing a real data example which suggests that satisfactory results may be expected even when the covariance structure is unknown, we consider the effect of incorrectly specifying the noise process. Table 4 shows the simulation results under the following four situations: the noise processes were known to be AR(2) with α(1) = 0.7 and α(2) = −0.2 and MA(1) with β = 0.5, the estimations were assuming an AR (1) model while the noises were AR(2) and MA (1) . The first and third rows in the table showed the best denoising results we can hope to obtain since we know the correct noise processes. The second and fourth rows gave the results when we incorrectly specify the noise process. Compare these values with associated values in Table 2 , we can see that it is not a disaster if we incorrectly specify the noise process although it does influence the denoising results.
The Real Data Case
Nason (1996) described a dataset obtained in an anesthesiological study using inductance plethsmography. The data was collected in an investigation of the recovery of patients after general anesthesia, which is available as part of the wavethresh4 package (Nason 2006) . The original data ipd are plotted in 
Conclusions
In this paper we have considered two procedures for wavelet estimation of a sig- Silverman (2005a), the resulting performance is rather similar to that of our proposals. In Table 2 , it is only in the case of the Bumps signal that there is a noticeable difference (with our proposals doing better). However, even though level-dependent procedures are simpler to implement than those procedures in which the correlation structure is estimated, it is nevertheless worthwhile to develop estimation procedures of the latter type. Our numerical results indicate that the two procedures of the latter type proposed here may be expected to perform well in practice.
Appendix: empirical Bayes block shrinkage approach
In Bayesian wavelet shrinkage methods, a prior distribution is specified on the wavelet coefficients which is designed to capture the sparseness of the wavelet expansions that is common to most applications. The function can then be es- Thus a shrinkage procedure based on a quadratic form in the wavelet coefficients which takes account of these correlations makes good sense.
After performing the DWT on the noisy observations y in (1), we obtain the empirical wavelet coefficientsd jk , which are candidates for shrinkage. Let B represent a single block where, typically, a block would consist of neighboring coefficients at the same resolution level j. Defined jB = {d jk : k ∈ B} and let n(B) denote the number of elements (i.e. labels) in B. Following the discussion in §2.2, we haved
where d jB is the noiseless version ofd jB and Σ n(B) is the relevant n(B) × n(B)
submatrix of Σ = WV (θ)W T , obtained in Step 3 of the procedure described in §3.1. .
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The likelihood of z|ρ is given by a noncentral chi-squared distribution, χ 
