The approximation of shock waves by nite di erence schemes is considered. This question has been investigated by many authors, but mainly under some restrictions on discrete wave speeds. Basic works are due to Majda and Ralston (rational speed) and, more recently, to Liu and Yu (Diophantine speed). The main purpose of the present work is to obtain shock pro les of arbitrary speed for rather general schemes. As a rst step, we deal with semi-discretizations in space. For dissipative and non-resonant schemes, using the terminology of Majda and Ralston, we show the existence of shock pro les of small strength. For this we prove a center manifold theorem for a functional di erential equation of mixed type (with both delay and advance). An additional invariance principle enables us to nd semi-discrete shocks as heteroclinic orbits on the center manifold exhibited. This result generalizes a previous one of the rst author, dealing with the special \upwind" scheme. In particular, it holds for the Godunov scheme and for a semi-discrete version of the Lax-Friedrichs scheme also known as the Rusanov scheme.
Introduction
When approximating systems of conservation laws by nite di erence schemes, we expect (or wish) shock waves to be captured by numerical traveling waves. Apart from obvious computational reasons, the understanding of discrete shocks is known to be an important step towards the convergence of numerical solutions for systems with arbitrary data (see 4] ). We recall that the convergence results that are already known hold for special systems (among which we range scalar conservation laws) and/or small initial data. Discrete shocks have been investigated for quite a long time (see 11, 19, 22] ). But they are essentially understood under a special assumption on their speed. In the aforementioned works, this speed is assumed to be a rational number, and in the more recent work of Liu and Yu 15, 16] it is assumed to satisfy a Diophantine condition. Even though these results gave very interesting insights in the existence and stability issues for discrete shocks, they are not fully satisfactory: 1) neither from the numerical analysis point of view, since we cannot expect to cope with convergence questions under any restriction on discrete shock speeds, 2) nor from the computational point of view since numerical simulations must be able to deal with arbitrary shock speeds.
We have proposed an alternative approach, which seems more tractable. We consider space-only discretizations (which are the most important part in the approximation of systems of conservation laws). They can be viewed as so-called Lattice Dynamical Systems center manifold theorem. Section 5 is entirely devoted to this theorem. The methodology is detailed enough to possibly be applied to other contexts. Special attention is paid to the projection step, which is not di cult but rather subtle. Finally we prove our main theorem in Section 6. 2 The numerical framework
Notations
We consider a system of conservation laws @ t u + @ x f(u) = 0; t 2 R + ; x 2 R; (2.1) f is a smooth function on some connected domain in R N , say f 2 C r ( ; R N ) for r 2.
The system (2.1) is associated with a semi-discretization in space by means of a p + q points numerical ux (p; q 2 N) dv j (t) dt + 1 x (g(v j?p+1 (t); : : : ; v j+q (t)) ? g(v j?p (t); : : : ; v j+q?1 (t))) = 0:
2)
The numerical ux g is assumed to be smooth and consistent with f. That is, g(u; : : : ; u) = f(u) for all u 2 :
Concerning the system (2.1) we make the standard (though not so generic) hypothesis of strict hyperbolicity. That is, for all u 2 , the Jacobian matrix A(u) As regards the numerical scheme (2.2), there are p+q Jacobian matrices involved. We introduce for l 2 f?p + 1; : : : ; qg C l (u) := @ l g(u; : : : ; u); (2.5) where @ l denotes the di erentiation with respect to the lth (vector) variable of g. Note that because of the consistency assumption (2.3) we have q X l=?p+1 C l (u) = A(u) :
We also introduce the so-called viscosity matrix Q(u) := q X l=?p+1
(1 ? 2l) C l (u): (2.6) In the case p = q = 1, C 0 (u), C 1 (u) and Q(u) correspond up to the CFL factor to D(u; u), ?C(u; u) and Q(u; u), where C, D and Q denote the standard incremental coe cients and viscosity matrix (see 6]). Using this analogy we may use the simpler notations D(u) := C 0 (u) = @ 0 g(u; u) C(u) := ?C 1 (u) = ? @ 1 g(u; u) :
Then we can check that
which is a well known relation between C, D and Q.
Main assumptions
Our main assumptions on the numerical scheme are the following.
(H1) Dissipativeness. For some k 2 f1; : : : ; Ng and all u 2 , (2.10) where denotes the CFL number and Q is still de ned by (2.6) for a fully discrete scheme. However, it is important to note that Q may then depend on . In this case the viscosity matrix Q(u) of the corresponding semi-discrete scheme has to be understood as the limit of Q(u; ) as goes to 0. We see that (2.7) is less restrictive than (2.10) when Q does not depend on . (Otherwise, passing to the limit in (2.10) only yields the inequality (u) 0.) The main feature of either (2.7) or (2.10) is that they preclude higher order schemes whatsoever. As a matter of fact, a second order fully discrete scheme is such that Q(u; ) = A(u) 2 and, similarly, a second order semi-discrete scheme is such that Q(u) = 0 for all u. (See 8, 13, 17, 23, 26] .) The non-resonance condition is aimed at reducing the dimension of the center manifold to the smallest possibility. We will see below that classical rst order schemes meet our condition (H2). Note that in the case p = q = 1 the \characteristic matrix" reads (z; u) = zI + (e ?z ? 1) D(u) + (e z ? 1) C(u) = zI + e ?z D(u) + e z C(u) ? Q(u) : The commutativity assumption (H3) is not required by Majda and Ralston. It is aimed at decoupling the problems along characteristic elds in the technical part of the proof of our center manifold theorem. The question of whether this restriction can be removed is still open. However, the examples provided below obviously satisfy (H3).
Examples
We are going to check that standard rst order schemes do satisfy (H1), (H2) and (H3).
Following 17], we distinguish between two basic kinds of discretizations, referred to as upwind and central. The upwind methods are also called of Godunov type. They make use of Riemann solvers or, possibly, approximate Riemann solvers, like the Roe method. The central methods are in some sense generalizations of the Lax-Friedrichs scheme. They do not require any Riemann solver. They are more dissipative though.
Upwind methods
Godunov scheme The numerical ux of this famous scheme is given by g Go (u 0 ; u 1 ) = f(w R (0; u 0 ; u 1 )); (2.11) where w R (0; u; v) is by de nition the solution to Riemann problem 
It is not di cult to check that the Godunov ux g Go in (2.11) and the Roe ux g Ro in (2.13) share the same matrices C and D. That is, we have
We readily see that (H3) is satis ed and Q(u) = jA(u)j for both schemes. Consequently, (H1) reduces to the non-sonicity condition k 6 = 0. Furthermore, the character- Consequently, the Godunov scheme and the Roe scheme satisfy the hypotheses (H1), (H2) (provided that k does not vanish) and (H3). Remark 2.3.1 For the numerical ux to be smooth we must require that no eigenvalue n for any n vanishes on . In this particular case, the existence of semi-discrete pro les was obtained in 1], using the Delay Di erential Equation theory.
Central schemes
The very simplest centered scheme has the ux g(u 0 ; u 1 ) = 1 2 (f(u 1 ) + f(u 0 )) : Its semi-discrete version is linearly`2 stable even though the fully discrete one is not.
However, it obviously violates (H1) (a simple calculation like the one below shows that Q 0) and also (H2). We will not consider it anymore. The Lax-Friedrichs scheme is a more reasonable one. Its fully discrete numerical ux is given by g LF (u 0 ; u 1 ) = 1 2 De nition 3.1.2 A semi-discrete pro le associated to a k-shock (u r ; u l ; ) with 6 = 0 is a solution of (2.2) of the form v j (t) = u(j ? st); j 2 Z; t 2 R + ; s := = x; for some function u 2 C r+1 b (R; ), such that v j (t) ????! j!+1 u r ; v j (t) ????! j!?1 u l :
The notion of semi-discrete pro le for a stationary shock, that is, for = 0, is di erent. The function u involved should only be de ned on integers, instead of on the real line. Stationary semi-discrete shocks are nothing but stationary fully discrete-shocks and thus enter the framework of 19]. This is why we only consider nonstationary shocks.
As noted in 3], the smoothness of the function u in De nition 3.1.2 is imposed for s 6 = 0 by the smoothness of the general solution of (2.2) viewed as an ODE on`1(Z). For a traveling wave v j (t) = u(j ? st) to be solution of (2.2), the function u must satisfy the Functional Di erential Equation of Mixed type (MFDE) (3.5) and the \boundary conditions" (3.6) below. Conversely, solutions of the MFDE boundary value problem (3.5)(3.6) give rise to semi-discrete pro les. 
The existence theorem
The main result of this paper is the following. Theorem 3.2.1 We assume that the system (2.1) is strictly hyperbolic, that the k th eigenvalue is genuinely nonlinear and that (H1), (H2) and (H3) are satis ed. For each point u i 2 such that k (u i ) 6 = 0, there exists a neighborhood V such that each k-shock (u l ; u r ; ) with = k (u i ) and u l , u r 2 V admits a one parameter family of semi-discrete shock pro les, which decay exponentially fast to u r;l at 1.
This statement is very similar to Theorem 1 in 19]. To understand it better, one should have in mind the fact pointed out in the Appendix of 19], that is, for any u l su ciently close to u i and such that k (u l ) > k (u i ) = there exists a u r so that (u l ; u r ; ) is a k-shock.
Note that, up to a rescaling of g into ?1 g and f into ?1 f, one may assume without loss of generality that = 1. We will do it in the following, just to simplify some notations. 4 The in nite dimensional setting 4.1 Discussion of the functional framework MFDE are known to yield ill-posed \Cauchy problems" (see 24] ). However, one may look for solutions of MFDE boundary value problems by means of a center manifold argument. The main di culty is in proving the existence of such a center manifold. Recently, this was carried out by Iooss and Kirchg assner for some second order MDFE 10] . We are going to follow a similar procedure, even though the order one of our MFDE implies an additional di culty.
The starting point is in rewriting the MFDE (3.5) as a \dynamical system", of course in nite dimensional. Then we will use the approach developed by Vanderbauwhede and Iooss 27 ] to prove a center manifold theorem for that system.
We are rst concerned with the choice of a functional framework. Basically, the MFDE (3.5) must be viewed as a \dynamical system" operating on functions de ned on intervals of length p+q. ( We recall that for Delay Di erential Equations the length of the intervals considered equals the maximal delay.) Sticking to the usual notation in DDE theory, we associate to any \global" function u 2 C(R; R N ) and to any real number x the \local" function u x 2 C( ?p; q]; R N ) de ned by u x ( ) := u(x + ); 2 ?p; q]:
Considering continuous \local" functions is in some sense the most standard choice (see 7, 24] ). However, for a technical reason, it will be more convenient to deal with Hilbert spaces than with Banach spaces (see section 5.1). This is why we will replace C( ?p; q]; R N ) by L 2 ((?p; q); R N ) in the analysis. The de nition of \local" functions u x will still be consistent. We will also use the notation Z x for the matrix valued function Z de ned in (5.12).
We introduce the Hilbert spaces Note that F is as smooth as g, and vanishes on constants (this is due to the conservativity of the scheme). Then u clearly solves (3.5) and, because of (4.2), satis es (3.6).
Therefore, looking for a semi-discrete pro le between u l and u r amounts to looking for a heteroclinic connection between the xed points U l and U r of (4.1). Our aim is to nd heteroclinic orbits in a ( nite dimensional) center manifold that we are going to exhibit.
The basic step consists in the analysis of the linearization of the system (4.1) about some bifurcation point, to be speci ed below.
The linearized system
We consider three states u l , u i and u r , such that (u l ; u r ; ) is a k-shock and k (u i ) = ( = 1): (4.4) As mentioned above, there always exist such u l and u r in the neighborhood of a given u i . (The converse is globally true: the existence of u i satisfying (4.4) for a given k-shock (u l ; u r ; ) directly follows from the mean value theorem.) The \point" U i := (u i ; u i ) t is of course invariant under G . We choose to linearize (4.1) about U i . We get a system associated with the operator In the case p = q = 1, the matrices F l are related in a very simple way to the matrices C, D and Q. We just have where we recognize (z; u i ) in factor of c (recalling the de nition (4.6)). This clearly shows (4.10) and, collecting (4.12) and (4.13) together, we get (4.9). Thus the spectrum of A consists of the roots of the entire function det ( ; u i ). Those roots are necessarily isolated (provided that the function is nonzero, which is of course the case under our assumption (H2)
Finally, z is of nite (algebraic) multiplicity, equal to its order as a root of det . This follows in particular from the representation formula, Multiplying this equality on the left by`k we obtain`k Q e = 0, with e 2 Spanfr k g by assumption. By (H1) this implies e = 0, and thus (A ? I) c = 0, which is equivalent to c 2 Spanfr k g (because of the strict hyperbolicity). Consequently, U must belong to KerA 2 . This proves that the ascent of 0 equals 2.
Moreover, the following separation result is known from 24]. Lemma 4.2.3 Assuming (H2) at u i , there exists > 0 such that for all z 2 (A ) n f0g, j Re z j > : (4.19) Proof. We just recall the argument used in 24]. The form of In other words, the manifold M c is tangent to D c at U i and contains all the solutions of (5.1) that globally stay in a neighborhood of U i .
Application
Our aim is of course to apply Theorem 5. 1.1 to the system (4.1) , that is, with F := G ?A given by The 0 in the second row will simplify a little bit the veri cation of (H). As a matter of fact, like in 10] it will be su cient to consider H in (5.2) 
Resolution of the linear hyperbolic system with source term
The remaining of this section is devoted to the proof of Theorem 5.2.1. We begin by expliciting the projection c . .9) does not contribute to the residue.) We omit the dependence on u i since it is xed along this section.
The matrix valued function Z is easily computable. In particular we nd it to be a ne. Proof. We lead one step further the expansion of (z) given in Lemma 4.2. Proof. The proof is rather technical but not di cult. In the meanwhile we are going to point out the natural connection between (5.9) and the linear MFDE with source term w 0 (x) = X l F l w(x + l) + H(x) : (5.22) For U h := (u; V ) t the system (5.9) equivalently reads, using ( Up to now, we did not make use of (5.23). We are going to see that (5.23) is actually a consequence of (5.18) and the requirement that U h (x) belongs to E h . But we rst note (The idea of using this function is due to Mallet-Paret 20].) Hence we have H ? 1 = F ( E + S ) with j E(x) + S(x) j C e ? jxj :
Hence we nd from (6.8) that d#(u i ) r k (u i ) = 1 (u i ) d k (u i ) r k (u i ) : This shows that #(u r ), #(u i ) and #(u l ) are ordered in the same way as k (u r ), k (u i ) and k (u l ), which gives (6.7) in view of the Lax inequalities (3.2). The inequalities (6.7) then show that the xed point U l (respectively U r ) is repulsive (respectively attractive). Of course we may assume that the neighborhood V constructed in Lemma 6.2.1 is such that (u; u) t belongs to W for all u 2 V. In particular we have U l;r 2 W if u l;r 2 V. Lemmas The invertibility of F(z) is obvious. Concerning T(z), we note that for (c; ) t 2 D and (e; ) t 2 E the relation T(z) e = c is equivalent to c = e and = (z ? D) .
