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Abstract—Uncertain transmission delays and sampling peri-
ods, parameters uncertainties regarding the power system, load
fluctuations, and the intermittent generation of renewable energy
sources (RESs) will significantly influence a power system’s
frequency. This paper designs a robust delay-dependent PI-based
load frequency control (LFC) scheme for a power system based
on sampled-data control. First, a sampled-data-based delay-
dependent LFC model of power system is constructed. Then, by
applying the Lyapunov theory and the linear matrix inequality
technique, a novel stability criterion is developed for the LFC
of the power system by considering the sampling period and
transmission delay of the communication network, which ensures
that the proposed scheme operates in large sampling periods
and under transmission delays. Next, an exponential decay rate
(EDR) is introduced to guide the design of a robust PI-based LFC
scheme. The LFC scheme with robustness is designed by setting a
small EDR. The values of EDR are adjusted by the given robust
performance evaluation conditions of parameter uncertainties
and H1 performance. Finally, case studies are carried out based
on a one-area power system and a three-area power system with
RESs. Simulation results show that the proposed LFC scheme
performs strong robustness against parameter uncertainties re-
garding the power system and communication network, load
fluctuations, and the intermittent generation of RESs.
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I. INTRODUCTION
Load frequency control (LFC) aims at maintaining fre-
quency and power interchanges with neighbourhood areas at
scheduled values in an interconnected power system to supply
reliable electric power [1, 2]. A traditional LFC employs
dedicated communication channels to transmit measurements
and control signals. As pointed out in Ref. [3], communication
faults or cyber-attacks may stop or suspend the service of LFC.
Additionally, no matter how fast or advanced the communi-
cation technology is that is used in communication network,
communication fault or cyber-attacks cannot be inevitable. The
data packet loss caused by communication fault or cyber-
attacks is equivalent to transmission delays.
With the penetration of intermittent renewable energy
sources (RESs) and the increased interaction with the demand-
side response, a power system becomes a larger scale and
geographically distributed system [4]. An effective future
electricity market tends to employ an open communication in-
frastructure to support the increasingly decentralized property
of control services [5, 6], such as a third-party LFC service
[7]. Compared to the dedicated communication channels, open
communication networks are preferred for the modern LFC
scheme as they are low-cost and flexibility [5]. However,
due to the usage of open communication network, some new
problems are introduced into the LFC scheme, including the
dropout of data packets and transmission delays [8, 9]. These
problems will degrade the dynamic performance or may even
cause instability of a network-based power system.
To deal with the above problems, first, a robust LFC
scheme was proposed against communication network con-
straints [10, 12]. As an improvement, Jiang et al. treated data
packet dropout and/or disordering as time-varying and random
delays [3]. Then, based on the Lyapunov theory, the authors
investigated the delay-dependent stability and the robust PID-
type controller design for the LFC scheme. Further study can
be found in Refs. [13, 14]. It is noted that the task mode in
a continuous manner is a common assumption in the works
mentioned above, i.e., all data packets are transmitted over
the shared communication networks without the data updating
and processing. However, there is a typical updating period
(sampling period) of 2 4s for the control updating period in a
practical power system, as noted in Refs. [2, 15]. Additionally,
there are burdens of communication and computation since
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and energy resources may be used in the LFC scheme [16] and
the bandwidth constraints exist in the practical communication
network among generation units [17]. This may result in
power system instability and fault [18]. Luo et al. explored
the impacts of the transmission delays and sampling periods
on the stability of LFC [19]. Therefore, it is desirable to design
an effective LFC scheme, which takes both the transmission
delay and the sampling period fully into account to ensure
the stability of the LFC of the power system and reduce the
communication and computational burden.
Recently, a way of changing the trigger mechanism of data
transmission called an event-triggered communication scheme
[20] has been introduced to handle the above-mentioned prob-
lem. The event-triggered communication scheme has been im-
plemented in a network-based power system in Refs. [16, 21–
23]. In such scheme, the sampled data are only transmitted
when a preset threshold condition is violated [24]. Another
way is to increase the sampling period based on time-triggered
sampled-data control [25, 26]. Dahiya et al. obtained a larger
sampling period for an isolated hybrid power system with the
aid of the Lyapunov theory [27]. Similarly, a larger sampling
period was derived to lower the communication channel oc-
cupation and less signal transmission for a single-area power
system and multi-area power system with wind power [15]. As
noted in Ref. [28], the computational burden is increased in the
event-triggered mechanism, due to the continuous checking of
an event-triggered condition. Additionally, the implementation
is difficult since extra hardware is required. Therefore, this
paper focuses on the more straightforward second method to
get the maximum sampling period to reduce the amount of
data packet.
On the other hand, as the generation mix continues to
change from large synchronous plants to smaller, decentralized
RESs, the modern power system is facing new challenges
[4, 29], such as stability issues, uncertainties and low inertia.
In Ref. [15], a discrete and fast load frequency control is
proposed to address the problem of low inertia for a power
system with wind power. However, for a power system with
RESs, the load change, the intermittent generation of RESs,
and the uncertainties of the parameters will significantly
influence the system frequency [30, 31]. Thus, an LFC with
a better robustness performance is requested. Recently, some
robust LFC schemes have been implemented in power system
based on advanced control methods, such as sliding mode
control [22, 32], active disturbance rejection control [33],
model-based control [9] and model predictive control [34].
However, most of these advanced methods suggest complex
state feedback or high-order dynamic controllers. As noted
in [35], the industries still prefer the conventional PID-type
LFC controllers. Additionally, these advanced LFC schemes
do not consider either the effects of the sampling period or
the transmission delay at the design stage of a robust LFC.
Motivated by the above discussions, this paper proposes
a robust delay-depended PI-based LFC scheme for a power
system based on sampled-data control. It is an extensive study
on the work of Ref. [15]. The main contributions of this paper
are summarized as follows:
 Compared to the schemes proposed in Refs. [10, 12, 15],
the LFC scheme designed in this paper considers both
the sampling period and transmission delay of commu-
nication network parameters in the power system based
on sampled-data control. With the aid of the Lyapunov
theory, the stability criterion is developed for a given con-
troller. The stability criterion is used to calculate margins
of the sampling period and transmission delay, within
which the stability of the power system equipped with
the given controller is guaranteed. Furthermore, under
a given transmission delay, the obtained margin of the
sampling period is used to increase the sampling period
in the communication network to reduce communication
network burden. Such a method is easier to calculate
and implement than the event-triggered communication
scheme proposed in [16, 21].
 Different from the complex state feedback or high-order
dynamic controllers in Refs. [9, 15, 22, 32–34], a simple
PI-based LFC scheme is suggested to implement robust-
ness against disturbances and the uncertainties of the
parameters. Such a scheme reduces the measurements of
system state information and is more convenient for LFC
of a large-scale power system.
 To cope with the uncertainties of parameters of the
power system and the communication network, load, and
generation of RESs, the exponential decay rate (EDR)
is introduced as a performance index to guide a PI con-
troller with robustness. Parameter uncertainties and H1
performance analysis conditions are given to evaluate
the designed robust controller to guarantee the desired
performances.
The remainder of the paper is organized as follows. Section
II gives the dynamic model of sampled-data based delay-
depended LFC for a multi-area power system with RESs.
The stability analysis and the robust PI controller design of
the LFC scheme are introduced in section III. In Section IV,
case studies based on a one-area power system and a three-
area power system with RESs verify the proposed scheme’s
effectiveness. The conclusions are drawn in Section V.
Notations: Throughout this paper, P > 0 ( 0) means that
P is a real symmetric and positive-definite (semi-positive-
definite) matrix; I and 0 represent the identity matrix and
a zero matrix, respectively; the superscript T represents the
transpose, the superscript  1 represents the inverse, and
diagf   g stands for a block-diagonal matrix; the notation
 always denotes the symmetric block in a symmetric matrix.
Moreover, for any square matrix A, we define Sym(A) =
A+AT . If the dimensions of matrices are not explicitly stated,
they are assumed to have compatible dimensions for algebraic
operations.
II. DYNAMIC MODEL OF SAMPLED-DATA-BASED LFC
SCHEME FOR A POWER SYSTEM WITH RESS
In this section, a dynamical model of LFC for the power
system with RESs is developed by considering the sampling
period and transmission delay.
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A. An open-loop dynamic model of multi-area LFC with RESs
The block diagram for an N -area power system is shown
in Fig. 1. Each area has similar structure, as shown in Fig.
2. Additionally, each control area consists of an LFC centre,
generation units, and load, and may comprise RESs.
ACE in such scheme is defined as follows:
ACEi = ifi +Ptie i (1)
where i represents frequency bias factor; fi is the devia-
tion of frequency; and Ptie i represents the tie-line power
exchange. For simplicity, the turbines of each generation are
all assumed to be non-reheated. When the power system
comprises RESs, i.e., wind power and/or solar power, these
two distributed sources may have high-order dynamical fre-
quency response models. Nevertheless, low-order dynamical
models considered in this paper are sufficient for investigating
frequency control issues [31], as shown in Fig. 2, where TRESi
is the integral time constant of RESs in area i. The state
variable of PRESi is introduced into power system model.
Based on Fig. 2, the state-space model of control area i of
traditional LFC scheme can be obtained as [2]8<:
_~xi(t) = ~Ai~xi(t) + ~Biui(t) + ~Fi!i(t)
~yi(t) = ~Ci~xi(t)
~zi(t) = ~Czi~xi(t)
(2)
where
~xTi =[fiPtie iPm1i   PmniPv1i   PvniPRESi]
ui = PCi; ~yi = ACEi; ~zi = fi; !i = [Pdi vi PWSi]
T
~Ai =

A^i A^12i
0  1TRESi

; ~Bi =
h
B^i
0
i
; ~Fi =

F^ 0
0 1TRESi

A^i =

A11i A12i 0
0 A22i A23i
A31i 0 A33i

; B^i =

0
0
B3i

; F^i =
" 1
Mi
0
0  2
0 0
#
A11i =

 DiMi   1Mi
2
PN
j=1;j 6=i Tij 0

; A12i =

1
Mi
   1Mi
0    0

A^12i =

1
Mi
0
T
; A22i =  A23i = diag
n
 1
Tch1i
    1Tchni
o
A31i =
  1
R1iTg1i
    1RniTgni
0    0
T
; A33i = diag
n
 1
Tg1i
    1Tgni
o
B3i =
 1i
Tg1i
   niTgni
T
; ~Ci = [i 1 0 0]
~Czi = [1 0 0 0]; vi =
NX
j=1;j 6=i
Tijfj :
and Pmki and Pvki are the generator mechanical output
and the valve position, respectively. Mi; Di; Tgki; Tchki; Rki
represent the moment of inertia of generator unit, generator
unit damping coefficient, the time constant of the governor,
the time constant of the turbine, and speed droop of area
i, respectively. Pdi is the load disturbances of area i, ki
represents the participation factor of generator k in area i, Tij
is the tie-line synchronizing coefficient between area i and area
j, andPRESi andPWSi represent the output power change
of RESs and the change of wind speed and/or solar radiation
in area i, respectively. In a non-competitive environment,
ki is usually fixed based on generating unit capacity and
the dispatch center’s requirement, while it is actually time-
dependent variable and will be determined dynamically based
on bid prices, availability, congestion problems, costs, and
other related issues in a competitive environment [2].
Fig. 2. Structure of control area i of N-area LFC scheme
B. Sampled-data-based LFC
Similar to Ref. [16], the following PI-type controller can be
chosen as an LFC:
~yi(t) = ACEi(t)
ui(t) = KPi~yi(t) +KIi
R
~yi(t)dt
(3)
However, in sampled-data-based control loop, only sampled
measurements of output signal ~yi(t) can be used for LFC
scheme, that is, we only have the measurements ~yi(tk) at
sampling instant tk. As shown in Fig. 2, the communication
network is subject to network-induced delays tk = 
sc
tk
+
 catk  M <1, where M is a known constant. It is assumed
that the sampling instants tk (k = 0; 1; 2;    ) satisfy
0 = t0 < t1 <    < tk <    < lim
k!1
tk = +1 (4)
k = tk+1   tk = hk  hM (5)
where hM represents maximum acceptable sampling period.
Then, under consideration of the effect of sampling and delays
of the communication networks, the attainable ~yi(t) at the LFC
controller can be obtained as
~yi(t) = ~yi(tk); t 2

tk + tk ; tk+1 + tk+1

(6)
Based on (3) and (6), for t 2 tk + tk ; tk+1 + tk+1, a
feasible LFC under the network environments is designed as
ui(t) = ui(tk) = KPi~yi(tk) +KIi
Z
~yi(tk)dt (7)
The following virtual vectors xi(t) = [~xTi (t)
R
~yTi (t)dt]
T
and yi(t) = [~yTi (t)
R
~yTi (t)dt]
T are defined, and equations
4(2) and (7) are combined. Then, the closed-loop system with
parameters uncertainty can be rewritten as8<: _xi(t)= Aixi(t)+BiKiCixi(tk) + Fi!i(t)yi(t) = Cixi(t); t 2 tk + tk ; tk+1 + tk+1
zi(t) = Czixi(t)
(8)
where
Ai=

~Ai 0
~Ci 0

; Bi=

~Bi
0

; Ci=

~Ci 0
0 1

; Fi=

~Fi
0

and Czi = [ ~Czi 0], Ki = [KPi KIi].
Generally, in many cases it is very difficult, if not impossi-
ble, to obtain the accurate value of some system parameters.
For % deviations from nominal values of Tgki; Tchki; TRES ,
one can obtain the following uncertain LFC model.8<: _xi(t)=(
Ai+ f(t) Ai)xi(t)+( Bi+ f(t) Bi)ui(t)+Fi!i(t)
yi(t)=Cixi(t)
zi(t) = Czixi(t)
(9)
where
Ai =
266664
A11i A12i 0 A^12i 0
0 1A22i 1A23i 0 0
1A31i 0 1A33i 0 0
0 0 0  1
TRESi
0
[i 1] 0 0 0 0
377775 ; Bi =
264 02B3i0
0
375
 Ai =
266664
0 0 0 0 0
0 2A22i 2A23i 0 0
2A31i 0 2A33i 0 0
0 0 0  2
TRESi
0
0 0 0 0 0
377775 ; Bi =
264 01B3i0
0
375 :
and 1 = 1(1 %)(1+%) ,
%
(1 %)(1+%) , f(t) 2 [ 1; 1].
It is noted that the decentralized control strategy is ap-
plied to the LFC scheme for the N-area power system.
The interactions between different areas, i.e., vi, are treated
as disturbances in the above models. Hence, the design of
the multi-area LFC is divided into the repetitive design of
various single-area. Additionally, the control signals of power
commands sent to generators are computed by their own LFC
centre in each area and independent in each area.
III. SAMPLED-DATA-BASED DELAY-DEPENDENT LFC
In this section, based on the normal sampled-data-based
LFC model (8), we will first derive a stability condition of LFC
considering the transmission delay and the sampling period of
measurements and control signals. Then, based on the criterion
and robust performance analysis conditions, a design method
of the robust PI LFC scheme is introduced.
A. Stability and robust performance analysis
To design a robust PI LFC scheme, the following stability
condition is first introduced:
Theorem 1: Consider system (8) with !(t) = 0. For
given sampling period hM , time delay M and controller
gains Ki, if there are symmetric matrices P2, Z and X =
X1 +X
T
1  X1  X2
 X2 +XT2

, and symmetric positive definite
matrices P1, P3, and any appropriately dimensioned matrices
L and M such that the following conditions hold:
1 = 1 +   + hM 2 < 0 (10)
2 =

 1 +    hMT2M
  hMZ

< 0 (11)
where
 1 =Sym
ne1e3TP1 e5e4+T2M(e1   e2)o
  e3e2TX e3e2+ e1e5TP2 e1e5  e3e4TP2 e3e4
+ Me
T
5 P3e5   1M (e1   e3)
T
P3(e1   e3)
  =SymfT1 L(e5  Aie1  BiKiCie2)g
 2 =e
T
4 Ze4 + Sym
ne3e2TX he40 io
el = [0r(l 1)r Ir 0r(5 l)r] ; l = 1;    ; 5
1 =[eT1 e
T
2 e
T
5 ]
T
; 2 = [eT1 ::: e
T
5 ]
T
and r is the dimension of matrix A in system (8). Then, system
(8) is asymptotically stable for any sampling periods smaller
than hM and any delays smaller than M . The proof is shown
in Appendix A.
Remark 1: In Refs. [3], the sampling period is considered
as a time delay, combined with a transmission delay to guide
the design of the controller, while only the sampling period is
considered directly to the designed controller in Refs. [9, 15].
Compared to these study, the theorem proposed can simul-
taneously develop the upper bounds of the sampling period
and the transmission delay when the controller parameters are
given.
To evaluate the robustness of the controller obtained against
sampling period and transmission delay, an algorithm to find
the margins of the acceptable sampling period and allowable
transmission delay is shown as the following Algorithm 1.
Algorithm 1: Find the maximum sampling period hM and maxi-
mum transmission delay M for a known controller.
Step 1:Assume transmission delay is a known constant k
Step 2:1)Initialize the search interval [hmin; hmax] with hmin =
0 and large enough number hmax and select the accuracy
coefficient hac = 0:01.
2) Determine whether the system has a test sampling
period given as htest = (hmin + hmax)=2 by checking
the feasibility of LMIs (10) and (11).
3) If (10) and (11) are feasible, set hmin = htest; else,
set hmax = htest.
4) If jhmin   hmaxj  hac, obtain the hM = hmin and
M = k; else, repeat 2).
5) End. Output hM and M .
Remark 2: The sampling periods and the transmission
delays are coupled with the variable matrices in LMIs. Un-
der a given controller, we fix the sampling period (or the
transmission delay), and then use the above algorithm to find
the maximal value of the transmission delay (or the sampling
period). The fixed value and the obtained maximal value of
the other are set to the margins of the sampling period and
transmission delay.
To evaluate the robustness of the given controller, the fol-
lowing parameter uncertainties and H1 performance analysis
conditions are introduced based on Theorem 1.
Condition 1: Consider uncertain system (9) with w(t) = 0.
For 9  > 0, such that the following inequalities hold:
51 =
"
1 
T
1 L [e
T
1 e
T
2 ][N1 N2]
T
  I 0
   I
#
(12)
2 =
2642
h
T1 L
0
i 
[eT1 e
T
2 ][N1 N2]
T
0

  I 0
   I
375 (13)
then, the system is robust stable against parameter uncertain-
ties within % of Tgki; Tchki and TRES for any sampling
periods smaller than hM and any delays smaller than M ,
where N1 =  Ai, N2 =  BiKiCi, and the other matrix
notations are same as the Theorem 1 except that Ai = Ai and
Bi = Bi. The proof is shown in Appendix B.
Condition 2: Consider system (8) with !(t) 6= 0. For given
 > 0, such that the following inequalities hold:
3 =

1  T1 LFi
  I

(14)
4 =
242  T1 LFi0

  I
35 (15)
then, the system is robust stable and has an H1 performance
index  against non-zero disturbance !(t) for any sampling
periods smaller than hM and any delays smaller than M ,
where eT1 C
T
ziCzie1 is added into  1 and the other matrix
notations are same as the Theorem 1. The proof can be found
in Ref. [21].
B. Design of a PI-type LFC scheme
To design a PI controller with robustness performance, EDR
is introduced. The following theorems are developed.
Theorem 2: Consider system (8) with !(t) = 0. For
given sampling period hM , time delay M , EDR  and tuning
parameters a and b, if there are symmetric matrices P^2, Z^ and
X^ , and symmetric positive definite matrices P^1, P^3, and any
appropriately dimensioned matrices S^, M^ and Y such that
LMIs the following inequalities hold,
^1j = ^1 +  ^j + hM  ^2 < 0 (16)
^2j =

 ^1 +  ^j  hM ^T1 M^
  hM Z^

< 0 (17)
then system (8) is exponentially stable with an EDR for any
sampling periods smaller than hM and any delays smaller than
M and a feedback gain can be calculated by
Ki = Y (S^
T ) 1CTi (CiC
T
i )
 1: (18)
where j = 1; 2 and  ^j = ^T1 3(S^
T e5   (Ai + I)S^T e1  
jBiY e2) with 3 = [I; aI; bI], 1 = eM and 2 =
e(M+hM ). The other parameters are given in Theorem 1 with
superscript .^ The proof is given in Appendix C.
The EDR is introduced as a performance index to repre-
sent the control performance of a controller. It reflects the
robustness and frequency response dynamic performance of
a designed controller. It belongs to the domain [0;1). The
smaller the EDR, the stronger the robustness, but the worse
the frequency response dynamic performance. When the EDR
is set to 0, the PI controller is considered to be the strongest
robust but the worst dynamical. To design a controller with
the desired robustness, the following subsection is introduced
based on the above conditions 1 and 2.
C. The procedure of designing a PI controller with desired
robustness
For a given allowable transmission delay M and a sampling
period hM , the following Algorithm 2 is described to design
a controller with desired robustness, including parameter un-
certainties g and H1 performance g.
Algorithm 2: Find  and derive robust controller gain K
Step 1: Initialize system parameters, set M , hM , g and g .
Step 2: Initialize the search interval [min; max] with min = 0
and large enough number max and select the accuracy
coefficient ac = 0:001.
Step 3:Determine whether the system has a test EDR given as
test = (min + max)=2 by checking the feasibility of
LMIs (16) and (17).
Step 4: If (16) and (17) are feasible, calculate Ktest by equation
(18). Then, bring Ktest into Condition 1 with g and
Condition 2 with g , respectively. If LMIs (12)-(15) are
feasible, set min = test; else, set max = test. If (16)
and (17) are not feasible, set max = test.
Step 5: If jmin   maxj  ac, obtain the EDR  = min and
record K = Ktest; else, repeat Step 3.
Step 6:End. Output  and K.
IV. CASE STUDIES
In this section, to illustrate the principle of the proposed
LFC scheme, case studies are carried out based on a one-area
LFC scheme, and a three-area LFC scheme with RESs.
A. One-area power system
Parameters of a one-area power system are reported in
Ref. [12]. Assume that the allowable sampling period and
transmission delay are set to 1 s and 3 s, respectively. By
setting a = 0, b = 2:03, max = 1, g = 40, g = 20, and
following Algorithm 2, we can obtain the PI controller gains
[KP KI ]=[-0.0183 -0.0453] (named as C1) and  = 0:150. To
show the necessity of considering both transmission delay and
sampling period to design a robust controller, the proposed
LFC scheme is compared to the other three LFC schemes,
including the fast and discrete state-feedback LFC scheme
considering sampling period in Ref. [15], the robust PID-
type LFC scheme considering neither sampling period nor
transmission delay in Ref. [12], and the improved LMI based
PID-type LFC scheme considering neither sampling period
nor transmission delay in Ref. [35]. Their controller gains are
given in Table I.
1) Delay margin and robust performance analysis: Using
the method given in Algorithm 1, the margins of transmission
delay for a one-area LFC scheme with four controllers under
h = 0:1 s, 1 s and 2 s are calculated in Table I, where ’-’
represents no feasible solution. Additionally, for the given four
controllers, the maximal acceptable parameter uncertainties
max and minimal H1 performance index  are obtained
under h = 0:1 s based on conditions 1 and 2, and shown in Fig.
3. Table I shows that the controller designed in this paper can
6withstand greater time delay under the same sampling period.
In contrast, the controller C3 and C4 considering neither the
time delay nor the sampling period can only tolerate small time
delay. Moreover, as seen in Fig. 3, all four control schemes
can provide excellent robust performance under smaller delays,
while the designed controller can tolerate greater parameter
uncertainty and provide smaller H1 performance with the
increase of time delay ( > 3s).
TABLE I
MARGINS OF TRANSMISSION DELAY FOR ONE-AREA LFC SCHEME WITH
DIFFERENT CONTROLLERS UNDER SAMPLING PERIODS h = 0:1 S, 1 S, 2 S
Sampling periods h=0.1s h=1s h=2s
C1= [0.0186 0.0453][this paper] 13.183 12.597 12.011
C2= [0.0622 0.1231 0.0226 0.1723][15] 3.320 2.734 2.050
C3= [0.4306 0.6356 0.1832][12] 0.195 - -
C4= [1.5 3.15 0.31][35] 0.072 - -
Fig. 3. Maximal uncertainty index  and minimal H1 perform index  with
respect to delay  under h = 0:1 s for one area LFC scheme
2) Simulation verification: The system equipped with the
above four controllers is tested in the presence of step change
of load disturbance, i.e., Pd = 0:06 pu for t  0. Under
different communication environments, responses of the fre-
quency deviation f are shown in the Fig. 4. It can be seen
that C1 proposed in this paper can remain basically identical
control performance in four communication environments,
while C2-C4 can only maintain control performance under a
small sampling period and transmission delay.
Fig. 4. Responses of f of one-area LFC scheme under different sampling
periods and delays
3) Test of reducing communication burden: To show the
effectiveness of saving the communication resources, we com-
pared the increasing sampling period based on the time-
triggered method (TTM) and the event-triggered method (ET-
M) proposed in Ref. [28] in the one-area power system. The
transmission delay is set to 3 s. When the system subjected to
random load disturbances, as shown in Fig. 5 (a), frequency
responses of one-area power system with controller C1 are
illustrated in Fig. 5 (b) under TTM and ETM. Additionally,
the number of signal transmission is given in Table II. It can
be seen from Fig. 5 (b) that the frequency responses are almost
identical under ETM (h = 0:05 s, h = 0:1 s and h = 2 s)
and TTM (h = 2 s). In Table II, when ETM is used, and
the sampling period is set to small values (h <= 0:1 s), the
number of signal transmission is more than those under TTM
(h = 2 s). However, if ETM is used when the sampling period
is set to a large one (h = 2 s), this will further reduce the signal
transmission times.
Fig. 5. Responses of one-area LFC scheme under ETM and TTM for random
load disturbances. (a) random load disturbances. (b) frequency responses.
Moreover, a one-area power system with EVs is considered,
and the parameters of this system are given in Case B in
Ref. [21]. Setting M = 0:3 s, hM = 5:1 s, max = 1,
g = 20, g = 20, and following Algorithm 2, we can obtain
the PI controller gains [KP KI ]=-[0.0460 0.2366] (named as
C51) and  = 0:1. The sampling period margin hM = 5:1
s obtained is larger than the average sampling periods of
1:1327 s (obtained in Ref. [16]) and 1:9355 s (obtained in Ref.
[21]) based on event-triggered scheme. Furthermore, When
the sampling period is set to hM = 11:6 s, we can obtain
[KP KI ]=-[0.0157 0.0804] (named as C52) and  = 0:03. The
use of such a large sampling period can effectively reduce the
number of signal transmissions. When the system is equipped
with controllers C51 and C52 under sampling period h = 5:1
s and h = 11:6 s, respectively, responses of the frequency
deviation f of the system subjected to Pd = 0:01 pu for
t 2 [0 s; 30 s] and Pd = 0 otherwise are illustrated in Fig. 6.
From this figure, f can be drawn back to zero after a finite
time.
TABLE II
NUMBER OF CONTROL SIGNALS AND MEASUREMENTS TRANSMISSION OF
LFC FOR ETM AND TTM UNDER RANDOM LOAD DISTURBANCES
Methods ETM(h=0.05s) ETM(h=0.1s) TTM(h=2s) ETM(h=2s)
NT 72 70 50 23
Although we can obtain the sampling period margin of 11:6
s or more, it is difficult to set the sampling period so large
7in power system’s practical operation. The possible reason
is that when there is a communication failure or a physical
failure of the power system, the control signal packet will
be lost. In such a large sampling period (h = 11:6 s), if
there is a continuous loss of multiple packets within tens
of seconds, the stable operation of the system cannot be
guaranteed. Therefore, to reduce the burden of communication
networks and ensure the system can still operate stably in the
presence of communication failure, it is better to choose a
sampling period of 1 4 s. On the other hand, a larger margin
of the sampling period (such as 11:6 s) ensures that the system
can allow five consecutive packet losses when the sampling
period is set to h = 2 s, i.e., 5h < 11:6 s.
Fig. 6. Responses of f of one-area power system with EVs
B. Three-area power system with RESs
To further demonstrate the effectiveness of the proposed
method, a three-area power system with RESs is considered
to verify the robustness against load change, intermittent
generation of RESs, and dynamical parametric perturbation.
The parameters of this system are reported in Ref. [10], and
TRESi is set to 1.5s.
TABLE III
CONTROLLERS GAINS IN DIFFERENT LFC SCHEME OF THREE-AREA
POWER SYSTEM
Controller C6 [this paper] C7 [11] C8 [15] C9 [10] KP  KI  KP  KI  KP  KI  KP  KI
Area 1 0.0157 0.0713 -0.0250 0.1888 0.0499 0.2290 3.27e-04 0.3334
Area 2 0.0184 0.0715 -0.0396 0.2520 0.0576 0.2289 6.96e-04 0.3435
Area 3 0.0161 0.0719 -0.0308 0.2753 0.0498 0.2289 1.60e-04 0.3398
1) Controller design: Assume that the allowable sampling
period and transmission delay are both set to 3 s. By setting
a = 0, b = 2:03, max = 1, g = 5, g = 20, and
following Algorithm 2, we can obtain the PI controller C6
and  = 0:08. To illustrate the effectiveness and superiority of
the proposed LFC scheme, we compared the proposed scheme
with the other three schemes as follows: 1) The H1 robust
LFC scheme considering transmission delay ( = 3 s) in Ref.
[11], and the proposed controller C7; 2) The fast and discrete
LFC scheme considering sampling period (h=3s) in Ref. [15],
and the proposed controller C8; 3) The robust LFC scheme
considering neither transmission delay nor sampling period
in Ref. [10], and the proposed controller C9. The gains of
controller C6   C9 are shown in Table III.
TABLE IV
MARGINS OF TRANSMISSION DELAY FOR THREE-AREA LFC SCHEME
UNDER SAMPLING PERIODS h = 0:1s; 3s AND 9s
Sampling periods h=0.1sarea1/area2/area3
h=3s
area1/area2/area3
h=9s
area1/area2/area3
C6 19.5/19.5/19.4 17.8/17.8/17.6 13.8/13.7/13.6
C7 7.0/5.1/4.6 5.0/3.0/2.5 -/-/-
C8 5.9/5.9/5.9 3.9/3.9/3.9 -/-/-
C9 3.8/3.7/3.7 1.6/1.5/1.5 -/-/-
2) Delay margin and robust performance analysis: By
using the method given in Algorithm 1, the margins of trans-
mission delay for three-area LFC scheme with four controllers
under h = 0:1 s, 3 s and 9 s are calculated in Table
IV. Additionally, for the given four controllers, the maximal
acceptable parameter uncertainties max and minimal H1
performance index  of area 1 in three areas are obtained
under h = 0:1 s based on conditions 1 and 2, which are shown
in Fig. 7. It can be seen from the table and the figure that the
designed C6 in this paper can provide a larger delay margin
and a smaller H1 performance index and can tolerate larger
parameter uncertainties under the same sampling period.
Fig. 7. Maximal uncertainty index  and minimal H1 perform index  with
respect to delay  under h = 0:1s for Area 1 of three-area LFC scheme
3) Simulation verification: To verify the effectiveness of the
proposed LFC scheme, the system equipped with the above
four controllers is tested in the following two scenarios. Also,
in order to show that the designed robust LFC scheme can still
be effective in the presence of the important constrain, gen-
eration rate constraint, imposed by physical system dynamics.
The generation rate constraint of every generator varying from
 0:20 pu/min to 0:05 pu/min is considered in the following
simulation.
Scenario 1[Step changes of load and RESs] Assume that the
system is subjected to step changes of load and RESs in three
areas, i.e., Pd1 = 0:1 pu, Pd2 = 0:08 pu and Pd3 = 0:06
pu for t  0, PWS1 = 0:03 pu, PWS2 =  0:06 pu, and
PWS3 =  0:05 pu for t  0. Under four combinations
of sampling periods and transmission delays, responses of
frequency deviation and control output of area 2 are shown
in Fig. 8. Responses of areas 1 and 3 are similar and are
omitted here. It can be seen from Fig. 8 that the designed C6
in this paper can maintain control performance to balance the
load and generations with the increase of sampling period and
time delay. However, the control performances of C7 C9 are
degraded seriously, and even C9 causes system instability at
h = 3 s and  = 3 s. TABLE V
ITAE FOR THREE-AREA LFC SCHEME SUBJECTED TO STEP CHANGES OF
LOAD AND RESS UNDER DIFFERENT VALUES OF PV
PVs CD( = 3s) RTD( 2 [2s; 6s]) CD and RPL RTD and RPL
25% 43.1 41.0 52.5 53.4
15% 42.9 40.7 52.1 52.9
5% 42.7 40.3 51.6 52.3
 5% 42.5 40.1 51.3 51.5
 15% 42.3 39.9 50.3 51.0
 25% 42.1 39.6 49.7 50.3
8Fig. 8. System responses of area 2 of three-area LFC scheme subjected to step changes of load and RESs
Fig. 9. Random packet dropout of three-area LFC scheme. Red line:
successful transmission; blue line: packet loss
Moreover, to illustrate the robustness of controller C6
designed for parameter variation (PV), random transmission
delay (RTD), and random packet loss (RPL), we compare the
control performance of the controller in the presence of above
cases. To characterize the change in control performance, inte-
gral of the time multiplied absolute value of the error (ITAE)
defined as ITAE =
R Ts
0
t(jACE1j + jACE2j + jACE3j)dt
is used to evaluate the control performance of the system.
The details of RPL in three areas are shown in Fig. 9, and
the RTDs in three areas change within [2 s; 6 s]. From the
above delay margin analysis, when the sampling period is
9 s, the LFC system can still tolerate a large transmission
delay in three areas ( > 13 s). Therefore, in the case of
RPL (the maximum number n of lost packets is not more
than 3, i.e. nh  9 s) and RTD ( < 13 s), the designed
controller C6 can still maintain the control performance to
balance the load and generation. When the sampling period is
3 s, the values of ITAE with Ts = 60 s of the system with C6
suffering from constant delay (CD), RTD, RPL, and PVs of
Tgki; Tchki; TRESi are given in Table V. It can be seen from
Table V that the control performance is basically unchanged
with the parameter varying within 25% under every case of
delay and sampling period. Additionally, the presence of RPL
degrades the control performance to some extent due to the
loss of valid control signals.
Scenario 2[Random changes of load and RESs] Random
changes in load and RESs are shown in Fig. 10. Fig. 11
represents the responses of the frequency deviation of area 2
with controllers C6 C9 under four combinations of sampling
periods and transmission delays. Responses of areas 1 and 3
are similar and are omitted here. For better evaluating their
control performance, the values of ITAE with Ts = 300 s
for four controllers are also given in Table VI. Similar to
scenario 1, from Fig. 11 and Table VI, with the increase of
time delay and sampling period, the control performance of
the designed C6 in this paper is basically unchanged while the
control performances of controllers C7   C9 are degraded in
different degrees and C9 is more obviously causing the system
instability.
Fig. 10. Random changes of load disturbances and RESs in three-area LFC
scheme
In addition, similar to scenario 1, the control performance
of controller C6 is compared in the presence of PV, RTD
and RPL. Setting sampling period h = 3 s and Ts = 300
s, the values of ITAE of the system subjected to CD, RTD,
9RPL, and PVs of Tgki; Tchki; TRESi are given in Table VII.
Similar to scenario 1, controller C6 performs strong robustness
against parameter uncertainties of Tgki, Tchki, and TRESi
within 25% under every case of delay and sampling period.
Finally, by a simple calculation, one can obtain the H1
performance indices of every area with controller C6 for step
and random changes of load and RESs. The values of H1
performance indices  are given in Table VIII. From the
calculation results in this table, it can be seen that the practical
noise attenuation levels in every area under step and random
changes of load and RESs are smaller than the desired level
g = 20, which shows controller C6 designed in this paper
can provide strong robustness against load disturbances and
fluctuations of RESs.
TABLE VI
ITAE FOR THREE-AREA LFC SCHEME SUBJECTED TO RANDOM CHANGES
OF LOAD AND RESS
Controller h=0.1s
 = 0:1s
h=3s
 = 0:1s
h=0.1s
 = 3s
h=3s
 = 3s
C6 729 742 755 744
C7 263 301 526 1099
C8 282 280 424 1002
C9 209 276 770 2594
TABLE VII
ITAE FOR THREE-AREA LFC SCHEME SUBJECTED TO RANDOM CHANGES
OF LOAD AND RESS UNDER DIFFERENT VALUES OF PV
PVs CD( = 3s) RTD( 2 [2s; 6s]) CD and RPL RTD and RPL
25% 786 801 921 962
15% 781 796 914 955
5% 777 791 906 947
 5% 772 785 900 943
 15% 768 781 896 939
 25% 765 776 891 932
TABLE VIII
H1 PERFORMANCE INDICES  FOR THREE-AREA LFC SCHEME
Load and RESs Area 1 Area 2 Area 3
Step 0.899 1.055 1.330
Random 0.922 0.658 0.935
V. CONCLUSION
This paper has proposed a robust delay-dependent PI-based
LFC scheme for a multi-area power system based on sampled-
data control. Both the sampling and the transmission delay of
measurements and control signals have been considered for the
stability analysis and robust controller design of the LFC sys-
tem. The designed LFC scheme ensures the stable operation of
the power system under large transmission delay and sampling
period against problems of random transmission delay and data
packet loss. In addition, to cope with the load disturbances,
intermittent generation of RESs, and parameter uncertainties
of the power system, the EDR has been introduced as a
performance index to guide the design of the LFC scheme with
strong robustness. Robust performance evaluating conditions
have been given to adjust the values of EDR to guarantee
the designed controller with the desired robust performance
of parameter uncertainties and H1 performance.The designed
robust PI-based LFC scheme is convenient to be applied in
practical LFC of power system and can be easily extended to
the large-scale power systems. Two cases of power systems
have been undertaken to demonstrate the effectiveness and
superiority of the proposed approach.
Modern power systems are evolving towards a new gen-
eration of smart grid, where the increasing deployment of
PMUs and smart metres leads to a substantial increase of
measurements/control signals transmitted in an open commu-
nication network. An event-triggered communication scheme
will play an important role in reducing the communication
burden. Moreover, the usage of the open communication
network will make the LFC scheme more vulnerable to cyber-
attacks. Therefore, the next step will investigate a robust event-
triggered-based LFC schemes against cyber-attacks on the base
of the proposed approach.
Fig. 11. System responses of area 2 of three-area LFC scheme subjected to
random changes of load and RESs
VI. APPENDIX
A. Proof for Theorem 1
Choose a Lyapunov-Krasovskii functional candidate
V (x(t)) = V1(t) + V2(t) (19)
where
V1(t)=1
TP11+
Z t
t M
2
TP22ds+
Z 0
 M
Z t
t+
_xT (s)P3 _x(s)dsd
V2(t) =hd(t)3
TX3 + hd(t)
Z t M
tk
_xT (s)Z _x(s)ds
with hd(t) = M   d(t), d(t) = t   tk, M = hM + M ,
1 =

xT (t) xT (t  M )
T
, 2 =

xT (s) _xT (s)
T
, and
3 =

xT (t  M ) xT (tk)
T
. V1(t) represents the system
information of transmission delay item M , including one
integral item and two integral items; V2(t) represents the
system information of sampling period hM and the sampling
instant tk.
Based on the free-weighting-matrix technique [36], we can
obtain the following zero-equations
10
0 = 2T4 L ( _x(t) Aix(t) BiKiCix(tk)) (20)
0 = 2TM

x(t  M )  x(tk) 
Z t M
tk
_x(s)ds

(21)
where 4 = [xT (t); xT (tk); _xT (t)]T and  = [xT (t);
xT (tk); x
T (t  M ); _xT (t  M ); _xT (t)]T .
Then, we can calculate the derivative of V (x(t)) along the
trajectory of system (8); we can then use the Jensen inequality
to estimate the integral items of P3 of the derivative, and add
zero-equations (20) and (21) into the derivative. This yields
_V (x(t))=
hd(t)
hM
T1+
1
hM
Z t M
tk


_x(s)
T
2


_x(s)

ds (22)
It should be noted that V2(t) is a looped functional, and
V2(tk) = 0 for k = 0; 1; 2; : : :. Moreover, V1(t) is a bounded
and differentiable function. Then, based on Ref. [25], if
inequality conditions of (10) and (11) hold, it can guarantee
_V (x(t)) < 0 from (22), from which it can confirm that system
(8) is asymptotically stable. This completes the proof.
B. Proof for Condition 1
Lemma 1. Given appropriate dimensions matrix Q, H and
symmetric matrix , then
+Q(t)H +HTT (t)QT < 0
holds for all (t) satisfying T (t)(t) < I , if there exists a
positive scalar , such that
+  1QQT + HTH < 0:
On the basis of proof of Theorem 1, substitute Ai and Bi
with Ai+f(t) Ai and Bi+f(t) Bi in equation (20), and de-
fine N1 =  Ai, N2 =  BiKiCi. One can obtain _V (x(t)) in
equation (22) has the extra item 2T4 Lf(t)N1 2T4 Lf(t)N2.
Then, based on Lemma 1 and Schur complement, if inequality
conditions of (12) and (13) hold, it can guarantee _V (x(t)) < 0.
This completes the proof.
C. Proof for Theorem 2
Define x^(t) = x(t)et. Since e(t) 2 [1; 2] with
1 = e
M and 2 = e(M+hM ), it can be represented in
the following polytopic form:
_^x(t) =
2X
j=1
j(t)f(Ai + I)x^(t) + jBiKiCix^(tk)g (23)
where j = 1; 2, 1(t) = (2   e(t))=(2   1) and
2(t) = (e
(t)   1)=(2   1). Note that the LMIs of
Theorem 1 are affine in system matrices. Therefore, to guar-
antee asymptotic stability of system (23), we have to solve
these LMIs simultaneously for the two vertices of system
(23) given by 1BiKiCi and 2BiKiCi, where the same
decision matrices are applied. Then, based on the Theorem
1 and Ref. [26], if 1j =  1 +  j + hM 2 < 0 and
2j =

 1 +  j  hMT2M
  hMZ

< 0 hold, system (8) is
exponentially stable with an EDR , where j = 1; 2 and
 j = 
T
1 L(e5   (Ai + I)e1   jBiKiCie2).
Next, define L = [S; aS; bS] with tuning parameters a
and b, S^ = S 1, P^3 = S^P3S^T ,Z^ = S^ZS^T ; P^1; P^2 and
X^i are defined by pre- and post-multiplying both sides of
P1; P2 and Xi with diagfS^; S^g and its transpose, respectively;
M^ = diagfS^; S^; S^; S^; S^gMS^T ; pre- and post-multiplying
1j by diagfS^; S^; S^; S^; S^g and its transpose, respectively;
and pre and post multiply 2j by diagfS^; S^; S^; S^; S^; S^g
and its transpose, respectively. Define Y = KiCiS^T , then
^1j and ^2j can be obtained. ^1j < 0 and ^2j < 0
guarantee that system (8) is exponentially stable and has an
EDR . The output feedback gains can be calculated by
Ki = Y (S^
T ) 1CTi (CiC
T
i )
 1. This completes the proof.
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