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1 ．はじめに
多次元尺度構成法（multidimensional scaling, MDS）
は，複数の対象間の非類似度データを入力とし，その低
次元空間における布置を主要な出力とする多変量解析の
ひとつである。千野（2003）が述べるように，多次元尺
度構成法の成立は心理学における尺度構成の歴史と深く
関係している。科学としての心理学の研究を行うために
は，多くの自然科学の分野とは異なり，直接観測するこ
とが困難な心理量を測定する必要がある。そのために，
古典的にさまざまな方法が開発され，検討されてきた。
19世紀のウェーバーの法則やフェヒナーの法則（Fech-
ner，1860）の提出にはじまり，サーストンの尺度構成
（Thurstone，1927），リッカートの集積評定法（Likert，
1932），ガットマンの尺度分析などは，すべて観測可能
である物理的刺激強度や項目反応と，直接観測すること
ができない心理量とを結びつける試みであった。しか
し，これらの方法においてはすべて，考えている心理量
の次元は 1 次元である。これに対して，多次元尺度構成
法では，その名のとおり多次元の心理量の次元を同時に
構成・抽出する。
統計手法の分類のひとつに，手元のデータに関心があ
る場合の記述統計と，手元のデータを標本と考え母集団
についての推測を行う推測統計の区別がある。この区別
について言えば，MDS は，通常記述統計の手法と考え
られている。
たとえば，MDS のもっとも基本的かつ原始的な方法
で あ る，Torgerson（1952，1958） の 古 典 的 尺 度 法
（classical scaling）においては，n 個の観測変数間の n
× n 観測非類似度行列Δに対して，以下のようにして
布置座標行列を求める。
1 ．観測非類似度行列を 2 乗した，二乗非類似度行列
Δ⑵を準備する
2 ．二重中心化を行う：
　　　　  BΔ＝－　 JΔ⑵J
1
―
2
 ⑴
3 ．BΔの固有値分解を行う：
　　　　　　BΔ＝QAQ
1  ⑵
4 ．（ 0 より大きな）最初の M（M ＞ n）個の固有値か
らなる行列を Q＋，A の最初の M 列を A＋とする。
このとき，これらを用いて以下のように布置座標行
列 X を得る：
　　　　　　 X＝Q＋A＋ ⑶
このようにして求めた X は，以下の最小二乗損失関
数を最小化する量である（Gower，1966）：
　　　　L（X）＝¦¦XX'－BΔ¦¦
 2 ． ⑷
つまり古典的尺度法は最小二乗法の考え方に基づく記述
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的な方法と言える。
その後の MDS 発展も，多くがこの古典的尺度法をさ
らに記述的な枠組みの範囲内で拡張・発展させていくも
のであった。たとえば，De Leeuw and Heiser（1982）
や Ter Braak（1992）は古典的尺度法に対する線形制約
の導入を扱っている。また，Kruskal（1964）は順序尺
度で観測される非類似度への拡張版である，非計量多次
元尺度構成法（Nonmetric MDS）を提案し，その後の
非常に多くの研究の礎となっている。Shepard（1964）
を嚆矢とするミンコフスキー距離を扱う MDS も，心理
学研究において重要な 1 分野を築いている。このよう
に，記述的な MDS は大きな成功と発展をとげていた。
しかしながら，現代の統計学の隆盛は，手元の標本か
らより一般的な母集団への推測を可能にする推測統計学
の発展によることもまた事実である。推測統計の理論は
R. A. Fisher によって1920年代に基礎づけられ（Fisher，
1925），J. Neyman や E. Pearson，A. Wald に よ っ て
1950年前後までに体系化されていった。たとえば現代，
実データの分析における統計解析の主要な目的は検定を
行い，結果が「有意である」こと，つまり p 値が通
常．05などの値に設定される有意水準よりも小さいこと
を示すことであることが多い。こうした仮説検定とは，
帰無仮説 H0 と対立仮説 H1 を設定してデータの生成モデ
ルとしての帰無仮説 H0 の確からしさを判定する，推測
統計の申し子にほかならない。
20世紀後半における推測統計の大発展と普及は MDS
にもおよんだ。推測統計の枠組みから MDS を捉え直し，
パラメータのエレガントな推定法を提案する珠玉の研究
が1970年代後半以降，行われた。最初に MDS に推測統
計の枠組みを導入したのは Ramsay（1977）である。彼
は観測非類似度の背後にある誤差モデルとして対数正規
分布を設定し，尤度関数を構成して陰方程式（implicit 
equation）法による布置座標 X の最尤推定法を提案し
た。彼はまた，信頼区間の導出を行ったり（Ramsay，
1978），標本サイズの小さな場合における挙動を調べる
（Ramsay，1980）など，自身の提出した最尤 MDS に関
する研究を精力的に行った。
Takane（1978b）は，順序尺度データに対する最尤非
計量 MDS を提案した。ここでは誤差モデルとしては正
規分布が設定され，尤度関数の最大化には Gauss-New-
ton 法 に よ る ア ル ゴ リ ズ ム が 提 案 さ れ た。Takane
（1978a）ではモンテカルロ実験によるこの手法の評価が
行われた。その後，Thurstone の比較判断の法則におけ
る デ ー タ（Takane，1980）， 順 位 デ ー タ（Takane & 
Carroll，1981），さらには 5 件法， 7 件法などの評定デ
ータ（Takane，1981）に対する最尤 MDS が開発され
た。Saburi and Chino（2008）はこの枠組みを拡張し，
非対称な非計量データを扱うことのできる最尤 MDS を
開発した。
このように，最尤推定法に基づく推測統計学的な
MDS は理論的には大きな発展を遂げた。そして，21世
紀における，ベイズ推定による MDS（Oh & Raftery，
2001）の展開という MDS の依拠する理論的背景の意味
では第 3 の展開が生じた。ベイズ推定が拠って立つベイ
ズ統計学はやはり推測統計の枠組みの中に位置づけられ
るが，パラメータを定数ではなく確率変数と考えるた
め，不確実性を更新していくような応用や心理学におけ
る認知的不確実性のモデリングなどと特に相性がよい。
しかしながら，ベイズ推定による MDS についての議論
は他稿に譲り，本稿では MDS に推測統計の考え方を導
入する先駆けとなった最尤 MDS を扱うことにする。
最尤 MDS はこのように理論的には大きな発展をみた
分野であるが，一方で応用的にはほとんど利用されてい
ない。MDS の応用は，依然として記述的な方法にとど
まっているのが現状である。これは，心理学で利用され
る多変量解析法の中でも異例とも言える状況である。た
とえば因子分析については，MDS と同様に提案された
当初の因子分析は記述的な方法であったが，その後最尤
推定による因子分析が提案された。様々な文献が最尤推
定による因子分析の理論的・実践的な優越点を指摘して
おり，応用的にも多く用いられるようになっている。ま
た，因子分析をさらに柔軟した拡張とも言える共分散構
造分析・構造方程式モデリングにおいては，応用的にも
最尤推定が用いられるのが主流と言って間違いない。
しかしながら MDS では最尤法などの推測統計的な推
定法が利用されることは応用的にはきわめてまれであ
る。この大きな原因として，ユーザーにとって利用可能
なソフトウェアが非常に限られていることが指摘でき
る。たとえば SPSS には ALSCAL と PROXSCAL とい
う MDS を行う 2 種類の異なったプログラムが搭載され
ているが，いずれも最尤 MDS を行うことはできない。
また SAS には Proc MDS という MDS のためのプロシ
ージャが存在するが，やはりこれも最尤 MDS を行うこ
とはできない。また R にはデフォルトで読み込まれる
stats パッケージに古典的尺度法の関数 cmdscale（ ）が，
MASS パッケージに非計量 MDS の関数 isoMDS（ ）が含
まれているほか，様々なパッケージが MDS のプログラ
ムを実装しており，とくに smacof パッケージは包括的
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な方法論を提供しているが，やはり最尤 MDS の実装は
見当たらない。このように，およそ現在利用されている
主流な統計パッケージには最尤 MDS のためのプログラ
ムが用意されておらず，ユーザーによる応用を困難とし
ている。
しかし，統計学者がこうしたプログラムを提供してこ
なかったわけではない。Ramsay は自身の提案した計量
データに対する最尤 MDS を実現する，Fortran で開発
されたプログラム MULTISCALE を開発し，配付した
（Ramsay，1982）。同様に，Takane は自身の開発した
非計量データに対する最尤 MDS を実現する Fortran プ
ロ グ ラ ム MAXSCAL を 開 発・ 配 付 し た（Takane，
1978b）。さらに，Zinnes and Mackay（1983）は欠損値
も考慮した最尤 MDS を提案する論文と同時に，その最
尤 MDS を実現する新たな Fortran プログラム PRO-
SCAL を開発した。
しかしながら，これらはいずれも Fortran 言語で記述
されており，一般ユーザーに敷居が高いのも現状であ
る。また，これらのプログラムが開発されたのは現代の
ようなインターネット接続環境が整備・普及する以前で
あったため，配付の形も筆者に連絡をとった研究者に対
してディスケットに入れたプログラムを郵送で配付する
といった形がとられており，いずれも広く一般の手に渡
るものではなかった。
このような状況が，理論的な優越性を持ち応用的にも
有意義と考えられる推測統計に基づく MDS，とくに最
尤 MDS の普及を妨げるひとつの要因となっていると考
えられる。
実は，MULTISCALE は Ramsay によってその後イ
ンターネットのサイト上で MS-DOS 版の実行プログラ
ムが公開されている。そこで本稿では，まず現代におけ
る典型的な計算機環境下で MULTISCALE を実行する
方法論について述べる。また，実際に MULTISCALE
を用いたデータ分析の具体例を示す。
2 ．MULTISCALE
前述のとおり，MULTISCALE は Ramsay が開発し
た最初期の最尤 MDS のプログラムのひとつであるが，
その後 Ramsay 自身や共同研究者の手によって改良が
進められ，現在インターネット上で入手できるのは
MS-DOS 用 拡 張 版（extended version） の MULTI-
SCALE である。本節では Ramsay（1997）および Borg 
and Groenen（2005）に依拠し，MULTISCALE の使用
法を概観する。
2．1　MULTISCALE とは
本節では MULTISCALE のモデルと推定法の概略に
ついて述べる。多次元尺度構成法は，複数の対象間の観
測非類似度の背後に低次元空間上の各対称の布置座標を
考えるモデルである。n 個の対象間の r 番目の評定者に
よる観測非類似度を表す n × n 行列を，
　　　　　　Δr＝｛δijr｝ ⑸
で表す。δijr は r 番目の評定者による対象 i と対象 j の
間の観測非類似度を表し，δijr＝δjir である。つまりΔr
は対称行列である。なお，反復のない（評定者数が 1 で
ある）データの場合には，添え字 r がとれてΔ＝｛δij ｝
と表すことができる。MULTISCALE のデフォルトで
は，対数正規誤差モデル，つまり観測非類似度を対数変
換した量が正規分布にしたがうと考えるモデルが用いら
れる。これは
　　　　 logδijr＝log dij＋eij ⑹
　　　　　　 eij～N（ 0 ，δij
2 ） ⑺
と表される。ここで，dij は対象 i と対象 j の間のユーク
リッド距離
　　　 
dij＝Σ（xim－xjm）2
M
m＝1
 ⑻
である。ただし M は次元数である。各対象の座標を並
べた n × M の布置座標行列を X で表す。このとき，dij
を要素とする n × n ユークリッド距離行列
　　　　　　  D＝｛dij｝ ⑼
が観測非類似度の背後に存在することとなる。対数正規
分布の特徴として，非負性（負の値をとらないこと）と
散布の一依存性（位置が 0 から離れるほど散布の度合い
が大きくなること）が挙げられる。少なくない非類似度
データはこうした特徴を持つと考えられており，これが
対数正規誤差モデルを利用する根拠となっている。一
方，より多くの統計モデルで標準的な設定である，正規
誤差モデル
　　　　  δijr＝dij＋eij ⑽
　　　　　　eij～N（ 0 ，δij
2 ） ⑾
が用いられることもある。
これらの設定における対数尤度関数を考える。観測デ
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ータの関数 S を，対数正規誤差モデルの場合には
　　　
S＝ΣΣlog 2（　）
i，j r
δijr
―
dij
 ⑿
とおく。また，正規誤差モデルの場合には
　　  
S＝
2
－1ΣΣ（　　）
i，j r
δijr
―
dij
 ⒀
とおく。いずれの場合にも，パラメータを含まない部分
を除いた対数尤度関数は
　 log L＝－ ＋Nall log σ
21―
2
S
―
σ2（　）  ⒁
によって与えられる（Ramsay，1977）。ここで，Nall は
全観測値の個数である。
MULTISCALE では⒁式の対数尤度関数を最大化す
るような X とδ2 の値を反復計算によって求める。この
求解のためのアルゴリズムとしては，ニュートン・ラフ
ソン法を用いて数値的な最適化計算を行う。通常，20～
30程度の反復回数によりこのアルゴリズムは収束すると
される。
なお，⑹式および⑽式においてδijr の部分に観測非類
似度の関数値 f（δijr）が用いられることもある。その
場合，関数 f（ ）としては，スケール変換，ベキ変換，
スプライン変換などがしばしば利用される。
2．2　実行環境としての DOS BOX の導入
MULTISCALE は McGill 大学の Ramsay の web サイ
トより，その実体である multiscl.exe をマニュアルとと
もにダウンロードできる1）。Ramsay は現在ではダイナ
ミックシステムは関数データ解析の分野に主として取り
組んでおり，MULTISCALE のダウンロードサイトに
は，私はすでにこの分野では活動的ではないものの依然
としてプログラムは配付している，という注記が加えら
れている。
本稿執筆現在において，パーソナルコンピュータは依
然として32ビット版が主流であるものの，最後の32ビッ
ト版 Windows と呼ばれた Windows 7 の後継 OS であ
る Windows 8 が発売されるなど，64ビット版 OS が普
及しつつある。一方，現在公開されている MULTI-
SCALE は，16ビットの MS-DOS 環境下でコンパイル
された実行ファイルのみであり，コンパイル前の For-
tran ソースは配付されていない。そのため，64ビット
または32ビットの Windows 環境下ではこれを直接実行
することができない。筆者の経験では，Windows 7 環
境下で Windows XP を仮想マシンとして利用できる XP 
Mode や，Windows XP マシンを利用してもこの状況は
変わらなかった。
そこで，本稿では GNU General Public License の下
に配付されている MS-DOS 環境のエミュレータである，
DOSBox を利用することにする。DOSBox には独自開
発されたシェルが内蔵されており，MS-DOS 自体がな
くとも単独で動作する。DOSBox は32ビットの Intel 
8038 6  CPU 環境のみならず，16ビットの80fbu286 CPU
環環境のエミュレーションも実現している。古いコンピ
ュータゲームの利用を念頭に開発されているプロジェク
トではあるが，本稿で扱うように科学技術計算および研
究開発目的でも利用することができる。
DOSBox はプロジェクトのホームページ（Figure 1 ）
よりダウンロードすることができる。本稿執筆時点にお
ける最新バージョンは0．74である。本稿では Windows
版 の DOSBox の 利 用 を 念 頭 に お く が，Mac OSX，
FreeBSD，Fedora Core など様々な OS 版の DOSBox
が同サイトにて入手できる。Windows 版をダウンロー
ドすることを選択した場合，「DOSBox0．74-win32-in-
staller.exe」（0．74のところは最新のバージョン番号で置
き換わる）というファイルがダウンロードされる。これ
を実行するとインストーラが起動する。ライセンスに同
意し，「Next」をクリックして進めて行くことでとくに
障害なく DOSBox をインストールすることができる。
なお，DOSBox は32ビット・64ビット Windows のいず
れ上でも問題なく動作する。
インストールされた DOSBox を起動すると，ステー
タスウインドウ（DOSBox Status Windows）と DOS-
Box のメインウインドウの 2 つのウインドウが現れる
（Figure 2 ）。前者は様々な情報が表示されるウインド
ウであり，主に操作に用いるのはプロンプトが表示され
ている後者である。
DOSBox における初期状態では，次のようにカーソ
ルが表示されており，仮想ドライブ（RAMDRive）で
ある Z ドライブがカレントディレクトリになっている
ことがわかる。
Z：￥＞｜
このドライブは DOSBox が使用する領域であり，ユー
ザーが書き込みを行うことはできない。そこで，まずは
じめに自分が DOSBox で使用するディレクトリを DOS-
Box 上でマウントする必要がある。本稿では，実機にお
ける C ドライブ直下の mscale フォルダを，MULTI-
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Figure 2 　DOSBox を起動した状態
Figure 1 　DOSBox のダウンロードサイト（http://www.dosbox.com）
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SCALE 関連のプログラムおよびファイル用のフォルダ
として作成し利用することとする。この場合，DOSBox
から以下のように入力することで，実機における C：￥
mscale を DOSBox 内での C ドライブとしてマウントす
ることができる。なお，本稿では下波線が付けられた部
分が，分析者が実際に入力するコマンドを意味すること
とする。
Z：￥＞mount c c：￥mscale 
Drive C is mounted as local directory c：￥mscale￥
マウントができたら，次のように入力してカレントデ
ィレクトリを仮想 C ドライブ（その実体はローカルの
C：￥mscale）に移動する。
Z：￥＞C：
C：￥＞
以上で MULTISCALE を利用する環境が整ったこと
になる。
2．3　MULTISCALE の入力ファイル
MULTISCALE を利用して最尤推定を行うためには，
MULTISCALE の文法・書式に従ったインプットファ
イルを準備する必要がある。MULTISCALE のインプ
ットは，指定する機能単位ごとにブロックと呼ばれる単
位に区切られている。各ブロックはアットマーク（＠）
で始まり，セミコロン（；）で終わる。代表的なブロッ
クとしては，次のようなものがある。
⑴　TITLE ブロックは，次の行が分析のタイトルであ
ることを指定する。タイトルは分析者が任意に設定
することができる。
⑵　PARAMETERS ブロックは，分析の重要なオプシ
ョンを指定するブロックであり，以下の設定を行
う。
・NSTIM：対象の数を指定する
・NDIM：次元数を設定する
・NSUB：繰り返し数（被験者数）を設定する
・NKNOTS：スプライン変換を利用する場合，そ
のノット数を指定する
・PROBABILITY：信頼区間の出力における信頼
水準を設定する
⑶　DISDATA ブロックは，観測非類似度データを下
三角行列の形で指定する。FORMAT＝FREE オプ
ションを付けると，データがスペース区切りである
ことを意味する。また，DIAGONAL オプションを
付けると，データ中に対角要素も含まれていること
を示すことができる。
⑷　STIMLABELS ブロックは，対象のラベル（変数名）
を指定する。FORMAT＝FREE オプションを付け
ると，データがスペース区切りであることを意味す
る。
⑸　COMPUTE ブロックは，分析を開始することを指
定する。ITMAX＝50などという形で，繰り返し計
算の最大回数を指定できる。また CONV＝．005と
いう形で，対数尤度関数の収束基準（この値よりも
対数尤度関数の変化の差分が小さくなった場合に，
収束と判定する）を指定できる。
各ブロックは基本的にどの順序で並べてもよいが，例外
として以下の決まりがある。
⑴　PARAMETERS ブロックは最初のブロック，もし
くは TITLE ブロックの直後の第 2 番目のブロック
でなければならない。
⑵　COMPUTE ブロックは最後のブロックでなければ
ならない
これらを記述したテキストファイルをカレントディレク
トリに準備する。ここでは，ファイル名を input．txt と
する。その上で，DOSBox のコマンドラインから
C：￥＞multscl
と入力すると，以下のように入力ファイル名を尋ねられ
るので，用意した入力ファイル名をキーボードから入力
する。
Enter the input file name 
input．txt
すると今度は出力ファイル名を尋ねられる。これは任意
のファイル名を入力すればよい。ここで指定したファイ
ル名の出力ファイルが MULTISCALE によって作成さ
れ，分析結果がそのファイル内に書き込まれる。ここで
は output．txt と指定している。
Enter the output file name 
output．txt
以上を終えると MULTISCALE の繰り返し計算が開始
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される（Figure 3 ）。計算が終了すると，出力ファイル
に結果が推定結果が出力される。次節および Appendix
で実際の分析例とともにプログラムの例を提示する。
3 ．MULTISCALE による分析例
本節では MULTISCALE を用いた実データの分析例
を示す。Table 1 は Ekman（1954）による色の類似度
評定データである。彼は，434nm（紫に近い色に見え
る）から674nm（赤に近い色に見える）まで，14通りの
波長の色刺激を用意し，それらを 1 ペアずつ同時提示し
2 つの色の間の評定類似度を 5 件法で評定させた。これ
のデータをすべての組について31名の評定者から得られ
たデータを，全体での類似度スコアとして変換したもの
である。MDS では非類似度を分析の入力とするので，
これを最大値 1 から引いた値を入力非類似度として利用
した。利用された MULTISCALE の入力プログラムは
Figure 3 　MULTISCALE による繰り返し計算の過程
Table 1 　Ekman（1954）による色の類似度データ
Wave
length
434 445 465 472 490 504 537 555 584 600 610 628 651 674
434
445 ．86
465 ．42 ．50
472 ．42 ．44 ．81
490 ．18 ．22 ．47 ．54
504 ．06 ．09 ．17 ．25 ．61
537 ．07 ．07 ．10 ．10 ．31 ．62
555 ．04 ．07 ．08 ．09 ．26 ．45 ．73
584 ．02 ．02 ．02 ．02 ．07 ．14 ．22 ．33
600 ．07 ．04 ．01 ．01 ．02 ．08 ．14 ．19 ．58
610 ．09 ．07 ．02 ．00 ．02 ．02 ．05 ．04 ．37 ．74
628 ．12 ．11 ．01 ．01 ．01 ．02 ．02 ．03 ．27 ．50 ．76
651 ．13 ．13 ．05 ．02 ．02 ．02 ．02 ．02 ．20 ．41 ．62 ．85
674 ．16 ．14 ．03 ．04 ．00 ．01 ．00 ．02 ．23 ．28 ．55 ．68 ．76
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Appendix に示すとおりであり，これを記載したテキス
トファイル input．txt を 2 節で述べたとおりに MULTI-
SCALE に入力することで，MDS の最尤推定結果を得
ることができる。
この結果として得られた座標値をプロットしたのが
Figure 4 である。物理的には波長の長さという 1 次元
の物理量を変化させただけであるにも関わらず，ヒトの
主観的な色の見え方の類似・非類似度関係は円環状をな
して 2 次元空間上に布置できることが見てとれる。これ
は，物理量と心理量との対応関係を調べる上で，古典的
ではあるものの興味深い結果である。
MULTISCALE では，次元数を 0 とするモデルを帰
無仮説としたカイ 2 乗検定の結果もあわせて出力され
る。今回の結果ではχ2（25）＝378．176，p＝．000という
値が得られた。したがって，有意水準を 5 ％としたもと
で，帰無仮説は棄却される。このように帰無モデルが棄
却されることは，本分析をこのデータについて行うこと
に対して，ひとつの統計学的根拠を与えるものと言うこ
とができる。このように仮説検定を行い確率的な議論が
できることは，最尤法を用いた確率的な多次元尺度構成
法を実行することの大きな利点である。
4 ．まとめと展望
本稿では最尤推定による多次元尺度構成法についてレ
ビューを行い，とくに Ramsay の開発したプログラム
MULTISCALE を用いた分析方法について具体的に紹
介を行った。
最尤推定による多次元尺度法は，1980年代前後にかけ
て方法論の研究が盛り上がり，研究者たちの開発した
Fortran プログラムも複数が提供されていた。しかし，
それらがメジャーな商用パッケージに取り込まれること
はなく，そのためもあって，現代では最尤推定などの確
率モデルに基づく多次元尺度法が応用的に用いられるこ
とは少ない。多次元尺度構成法は，確率モデル全盛の現
代において，古典的な非確率モデルが主流の地位を占め
ているという意味で特殊な位置づけにあると言える。し
かし，やはり確率モデルを導入することで得られるメリ
ットは少なくない。最尤推定，さらにはベイズ推定に基
づく新しい多次元尺度構成法を応用的にも用いること
で，これまで以上にデータから多くの情報を得ることが
できると考えられる。
Figure 4 　Ekman（1954）による色の類似度データの MULTISCALE による布置
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付記
本論文中で使われているシステム・ソフトウェア名は，一般
に各社および機関の商標または登録商標である。
注
1 ）http://www.psych.mcgill.ca/misc/fda/downloads/
multiscl/
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Appendix　分析で使用した MULTISCALE プログラム
＠ TITLE；
Judgments of 15 Recreations by Subject FUNSEEKER
＠ PARAMETERS nstim＝14, ndim＝ 2 , nsub＝ 1 ；
＠ DISDATA FORMAT＝FREE；
0．14
0．58 0．50
0．58 0．56 0．19
0．82 0．78 0．53 0．46
0．94 0．91 0．83 0．75 0．39
0．93 0．93 0．90 0．90 0．69 0．38
0．96 0．93 0．92 0．91 0．74 0．55 0．27
0．98 0．98 0．98 0．98 0．93 0．86 0．78 0．67
0．93 0．96 0．99 0．99 0．98 0．92 0．86 0．81 0．42
0．91 0．93 0．98 1．00 0．98 0．98 0．95 0．96 0．63 0．26
0．88 0．89 0．99 0．99 0．99 0．98 0．98 0．97 0．73 0．50 0．24
0．87 0．87 0．95 0．98 0．98 0．98 0．98 0．98 0．80 0．59 0．38 0．15
0．84 0．86 0．97 0．96 1．00 0．99 1．00 0．98 0．77 0．72 0．45 0．32 0．24
＠STIMLABELS FORMAT＝FREE；
434 445 465 472 490 504 537 555 584 600 610 628 651 674
＠ COMPUTE itmax＝100；
