Abstract. We introduce the theory of monoidal Gröbner bases, a concept which generalizes the familiar notion in a polynomial ring and allows for a description of Gröbner bases of ideals that are stable under the action of a monoid. The main motivation for developing this theory is to prove finiteness theorems in commutative algebra and its applications. A major result of this type is that ideals in infinitely many indeterminates stable under the action of the symmetric group are finitely generated up to symmetry. We use this machinery to give new proofs of some classical finiteness theorems in algebraic statistics as well as a proof of the independent set conjecture of Hoşten and the second author.
Introduction
In commutative algebra and its applications, one is frequently presented with a family of ideals in increasingly larger polynomial rings, and often it is observed that, up to some natural symmetry of the ideals, there exists a finite set of polynomials generating all of them. Such situations arise in algebraic statistics [1, 7, 10, 17] , algebraic problems in chemistry [2, 14, 15, 16] , and in classical results from combinatorial commutative algebra (for instance, that finite Gröbner bases exist for determinantal varieties [18] ). The particular form of these (conjectured) finiteness theorems typically depends on the specifics of the family of ideals. However, one wonders if there is a general principle at work that explains these phenomena.
We propose a general framework for proving finiteness theorems in rings with a monoid action. In this setting, a finiteness theorem takes one of two forms: (1) that a certain module over a noncommutative ring is Noetherian or (2) that a chain of ideals involving a monoidal filtration stabilizes. Although the precise formulation of our theory requires the setup found in Section 2, a typical result (of the first type) has the following flavor: Here, K[X [r] ×P ] is a polynomial ring over a field K in the indeterminates x i,j with i ∈ [r] := {1, 2, . . . , r} and j ∈ P := {1, 2, 3, . . .} is the set of positive integers. Also, S P is the set of permutations of P, acting on K[X [r] ×P ] by way of σ · x i,j = x i,σ(j) . The ring K[X [r] ×P ] * S P is the skew-monoid ring associated to K[X [r] ×P ] and S P (see Section 2 for more details). Put simply, Theorem 1.1 says that every ideal in K[X [r] ×P ] that is stable under the action of S P has a finite generating set up to S P symmetry. This generalizes the main result of [2] and can be used to prove some classical results in algebraic statistics [10, 17] . Recent work by Date: August 13, 2009 . Hillar is partially supported by an NSA Young Investigator Grant. Sullivant is partially supported by NSF grant DMS-0840795. Part of this research was carried out during visits to SAMSI.
Draisma on finiteness questions for the factor analysis model [6] also depends on Theorem 1.1.
To prove Theorem 1.1 and similar results, we shall develop a suitable theory of Gröbner bases for certain modules over (noncommutative) rings. Section 2 contains this general theory of monoidal Gröbner bases and is the technical heart of the paper. In this framework, we have a monoid P of endomorphisms acting on a semigroup ring K[Q] (over a field K), and a partial order (called the P -divisibility order ) on the monomials of K[Q] that respects this action. Theorem 2.12, the main result in Section 2, is then the statement that finite Gröbner bases exist with respect to the monoid P if and only if P -divisibility is a well-partial-ordering. In many cases of interest (such as in our applications to algebraic statistics), this order condition is straightforward to check, leading directly to finite generation of ideals up to P -action. For instance, in the particular case of Theorem 1.1, the condition reduces to a classical lemma of Higman [9] .
We also introduce in Section 2 the concept of a filtration for a chain of ideals subject to the action of the monoid P (Definition 2.15). This notion allows us to pass from ideals in finitely many variables to ideals in infinitely many variables, and it can be used to formulate and prove finiteness theorems for P -invariant chains of ideals. Our main result in this regard is Theorem 2.19; it says that a P -invariant chain stabilizes with respect to a filtration (also) when P -divisibility is a well-partial-order.
Section 3 is concerned with the major implications of the theory contained in Section 2 and, in particular, a proof of Theorem 1.1. Beyond this result, we also provide a strategy using quotient modules for proving finite generation theorems for special ideals in rings (such as K[X P×P ]) that are not Noetherian modules over skew-group rings (such as K[X P×P ] * (S P × S P )). The subsequent section contains our application of these ideas to finiteness theorems for Markov bases in algebraic statistics, including new proofs of the main results in [10, 17] as well as a proof of the independent set conjecture [10, Conj. 4.6] . The latter result, stated as Theorem 4.7 below and proved using filtrations, gives a finiteness property for Markov bases in models that have independent vertex sets.
Finally, Section 5 is devoted to a discussion of questions and problems left unresolved by this paper. In particular, the computational consequences of our work remain open.
Monoidal Gröbner Bases
In this section we develop what will be our most important basic tools: finiteness theorems for invariant ideals of monoidal rings. These ideas generalize those of Aschenbrenner and the first author [2] , and the proofs use similar ideas. The importance of our generalization comes both from its usefulness, which will be illustrated throughout the paper, and from our distillation and simplification of the main techniques from [2] , which might be of independent interest.
We begin with an abstract setting. Let K be a field, let Q be a (possibly noncommutative) semigroup with identity (also called a monoid ), and let K[Q] be the semigroup ring associated to Q (over K). We call the elements of Q the monomials of K[Q]. Let P be a monoid of K-algebra endomorphisms of K[Q] (with multiplication in P given by composition).
Associated to K[Q]
and P is the skew-monoid ring K[Q] * P , which is formally the set of all linear combinations,
Multiplication of monomials in the ring K[Q] * P is given by
and extended by distributivity to the whole ring. The natural (left) action of the skewmonoid ring on K[Q] makes K[Q] into a (left) module over K[Q] * P as one can readily verify. 1 We say that a (left) ideal I ⊆ K[Q] is P-invariant if P I := {pn : p ∈ P, n ∈ I} = I.
Stated another way, a P -invariant ideal is simply a K[Q] * P -submodule of K[Q]. We want to provide a general setting for defining what it means for a P -invariant ideal I of K[Q] to have a P -Gröbner basis. Of specific interest for applications is when I has a finite PGröbner basis, and our main contribution is a sufficient condition on P and Q under which this happens (see Theorem 2.12). The examples found in the next section will illustrate the usefulness of our general framework.
Remark 2.1. In many of our applications, Q will be a subsemigroup of the semigroup of natural number sequences with finite support (so that K[Q] is a subring of a polynomial ring), and P will be defined using maps on the indices of the indeterminates in that polynomial ring. When P = {1} consists of only the identity and K[Q] is a polynomial ring in a finite number of variables, we shall recover the classical formulation of Gröbner bases [3] .
If we have a total ordering of Q, we can speak of the initial monomial or leading monomial q = in ≺ (f ) of any nonzero f ∈ K[Q], which is the largest element q ∈ Q with respect to appearing with nonzero coefficient in f . For notational convenience, we set in ≺ (f ) = 0 whenever f = 0, and also 0 ≺ q for all q ∈ Q. We are interested in those orderings which are naturally compatible with the linear action of K[Q] * P .
Definition 2.2 (P -orders). A well-ordering
of Q is called a P -order on K[Q] if for all q ∈ Q, p ∈ P , and f ∈ K[Q], we have
In the next section, we shall provide examples of P -orders. The most important example of a P -order for us will be the shift order on monomials (see Theorem 3.1).
Some basic facts about P -orders are collected in the following lemma. Note that when P = {1}, a P -order is simply a term order on monomials. For a useful characterization of P -orders, see Proposition 2.4 below.
Lemma 2.3. Suppose that is a P -order on K[Q]. Then the following hold:
(1) For all q ∈ Q, p ∈ P , and q 1 , q 2 ∈ Q, we have
Q is left-cancellative: for all q, q 1 , q 2 ∈ Q, we have1 =2 =⇒ q 1 = q 2 . (4) q 2 q 1 q 2 for all q 1 , q 2 ∈ Q (in particular, 1 is the smallest monomial). (5) All elements of P are injective. (6) For all q ∈ Q and p ∈ P , we have q in ≺ (pq).
and the claim follows. (2) If in ≺ (qpg) = 0, then qpg = 0, so assume that in
a contradiction. Switching the roles of f and g, we therefore have in ≺ (f ) = in ≺ (g). (3): Follows directly from (2) with p = 1, f = q 1 , and g = q 2 .
(4): Suppose that q 1 q 2 q 2 for some q 1 , q 2 ∈ Q. Since is a well-order, the infinite decreasing sequence · · · q 3 1 q 2 q 2 1 q 2 q 1 q 2 q 2 must terminate; in this case, we have q k+1 1 q 2 = q k 1 q 2 for some k ∈ N. It follows that q 1 q 2 = q 2 from (3), which proves (4).
(5): Let p ∈ P and let 0 = f ∈ K[Q]. From (1) and (4) and the fact that p is a ring homomorphism, it follows that 1 = in
. Thus, pf is nonzero for all f = 0, so p is injective.
(6): Finally, suppose that in ≺ (pq) q for some q ∈ Q and p ∈ P . This gives us an infinite decreasing sequence,
Since is a well-ordering, we must have in ≺ (p k+1 q) = in ≺ (p k q) for some k ∈ N. Using (2) and (5) in conjunction, it follows that in ≺ (pq) = q, thereby proving (6).
In fact, properties (1) and (2) in Lemma 2.3 characterize when P -orders exist (the others follow from the first two). As the following proposition demonstrates, we may further reduce the number of axioms to one. This will be useful in proving that certain well-orderings on Q are P -orders. Proposition 2.4 (Characterization of P -orders). Let Q be a monoid and let P be a monoid of K-algebra endomorphisms of K [Q] . Then a well-ordering of Q is a P -order if and only if for all q ∈ Q, p ∈ P , and q 1 , q 2 ∈ Q, we have
Proof. Suppose first that is a P -order. If in ≺ (qpq 1 ) = in ≺ (qpq 2 ) for some q ∈ Q, p ∈ P , and q 1 , q 2 ∈ Q, then (2), (3), and (5) in Lemma 2.3 imply that q 1 = q 2 . This proves the only-if direction.
Conversely, suppose that is a well-ordering of Q. Let q ∈ Q, p ∈ P , and 0 = f ∈ K[Q]; we shall verify that in ≺ (qpf ) = in ≺ (qp · in ≺ (f )). Order the monomials q 1 ≺ · · · ≺ q k appearing in f with nonzero coefficient. By assumption, we have in
Having a P -order is quite restrictive as the following example demonstrates.
Example 2.5 (Semigroup ring without a P -order). Let K[Q] = K[X P ] be the polynomial ring in infinitely many variables X P = {x i : i ∈ P}. Also, let P = S P be the permutations of P, and let S P act on K[X P ] by permuting indices. Then there is no S P -order on K[X P ]. To see this, let g = x 1 + x 2 , and suppose (without loss of generality) that a P -order makes in
More generally, if R = K[Q] * P where P is a group acting by permutations on K[Q], then there cannot exist a P -order on K[Q]. This will necessitate our study of special classes of monoids P .
Before formulating a theory of Gröbner bases in this setting, we shall also need a relation (refining monomial divisibility) that is compatible with the canceling of leading monomials. Definition 2.6 (The P -divisibility relation). Given monomials q 1 , q 2 ∈ Q, we say that q 1 | P q 2 if there exists p ∈ P and q ∈ Q such that q 2 = q · in ≺ (pq 1 ). Such a p is called a witness for the relation q 1 | P q 2 .
Proposition 2.7. If is a P -order on Q, then P -divisibility | P is a partial order on Q that is a coarsening of (i.e., q 1 | P q 2 =⇒ q 1 q 2 ).
Proof. First of all, it is clear that | P is reflexive. To prove transitivity, suppose that q 2 = m 1 · in ≺ (p 1 q 1 ) and q 3 = m 2 · in ≺ (p 2 q 2 ) for monomials m 1 , m 2 ∈ Q and p 1 , p 2 ∈ P . Using the fact that p 2 is a ring homomorphism and (repeatedly) the defining property of P -orders, we have,
It follows that q 1 | P q 3 with witness p 2 p 1 . Finally, to prove antisymmetry, it is enough to verify that P -divisibility is a coarsening of . If q 1 | P q 2 , then for some p ∈ P and q ∈ Q, we have q 2 = q · in ≺ (pq 1 ). Thus, by properties (4) and (6) in Lemma 2.3, we have
If is a P -order, then we may compute the initial final segment with respect to the P -divisibility partial order of any subset G ⊆ K[Q]:
It is clear that the set in ≺ (G) contains all the initial monomials of G. Moreover, when I ⊆ K[Q] is a P -invariant ideal, then it is straightforward to check that it has no other ones:
Remark 2.8. The schizophrenic terminology initial final segment comes from the combination of two mathematical traditions. From order theory, we have an upward closed subset of a partially ordered set, which is a final segment. On the other hand, we have constructed this by taking initial or leading terms of polynomials.
Note that the initial final segment is not an ideal (or initial segment) in the sense of order theory (as it is not closed downward). Furthermore, it cannot, in general, be made into a monomial ideal of K[Q], as is typically done in commutative algebra, because P does not necessarily act by maps that send Q to itself.
We now come to our definition of Gröbner bases for invariant ideals with respect to a given P -order.
is a P -Gröbner basis for a Pinvariant ideal I (with respect to the P -order ) if and only if
Of course, I can itself be considered a Gröbner basis for I, so the interest theoretically and computationally is when a finite Gröbner basis exists. One goal of this section is to come up with a criterion for guaranteeing that finite P -Gröbner bases exist for all P -invariant I.
In analogy with the classical case, a P -Gröbner basis generates the ideal up to the action of P . Here, for an R-module M and a subset G ⊆ M, the submodule G R ⊆ M is the R-module generated by G.
Thus, for some c 1 ∈ K, the element
is either zero or has a smaller initial term than in ≺ (f 1 ). Also, f 2 ∈ I, so there are q 2 ∈ Q, p 2 ∈ Q, and g 2 ∈ G such that in ≺ (f 2 ) = in ≺ (q 2 p 2 g 2 ). As before, we define a new polynomial f 3 := f 2 − c 2 q 2 p 2 g 2 , which again is zero or has a smaller initial term. Continuing in this way, we produce a sequence of polynomials f 1 , f 2 , f 3 , . . . ∈ I all of whose initial terms form an infinite decreasing sequence. Since is a well-order, this sequence must terminate in a finite number of steps with some f k+1 = 0. But then we have that
This proves the proposition.
If P -divisibility | P generates enough relations between elements of Q, then finite Gröbner bases for P -invariant ideals always exist. To state this result precisely, however, we need to introduce some basic definitions from order theory. Recall that a well-partial-ordering ≤ on a set S is a partial order such that (1) there are no infinite antichains and (2) there are no infinite strictly decreasing sequences. This definition is a natural generalization of the notion of "well-ordering" when ≤ is not total. A final segment is a subset F ⊆ S which is closed upwards: s ≤ t and s ∈ F ⇒ t ∈ F for all s, t ∈ S. Given a subset B ⊆ S, the set
is a final segment of S, the final segment generated by B. For example, with P -divisibility as the partial order, the set of monomials in ≺ (G) is a final segment generated by the initial monomials of G. Thus, another way to state Definition 2.9 is to say that a subset G ⊆ I is a P -Gröbner basis of I if and only if the final segment generated by the leading monomials of G contains all the leading monomials of I.
Continuing further, an infinite sequence s 1 , s 2 , . . . in S is called good if s i ≤ s j for some indices i < j, and bad otherwise. The following elementary characterization of well-partialorderings is classical [11] .
Proposition 2.11. The following are equivalent for a partial order ≤ on a set S:
(1) S is well-partially-ordered. We now have all the ingredients to prove that finite P -Gröbner bases exists when Pdivisibility is a well-partial-ordering (our finiteness criterion). In the case that Q = N k , P = {1}, and is any term order on Q, the theorem says that a finite Gröbner basis exists if monomial divisibility is a well-partial-order. As this is the basic content of Dickson's Lemma, we recover the classical finiteness result for Gröbner bases in polynomial rings with a finite number of variables.
has a finite P -Gröbner basis with respect to . Moreover, if elements of P send monomials to scalar multiples of monomials, the converse holds.
Proof. The set of monomials in ≺ (I) is a final segment with respect to P -divisibility; thus, it is finitely generated by Proposition 2.11. Since I is P -invariant, these generators are initial monomials of a finite subset G of elements of I. It follows that G is a P -Gröbner basis.
For the second statement, we verify that (4) holds in the characterization of Proposition 2.11. Let M be any final segment of Q with respect to | P , and set
Now, each g ∈ G has a representation of the form
and since elements of P send monomials to scalar multiples of monomials, it follows that in ≺ (g) = q · in ≺ (pm) for some q ∈ Q, p ∈ P , and m ∈ M. In particular, we have m | P in ≺ (g). Thus, F ({in ≺ (g 1 ), . . . , in ≺ (g k )}) ⊆ M and M is finitely generated.
Remark 2.13. Define a monomial map to be an element p ∈ P that sends monomials to scalar multiples of monomials. Theorem 2.12 says that for a monoid P of monomial maps, P -divisibility is a well-partial-ordering if and only if every P -invariant ideal has a finite P -Gröbner basis. In our applications, the monoids P consist entirely of monomial maps. However, we do not know if the converse to Theorem 2.12 continues to hold when P is a more general set of maps, and it would be interesting to understand the general situation better.
Using Proposition 2.10, the following finiteness result is immediate.
Corollary 2.14. Let be a P -order. If P -divisibility | P is a well-partial-ordering, then
We now define a general setup which allows us to go from global generation to local stabilization (Theorem 2.19). This can be seen as an analogue to [2, Theorem 4.7] which guaranteed stabilization of certain S P -invariant chains over a polynomial ring in an infinite number of indeterminates. In fact, we shall show in the next section how the stabilization result of [2] follows from our setup.
For the remainder of this section, m ≥ n are nonnegative integers.
Definition 2.15 (Filtrations). Let be a P -order, and suppose that Q n ⊆ Q and P n,m ⊆ P . We say that Q n and P n,m is a filtration of
(5) Each P n,m contains the identity. (6) If q ∈ Q n \ Q n−1 and in ≺ (pq) ∈ Q m for some p ∈ P , there exists p ′ ∈ P n,m with in ≺ (p ′ q) = in ≺ (pq). (7) Each Q n is an initial segment with respect to (u v and v ∈ Q n ⇒ u ∈ Q n ).
Remark 2.16. From Lemma 2.3, we have q 1 q 1 q 2 and q 2 q 1 q 2 for any q 1 , q 2 ∈ Q. In particular, if q 1 q 2 ∈ Q n , then (7) above implies that both q 1 , q 2 ∈ Q n .
Our most important example of a filtration arises from decomposing the monoid of increasing functions. It appears explicitly in the statements of Theorem 3.5 and Corollary 3.6, and will be used to prove the independent set conjecture of [10, Conj. 4 
.6] (Theorem 4.7).
Given a filtration of K[Q] * P , we are interested in increasing chains I • of ideals I n ⊆ K[Q n ]:
simply called chains below. Of primary importance is when these ideals stabilize "up to the action" of the monoid P . For the purposes of this work, we will only consider a special class of chains; namely, a P -invariant chain is one for which P n,m I n ⊆ I m for all m ≥ n. The stabilization definition alluded to above is as follows.
Definition 2.17. A P -invariant chain I • stabilizes if there exists a positive integer n 0 such that
for all n ≥ n 0 .
To put it another way, accounting for the action of the monoid P , the ideals I n are the same for large enough n.
Any P -invariant chain I • naturally gives rise to an ideal N (I • ) over K[Q] * P by way of
It is easy to see that if I • stabilizes, then any set of K[Q n 0 ]-generators for I n 0 will form a generating set of the K[Q] * P -module I = N (I • ). Our next result says that one can also move from global generation to chain stabilization; it will be a consequence of the following technical fact.
Lemma 2.18. Let be a P -order and fix a filtration of
for some q ∈ Q, p ∈ P , and g ∈ G. Since in ≺ (f ) ∈ Q n , Remark 2.16 implies that q ∈ Q n and in
Theorem 2.19 (Chain stabilization).
Let be a P -order. If P -divisibility | P is a wellpartial-ordering, then every P -invariant chain stabilizes.
Proof. Given an invariant chain I • , construct the P -invariant ideal I = N (I • ) of K[Q], and let G be a finite P -Gröbner basis for I by Theorem 2.12. The theorem now follows from Lemma 2.18 using a descent argument as in Proposition 2.10.
Examples, Counterexamples, and First Applications
In this section, we begin to apply the abstract theory from Section 2 to specific examples that make frequent appearances in applications. Although the finite Gröbner basis results we derive are for ideals invariant under the monoid of increasing functions, we can easily produce corollaries for the more familiar setting of ideals that are stable under a symmetric group action. In Section 4, we apply these ideas to Markov bases and other implicitization problems in algebraic statistics.
Our main monoid P of interest for constructing monoidal Gröbner bases will be the monoid of increasing functions (the shift monoid ):
Π := {π : P → P : π(i) < π(i + 1) for all i ∈ P} .
Given a set R, let X R = {x r : r ∈ R} denote the set of indeterminates indexed by R, and let K[X R ] be the (commutative) polynomial ring with coefficients in K and indeterminates X R . We are especially interested when R is a product of the form R = R 1 × · · · × R m . We call the partial order found in the statement of Theorem 3.1 the shift order. We shall prove Theorem 3.1 using Theorem 2.12 by showing that the Π-divisibility partial order on monomials in K[X [r]×P ] is a well-partial-order. Before verifying this fact, we recall the notion of a Higman partial order associated to a well-partial-order. Definition 3.2 (The Higman Partial Order). Let (S, ) be a partially-ordered set. Let (S H , H ) be defined on the set S H = S * of finite words of elements of S by:
The main result about Higman partial orders is Higman's Lemma [9, 13] .
Lemma 3.3 (Higman's Lemma). If (S, ) is a well-partial-order, then the Higman partial order (S H , H ) is also a well-partial-order.
Below, we shall apply Higman's Lemma to the set S = N r , partially ordered by inequality:
This is a well-partial-order by Dickson's Lemma, and it can be interpreted as a well-partialordering on the monomials of K[X [r] ].
Proof of Theorem 3.1. We first show that the column-wise lexicographic order is a Π-order
Then we can write As a corollary to Theorem 3.1, we also deduce the Noetherian property of ideals that are stable under the action of the symmetric group S P . This was Theorem 1.1 from the introduction.
Corollary 3.4. The polynomial ring
×P ] depends on only finitely many column indices. Thus, if π ∈ Π, there exists σ ∈ S P such that σ · f = π · f . Indeed, if the largest column index appearing in f is m, then σ can be chosen to be the identity on all i > π(m). This implies that every S P -stable ideal I is Π-stable and any
Note that the r = 1 version of Corollary 3.4 is the main result of [2] . Our proof and the material in Section 2 constitute a distillation and generalization of the main proof in that paper. A second corollary concerns infinite chains of symmetric ideals, each contained in a finite polynomial ring.
Before stating this result, we must first introduce a filtration of K[X Proof. The seven conditions of Definition 2.15 are easy to check. The most difficult to parse is (6), which we describe in detail. In our setting, condition (6) says that if a monomial
n has u n = 0 and π ∈ Π has π(n) ≤ m, then there is a π ′ ∈ Π n,m such that π ′ (x u ) = π(x u ). But if π ∈ Π satisfies π(n) ≤ m, then π ∈ Π n,m (since it is increasing). In particular, we can take π ′ = π.
The most important and useful implication of Theorem 3.5 is the following corollary, which concerns chains of ideals stable under the action of the symmetric group. It is this fact, and its variations, that allow us to prove the theorems in algebraic statistics that appear in the next section.
Suppose that the I n form an invariant ascending chain:
Then there exists an n 0 ∈ P such that for all n > n 0 , we have
In other words, ascending invariant chains are finitely generated up to symmetry.
Proof. An ascending invariant chain I • with respect to the filtration of
by the S [n] is also an ascending invariant chain with respect to the filtration of Π by the Π n,m . Hence there is exists an n ′ 0 with respect to which each I n with n ≥ n ′ 0 is generated by the generators of I n ′ 0 . Since Π n,m I n ⊆ S [m] I n , for all m ≥ n, this implies that n 0 = n ′ 0 is sufficient in the corollary.
Beyond Theorem 3.1, we would like to have more general settings in which there is a priori knowledge that some family of ideals is finitely generated. In a certain sense, Theorem 3.1 is best possible for infinite dimensional polynomial rings, as the following example illustrates. is not finitely generated as a K[X P×P ] * (S P × S P )-module. Via the natural correspondence between squarefree monomials in doubly indexed variables and bipartite graphs, the sequence of generators listed above are even length cycles. The fact that no even length cycle is a subgraph of any other even length cycle implies that this ideal is not finitely generated.
In spite of Example 3.7, it is possible to extend Theorem 3.1 via the theory from Section 2 to prove that certain ideals in rings such as K[X P×P ] are finitely generated up to the action of S P × S P . This is done by combining the following elementary proposition with Corollary 3.10, below. The idea will be to focus on Π-stable ideals J ⊆ K[X P×P ] which contain a subideal I ⊆ J such that K[X P×P ]/I is Notherian (see Example 3.11).
Proposition 3.8. Suppose that L ⊆ M ⊆ N are R-modules, that L is finitely generated, and that N/L is a Noetherian R-module. Then M is finitely generated.
Proof. Since N/L is Noetherian, M/L has a finite generating set, with representatives in M. These generators along with the generators of L form a finite generating set of M.
We next consider a natural class of rings that inherit Noetherianity from being contained in a Noetherian semigroup ring. The goal in applications will be to show that quotients as above are isomorphic to one of these special rings.
If, in addition, P -divisibility is a well-partial-ordering on Q, then (2) P -divisibility is a well-partial-ordering on Q ′ and
If, in addition Q n and P n,m are a filtration of
′ , then Q ′ ⊆ Q implies that the condition of Proposition 2.4 is satisfied. In particular, (1) holds regardless of whether Q ′ is divisible. (2) By divisibility, any infinite good sequence in Q ′ with respect to P -divisbility in Q ′ is a good sequence in Q with respect to P -divisibility. Since P -divisibility is a well-partialordering on Q, Proposition 2.11 implies that P -divisibility is also a well-partial-order on We close this section with an example illustrating how Proposition 3.8 and Corollary 3.10 will be used in Section 4. 
is the ideal of two-by-two minors of the matrix X P×P . We have the following isomorphism of
, the map being induced by x i,j → y 1,i y 2,j . Thus, K[X P×P ]/I has the same module structure as that of K[y 1,i y 2,j : i, j ∈ P] as a K[y 1,i y 2,j : i, j ∈ P] * Π-module. Since K[y 1,i y 2,j : i, j ∈ P] is a Π-stable divisible semigroup ring that is a subring of K[Y [2] ×P ], we see that K[X P×P ]/I is a Noetherian K[X P×P ] * Π-module by Corollary 3.10. Since I is also finitely generated as a K[X P×P ] * Π-module, it follows that J is finitely generated by Proposition 3.8.
Applications in Algebraic Statistics
In this section, we apply the theory developed in the previous two sections to give new proofs of some classical finiteness results about Markov bases of hierarchical models [10, 17] . These finiteness theorems follow from Corollary 3.6 for finite generation of chains of increasing symmetric ideals. We also extend these results using Proposition 3.8 and Corollary 3.10 to give an affirmative solution to the independent set conjecture [10, Conj. 4.6] . Finally, we explain how these finiteness results extend beyond hierarchical models to more general statistical models.
Let r 1 , r 2 , . . . , r m ∈ P and for a subset , also let u| F ∈ C R F be the F -marginal of u, defined by linearly extending
Here, e i F is the standard unit table in C R F , having a 1 in the i F position and zero elsewhere. Now let Γ ⊆ 2
[m] be a collection of subsets of [m] ; that is, Γ = {F 1 , F 2 , . . . , }. We define the Γ-marginal map by
. From the linear transformation π Γ , we can extract the matrix A Γ representing it. The matrix A Γ is called the design matrix of the hierarchical model associated to Γ in algebraic statistics [8] .
Associated to any linear transformation A : Z r → Z d is the lattice ker Z A. Among the many important spanning sets for a lattice are the Markov bases, which are special sets that allow one to take random walks over the fibers (u + ker Z A) ∩ N r . 
Elements of a Markov basis are called moves.
Markov bases of the matrices A Γ are useful for performing statistical hypothesis tests by running random walks over contingency tables (see [4] or Chapter 1 in [8] ). One of the main mathematical questions about Markov bases of hierarchical models is: How does the structure of the Markov basis depend on Γ and r 1 , r 2 , . . . , r m ? A specific problem of this type is to determine what finiteness properties of the Markov bases should be expected when we fix Γ and send one or more values of r i → ∞. We may ask questions about finiteness for these Markov bases because the lattice ker Z A Γ is stable under the action of the product of symmetric groups S r 1 × · · · × S rm , where S r i acts by permuting the ith index. We introduce this investigation more precisely with the following two examples.
is the map that computes the row and column sums of an r 1 × r 2 table. Thus ker Z A Γ consists of all integral tables whose row and column sums are equal to zero.
If both r 1 , r 2 ≥ 2, the Markov basis for this model consists of the 2 r 1 2 r 2 2 moves: Up to the natural action of S r 1 × S r 2 there is only one move in the Markov basis [4] .
On the other hand, these types of finite Markov basis descriptions are known not to hold for general Γ when we let many of the numbers r i → ∞. Example 4.3. Let Γ = {{1, 2}, {1, 3}, {2, 3}} be the three cycle hierarchical model (also called the model of no 3-way interaction). Then π Γ :
is the map that computes all 2-way marginals of the three way [4] . These Markov basis elements have the following form
In particular, the Markov basis for Γ is not finite up to symmetry of r 1 , r 2 for r 3 ≥ 2 as r 1 and r 2 both tend to infinity.
These two examples illustrate a dichotomy between cases where we send more than one of the r i → ∞. In some situations the Markov basis is finite up to symmetry, and in other cases it is not. On the other hand, if we only send one of the r i to infinity, there is always a finite Markov basis up to symmetry [10, 17] : We provide a new proof of Theorem 4.4 below. An important ingredient will be the fundamental theorem of Markov bases, which translates questions about Markov bases into questions about generating sets of toric ideals.
Given any matrix A = (a ij ) ⊆ Z k×r , consider the ring homomorphism:
The kernel of φ is the toric ideal I A := ker φ. The ideal I A gives an algebraic encoding of the integer kernel of the matrix A since
The following theorem establishes the connection between Markov bases of the lattice ker Z A and the toric ideal I A . (Below, the vectors b + ∈ N r and b − ∈ N r are the nonnegative and nonpositive part, respectively, of 
is a generating set of toric ideal I A .
Proof of Theorem 4.4. Applying the fundamental theorem of Markov bases, it suffices to show that the associated toric ideals are finitely generated up to symmetry. For each value of r m ∈ P, let A rm be the matrix representing the linear transformation π Γ for a 
which on the level of tables corresponds to the fact that we can always add a slice of all zeroes to an element b ∈ ker Z A r and obtain an element b ′ ∈ ker Z A r+1 . Thus, the sequence of ideals I A 1 , I A 2 , . . . forms an ascending invariant chain. Therefore, by Corollary 3.6 they have a finite generating set up to the filtration S [rm] .
Our new proof of Theorem 4.4 has an advantage over the proofs from [10, 17] in that it puts these finiteness properties into a very general framework. On the other hand, the older proofs produce bounds on the number N(Γ; r 1 , . . . , r m−1 ). Part of the reason for introducing our more general framework is that it can produce finiteness results in situations where the ideas from [10, 17] will not produce results. The technique in [10, 17] is to show that the universal Gröbner basis is finite up to S P symmetry, which implies finite generation up to symmetry. That idea cannot work in the more general settings considered below because the universal Gröbner basis is not, in general, finite up to symmetry. Example 4.3 shows that there cannot be a general finiteness result when two or more of the r i are sent to infinity. However, we can still produce finiteness theorems when some of the r i → ∞ and Γ satisfies some extra properties.
Equivalently, the independent subsets of Γ are precisely the independent sets of the 1-skeleton of Γ (that is, of the underlying graph).
The main theorem of this section for Markov bases is the following result; it gives a finiteness property for Markov bases in models Γ that have independent vertex sets. This provides a proof of the independent set conjecture of Hoşten and the second author [10, Conj. 4.6] . Proving Theorem 4.7 requires two intermediate results. First of all, we shall need to understand the relationships between toric ideals I A Γ for varying Γ. Secondly, we will need to understand an important family of Γ that are called decomposable.
One simplification we can make about Γ is to assume it is a simplicial complex; that is, if S ∈ Γ and T ⊆ S then T ∈ Γ as well. We may make this assumption without loss of generality since "the marginal of a marginal is a marginal". In other words, adding T to Γ when S ∈ Γ and T ⊆ S does not change ker A Γ .
Lemma 4.8. Suppose that Γ 1 ⊆ Γ 2 , in the sense that for each S ∈ Γ 1 , there is a T ∈ Γ 2 such that S ⊆ T . Then ker A Γ 2 ⊆ ker A Γ 1 and the toric ideals satisfy
S (where 2 S is the power set of S), and neither ∆ 1 nor ∆ 2 = 2 S . A simplicial complex with a reducible decomposition is called reducible. A simplicial complex is decomposable if it is either a simplex (of the form 2 K ) or it is reducible and both ∆ 1 and ∆ 2 are decomposable. The following theorem characterizes the generating sets of the toric ideals I A Γ whenever Γ is a decomposable simplicial complex. Proof of Theorem 4.7 . By the fundamental theorem of Markov bases, it suffices to show that the corresponding toric ideals I A Γ are finitely generated up to symmetry. It also suffices to show the finiteness result when considering the action of a much smaller group contained inside of S r 1 × · · · × S rm . Namely, we will send r t → ∞ for t ∈ T simultaneously, and consider the diagonal action of S r acting on those indices. For each r ∈ P, let I Ar be the corresponding toric ideal, which belongs to the ring
Let K[Q] denote the limiting ring
Let Π act on K[Q] by acting diagonally on P #T . Then the Q r and Π n,r form a filtration of K[Q] * Π. The sequence of ideals
Our goal is to show that this chain stabilizes. Now consider the simplicial complex,
The simplicial complex Γ ′ is decomposable. For each r ∈ P, let I Br be the toric ideal I Γ ′ which is in the ring K[Q r ]. The I Br form a chain with respect to the filtration of K[Q] * Π.
Since Γ
′ is decomposable, this chain stabilizes by Theorem 4.9. Thus, let J Γ ′ ⊆ K[Q] denote the limit of this chain.
Since T is an independent set of Γ, we have that Γ ⊆ Γ ′ . This implies that I Br ⊆ I Ar by Lemma 4.8. We want to apply Corollary 3.10 and Proposition 3.8 to deduce that the chain I • stabilizes. Now, the semigroup ring K[Q ′ ] := K[Q]/J Γ ′ is the direct join of a collection of (isomorphic) Segre-products. In particular,
In particular,
×T ×P ] is a well-partial-ordering. Then, Corollary 3.10 implies that Π-divisibility is also a well-partial-ordering on
Corollary 3.10 also implies that chains with respect to this filtration stabilize. In particular, the chain I Ar /I Br stabilizes. That is, there is an r 0 ≥ 2 and a finite generating set F of I Ar 0 /I Br 0 such that Π r,r 0 F generates I Ar /I Br for all r > r 0 . Since r 0 ≥ 2, Theorem 4.9 implies I Br 0 is generated by quadrics which also generate all I Br up to the action of Π. Finally, Proposition 3.8 implies that Π r 0 ,r I Ar 0 K[Qr] = I Ar , which proves the theorem. Example 4.10 (6-cycle). Consider the six cycle Γ = {{1, 2}, {2, 3}, {3, 4}, {4, 5}, {5, 6}, {1, 6}} which has the independent set T = {2, 4, 6}. If we fix r 1 , r 3 , r 5 and send r 2 , r 4 , r 6 → ∞, then there will be a finite Markov basis for A Γ up to the natural action of the symmetric group. Theorems 4.4 and 4.7 are finiteness results for Markov bases, but it is also natural to extend these ideas to other statistical situations. Indeed, the Markov bases under consideration are useful tools for studying hierarchical models. As sets, these models are families of probability distributions inside the probability simplex
Each point p ∈ ∆ R is a probability distribution for an m-dimensional discrete random vector
. . , Y m ) with state space equal to R. The ith coordinate is the probability of the event Y = i, and
The hierarchical model M Γ is defined as the set M Γ = V (I A Γ ) ∩ ∆ R−1 of solutions to the toric ideal I A Γ inside the probability simplex. Turning this around, the homogeneous vanishing ideal I h (M Γ ) = I A Γ encodes an implicit representation of the model that is finite up to symmetry as the number of states of some of the random variables tend to infinity.
Using reasoning similar to that found in the preceding proofs, one can deduce finiteness for the implicit representations of families of statistical models as the number of states of some of the variables tend to infinity. We give brief proofs, which follow the same outlines as those of Theorems 4.4 and 4.7. Proof. The sequence of ideals I 1 , I 2 , . . . forms an ascending invariant chain. Therefore, by Corollary 3.6 they have a finite generating set up to the filtration S [rm] . Proof. The key feature of this theorem is the conditional independence constraint Z 1 ⊥ ⊥Z 2 ⊥ ⊥ · · · ⊥ ⊥Z n |Y.
Let Γ
′ be the simplicial complex with facets [m] ∪ {i ′ } such that i ′ ∈ {1 ′ , 2 ′ , . . . , n ′ }; this is the decomposable simplicial complex that appeared in the proof of Theorem 4.7. The conditional independence statement is equivalent to I r ⊆ I Br (see Chapter 3 in [8] ). The remainder of the proof then follows that of Theorem 4.7.
Further Directions
From the standpoint of computational algebra, we have proved theorems for the existence of finite generating sets of ideals up to symmetry. There remain many open problems about moving from these existence theorems to effective versions and for developing specific algorithms for computing with symmetric ideals. In this section, we outline some of these challenges.
Among the most important situations occurring in algebraic statistics concerns sequences of ideals that are obtained as the kernels of ring homomorphisms. Besides knowing that these sequences eventually stabilize and have finite generating sets, one would like to have upper bounds on when stabilization occurs in terms of the input data. To be more precise, for each r ∈ P, let φ r : K[X [k]× [r] ] → R be a ring homomorphism and let I r = ker φ r . Suppose that each I r is invariant under the action of S [r] and that this sequence of kernels is nested: I r ⊆ I r+1 . We call such a chain a chain of kernels. Geometrically, one can think of this as asking whether or not every Π-invariant toric variety has a Noetherian coordinate ring. Besides being useful for the toric setting, a positive solution to Question 5.2 could be important for rings that have a degeneration to a semigroup ring.
While we have been mainly interested in ideals that are invariant under the action of the symmetric group, we needed to restrict to actions of the monoid of increasing functions Π in order to prove our finiteness theorems. We are lead to wonder if this strategy could always be used to prove Noetherianity under symmetric group actions or if there might be some pathological examples.
In particular, let R be a ring with an S P action. We say that this action is S P -finite if for every f ∈ R there is an m ∈ P such that σ · f = σ ′ · f for all σ, σ ′ ∈ S P such that σ(i) = σ ′ (i) for all i ≤ m. If R has a S P -finite action, it naturally also has an action by the monoid of increasing functions Π.
Question 5.3. Is there a ring R with a S P finite action such that R is a Noetherian R * S Pmodule but not a Noetherian R * Π-module?
One of the lessons we have learned about proving Noetherianity of K[X [k]×P ] as a K[X [k]×P ] * S P -module is that it is not possible to define Gröbner bases in this setting. This suggests that an approach for computing with ideals that have a natural symmetry group using Gröbner bases might not work well if the entire symmetry group is used. However, working in a situation where there is a semigroup that has a P -order might be natural and useful, and not require the bookkeeping of a full symmetry group. This suggests the following implementation challenge.
Problem 5.4. Develop and implement algorithms for computing with symmetric ideals by using monoids of transformations and P -orders.
