We are presenting the wave function of the ground state for the system of one-dimension interacting fermions . It is shown that this system undergoes phase transition similar to the Kosterlitz-Thouless one independently of the interaction details. In the limit of infinitely strong interaction the phase transition turns into the usual second order phase transition in a chiral phase. The temperature of the phase transition is calculated.
Introduction
One dimensional fermion systems were a subject of intensive studies both in the field theory and condensed matter physics. As it was demonstrated by Tomonaga [1] and Luttinger [2] in their pioneering papers the long range excitations of such a system (under rather general conditions) can be expressed in a terms of non-interacting bosons. These degrees of freedom were made explicit in the elegant method of bosonization proposed in the paper of Mattis and Leeb [3] . The recent interest in this field is mainly due to the development of sub micron techniques which allowed one to produce very pure quantum wires. In such a wire only few (or sometimes even one) of levels corresponding to the quantization of electron in perpendicular directions are occupied [4] . In spite of the fact that the number of the experimental papers in the field is still not very high (see, e.g. [5] , [6] , [7] , [8] )) this implies that systems under discussion are, in principle, accessible by experiment.
Bosonization technique allows one to calculate exactly all correlation functions of the "density-density" type for the system of interacting fermions in one dimension. However it tells nothing about the ground state of this system. The correlation functions reveal a number of anomalies of the fermion system (see [9] , [10] , [11] ): they have the oscillating contributions with wave vector equal 2p f model. While the details of these wave functions could depend on the interacting potential, qualitatively, all possible ground states reveal the same phenomenon which can be described as follows.
In one dimension the Fermi surface reduces to two isolated points in phase space (p = ±p f ). One can neglect transitions between these two points. This is a good approximation in the Luttinger model, at least, if the potential is a decreasing function of the momentum transferred. As a result, the number of electrons near every point (left and right particles) conserves and the system acquires new continuum (chiral) symmetry. It is the symmetry which, as we want to demonstrate, breaks down spontaneously in the model.
It is well known that Fermi surface in one dimension is absolutely unstable: even infinitesimal electron-electron interaction leads to the distribution of electrons which is of order of 1/2 near the Fermi surface [17] . This means that for every electron near the Fermi surface there is a hole. Naturally, they attract each other and form a kind of bound state of a right electron and a left hole (RL-pair). It is quite similar to the formation of the Cooper pair in the superconductor but the quantum numbers of the bound state are different: instead of non-zero charge it has non-zero chirality [18] .
Of course, this fact alone is not enough to speak about a new correlated phase, one has to check the long-range order is indeed present in the system. We calculate the probability to find an RL-pair in the point x under condition that another pair (LR) is located in the point y. In the normal liquid this probability fastly decreases with a distance. In our case it will decrease much slower than for a free theory, i.e. the correlation between pairs is present for all pairs in the sample. In fact, this is precisely the definition of the Kosterlitz-Thouless phase.
(The detail discussion of this statement will be done in Section 5.) It is the new phase which leads to the mentioned anomalies in the density-density correlation functions.
In the limiting case of infinitely strong potential probability to find an RLpair does not decrease with the distance at all (like in the Schwinger model). This means that there is a new order parameter in the system which is related to the density of the pairs. In this case the wave function of the ground state is especially simple: it can be seen explicitly that this wave function corresponds to the macroscopic number of the exiton-like RL-and LR-pairs, all in the same quantum state. In other words, this wave function corresponds to spontaneous breaking of chiral symmetry with non-zero order parameter.
Account for corrections in the inverse coupling constant leads to the probability which is slowly decaying with a distance. Thus, Kosterlitz-Thouless phase always realized in Tomonaga-Luttinger model at T * = 0. Of course, this phase cannot exist at finite T * = 0 in a system with an infinite size because the excitations in our case are gapless. Critical dimension for Kosterlitz-Thouless phase in this case at non-zero temperatures is two, rather than one. In other words, the thermodynamic fluctuations of gapless excitations effectively suppress a longrange order in one space dimension. However this statement is valid only for strictly infinite systems. As we demonstrate below if the size of the system L is finite, there is a second order phase transition at the temperatures which are related to the size of the system [19] . At L → ∞ the temperature of the phase transition tends to zero as it should be. However under the experimental conditions T c can be as large as few kelvins. In other words, in most experiments Luttinger liquid is in the broken symmetry phase. Furthermore, even under the higher temperature the mentioned anomalies take place solely from the fluctuation of the low symmetry phase into the high symmetry one.
General equations
We begin with the usual expression for the Hamiltonian of interacting spinless electrons in one dimension:
HereΨ (x) is the electron field, m is the electron mass and µ is the chemical potential. V (x − y) is the electron-electron interaction which we will discuss in detail below (h = 1).
As usual [20] let us separate in the electron wave functions left and right particles. We write down explicitly an oscillating factor related to the Fermi momentum which is supposed to be large:
It is implied here that wave functionsΨ R,L (x) are varying on the distances much larger than 1/p f . We also restrict ourselves by the Tomonaga-Luttinger model and assume that the characteristic scale of the potential is also large as compared to 1/p f . At last, for simplicity we consider only an electrically neutral system with a positive charge of ions which is distributed homogeneously along the channel. To account for the last requirement we proceed to electron-hole representation for the field of the right (left) particles:
Here v f is the Fermi velocity. The last expression coincides with Hamiltonian of the Tomonaga-Luttinger model (see, e.g., Ref. [20] ) Let us discuss now the form of electron-electron interaction V (x − y). If concentration of the electron is sufficiently small V (x − y) reduces to the ordinary Coulomb potential:
However, for larger concentrations one has to take into account that the electrons are one-dimensional only for the distances |x − y| which are much larger than the channel width d. In the opposite case |x − y| ≪ d, the electrons remain three-dimensional. In this case the radius of Debye screening can be estimated in the usual way as
If R D appears to be smaller than d it is more appropriate to use point-like interaction v 0 δ (x − y) instead of Coulomb potential eq.(6).
As there is only one state for the electrons in directions perpendicular to the channel one can estimate the three-dimensional concentration in the following way n = p f π 2 d 2 . As a result one gets:
where a b = me 2 −1 is the Bohr radius. Thus the answer depends only on the effective mass of the electron. If it is of the order of the of the mass of free electron then a b ∼ 0.5 · 10 −8 cm and for the concentrations typical for metals we get p f a b ≪ 1. In other words, in this case we deal with the short range interaction with potential V = v 0 δ(x − y). Let us note that this case includes also back scattering of the electrons with transition L → R and back.
Anticommuting Ψ-operators one can reduce this term to the term without back scattering [10] , i.e. for this model the Tomonaga-Luttinger Hamiltonian describes the whole electron-electron interaction.
On the other hand, for semiconductor channels the effective mass of electron is very small and the other limit can be realized. In this case one should use the Coulomb potential. The Fourier transform of one-dimensional Coulomb potential logarithmically diverges at large momenta (see, e.g. [20] ) and thus needs a cutoff. We would like to note that the Hamiltonian of eq.(1) already contains natural cutoff by itself. Indeed let us consider terms with transition of R electrons to L ones and back:
These terms corresponds to large momentum transfer: the argument of potential 2p f − p is close to Fermi momentum. Neglecting p as compared to p f and proceeding back to coordinate representation we see that these terms in the Hamiltonian:
look like ordinary terms (without R − L transition) for the case of pointlike interaction. Now it is easy to check that if V (p) is the Coulomb potential with some cutoff then the cutoff is canceled out in the sum of all terms and substituted by the value of the Fermi momentum. In other words, we can always put p f as the cutoff and omit the terms with the momentum transfer of order of p f . This approximation is valid only if 1/p f ≫ d where d is the transverse size of the channel. In the opposite case 2p f should be changed by the momentum of the order of 1/d.
To summarize, the practically interesting potentials in the Tomonaga-Luttinger model are:
Commutators of R,L-electron density operators are non-zero but contain the well-known Schwinger anomaly [21] :
Hence in the coordinate representation:
Thus R and L electrons and holes alone are not point-like. Now let us calculate the commutator of densities directly, using relations (eq.(11)-eq. (12)).
After simple algebraic transformations we arrive at eq.(10). This means that being formulated in the electron-hole representation, our theory is completely determined without any further redefinition of the density operators.
Evolution operator for one-dimensional interacting fermions
The standard approach to the systems of many particles (both in solid state physics and quantum field theory) is based on the Green functions. One-particle Green functions give the information about the spectrum of the excitations in the system; many-particle Green functions allow one to calculate different correlation and response functions. Of course, the Green functions give some information about the wave functions of the states in the theory but this information is indirect. In principle, one can obtain the wave functions of stationary states (and, in particular, of the ground state) by solving corresponding Schrödinger equation directly. However, in this case one has the systems with infinite number of degrees of freedom practically, and this equation is too complicated. The better way is an approach based on the evolution operator [23] . By definition the evolution operator is a sum (we imply from now that the Schrödinger representation for operator with time-dependent wave-functions is used):
Here |n > are the exact wave functions of the Hamiltonian H in the secondary quantization representation, T is the time of observation. Evolution operator determines the evolution of an arbitrary initial wave function from the time (t = 0) to the final state (t = T ). Formula (13) suggests the general method to obtain exact wave functions in the field theory. One has to calculate first the evolution operator and present it as a sum of time-dependent exponents. The coefficients in front of these exponents are products of exact wave functions and their complex conjugates. In the case of the ground states this strategy looks as follows:
1. We have to take the limit T → ∞ (adding an infinitely small imaginary part to the energy). Another way is to proceed to the "Euclidean" time which corresponds to non-zero temperature problem, see Section 5). In this limit only the ground state survives in the sum eq.(13).
2. Factorize the result into the product of expressions containing only creation operators which should be related to the wave function of the ground state and annihilation ones which represent their complex conjugates.
The advantage of this method in the field theory and theory of many-body systems is that the evolution operator can be written explicitly as a functional integral with definite boundary conditions. For the sake of completeness we present derivation of this statement in Appendix A (see also [23] ).
By means of the well-known Nambu trick (see below eq. (27)) the electronelectron interaction can be reduced to the problem of electrons interacting with some external field. One has to integrate over the value of this external field in order to return to the original interaction. For this reason, we consider first the evolution operator for the one-dimensional electrons placed into external field Φ(x, t). It has a form:
Here Ψ, Ψ electron field (Grassmanian variables) and S is the action
Integration in Ψ, Ψ in eq. (14) is performed with given boundary conditions at t = 0 and t = T . Namely, the positive frequency part of Ψ (and Ψ) should be fixed at t = 0 and its negative frequency part is fixed at t = T :
Here a ± (x) and b ± are creation-annihilation operators for electrons and holes. The evolution operator eq. (14) are the functional of the operators a ± (x) and b ± . Creation operators of electrons and holes are the variables which enters the wave functions of the states in the sum of eq. (13) . Annihilation operators enter the conjugate wave functions. They anticommute with creation operators as related to the different moments of time and different wave functions.
For the evolution operator in the given external field determined by functional integral of eq. (14) it is possible to separate explicitly dependence on boundary conditions. We introduce new integration variables according to
Saddle-point fields Ψ 0 R,L are supposed to obey Schrödinger equation in the external field Φ(x, t) and given boundary conditions. "Quantum" fields χ R,L (x, t) are arbitrary but should have zero positive frequency part at t = 0 and zero negative frequency at t = T .
Solutions Ψ 0 R,L can be presented in terms of the Feynman Green function in the finite time G R,L which is defined as follows. It is a solution of the Schrödinger equation:
with the following boundary conditions: at t → +0 the Green function G R (x, t, x 1 , t 1 ) should coincide with the Green function of free fermions in the lower semiplane of the complex variable x (being arbitrary in the upper semiplane). At t → (T − 0) it coincides with free Green function in the upper semiplane. For the Green function of left electrons G L (x, t, x 1 , t 1 ) one has to exchange upper and lower semiplanes. The free Feynman Green function is equal to [9] :
In one dimension the Schrödinger equation (18) can be solved for an arbitrary external field Φ(x, t):
Now it is easy to verify that the saddle points fields Ψ 0 R,L we are looking for can be expressed by means of these Green functions as follows:
In order to check that these fields obey the required boundary conditions let us note thatâ R (x) andb R (x) are regular in the upper semiplane (see eq. (3)). For this reason the positive frequency part at t → +0 of G R (x, t, x 1 , t 1 ) is determined by the pole contribution at x ′ = x + iδ and equalsâ R (x) as it should be. The second term in eq. (21) gives arbitrary negative frequency part. Analogously, one can check boundary condition also at t → (T − 0). Inside the time interval (0, T ) the saddle point fields satisfy the Schrödinger equation as it is seen from eq. (18) for the Green functions. The contribution of the saddle-point field to the action is:
Since the saddle point fields obey the Schrödinger equation there is no terms with interference of Ψ 0 R,L and quantum field χ in the action. Dependence of the evolution operator in the external field on the creation-annihilation fermion operators is completely determined by eq. (22) . Integral over quantum fluctuations produces the determinant of the Schrödinger operator in the external field Φ (it is calculated in the Appendix B):
(23) The complete expression for the evolution operator in the external field has the form:
where |F > is the filled Fermi sphere. Now we can express the evolution operator for the system of interacting fermions in terms of this operator. We use the wellknown identity:
Here V (p) is the Fourier transform of the interacting potential and the normalizing coefficient N is
To prove eq. (25) it is sufficient to shift the variable of integration Φ to Φ − V ̺ in the integral
Applying the identity eq. (25) to the functional integral determining the evolution operator for Tomonaga-Luttinger model we express it in terms of the evolution operator in the external field at the price of additional functional integration over the scalar field Φ(x, t):
. (27) Expression eq. (27) is explicit: while it is not possible to perform the final integration in Φ(x, t) in the general form, it is easy to obtain an arbitrary term of the evolution operator expanding it in creation-annihilation operators. We will do it in the next Section.
4 Ground state of Tomonaga-Luttinger model.
Let us expand the evolution operator in the external field in powers of the S 0 operator. The arbitrary term of expansion contains a number of Green functions in the external field eq. (20) which are exponents linear in the external field. Together with the action eq. (27) for the external field and the determinant in the external field they lead to the integral of the Gaussian type. Thus the integration over the eternal field Φ(x, t) can be easily performed. The result of the integration depends of the electron-hole configuration considered. Let us introduce the following system of notations for the coordinates entering electron-hole creation-annihilation operators:
1. We will denote by x coordinates of the right particles and by y coordinates of the left ones.
2. We will put the tilde on coordinates related to annihilation operators (initial state). The creation operators (final state) depend on coordinates without tilde.
3. We will put primes on coordinates which are related to holes.
It is convenient to proceed in the exponents of the Green functions eq. (20) to the momentum space using the expression for free the Feynman Green functions:
Collecting all terms in the exponents arising from the exponents of the Green function we obtain addition to the action linear in the external field:
where the "current" R c depending on the configuration chosen is equal to:
and
for the initial (annihilation operators) and final (creation operators) particles respectively. The space coordinates in eq.(31) are the coordinates of annihilation and creation operators for the configuration we are interested. Finally, for the contribution of the given configuration we obtain the following functional integral:
where the first term in the effective action is due to Nambu trick, the second is an effect of the quantum determinant and the third appears from eq.(29). Integral in eq.(33) is of a Gaussian type: it is calculated by standard methods. One has to find first the saddle point field Φ 0 and shift the variables of integration Φ → Φ − Φ 0 . Quadratic integral in fluctuations Φ − Φ 0 gives the normalizing of wave functions and shift of the energy of the ground state. We calculate it in Appendix C. The operator structure of the evolution operator is determined completely by the terms which appear as a result of the shift in the integration variables. They can be written as some "effective action":
The saddle point field Φ 0 (x, t) obeys the integral equation:
which can be reduced to the differential one (it is sufficient to differentiate both sides of eq.(34) over time):
where
The boundary conditions for this equation follow from the original integral one eq.(34).
In derivation of eq. (35) we have used the fact that our system is electrically neutral:
The solution of the differential equation for saddle point field [eq. (35)] gives:
Substituting saddle point field into the expression for the effective action eq.(33) we obtain finally:
We introduce here two functions:
We return in the expression for effective action eq.(39) to the sum over the particle momentum p n = 2πn/L according to the ordinary rule [24] :
where L is the length of the channel. This will allow us to qualify different infrared divergences which appear in the effective action. Let us note that there is no term with p = 0 in these sums. This fact is related to the gauge invariance of the system: constant (in space) fields Φ(t) correspond to a pure gauge electrical potential and should not contribute.
Let us proceed with the wave function of the ground state in TomonagaLuttinger model. As was mentioned above in order to separate the ground state we have to take the limit T → ∞. In this limit ξ, F 1 oscillate. In fact, they describe the contribution of the excitations to the evolution operator and we can omit them. As a result we are left with
Effective action then factorizes and equals to:
Besides S ef f the contribution we are looking for contains free Feynman Green function. At T → ∞ only the Green functions with equal arguments survive and, as a result, the whole expression for the evolution operator for large T factorizes into the product of the wave function of the ground state |Ω > and its complex conjugate (see the detail consideration of this transition in the Section 5). The final expression for the wave function is of the form
Let us check, first of all, that the wave function of noninteracting fermions (V = 0) is |F >. The general term in the sum of eq.(42) is a product of factors:
Let us note now that all singularities of the operatorb † R (x ′ ) are in the upper semiplane as well as the pole of the Green function. One can close the contour of x ′ in the lower semiplane and prove that corresponding integral vanishes. The only term which survives is term with n = 0 and hence |Ω >= |F > as it should be for free fermions.
Non-trivial answer for the wave function appears only owing to singularities of the effective action. From the general structure of the action (which is the product of R f (p)R f (−p) it is clear also that both R-and L-electrons and holes should be present simultaneously in the wave function. Terms which contain R(L)-electrons and R(L)-holes only vanishes.
The general structure of the wave function is a bit different for different potentials. We will investigate it in the corresponding subsections.
Short range potential.
We begin with the simplest possible interacting potential which is the short range one: V (p) = v 0 . Let us consider first the simplest possible term in the sum eq.(42) for the vacuum wave function |Ω >:
Effective action S ef f for this term has a form:
The sums in eq.(44) can be easily calculated. As a result we obtain:
Expression of eq.(43) describes the simplest possible complex in the vacuum of the interacting fermions. This complex has all quantum numbers equal to zero. In fact, this contribution to the ground state wave function is connected with the fermion-fermion scattering. Correspondingly, all coordinates x, x ′ , y, y ′ are close each other. In general, it does not break down any continuous symmetry. However in Tomonaga-Luttinger model the special situation arises. We will see that the main contribution to this term comes from the region x ′ −y; x−y ′ → 0 (of order of the transverse size of the channel) but x − y and x ′ − y ′ are arbitrarily large (about L). As a result, the complex decays into RL andRLpairs. As we shall see such a wave function leads to a spontaneous breakdown of chiral symmetry.
Indeed, let us consider first the limit of the strong interaction:
In this approximation α/π → 1. The leading order in the parameter of eq.(47) corresponds, in fact, the infinitely large interaction. It is easy to see now that due to fermion-fermion interaction (which is described by exp(S ef f )) with the effective action of eq.(46) in the limit of eq. (47) the poles corresponding to free fermions (x = x ′ and y = y ′ ) cancel out completely. Instead we obtain new poles in the points x ′ = y − iδ and y ′ = x + iδ. Recalling thatb † R (x ′ ) have no singularities in the lower semiplane andb † L (y ′ ) are analytical in the upper one we can perform the integration over x ′ and y ′ and obtain the following expression for this contribution to the ground state
Thus in the limit of the strong interaction the 4-particle contribution to the vacuum wave function decays into 2 non-interacting bosons. They are neutral in the electric charge but have a non-zero chirality ±2 (We assign chirality +1 to a right fermion and a left hole and −1 to their counterparts).
It is easy to check that no other connected complexes appear in the limit of strong interaction. Let us first investigate charged complexes. The configuration which can decay in two charged particles is of the form:
It can decay into two fermions:
) which can appear due to the poles of the effective action
′ supposed to be large). However this contribution vanishes owing to the Pauli principle. One can consider also other configurations which could produce charged connected complexes and check that they do not appear in the wave function of the ground state.
The Pauli principle allows for only one more complex which can describe scattering of chiral pairs:
One can extract the corresponding contribution from the connected part of the general expression eq.(43). Integral in x ′ y ′ is easily calculated and we obtain:
, where
Function Φ (x − y) is finite at any x, y (even in the point x = y) and this contribution vanishes in the limit δ → +0. In other words, in the limit of infinitely strong interaction the chiral pairs do not interact. This interaction appears, however, in the next approximations in the inverse coupling constant.
According to the general theorem [25] the total wave function is an exponent of the connected complexes. (For the Green function one names it as the connectedness logarithm theorem.) This theorem is, in fact, a purely combinatorial statement. In statistical physics it is known as the first Mayer's theorem [26] ). As we have seen above the only connected complexes in the limit of strong interaction are chiral pairs eq.(48). However, the total chirality of |Ω > should be zero and correspondingly only the terms in the expansion of exponent which have chirality C = 0 should be taken into account. We introduce the projector P C=0 performing this operation and obtain the wave function of the ground state
where Z 0 is the normalizing coefficient. We calculate it in the Appendix C. As is seen from eq.(50), the wave function of the ground state in the limit of strong interaction is the coherent exponent of the chiral electron-hole pairs which do not interact. The number of chiral pairs of each kind (with chirality "+2" and "-2") is macroscopically large (i.e. proportional to the volume of the system L) while the total chirality of the state is zero. As we will see below under the larger temperature this requirement will cancel. This means, in fact, that the ground state corresponds to the phase with spontaneous breakdown of the chiral symmetry. At some temperature the system will undergo a phase transition with restoration of the broken symmetry. We will formally prove these statements in the Section 5.
The point α/π = 1 which corresponds to the limit of infinitely strong interaction is, of course, a very special one. The situation in this point is the same as in the Schwinger model where the interaction is also infinite (it has a singularity at small momenta and corresponds to the interaction infinitely growing with the distance). It is well known that chiral symmetry is spontaneously broken down in this model. So it is quite natural that the same phenomenon occurs in the Tomonaga-Luttinger model in this limit.
Kosterlitz-Thouless phase
It is well-known that two-dimensional systems (and one-dimensional ones at zero temperature) where phase transitions are forbidden by the Landau theorem [27] , a Kosterlitz-Thouless phase [14] is likely to form. In this phase the average order parameter vanishes but long-range order still exists. Let us prove that it is the case also for Tomonaga-Luttinger model at α/π < 1 for short range potential.
We consider again the 4-fermion contribution to the ground wave function, eq.(43)
where the Thouless parameter α T ≡ α/π. We will consider the system with α T still close (but not equal) to unity, i.e. the case of strong interaction.
We have to extract from this term the configuration in which two connected chiral complexes are separated by the distance R large compared to the transverse size of the channel d, i.e.
This contribution is determined by two cuts y ′ = x + iδ and x ′ = y + iδ and proportional to
In the region we are interested in the last factor is of order 1/R 1−αT . We estimate the distances inside the pair y ′ − x, x ′ − y to be of order of d and obtain the following contribution of the connected pairs to the integral eq.(51)
It can be seen from expression eq.(52) that the probability amplitude to find two chiral pairs at the distance R vanishes for R → ∞ but much slower than in the theory without interaction [28] . This means that the longe-range order is indeed present in the system though the order parameter (which is the limit at R → ∞) does not exist. It is, in fact, the definition of the Kosterlitz-Thouless phase (see the detail consideration in the end of the Section 5). In this phase the number of connected diagrams is large (the interaction of chiral pairs does not vanish) and the wave function cannot be presented in such a simple form as in eq.(50).
To summarize, the system is always in the Kosterlitz-Thouless phase and only in the limit of infinitely strong interaction α T → 1 it is in the ordinary phase with broken symmetry. However this limit seems to be very instructive, as qualitatively both phases are rather similar.
Cooper channel.
Let us discuss in brief the case of the repulsing short range potential V = V 0 δ(x), V 0 < 0 (Gorkov's potential [29] ). However this potential can be used only if the interaction is sufficiently weak:
Otherwise the spectrum of excitations ω p of eq.(36) acquires an imaginary part. This demonstrates that the system of one dimensional electrons tends to collapse in this case and the point-like potential has to be modified. This effect is analogous to the well-known instability in the system of interacting oscillators [30] . If inequality (eq. (53)) is fulfilled we can use eq.(51) derived above with α T < 0. Again the system is in the Kosterlitz-Thouless phase. To prove this statement we consider again four-fermion contribution to the wave function in the region x − y; x ′ − y ′ → 0, |x − x ′ | ∼ |y − y ′ | ∼ R → ∞ where it decays into two Cooper pairs. The corresponding contribution to the wave function is of the form:
and the probability to find such a configuration behaves as R 2(1−|αT |) , i.e. decays much slower than in the theory without interaction.
Coulomb interaction.
We are interested in the long range Coulomb potential also in the limit of strong interaction. However, as it was already mentioned in Section 2, the length of the three-dimensional screening should be still larger than the size of the channel, p f a b ≫ 1. This means that parameter related to the strength of the Coulomb interaction should satisfy the inequality:
It can be large only due to the large logarithm. The argument of this logarithm is of order p f L/π ≫ 1. For this reason integrals over momenta in the expression for action S ef f ,eq.(41) should be cut at:
This cut-off is not essential if p max L ≫ 1. Then every term of the action can be presented as
Separating the four-fermion contribution in two chiral pairsâ †
, we find that the probability to find the chiral pair at a large distance |x − y| from its counterpart behaves as exp −12 πv f /e 2 ln 1/2 (2p f |x − y|) , It decays slower than any power of |x − y| [31] . Strictly speaking, this behavior does not correspond to Kosterlitz-Thouless phase (in this phase probability should decay as some power of the distance) but it is clear that physically these two phases are quite similar. Let us note also that in the formal limit πv f /e 2 ln (2p f L) → 0 we have again the condensate of independent chiral pairs with the wave function of eq.(50).
5 Non-zero temperature.
We can introduce non-zero temperature T * in the evolution operator (for the systems in equilibrium) in the usual way, by the substitution T → −i/T * . We will see in this section that the critical temperature of the phase transition which destroys long-range order in the system is related to the length of the channel. In particular, for the infinite channel the critical temperature tends to zero. This is to be expected for the one-dimensional system in the Kosterlitz-Thouless phase. Such behavior of the system is connected to the gapless excitations which are present in the spectrum. These excitations effectively destroy the long range order. However, in a finite system their momenta are quantized and the gap in the spectrum (inversely proportional the size of the system) effectively appears. At small temperatures
all long-wave excitations are suppressed. First of all, we have to discuss how one should understand the phase transition in the finite system at all. Usually, the critical temperature is defined as a point where thermodynamic quantities (or their derivatives) have a singularity. Of course, this is possible only in the infinite system: all singularities smear out if the size of the system is finite. The same is true for the coherence lengthit cannot be large than the size of the system.
We adopt the following definition of the finite system below the critical temperature -it is described by the coherent wave function (with the symmetry lower than the symmetry of the Hamiltonian) with the coherence length comparable with the size of the system. If the coherence length is parametrically smaller than L then the system is in the normal phase, above the critical temperature. It is clear that the phase transition will be smeared over the range of temperatures.
Strictly speaking at non-zero temperatures the system is described not by the wave function but by the density matrix. One can obtain such a description from the evolution operator, as the last ones determines all possible matrix elements. However we are interested in the temperatures (eq.(55)) where the probability to find system at the excited state is small. In the main approximation one can describe such a system by a wave function.
Let us discuss the term "zero temperature" used above. In the presence of a logarithmic divergency at small p in action eq.(39), oscillation of a single term is not a reason in order to omit them. The first term in F 1 (eq.40) is of primary interest for us now. We will assume that eq.(47) is satisfied, i.e. ω p ≫ |p|v f . Obviously the items proportional to exp (−|p|v f /T * ) can not describe the excited states because bosonization technique guarantees nonexistence of such states. It suggests that these terms should enter the ground state. The electron-hole configurations we are interested in emerge from the terms with the time arguments difference of the order of T . (They are the two last terms at action S 0 eq.(22).) So one will have the factor 1/T from free Green function but it canceled by action because it is proportional to ln T. It is truth while 2πv f T /L ≪ 1. In opposite case the Green function eq. (19) is not correct. One can use the eq.(28) but it is impossible to transform theirs from the sum over p n to integral in order to get eq. (19) . As a result, the Green function will be proportional to a small exponential factor. It can not be compensated by the logarithmic divergency from action and whole term will be small. Therefore the ground state wave function eq.(50) is correct provided
Of course one assumes that the state number is large , i.e. p f L ≫ 1. It allows to make transition from the sums to an integrals in the expressions without T . At the temperature region of higher temperature:
eq. (19) for the Green function is applicable. Below, for simplicity, we will consider the strong interaction limit. In this case after same algebraic transformations effective action S ef f (eq.39) can be rewritten in the form
In the temperature region
the equation is
[32]. At the temperature region one is interested one should take into account another 4-fermions contribution to the ground state:
At lower temperature this contribution is exponentially small . The action for this configuration is
Thus one has a similar result: a pairâ †
However, the existence an extra pair means that the whole chirality of the state is nonzero. So the states with any C exist. Their energy differs by the values about 2πv f /L. As a result, at the temperature
ground states are degenerate. It means that any state can be described by the wave function eq.(50) but the chirality of this state can be arbitrary. Thus T ch is the ground state degeneracy temperature. The state with fixed chirality is unstable with regard to infinitesimal backwards collision. I means that one has to consider a superposition of all states. Just as in the theory of superconductivity one can introduce the state with a fixed phase rather than the chirality:
This state is a superposition states with different C. The wave function eq. (62) is not invariant under the chiral transformation
In other words, a spontaneous breakdown of the chiral symmetry takes place. Let us consider the region of higher temperatures:
Here the logarithmic contribution to the action S ef f arises from n ≫ n min ∼ LT * /2πv c f ≫ 1. At smaller n the logarithmic divergence does not exist. So
One can compare it with eq.(58). The sums eq.(66) are calculated in Appendix D. As a result the logarithms from eq.(46) have to be replaced by
is the coherence length and T c -the phase transition temperature:
Here k b is the Boltzman constant. The r.h. of eq.(66) can be expressed as so-called integral exponent function with imaginary argument. Now one has to prove that T c is phase transition temperature. Let us consider eq.(66). At the length ∆x ≪ ζ (T * ) the r.h. of eq.(66) tends to ln
i.e. in such a case the system is characterized by the wave function eq.(62). (Indeed, it is possible to repeat the calculations made above if one separates all connected complexes by the distances smaller than ζ (T * ).) In the opposite case ( the distances are larger than ζ (T * ) ) the expression under the integral begins to oscillate and the divergence does not exist. As a result, one will have small corrections in the action about
and eq.(59) can be brought to the form
Thus at such lengths we have configuration decaying into 2 non-correlated bosons, i.e. at the lengths larger than ζ (T * ) the long range order does not exist. From this it follows that ζ (T * ) is the coherence length. So if ζ (T * ) ∼ L the whole system can be described by the broken symmetry wave function eq.(62). Hence one should think that the low symmetry phase is realized. It is the case if
So one has low symmetry phase fluctuations in the high symmetry phase. Therefore T c is the phase transition temperature but this transition will be smeared over the range of temperatures.
One should note that our considerations are valid not only for the strong interaction case It can be reformulate for the Costerlitz-Thouless phase too. Numerically the T c can be big enough. If one takes v f ∼ 10 7 cm/sec, L ∼ 10
In summary, at low temperatures T * ≪ T ch the ground state of the system is non-degenerate and described by the wave function eq.(50) with C = 0. It means that both the ground state wave function and the Hamiltonian are invariant under the chiral transformation eq. (63), that is this state is the high symmetry one. Under increasing temperature (or specimen size) the ground state becomes degenerate. In the temperature region T ch ≪ T * ≪ T c the system is described by the wave function eq.(62). It is a superposition of the states with different C. As a result, spontaneous breakdown of the chiral symmetry occurs. ( The wave functions are not invariant under the chiral transform eq.(63).) This state is a low symmetry one. Degenerating of the ground state enables to introduce the usual order parameter:
It vanishes in the high symmetry state and is proportional to the 1D volume L in the low symmetry one, as it should be according to Landau theory [33] second order phase transition . One might say that it is the phase transition in regard to the specimen size (if the temperature is fixed). At L ≫ L c ∼ 2πv f /T * one has the system containing a macroscopic number of electrons, as it should be because the phase transition needs a macroscopic number of electrons. If the temperature is increased up to T * ≫ T c the thermal excitations became essential. We have seen that in this case chiral pairs are described by a broken phase wave function only if the distances between pairs are smaller then coherence length ζ (T * ) ∼ v c f /T * . In this case the order parameter eq.(69) is proportional to ζ rather than to L. It suggests that in this temperature region one has fluctuation the low symmetry phase within the high symmetry one. Now we will discuss the interrelation between two definitions of the symmetry breaking. The first definition has been introduced above (see Introduction ). It was based on two pairs probability. This definition is very convenient for us. The second one is usual (the non-zero order parameter eq. (69)). We have seen that the low symmetry phase exists at the same time when in the evolution operator the terms like eq.(59) are significant. The more general form for such term is
(The simplest form corresponding to φ = 1 is discussed in our model.) This expression can be rewritten as a composition of two connected complexes if the probability φ (x − y) → φ 0 |x − y| → ∞. ( This behavior is unusual. The ordinary case corresponds to φ (x − y) → 0.) According to connectedness logarithm theorem [25] , [26] (compare with the Section 4.1) it means existence of chiral pairs ( dx
e. one has the symmetry breaking. Simultaneously the term with the amplitude φ (x − y) − φ 0 is in the exponent at the equation for |Ω > usually. It describes a collisions of two pairs with the opposite chirality and does not bring about the symmetry breaking. Therefore it is not interesting for us now. The chiral pair we are interested in can be at any point. As a result, the order parameter eq.(69) is proportional to L and it's density is constant. So if the probability to find an RL-pair in the point x under condition that another pair (LR) is located in the point y tends to a constant then the order parameter density is constant.
Let us consider the opposite situation:
(One have seen such free case behavior described by eq.(68).) Such asymptotics emerge from free Green function poles (see eq. (22) for S 0 action ). It suggests that at such scales the pair wave function satisfy to the free Schrödinger equation. Naturally, the free particle wave function is invariant under chiral transformation. In that case the order parameter does not vanish due to the high symmetry phase fluctuation existing only at a smaller scale.
(An example of such behavior is our high temperature case.) As a result, ∆ will not be proportional to the specimen size. It means that the correlation between the pairs is present on a microscopical length rather than on the whole size. It is a definition of normal liquid . If the probability we are interested in decreases more slowly than for the free theory then ∆ increases with the specimen size but slower than L. In fact, this is precisely the Costerlitz-Thouless phase definition.
In this case the correlation between pairs present on the whole size but the order parameter density tends to zero if L → ∞. Let us discuss our problem from semi-phenomenological viewpoint used to prove the Costerlitz-Thouless phase existence. This approach is a standard now [20] . As usual at zero temperature one considers the Bose field φ (x, t) with the Lagrangian density
Here one takes into account that:
1. the potential minimum is realized by the symmetry broken fields φ (x, t) = v 0 exp iC (x, t),
2. according to the Goldstone theorem the spectrum of excitations is gapless.
(They are determined by the fields C (x, t).)
This assumptions are correct if λ is large enough. In the regular way one has
Here n is the specimen spatial dimension. In the case n = 1 the expression for exponent argument diverges logarithmically, so that
Thus at T = 0 the Costerlitz-Thouless phase exists in a one dimensional case. Let us consider the high temperature situation. The action density in the Matsubara version can be written as:
( It is convenient to introduce other constant v T differing from v 0 by dimensional factor.) As usual, a similar calculation results in substitution of dk0 2π by T * m at the equation eq.(71) . We are interesting in the high temperature case where one can keeps only the term with m = 0 from the sum. As a result, instead eq.(71) we have
In this situation the logarithmical divergency exists at n = 2 (see for example [20] ):
So at high temperature the Costerlitz-Thouless phase exists in the two dimensional case but a one dimensional system is a normal liquid:
One can estimate the crossover temperature T * 0 (that is the border temperature between the high temperature and the low temperature cases ) in consideration that the other terms (m = 0) are essential at the temperature
Here one takes into account the estimation for the minimum momentum k min ∼ 2π/L. The T * 0 crossing brings to changing the spatial dimension where CosterlitzThouless phase exists. In order to recognize in T * 0 the phase transition temperature one should note that the Hamiltonian noninteracting Goldstone particles coincides with the Luttinger one (after diagonalization) provided w is equal to v c f (in the short range model). So if the excitation energy spectrum is gapless the phase transition temperature is inversely proportion to the specimen length. Note that at the models with the Adler-Schwinger anomaly the Goldstone theorem is not an absolute necessity. In principle the broken symmetry models with a gap in the energy spectrum exist. An example of such theory is well-known massless Schwinger model [21] , [16] . Our background assumption in this case is not valid and, as a result, the consideration about T c is not correct. Such models may have the ground state that corresponds to a broken symmetry with a non-zero order parameter density and T c not vanishes even when the specimen length tends to infinity.
Discussion.
Let us consider the ground state of a one-dimensional strongly interacting fermions system from the qualitative viewpoint. At low temperature region it is described by the wave function eq.(62).
In order to calculate the number of pairs with chirality +2 one has to take into account that it is equal to the number of R-electrons ( with p > 0 ) because the other states do not exist in this momentum region:
This expression can be calculated easily [34] and equals to L/2. It coincides with the well-known fact: the distribution function of electrons is of the order of 1/2 near the Fermi surface [17] . In order to check this fact let us express the R-electron Green function in the form:
Here G 0 RR (∆x) = i/2π (∆x + iδ) −1 is the free electron Green function and ∆G RR (∆x) describe the Green function changing due to the interaction:
The first term in eq. (76) is in fact the right pair density and the second one is the left pair density. After the Fourier transformation one gets:
From here one can see that the electron's distribution function is 1/2 and the reason for its continuity. Indeed, the right electron and the left hole attract each other and form a kind of a bound state with C = 2. It requires the continuity of the distribution function that should be equal to 1/2. In the opposite case same electrons and holes will be unpaired. These particles are charged therefore it should be unfavorable from the energy viewpoint. In order to make sure of the neutral condensate advantage one can calculate the energy shift for our system. This is done in Appendix C. It is equal to an ordinary excitation energy without any interaction. In the case where the charged particles exist the energy shift should be considerably bigger (the Coulomb energy shift on). Let us estimate the condensate density. In the model discussed N R (p) is momentum independent. It means that the sum over the all states diverges at the values of large p. Such divergence is removed by the fact that electrons are one-dimensional only for the distances which are much larger than the channel section d. In the opposite case the one-dimensional effects have to disappear. As a minimal requirement the electron-electron potential should be weaker at the distance about d. For such purpose one may test the Lorentz one:
Formally this weakening leads to a reasonable problem: the electron's number is conserved. Indeed, the electron Green function can be easily calculated at the distance ∆x ≫ d/ ln (v 0 /πv f ) = 1/p max using the bosonization technique :
One can check that distribution function in this model coincides with the expression from the paper [17] for the strong interaction:
( p ≪ p max ). The electron's number is conserved because G RR (∆x)−G 
It is smaller than the total electron's state number Lp f /2π parametrically. Let us discuss the effects that can indicate the condensate existence. A charge-neutral condensate can not appear in the experiments associated with charge transition obviously. However, it should bring contribution to effects concerned with the energy currents and cannot transfer heat. Therefore if one considers the questions about experiments he should think about thermal anomalies. With this in mind we intend to discuss the effect similar to superfluid helium termomechanical one. (The temperature decrease at increase of the superfluid mass [35] .) In order to investigate such effects one has to change the condensate state. This problem will be discussed in a separate paper devoted to strongly interacting one-dimensional electrons in the external fields. Here we limit ourselves with the symmetry consideration only. At first sight the chargeneutral condensate can not interact with external electric fields at all. Yet it is not the case. Indeed, one have seen that the electron-electron interaction was reduced to the problem of electrons interacting with the same external field. Thus the existence of external field should change the pairing conditions. In order to check this fact we will consider change of the order parameter under the external field application. In the simplest case the static field can be eliminated from the Hamiltonian by the transition to the new electron field using chiral transformation eq. (63) 
Conclusion
In summary, we have investigated the ground state for a system of strong interacting one-dimensional electrons in the Luttinger approximation. It was shown that this system undergo a phase transition similar to the Costerlitz-Thouless one. In the limiting case of infinitely strong interaction it can be described as a usual second order phase transition into the chiral phase. In this situation the ground state wave function corresponds to a macroscopic number chiral pairs in the same quantum state. This means that there is an order parameter which is related to the density of the pairs. In other words, in this case the Luttinger model is the phase with a broken symmetry. An infinitesimal correction to the infinitely strong interaction approximation brings about a Costerlitz-Thouless phase. In this phase the order parameter density vanishes but the long-range order still exists, i.e. the correlation between the pairs is present for all pairs in whole sample. The thermodynamic fluctuations of the gapless excitations effectively suppress the any long-range order in one space dimension. Therefore the phase transition temperature tends to zero for strictly infinite systems. If the size of the system is finite this temperature becomes finite and equal to excitation energy with minimal momentum. One might say that T c limits the system size from above. On the other hand one can be sure that the system size is limited from below too. Indeed, the phase transition needs a macroscopic number of electrons. We have shown that the system is macroscopic if L ≫ L c ∼ 2πv f /T * . One can reformulate these requirements in the temperature terms (L is fixed). The Luttinger model is the phase with a broken symmetry provided
These characteristic temperatures differ parametrically for the strong one-dimensional interaction. Note, even under the higher temperature region the specific onedimensional anomalies in the correlation functions take place solely from fluctuation of the low symmetry phase in the high symmetry one.
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We A Evolution operator for system of fermions.
We present a short derivation of representation for the evolution operator as a functional integral with definite boundary conditions. This representation is well-known in the field theory but one reefers to the Feynman-Hibbs part integral usually. ( Of course it is absolutely correct because this representation is infinite-dimensional generalization of a part integral.) Therefore we will give a path to see this directly. As we have seen the electron-electron interaction can be reduced to the problem of electrons interacting with external field. For this reason we will consider only this case in spite of the fact that the representation is general. It permits to us consider only the Hamiltonian linear on variableŝ a † andâ (H â † ,â ) . The derivation is made in the Schrödinger representation where only the wave functions are time-dependent. For the simplicity we begin from the model with an empty ground state |0 > rather than the Fermi one. ( It allows us to write the equations in a more compact form.) Besides we will omit the space arguments. (They enter the equations in a regular way.)
Let us divide up the time interval T into N infinitesimal pieces δ = T /N. The point i = N corresponds to the initial time and i = 1 -to the t = T. For any complete set of exact wave functions ( in the secondary quantization representation) at the any i−point one has: ξ † 1 can be expressed as A + SpBξ † 1 . In order to calculate the evolution operator one should sum the expression over |k 1 >. As a result, one has:
So the summing at the point i = 1 leads to replacement the of Grassmanian variable ξ † 1 by the operator a † . Similarly, the summation over |k N > gives:
Here the variable ξ N is replaced by the operator a. This means that instead of direct summation over the wave functions at the extreme points one can integrate over the fields Ψ and Ψ, tending to a and a † at the t = 0 and t = T respectively. Note that the fields a and a † are defined at different times. As a result, one should consider them as anticommutating here.
Let us remember that the ground state of our system is the Fermi state, rather than the empty one. One can take this into account by transition to the electron-hole representation. Correspondingly, one should introduce negative (Ψ − ) and positive (Ψ + ) frequency parts at the Grassmanian variables and repeat the derivation above with double number of variables ξ. Note that in an ordinary quantum mechanical approach both electron and hole should be described by the complex wave functions satisfactoring to the Schrödinger equation. It means that one should formulate two initial conditions for the electrons and two for holes. The number boundary conditions should be the same in both approaches. Therefore one can not demand from the negative part of Ψ R,L (x, t) at t → +0 to be zero in our initial conditions, etc. This fact is obvious from the physical point of view. The point is that Ψ − at t → +0 corresponds to the hole creation operator but it will act on < F |. It means indeed that Ψ − at t → +0 should be arbitrary.
B
Calculation of DetΦ.
We will calculate the functional integral over the field χ. They obey to zero initial conditions. It means that this is a functional integral with usual initial conditions:
In an ordinary case DetΦ can be calculated in a normal way using the identity
The right-hand side of this identity is represented after differentiation over λ as
where the inverse operator is the Green function with the same arguments, Usually the result does not depend on the order of arguments. However, in the theory with Adler-Schwinger anomaly the sequence of time and space arguments is essential. The simplest way is to assume to be equal the space argument at the very beginning. In this case the result will be in contradiction with gauge invariance of the theory. In the paper [16] the procedure without this vagueness was suggested. It does not exist in this case because all calculations are done with non -equal variables up to the end. The procedure is based on the Heisenberg equation for the electron's evolution operatorŜ (Φ) = DetΦ exp S 0 (T ) at the external field (without direct electron-electron interaction). In Heisenberg representation one has
where H ext is the noninteracting electrons Hamiltonian (the external field is dependent on the time T ), and the action S 0 is defined by the eq. (22) . One should mark that all creation operators are defined at the moment T while the annihilation one -at t = 0, therefore at the commutator [H ext , S 0 (T )] − only the terms with creation operators do not commutate with S 0 . One can rewrite the equation in the form:
In order to calculate the commutator in this equation one can use the well-known identity:
It can be proved using the direct exponent expansion. (Here K -is an anticommutating with a operator and ∆ (x 1 − x ′ ) -is the anticommutator a (x) , a † (x ′ ) + is defined by eq. (12)). The left-hand side eq.(81) is a c-number, it means that all operators from right-hand side of this equation have to vanish. The C-number parts arise only from commutators
As a result, one has
This representation is general. In order to rewrite the right-hand side of this equation in our case one should take into account that only the region y → y ′ → x is essential in the first term. However, at the point y → y ′ the argument of exponent from Green function (20) vanishes. It means that the contribution is determined by the preexponential pole and only the first and the second terms of the expansion of exponent can give nonvanishing contributions. All singularities under the integral over y in the function coming from the first term are in the one semiplane. One can close the contour in the other one and prove that this integral vanishes. In the next order in Φ only the part with the singularity at the lower semiplane of variable y gives a nonvanishing term. After integration over y ′ one has (in the momentum space representation ):
The L-electrons give the same result but with the opposite sign of p in the region p < 0. After the integration of eq.(82) and symmetrization one gets eq. (23) . Note that eq. (23) is gauge invariant: the fields depending only on time do not contribute to the eq.(23).
C Normalizing coefficient and energy shift.
We have seen that the matrix element from eq. (13) can be expressed as a Gaussian type functional integral. It gives the normalizing coefficient and the ground state energy shift. Indeed, one can expand the exact wave function over the free electrons ones. In the limit T → ∞ only the matrix element between the lowest energy level survive. It can be represented in the form:
where ∆E is the ground state energy shift. Comparing Z with the normalizing coefficient definition (Z 0 ) one can see that it is equal to the overlapping probability of the ground states of the free and interacting electrons : | < Ω|F > | 2 . On the other hand, the matrix element we are interested in is
where 1/N is the Nambu trick normalizing coefficient eq. (26) . The matrix element Z has to be calculated in a finite size system because we have the theory with macroscopic number of the new particles in the ground state (increasing with L). In this case the exact wave function should be orthogonal to the free one in the limit L → ∞. It follows from the unitarity of the theory (the normalizing conditions for |F > and |Ω > have to be the same).
The usual way of calculation (as an product of the eigenvalues) for this determinant leads to unsolvable algebraic equation. The more effective procedure is the transformation the integral kernel eq.(83) to the differential one. In order to do this note that
In this equation the constants Φ p (0) and Φ p (T ) are arbitrary. It means that determinant we interested has the form:
Dφ p (t) exp φ −p (t) △ t φ p (t) (88)
Integral over φ p can be calculated in the usual way [15] :
Where C (p = 0) is the p = 0 contribution. It will cancel out in the final expression. Taking into account the identity
one has
sin ω p T sin |p|T
In order to analyze eq.(89) it is convenient to turn to temperature. Note, the eq. (89) is correct even at the temperature T * ≪ T ch , because only the Green functions with equal time arguments were used (compare with Section 5). In this temperature region the matrix element can be expressed in the form:
It is convenient to rewrite this equation in such a way:
One can see the energy shift and normalizing coefficient in this form explicitly. The sums in this equation diverge because of the gapless spectrum. They have to cut off at p max ∼ 1/d (see discussion in Section 6 ). In order to take the preexponential factor one should calculate the next correction after the Riemann sum. As a result for the short range potential we have 
D Sum calculation.
All the sums in the equation for the action can be calculated by differentiation of the expression S (α) by the parameter α
( α vary within the region (1, i∞) .) After summation the arithmetic progression one can rewrite it in the form:
where y 0 (x) = exp (2πi/L) (x + iδ) . One expects x ≪ L here. Note, this result can apply at x ∼ L as an order of magnitude estimation only. The final expression appearing in the action is:
where ζ = L/2π (n min − 1) −1 . If n min ∼ LT * /2πv c f then ζ is equal to the coherent length that has been introduced at Section 5.
Let us consider the influence of the boundary conditions to the action. In principle, any of them can be rewritten as p n = 2π (n + δn) /L, |δn| < 1/2. In this case at T * = 0 the action is determined by the sum:
In exactly the same way one gets
It results from this that up to |x − y| ∼ L at T * = 0 the action does not depend on the boundary conditions. Under the higher temperatures (T ≫ T c ) one should cut off the sum at n min . Finally, it brings about the replacement of ζ by L/2π (n min + δn − 1) −1 in eq.(92). It suggest the replacement T c by (1 − δn) T c formally [36] . However the transition temperature was defined up to the factor of the order of unity. Therefore one should not take this into account.
