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ABSTRACT Complete theoretical understanding of the most complex superconductors 
requires a detailed knowledge of the symmetry of the superconducting energy-gap Δ𝑘
𝛼, for 
all momenta 𝑘 on the Fermi surface of every band . While there are a variety of techniques 
for determining |Δ𝑘
𝛼|, no general method existed to measure the signed values of  Δ𝑘
𝛼. 
Recently, however, a new technique based on phase-resolved visualization of 
superconducting quasiparticle interference (QPI) patterns centered on a single non-
magnetic impurity atom, was introduced. In principle, energy-resolved and phase-resolved 
Fourier analysis of these images identifies wavevectors connecting all k-space regions where 
Δ𝑘
𝛼 has the same or opposite sign. But use of a single impurity atom, from whose precise 
location the spatial phase of the scattering interference pattern must be measured is 
technically difficult. Here we introduce a generalization of this approach for use with 
multiple impurity atoms, and demonstrate its validity by comparing the Δ𝑘
𝛼  it generates to 
the  Δ𝑘
𝛼  determined from single-atom scattering in FeSe where 𝑠± energy-gap symmetry is 
established. Finally, to exemplify utility, we use the multi-atom technique on LiFeAs and find 
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scattering interference between the hole-like and electron-like pockets as predicted for Δ𝑘
𝛼  
of opposite sign.  
 
 The macroscopic quantum condensate of electron pairs in a superconductor is 
represented by its order-parameter Δ𝒌
𝛼 ≡< 𝒄𝒌
𝜶†𝑐−𝒌
𝛼 † > where 𝑐𝑘
𝛼† is the creation operator for 
an electron with momentum 𝒌 on band . But electron pair formation can occur through a 
wide variety of different mechanisms and in states with many possible symmetries1. Thus, it 
is the symmetry properties of Δ𝒌
𝛼  that are critical for identification of the Cooper pairing 
mechanism1 and, moreover, for understanding the macroscopic phenomenology1. While 
macroscopic techniques can reveal energy-gap symmetry for single-band systems2,3, no 
general technique existed to determine the relative signs of  Δ𝑘
𝛼 and Δ
𝑘′
𝛽
 between 𝒌𝛼   and  𝒌
′
𝛽  
for all Fermi surface momenta in an arbitrary superconductor.  
 
 In 2015 a conceptually simple and powerful new technique for determining Δ𝑘
𝛼  
symmetry was introduced4, by Hirschfeld, Eremin, Altenfeld and Mazin (HAEM). It is based 
on interference of weakly scattered quasiparticles at a single, non-magnetic, impurity atom. 
Given a superconductor Hamiltonian  
ℋ(𝒌) = (
𝐻𝒌 𝛥𝒌
Δ𝒌
† −𝐻−𝒌
𝑇 ),      (1) 
where 𝐻𝒌 is the normal-state Hamiltonian and 𝛥𝒌 the superconducting energy gap, a weak 
non-magnetic impurity atom is modeled as a weak point-like potential scatterer, with 
Hamiltonian 𝐻𝑖𝑚𝑝 =  𝑉0𝑐𝒓
† 𝑐𝒓 centered on at the origin of coordinates 𝒓 = 0. Effects of 
scattering are then represented by a T-matrix derived from local Green’s function 𝐺0(𝐸) =
∑ 𝐺𝒌
0
𝒌 (𝐸) where 𝐺𝒌
0(𝐸) = (𝐸 + 𝑖0+ − ℋ𝒌)
−1. When the impurity potential is constant in k-
space, the Green’s function becomes 𝐺𝒌,𝒌′(𝐸) = 𝐺𝒌−𝒌′
0 (𝐸) + 𝐺𝒌
0(𝐸)𝑇(𝐸)𝐺𝒌′
0 (𝐸), with the T-
matrix given by 𝑇(𝐸) = [1 − 𝑉𝑖𝑚𝑝𝐺0(𝐸)]
−1
𝑉𝑖𝑚𝑝. From 𝐺𝒌𝒌′(𝐸), the perturbations to the local 
density-of-states 𝛿𝑁(𝒓, 𝐸) are predicted surrounding the impurity atom, and its Fourier 
transform can be determined directly from 𝛥𝑘 as 
 𝛿𝑁(𝒒, 𝐸) = −
1
𝜋
𝐼𝑚 [∑ 𝐺𝒌
0(𝐸)𝑇(𝜔)𝐺𝒌+𝒒
0 (𝐸)𝒌 ]11
   (2) 
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which is a purely real quantity because in the theoretical calculation, the single impurity is 
exactly located in the center of the FOV. The authors of Ref. 4 realized that the particle-hole 
symmetry of Eqn. 2 for scattering interference wavevector 𝒒 = 𝒌𝑓
𝛽
− 𝒌𝑖
𝛼  , depends on the 
relative sign of the energy-gaps Δ𝑘𝑖
𝛼  and Δ𝑘𝑓
𝛽
 at these two momenta.  
 
 Consequently, the experimentally accessible energy-antisymmetrized function 
𝜌−(𝒒, 𝐸)  of phase-resolved Bogoliubov scattering interference amplitudes 
 𝜌−(𝒒, 𝐸) ≡ 𝑅𝑒{𝛿𝑁(𝒒, +𝐸)} − 𝑅𝑒{𝛿𝑁(𝒒, −𝐸)}    (3) 
can be used to determine the relative sign of the superconducting energy-gaps connected by  
 𝒒 = 𝒌𝑓
𝛽
− 𝒌𝑖
𝛼 . In the simplest case with two isotopic gaps Δ𝛼 and Δ𝛽 on distinct bands, it 
was demonstrated that 
𝜌−(𝒒, 𝐸) ∝  𝐼𝑚 [(𝐸+
2 − Δ𝛼  Δ
𝛽
) √𝐸+
2 − (Δ𝛼 )
2
√𝐸+
2 − (Δ
𝛽
)
2
⁄ ]   (4) 
where 𝐸+ = 𝐸 + 𝑖0
+, so that the functional form of 𝜌−(𝒒, |𝐸|) is very different when the 
product  Δ𝛼  Δ
𝛽
 is positive or negative. An elementary implication of Eqn. 4 is that, when 
order parameter has opposite signs on the two bands so thatΔ𝛼Δ𝛽 < 0,  𝜌
−(𝒒, 𝐸)  does not 
change sign and exhibits pronounced maxima or minima near 𝐸 ≈Δ𝛼,𝛽 whereas if the order 
parameter has the same sign so that Δ𝛼Δ𝛽 > 0, 𝜌
−(𝒒, 𝐸) exhibits weak maxima or minima 
near 𝐸 ≈Δ𝛼,𝛽 with a sign of change in between. More generally, especially with multiple 
bands and anisotropic gaps, HAEM requires that 𝜌−(𝑞, 𝐸) be predicted in detail for a specific 
𝐻𝑘  and Δ𝑘  in Eqn. (1) and then compared with quasiparticle interference imaging5  in which 
the STM differential electron tunneling conductance, 𝑔(𝑟, 𝐸) ∝ 𝛿𝑁(𝑟, 𝐸)   is visualized.   
 
 This single-atom phase-resolved HAEM method has been established 
experimentally6,7. For example, in the case of the multiband 𝑠± superconductor FeSe, the 
complete energy and wavevector dependence of 𝜌−(𝒒, 𝐸) was used to determine that the k-
space structure including relative sign of Δ𝒌
𝛼 and Δ𝒌
𝛽
 , for all 𝒌𝛼   and all  𝒌𝛽  on two different 
bands. But this result required that the impurity atom be highly isolated from other 
impurities and centered precisely at the origin of coordinates, with respect to which the 
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Re𝛿𝑁(𝒒, 𝐸)  of Eqn. 3 is then properly defined. This was critical because, on the scale of a 
crystal unit-cell, a small error in the coordinate of the origin (at the impurity atom) produces 
major errors in Re𝛿𝑁(𝒒, 𝐸)  and Im𝛿𝑁(𝒒, 𝐸) (SI section I). Moreover, single impurity atom 
based measurements limit the k-space resolution because the FOV is typically restricted in 
size, making them unsuitable for superconductors with large impurity-atom densities. This 
provides the motivation for a variety of new approaches beyond single-atom HAEM. One is 
to study Bogoliubov bound-states at individual impurity atoms8,9,10, although this has proven 
problematic because the elementary HAEM concept (Eqn. 3) is only valid in the weak 
scattering range i.e. well below the scattering strength sufficient to generate Bogoliubov 
bound states11. Another approach is to use sparse blind deconvolution12 to analyze images 
of scattering interference at multiple atoms, yielding the phase-resolved real space structure 
of 𝛿𝑁(𝒓, 𝐸) although not the 𝜌−(𝒒, 𝐸) of Eqn. 3. Overall, therefore, widespread application of 
the HAEM technique (Eqn. 3) as a general tool for Δ𝒌
𝛼 determination remains a challenge. 
 
 Here, we introduce a novel and quite practical technique for determining 𝜌−(𝒒, 𝐸) of  
Eqn. 3  from multiple impurity atoms in a large FOV . To understand this approach, consider 
the key issue of  phase analysis as depicted in Fig. 1, a schematic simulation of Friedel 
oscillations 𝛿𝑁(𝒓) = ∑ cos(2𝒌𝐹 ⋅ (𝒓 − 𝑹𝑖) + 𝜗) |𝒓−𝑹𝑖|
2⁄𝑅𝑖  from multiple atoms at random 
locations 𝑹𝒊 . The Fourier transform components of this 𝛿𝑁(𝒓) are shown in in the top two 
panels of Fig. 1b. Obviously, the Re𝛿𝑁(𝒒) required for the HAEM technique in Eqn. 3, is weak, 
does not have a clear sign, and is indistinguishable from Im𝛿𝑁(𝒒). Such effects occur because 
the spatial phases of all the individual Friedel oscillations at Ri are being added at random.  
The consequence is most obvious in the azimuthally integrated Re𝛿𝑁(𝑞) shown in Fig. 1c 
where the phase information of single-atom Friedel oscillation is completely scrambled and 
the HAEM technique of Eqn. 3 thereby rendered inoperable. 
 
 This problem could be mitigated if the Fourier transform of the scattering 
interference pattern surrounding each  𝑹𝑖 were evaluated as if it were at the zero of 
coordinates. In this regard consider the Fourier transform of a scattering interference 
surrounding a single impurity atom at 𝑹𝑖 = (𝑥𝑖, 𝑦𝑖),   
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∫ 𝛿𝑁(𝒓 + 𝑹𝑖)𝑒
𝑖𝒒⋅𝒓𝑑𝒓 = 𝑒−𝑖𝒒⋅𝑹𝑖∫ 𝛿𝑁(𝒓 + 𝑹𝑖)𝑒
𝑖𝒒⋅(𝒓+𝑹𝑖)𝑑(𝒓 + 𝑹𝑖) = 𝑒
−𝑖𝒒⋅𝑹𝑖𝛿𝑁(𝒒)    (5) 
This ‘shift theorem’ shows how the correctly phase-resolved Fourier transform of a 𝛿𝑁𝑖(𝒓) 
oscillation centered on an atom located at 𝑹𝑖 = (𝑥𝑖, 𝑦𝑖), can be determined using   
 𝛿𝑁𝑖(𝒒) = 𝑒
𝑖𝒒⋅𝑹𝒊𝛿𝑁(𝒒)            (6) 
where 𝛿𝑁(𝒒) is the Fourier transform using the same arbitrary origin as determines the 𝑹𝒊. 
Thus we may define a multi-atom algorithm 
𝛿𝑁𝑀𝐴(𝒒) =  ∑ 𝛿𝑁𝑖(𝒒)𝑅𝑖           (7)  
whose consequences are illustrated in the bottom half of Fig. 1b. The real part Re𝛿𝑁𝑀𝐴(𝒒) 
now becomes well-defined and the overall magnitude is also strongly enhanced compared 
to Re𝛿𝑁(𝒒). Moreover, the azimuthally integrated Re𝛿𝑁𝑀𝐴(𝒒) plotted in Fig. 1d shows that 
the sign of Re𝛿𝑁𝑀𝐴(𝑞) changes for 𝜗 = 0 and 𝜗 = 𝜋 as expected. Here it is essential that the 
impurity atom coordinates  𝑹𝑖 are determined accurately so that the phase is well-defined.  
We therefore employ a picometer-scale transformation13,14,15 which renders topographic 
images 𝑇(𝒓) perfectly periodic with the lattice, and then use the same transformation on the 
simultaneously recorded 𝑔(𝒓, 𝐸) to register all the scattering interference oscillations 
perfectly to the crystal lattice (SI Section III). 
 
 Equation 7 then allows to correctly define the quantities in Eqn. 3 for arbitrarily large 
numbers of scattering atoms. The 𝜌−(𝒒, 𝐸) for each impurity atom is determined using Eqn. 
6 as 
𝜌𝑖
−(𝒒, 𝐸) = 𝑅𝑒{𝑔(𝒒, +𝐸)𝑒𝑖𝒒⋅𝑹𝑖} − 𝑅𝑒{𝑔(𝒒, −𝐸)𝑒𝑖𝒒⋅𝑹𝑖}   (8) 
while from Eqn. 7 the sum over these 𝜌𝑖
−(𝒒, 𝐸) yields  
𝜌𝑀𝐴
− (𝒒, 𝐸) = ∑ 𝜌𝑖
−
𝑖 (𝒒, 𝐸)     (9) 
This procedure adds all the individual  𝜌𝑖
−(𝒒, 𝐸) signals from every impurity atom at Ri in-
phase, while effectively averaging out the random phase variations due to  both locating the 
origin and the contributions of all other scatterers. We designate this procedure multi-atom 
HAEM (MAHAEM).  
 
 Determination of the magnitude of superconducting energy gaps |Δ𝑘
𝛼| has long been 
achieved16,17,18,19,20,21,22,23  using quasiparticle scattering interference (QPI). MAHAEM is the 
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most recent advance of the QPI technique, and to test it we consider FeSe where the single 
impurity atom 𝜌−(𝒒, 𝐸) for determining Δ𝑘
𝛼 was first established experimentally. We 
measure the differential tunneling conductance 𝑔(𝒓, 𝐸) ≡ 𝑑𝐼/𝑑𝑉(𝒓, 𝐸) in a 30 nm FOV at 
T=280mK, followed by determination of 𝑹𝑖 = (𝑥𝑖, 𝑦𝑖)  for 17 impurity sites (SI Section IV), 
some of which are shown in the FOV in Fig. 2a. We then use Eqn. 9 to calculate 𝜌𝑀𝐴
− (𝒒, 𝐸). 
Figure 2b shows the FeSe Fermi surface with the hole-pocket 𝛼 around Γ-point and electron 
pockets 𝜀(𝛿) around X(Y) points. Scattering between 𝛼 and 𝜀 at wavevector 𝒑1was studied. 
A representative layer 𝜌𝑀𝐴
− (𝒒, 𝐸 = 1.05𝑚𝑒𝑉) is shown in Fig. 2c, where the scattering feature 
at vector 𝒑1 is marked with a circle. We then sum over the encircled q- region to get 𝜌𝑀𝐴
− (𝐸) 
for this scattering feature which is shown as black dots in Fig. 2d. Results from our MAHAEM 
measurements agree very well with the experimental results using a single impurity atom 
𝜌𝑆𝑖𝑛𝑔𝑙𝑒
−𝐸𝑥𝑝  (black crosses) and the theoretically predicted curve for 𝜌𝑠±
−𝑇ℎ (solid, black) in FeSe.  
This demonstrates the validity and utility of the multi-atom HAEM  technique. 
 
 Next we consider LiFeAs, a complex iron-based  superconductor that is a focus of 
contemporary physics interest24,25,26, particularly the relative sign of Δ𝒌
𝛽
 between all five 
bands. Fig. 3b shows the Fermi surface of LiFeAs calculated using a tight-binding fit36,27 to 
the STM-data. It consists of 3 hole pockets h1,h2 and h3 around Γ-point and 2 electron pockets 
e1 and e2 around X-point. The hole pockets around −point on the Fermi surface (FS) 
revealed by spectroscopic imaging scanning tunneling microscope (SI-STM)28 and confirmed 
by angle resolved photoemission spectroscopy (ARPES)29,30, are much smaller as compared 
to most other Fe-based superconductors.  Local density approximation (LDA) and dynamical 
mean field theory (DMFT) calculations have attributed the small size of hole pocket to 
stronger electron-electron correlation in this material. The superconducting energy-gaps Δ𝑘
𝛼  
are substantially anisotropic28. Theoretically, in the case of Δ𝑘
𝛼  with 𝑠± symmetry, if both 
electron-like and hole-like pockets are present31,32 the pairing arises from spin-fluctuations 
which are enhanced by nesting between the electron-like and hole-like pockets.  But the 
presence of three hole pockets, combined with relatively weak spin fluctuations33, allow for 
several possible competing ground states in the presence of repulsive interactions. In Ref. 34 
it was pointed out that, under these conditions, several s-wave channels are nearly 
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degenerate.  These channels include the conventional 𝑠± state where the signs on all hole 
pockets are the same35,36,  so-called “orbital antiphase state” that occurs when the interaction 
is diagonal in orbital space24, and a distinct sign structure obtained when vertex corrections 
were included37. Ref. 38 considered the question of whether these various proposed phases 
could be distinguished using HAEM based on Eqn. 3 and concluded that it would be 
challenging.  
  
 Here we examine the relative signs of Δ𝑘
𝛼 in LiFeAs by using MAHAEM.  Figure 3a 
shows the typical cleaved surface of LiFeAs. The atomic scale scattering sites used in our 
analysis are Fe-atom vacancies. Ultimately, we focus on the scattering between hole-like and 
electron-like bands as indicated by a dashed scattering vector 𝒒𝑒ℎ in Fig. 3b. The theoretical 
calculations were performed from the experimentally fitted tight binding model27 and 
anisotropic gap magnitude structure28,30. Scattering neighboring this wavevector leads to a 
“horn-shaped” feature in 𝛿𝑁(𝒒, 𝐸) which is enclosed in a circle in Fig. 3c. Figure 3d then 
shows the theoretical, single-atom 𝜌−𝑇ℎ(𝒒, 𝐸) integrated for the 𝒒 in the brown oval in Fig. 
3c for 𝑠± and 𝑠++ gaps, where sign of the gap was imposed by hand. The sign of 𝜌𝑠±
−𝑇ℎ doesn’t 
change for the energy values within the superconducting gap and its amplitude peaks at the 
energy 𝐸 ≈ Δ𝑒1 , Δℎ1 , both characteristics of a sign changing gap
38; contrariwise 𝜌𝑠++
−𝑇ℎ changes 
sign indicative of same sign energy gaps throughout.  
 
 For comparison, differential conductance 𝑔(𝒓, 𝐸) imaging of LiFeAs is performed at 
T=1.2K. The typical 𝑔(𝐸) spectrum consists of two gaps corresponding to Δ1 = 5.3 meV and 
Δ2 = 2.6 meV.  The measured 𝑔(𝒒, 𝐸) are shown in Fig. 4a. and the feature at 𝒒𝑒ℎ expected 
from the theoretical model in Fig. 3c is indicated by a circle. We evaluate  𝜌𝑀𝐴
− (𝒒, 𝐸) from 
Eqns. 9 for N=100 atomic scale Fe vacancy sites (SI Section IV). The resulting image 𝜌𝑀𝐴
− (𝒒, 𝐸) 
at a representative subgap energy 𝐸 = 3.3 meV is shown in Fig. 4b.  
 
 Of note in Fig. 4(b) is the variety of structures at  |𝒒| ≪ |𝒒𝑒ℎ|, which are challenging 
to understand. The thin outer blue ring is located at a radius in q-space that corresponds well 
to the expected intraband scattering within pocket h3.  Furthermore, much of the q-space 
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within this ring is blue and of rather high intensity for 1meV<|E|<6meV.   This false-color, 
indicating sign-preserving scattering, is consistent with the conventional 𝑠± picture within a 
HAEM scenario, but the high intensity is not. As discussed in SI Section V there are several 
possible explanations of these low |q| phenomena, including intermediate-strength 
scatterers, bound states and antiphase hole-pocket gaps.   
 
  Nevertheless, when the high |q| scattering between hole-like and electron-like 
pockets (Fig. 3b and Fig. 3c) is integrated within the q-space region shown by a brown circle 
on the 𝜌𝑀𝐴
− (𝒒, 𝐸) of Fig. 4a, it yields  𝜌𝑀𝐴
− (𝐸) as plotted in Fig. 4c. The theoretically predicted 
𝜌− (𝐸) curves are overlaid for comparison. It is clear that the experimental 𝜌𝑀𝐴
− (𝐸) is 
consistent with the 𝜌±
−𝑇ℎ(𝐸) theory because it does not change sign and exhibits a peak at 
𝐸 ≈ 3.7𝑚𝑒𝑉 ≈ √Δ1Δ2.  In this way, the MAHAEM technique efficiently demonstrates that Δ𝑘
𝛼  
changes sign between electron-like and hole-like bands of LiFeAs. 
 
 We report development and demonstration of a new and improved approach for 
signed Δ𝑘
𝛼  determination (Eqn. 9), but now for use with multiple impurity atoms. This 
MAHAEM technique for measuring 𝜌− (𝒒, 𝐸) is based on a combination of the Fourier shift 
theorem and high precision registry of scatterer locations. It extends the original HAEM 
approach4 to more disordered superconductors (Figs 2a, 3a), enables its application to far 
larger fields of view thereby enhancing q-space resolution (Fig. 4b), and greatly increases 
signal to noise ratios (Figs 1d, 4b) by suppressing phase randomization in multi-atom 
scattering interference. Overall, MAHAEM represents a powerful and general technique for 
Δ𝑘
𝛼 determination in complex superconductors.  
 
METHODS 
 FeSe samples were prepared using KCl3/AlCl3 chemical-vapour transport39 with 𝑇𝑐 ≈
8.7𝐾 and LiFeAs samples were grown using LiAs flux method yielding a 𝑇𝑐 ≈ 15 K. The highly 
reactive LiFeAs samples are prepared in a dry nitrogen atmosphere in a glove box. All 
samples are cleaved in-situ in our ultra-high cryogenic vacuum STM at low temperature. The 
g(r,E) data was acquired with a 3He refrigerator equipped STM. The picometer level atomic 
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registration was performed before applying the HAEM technique as described in full detail 
in the SI section II. Full details of the multi-atom HAEM analysis are presented in detail in SI 
section III. Theoretical predictions for 𝜌−(𝐸) curves were performed using the T-matrix 
formalism with energy gap on each band and normal state tight binding parameters fitted to 
experiments.  
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Figure Captions 
1. Schematic for Multi-Atom Phase Analysis 
a. Simulation of density of states perturbation δN(r) due to 2-dimensional Friedel 
oscillations surrounding 100 impurity atoms at random locations Ri. 
b. Top left: Real part of Fourier transform Re𝛿𝑁(𝒒) from 𝛿𝑁(𝒓) in 1a.  Top right: Real 
part of Fourier transform Re𝛿𝑁(𝒒) from 𝛿𝑁(𝒓) in 1a. Bottom left: Real part of 
Fourier transform Re𝛿𝑁𝑀𝐴(𝒒) calculated using multi-atom technique of Eqn. 7. 
Bottom right:  Imaginary part of Fourier transform Re𝛿𝑁𝑀𝐴(𝒒) calculated using 
multi-atom technique of Eqn. 7. 
c. Re𝛿𝑁(𝒒) from 𝛿𝑁(𝒓) in 1a for 𝜗 = 0 and 𝜗 = 𝜋, integrated azimuthally from top left 
in 1b. Its strong random fluctuations versus |q| are due to summing the Friedel 
oscillations in 𝛿𝑁(𝒓) of 1a with random phases due to the random locations Ri. 
d. Re𝛿𝑁𝑀𝐴(𝒒) from 𝛿𝑁(𝒓) in 1a integrated azimuthally from bottom left panel in 1b. 
Re𝛿𝑁𝑀𝐴(𝒒) is now orders of magnitude more intense than in 1c, and the phase of 
the Friedel oscillations in 𝛿𝑁(𝒓) of 1a is now very well defined because the effects of 
random locations Ri are removed by using Eqn. 7. One way to see this is that 
changing the oscillation phase 𝜗 = 0 to and 𝜗 = 𝜋 surrounding all Ri in 𝛿𝑁(𝒓) 
produces the correct evolution of Re𝛿𝑁𝑀𝐴(𝒒). 
 
2. Demonstration of MAHAEM for FeSe 
a. Topography of FeSe showing the type of defects (Fe atomic vacancies) used for 
analysis. The x- and y-axes are along Se-Se atoms. 
b. Fermi surface of FeSe showing the scattering between hole-pocket 𝛼 and electron-
pocket 𝜀 with scattering vector 𝒑𝟏, which is the subject of study.  
c. 𝜌𝑀𝐴
− (𝒒, 𝐸 = 1.05𝑚𝑒𝑉) calculated using Eqn. 9 for a FOV containing 17 Fe vacancies. 
The circle denotes the region where the 𝛼 → 𝜖 scattering occurs and we integrate the 
𝜌𝑀𝐴
− (𝒒, 𝐸) over the 𝒒 in this region. 
d. The integrated 𝜌𝑀𝐴
− (𝐸) (dots, black) from our MAHAEM analysis of FeSe compare to 
the theoretical predictions from an accurate band- and gap-structure model of FeSe 
for 𝑠++ (solid, pink) and 𝑠± (solid,black) superconducting energy gap symmetry, and 
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to measured  𝜌𝑠𝑖𝑛𝑔𝑙𝑒
−𝐸𝑥𝑝 (𝐸) (crosses, black) from single impurity analysis as reported in 
Ref.6. Clearly, the single atom 𝜌𝑠𝑖𝑛𝑔𝑙𝑒
−𝐸𝑥𝑝 (𝐸) and the MAHAEM 𝜌𝑀𝐴
− (𝐸) are in good 
agreement. 
  
3. LiFeAs Scattering Interference 
a. Topograph recorded on LiFeAs showing vacancies due to missing Fe atoms. The x-
axis and the y-axis directions are along As-As directions. 
b. The Fermi surface model for LiFeAs showing three hole pockets h1, h2 and h3 around 
Γ-point and two electron pockets e1 and e2 around X-point in a 2-Fe zone. The 
scattering from hole-like to electron like pockets takes place for along the Γ-X 
direction and indicated by a dashed brown vector 
c. Theoretical prediction for single atom 𝛿𝑁(𝒒, 𝐸 = 3.25𝑚𝑒𝑉) using band- and gap-
structure values fitted from experiments. The electron-hole scattering near qeh 
appears as a “horn”-shaped feature which is enclosed by a brown circle. 
d. Theoretical prediction for single atom 𝜌−(𝐸) integrated over the circular region 
shown in Fig. 3c for both 𝑠± (black) and 𝑠++ (pink) symmetry.  
 
4. LiFeAs Energy-gap Symmetry from MAHAEM  
a. The measured 𝛿𝑁(𝒒) pattern recorded in the FOV with multiple atomic scattering 
sites. The hole-like to electron-like scattering as predicted in Fig. 3c is detected 
clearly and indicated by a brown circle at the same location as 3c. 
b. The measured 𝜌𝑀𝐴
− (𝒒, 𝐸 = 3.33𝑚𝑒𝑉) using Eqn. 9; it is typical of all 𝜌𝑀𝐴
− (𝒒, 𝐸) 
between 1 and 6 meV. The circle indicates the hole-like to electron-like scattering in 
4a. We integrate the 𝜌𝑀𝐴
− (𝒒, 𝐸) over the 𝒒 in this region. 
c. The resulting 𝜌𝑀𝐴
− (𝐸) calculated by summing over the oval enclosed region in 4b  
(black dots), and the theory curves (solid) for 𝑠± (black) and 𝑠++ (pink) overlaid. 
Clearly this demonstrates that the superconducting energy gap symmetry of LiFeAs 
is 𝑠± (black). Interestingly, there are no sign changes within the central region of 
measured 𝜌𝑀𝐴
− (𝒒, 𝐸) as shown fo example by the blue regions in 4b; : This indicates 
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that all the hole-like bands of LiFeAs exhibit the same sign of the energy gap; other 
scenarios are discussed in the Supplemental Material. 
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Supplementary Information for  
Multi-Atom Quasiparticle Scattering Interference  
for Superconductor Energy-Gap Symmetry Determination 
 
I) Phase Effects of Displacement of Impurity Atom from Origin 
 For an atomic impurity located at the origin of the FOV, the scattering interference 
amplitude 𝛿𝑁(𝒓) is an even function under inversion with respect to the origin of the FOV. 
Thus, its Fourier transform 𝛿𝑁(𝒒) would be completely real (a well-known theorem of 
Fourier transform).  This is demonstrated Fig. S1. In top half of Fig. S1a,  scattering 
interference intensity from an impurity located at the origin of the FOV is simulated as a 2D 
Friedel oscillation 𝛿𝑁(𝒓) =
cos(2𝒌𝐹⋅𝒓+𝜗)
|𝒓|2
. The Fourier transform shown in top half of Fig. S1b 
shows that the signal is mostly in the real channel as can be seen from the intensity values 
on the color-bar of Re 𝛿𝑁(𝒒) and Im 𝛿𝑁(𝒒) (The finite imaginary part is noise due to finite-
sized pixels and boundary effects). The azimuthally integrated real part of the Fourier 
transform Re 𝛿𝑁(𝒒) is plotted in Fig. S1c and shows a clear sign which is opposite for 𝜗 = 0 
and 𝜗 = 𝜋 as expected and these cases can be distinguished easily. 
However, if the impurity center is shifted by 𝑹𝟎 with respect to the origin of the FOV, then 
the scattering interference signal is no longer an even function with respect to the origin.  By 
the shift theorem of Fourier transform, the Fourier transform of the image with the impurity 
shifted from the origin of the FOV is given as: 
𝛿𝑁𝑆(𝒒) = 𝑒
𝑖𝒒⋅𝑹𝟎𝛿𝑁𝑆(𝒒)     (S1.1) 
Re𝛿𝑁𝑆(𝒒) = cos(𝒒 ⋅ 𝑹𝟎 ) 𝛿𝑁(𝒒),     Im𝛿𝑁𝑆(𝒒) = sin(𝒒 ⋅ 𝑹𝟎)𝛿𝑁(𝒒)  (S1.2) 
Hence, the Fourier transform of the scattering interference signal from an impurity shifted 
with respect to origin of the FOV now contains both real and imaginary part which oscillate 
with frequency 𝑹𝟎 as a function of 𝒒. This can be seen in Fig. S1. In bottom half of Fig. S1a,  
scattering interference intensity from an impurity shifted by 𝑹𝟎 from the origin of the FOV 
is simulated as a Friedel oscillation 𝛿𝑁(𝒓) =
cos(2𝒌𝐹⋅(𝒓−𝑹𝟎)+𝜗)
|𝒓−𝑹𝟎|2
. The Fourier transform shown 
in bottom half of Fig. S1b now shows that the signal is now oscillating rapidly between 
positive and negative (red and blue) and the magnitude is distributed between both real and 
imaginary parts. The azimuthally integrated real part of the Fourier transform Re 𝛿𝑁𝑆(𝒒) is 
plotted in Fig. S1d and this reflects the rapid oscillations with no clear sign and therefore no 
distinction can be made in the Re 𝛿𝑁𝑆(𝒒) from 𝜗 = 0 and  Re 𝛿𝑁𝑆(𝒒) from 𝜗 = 𝜋. 
 
II) Atomic Scale Registration to a Perfect Crystal Lattice 
 An atomic scale perfect topograph with orthogonal unit cell vectors a and b recorded 
by STM can be represented as  
𝑇(𝒓) = 𝑇0[cos(𝑸𝑎 ∙ 𝒓) +  cos(𝑸𝑏 ∙ 𝒓)]     (S2.1) 
where 𝑸𝑎 = (𝑄𝑎𝑥, 𝑄𝑎𝑦) and 𝑸𝑏 = (𝑄𝑏𝑥, 𝑄𝑏𝑦) are the two Bragg wavevectors at which the 
atomic modulations occur. In a real experiment recorded, 𝑇(𝒓) may suffer from a slowly 
varying distortion1,2,3 𝑢(𝒓). Hence the topographic image in a real experiment can be written 
as: 
  ?̃?(𝒓) = 𝑇0[ cos(𝑸𝑎 ∙ ?̃?) +  cos(𝑸𝑏 ∙ ?̃?)]. (S2.2) 
Where ?̃? = 𝒓 + 𝒖(𝒓). This distortion leads to an additional phase at each location 𝒓 given by 
 𝒖(𝒓) =  𝑸 (
𝜃𝑎(𝒓)
𝜃𝑏(𝒓)
)                                                 (S2.3) 
Where 𝑸 = (𝑸𝑎
𝑇 , 𝑸𝑏
𝑇) is an orthogonal matrix which is invertible, allowing one to solve for 
the displacement field 𝒖(𝒓) as: 
𝒖(𝒓) =  𝑸−1 (
𝜃𝑎(𝒓)
𝜃𝑏(𝒓)
)    (S2.4) 
To find 𝜃𝑖 , we employ a computational lock-in technique in which the topograph, 𝑇(𝒓), is 
multiplied by reference sine and cosine functions with periodicity set by 𝑸𝑎and 𝑸𝑏 . The 
resulting four images are filtered to retain only the q-space regions within a radius 𝛿𝑞 =
1
𝜆
 of 
the four Bragg peaks; the magnitude of 𝜆 is chosen to capture only the relevant image 
distortions. This procedure results in retaining the local phase information 𝜃𝑎(𝒓), 𝜃𝑏(𝒓) that 
quantifies the local displacements from perfect periodicity: 
 𝑌𝑖(𝒓) =  sin 𝜃𝑖(𝒓) ,   𝑋𝑖(𝒓) =  cos 𝜃𝑖(𝒓)   (S2.5) 
Dividing the appropriate pair of images allows one to extract 𝜃𝑖(𝒓): 
 𝜃𝑖(𝒓) =  tan
−1 𝑌𝑖(𝒓)
𝑋𝑖(𝒓)
      (S2.6) 
Once we have 𝜃𝑖(𝒓), we get the displacement field 𝒖(𝒓)  using Eqn. (S2.4) and the value of 
recorded topograph  ?̃?(𝒓) as given by Eqn. (S2.2) can now be registered to a perfect ideal 
lattice 𝑇(𝒓) as given by Eqn. (S2.1) using: 
𝑇(𝒓) = ?̃?(𝒓 − 𝒖(𝒓))     (2.7) 
 
III) MAHAEM Analysis Procedures  
 In order to get optimal phase resolution, it is essential to determine the scattering 
center of the defect in the conductance map as precisely as possible. Thus if the required 𝒒 -
space resolution allows to resolve atoms, we use the technique as mentioned in SI section II 
to register each atom in the recorded topograph 𝑇(𝒓) map to a perfectly periodic lattice using 
an affine transformation at a picometer level precision1,2,3. Then we apply the same 
transformation to the recorded conductance maps 𝑔(𝒓, 𝐸) for each energy 𝐸 to register each 
scattering interference pattern perfectly to the crystal lattice as seen in the topograph. From 
these perfectly registered 𝑔(𝒓, 𝐸) images, one records the coordinates of the centers of the 
impurities. An example for FeSe is shown in Fig.S2a. For example, in FeSe, the Fe-vacancy 
site which acts as the impurity potential is chosen as the pixel in the middle of the two bright 
spots which are due to Se atoms. The coordinates chosen by us for analysis are shown by red 
crosses on Fig.S2a.  Using these impurity coordinates 𝑹𝒊 we calculate Fourier transform as if 
the impurity is shifted to the origin by using shift theorem of Fourier transform.  
𝑔𝑖
𝑆(𝒒, 𝐸) = 𝑒𝑖𝒒⋅𝑹𝒊𝑔(𝒒, 𝐸)     (S3.1) 
The shift theorem of Fourier transform shifts the map with periodic boundary conditions. 
this can be seen in Fig.S2b, where the impurity in top half of image has been shifted to the 
center in the bottom half of Fig. S2b. This process leads to discontinuous edges in the image 
as seen in the bottom half of Fig. S2b which can lead to spurious noise features in the Fourier 
transform. To get rid of this effect we inverse Fourier transform 𝑔𝑖
𝑆(𝒒, 𝐸) to get 𝑔𝑖
𝑆(𝒓, 𝐸) and 
apply a sinusoidal window to get windowed and shifted maps 𝑔𝑖
𝑆𝑊(𝒓, 𝐸) as: 
𝑔𝑖
𝑆𝑊(𝒓, 𝐸) = sin(𝜋𝒓/𝐿) 𝑔𝑖
𝑆(𝒓, 𝐸)     (S3.2) 
where L is the size of the FOV. The sinusoidal window ensures that the values go smoothly 
to zero at the edges of the images without discontinuities encountered due to perdiodic 
boundary conditions. The Fourier transform of 𝑔𝑖
𝑆𝑊(𝒓, 𝐸)  gives us the clean Fourier 
transform with shifted impurity as 𝑔𝑖(𝒒, 𝐸). Mathematically, if F denotes Fourier transform, 
then this sequence of steps to obtain 𝑔𝑖(𝒒, 𝐸) from recorded 𝑔(𝒓, 𝐸) can be represented in a 
single equation as: 
𝑔𝑖(𝒒, 𝐸) = 𝐹 (sin(𝒓)𝐹
−1 (𝑒𝑖𝒒⋅𝑹𝒊𝐹(𝑔(𝒓, 𝐸))))   (S3.3) 
From these 𝑔𝑖(𝒒, 𝐸), we can calculate the key HAEM quantity 𝜌𝑖
−(𝒒, 𝐸) for impurity 𝑹𝒊 as  
𝜌𝑖
−(𝒒, 𝐸) = 𝑅𝑒{𝑔𝑖(𝒒, 𝐸)} − 𝑅𝑒{𝑔𝑖(𝒒, −𝐸)}    (S3.4) 
Finally, we sum all 𝜌𝑖
−(𝒒, 𝐸) from all impurities 𝑹𝒊 to get  
𝜌−(𝒒, 𝐸) = ∑ 𝜌𝒊
−(𝒒, 𝐸)𝑵𝒊=𝟏      (S3.5) 
Hence all noise from out of phase signal from impurities which are not at the origin of the 
FOV is severely suppressed. Whereas the signal from each impurity which has been brought 
in phase by bringing each impurity to the center using shift theorem, gets added and hence 
enhanced by a factor of number of impurities 𝑁. This can be seen by comparing Fig. S2d, 
which shows 𝜌−(𝒒, 𝐸) with Fig.S2c, which shows 𝜌𝑖
−(𝒒, 𝐸) calculated using a single impurity 
shown in Fig. S2b. The circle indicates the electron-hole scattering vector 𝑝1 which was 
studied in Ref. 4 and shown in Fig. 2b of the main text. Black crosses denote Bragg peaks.  
 
IV) Robustness of MAHAEM in LiFeAs 
The results in the main-text Fig. 4b. are 8-fold symmetrized along vertical, horizontal and 
diagonal axes for enhanced clarity. However, the symmetry is present in the raw data itself 
as can be seen in the raw data presented in Fig. S4 for a representative layer 𝐸 = 3.33 meV. 
The scattering vector from small hole bands around Γ- point to the electron bands at X point 
leads to the horn-shaped feature as discussed in the main-text. In Fig. S4, we show the 
𝜌𝑀𝐴
− (𝐸) integrated in the circle of same radius as in Fig. 4c of the main text at different 
positions on the horn. The 𝜌𝑀𝐴
− (𝐸) for all these positions on the horn in the raw data is very 
similar to the 𝜌𝑀𝐴
− (𝐸) presented in the main text in Fig. 4c. Most importantly, it does not 
change sign and the negative-value peaks at 𝐸 ≈ Δ1, Δ2 as in Fig. 4c. and as expected from 
detailed theoretical calculations of 𝜌−(𝐸) using the experimental Fermi surface and 
superconducting gaps as outlined in the main-text.  
V) Low |q| MAHAEM in LiFeAs 
As shown in the main text Fig. 4b and also in the raw data in Fig. S4, there is a large intensity 
in 𝜌−(𝜔) at small q which additionally has a different overall sign than the MAHAEM signal 
used to determine the relative sign between the gap on the electron- and hole-like pockets. 
From a theoretical point of view, there are a number of possible explanations to be 
considered for future research: 
a) Intermediate-strength scatterers.   As already discussed in the original HAEM paper, the clear 
distinction between gap-sign-preserving and sign-changing processes is preserved for 
intermediate strength scatterers, but the intensity of the sign-preserving processes is 
distinctly enhanced.  This, together with a possible form factor in q-space due to the longer-
range nature of impurity potentials, could lead to enhanced intensities at small q relative to 
large q.   The intensity might be quite diffuse in q-space, particularly since the inner xz/yz 
hole pockets are three dimensional, or nearly so. 
b) Impurity bound states.  If impurity potentials are strong enough, bound states will be formed 
in the gap of a gap-sign-changing system. We do not know the identity of the native defects 
in our LiFeAs samples, but it has been demonstrated that at least some of them are strong 
enough to produce bound states at the lower gap edge.  In this case, the sign of - in this 
region could easily be opposite to the sign of predominant e-h scattering process since it 
could have a resonance at negative bias.  This appears unlikely, since our investigation of 
defects in our field of view has found very few pronounced bound state features, and also 
because a bound state would tend to change the sign of the observed -  over a rather narrow 
range of bias. 
c) Antiphase hole pocket gaps.  Large intensity at small q could be produced by gap structures 
with sign changes among the hole pockets, or with time reversal symmetry – breaking 
structures of the s+is type5 provided the internal phases are not too close to zero.  However, 
one must explain why the sign of -  is opposite that of the e-h processes.  This could occur 
if the impurity potential were nearly diagonal in orbital space, as expected, but had an 
opposite sign for one orbital channel relative to the others.  For example, if the xy pocket h3 
had a gap opposite in sign to the inner xz/yz pockets, and the defect potential was + for xz/yz 
and – for xy, scattering between h3 and the xy states on the h1 and h2 pockets would appear 
as negative (blue) in -.  However, there is very little xy weight on h1 and h2.  An alternative 
would be that the off-diagonal elements of the impurity potential might be significant, mixing 
xy and xz/yz states, and of opposite sign; these off-diagonal potentials have been found to be 
negligible in microscopic calculations, however6and effects from changes of hoppings in 
vicinity of the impurity would need to be considered.   Somewhat stronger potentials can 
enhance this effect, since the impurity T-matrix will generically acquire significant off-
diagonal components. 
  
Figure Captions 
1. Effect of Shifting the Impurity from the Origin of FOV on The Fourier Transform 
a. Top: Simulation of Friedel oscillations from an impurity atom located at the origin of the 
FOV. Bottom: Simulation of Friedel oscillations from an impurity atom shifted from the 
origin of the FOV. 
b. Top left: Real part of Fourier transform Re 𝛿𝑁(𝒒) from 𝛿𝑁(𝒓) from top half of 1a. Top 
right: Imaginary part of Fourier transform Im 𝛿𝑁(𝒒) from 𝛿𝑁(𝒓) from top half of 1a. Most 
signal is in the real part as can be seen from color scales in top left and top right. Bottom 
left: Real part of Fourier transform Re 𝛿𝑁𝑆(𝒒) from 𝛿𝑁𝑆(𝒓) from bottom half of 1a. Top 
right: Imaginary part of Fourier transform Im 𝛿𝑁𝑆(𝒒) from 𝛿𝑁𝑆(𝒓) from bottom half of 
1a. Rapid oscillations appear in bottom half because impurity is no longer at the origin of 
the FOV. 
c. Re 𝛿𝑁(𝒒) from 𝛿𝑁(𝒓) in 1a for 𝜗 = 0r and 𝜗 = 𝜋, integrated azimuthally from top left in 
1b. The signal maintains a definite sign at the peak and flips for the 𝜋 phase shift as 
expected. 
d. Re 𝛿𝑁(𝒒) from 𝛿𝑁(𝒓) in 1a for 𝜗 = 0r and 𝜗 = 𝜋, integrated azimuthally from bottom left 
in 1b. Rapid oscillations occur because the origin is shifted from the origin of the FOV 
 
2. Schematic for MAHAEM Analysis of BQPI in FeSe 
a. FeSe 𝑔(𝒓, 𝐸 = 0.9 𝑚𝑒𝑉) layer showing the impurities chosen for the MAHAEM analysis 
with red crosses. These are missing Fe vacancies which are situated between the two 
bright spots which are due to the LDOS at Se atoms in the top cleaved layer. 
b. Top: An impurity (shown by red cross) not at the origin of the FOV. Bottom: Inverse 
Fourier transform after applying shift theorem to the Fourier transform of a.  with the 
impurity coordinates as shown by the red cross. This impurity has shifted to center now 
with periodic boundary conditions. 
c. 𝜌𝑖
−(q,E=1.65 meV) calculated using Eqn. S5 for the impurity shown in b. Black crosses 
denote the Bragg peaks. The circle indicates region around the electron-hole scattering 
vector 𝑝1 which is the subject of study. 
d. 𝜌−(q,E=1.65 meV) calculated by summing images like c. for all impurities. The 
enhancement in the phase resolved signal can be seen from the intensity of the colors 
and clear distinction in the red and blue region. Black crosses denote the Bragg peaks. 
The circle indicates region around the electron-hole scattering vector 𝑝1 which is the 
subject of study. 
 
3. MAHAEM Analysis of electron-hole scattering interference in LiFeAs 
a. LiFeAs 𝑔(𝒓, 𝐸 = 3.33 𝑚𝑒𝑉) layer showing the impurities chosen for the MAHAEM 
analysis with red crosses. These are missing Fe vacancies which are situated between the 
two bright spots which are due to the LDOS at As atoms in the top cleaved layer. 
b. Top: An impurity (shown by red cross) not at the origin of the FOV. Bottom: Inverse 
Fourier transform after applying shift theorem to the Fourier transform of a.  with the 
impurity coordinates as shown by the red cross. This impurity has shifted to center now 
with periodic boundary conditions. 
c. 𝜌𝑖
−(q,E=3.33 meV) calculated using Eqn. S5 for the impurity shown in b. The intensity is 
much weaker from a single impurity and the value is enhanced by 10 times. It can also be 
seen that the phase of features is not clear, there are both red and blue points close to 
each other. Red crosses denote the Bragg peaks. 
d. 𝜌−(q,E=3.33 meV) calculated by summing images like c. for all impurities. The 
enhancement in the phase resolved signal can be seen from the intensity of the colors 
and clear distinction in the red and blue region. Red crosses denote the Bragg peaks. 
 
4. Robustness of MAHAEM in LiFeAs 
a. to f. Raw 𝜌𝑀𝐴
− (𝒒, 𝐸 = 3.33 𝑚𝑒𝑉) showing a circle of the same size as used in Fig. 4c. on 
different locations on the horn shaped feature which denotes the scattering from small 
hole pockets around Γ- point to electron pockets around X-points.  
g. to l. 𝜌𝑀𝐴
− (𝐸)  integrated over the circles corresponding to images in a. to f. The 𝜌𝑀𝐴
− (𝐸) is 
quite similar for all these locations and does not change the sign and the negative values 
peak at 𝐸 ≈ √Δ1Δ2 as expected from the detailed theoretical calculations based on 
experimental values as shown in Fig. 3d and 4c in the main text.  
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