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A strong mean value theorem is proved for the Dirichlet series which Hecke 
associated to analytic cusp forms of the modular group. The new theorem makes it 
possible for the first time to bound these Dirichlet series on their critical line in a 
nontrivial way. The proofs depend largely on the theory of nonanalytic Eisenstein 
and Poincari series as well as on earlier work of the author on the subject. 
1. EINLEITUNG 
Eine Konsequenz der Riemannschen Vermutung ist die Lindeliifsche 
Vermutung, welche besagt, dass fur jedes a > 0 
r<j + it) = O(l4”), ItI + a, (1.1) 
wobei C die Riemannsche Zetafunktion bezeichnet. Ohne Voraussetzung einer 
noch offenen Hypothese liisst sich (1.1) mit Hilfe der Funktionalgleichung 
von [ und dem Phragmen-Lindeldf Prinzip fur alle a > -g zeigen. Ein leicht 
besseres Ergebnis, niimlich CI = a-, ergibt sich aus einer sogenannten approx- 
imativen Funktionalgleichung. Diese zwei Mdhoden sind allgemein im 
Sinne, dass sie sich such bei einer grossen Klasse von Funktionen ahnlicher 
Natur anwenden lassen. Alle Verbesserungen von a = 4 in (1.1) sind jedoch 
sehr spezieller Natur und beruhen wesentlich darauf, dass die Koeffrzienten 
in der Dirichletreihenentwicklung von < von so einfacher Gestalt sind. Das 
ist der Grund, weshalb man bis jetzt nur noch bei den Dirichletschen L- 
Reihen und Fallen, die sich darauf zuriickftihren lassen, bessere Resultate 
kennt, als man mit den zwei allgemeinen Methoden erhiilt. Hier sol1 u.a. 
gezeigt werden, dass sich die mit den allgemeinen Methoden erzielbaren 
Abschiitzungen such bei einer Klasse von Dirichletreihen verbessern lassen, 
deren Koeffrzienten von sehr komplexer arithmetischer Natur sind. Es 
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handelt sich dabei urn die Dirichletreihen, die Spitzenformen zur vollen 
Modulgruppe zugeordnet sind. 
Im besten bis heute bekannten Fall von (1.1) liegt a zwischen : und +. 
Balasubramanian ([2] siehe such [4]) zeigte, dass der dazugehijrige Beweis 
such 
I 
~~~~(~+il)l’dt=TlogT+(2y- l-log2x)T+O(T@), T-1 co, (1.2) 
fur jedes ,8 > 2a nach sich zieht. Andererseits fallt es nicht schwer zu zeigen, 
dass aus (1.2), (1.1) fiir jedes a > p/2 folgt. Dieser Uebergang von (1.2) auf 
(1.1) ist von so allgemeiner Natur, dass er sich such in vielen andern 
Situationen bewerkstelligen Ilsst. So wird denn such in dieser Arbeit die 
angekiindigte Abschatzung der Grdssenordnung von Dirichletreihen aus 
einem neuen Mittelwertsatz gefolgert werden. Die iiblichen Mittelwertsltze 
[ 10, Chap. 61 liefern in dieser Weise bless Resultate, die in ihrer Starke mit 
den mittels einer approximativen Funktionalgleichung direkt erzielbaren 
Abschatzungen vergleichbar sind. Die Wachstumbestimmung von 
Dirichletreihen ist also bloss durch den Uebergang zu Mittelwerten nicht 
einfacher geworden. In der Tat war bis anhin neben (1.2) erst ein Fall 
bekannt, der mehr als die im ersten Abschnitt erwahnten Methoden liefert. In 
[7] bestimmte nlmlich Heath-Brown das Integral 
I oT (1;(; + it)14 dt 
bis auf ein Restglied O(P), /I > G, was allerdings (1.1) bless fur all a > & 
nach sich zieht. 
In [5] wurde gezeigt, dass (1.2) fur kein p < -# richtig ist. Aus (1.2) folgt 
also (1,l) bestenfalls mit a = + und die Lindeliifsche Vermutung liisst sich 
nie aus (1.2) herleiten. Auch fur die hier betrachteten Mittelwerte wird ein R- 
Resultat bewiesen werden. Die skizzierte Mittelwertmethode ist also kaum 
geeignet, endgiiltigen Aufschluss iiber das wahre Wachstum der 
entsprechenden Dirichletreihen zu geben. Doch wenn die fin-Theoreme die 
tatsiichliche Situation wiederspiegeln, so kann sie immerhin noch zu weit 
mehr ffihren, als bis heute bekannt ist. 
Die wichtigsten Ergebnisse dieser Arbeit sollen nun in grosserem Detail 
aufgefiihrt werden. 
Stehe r fur die Gruppe aller ganzzahligen, unimodularen 2 x 2 Matrizen, 
welche in der iiblichen Weise auf der oberen Halbebene 8 operieren ~011. Sei 
k eine gerade ganze Zahl grosser als 2 und f eine analytische Spitzenform 
vom Gewicht k beziiglich r. Dann besitzt f eine Fourierentwicklung der 
Gestalt 
f(z) = f a,e’““‘, z=x+iyin$. 
I=1 
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Hecke [ 61 zeigte, dass die Dirichletreihe 
LAS) = F all-‘, s = u + it, 
1=1 
fur o > (k + I)/2 absolut konvergiert und sich L, zu einer ganzen Funktion 
fortsetzen Iasst. Ferner bewies er die Funktionalgleichung 
(2n)-” T(s) LAS) = (2n)” -I( T(k - s) Lkk - s), (1.3) 
wobei r die Gammafunktion bezeichnet. Die Gerade u = k/2 spielt also bei 
L, die Rolle von u = f bei <. Nach Rankin [ 121 kann die Dirichletreihe 
g la,l’ I-‘, _ 
I=1 
welche fur cr > k absolut konvergiert, zu einer meromorphen Funktion 
fortgesetzt werden. Bezeichne c-r das Residuum und c- , c0 den konstanten 
Term in der Laurententwicklung dieser Funktion bei s = k. Dann sind die 
Hauptresultate dieser Arbeit enthalten in 
SATZ 1. Sind f; L,, c- , und c, wie eben erwGhnt, so gilt 
0) 
dt=2c-,T ( log$+e,-1) +O(T”/6(logT)‘“6), 
T-r a, 
(ii) 
/ q++iq j = O(]t(“‘~(log ItI)‘“‘*), ItI+ 00, 
(iii) falls tiberdies Bedingung (8.15) erfiillt ist, 
jar (Lf(;+it) /* dt-2c-,T log&+c,- 1 ( ) =Q(T”‘), T-03. 
Bemerkung. Mit Hilfe einer approximativen Funktionalgleichung allein 
[3] liisst sich nicht mehr zeigen als 
L,(k/Z + it) = O(jtj”‘), (tl+ co. 
Dieselbe Schranke erhllt man so such fiir (‘(4 + it). Die hier benutzte 
Methode gibt aber den besseren Exponenten im Restglied des 
Mittelwertsatzes als jene von Heath-Brown in 171, welche sich iibrigens nicht 
auf L, anwenden liisst. 
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Der Beweis von Satz 1 kann wie folgt skizziert werden. Satz 1 wird von 
Satz 2 aus Kap. 7 abgeleitet werden, wo ein gewichtetes quadratisches Mittel 
von L, im Prinzip (siehe die Bemerkungen am Schluss von Kap. 2 und nach 
Satz 2) bis auf ein Restglied o(r”‘) berechnet wird. Dazu wird das 
gewichtete Mittel zuniichst in Kap. 2 mit Hilfe einer approximativen 
Funktionalgleichung bis auf einen kleinen Fehler durch eine Doppelsumme 
ausgedriickt. Den Hauptbeitrag zum Mittelwert bringen die Diagonalterme 
dieser Summe. Es geht dann darum, die auf Parallelen zur Diagonale 
liegenden Summanden nichttrivial zu behandeln. Fiir das Integral auf der 
linken Seite von (1.2) wurde dieses Problem von Atkinson in [ 1 ] betrachtet. 
Die fraglichen Reihen kiinnen nichttrivial summiert werden, wenn man 
geniigend gut tiber die Dirichletreihen 
(1.4) 
Bescheid Weiss. Wahrend Atkinson noch mit der Poissonschen 
Summationsformel auskam, wird zur Diskussion der Dirichletreihen (1.4) 
eine recht genaue Kenntnis der Spektralzerlegung des Laplaceoperators auf 
F\$ bendtigt. Im Vergleich zu [ 1 ] tritt hier such eine Reihe neuartiger 
Terme auf, welche von Singularitaten der Reihen (1.4) herriihren und fur das 
Q-Rest&at in Satz l(iii) verantwortlich sind. 
Dass sich die Reihen (1.4) meromorph in die ganze s-Ebene fortsetzen 
lassen, wurde von Selberg in [ 161 erwlhnt. Dies allein geniigt aber noch 
nicht fiir Satz 1. Einerseits muss niimlich such das Verhalten dieser Reihen 
in Abhlingigkeit von n erlirtert werden. Anderseits muss gezeigt werden, dass 
die meromorphen Fortsetzungen in vertikalen Streifen endlicher Breite ausser 
in der Nlihe von Singularitiiten nicht starker als polynomial anwachsen. Dies 
ist von vorne herein gar nicht evident. Denn die meromorphe Fortsetzung der 
Reihen (1.4) wird bewerkstelligt, indem man sie als Skalarprodukt von 
yk ] f(z)]’ mit einer nichtanalytischen Poincartreihe darstellt. Im Vergleich 
zum Imaginarteil der Pole dieser Poincarereihe wachsen die dazugehiirigen 
Residuen jedoch im Mittel exponentiell. 
So werden denn in Kap. 3 die benotigten Fakten iiber die 
Spektralzerlegung des Laplaceoperators auf F\G aufgefiihrt. Des weiteren 
werden dort die wichtigsten Eigenschaften einiger nichtanalytischer 
Eisenstein- und Poincarireihen angeben sowie der nullte Fourierkoeffizient 
einer solchen Poincarireihe berechnet. In Kap. 4 werden zwei Hilfssitze 
bewiesen, welche grundlegend fur den Nachweis sind, dass die Reihen (1.4) 
von den Singularitaten weg bless polynomial anwachsen. In Kap. 5 wird die 
meromorphe Fortsetzung dieser Reihen diskutiert und eine 
Funktionalgleichung fiir sie hergeleitet. Kap. 6 bringt die asymptotische 
Entwicklung der Mellintransformation einer Gewichtsfunktion sowie eines 
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weiteren Integrals mit Hilfe der Methode der stationiiren Phase. In Kap. 7 
wird der Beweis von Satz 2 zu Ende gefiihrt. Der Beweis von Satz 1 folgt 
schliesslich in Kap. 8. 
2. REDUKTION MIT HILFE EINER 
APPROXIMATIVEN FUNKTIONALGLEICHUNG 
Urn das asymptotische Verhalten des quadratischen Mittels von L, zu 
untersuchen, erweist es sich als zweckmlssig, zuerst ein gewichtetes 
quadratisches Mittel der Form 
~,q’,u)=j:“m/ L,(;+it) 12!Pu($) dt, T>l, u>,4, (2.1) 
zu betrachten. In (2.1) ist p” eine Gewichtsfunktion der Gestalt 
Yu(t) = U I”’ ty( U(t - t)) dz 
1’ ,
G-2) 
wobei w  eine nichtnegative, beliebig oft differenzierbare Funktion bezeichnet 
mit 
i 
cc y(t) dt = 1, w(t) = 0 fi.ir(tl> I 
-cc 
und 
Es gilt also insbesondere 
Ydt) = 0, falls t < v, - l/U oder t > v2 + l/U, 
(2.3) 
= 1, falls v, + l/U< t < v2 - l/U. 
Nach Satz und Korollar 1 im ersten Teil von [3] besitzt L, eine approx- 
imative Funktionalgleichung folgender Art: Bezeichne @) die j-te Ableitung 
einer beliebig oft differenzierbaren Funktion auf R und sei cp* durch o*(r) = 
~(0) - cp(l/r) definiert. 1st rp ilberdies gerade und 
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sogiltftirJ>(k+1)/2und(k-1)/2<a<(k+l)/2 
L~s)=A~s,9)+B:(s,9)+O(Jt(‘k+1-2”-JU2), ItI+% (2.5) 
wobei 
+ (27r)2s-k W--s) fc; a ms-kq* 
T(s) *k, m 
und 
(2.6) 
B:ts- 9) = i ?jts) f 
j=l rn=l 
a,m-S9U' (T) (2y)' 
t (2428-k ‘;(;” i yj(k-s) 
j-l 
X fJ a,ms-kp*u’ 
In=1 
(2q (-y. (2.7) 
Dariiber hinaus besitzen die Funktionen 7, in (2.7) asymptotische 
Entwicklungen nach negativen Potenzen von t. Hier geniigt es jedoch zu 
wissen, dass fur j = 1, 2,... 
,(;tit)=o (i), ltl-+al 
Setzt man nun (2.5) fur Lf in (2.1) ein, so erhiilt man mit Hilfe der 
Schwarzschen Ungleichung, (2.3), (2.7) und (2.8), dass 
IAT, v) = Irn 
-a3 
/ A, (+ + it, p) ( * ul, (f) dt t O(log T), 
T> 2, lJ>4. (2.9) 
Denn wie fur A ,r in [3, p. 3561, zeigt man, dass fur jede beliebig oft differen- 
zierbare Funktion ( mit kompakten Trlger 
(2.10) 
Wlhlt man nun vier gerade, beliebig oft differenzierbare Funktionen ulj, 
q$,j= 1,2, so dass 
9=91 +92, p*=qq tqg. (2.11) 
9,l(r)=9,T(r)=O fiirlt(>+ 
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und 
92(G = 9;(r) = 0 fiir Iz( < f. (2.12) 
Alle Funktionen 9, coj, 97, j = 1,2, sollen iiberdies reellwertig sein. Da nach 
(2.5) 
LAS) =A&, (0) + II;@, 9) + O(I~J(k+‘-20-JU2) 
=A~S,cp+92)+B~(S,9+92)+O((~~‘k+*~Zo-J”2)~ ItI -+ 00, 
folgt, dass 
&,9,,)=~+,9 +91)-'$&9) 
-B;(s,cp,)+ O((f((k+*-*g-J)'2), (t(-+ 00. 
Nach (2.7)-(2.10) gilt also 
/;,;* IA,(+,q2) I*&=0 (F), T-too. (2.13) 
Da 9* und 9T im Nullpunkt verschwinden, ist 
((PI)* (r> = -92 (+) und (9T)* (7) = -9pZ ($ . (2.14) 
Somit schliesst man unter Verwendung von (2.6), (2.9)-(.214) und der 
Schwarzschen Ungleichung, dass 
wobei Cp und #* durch 
@@~~)=9p@)9(~)+9@)92* (2 16) 
@*@A=c*ti)r*w9*@)a,(~)+p,(~) 9X?) * 
definiert sind. 
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Nach Stirlings Formel existiert eine Zahl I(k), so dass 
I’(k/2 - it) 
T(k/2 + it) 
2it(l -logI)---(k-l) 1 + 
t-,cO. (2.17) 




wobei q& durch 
+%(I)=(l+$)) ‘T(Y) c*(F) VU(+) (2.19) 
gegeben ist. Aus (2.11) folgt unmittelbar, dass 
log(&) >2log(-+) >O, falls q$(q o,(F) #O. 
(2.20) 
Also werden durch 
(2.2 1) 
beliebig oft differenzierbare Funktionen dj, j = 1,2,..., definiert, welche 
wegen (2.2), (2.3) und 
den Abschltzungen 
T>2, U>4, (2.23) 
gentigen. Integriert man partiell, und benutzt man (2.21)-(2.23), so erhllt 
man fur j = 1, 2,... 
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(2.24) 
Ebenfalls mit partieller Integration folgt, dass fiir 1 < m und j = 1, 2,... 
=(-ilog’;l)-ji”,(~)i’~jQ(~,~) Y”(G)/ T225) 
=’ (‘[ Tlogym/l)]‘) 
da 
(log+)-‘= Ilog (1-q) 1-‘&&l+-&. 
Weil bekanntlich [ 61 
1 la,J2 = O(Xkj, x Ja,J = 0(X’k+1)‘2), x-b cm, (2.26) 
r<x I<x 
und die Integrale auf der rechten Seite von (2.15) wegen (2.3), (2.12) und 
(2.16) fiir I>, 5T/2n oder m > 5T/2n verschyinden, ergibt sich aus (2.15), 
(2.18) und (2.24)-(2.26) mit V= (T/U) T-‘, E > 0, 
+ O(log q, fiirT>2 und 4<U<T’-‘. (2.27) 
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Der Taylorsche Satz liefert 
-k 
p./Ufnl2)@ 2n(I + n/2) 27q + n/2) t ’ t 
(2.28) 
falls 1 < ( t I,< I(1 + n)/n 13, [n I < ( t 1. Nun ist wegen (2.4), (2.1 I), (2.12) und 
(2.16) 
WFP) = 9’@) + 9@) 9TWP) = 9@)[9@) t 9*(1/P) - f?TWP)l 
= 9@)[9@) + 9*(0)1= 9@), P>/O. 
(2.29) 
und ebenso 
@*t/A PI = co*@>, P >, 0. (2.30) 
Da nach (2.26) 
= 0 $log T = O(~I‘), 
( ) 
erhiilt man aus (2.27)-(2.30) fiir T> 2 und 4 < U< P3-’ 
++ 1 1 
(2.3 1) 
+logT , 
wobei der Einfachheit halber 
&,u(x> =(” 1 eirn/x9 (+) + e-jrnlx9* (+) 1 Yu(t) dr (2.32) 
-co 
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gesetzt wurde. Partielle Integrationen in (2.32) zeigen, dass fur j = 1,2,... 
(2.33) 
gleichmiissig fur U 2 4 und 1 nxl # 0. Da die Funktionen g,,” iiberdies wegen 
(2.3) und (2.4) fiir x > 2/n verschwinden, ergibt sich schliesslich aus (2.3 1) 
und (2.33) 
+(i’(l+~)P) 
=T c yg,,, (f) 
ICI<T 
fiirT)2 und 4<Uu<~3-’ \ , E > 0. (2.34) 
Bemerkung. Nimmt man geniigend viele Terme der Taylorentwicklung in 
(2.28), so liisst sich ZAT, U) fur T& 2 und 4 < U< Tu3-E bis auf ein 
Restglied O(log 7’) iihnlich wie in (2.34) ausdriicken. 
3. NICHTANALYTISCHE EISENSTEIN- IJND POINCAR~REIHEN 
In diesem Kapitel werden einige Resultate iiber die Spektralzerlegung des 
Laplaceoperators auf r\$ aufgefiihrt, welche fiir die weitere Umformung 
der rechten Seite von (2.34) beniitigt werden. Diese Ergebnisse gehen auf 
Maass [8], Selberg [15, 161, Roelcke 1141 und Neunhoffer [ll] zuriick. 
Der Laplaceoperator auf $ = {z = x + iy ) y > 0} ist 
d=y’($+-$). 
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Wetden die Funktionen auf r\s mit den r-invarianten Funktionen auf $j 
identifiziert, so kann such die Einschrlnkung von A auf solche Funktionen 
mit dem Laplaceoperator auf r\@ identifiziert werden. Einer Integration 
iiber r\b entspricht eine Integration iiber den Standardfundamentalbereich 
5 = Iz = x + iy ( 1x1 < f, (z ( > 11. Es existiert dann ein maximales System 
von Funktionen (ej),zO auf 8, so dass 
ej(Wz>> = ej(Z> fiir M in r, 
de,(z) + s,( 1 - s,) e,(z) = 0 fur z in 8, 
z in 8, 
(3.1) 
und 
I( e,(z) e;(z) 
dxdy l 
2= 3 fiir j = I, 
8 Y (3.2) 
= 0, fiir j # 1. 
Dabei ist s0 = 1, und fiir j > 0 liisst sich sj nach [ 14, p. 501, in der Form 
f + irj, r) > 0, schreiben. Die Eigenfunktionen ej, j > 0, besitzen Fouriersche 
Entwicklungen der Art 
ej(Z) = C Ctjry”‘Ki,(27Z ) 11 Y) etni’*, Y > 0, 
I#0 
wobei K,, eine modifizierte Besselsche Funktion, durch 
K,(z)= n 
2 sin(7rv) V-,(z) - Z”(Z)19 (3.4) 
(3.5) 
definiert ist. Bezeichnet #Q’ die Michtigkeit einer Menge Vn; so ist 
#{e,lO < rj < T) = O(T*), T-1 03, (3.6) 
eine grobe Abschltzung fiir die Htiufigkeit der Eigenwerte. Em weit 
priiziseres Resultat liesse sich aus Selbergs Spurformel (3.2) und (3.12) in 
[ 15 ] herleiten. 
Neben dem diskreten besitzt der Laplaceoperator auf r\$ such em 
kontinuierliches Spektrum. Wiihrend die Funktionen e, den diskreten Teil der 
Spektralzerlegung bestimmen, wird der kontinuieriiche Anteil von den 
Eisensteinschen Reihen beherrscht. Setzt man zur Abkiirzung 
M(z)=~~=x~+iy~, M in r, 
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und 
so sind diese Reihen durch 




in der Halbebene u > 1 definiert. Sie lassen sich meromorph in die ganze s- 
Ebene fortsetzen. Bezeichnet [ die Riemannsche Zetafunktion, so gilt 
iiberdies 
72 -“l-(s) [(2s) E(z, s) = 71 9-( 1 - s) r(1 - s) Q2 - 2s) qz, 1 - s), (3.8) 
und 
n-sr(s> CPs) w, s) - 2s(s1w 1) (3.9) 
ist eine ganze Funktion von s. Die Eisensteinschen Reihen sind Eigen- 
funktionen des Laplaceoperators, denn 
dE(z, s) + s( 1 - s) E(z, s) = 0. (3.10) 
Sie besitzen Fourierentwicklungen der Gestalt 
E(z, s) =yS + a,,(s)ylmS + 1 a,(s)y”*K,-,,,(2n IlIy) e2nf’x, (3.11) 
I#0 
wobei 
r(s - 4) g2s - 1) 
a,(s) = 7r”* - 
r(s) 42s) ’ 
(3.12) 
und fiir I#0 




Von zentraler Bedeutung fiir das folgende sind die Poincarereihen der Art 
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P(z, s, n) = C yrI,- l,t(27rny,) e2ninxM, 
MErmlr 
(3.14) 
welche fur o > 1 und z in .$ absolut und lokal gleichmlssig konvergent sind. 
Solche Reihen wurden in [ 11, und 161 untersucht. Sie lassen sich meromorph 
in die ganze s-Ebene fortsetzen. Mit den Bezeichnungen von (3.3) und (3.13) 
gilt iiberdies fur u > 4 




x T(s - 4 - ir) T(s - 4 + ir) E(z, ) + ir) dr. 
Die Poincarereihen P( ., s, n) sind Eigenfunktionen des Laplaceoperators und 
lassen sich durch Fourierreihen folgender Form darstellen 
P(z, s, n) = yv21s- ~2(27rny) eZnfnx +/Q?(s) yl-s 
+ C P~“‘(s>yy2K,- ,,2(271 1 II y) e2ni’x, y > 0. (3.16) 
I#0 
Sie geniigen iiberdies der Funktionalgleichung [ 11, p. 601 
P(z, s, n) = P(z, 1 - s, n) - pr’( 1 - s) E(z, s). (3.17) 
Fur das weitere muss nun vorerst /IO (n) berechnet werden. Sind c und d 
teilerfremde ganze Zahlen, dann lassen sich ganze Zahlen c* und d* so 
finden, dass cc* + dd* = 1. Falls such ccf + ddr = 1 ist, so muss 
d*z - c* d:z - CT 
cz+d - cz+d 
eine ganze Zahl sein. Somit folgt aus (3.7), (3.14) und (3.16), dass fur u > 1 
@j(s) = ys-’ J’ {P(z, s, n) - yU21s-,,2(2nny) e2n’nx} dx 
I@ :O+d, “--l” 
27my 
Ic(z + I) + d(’ 
641/13/l-3 
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d*(z + 1) - c* 
c(z + I) + d 
dxzyS-l 5 r 1” 
l/2 
c=1 o<‘;;,, -a ,cz”+ d, 
(c,d)= I 
Beniitzt man jetzt (3.5), so erhillt man 
x (1+0(&)) (l+o(#))d~ 
(c,d) = I 
x(1+0(-$++&, ~-+a. 
Da fiir CJ > 4 
(3.18) 
und [17, p. lo] 
-f c-2s c e2nfndle = k2,(n), 
c=1 O<d<c Ws) 
(c,d)= 1 
ergibt sich somit aus (3.13) und (3.16) 
‘- ‘/*ul -*&n) T(s - $) 
R?Ys)= 5% n,-sqs)1(2s)T(s+f) (1+0(-j-)) =&-. (3.19) 
Aus den Definitionen in (3.14) folgt unmittelbar, dass vorerst fiir u > 1 
P(z, s, n) - P(z, s, n) = 
s l/2 
x y$‘(Z,- l,2(2nnyM) - (nnyM) - e2ninxw 
MEr,ll- r(s+f) 
(3.20) 
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und 
b(z, s, n) - P(z, s, n) - (2s + 1) P(z, s + 1, n) 
= (7cn)s-‘I2 (3.21) 
C A& 
T(s + 9 ‘WE’-,I’- 
2n*YM - 1 - 2nny,) eZninxM+ 




majorisiert, wobei die Abschiitzung (3.22) und (3.23) gleichmlissig fur y > 4 
und s aus kompakten Mengen gelten. Da die Reihen in (3.22) und (3.23) 
noch fur o > -1 konvergieren, sind also die linken Seiten von (3.20) und 
(3.21) such noch fiir cr > -1 analytisch. Insbesondere ist also 
F(z, s, n) - F(z, s, n) (3.24) 
wegen (3.15) in o > -f regular. Ueberdies erhllt man aus (3.4), (3.5), (3.8), 
(3.13), (3.14), (3.17), (3.19), (3.20) und (3.22) fur -1 <u < 0 und z in sj 
W) &T s, n) 
= ((2s){P(z, 1 - s, n) - P(z, s, n) + P(z, s, n) - @I( 1 - s) E(z, s)} 
= ~32s) 
I 
2 y$V,,$nny,) eZninxM - C 
MErcolr MErmlr 
n1’2-So2S-l(n) 
+ (s _ f) n-sr(s) % 1 - $1, (3.25) 
Dabei konvergieren die Reihen in (3.25) gleichmiissig fur y > f und s aus 
kompakten Mengen des Streifens -1 < u < 0. 
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4. BEWEIS ZWEIER HILFSS~~TZE 
In dieser Arbeit spielen Abschatzungen fur die Grossenordnung der a,,,,, 
die gleichmiissig in j und m gelten, eine wichtige Rolle. Ein solches Resultat 
sol1 nun bewiesen werden. 





gleichmci’ssig in j. Insbesondere hat man also 
/ Qjm 1 = O(e”‘Jl’ max(r;‘2, (m (I’*) log( 
gleichmtissig in j und m. 
1 + Iml)) 





(c,d)lc>O,(c,d)=L lcz~d,2~-$ftireinz=x+iyin5 . 
I 
Nun ist y (cz + dim2 < Y-’ oder gleichwertig damit Y < c2(y + 
y-‘(x + d/c)2) fur alle z in 3, falls IdI < c und c > (2Y)“’ oder falls IdI > c 
und (dl c > Y. Also wird die letzte Zeile in (4.1) durch 
4+2 x c+2 -s Y=O(YlogY), Y-100, (4.2) 
l<c<(2Y)V* l<ZYYZ c 
majorisiert. Anderseits besagt die erste Formel auf Seite 142 in 191, dass fur 
jedess>Oundsr<y<(l-s)r 






resultiert. Aus (4.1)-(4.3) ergibt sich folglich 
,m,~cr,y I~j,l*=0(e""rjY1@3 u)Y> 1. 
gleichmiissig in j. Damit ist das Lemma bewiesen. 
Der folgende Hilfssatz dient als Grundlage fur den Beweis, dass gewisse 
meromorphe Funktionen in vertikalen Streifen endlicher Breite nicht starker 
als “polynomial” anwachsen. 
LEMMA 2. Ist f eine Spitzenform von ganzzahligem Gewicht k > 2 
beztiglich r und ei eine r-invariante, quadratintegrierbare Eigellfunktion des 
Laplaceoperators A auf 8 zum Eigenwert -(+ + r,‘), so gilt 
(I yk If(z)1 ej(z) F = O(e-zrj’2rj log r,), rj+ 00. 5 
Beweis. Erfiillt f die Voraussetzungen von Lemma 2, so liisst sich f 
bekanntlich [ 13, Th. 6.2.1, p. 2011 als (endliche) Linearkombination von 
Poincarireihen der Art 
hdnM(r) 
P,(z, n) = C 
;z + d)k ’ 
n = 1, 2,..., (4.4) 
hfecOlr 
schreiben, wobei M eine unimodulare 2 x 2 Matrix der Gestalt (,* $) 
bezeichnet. Setzt man 
dx dy 
ykpk(z9 a) Fk(z, n’) e/(z) 2’ 
Y  
so geniigt es also zu zeigen, dass fur n, n’ = 1,2,... 
y,,,,(j) = O(e-“%-~ log r,), ri+ 00. 
(4.5) 
(4.6 ) 
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Da die Pk(-, n) Spitzenformen vom Gewicht k beziiglich f’ sind, erfiillen sie 
P,(M(z), n)(cz + d)-k = P&b n) 
und besitzen eine Fourierentwicklung der Gestalt 
in r (4.7) 
P,(z, n) = -f a,(n) eznimr, Imz>O. 
m=l (4.8) 
Bekanntlich [ 121 iiberdeckt 
u M(S) 
MErmlr 
bei geeigneter Wahl der Repriisentanten M den Halbstreifen {z = x + iy ] 
(x] Q {, y > 0) bis auf eine Menge von Masse Null genau einmal, und 
dx dy 
2 Y 
ist invariant unter der Aktion von Z,(R) auf sj. Deshalb folgt nun aus 
(3.1), (3.3), (4.4), (4.5), (4.7) und (4.8) 




= II MErmlr 8 ,cz:d(” 
e2n’“M(Z)~k(M(z), n’) e,(M(z)) y 




I 1 %lw QII Y 





e2nibt-“3+1)X dx dy 
- l/2 
= ;o 
a,,d,+n(n’)~o~ yk-3’2K,r,(27r (l(y) e-2n(2n+‘)y dy 
I>-” 
l/2 
Z-(k - s,) T(k - 5,) 
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wobei ‘$f die Legendre Funktion erster Art bezeichnet. Die letzte Gleichung 
ergibt sich aus (siehe [9, p. 921) 
7c =- ( ) 
“zr~+l+u)z-(U+l-V) 
2 a’+’ 
[ (;)2- 4 -(*IvI)‘211;f--;/2(;) ) 
falls Re(u + 1 f V) > 0 und p > a > 0, (4.10) 
mit P = k - 4, v = ir,, a = 2n 11) und p = 2n(2n + I). Da k > 2 ist, diirfen in 
(4.9) die Summen und Integrale wegen (2.26), Lemma 1 und 
= (2n IlI)42-kJowyx-3~2 IK,,(y)l exp (-yy) dy 
= O(l lIV2-k), Ill-, 0, 
in der angegebenen Weise vertauscht werden. 
Die Legendre Funktion liisst sich auf verschiedene Arten durch die 
hypergeometrische Funktion 
F(a, b; c; 2) = c c0 !a>.,& 
j=o (c),j! bl < 1, 
r(a +A 
(4.11) 
(4 = T@) 9 
ausdriicken. Hier werden insbesondere die Formeln 1 und 13 auf den Seiten 
155 und 158 in [9] benutzt, welche lauten: 
3 1 1 
XF --k,k---;s+--; ( -x + (x2- I)V’ 2 2 2 2(x2 1)V’ (4.12) - 
+ [x-(x2- l)iqV2-S qs-4) 
(27~)“~ (x2 - 1)“4 T(k + s - 1) 
XF 
-x+(x’- l)V2 
2(x2- l)U2 ’ 
x> 1. 
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Aus (4.11) folgert man leicht, dass fur J = 1, 2,... 
F(a, b; c, z) = 5 ‘;’ Ca)j tb)j 2 + 0 
,Yo (C)jJ ( I  
C"lJ tb)J zJ 
1) (C)J ’ 
(4.13) 
gleichmassig fiir alle a, b, c, z, welche der Bedingung 
(a +A@ +A 
“‘%Y (c+j)(j+ 1) ‘+ 
(4.14) 
geniigen. Ferner gilt fiir festes a, b und J 
J Wj @I, F(a, b; c; -x) = y 
jS (c),j! (-xy+o(/ $+l”), x>o, (4.15) 
gleichmlssig fiir komplexe Zahlen c mit beschranktem Realteil und 
Jim cl > 1. Denn die hypergeometrische Funktion ist durch das 
Mellin-Barnes Integral [9, p. 541 
F(a, b; c; -x) 
r(c) 
I 
Z-(a + s) r(b + s) 
= 2mY-(a)T(b) g qc t s) I-(-s) xs ds, x > 0, (4.16) 
darstellbar, falls keine der Zahlen a, b, c nichtpositiv ganz ist. Dabei 
erstreckt sich in (4.16) die Integration iiber einen solchen Weg Q von -co 
nach tioo, der die Pole von r(u + s) T(b + s) zu seiner linken und diejenigen 
von T(-s) zu seiner rechten Seite hat. Wahlt man jetzt J > max(( a ( ,I b I), so 
erhiilt man mit dem Satz von Cauchy aus (4.16) 




’ 2W4 W) I 
r(u t s) Z”(b t s) 
(J+ 1/2) T(c + s) 
I-(--s) xs ds, 
wobei stO) Integration iiber u t it, -co < t < a~, t wachsend, bezeichnet. 
Stirlings Formel liefert 
r(c) 1 
r(t2 + S) qb + S) 
r(c + S) 
q-s) xS ds 
v+ l/2) 
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gleichmiissig beziiglich x und c aus den bei (4.15) genannten Bereichen. 
Somit folgt (4.15) aus (4.17). 
Fur ein festes k > 2 und s aus einem vertikalen Streifen endlicher Breite 
hat man nun 
7:: 
(1 - s +j)(s +j) 
(k +j)(j + 1) 
/ crjY>y(l+~)‘“(l+lsl)2. 
Also ergibt sich aus (4.12)-(4.15) fur J = 1,2,... 
+0((1 +I4wx- 1)“) 9 
I 
1 <x< 1 t (1 t 1s/)-2, 
= x-y1 $ (1 - x-yys r(; - s) 
(27p (1 -x-y T(k - s) 
x I 
’ (;-k),(k-j),(l t (1 -x-‘)“‘)-’ 
,zo (s t j),j!(-2x2(1 - x-y)1 
t O([(l t Isl)x2(1 -x-y]-J--vZ) 
I 
+ 
xs-‘(1 + (1 -x-yy2 T(s - f) 
(2a)“2 (1 -x-y T(stk-1) 
(4.19) 
x 
J (;-k),(k-f),(l +(l -x-‘)l”)-’ 
(j - s),j!(-2x2 (1 - x-y)1 
+ O([(l t~s~)x2(1 -x-y]-‘--‘2) ) 
I 
x> 1 t (1 t Isl)-2, 
gleichmassig fur s aus einem vertikaien Streifen endlicher Breite. 
Ben&t man in der letzten Zeile von (4.9) den Ausdruck (4.18) bei den 





9 r-j' 00. (4.20) 
Da die q(n’) Koeffkienten einer Spitzenform vom Gewicht k sind, folgt mit 
Cauchys Ungleichung aus (2.26) und (4.20) 
(4*21) 
Aus Lemma 1 und (4.21) resultiert somit durch partielle Summation 
y,,,,(j) = O(e-““rJ” log r,), rj+ 03, 
womit nach (4.6) das Lemma bewiesen ist. 
KOROLLAR. Seien f und ej wie in Lemma 2, ai, die Koeflzienten aus 
(3.3) und sj= f -i- irj. Ist 
so existiert fCr jedes T 2 1 eine Zahl t, T < t < 2T, derart dass fir n f 0, 
s=o*itundlol<2gilt 
& c i&y,(j) T(s - s,) T(s - fj)( = O(Tk+3-” log T). 
I>0 
Beweis. Wegen (3.6) existiert ein t, so dass T Q t < 2T und 
1 
max - = O(T). 
I>0 It-r,1 
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Also erhiilt man mit Lemma 1, 2 und Stirlings Formel 
& C zjnYjU> r(s - $j) r(s - 'j) / 
i>O 
rJ<f-i 
+ t-“-‘/*T rT+ ‘/* log rj 
IrJ-tl<l 
+ equ*-o C $+“-“* log r,eTnrJ 1 t - rjla-’ , (4.22) 
rJ>t+ 1 
Beniitzt man auf der rechten Seite von (4.22) erneut (3.6), so folgt das 
Korollar sofort. 
5. DIE MEROMORPHE FORTSETZUNG EINIGER DIRICHLETREIHEN 
Die Ergebnisse von Kapitel 3 und 4 werden hier benutzt, urn die 
Dirichletreihen 
welche fur u > k absolut konvergent sind, in der s-Ebene weiter nach links 
meromorph fortzusetzen. Da f eine Modulform beziiglich r ist, bleibt der 
Ausdruck yk 1 f(z)l’ unter der Aktion von r auf tj ungetidert. Deshalb 
erhiilt man aus (3.14) iihnlich wie in (4.9) fur u > 1 und n > 0 
s+k-2 If(Z)12e2xfnx d”;y 
(5.2) 
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und ebenso [ 121 
JJ Yk If(z az, s) y = =&y !’ D#+k- LO). B (5.3) 
Rankin zeigte weiter, dass 
(27r)-2’5+k-1)I-(~)Z-(~+k-l)~(2s)D,(~+k-l,0) (5.4) 
bis auf einfache Pole bei s = 0, 1 ganz ist und sich unter der Substitution 
s N 1 - s nicht Indert. 






T(k - f - ir) 
-m (&@-l/2-” D,(k-t--ir,O) E(z,++ir) dr, 
wobei y,(j) die gleiche Bedeutung wie im Koroliar des vorigen Kapitels hat. 
Satz 33 in [14], (3.15) und (5.5) ergeben nun vorerst fur u > 1 und 
n = 1, 2,... 
(5.6) 
X D# - f + it, 0) T(s - 1 + ir) T(s - f - ir) dr. 
Entfernt man aus der s-Ebene die Punkte, wo T(s - s,) T(s - S,), j > 0, Pole 
haben, so konvergiert nach Lemma 1 und 2 die Reihe auf der rechten Seite 
von (5.6) in dem so entstandenen Gebiet absolut und lokal gleichmiissi’g. Die 
Reihe l&t sich also als Funktion von s meromorph in die ganze s-Ebene 
fortsetzen. Dies gilt such fur den zweiten Term auf der rechten Seite von 
(5.6), wie jetzt gezeigt werden ~011. Bekanntlich [ 17, Satz 3.1 l] existiert ein 
c > 0, so dass 
l/C( 1 + 2s) = O(log(2 + It I)) (5.7) 
fiir alle s aus G = {s = a + if ( (u] < c(log(2 + ] f])))‘}. Ferner folgt aus (5.4) 
und dem Phragmkn-Lindelof Prinzip, dass fur jedes E > 0 
DIRICHLETREIHEN UND SPITZENFORMEN 43 
I((1 +2ir)DXk-t+ir,O)l=O(Irll+Z), JrJ-Co. W3) 
Aus (3.13), (5.7) und (5.8) ist ersichtlich, dass das Integral auf der rechten 
Seite von (5.6) in Q > f absolut und lolcal gleichmlissig konvergiert. Sei nun 
s = u + it, u > f, vorerst so, dass s - f zu G gehiirt. Bezeichnet Q einen 
stetigen, doppelpunktfreien Weg in G, der so von -ice nach +io3 liiuft, dass 
s - f zu seiner linken und 4 - s zu seiner rechten Seite liegen, dann betragt 
der Wert des Integrals auf der rechten Seite von (5.6) wegen (3.13) und (5.4) 
2 
I 
n-‘u2&) T(k - 4 + w) D,-(k - f + co, 0) 
i C n-“*+T($ -co) c(l - ~cu)(~z)~-~‘~+” 
xT(s-++w) .(s+u) do 
I 
112-s 
+4@2s- 1) ’ 
a,,-,(n)T(k+s- l)D,(k+s- LO) 
nS-‘T(1 - s) [(2 - 2s)(4rQk+“-’ 
+ 
nS-‘l’a,-,,(n)T(k - s) D,# - s, 0) 
7cT(s) [(2~)(4n)~-~ 1 
. 
(5.9) 
Nach (5.7), (5.8) und der Formel von Stirling definiert das Integral in (5.9) 
im Gebiet, das links von Q liegt eine analytische Funktion von s - l/2. 
Zusammen mit (5.4) zeigt dies, dass in (5.9) eine meromorphe Funktion von 
s steht, deren Wert bei s = $ 
n-“u,&) T(k - f + ir) D# - f + ir, 0) 
ir) ((1 - 2ir) (47r)k-Y2+‘r 
(r(ir)12 dr (5.10) 
betragt, denn D,(k - f, 0) = 0. Multipliziert man den zweiten und dritten 
Term in (5.9) mit C(2s), so besitzen nach (5.4) die so entstandenen 
Ausdriicke in c < f keine Pole. Somit folgt aus (3.21), (3.23), (3.24), (5.2) 
und (5.6), dass fur n = 1, 2 ,..., Q2s) D,(s + k - 1, n), abgesehen von 
einfachen Polen bei s = f und s = 4 f ir,, j > 0, in c > - 4 analytisch sind. 
Die Residuen der entsprechenden Pole betragen 
(47@- 1/2 
jj ykl/(z)12f(z,~,n) F, bei s=+, (5.11) 
w’(k-$1 3 
und 
r(l l irj) 
(4z)k-“2 T(k - f f iri) 
4 l ‘rl 
( ) n 
CO k 2ir,) ST, *, 
J 
bei s = +-* ir,. (5.12) 
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Ferner ergibt sich aus (3.25), (4.10), (5.2) und (5.3) iihnlich wie in (4.9), 
wenn -t<o<Oist, 
(m~)~- yz Z-(s + k - 1) 
T(s + $)(4n>“‘k-’ 
Q2s) D,@ + k - 1, n) 
= r(3) c jj Yk Mzl’ YZ 
MET,Il- 5 
x (7rnyMl>“- l’* 
! 
hdv 
qs + f> 





+ (s _ f) n-sr(s) c(, Yk WI2 J% 1 - s) y 
= q2s)J71il y-2 If(z)l’ 
0 -l/2 
cos 7rsK, _ y2(2nny) 
I 
e2n’nx dx dy 
+ nu2-sa2,-,(n) T(k - s) cs - 4) n-qs)(4n>k-s Dkk -” ‘) 
= ~-2~) f' - j-" yk-3/2e-*nW+nb' 
a, a1tn 
I= 1 0 
x (nny)"- "* 
1 T(s + f> 




1i2-su2s- ,(n) T(k - s) 
ts -4) n-y-(s)(47c)k-s Dkk - ” ‘) 
=Ws) 2 m+, 
(m)s-“* T(s + k - 1) 




nY2-%,,-,(n) r(k - s) 
+ ts - f) ,pqs)(4,@-s DAk - ” ‘I- (5.13) 
Unter Benutzung der Funktionalgleichungen von C und r llsst sich (5.13) 
schliesslich schreiben als 
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Q2s) Dkk + s - 1, n) 
- alal,” 
/=I 
+ 7?(4;71)s-’ r(S - f> rtk - s, 02s- i(n) D# _ s, o) 
r(s)r(s+ k- 1) n2”-’ 
+ 7rv2(4n)s-’ rts - i> rtk - 4 ~,,-,tn) 
T(s) T(s + k - 1) n2’-l 
D,(k - s, 0). (5.14) 
6. DIE MELLINTRANSFORMATION VON g,,, 
Im Hinblick auf das niichste Kapitel miissen die Mellintransformierten von 
g pj,“, n = 0, L-9 welche fiir 0 > 0 durch 
O” K”,“(S) =I g,,Jx) xs- l fix 0 (6.1) 
definiert sind, genauer untersucht werden. Benfitzt man (2.32) in (6.1), so 
erhiilt man 
x Y”(r) rs dz ys- ’ dy 




M,(s)=Jrn e-$($-) Iy(-Sdy, 
-cc 
mit 
R,(s) = I” Vu,(t) rs-’ ds 
-m 




Wegen (2.3) konvergiert das Integral in (6.5) fur alle komplexen Zahlen s 
absolut, und ti, ist eine ganze Funktion von s. Partielle Integrationen in 






{ y/“‘(U(t - v,)) - @‘(U(r - vz)) 
0 I 
?+j dr 
ua4, IfI> 1, (6.6) 
gleichmiissig fur u aus einem Interval1 endlicher Lange. Ebenfalls mit 
partieller Integration erhiilt man aus (6.3) und (6.4), da 
= 1 -rp(Y) d’)(Y) = -rp”‘(-Y), 
M,(s) = -‘-J”; IYl+Y$(B(+)) dY s-l -m 
1 0 =- 
s-l IJ -a, Iy\l-s~w)dy-jm Y'-?' (-)) $1 0 
-1 m 
=- 
I s-l 0 
p”‘( y)( y’-’ t y”-‘} dy. (6.7) 
Somit liisst sich MO, abgesehen von einem einfachen Pol bei s = 1, analytisch 
in die ganze s-Ebene fortsetzen. Aus (2.4) und (6.7) folgt weiter, dass 
M,(s) = -& + O(ls - 1 I>, S’ 1, (6.8) 
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und dass fiir j = 1,2,... 
M,(s)= (WI-9, ItI > 1, (6.9) 
gleichm&.sig fur c aus einem Interval1 endlicher Lange. 






$1 P( $) IM-‘t 4~. (6.10) 
Da das Integral in (6.10) nunmehr fur o > -1 absolut konvergiert, lassen sich 
die Funktionen M, analytisch in die ganze s-Ebene fortsetzen. Wegen 
d4+ co * ‘=I ( 1 x - 




#,,oW = Ix + 1 lir ($-$/lx+ 1l-V( t(x2Tl)) c*(# (6.12) 
und 
j = 1, 2,..., (6.13) 
werden beliebig oft differenzierbare Funktionen )rJ definiert, welche nach 
(2.4) und (6.4) fiir lx/< 2e/3 oder Ix -t 1 I < 4nn/3 ItI verschwinden. Aus 
641/13/l-4 
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(6.12) und (6.13) folgt deshalb durch vollsttindige Induktion die Existenz 
positiver Zahlen C,, I, j = 1, 2,..., so dass fiir alle reellen x 
Ih.j(Xl G c,,ly-i (1 + IW’9 (6.14) 
falls n> 1, ItI> 1 und lol<list. Wennj>2,1> l,n> 1, ItI> 1 und lo/<1 
ist, folgt also aus (6.12)-(6.14) durch partielle Integration 
i ’ I( Ii 00 t -m e,lX d’ ~~lx+ll-~~(f(x2:nl))cP*(~)~ q 
ij m = 
I( 1, i -a 









‘j-l I I 
o+f-I 
min(n-j, ) t I-‘). (6.15) 
Da andererseits 
x2 aJ 2(-xy’ 
X-log(1 +x)=y c j+2’ (XI < 1, 
i-0 
existiert fiir geniigend kleine E > 0 eine auf [--2&,2&l beliebig oft differen- 
zierbare Funktion h, so dass fiir I y I < 2.5 
(6.16) 
und 
h(y)-log(1 +h(y))=$ (6.17) 
Daraus ergibt sich 
I m eifX\X+ l\-“$ ( t(x2T1,) p (:) dx=~~me”“‘“z~(Y)dy~ (6.l8) -m 
wobei 
C(Y)= I1 + h(yI-“$ ( ttl :nh;y))) (P (y) h”‘(y) (6.19) 
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gesetze wurde. Nun gilt bekanntlich fiir jede beliebig oft differenzierbare 
Funktion / mit kompaktem Triiger 
I 





-w e-‘“y”‘~(Y)dy, t # 0, (6.20) 
wenn $ die Fouriertransformation von ( bezeichnet. Beniitzt man 
(-2niy)’ C(y) = lw e2n’yxqP)(x) dx, 
-cc 
I = 1,2,..., 
so ergibt sich des weiteren mit 7 = lt(“* fur J= 1, 2,... 
j=O i 
aJ 
j! -w (--WY)” $6 Y> & 




-I- Itl-“1’ 1” Iv-Y4 d* d.) -r -m 
= g; (-4y-j pyq 
+o I4 ( ‘*-,(- l((y)(x)l~), (tl> 1, (6.21) 
-w 
gleichmiissig in (. Da die Integrale in (6.18) verschwinden, sobald (tl & 
27r($ + E) n, erhiiit man aus 6.10), (6.1 l), (6.15) und (6.18b(6.21) fur 
J= 1, 2,... 
P’(O) t O((n + ItI>-‘> , (6.22) 
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gleichmiissig fur n > 1 und s aus einem vertikalen Streifen endlicher Breite. 
Denn aus (6.19) ist ersichtlich, dass die Ableitungen von I$ gleichmiissig 
beziiglich o aus einem Interval1 endlicher Lange, t und n beschriinkt sind. 
Die Ableitungen von r im Nullpunkt lassen sich sukzessive mit Hilfe von 
(6.16) und (6.17) aus (6.18) berechnen. So ist etwa 
h(0) = 0, h”‘(0) = 1, h”‘(0) = ;, h’3’(O) = f 
und 
HO) = rp’ (Jy9 





3 i) (3 
+2aqP’(q?)($) +d”‘( “:“)( 2:“) ** 
Im nslchsten Kapitel tritt ein Integral auf, das zu tihnlichen Integralen wie 
in (6.11) fiihrt. Damit dort der Beweisablauf nicht unterbrochen werden 
muss, sol1 seine Diskussion hier vorweg genommen werden. Das fragliche 
Integral lautet 
(6.24) 
Da nach (6.6) 
a/(s) = - $ (V$+“,“(S, - 4~“,o(s))9 (6.25) 
wenn fi” durch 
(6.26) 
definiert wird, geniigt es, (6.24) mit $~(s) anstelle von &,(s) zu betrachten. 
Aus (6.26) folgt durch Differenzieren unter dem Integral und partielles 
Integrieren fiir j, 1= 0, l,... 
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i&ys,=J_mmr@) (1 +$)“log’( I+$) d/J 
(-uy’ 
= (s+ l)*** (s+j) -a, 
J” (l+~)“i$(w(p)log’( l+$)/ 4-l 
=o (u-f(&)). (6.27) 
Mit 
(6.28) 
hat man wegen (2.4) fiir geniigend kleines E > 0 
=a J” em,* (5) cp* (&)(;)3’a’dl 
-co 
+ ae3i0 Jym f(a(x + 1)) p (+) e3*ax 11 + ~/-~‘a(‘+~) do 
t ae-3fa Jym $(a@ - 1)) Q (t) e3jax ) 1 - xI~~~(‘-*) du. (6.29) 
Definiert man Funktionen Tj, h, und <* in folgender Weise 
(6.30) 
(1 f h*(Y)) Wl f h*(Y)) F h*(Y) =+2, IYl<2& 
(6.3 1) 
h:“(Y) > +, lYI<% 
L(y)=&%(y) f WP’(+) C’(Y), (6.32) 
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so erhllt man Hhnlich wie in (6.15) und (6.18) fur j = 1, 2,... 
+ ae31a 
I 
m -m <+(y) e-3iw*/* du + ae-3iejym c-(y) eJiayy2 dy. (6.33) 
Aus (2.4), (6.27), (6.28), (6.30) und (6.32) folgt, dass fiirj > 1 
5Yl(y)=o(f~~a’lP”(h,(y)* l)l)=+-‘“( u+;+a)2)v (6.34) 
und j> 5 
=0 (a-3u(t)‘-‘-3u), a >O, (6.35) 
gleichmlssig beziiglich n > 1, U > 4 und [crl< 1. Da nach (6.3 1) h,(O) = 0 





( 1 3 
(e-i(d4)[vy6&v~‘3a, v2 U) - V:‘6&vfi3a, v, U)] 
+ ei(d4)[v2y6&-vi’3a, v2 U) - vt/6J(-vt’3a, v, U)] 
I 
+ 0 (n + a)-“’ (&)*+g (6.36) 
wenn 
&t, U) = e3(o+‘f)q (6.37) 
gesetzt wird. Dabei gilt (6.36) gleichmlssig in denseiben Bereichen wie 
(6.35). 
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7. DIE EXPLIZITE FORM VON ZAT,U) 
Setzt man 
&s, n) = ((2s) DA/I + s - 1, n) = f =% 
j=f (j/2) 
a> 1, n = 0, l,..., (7.1) 
so ist 
W,n)= c - WI+, 
m*(Zt+n)=j (l+ 42)k-’ 
und (7.2) 
wt+n (I + @)k-’ = nys,+n p(m) u n)y 
wobei p die M6biussche Funktion bezeichnet. Setzt man weiter 
und 
Y = T”2(log Tp, 
so liisst sich (2.34) schreiben als 
(7.3) 
+ O(uT’), T>2, 4,<U<T”‘. (7.4) 
Da bekanntlich fiir jedes C > 0 
(7.5) 
und nach (2.32) 
l+n &.“w=o --yT-- , ( 1 x>o 
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gleichmlssig in n > 0 und U > 4, folgt durch partielle Summation, dass 
,- P(m) m2j 
2 gn.u 2T (-)I =O((l +n)T-“Z(logT)9-C), T+ 00, (7.6) - m rn>Y 
gleichmassig in j und n. Des weiteren wird aus (2.26) und (7.2) ersichtlich, 
dass 
= O(XZlogX), x--P co. (7.7) 
Andererseits besitzen die Summen S, wegen (6.1), (6.2) und (7.1) die 
Integraldarstellungen 
S,(X;n)=&J &s, n) K,,,(s - 1) X”-’ ds 
’ J “bx,,n~,,,,a,.(,,(~)‘d,, =- 
ix (o) 
o> 1, n = 1, 2,... . (7.8) 
Falls 
D,(s, 0) = c-, (-&+co) +O(ls-kl), s-k, (7.9) 
ergibt sich mit dem Satz von Cauchy aus (5.4), (6.8), (6.9), (7.1) und (7.8) 
+ &I,., D,(s, 0) M,(s) M,(s) (d)‘ ds, 0 < 1. (7.10) 
WIhlt man in (7.10) 0 = 0 und beachtet man (6.9), SO folgt 
S,(X; 0) = k 1 
( 42) log 
$ + 2~‘*‘(2) t r(2) irn y’,(7) log 7 d7 
+i(2)c,) +o&), x-,ab --OO (7.11) 
da nach (2.2) und (6.5) 
@“(l) =(” ‘u,(s) ds = 1, K@(l) = (” Y”(7) log 7 ds 
-co -m 
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ist. Aus (7.4)-(7.7) und (7.11) erhilt man sodann 
IAT, U) = 2c- L T 
t 
log T + cO - log 2n + 
+ 2TRe c 9 -Y’ 
rn<Y I< “L?‘UP 
+ O(uzTy, T>2, 4(U<T’/‘. (7.12) 
Aus dem Korollar in Kapite14, (3.21), (3.23), (5.2), (5.6), (5.9), (6.6) und 
(6.22) ergibt sich die Existenz einer Folge (t&Y, derart, dass t, -+ co, und der 
Integrand in (7.8) fur s = c f it,, /aI < 2 gleichmiissig gegen Null strebt, 
wenn 2-t co. Somit folgt aus (5.11), (5.12) und (7.8) fur n > 0 und )u) < 4 





gesetzt wurde. Also zeigt (7.12), dass fur Iu 1 < f 
I,JT,U)=2c-,T logT+c,-log2n+ Y’,(r)logrdr 
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Nach (5.14) hat man filr -1 < u < 0 
I d,@, n) M,(s) A&,(s) (0) ( ) 
-$ ’ ds 
=*-If2 y- 
/2 ($$L f +J 
J I 
((T) ‘($’ M,(s) @u(s) 4s) (&)’ ds 
++l/z/ m4)w-s) ~zs-l(n) ((r) T(S) qk + s - 1) n2S-l w - s, 0) MAs) 
x %WWY ds, (7.16) 
wobei der Einfachheit halber 
d(s) = 1 - 7+‘2 2s (z!y’[, +2-)2]“-k)‘2 
gesetzt wurde. Mit 
6= (1- (&)2)“2 
(7.17) 
(7.18) 
erhiilt man aus (4.19) gleichmassig fiir -4 Q c < 0 
d(s) = 1 - #/2--k ( 1~“)‘“-~+~(,l:;“sT;;‘~~~~~2+~~~2-k(~)2u-’) 
= 1 _ #/2-k (’ ;s)1’2-‘++j~,2-k(~)2u-1), (7.19) 
falls 1 + 1st > (n/21)‘12, und aus (4.18), (7.17~(7.19) fiir alle 1 
d(s) = O(cv-k). 
Wenn 1 -t 1s I< (l/n)‘, folgt aus (7.18) und (7.19) iiberdies, dass 
d(S)=0 (I+)‘) ++1~‘-k(~)20-1). 
(7.20) 
(7.21) 
Mit Stirlings Formel, (6.22), (6.23), (7.17) und (7.19) liisst sich das erste 
Integral auf der rechten Seite von (7.16) folgendermassen schreiben 
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2m x eifeiW4hgnf 6 - (( ) t -qp+ O(n-2)) i@“(S)d(S)(pJdS 
. -30 
= (;;,l,2 n 
I 
Trn S@“(S) @ 
(~)/l~sl,z-k( 1;“)““[ 
x (1+n/2)lt13 ( 
nY2fle3 )‘dt + o (f (z~)” 
x m 
11 n 
t-‘“If@“(s)d(s)l dt + -$,” t’-““IflT”(s)d(s)l dt 
1 I 
t’-3o Iti,(s)l dt t f 
I 
m t1-3u)A?,(s)l dt . 
1 I) 
Mit Hilfe von (6.6) und (7.17~(7.21) kann man zeigen, dass 
I 
al 










1 t u(n/l)2 







=0(s1vJ-‘+&)’ (logU 1:“(;;‘f;l)2 +u(y2y), 
gleichmiissig fiir -f <u Q 0. Nach (7.22) und (7.23) ist also das erste 
Integral auf der rechten Seite von (7.16) von der Form 
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(7.24) 
Wie in (7.23) zeigt man, dass das Integral in (7.24) durch 
0 ((qy+-*$+-)z) (7.25) 
nach oben abgeschatzt werden kann, falls 12 nUV2 ist. Andererseits hat das 
besagte Integral wegen (6.36) und (6.37) den Wert 
W” [ 
e-i(lJ4){“y6&“:“a, v* U) - “y&“f”a, v, U)} 
+ eiCd4)( “y6~(-v;“a, v* U) - vy$(-$‘a, v, v)) 
I 
+ 0 p-k ] (n + a)-“2 (-2) * + &on-21)) (7.26) 
wenn Q = (;rr’j*nX/(l + n/2))“” ist. Da nach (6.27) und (6.37) kt, U) und 
ihre Ableitungen nach t fiir t reel1 und U > 4 beschriinkt sind, kann nach 
(2.4), (7.18) und (7.26) das Integral in (7.24) such durch 
w)2 ( u+Y+J’ 1 + (n/l)* 
+64*-k {(n + a)-1’2 (A) * + a3’n-‘I) (7.27) 
majorisiert werden. Zur Doppelsumme auf der rechten Seite von (7.16) triigt 
also der erste Ausdruck in (7.24) nach (2.26), (7.18), (7.25) und (7.26) nicht 
mehr bei als 
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(7.28) 
wiihrend der Beitrag des 0-Termes in (7.24) zur oben erwlihnten Summe 
kleiner ist als 
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(7.29) 
Dabei gelten die Abschiitzungen (7.28) und (7.29) gleichmiissig fur n > 1, 
U > 4, X > 1 und - f < u < 0. Andererseits kann der zweite Ausdruck auf 
der rechten Seite von (7.16) nach Stirlings Formel, (5.4), (6.6), (6.22) und 
(7.23) durch 
o y(720- 1(n) 
( I 
O” 1 30 
lulnU n 
t - ILG”(S)l dt t n-2 m  t’-3upl,(s)l dt 
I 1 1) 
=o h3n u1-30 u 2 
( 1~1 n” ( 1) utn 
(7.30) 
nach oben begrenzt werden. Nach (7.16), (7.24) und (7.28)-(7.30) kann also 
der erste O-Term in (7.15) nicht grosser sein als 
Wahlt man in (7.31) u = -l/log U, so vervollstlndigen (7.15) und (7.31) 
den Beweis von 
SATZ 2. Sind If durch (2.1), !P” durch (2.2), cc,, co durch (7.9) und R, 
durch (7.14) gegeben, so gilt ftir Y = T”‘(log T)-3 und 4 < U < T”’ 
ZAT, U) = 2c- 1 T log T t co - log 2n t 
1 -cl2 
Bemerkung. Der erste Ausdruck auf der rechten Seite von (7.16) kann 
beliebig genau berechnet werden, wenn man in den asymptotischen 
Entwicklungen, welche in (7.19), (7.22) und (6.36) benutzt werden, geniigend 
DIRICHLETREIHEN UND SPITZENFORMEN 61 
viele Terme beriicksichtigt. Ein selbes kann such mit dem zweiten Ausdruck 
rechts in (7.16) getan werden, indem man die Dirichletreihenentwicklung fur 
D,(k - s, 0) und ozs... i(n) einsetzt, Summen und Integral vertauscht und dann 
wie beim ersten Ausdruck vorgeht. Folglich kann 1x7’, U) bis auf einen 
Fehler O(v2PC + P2(log 7’)-‘) explizit berechnet werden, wobei zum 
Hauptterm in Satz 2 noch einige liinglich aussehende Summen hinzutreten. 
Da jedoch eine solch verschiirfte Version von Satz 2 fur Satz 1 nicht bendtigt 
wird, sol1 sie hier nicht weiter erliiutert werden. 
8. BEWEIS VON SATZ 1 
Zunlchst sol1 gezeigt werden, dass 
c R.(X; n) = O(U2 log5’2 U), uz4, 
gleichmiissig fur X> 1. Aus (3.6), (3.21), (3.23), Lemma 1 und 2, 
(5.6)-(5.8) und (5.10) ergibt sich 
= c $Jg.d I Wjl’ j>o 
1 UJ 
+ 2K 1 
n-*‘u,,,(n) I-(k - 4 + ir) qqc - p + ir, 0) 
--oo R-‘/~+V($ - ir) 1;(1 - 2ir)(4n)k-V2+i’ 
(r(ir)(2 dr + 0( 1) 
= 0 c (q+n) ( y2 log( 1 + n) r; log r, ]r(zi$ + oo(n) />O 1 
= O(n”2 log n), n-, co. (8.2) 
Nach Lemma 2, Theorem 3.5 in [ 171 (6.6) und (6.22) kiinnen der zweite und 
dritte Term auf der rechten Seite von (7.14) durch 
0 r; v2 log’ r,e-“‘Ji2 --$ Ia ’ I+-(~)++/(&)’ (8.3) 
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majorisiert werden, wiihrend aus Lemma 1 folgt, dass 
= O(e”rJ/2r)/2 log rj), ‘j’ co. (8.4) 
Unter Benutzung von (3.6) und (6.22) erhiilt man jetzt (8.1) aus (8.2)-(8.4). 
Bezeichne nun Yyu’ die in (2.2) mit vi’ = j f (-l,‘/U, j = 1,2, gebildete 
Funktion und I,? das mit !P,$ gebildete Integral (2.1). Dann gilt nach Satz 2 
und (8.1) 
z,+(T, U)=2c-,T log T+c,-log2n+ 
( I 
cc 
Y; (7) log T dr 
-cc 1 
+ O(T”‘U2 log T log”’ v), T > 2, 4 < U < TLJ2, (8.5) 
und wegen (2.3) 
(8.6) 
Da ebenfalls nach (2.3) 
ergibt sich aus (8.5) und (8.6) mit U= T1’6(log T)-7’6 
j~‘lLf(f+il)12 dt=2c-,T(logT+c,-log2n+2log2- 1) 
+ O(Z+‘6(log T)7’6), T+ 00. (8.7) 
Wendet man (8.7) auf die Intervalle [2-‘-‘T, 2-‘T], 0 Q j Q log T/log 2 an, 
und summiert man das so Erhaltene iiber j, so folgt Satz 1 (i) fast unmit- 
telbar. 
Fur den zweiten Teil von Satz 1 beachte man, dass nach Cauchys Formel 
und (1.3) fur reelle 7 und positive E < 4 
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L$+ir) =+.~(~)L:(~+i7ts) T(s)ds 






=-Gi (c) J  ^ ( 




x T(k/2 - it + s) 
T(k/2 t 2.7 - s) 
L;(&ir+x) r(:.)ds. (8.8) 
Wiihlt man E = (log r)-‘, so erhHlt man mit Stirlings Formel und (8.8) 
1L'(~+ir)/2=O(~iy:~lL~(%ti(l+l)+E)l 2ffr+l), 
)71+ co. (8.9) 
In Hhnlicher Weise kann man mit Cauchys Formel ebenfalls zeigen, dass 
lL~(~t~tit)l'=o(~~~~lL~(S+i(r+p))( 'dptl), 
(8.10) 
AUS (8.7), (8.9) und (8.10) folgt also 
womit Satz 1 (ii) bewiesen ist. 
Falls 
=2c-,T(log(&) tc,,) to(Tv2), T+ 00, 
so ergibt sich durch partielle Integration 
I,(T,U)=k-,T log&,t~m 
( --co 
+ 0(7-l”), T+ 03, 
(8.11) 
(8.12) 
64 A. GOOD 
gleichmiissig fiir U > 4. Wenn U nicht von T abhiingt, zieht dies wegen 
Satz 2 
c- &4 Re 
m<Y m 
c R” =0(l), T+ co, (8.13) 
I<?liUT’ 
nach sich. Da nach (7.5) 




rt:lT! 1 ) YfO3 fiU(fj) 
= o(l), T-+ co. (8.14) 
n=1 
Nun ist nach (6.3) und (6.5) 
R(s3 = &t(s), B”(5) = A,(s) 
und i@,(s) # 0 fur alle geniigend grossen U. Nach dem Eindeutikeitssatz fur 
fastperiodische Funktionen kann also (8.14) nicht richtig sein, falls ein j > 0 
existiert, so dass 
(8.15) 
wobei a,,, durch (3.3), ykI) durch das Korollar in Kap. 4 und M, durch (6.3) 
gegeben sind. Damit ist nach (8.1 l)-(8.14) Satz I(iii) bewiesen. 
Bemerkung. Nach (5.12) ist (8.15) gleichbedeutend damit, dass 
2 M,(s) DAk + s - 1, n) + ‘f M-,(s) &k + S- 1, n) 
n=1 ?I=1 
auf u = f einen Pol hat. Auf die Diskussion von (8.15) sol1 in einer spateren 
Arbeit eingegangen werden. 
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