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Abstract
Recently, Yamanaka and Yamashita proposed the so-called positively homogeneous
optimization problem, which includes many important problems, such as the abso-
lute-value and the gauge optimizations. They presented a closed dual formulation
for the problem, and showed the weak duality and the equivalence to the Lagrangian
dual under some conditions. In this work, we focus on a special positively homo-
geneous optimization problem, whose objective function and constraints consist of
some gauge and linear functions. We prove not only the weak duality but also the
strong one. We also study necessary and sufficient optimality conditions associated
to the problem. Moreover, we give sufficient conditions under which we can recover
a primal solution from a Karush-Kuhn-Tucker point of the dual formulation. Fi-
nally, we discuss how to extend the above results to general convex optimization
problems by considering the so-called perspective functions.
Keywords: Gauge optimization, duality theory, convex optimization, positively
homogeneous functions.
1 Introduction
The gauge optimization (GO) problem is described as follows [2, 5, 6, 7]:
(PGO) min
x∈X
g(x),
where X ⊆ Rn is a closed convex set and g : Rn → R ∪ {∞} is a gauge function. Here,
we say that g is a gauge function if g is convex, nonnegative, positively homogeneous and
satisfies g(0) = 0. Note that GO problems are convex because gauge functions are also
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Japan Society for the Promotion of Science.
†Department of Applied Mathematics and Physics, Graduate School of Informatics, Kyoto University,
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convex. Freund [5] first introduced (PGO) where X is described by convex nonlinear con-
straints, and proposed its dual formulation, that is called gauge dual and is different from
the usual Lagrangian dual. Then he showed some duality results. Moreover, he presented
that (PGO) includes some well-known problems, such as, linear programming, p-norm
optimization problems with p ∈ [1,∞] and convex quadratic optimization problems [5].
Recently, Friedlander et al. [7] considered a specific form of GO problem in which X
is described as X := {x ∈ Rn | h(b−Ax) ≤ σ}, where h is a gauge function, σ is a scalar,
and b, A are, respectively, a vector and a matrix with appropriate dimensions. They
gave a closed form of its gauge dual. Afterwards, Friedlander and Maceˆdo [6] applied
this gauge duality to solve low-rank spectral optimization problems. Aravkin et al. [2]
presented some theoretical results for the GO problem, in particular, they gave optimality
conditions, and a way to recover a primal solution from the gauge dual. In that paper,
they also extended their results to a more general convex optimization problem, where g
and h were not necessarily gauge functions. In addition, they proposed the perspective
duality, which is an extension of the gauge duality.
The gauge optimization problems in these previous works [2, 5, 6, 7] do not involve
linear terms in their objective functions. Therefore, these GO frameworks cannot directly
handle linear conic optimization problems. More recently, Yamanaka and Yamashita [13]
considered the following positively homogeneous optimization (PHO) problem:
(PPHO)
min cTx+ dTΨ(x)
s.t. Ax+BΨ(x) = b,
Hx+KΨ(x) ≤ p,
x ∈ domΨ,
where c ∈ Rn, d ∈ Rm, b ∈ Rk, p ∈ R`, A ∈ Rk×n, B ∈ Rk×m, H ∈ R`×n and
K ∈ R`×m are given constant vectors and matrices, Ψ: Rn → Rm ∪ {∞}m is defined
by Ψ(·) := (ψ1(·), . . . , ψm(·))T where each function ψi : Rni → R is nonnegative and pos-
itively homogeneous, and T denotes transpose. Moreover, domΨ denotes the effective
domain of Ψ, defined by domΨ := {x ∈ Rn | ψi(xi) <∞, i = 1, . . . ,m}. Problem (PPHO)
is not necessarily convex, and it includes (PGO) since gauge functions are positively homo-
geneous. Note that PHO can handle linear terms in its objective and constraint functions.
Here, we explicitly include x ∈ domΨ in the constraints of (PPHO). This is because we
want to consider more general PHO problems than the ones used in the previous work [13],
where domΨ = Rn is assumed. Then we can adopt an indicator function of some cones
as ψi. We will later show that the same results as in [13] can be obtained even when
domΨ 6= Rn.
When ni = 1 and ψi(xi) = |xi|, (PPHO) is reduced to the absolute value programming
problem proposed by Mangasarian [8]. The other examples of PHO problems are absolute
value programming problems [8], p-order cone optimization problems [1, 12] with p ∈
(0,∞], group Lasso-type problems [9, 14], and sum of norms optimization problems [11].
Yamanaka and Yamashita [13] proposed a closed dual formulation of the PHO, which
they call positively homogeneous dual, and showed that the weak duality holds. They also
investigated the relation between the positively homogeneous dual and the Lagrangian
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dual of (PPHO), and proved that those problems are equivalent under some conditions.
The result indicates that the Lagrangian dual of a PHO problem can be written in a
closed-form even if it is nonconvex. Although the PHO problem has the above nice
features, the theoretical analysis is still insufficient. In particular, the paper [13] does not
discuss the strong duality and the primal recovery.
In this paper, we mainly study the following gauge optimization problem with possible
linear functions:
(P)
min cTx+ dTG(x)
s.t. Ax = b,
Hx+KG(x) ≤ p,
x ∈ domG,
where c, d, b, p, A,H,K are the same as in (PPHO), and G : Rn → Rm ∪ {∞}m is defined
by G(·) := (g1(·), . . . , gm(·))T with gi as a gauge function for all i. Note that there is no
nonlinear term in equality constraints, and problem (P) becomes convex when all elements
of d and K are nonnegative. Problem (P) includes the convex GO problems considered
in [2, 5, 6, 7], and it is possible to explicitly handle linear terms. In this paper, we call (P)
the gauge optimization when it is clear from the context.
We are basically interested in theoretical properties of problem (P) and its dual. We
first define a dual problem of (P) as in [13]. We then give conditions under which the weak
and strong dualities hold for problem (P) and its dual. Moreover, we present necessary
and sufficient optimality conditions for (P), that does not use differentials of gi as in
the Karush-Kuhn-Tucker (KKT) conditions. We further give sufficient conditions under
which we can obtain a primal solution from a KKT point of the dual formulation. In
addition, we show that the theoretical results for problem (P) can be extended to general
convex optimization problems, by considering the so-called perspective functions.
The paper is organized as follows. In Section 2, we recall some important properties
of (PPHO) in [13]. We show that some of them hold even if domΨ 6= Rn. Section 3 presents
the dual of problem (P), and gives some relations of (P) and its dual. In particular, we
show the weak and strong duality results, the optimality conditions for the problem,
as well as the recovery of primal solutions by solving the dual problem. In Section 4,
we discuss how to extend the obtained results to general convex optimization problems.
Section 5 concludes the paper with final remarks and future works.
We use the following notations throughout the paper. We denote by R++ the set of
positive real numbers. Let x ∈ Rn be a n-dimensional column vector, and A ∈ Rn×m
be a matrix with dimension n × m. For two vectors x and y, we denote the vector
(xT , yT )T as (x, y)T for simplicity. For a vector x ∈ Rn, its i-th entry is denoted by xi.
Moreover, if I ⊆ {1, . . . , n}, then xI corresponds to the subvector of x with entries xi,
i ∈ I. The notation #J denotes the number of elements of a set J . The identity matrix
with dimension n is En ∈ Rn×n. The n dimensional vector of ones is given by en, that
is, en := (1, . . . , 1)
T ∈ Rn. We also denote by ‖ · ‖ the usual norm. For a function f and
vectors x and y, we denote the subdifferential of f(x, y) with respect to x as ∂xf(x, y).
The effective domain of a function f is given by domf . The convex hull of a set S is
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denoted by coS. Finally, δS : Rn → R ∪ {∞} is an indicator function of a set S ⊆ Rn
defined by
δS(x) :=
{
0 if x ∈ S,
∞ otherwise.
2 Positively homogeneous optimization problems and
their duality
In this section, we recall positively homogeneous optimization problems and their prop-
erties in [13]. The positively homogeneous and vector positively homogeneous functions
are defined respectively as follows.
Definition 1. (Positively homogeneous functions) A function ψ : Rn → R ∪ {∞} is pos-
itively homogeneous if ψ(λx) = λψ(x) for all x ∈ Rn and λ ∈ R++.
Definition 2. (Vector positively homogeneous functions) A mapping Ψ: Rn → Rm ∪
{∞}m is a vector positively homogeneous function if it is defined as
Ψ(x) :=
 ψ1(xI1)...
ψm(xIm)

with positively homogeneous functions ψi : Rni → R ∪ {∞}, i = 1, . . . ,m, where n =
n1 + · · · + nm, Ii ⊆ {1, . . . ,m} is a set of indices satisfying Ii ∩ Ij = ∅ for all i 6= j, and
#Ii = ni.
A polar positively homogeneous function∗ associated to a positively homogeneous func-
tion ψ, and a polar vector positively homogeneous functions are defined respectively as
follows.
Definition 3. (Polar positively homogeneous functions) Let ψ : Rn → R ∪ {∞} be a
positively homogeneous function. Then, ψ◦ : Rn → R ∪ {∞} defined by
ψ◦(y) := sup{xTy | ψ(x) ≤ 1}
is called a polar positively homogeneous function of ψ.
Note that a polar positively homogeneous function is positively homogeneous and
convex. Moreover, when ψ is a norm, ψ◦ is the dual norm of ψ.
Definition 4. (Polar vector positively homogeneous functions) Let Ψ: Rn → Rm∪{∞}m
be a vector positively homogeneous function. A function Ψ◦ : Rn → Rm∪{∞}m is a polar
vector positively homogeneous function associated to Ψ if Ψ◦ is given as
Ψ◦(y) =
 ψ
◦
1(yI1)
...
ψ◦m(yIm)
 , i = 1, . . . ,m,
∗The paper [13] calls such functions dual functions.
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with the polar ψ◦i : Rni → R ∪ {∞} of positively homogeneous function ψi, i = 1, . . .m.
Yamanaka and Yamashita [13] further assumed two conditions on positively homo-
geneous functions for the duality of PHO problems. The first one is the nonnegativity
of positively homogeneous functions. The second one is that each component ψi of Ψ
vanishes only at zero and domΨ = Rn. For example, a usual norm satisfies both condi-
tions, but neither an indicator function for a cone nor the function ψi(xIi) = max{0, xIi}
satisfies the second condition. Therefore, the second one is rather restrictive. Here, we
suppose the following weaker assumptions.
Assumption 1. Each positively homogeneous function ψi in Ψ is nonnegative, that is,
ψi(xIi) ≥ 0 for all xIi ∈ Rni.
Assumption 2. For each i, either of the following conditions holds:
(a) di ≥ 0, Bji = 0 and Kji ≥ 0 for all j,
(b) domψi = Rni and there exists xˆIi such that ψi(xˆIi) 6= 0.
Note that if problem (PPHO) satisfies the first condition (a) of Assumption 2 for all
i and all ψi are gauge functions, then it becomes a convex gauge optimization prob-
lem (P). Since domΨ 6= Rn, we have to show the following lemma that corresponds to
[13, Proposition 2.1].
Lemma 1. Let Ψ and Ψ◦ be a vector positively homogeneous function and its polar,
respectively. Then, we have
Ψ◦(y) ≥ 0
for all y ∈ domΨ◦. In addition, suppose that Assumptions 1 holds. Then,
Ψ(x)TΨ◦(y) ≥ xTy
holds for all x ∈ domΨ and y ∈ domΨ◦.
Proof. Since the first inequality has been shown in [13, Proposition 2.1] by using Defini-
tions 1, 3 and 4, we prove only the second inequality. Clearly, it is enough to show that
ψi(xIi)ψ
◦
i (yIi) ≥ xTIiyIi . For simplicity, we denote ψi and xIi as ψ and x, respectively.
If ψ(x) = 0, then we can show that xTy ≤ 0 for all y ∈ domψ◦ as follows. Suppose
the contrary, that is, there exists y ∈ domψ◦ such that xTy > 0, and hence txTy →
∞ as t → ∞. Moreover, since ψ(tx) = tψ(x) = 0 for all t > 0, we have ψ◦(y) =
sup{txTy | ψ(tx) ≤ 1} = ∞, which contradicts the fact that y ∈ domψ◦. Consequently,
we obtain ψ(x)ψ(y) = 0 ≥ xTy.
Next we consider the case where ψ(x) > 0. Note that x ∈ domΨ, and hence ψ(x) <∞.
Let z = x/ψ(x). Since ψ is positively homogeneous, we obtain
ψ(z) = ψ
(
x
ψ(x)
)
=
1
ψ(x)
ψ(x) = 1.
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Therefore, we have
ψ◦(y) = sup{xTy | ψ(x) ≤ 1} ≥ zTy = 1
ψ(x)
xTy,
which shows the second inequality.
Yamanaka and Yamashita [13] proposed the following dual of (PPHO):
(DPHO)
max bTu− pTv
s.t. Ψ◦(ATu−HTv − c) +BTu−KTv ≤ d,
v ≥ 0,
where (u, v) ∈ Rk × R`. Note that if (u, v) is feasible for (DPHO), then ATu−HTv − c ∈
domΨ◦. For problems (PPHO) and (DPHO), the following weak duality holds.
Theorem 1. (Weak duality) Suppose that Assumption 1 holds. Let x ∈ Rn and (u, v) ∈
Rk × R` be feasible solutions of (PPHO) and (DPHO), respectively. Then, the following
inequality holds:
cTx+ dTΨ(x) ≥ bTu− pTv.
Proof. Using Lemma 1, we can show the weak duality as in the proof of [13, Theorem 3.1].
Next we show that the optimal values and solutions of problems (DPHO) and the
Lagrangian dual of (PPHO) are the same. Recall that the Lagrangian dual of (PPHO) is
written as
(DLPHO) sup
u,v≥0
ω(u, v),
where ω : Rk × R` → R is defined by
ω(u, v) := inf
x∈domΨ
L(x, u, v)
with the Lagrangian function L : Rn × Rk × R` → R of (PPHO) given by
L(x, u, v) := cTx+ dTΨ(x) + uT (b− Ax−BΨ(x)) + vT (p−Hx−KΨ(x)).
Note that we explicitly describe x ∈ domΨ in the Lagrangian dual problem (DLPHO). We
prove the following key lemma for the equivalence between (DPHO) and (D
L
PHO). Note
that it is an extension of [13, Lemma 4.1] to the case where domψi 6= Rni
Lemma 2. Let ψ◦i be the polar positively homogeneous functions of ψi for i = 1, . . . ,m.
Suppose that Assumptions 1 and 2 hold. Assume also that (u¯, v¯ with v¯ ≥ 0 is not a
feasible solution of problem (DPHO). Then, the objective function ω(u¯, v¯) of (D
L
PHO) is
unbounded from below.
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Proof. Suppose that (u¯, v¯) with v¯ ≥ 0 is not a feasible solution of (DPHO). Then, there
exists an index j such that
ψ◦j (αIj) > βj,
(1)
where α := AT u¯ + HT v¯ − c ∈ Rn, and β := d − BT u¯ + KT v¯ ∈ Rm. Let x¯ :=
(0, . . . , 0, x¯Ij , 0, . . . , 0). Then we have Ψ(x¯) = (0, . . . , 0, ψj(x¯Ij), 0, . . . , 0) and
L(x¯, u¯, v¯) = −αTj x¯Ij + βjψj(x¯Ij) + bT u¯+ pT v¯.
(2)
Now we consider three cases: ψ◦j (αIj) ∈ (0,∞), ψ◦j (αIj) =∞, and ψ◦j (αIj) = 0.
First we study the case where ψ◦j (αIj) ∈ (0,∞). Recall that ψ◦j (αIj) is defined as
ψ◦j (αIj) = sup
xIj
{xTIjαIj | ψj(xIj) ≤ 1}.
(3)
Therefore, for all ε > 0, there exists x¯Ij(ε) such that
ψ◦j (αIj)− ε ≤ αTIj x¯Ij(ε), ψj(x¯Ij(ε)) ≤ 1.
(4)
Let ε¯ be a scalar such that ε¯ = min{ψ◦j (αIj)− βj, ψ◦j (αIj)}/2 > 0. Then ψ◦j (αIj) > ε¯ > 0.
Moreover, we show that there exists x¯Ij such that
ψ◦j (αIj)− ε¯ ≤ αTIj x¯Ij , ψj(x¯Ij) = 1.
(5)
Since ψ◦j (αIj) > ε¯, the inequality (4) implies α
T
Ij
x¯Ij(ε¯) > 0, and hence x¯Ij(ε¯) 6= 0. If
ψj(x¯Ij(ε¯)) 6= 0, then we set x¯Ij = x¯Ij(ε¯)/ψj(x¯Ij(ε¯)). This vector x¯Ij satisfies conditions (5)
as shown below.
ψ◦j (αIj)− ε¯ ≤ αTIj x¯Ij(ε¯) ≤ αTIj
x¯Ij(ε¯)
ψj(x¯Ij(ε¯))
= αTIj x¯Ij ,
ψj(x¯Ij) = ψj
(
x¯Ij(ε¯)
ψj(x¯Ij(ε¯))
)
=
1
ψj(x¯Ij(ε¯))
ψj(x¯Ij(ε¯)) = 1,
where the second inequality holds from Assumption 1 and (4). If ψj(x¯Ij(ε¯)) = 0, then
ψj(tx¯Ij(ε¯)) = tψj(x¯Ij(ε¯)) = 0 for all t > 0 because of the positive homogeneity. From (3),
we have ψ◦j (αIj) ≥ tx¯Ij(ε¯)TαIj . Since αTIj x¯Ij(ε¯) > 0, we obtain ψ◦j (αIj) → ∞ as t → ∞,
which is a contradiction. Therefore, there exists x¯Ij such that (5) holds.
We now denote t¯ = (0, . . . , 0, tx¯Ij , 0, . . . , 0) for t > 0. Then, we have from (2)
L(t¯, u¯, v¯) = −tαTIj x¯Ij + βjψj(tx¯Ij) + bT u¯+ pT v¯,
≤ −t(ψ◦j (αIj)− ε¯− βjψj(x¯Ij)) + bT u¯+ pT v¯,
= −t(ψ◦j (αIj)− ε¯− βj) + bT u¯+ pT v¯,
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where the second inequality and the third equality hold from (5). Since, ε¯ ≤ (ψ◦j (αIj) −
βj)/2, we obtain
L(t¯, u¯, v¯) ≤ −t(ψ◦j (αIj)− ε¯− βj) + bT u¯+ pT v¯,
≤ −tψ
◦
j (αIj)− βj
2
+ bT u¯+ pT v¯,
which concludes limt→∞ L(t¯, u¯, v¯) = −∞.
Next we consider the case where ψ◦j (αIj) = ∞. From (3), there exists a sequence
{x¯kIj} ⊂ domψj such that ψj(x¯kIj) ≤ 1 and (x¯kIj)TαIj → ∞ as k → ∞. Let x¯k =
(0, . . . , 0, x¯kIj , 0, . . . , 0). Then, it follows from (2) that
L(x¯k, u¯, v¯) = −αTj x¯kIj + βjψj(x¯kIj) + bT u¯+ pT v¯,
and hence limk→∞ L(x¯k, u¯, v¯) = −∞.
We finally study the case where ψ◦j (αIj) = 0. Note that 0 > βj from (1). When
the first condition (a) of Assumption 2 holds, it then follows from v¯ ≥ 0 that βj =
dj − (BT u¯)j + (KT v¯)j ≥ 0, which is a contradiction. Now, suppose that the second
condition (b) of Assumption 2 holds. If αIj 6= 0, then there exists ε¯ > 0 such that
1 ≥ ψj(ε¯αIj) = ε¯ψj(αIj). Therefore we have
ψ◦j (αIj) = sup
xIj
{xTIjαIj | ψj(xIj) ≤ 1} ≥ ε¯αTIjαIj > 0,
which is a contradiction. Now we consider the case where αIj = 0. From Assumption 2 (b),
there exists xˆIj such that ψj(xˆIj) > 0. Let xˆ(t) = (0, . . . , 0, txˆIj , 0, . . . , 0) with t > 0. Then,
it follows from (2) that
L(xˆ(t), u¯, v¯) = −αTj xˆIj(t) + βjψj(txˆIj) + bT u¯+ pT v¯
= tβjψj(xˆIj) + b
T u¯+ pT v¯,
and we conclude that limt→∞ L(xˆ(t), u¯, v¯) = −∞.
Consequently, ω(u¯, v¯) is unbounded from below.
The next theorem shows that problems (DPHO) and (D
L
PHO) are equivalent, which
means that their optimal values and solutions of those problems are the same.
Theorem 2. Suppose that the Lagrangian dual problem (DLPHO) has a feasible solution.
Suppose also that Assumptions 1 and 2 hold. Then, the optimal value and solutions of
problem (DPHO) are the same as those of (D
L
PHO).
Proof. The r sult can be proved by using Lemma 2 as in the proof of [13, Theorem 4.1].
The next proposition shows that the positively homogeneous dual of problem (DPHO)
is similar to (PPHO).
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Proposition 1. Suppose that problem (DPHO) is feasible. Then, the positively homoge-
neous dual of (DPHO) can be written as
(P′PHO)
min cTx+ dTy
s.t. Ax+By = b,
Hx+Ky ≤ p,
Ψ◦◦(x) ≤ y,
where Ψ◦◦ denotes the polar of Ψ◦, i.e., Ψ◦◦ = (Ψ◦)◦.
Proof. First, note that problem (DPHO) can be written as
min −bTu+ pTv
s.t. Ψ◦(w) +BTu−KTv ≤ d,
w = ATu−HTv − c,
−v ≤ 0.
This problem is further reformulated as
(6)
min cˆT θ
s.t. KˆΨˆ◦(θ) + Hˆθ ≤ pˆ,
Aˆθ = c,
where θ = (u, v, w)T ∈ Rk+`+n, cˆ = (−b, p, 0)T ∈ Rk+`+n, pˆ = (d, 0)T ∈ Rn+`, Aˆ =
(AT ,−HT ,−E) ∈ Rn×(k+`+n),
Kˆ =
[
0 0 En
0 0 0
]
∈ R(n+`)×(k+`+n), Hˆ =
[
BT −KT En
0 −E` 0
]
∈ R(n+`)×(k+`+n),
and Ψˆ◦ is defined by Ψˆ◦(θ) := (‖u‖2, ‖v‖2,Ψ◦(w))T . Note that ‖u‖2 and ‖v‖2 in Ψˆ◦ are
dummy functions, and they do not affect the problem.
Moreover, the positively homogeneous dual of (6) can be described as
max cTx− pˆTy
s.t. Ψˆ◦◦(AˆTx− HˆTy − cˆ)− KˆTy ≤ 0,
y ≥ 0.
Let y = (y1, y2)
T with y1 ∈ Rn and y2 ∈ R`. Then, the above problem can be rewritten as
(7)
min −cTx+ dTy1
s.t. ‖Ax−By1 + b‖2 ≤ 0,
‖ −Hx+Ky1 + y2 − p‖2 ≤ 0,
Ψ◦◦(−x)− y1 ≤ 0,
y ≥ 0.
The first two inequality constraints are equivalent to
−Ax+By1 = b,
−Hx+Ky1 + y2 = p.
9
Since y2 ≥ 0 in (7), the second equality is further reduced to −Hx + Ky1 ≤ p. Conse-
quently, we can reformulate (7) as
min −cTx+ dTy1
s.t. −Ax+By1 = b,
−Hx+Ky1 ≤ p,
Ψ◦◦(−x) ≤ y1,
which is precisely (P′PHO) by denoting −x and y1 as x and y, respectively.
3 Gauge optimization problems and their duality
In this section, we discuss the following gauge optimization problem:
(P)
min cTx+ dTG(x)
s.t. Ax = b,
Hx+KG(x) ≤ p,
x ∈ domG.
We call G a vector gauge function. Since (P) is a special case of (PPHO), the PHO dual
of (P) is written as follows:
(D)
max bTu− pTv
s.t. G◦(ATu−HTv − c)−KTv ≤ d,
v ≥ 0,
where G◦ is the polar function associated to G. Here, problem (D) is a convex optimization
problem since each component g◦i of G◦ is convex.
The next proposition is a corollary of Lemma 1. Note that since a gauge function is
nonnegative, Assumption 1 automatically holds.
Proposition 2. Let G and G◦ be a vector gauge function and its polar, respectively. Then,
we have
G◦(y) ≥ 0,
G(x)TG◦(y) ≥ xTy
for any x ∈ domG and y ∈ domG◦.
Proof. It follows from Lemma 1.
We have the weak duality theorem for problems (P) and (D), and the equivalence be-
tween (D) and the Lagrangian dual of (P) from Proposition 2 and Theorem 2. Throughout
the paper, we denote the Lagrangian dual of (P) as (DL).
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Corollary 1. (Weak duality) For problems (P) and (D), the following inequality holds:
cTx+ dTG(x) ≥ bTu− pTv
for all feasible points x ∈ Rn and (u, v) ∈ Rk × R` of (P) and (D), respectively.
Proof. It directly follows from Proposition 2.
Corollary 2. Suppose that the Lagrangian dual problem (DL) has a feasible solution. Sup-
pose also that Assumption 2 holds. Then, the optimal value and solutions of problem (D)
are the same as (DL).
Proof. It is a direct consequence of Theorem 2.
We now discuss the strong duality, necessary and sufficient optimality conditions, and
the primal recovery for problem (P). To this end, we need (P) to be convex. Thus, from
now on, we suppose the following assumption.
Assumption 3. All elements of d and K of problem (P) are nonnegative.
Note that if Assumption 3 holds, then Assumption 2 holds for (PPHO) with Ψ = G.
Moreover, we assume the following condition on each function gi.
Assumption 4. Each function gi of G is lower semi-continuous on Rni.
We now show that the dual of (D) becomes (P) under Assumptions 3 and 4.
Corollary 3. Suppose that Assumptions 3 and 4 hold. Assume also that problem (D) is
feasible. Then, the dual of (D) is equivalent to (P).
Proof. Since gi is a gauge function for all i and satisfies Assumption 4, we have G◦◦ = G
by [7, Proposition 2.1]. Then, it follows from Proposition 1 that the dual of (D) becomes
(P′)
min cTx+ dTy
s.t. Ax = b,
Hx+Ky ≤ p,
G(x) ≤ y.
We show that the optimal value of (P) is the same as that of (P′). Let x∗ be an optimal
solution of (P). Then, (x¯, y¯) := (x∗,G(x∗)) is feasible for (P′), and hence cTx∗+dTG(x∗) ≥
cT x¯+ dT y¯. This shows that the optimal value of (P′) is less than or equal to that of (P).
Next, let (xˆ, yˆ) be an optimal solution of (P′). From Assumptions 3 and the fact
that G(xˆ) ≤ yˆ, we have cT xˆ + dTG(xˆ) ≤ cT xˆ + dT yˆ and Hxˆ + KG(xˆ) ≤ Hxˆ + Kyˆ ≤ p.
Therefore, (xˆ,G(xˆ)) is also optimal for (P′). Moreover, xˆ is a feasible solution of (P) and
cT xˆ+ dTG(xˆ) ≤ cT xˆ+ dT yˆ. The result indicates that the optimal value of (P) is less than
or equal to that of (P′).
The above discussion shows that the optimal values of (P) and (P′) are the same.
Furthermore, if x∗ is optimal for (P), then (x∗,G(x∗)) is optimal for (P′). Conversely, if
(xˆ, yˆ) is an optimal solution of (P′), then xˆ is optimal for (P).
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3.1 Strong duality
We now focus on the strong duality between problems (P) and (D). As seen below, we
require a certain constraint qualification for this purpose.
Theorem 3. (Strong duality) Suppose that Assumption 3 holds. Suppose also that the
Slater constraint qualification holds for (P). Then, the strong duality holds for prob-
lems (P) and (D), i.e., if (P) has an optimal solution x∗, then (D) also has an optimal
solution (u∗, v∗) and the duality gap between (P) and (D) is zero, that is, cTx∗+dTG(x∗) =
bTu∗ − pTv∗.
Proof. Suppose that (P) has a solution. Since (P) is convex from Assumptions 3 and the
Slater constraint qualification, the strong duality holds between problems (P) and (DL).
This means that (DL) also has an optimal solution and the duality gap between (P) and
(DL) is zero. It then follows from Corollary 2 that the optimal value of (D) is the same
as that of (P). Moreover, since an optimal solution of (DL) is that of (D), (D) has an
optimal solution.
3.2 Optimality conditions
The most well-known optimality conditions in the optimization literature are Karush-
Kuhn-Tucker (KKT) conditions. These KKT conditions use gradients and/or subgradi-
ents of the functions involved in the problem. Differently from the conditions, we present
now optimality conditions without such gradient information.
We first give sufficient optimality conditions for problems (P) and (D). Note that we
do not assume the Slater constraint qualification and Assumption 3 here.
Theorem 4. (Sufficient optimality conditions) Points x∗ and (u∗, v∗) are optimal for (P)
and (D), respectively, if the following conditions hold:
(i) Hx∗+KG(x∗) ≤ p, Ax∗ = b, x∗ ∈ domG (primal feasibility)
(ii) G◦(ATu∗ −HTv∗ − c) +BTu∗ −KTv∗ ≤ d, v∗ ≥ 0 (dual feasibility)
(iii)
[
d+KTv∗ − G◦(ATu∗ −HTv∗ − c)]
i
gi(x
∗
Ii
) = 0, i = 1, . . . ,m (complementarity)
(iv) [p−Hx∗ −KG(x∗)]i v∗i = 0, i = 1, . . . ,m (complementarity)
(v) G◦(ATu∗ −HTv∗ − c)TG(x∗) = (ATu∗ −HTv∗ − c)Tx∗ (alignment)
Proof. From the complementarity conditions (iii) and (iv), we obtain
0 =
[
d+KTv∗ − G◦(ATu∗ −HTv∗ − c)]T G(x∗) + [p−Hx∗ −KG(x∗)]T v∗
= dTG(x∗)− G◦(ATu∗ −HTv∗ − c)TG(x∗) + pTv∗ − (Hx∗)Tv∗.
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It then follows from the alignment condition that we have
dTG(x∗)− G◦(ATu∗ −HTv∗ − c)TG(x∗) + pTv∗ − (Hx∗)Tv∗
= dTG(x∗)− (ATu∗ −HTv∗ − c)Tx∗ + pTv∗ − (Hx∗)Tv∗
= cTx∗ + dTG(x∗)− bTu∗ + pTv∗,
which indicates that the objective function values of the primal and the dual problems
are the same for the feasible points x∗ and (u∗, v∗). From the weak duality theorem, x∗
and (u∗, v∗) are optimal for (P) and (D), respectively.
Note that condition (v) in Theorem 4, called alignment condition, is not standard, and
seems to be strange at first glance. This is actually used in the previous work [2] about
gauge duality, which is different from the duality considered here. Moreover, as it can be
seen below, the alignment condition is one of the necessary conditions for optimality.
When the Slater constraint qualification for problem (P) and Assumption 3 hold, the
sufficient optimality conditions in Theorem 4 become necessary.
Theorem 5. (Necessary conditions for optimality) Suppose that Assumption 3 holds.
Suppose also that the Slater constraint qualification holds for (P). Let x∗ and (u∗, v∗)
be optimal solutions of (P) and (D), respectively. Then conditions (i)–(v) in Theorem 4
hold.
Proof. Since x∗ and (u∗, v∗) are optimal solutions of (P) and (D), respectively, the feasi-
bility conditions (i) and (ii) clearly hold. Moreover, since the strong duality holds for x∗
and (u∗, v∗) under the assumptions, we have
0 = cTx∗ + dTG(x∗)− bTu∗ + pTv∗
= dTG(x∗)− (ATu∗ −HTv∗ − c)Tx∗ + pTv∗ − (Hx∗)Tv∗
≥ dTG(x∗)− G◦(ATu∗ −HTv∗ − c)TG(x∗) + pTv∗ − (Hx∗)Tv∗
=
[
d+KTv∗ − G◦(ATu∗ −HTv∗ − c)]T G(x∗) + [p−Hx∗ −KG(x∗)]T v∗
≥ 0,
where the second equality follows from the fact that Ax∗ = b, the third inequality follows
from Proposition 2, and the last inequality follows from (i) and (ii). Thus, the above
inequalities hold with equalities, and hence we obtain conditions (iii), (iv) and (v).
3.3 Primal recovery
Let us now discuss about the recovery of a primal optimal solution from a KKT point
of the dual problem (D). For simplicity, we denote Φ(u, v) := G◦(ATu − HTv − c) and
φi(u, v) := g
◦
i (A
T
Ii
u−HTIiv − cIi), i = 1, . . . ,m. Then, the KKT conditions of (D) can be
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described as
p+ V Tλ−Kλ− µ = 0, V ∈ ∂vΦ(u∗, v∗),
(8)
−b+ UTλ = 0, U ∈ ∂uΦ(u∗, v∗),
(9)
d− Φ(u∗, v∗)−KTv∗ ≥ 0, λ ≥ 0, λT (d− Φ(u∗, v∗)−KTv∗) = 0,
(10)
v∗ ≥ 0, µ ≥ 0, v∗Tµ = 0,
(11)
where λ ∈ Rm and µ ∈ R` are Lagrangian multipliers. Let Ai = AIi and Hi = HIi for all
i = 1, . . . ,m in the subsequent discussion. Moreover, we divide matrices U and V as
U =
 U1,...
Um
 , V =
 V1,...
Vm
 ,
where Ui ∈ R1×k and Vi ∈ R1×` for all i = 1, . . . ,m.
We now give the concrete formulae of the subdifferentials ∂vΦ and ∂uΦ. First, for
given u ∈ Rk and v ∈ R`, let us denote Xi(u, v) as the set of optimal solutions of the
following problem:
(Pi)
max
xIi
uTAixIi − vTHixIi − cTIixIi
s.t. gi(xIi) ≤ 1.
Moreover, we assume the following condition to show key properties of Xi(u, v).
Assumption 5. For all i, gi vanishes only at 0, that is, gi(x¯Ii) = 0 if and only if x¯Ii = 0.
Lemma 3. Suppose that Assumptions 4 and 5 hold. Then, Xi(u, v) is nonempty, convex
and compact for all u ∈ Rk and v ∈ R`.
Proof. The feasible region of (Pi) is nonempty since gi is a gauge function, and xIi = 0 is
a feasible solution of problem (Pi). In addition, the feasible region is convex and closed
because each function gi is convex and closed from Assumption 4. Moreover, Assumption 5
implies that the feasible reason is bounded. To see this, let Bi := {z ∈ Rni | ‖z‖ = 1}
and ρ := infz∈Bi gi(z). Then ρ > 0 from Assumption 5. If ρ = +∞, that is, dom gi = {0},
then Xi(u, v) = {0} and this lemma holds. Now, suppose that ρ <∞. Then, the feasible
region is included in the compact set B¯i := {z | ‖z‖ ≤ 1/ρ} since for any s 6∈ B¯i we have
‖s‖ > 1/ρ and
gi(s) = gi(‖s‖s/‖s‖) = ‖s‖gi(s/‖s‖) > 1
ρ
ρ = 1,
which shows that s is not a feasible solution of (Pi). Consequently, the feasible region of
(Pi) is nonempty, convex and compact.
Since (Pi) is a convex problem with the nonempty, compact and convex feasible region,
the solution set of (Pi) is nonempty, convex and compact.
We now describe the concrete formulae of ∂vΦ and ∂uΦ by using Xi(u, v) as follows.
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Lemma 4. Suppose that Assumptions 4 and 5 hold for function G. Then, we have
(12) φi(u, v) = u
TAix¯Ii − vTHix¯Ii − cTIix¯Ii for all x¯Ii ∈ Xi(u, v),
(13) ∂uφi(u, v) = {x¯TIiATi | x¯Ii ∈ Xi(u, v)}
and
(14) ∂vφi(u, v) = {−x¯TIiHTi | x¯Ii ∈ Xi(u, v)}.
Proof. The first equation directly follows from the definitions of g◦i and Xi(u, v). Since
the set Xi(u, v) is nonempty, convex and compact from Lemma 3, we obtain
∂uφi(u, v) = co{x¯TIiATi | x¯Ii ∈ Xi(u, v)} = {x¯TIiATi | x¯Ii ∈ Xi(u, v)},
∂vφi(u, v) = co{−x¯TIiHTi | x¯Ii ∈ Xi(u, v)} = {−x¯TIiHTi | x¯Ii ∈ Xi(u, v)},
which are the desired formulae.
Finally, we present the main result of this subsection, which shows that it is possible
to obtain a primal solution from a KKT point of problem (D).
Theorem 6. (Primal recovery) Suppose that Assumptions 3, 4 and 5 hold for the func-
tion G. Assume also that (u∗, v∗, λ, µ) ∈ Rk × R` × Rm × R`, V ∈ ∂vΦ(u∗, v∗) and
U ∈ ∂uΦ(u∗, v∗) satisfy the KKT conditions (8)–(11) for the dual problem (D). Then there
exist x¯Ii ∈ Xi(u∗, v∗) for all i = 1, . . . ,m such that Ui = (Aix¯Ii)T and Vi = −(Hix¯Ii)T .
Moreover, suppose that gi(x¯Ii) = 1 for i such that λi 6= 0. Let x∗Ii = λix¯Ii for all
i = 1, . . . ,m. Then, x∗ = (x∗I1 , . . . , x
∗
Im
)T is an optimal solution of (P).
Proof. From the definitions of Φ and G◦, we have
Φ(u∗, v∗) = G◦(ATu∗ −HTv∗ − c) =
 g
◦
1(A
T
1 u
∗ −HT1 v∗ − cI1)
...
g◦m(A
T
mu
∗ −HTmv∗ − cIm)
 =
 φ1(u
∗, v∗)
...
φm(u
∗, v∗)
 .
Moreover, since
U ∈ ∂uΦ(u∗, v∗) ⊆ ∂uφ1(u∗, v∗)× · · · × ∂uφm(u∗, v∗),
we have Ui ∈ ∂uφi(u∗, v∗). In a similar way, we have Vi ∈ ∂vφi(u∗, v∗). It then follows
from (13) and (14) in Lemma 4 that, for all i = 1, . . . ,m, there exist x¯Ii ∈ Xi(u∗, v∗),
such that Ui = (Aix¯Ii)
T and Vi = −(Hix¯Ii)T .
Now let x∗Ii = λix¯Ii , i = 1, . . . ,m, and x
∗ = (x∗I1 , . . . , x
∗
Im
)T . W show that x∗ and
(u∗, v∗) satisfy the sufficient conditions (i)–(v) in Theorem 4. Note that the ual feasibility
(ii) clearly olds. Moreover, since the assumption on gi(x¯Ii) implies
gi(x
∗
Ii
) = gi (λix¯Ii) = λigi(x¯Ii) = λi,
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we obtain
(15) G(x∗) = λ.
We first show that the alignment condition (v) holds. From (12) in Lemma 4, we have
g◦i (A
T
i u
∗ −HTi v∗ − cIi) = φi(u∗, v∗) = (u∗)TAix¯Ii − (v∗)THix¯Ii − cTIix¯Ii .
It then follows from (15) that
g◦i (A
T
i u
∗ −HTi v∗ − cIi)Tgi(x∗Ii) = λi((u∗)TAix¯Ii − (v∗)THix¯Ii − cTIix¯Ii)
= (u∗)TAix∗Ii − (v∗)THix∗Ii − cTIix∗Ii
= (ATi u
∗ −HTi v∗ − cIi)Tx∗Ii ,
which shows that condition (v) holds.
Next we prove the primal feasibility (i). From the definition of x∗, we obtain
Ax∗ =
m∑
i=1
λiAix¯Ii =
m∑
i=1
λiU
T
i = U
Tλ = b,
where the second equality follows from (13) in Lemma 4 and the last equality is due to
the KKT condition (9). Moreover, we have from (14) in Lemma 4 that
(16) Hx∗ =
m∑
i=1
λiHix¯Ii = −
m∑
i=1
λiV
T
i = −V Tλ.
It then follows from (15) that
Hx∗ +KG(x∗) = −V Tλ+Kλ = p− µ ≤ p,
where the equality and the inequality follow from the KKT condition (8) and (11), re-
spectively. Consequently, x∗ is a feasible solution of (P).
Finally, we show that the complementarity conditions (iii) and (iv) hold. First we
consider condition (iii) as follows. If λi = 0, then x
∗
Ii
= 0 and gi(x
∗
Ii
) = 0, and hence (iii)
holds. If λi 6= 0, then
[
d+KTv∗ − G∗(ATu∗ −HTv∗ − c)]
i
= 0 from the KKT condition
(10) and the definition of Φ. Therefore, (iii) also holds.
Next we prove that condition (iv) is satisfied. If v∗i = 0, then (iv) clearly holds. For
this reason, we consider the case where v∗i 6= 0. In such a case, µi = 0 from the KKT
condition (11), and hence
[
p+ V Tλ−Kλ]
i
= 0 from the KKT condition (8). It then
follows from (15) and (16) that
0 =
[
p+ V Tλ−Kλ]
i
= [p−Hx∗ −Kλ]i = [p−Hx∗ −KG(x∗)]i .
Therefore, the complementarity condition (iv) holds.
From the previous discussion, we conclude that x∗ and (u∗, v∗) satisfy all sufficient
conditions for optimality, and hence x∗ is an optimal solution of (P).
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Observe that the assumption that gi(x¯Ii) = 1 for all i such that λi 6= 0 seems to
be rather restrictive. One of sufficient conditions for the assumption is that the effective
domain of gi is Rni and ATi u∗−HTi v∗−cIi 6= 0 for all i. Under the conditions, the solution
set Xi(u
∗, v∗) is included in the boundary of the feasible set of (Pi), and thus gi(x¯Ii) = 1
for all x¯Ii ∈ Xi(u∗, v∗).
4 Duality for general convex optimization
In this section, we show that the previous results for gauge optimization can be extended
to the more general convex optimization problems. To this end, we first decompose the
general convex function of the problem, which is not necessarily nonnegative, into a linear
and a nonnegative convex functions. Then, we consider the so-called perspective [2, 3] for
the nonnegative convex function. The perspective function gives a gauge one essentially
equivalent to the convex function. Consequently, we reformulate the general convex func-
tion into a sum of linear function and a gauge one. The reformulation enables us to apply
the results in the previous section for a general convex optimization problem.
4.1 Reformulation of a general convex function into sum of lin-
ear and gauge functions
Let us first observe that a convex function f : Rn → R∪ {∞} can be written as a sum of
a linear function and a nonnegative convex one. Let z ∈ domf be a fixed vector, and let
η ∈ ∂f(z). We can write
f(x) = f(x)− f(z)− ηT (x− z) + f(z) + ηT (x− z).
(17)
Note that f(x)− f(y)− ηT (x− y) is convex and nonnegative with respect to x, because
f satisfies the subgradient inequality [10]: f(x) ≥ f(y) + ηT (x− y). Moreover, the right-
hand side term: f(y) + ηT (x − y) is linear with respect to x. Thus, function f can be
divided into a nonnegative convex function and a linear one.
Next, we reformulate an nonnegative convex function into a gauge function through the
so-called perspective of an nonnegative convex function. Recall that for any nonnegative
convex function h : Rn → R+ ∪ {∞}, its perspective hp : Rn+1 → R∪ {∞} is described as
hp(x, ζ) :=

ζh(ζ−1x) if ζ > 0,
δ{0}(x) if ζ = 0,
∞ if ζ < 0,
and its closure can be written by
hpi(x, ζ) :=

ζh(ζ−1x) if ζ > 0,
h∞(x) if ζ = 0,
∞ if ζ < 0.
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where h∞ is the recession function of h [10]. Note that if h is a proper convex function,
then hpi is a positively homogeneous proper convex functions [10]. In addition, hpi(0, 0) = 0
by definition, and hence hpi becames gauge. Therefore, h can be represented as the gauge
function hpi(x, ζ) with ζ = 1. Consequently, f can be described as sum of the linear
function f(y) + ηT (x − y) and a gauge function hpi(x, 1), where h(x) = f(x) − f(y) −
ηT (x− y).
We now consider a vector function F : Rn → Rm ∪ {∞}m, which is defined by F (·) :=
(f1(·), . . . , fm(·)) with convex functions fi : Rni → R∪{∞}, i = 1, . . . ,m. We then define
its perspective F pi : Rn+m → Rm ∪ {∞}m as F pi(·) := (fpi1 (·), . . . , fpim(·)) with fpii : Rni+1 →
R∪{∞}. For simplicity, we denote F pi(x, ζ) = (fpi1 (x1, ζ1), . . . , fpim(xm, ζm)) for any x ∈ Rn
and ζ ∈ Rm. We also denote the polar of F pi as F \(·) := (F pi)◦(·) = ((fpi1 )◦(·), . . . , (fpim)◦(·)).
Note that F pi(x, em) = (f
pi
1 (x1, 1), . . . , f
pi
m(xm, 1)) = F (x) by definition. We also observe
that F pi is a vector gauge function if fi is an nonnegative proper convex function for all i.
4.2 Perspective dual problems
We now consider the following nonconvex optimization problem:
(PF )
min cTx+ dTF (x)
s.t. Ax = b,
Hx+KF (x) ≤ p,
where F is an nonnegative vector convex function, that is, each component function fi is an
nonnegative convex function. By using the perspective function of F , we reformulate (PF )
into a gauge optimization:
(Ppi)
min cˆT z + dTF pi(z)
s.t. Aˆz = bˆ,
Hˆz +KF pi(z) ≤ p,
where F pi : Rn+m → Rm is the perspective of F , z = (xI1 , ζ1, . . . , xIm , ζm)T ∈ Rn+m,
cˆ = (cI1 , 0, . . . , cIm , 0)
T ∈ Rn+m, bˆ = (b1, 1, . . . , bm, 1)T ∈ R2m, Hˆ = [HI1 , 0, . . . , HIm , 0] ∈
R`×(n+m) and
Aˆ =

A1,I1 0 · · · A1,Im 0
0 1 · · · 0 0
...
...
. . .
...
...
Am,I1 0 · · · Am,Im 0
0 0 · · · 0 1
 ∈ R2m×(n+m),
where HIi is a submatrix of H with Hj, j ∈ Ii as its column and Ai,Ik is i-th row of a
submatrix of A with Aj, j ∈ Ik as its column.
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We obtain the PHO dual of (Ppi) as follows:
(Dpi)
max bTu− pTv + eTmw
s.t. F \

[(A1,I1)
T , . . . , (Am,I1)
T ]u− (HI1)Tv − cI1
w1
...
[(A1,Im)
T , . . . , (Am,Im)
T ]u− (HIm)Tv − cIm
wm
−KTv ≤ d,
v ≥ 0.
We call problem (Dpi) as the perspective dual of (PF ).
5 Conclusion
In this paper, we considered optimization problems with both gauge functions and linear
functions in their objective and constraint functions. Using the positively homogeneous
framework given in [13], we proved that weak and strong duality results hold for such gauge
problems. We also discussed both necessary and sufficient optimality conditions associated
to these problems, showing that it is possible to obtain a primal solution by solving
the dual problem. We also extended the results for gauge problems to general convex
optimization problems. An important future work is to develop an efficient algorithm by
using the theoretical results described here.
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