This paper compares and constrasts three different probabilistic models -Particle representations, Parzen density estimates, and Gaussian mixture models -for non-Gaussian, non-linear feature tracking, when applied to multiple autonomous vehicles using the Decentralised Data Fusion (DDF) paradigm. These probabilistic models were chosen as they are all capable of approximating the probability distributions of an ideal Bayesian filter and have different properties with regard to computational efficiency and quality of the approximation.
INTRODUCTION
This paper aims to provide a comparison of the attributes of non-Gaussian, non-linear probabilistic models for decentralised, multi-sensor tracking particularly for autonomous air and ground platforms. Despite the variety of techniques for non-Gaussian and non-linear DDF, no contrasts have been made on the performances of these algorithms. Gaussian mixture models (GMMs) [1], Parzen density estimates [11] , and particles [7] , three popular representations, will be compared in this paper with emphasis on DDE A decentralised sensor network usually comprises of multiple processing nodes supporting one or more sensors. These nodes are interconnected via ethernet or wireless communications. There are three main constraints to a DDF system. The first is that no single central fusion centre exists and no node is central to the operation of the network. Secondly, communications are kept on a strictly node-to-node basis and last, there is no global knowledge of the network topology [6] .
Practical applications of DDF have been focused on representing features with simple geometric models such as points, circles or lines with Gaussian noise and through the use of ranging devices such as laser and sonar. While [17] . Particle filters can be used represent arbitrary distributions but there are currently no known solutions for performing DDF directly on particles. Although DDF can be performed using Parzen and Gaussian mixture representations, the main drawback is that the number of components increase with fusion and update operations, thus requiring the need for reparameterisation. The application of grid-based methods are limited due to the fact they do not scale well with state dimensionality.
In this paper, the performance of particle filters, GMMs, and Parzen density estimates will be contrasted in areas such as computational efficiency of Bayesian estimates, the memory space required to run the filters, the mathematical consistency in which data fusion can be achieved, as well as bandwidth requirements. In our experiments, we found that the more superior representation is one in which particle filters are used for local filtering and GMMs for decentralised fusion.
2. RELATED WORK A scalable Gaussian based DDF architecture implemented on Unmanned Aerial Vehicles (UAVs) has been successfully demonstrated by Nettleton [10] , using a Kalman Filter and its Information form. Local and communicated information was fused asynchronously via additive information matrices. However, this methodology does not lend itself to extensions for general probabilistic distributions.
A problem faced in DDF is the removal of common information. Common information between two nodes from any received estimates needs to be accounted for, if fusion is to be consistent [6] and ensure conservation estimates. It was shown in Utete [20] [12] showed the use of Parzen density estimates [11] with Gaussian kernels for DDF whereas the use of Gaussian mixture models in DDF systems was demonstrated by Upcroft et al. [19] . Both [6] . The internal structure of a decentralised node is illustrated in A. Channel Filters Channel filters are used for maintaining an estimate of common information passed between two nodes [6] . The removal of common information between the communicated and local estimate is essential in order to avoid over-confident estimates due to "double counting". A channel filter maintains the [2] at node a is:
where P (Xk lZk) is the posterior distribution given that Zk is the observation of a state Xk, at time tk. Equation 1 illustrates that a division operation is required in a channel update for removal of the common information held between communicating nodes. This division is the main problems encountered in generalised DDF.
THE PROBABILISTIC REPRESENTATIONS
This section provides a description of the mixture of Gaussians filter, the Parzen estimates filter and the particle filter.
A. The Mixture of Gaussians Filter A Gaussian mixture model for a random variable X is P(x) = Z=-i ijGj(x), where x are the observations of X, Gi, is the probability density for the ith component, and -yi are the weights where EZ=1-Yi 1.
B. The Parzen Density Estimates Filter
Whilst any type of kernel may be used to represent a Parzen probability distribution, Gaussian kernels are commonly used, as most of its operations are closed in form and therefore more efficient. The Parzen density estimator is the same as a Gaussian mixture model except the covariance of each component is equal and the number of components equal the number of points in the data sample taken from the underlying probability distribution.
C. The Particle Filter Particle filters are a Monte Carlo estimation method based on importance sampling, adapted to sequential filtering for dynamic systems [7] . The probability distribution of the state, is represented by particles at a given moment in time k, as a set of weighted samples {x(), W(i) }N where D is the dimensionality of the state, N is the number of components points and i is the number of iterations [5] .
Other reparameterisation alternatives include the joining and clustering algorithms introduced by Salmond [14] in which components or groups of components are combined while ensuring the distance between the original distribution remains within a pre-specified error bound. Compared to the EM algorithm, the joining algorithm is far less computationally complex at O(NlogN) where N is the number of components.
The local prediction and update operations for a Parzen density estimator are as for a Gaussian mixture model and hence, also results in an increase in the number of the components after an update operation. A subset of Salmond's joining algorithm [ 14] is applied to reduce the number of components.
C. The Particle Filter
The basic operation of a particle filter, as described in the seminal paper of Gordon et al. [7] [2] . The observation likelihood of the nine Parzen density components and the five GMM were generated as in section 6-A, with the components spread evenly in the Cartesian-coordinate space around the observation mean. This likelihood is then updated to the local estimate and reparameterisation or resampling is performed. Figure 2 shows the representations approximate the known underlying distribution accurately. The GMMs and Parzen density estimate provide the best approximation with a maximum error in the 10-28, whereas the Particle representation of 1000 is less accurate (with a maximum error of 0.2), due to the accuracy of obtaining a chi-square measure from particles. 
BEARING-ONLY TRACKING
The Kalman filter often fails [7] Figure 4 shows Bhattacharyya coefficient given the number of components for GMMs and Parzen representations. [15] [16] [17] [18] [19] [20] components were required for a Gaussian mixture model while 35-50 components were required for a Parzen density representation. About 2000 components were required for the particle representation. As the transformation of the likelihood is not required for particle representations, the accuracy of representing the given distribution in state space for this representation cannot be determined. E-' = wEi7 + (1 ± U)E-1 (4) Pij = Sij(wE7 pi + (1 -W)E 1pj) (5) Yij = w'y + (1-W);Y (6) 2) The Decentralised Parzen Density Estimates Filter: For a Parzen density estimate, Ridley et al. [12] showed and numerically justified an analytical approximation to the division operation described in Section 3. Each component of the communicated estimate is divided by the same kernel. This kernel is an approximation of the previously communicated estimate. The result of this division is then updated or fused with the local estimate via multiplication as with a local update.
3) The Decentralised Particle Filter: There are currently no known solutions for performing DDF directly on particles. As particles are discrete representations, samples from one set do not have the same support on the space as samples from another set. Thus, both the multiplication and division of Equation I are not well defined. One possible solution is to convert one set into a continuous distribution such as a mixture of Gaussians and use this to update the importance weights of the particles from the other set. Challa et al. [3] proposed another solution, where support vector machines (SVMs) are used to compress the probabilistic information for communication and distribution fusion. However, common information is not removed in both these fusion processes. An alternative solution is to convert both sets to continuous distributions and apply one of the DDF techniques from Section 7-B.1 or 7-B.2.
Converting to a mixture of Gaussians representation and then applying CI would be more desirable than a Parzen representation as better summary of the particles can be achieved. The main advantage of selecting particle filters over the other two representations is computational speed. However, converting both sets to continuous distributions would be computationally expensive should communication and fusion occur frequently.
C. DDF bearing-only results
In this simulation, the feature is tracked by two stationary sensing nodes. The process and observation models are the same as in Section 6. In this simulation, prediction occured at every timestep intervals. The local update occured every second timestep while each alternate node communicated its estimate every sixth timestep. The performance comparison used is the optimal centralised solution as it provides the closest approximation to the 'true' solution. Here centralised, means that each node communicating to every other node in the network at every time step. A suitable measure would be one that gives the information content of a distribution such as Entropy [15] . A Quadratic Renyi Entropy suggested by Torkola [18] will be used as the measure between the solution of decentralised or standalone node with the centralised solution. Figure 6 illustrates the results for each node performing DDF and the standalone nodes (i.e. no communications). The results indicate that decentralised nodes exhibit performances better than the sensors operating alone for each of the three representations. The final solutions for the decentralised nodes are similar but less compact that the centralised one.
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.."AS1 0 1. vishment, hence reducing the accuracy of this representation if the update or fusion processes do not occur frequently. The CI update for the mixture of Gaussians is shown to be more conservative than the decentralised fusion process for the Parzen density estimate as it can be seen in Figures 6(a) and 6(b) that the Renyi Entropy is closer to the centralised solution when fusion occurs compared to the mixture of Gaussians. 8 . CONCLUSIONS AND FUTURE WORK In this paper, it is demonstrated that Particle filters, Gaussian mixture models and Parzen density estimates can satisfy all the constraints for a general Decentralised data fusion architecture and also provide solutions to the operations of general Bayesian filtering.
The best representation for non-Gaussian, nonlinear feature tracking in decentralised data fusion is dependant on the application itself. For this simulation, using the particle representation for a local filter and using mixtures as a summary of the sample statistics for DDF is likely to be the best option. Particle representations do not require an observation likelihood transformation to state space, nor reparameterisation which may be computationally expensive compared to resampling. Parzen density estimates and Mixture of Gaussians are more compact than a subset of particles, can be used for DDF operations. Mixture of Gaussians are selected over Parzen density estimates as the density estimation method used for GMMs is more reliable than the Parzen representation.
One of the major areas of further research is improving density estimation techniques for Parzen estimates and mixture of Gaussians representations. Another is the development of different fusion methods for particle representations. Future work will also include a demonstration of each of these representations using vision sensors on airborne vehicles, ground vehicles and stationary ground nodes.
