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QUASICOHERENT SHEAVES ON TORIC SCHEMES
FRED ROHRER
Abstract. Let X be the toric scheme over a ring R associated with a fan Σ. It is shown that there are
a group B, a B-graded R-algebra S and a graded ideal I ⊆ S such that there is an essentially surjective,
exact functor •˜ from the category of B-graded S-modules to the category of quasicoherent OX -modules
that vanishes on I-torsion modules and that induces for every B-graded S-module F a surjection ΞF
from the set of I-saturated graded sub-S-modules of F onto the set of quasicoherent sub-OX -modules of
F˜ . If Σ is simplicial, the above data can be chosen such that •˜ vanishes precisely on I-torsion modules
and that ΞF is bijective for every F . In case R is noetherian, a toric version of the Serre-Grothendieck
correspondence is proven, relating sheaf cohomology on X with B-graded local cohomology with support
in I.
Introduction
Let R be a commutative ring, let S be a positively Z-graded R-algebra that is generated by finitely
many elements of degree 1, and let S+ =
⊕
n>0 Sn be its irrelevant ideal. We consider the projective
R-scheme X = Proj(S) → Spec(R). It is a fundamental and classical result that there is an essentially
surjective, exact functor •˜ from the category of Z-graded S-modules to the category of quasicoherent OX -
modules that vanishes precisely on S+-torsion modules, and that induces for every Z-graded S-module
F a bijection between the set of S+-saturated graded sub-S-modules of F and the set of quasicoherent
sub-OX -modules of F˜ ([14, II.2]). This allows a reasonable translation between projective geometry and
Z-graded commutative algebra. Even more, the well-known Serre-Grothendieck correspondence extends
this in some sense to yield a translation between sheaf cohomology on X and Z-graded local cohomology
with support in S+, provided R is noetherian ([4, 20.3]). The aim of this article is to present analogous
results for toric schemes (which are not necessarily projective), a natural generalisation of toric varieties.
Recall that a toric variety (over the field C of complex numbers) is a normal, irreducible, separated
C-scheme of finite type containing an open torus whose multiplication extends to an algebraic action on
the whole variety. If V is an R-vector space of finite dimension, N is a Z-structure on V , M is its dual
Z-structure on V ∗, and Σ is an N -rational fan in V , then these data define a toric variety as follows: If σ
is a cone in Σ, then the set σ∨∩M of M -rational points of its dual is a submonoid of finite type ofM . Its
algebra C[σ∨ ∩M ] corresponds to a variety Xσ(C), and the facial relations between the cones in Σ allow
to glue these varieties and obtain a toric variety XΣ(C). In fact, one can show that every toric variety
can be constructed in this way. Besides tori, the class of toric varieties contains affine spaces, projective
spaces, weighted projective spaces, or Hirzebruch surfaces, but also singular varieties (e.g., the surface in
C
3 defined by the equation x1x2 = x
2
3, or the hypersurface in C
4 defined by the equation x1x2 = x3x4),
and non-projective proper varieties (cf. [8, Appendice]); we refer the reader to [9] or [10] for a lot more
examples of toric varieties.
The above construction of a toric variety from a fan can be performed over an arbitrary ring R instead
of C, yielding what we call a toric scheme. This construction is compatible with base change, and in
this sense every toric scheme is obtained by base change from a “universal” toric scheme over Z; this is
essentially the viewpoint taken by Demazure in [8], where toric varieties make their first appearance in
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the literature. Even when one is only interested in toric varieties over C, performing base change and
hence considering toric schemes instead of toric varieties seems necessary in order to attack fundamental
geometric questions (and is, from a scheme-theoretical point of view, anyway a very natural thing to
do). For example, in order to investigate whether the Hilbert scheme of a toric variety XΣ(C) exists one
has to study quasicoherent sheaves on the base change XΣ(R) for every C-algebra R, and similarly for
related representability questions. Somewhat less fancy, using base change and hence toric schemes one
can reduce the study of toric varieties to the study of toric schemes defined by fans that are not contained
in a hyperplane of their ambient space.
Most of the toric literature treats varieties over C (or algebraically closed fields), and only rarely over
arbitrary fields. In arithmetic geometry, toric schemes over more general bases (mostly valuation rings)
appear more often (cf. [17], [20], [6], [19], [15]). The author’s article [25] contains a systematic study of
basic properties of toric schemes over arbitrary bases.
Now, let X = XΣ(R) be the toric scheme over R associated with a rational fan Σ; for simplicity, we
suppose that Σ is not contained in a hyperplane of its ambient space. If R = C there is a partial analogue
to the classical result recalled in the first paragraph, due to Cox and Mustat¸aˇ ([7], [21]). Namely, there
are a commutative group B, a B-graded C-algebra S, and a graded ideal I ⊆ S, all defined in terms of Σ,
such that there is an essentially surjective, exact functor •˜ from the category of B-graded S-modules to
the category of quasicoherent OX -modules ([21, 1.1]). If Σ is simplicial we have more: the above data can
be chosen such that •˜ vanishes precisely on those B-graded S-modules of finite type that are I-torsion
modules ([7, 3.11]), and that it induces a bijection between the set of I-saturated graded ideals of S and
the set of quasicoherent ideals of OX = S˜ ([7, 3.12]). Finally, there is also a correspondence between
sheaf cohomology on X and B-graded local cohomology with support in I ([21, 1.3]).
Comparing the projective and the toric situation they seem to be so similar as to provoke the question
whether the toric results hold over arbitrary base rings and can moreover – at least in the simplicial case
– be extended to yield bijections between I-saturated graded sub-S-modules of a graded S-module F
and quasicoherent sub-OX -modules of F˜ . Unfortunately, Cox’s and Mustat¸aˇ’s proofs use the language
of Weil divisors, which is not appropriate over arbitrary base rings. But since the corresponding proofs
in the projective case are elementary it is tempting to look for similar proofs in the toric case. In this
article we will see that both these hopes – general results and elementary proofs – can indeed be fulfilled.
Namely, we show that there are a commutative group B, a B-graded R-algebra S, and a graded ideal
I ⊆ S, all defined in terms of Σ, such that there is an essentially surjective, exact functor •˜ from the
category of B-graded S-modules to the category of quasicoherent OX -modules that vanishes on I-torsion
modules and that induces for every B-graded S-module F a surjection ΞF from the set of I-saturated
graded sub-S-modules of F onto the set of quasicoherent sub-OX -modules of F˜ . If Σ is simplicial we
have more: the above data can be chosen such that •˜ vanishes precisely on I-torsion modules, that ΞF
is bijective for every F , and that •˜ preserves the properties of being of finite type, of finite presentation,
pseudocoherent, or coherent. Finally, for arbitrary Σ, but supposing R to be noetherian, there is a toric
version of the Serre-Grothendieck correspondence relating sheaf cohomology on X with B-graded local
cohomology with support in I.
While these results do not seem to be available in the literature, they allegedly can be derived from the
general theory of quotients under actions of group schemes. However, our goal is to provide an elementary
and rigorous exposition of this theory that is accessible without much prerequisites. Therefore, we assume
only basic knowledge in algebra ([2], [3]), algebraic geometry ([14, I]), and – only in Sections 2.3 and 4.5
– homological algebra ([4], [13]). Some basic facts from polyhedral geometry are recalled in Section 1.1;
for proofs we refer the reader to [5]. For lack of suitable reference we provide in Section 2 the necessary
preliminaries on graded commutative algebra.
The structure of the article is as follows: In Section 1 we treat the combinatorics of fans and especially
the notion of Picard group of a fan. Section 2 provides basics on graded commutative algebra, including
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graded local cohomology. In Section 3 we introduce Cox schemes and toric schemes and study their rela-
tion. Finally, Section 4 contains the main results: the correspondence between graded and quasicoherent
modules, and the toric Serre-Grothendieck correspondence. Each section starts with a more detailed
overview of its content.
Notations and conventions: In general we use the terminology of Bourbaki’s E´le´ments de mathe´matique
and Grothendieck’s E´le´ments de ge´ome´trie alge´brique. Concerning δ-functors we use the terminology of
[13]. Monoids and groups are understood to be additively written and commutative, rings are understood
to be commutative, and algebras are understood to be commutative, unital and associative. For a ring
R, an R-module M and a subset E ⊆ M we denote by 〈E〉R the sub-R-module of M generated by E;
if M is free then we denote by rkR(M) its rank. For a monoid M and a subset E ⊆ M we denote by
〈E〉
N
the submonoid of M generated by E. For a category C and an object S of C we denote by C/S and
C/S the categories of objects of C over and under S, respectively. For a further category D we denote
by Hom(C,D) the category of functors from C to D. We denote by Mon, Ann and Sch the categories of
monoids, rings and schemes, respectively. For a ring R we denote by Alg(R) and Mod(R) the categories
of R-algebras and R-modules, respectively, and we write Sch/R instead of Sch/ Spec(R).
1. The combinatorics of fans
Throughout this section let R ⊆ R be a principal subring, let K denote its field of fractions considered
as a subfield of R, and let V be an R-vector space with n := rk
R
(V ) ∈ N, canonically identified with its
bidual V ∗∗ and considered as an R-module by means of scalar restriction.
In 1.1 we recall terminology and basic facts about rational structures, polycones, and fans; for proofs
we refer the reader to [5]. We consider rationality with respect to an arbitrary principal subring R ⊆ R,
so that we can treat the two cases in which we are mainly interested, R = Z and R = Q, at once. The
key notion of this section, introduced in 1.2, is the Picard group Pic(Σ) of a fan Σ. The terminology is
of course inspired by toric geometry, for one can show that Pic(Σ) ∼= Pic(XΣ(C)) ([9, VII.2.15]). In 1.3
we relate Pic(Σ) to other groups encoding combinatorial properties of Σ, and we embed it in particular
into a certain group AΣ1 depending only on the set of 1-dimensional polycones in Σ (and isomorphic
to the divisor class group of XΣ(C) ([10, 3.4])). In 1.4 we show that Σ is simplicial or regular if and
only if AΣ1/Pic(Σ) is finite or zero, respectively. Our proof is purely combinatorial and moreover reveals
combinatorial conditions for simpliciality or regularity of single polycones in the fan.
1.1. Rational structures, polycones, and fans.
(1.1.1) An R-structure on V is a sub-R-module W ⊆ V such that the canonical morphism of R-vector
spaces R ⊗R W → V with a ⊗ x 7→ ax is an isomorphism, or – equivalently – that 〈W 〉R = V and
1
rkR(W ) = n; if R is a field this coincides with the notion of R-structure in [2, II.8.1]. For a sub-R-module
W ⊆ V we denote the image of the canonical monomorphism of K-vector spaces K ⊗R W → V with
a⊗ x 7→ ax by WK . So, W is an R-structure on V if and only if WK is a K-structure on V , and then W
is a lattice of WK in the sense of [3, VII.4.1].
Let W be an R-structure on V . A sub-R-vector space V ′ ⊆ V is called W -rational if it has a basis
contained in W ; then, W ∩ V ′ is an R-structure on V ′ ([2, II.8.2]). A closed halfspace of V defined by
a W -rational linear hyperplane in V is called a closed W -halfspace (of V ). The dual W ∗ of W can and
will be canonically identified with an R-structure on the dual V ∗ of V ; then, the identification of V with
V ∗∗ identifies W with its bidual ([2, II.8.4], [3, VII.4.1 Proposition 3]).
(1.1.2) LetW be an R-structure on V . For A ⊆ V we denote by A⊥ the orthogonal {u ∈ V ∗ | u(A) ⊆ 0}
and by A∨ the dual {u ∈ V ∗ | u(A) ⊆ R≥0} of A, and we set A∨W∗ := A
∨ ∩W ∗ and A⊥W∗ := A
⊥ ∩W ∗;
in case A = {x} we write x⊥ and x∨. We denote by conv(A) the convex hull of A and by cone(A) the
conic hull of A, i.e., the set of R-linear combinations of A with coefficients in R≥0.
1Note that W is free since R is principal ([2, VII.3 The´ore`me 1 Corollaire 2]).
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A subset σ ⊆ V is called a W -polycone (in V ) if it is the intersection of finitely many closed W -
halfspaces in V , or – equivalently – if there is a finite subset A ⊆W with σ = cone(A). A subset σ ⊆ V
is a W -polycone if and only if it is a WK-polycone; then, its dual σ
∨ is a W ∗-polycone and σ∨∨ = σ.
Let σ be a W -polycone. A subset A ⊆ W with σ = cone(A) is called a W -generating set of σ. The
W -polycone σ is called simplicial if it has a V -generating set that is free over R, or – equivalently – a
W -generating set that is free over R; it is called W -regular if it has a W -generating set contained in an
R-basis of W . A W -regular W -polycone is simplicial and a simplicial W -polycone is WK-regular, so the
properties of σ to be WK-regular, simplicial or V -regular are equivalent. The W -polycone σ is called
sharp if it does not contain a line, and full (in V ) if 〈σ〉
R
= V ; moreover, dim(σ) := rk
R
(〈σ〉
R
) is called
the dimension of σ. A face of σ is a subset τ ⊆ σ such that there exists u ∈ σ∨ (or – equivalently –
u ∈ σ∨W∗) with τ = σ ∩ u
⊥. The set face(σ) of faces of σ consists of finitely many W -polycones. The
relation “τ is a face of σ” is an ordering on the set of W -polycones, denoted by τ 4 σ.
(1.1.3) Let W be an R-structure on V and let ρ be a 1-dimensional sharp W -polycone. The relation
x ∈ conv({0, y}) is a total ordering on ρ. A ⊆-minimal W -generating set of ρ has a unique element. If
this element is minimal in W ∩ ρ \ 0 with respect to the ordering induced from the above ordering on
ρ then it is uniquely determined by ρ, called the W -minimal W -generator of ρ, and denoted by ρW . In
general, W -minimal W -generators do not exist, but if R = Z they do.2
(1.1.4) LetW be an R-structure on V . AW -fan (in V ) is a finite set Σ of sharpW -polycones such that
σ ∩ τ ∈ face(σ) ⊆ Σ for all σ, τ ∈ Σ. If Σ is a W -fan then the sub-R-vector space 〈Σ〉 := 〈
⋃
Σ〉
R
⊆ V is
W -rational and cone(Σ) := cone(
⋃
Σ) is a W -polycone. We call dim(Σ) := rk
R
(〈Σ〉) the dimension of Σ.
By means of the relation τ 4 σ we consider Σ as an ordered set, and then it is a lower semilattice3. We
denote for k ∈ Z by Σk the set of k-dimensional W -polycones in Σ, and by Σmax the set of 4-maximal
elements of Σ. A W -fan Σ is called relatively full-dimensional if Σdim(Σ) 6= ∅, relatively skeletal complete
if cone(Σ) = 〈Σ〉, complete (in V ) if
⋃
Σ = V , full (in V ) if 〈Σ〉 = V , and full-dimensional (in V ) if
Σn 6= ∅; it is called W -regular or simplicial if every σ ∈ Σ is W -regular or simplicial, respectively.
If σ is a sharp W -polycone then face(σ) is a W -fan, called the facial fan of σ; for k ∈ Z we write by
abuse of language σk instead of face(σ)k. A W -fan is called affine if it is empty or the facial fan of a
sharp W -polycone, i.e., if Card(Σmax) ≤ 1.
(1.1.5) Let W be an R-structure on V , let Σ be a W -fan, let V ′ := 〈Σ〉, and let W ′ := W ∩ V ′ be the
R-structure on V ′ induced by W . We denote by Σ′ the set Σ considered as a full W ′-fan, and we call it
the full fan associated with Σ. If we consider σ ∈ Σ as an element of Σ′, i.e., as a W ′-polycone in V ′,
then we denote it by σ′.
1.2. Picard modules. Let W be an R-structure on V and let Σ be a W -fan. Morphisms, sequences and
diagrams are understood to be morphisms, sequences and diagrams of R-modules.
(1.2.1) The diagonal morphism ∆W,Σ : W
∗ → (W ∗)Σ induces by restriction and coastriction a morphism
∆′W,Σ : 〈Σ〉
⊥
W∗ →
∏
σ∈Σ σ
⊥
W∗ . Taking cokernels yields a commutative diagram with exact rows
0 // 〈Σ〉⊥W∗
  //
∆′W,Σ 
W ∗
f ′W,Σ //
∆W,Σ
KW,Σ //
∆′′W,Σ

0
0 //
∏
σ∈Σ σ
⊥
W∗
  // (W ∗)Σ
hW,Σ // PW,Σ // 0.
Its left quadrangle is cartesian. Hence, ∆′′W,Σ is a monomorphism by means of which we consider KW,Σ as
a sub-R-module of PW,Σ. In particular, we can choose the above cokernels such that the set underlying
PW,Σ is the set of families (mσ + σ
∨)σ∈Σ of subsets of V
∗ with (mσ)σ∈Σ ∈ (W ∗)Σ, that hW,Σ is given by
2In fact, ρ has a W -minimal W -generator if and only if R = Z.
3i.e., every nonempty finite subset has an infimum
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(mσ)σ∈Σ 7→ (mσ +σ∨)σ∈Σ, and that KW,Σ = Im(hW,Σ ◦∆W,Σ) ⊆ PW,Σ. Clearly, f ′W,Σ is an isomorphism
if and only if Σ is full, and then we denote its inverse by fW,Σ : KW,Σ →W ∗.
If (mσ)σ∈Σ, (m
′
σ)σ∈Σ ∈ (W
∗)Σ with hW,Σ((mσ)σ∈Σ) = hW,Σ((m
′
σ)σ∈Σ), then for τ 4 σ ∈ Σ the
relations mσ − mτ ∈ τ⊥ and m′σ − m
′
τ ∈ τ
⊥ are equivalent. This allows to define a virtual polytope
over Σ (with respect to W ) as an element (mσ + σ
∨)σ∈Σ ∈ PW,Σ such that for every σ ∈ Σ and every
τ 4 σ (or – equivalently – every τ ∈ σ1) we have mσ −mτ ∈ τ
⊥. The set PW,Σ of virtual polytopes
over Σ is a sub-R-module of PW,Σ containing KW,Σ; it is of finite type since R is principal. We denote
by gW,Σ : KW,Σ →֒ PW,Σ the canonical injection and by eW,Σ : PW,Σ → PicW (Σ) its cokernel, obtaining
an exact sequence
0 −→ KW,Σ
gW,Σ
−−−→ PW,Σ
eW,Σ
−−−→ PicW (Σ) −→ 0.
The R-module PicW (Σ) is called the Picard module of Σ (with respect to W ); it is of finite type.
(1.2.2) Let V ′ := 〈Σ〉 and W ′ := W ∩ V ′, and let Σ′ denote the full fan associated with Σ (1.1.5). The
dual of the canonical injection W ′ →֒ W is an epimorphism α : W ∗ → (W ′)∗ with kernel 〈Σ〉⊥W∗ that
induces by corestriction and astriction an isomorphism α′ : KW,Σ → KW ′,Σ′ such that the diagram
W ∗
f ′W,Σ //
α

KW,Σ
∼=α′

(W ′)∗
f ′
W ′,Σ′ // KW ′,Σ′
commutes. It also induces an epimorphism β : (W ∗)Σ → ((W ′)∗)Σ with kernel (〈Σ〉⊥W∗)
Σ, inducing by
restriction and coastriction an epimorphism
∏
σ∈Σ σ
⊥
W∗ →
∏
σ′∈Σ′ σ
′⊥
(W ′)∗ with the same kernel. Hence, β
induces by corestriction and astriction an isomorphism β′ : PW,Σ → PW ′,Σ′ such that the diagram
(W ∗)Σ
hW,Σ //
β

PW,Σ
∼=β′

((W ′)∗)Σ
hW ′,Σ′ // PW ′,Σ′
commutes. This induces by restriction and coastriction an isomorphism γ : PW,Σ → PW ′,Σ′ such that
the diagram
KW,Σ
  //
∼=α′

PW,Σ
  //
∼=γ 
PW,Σ
∼=β′

KW ′,Σ′
  // PW ′,Σ′
  // PW ′,Σ′
commutes, and that induces by corestriction and astriction an isomorphism δ : PicW (Σ) → PicW ′(Σ′)
such that the diagram
PW,Σ
eW,Σ //
∼=γ 
PicW (Σ)
∼=δ

PW ′,Σ′
eW ′,Σ′ // PicW ′(Σ′)
commutes.
(1.2.3) Proposition If Σ is relatively full-dimensional then PicW (Σ) is free.
Proof. We can suppose that Σ is full (1.2.2), so that there exists ω ∈ Σn. Let (mσ)σ∈Σ ∈ (W
∗)Σ and
r ∈ R\0 such that there existsm ∈ W ∗ with (rmσ+σ∨)σ∈Σ = (m+σ∨)σ∈Σ. We have rmω−m ∈ ω⊥ = 0,
hence (rmσ + σ
∨)σ∈Σ = (rmω + σ
∨)σ∈Σ, implying r(mσ −mω) ∈ σ⊥ and therefore mσ −mω ∈ σ⊥ for
every σ ∈ Σ. It follows (mσ + σ∨)σ∈Σ = (mω + σ∨)σ∈Σ ∈ KW,Σ. Thus, PicW (Σ) is torsionfree, and as R
is principal we get the claim (1.2.1, [2, VII.4.4 The´ore`me 2 Corollaire 2]). 
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(1.2.4) The R-module PicW (Σ) is not necessarily free, even if Σ is W -regular. A counterexample is given by
the Z2-regular Z2-fan Σ in R2 with maximal polycones cone(1, 0) and cone(1, 2), for Pic
Z
2(Σ) ∼= Z/2Z.
If PicW (Σ) is free then Σ is not necessarily relatively full-dimensional, even if Σ is W -regular and relatively
skeletal complete. A counterexample is given by the Z2-regular, relatively skeletal complete Z2-fan Σ in R2 with
maximal polycones cone(1, 0), cone(0, 1) and cone(−1,−1), for Pic
Z
2(Σ) ∼= Z.4
(1.2.5) Proposition For ω ∈ Σ and α ∈ PicW (Σ) there exists a unique (mσ + σ
∨)σ∈Σ ∈ PW,Σ with
eW,Σ((mσ + σ
∨)σ∈Σ) = α such that mσ = 0 for every σ 4 ω.
Proof. Let p = (m′σ + σ
∨)σ∈Σ ∈ e
−1
W,Σ(α). Set mσ := m
′
ω for σ 4 ω and mσ := m
′
σ for σ ∈ Σ \ face(ω). It
is readily checked that (mσ + σ
∨)σ∈Σ has the desired properties. 
1.3. The diagram of a fan. Let N be a Z-structure on V , let M := N∗, let W denote the image of the
canonical morphism of R-modules R ⊗
Z
N → V with a ⊗ x 7→ ax (which is an R-structure on V ), and
let Σ be an N -fan. If not specified otherwise, morphisms, sequences and diagrams are understood to be
morphisms, sequences and diagrams of R-modules.
(1.3.1) The family (ρN )ρ∈Σ1 of N -minimal N -generators of the 1-dimensional polycones in Σ (1.1.3),
considered as a family in HomR(W
∗, R), corresponds to a morphism5
cW,Σ1 : W
∗ → RΣ1 , m 7→ (ρN (m))ρ∈Σ1 .
Denoting its cokernel by aW,Σ1 : R
Σ1 → AW,Σ1 we obtain an exact sequence
W ∗
cW,Σ1−−−−→ RΣ1
aW,Σ1−−−−→ AW,Σ1 −→ 0.
As Ker(cW,Σ1) = 〈Σ〉
⊥
W∗ we see that cW,Σ1 is a monomorphism if and only if Σ is full.
We denote the canonical basis of the free R-module RΣ1 by (δρ)ρ∈Σ1 . For ρ ∈ Σ1 we set αρ :=
aW,Σ1(δρ) ∈ AW,Σ1 . For σ ∈ Σ we set
δ̂σ :=
∑
ρ∈Σ1\σ1
δρ ∈ R
Σ1
and
α̂σ := aW,Σ1(δ̂σ) =
∑
ρ∈Σ1\σ1
αρ ∈ AW,Σ1 ,
and moreover AσW,Σ := 〈αρ | ρ ∈ Σ1 \σ1〉R ⊆ AW,Σ1 . Then, AW,Σ1 = 〈α̂σ | σ ∈ Σ〉R, and as for τ 4 σ ∈ Σ
we have AσW,Σ ⊆ A
τ
W,Σ it follows ⋂
σ∈Σ
AσW,Σ =
⋂
σ∈Σmax
AσW,Σ ⊆ AW,Σ1 .
Composition of the canonical projection (W ∗)Σ → (W ∗)Σ1 with
∏
ρ∈Σ1
ρN : (W
∗)Σ1 → RΣ1 yields
a morphism d′W,Σ : (W
∗)Σ → RΣ1 with d′W,Σ ◦ ∆W,Σ = cW,Σ1 , inducing by astriction a morphism
d′′W,Σ : PW,Σ → R
Σ1 with d′′W,Σ ◦ hW,Σ = d
′
W,Σ. Restriction yields a morphism dW,Σ : PW,Σ → R
Σ1
with dW,Σ ◦ gW,Σ ◦ hW,Σ ◦ ∆W,Σ = cW,Σ1 , and this induces by corestriction and astriction a morphism
bW,Σ : PicW (Σ)→ AW,Σ1 such that we have a commutative diagram with exact rows
0 // KW,Σ
gW,Σ // PW,Σ
eW,Σ //
dW,Σ
PicW (Σ) //
bW,Σ

0
W ∗
cW,Σ1 //
f ′W,Σ
OO
RΣ1
aW,Σ1 // AW,Σ1 // 0.
4cf. 1.3.11
5Although the modules and morphisms constructed in the following depend not only on W but on N and R, we do not
indicate this in the notation for the sake of readability.
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This diagram is denoted by DW,Σ and called the diagram of Σ (with respect to N and R). If Σ is full
then we get from it a commutative diagram with exact rows
0 // KW,Σ
fW,Σ

gW,Σ // PW,Σ
eW,Σ //
dW,Σ
PicW (Σ) //
bW,Σ

0
0 // W ∗
cW,Σ1 // RΣ1
aW,Σ1 // AW,Σ1 // 0.
It is clear that DW,Σ ⊗R K = DWK ,Σ.
In case R = Z (and hence W = N) we omit W in all the above notations and write for example DΣ,
Pic(Σ) and AΣ1 instead of DN,Σ, PicN (Σ) and AN,Σ1 .
(1.3.2) Let V ′ := 〈Σ〉, N ′ := N ∩ V ′ and W ′ := W ∩ V ′, and let Σ′ denote the full fan associated with
Σ (1.1.5). By 1.2.2, the diagram
KW,Σ
α′
∼=vv♠♠
♠♠
♠♠
♠
gW,Σ // PW,Σ
∼=
γ
vv♠♠♠
♠♠
♠♠
dW,Σ

KW ′,Σ′
gW ′,Σ′ // PW ′,Σ′
dW ′,Σ′

W ∗
α
vv❧❧❧
❧❧
❧❧
❧
f ′W,Σ
OO
cW,Σ1 // RΣ1
❧❧
❧❧
❧❧
❧❧
❧
❧❧
❧❧
❧❧
❧❧
❧
(W ′)∗
f ′
W ′,Σ′
OO
cW ′,Σ′1
// RΣ1
commutes. Hence, there is an isomorphism ε : AW,Σ1 → AW,Σ′1 such that the diagram
PW,Σ
eW,Σ //
∼=
γvv♠♠♠
♠♠
♠♠
dW,Σ

PicW (Σ)
bW,Σ

∼=
δuu❦❦
❦❦
❦❦
❦
PW ′,Σ′ eW ′,Σ′
//
dW ′,Σ′

PicW ′(Σ
′)
bW ′,Σ′

RΣ1
aW,Σ1 //
♠♠
♠♠
♠♠
♠♠
♠
♠♠
♠♠
♠♠
♠♠
♠
AW,Σ1
∼=
εuu❦❦❦❦
❦❦
❦❦
❦
RΣ1
aW ′,Σ′1 // AW ′,Σ′1
commutes. By restriction and coastriction it induces for every σ ∈ Σ an isomorphism ε′σ : A
σ
W,Σ → A
σ′
W ′,Σ′ .
(1.3.3) If (mσ)σ∈Σ ∈ (W
∗)Σ with (mσ + σ
∨)σ∈Σ ∈ Ker(dW,Σ) then mρ ∈ ρ
⊥ for ρ ∈ Σ1 and mσ −mρ ∈
ρ⊥ for σ ∈ Σ and ρ ∈ σ1, hence mσ ∈
⋂
ρ∈σ1
ρ⊥ = σ⊥ for σ ∈ Σ, and thus (mσ +σ∨)σ∈Σ = 0. So, dW,Σ is
a monomorphism. Thus, keeping in mind 1.3.2, the Snake Lemma implies that bW,Σ is a monomorphism;
by means of this we consider PicW (R) as a sub-R-module of AW,Σ1 .
(1.3.4) Proposition PicW (Σ) =
⋂
σ∈ΣA
σ
W,Σ.
Proof. If α ∈ PicW (Σ), then for ω ∈ Σ there exists a family (mσ)σ∈Σ inW ∗ with α = eW,Σ((mσ+σ∨)σ∈Σ)
and mσ = 0 for σ 4 ω (1.2.5), implying α = aW,Σ1((ρN (mρ))ρ∈Σ1) =
∑
ρ∈Σ1\ω1
ρN (mρ)αρ ∈ AωW,Σ.
Conversely, let α ∈
⋂
σ∈ΣA
σ
W,Σ. There exists (rρ)ρ∈Σ1 ∈ R
Σ1 with α =
∑
ρ∈Σ1
rραρ. Let σ ∈ Σ.
As α ∈ AσW,Σ there exists (s
(σ)
ρ )ρ∈Σ1 ∈ R
Σ1 with s
(σ)
ρ = 0 for ρ 4 σ and α =
∑
ρ∈Σ1
s
(σ)
ρ αρ. It follows
(rρ − s
(σ)
ρ )ρ∈Σ1 ∈ Ker(aW,Σ1), and hence there exists mσ ∈ W
∗ with cW,Σ1(mσ) = (rρ − s
(σ)
ρ )ρ∈Σ1 .
So, for ρ ∈ σ1 we have ρN (mσ) = rρ − s
(σ)
ρ = rρ, hence ρN(mσ − mρ) = rρ − rρ = 0. It follows
p := (mσ + σ
∨)σ∈Σ ∈ PW,Σ and dW,Σ(p) = (ρN (mρ))ρ∈Σ1 = (rρ)ρ∈Σ1 , implying α = aW,Σ1(dW,Σ1 (p)) =
eW,Σ(p) ∈ PicW (Σ). 
(1.3.5) Corollary If Σ is affine then PicW (Σ) = 0.
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Proof. Immediately from 1.3.4. 
(1.3.6) If PicW (Σ) = 0 then Σ is not necessarily affine, even if Σ is W -regular. A counterexample is given by
the Z2-regular Z2-fan in R2 with maximal polycones cone(1, 0) and cone(0, 1).6
(1.3.7) A sub-R-module B ⊆ AW,Σ1 is called big if (AW,Σ1/B)⊗R K = 0 (i.e., if B has finite index in
AW,Σ1 ), and small if B ⊆ PicW,Σ. Note that bigness depends only on Σ1, while smallness depends on Σ.
(1.3.8) Let S be a cancellable monoid7, considered as a submonoid of its group of differences Diff(S)
([2, I.2.4]). We furnish Diff(S) with the structure of preordered group whose monoid of positive elements
equals S, and S with the induced structure of preordered monoid. We call S sharp if Diff(S) is an ordered
group, or – equivalently – if S ∩ (−S) = 0 ([2, VI.1.3 Propopsition 3]).
Submonoids of sharp cancellable monoids are sharp. For m ∈ N the cancellable monoid Nm is sharp,
and its structure of ordered monoid is the product of the usual structure of ordered monoid on N. Sharp
cancellable monoids of finite type are artinian8.
(1.3.9) The submonoid degm(Σ1) := 〈αρ | ρ ∈ Σ1〉N ⊆ AΣ1 is called the degree monoid of Σ1. It
is cancellable and hence furnished with a structure of preordered monoid (1.3.8). The morphism of
groups aΣ1 : Z
Σ1 → AΣ1 induces by restriction and coastriction a surjective morphism of preordered
monoids a+Σ1 : N
Σ1 → degm(Σ1) (where NΣ1 is furnished with the product ordering) with Ker(a
+
Σ1
) =
Im(cΣ1) ∩N
Σ1 .
(1.3.10) Proposition The following statements are equivalent:
(i) Σ is relatively skeletal complete;
(ii) Im(cW,Σ) ∩R
Σ1
≥0 = 0;
(iii) degm(Σ1) is sharp and αρ 6= 0 for every ρ ∈ Σ1.
Proof. (i) holds if and only if
⋂
ρ∈Σ1
ρ∨ ⊆ 〈Σ〉⊥, hence if and only if W ∗ ∩ (
⋂
ρ∈Σ1
ρ∨) ⊆ Ker(cW,Σ1),
thus if and only if (ii) holds. If (ii) holds then a+Σ1 is an isomorphism of preordered monoids (1.3.9), and
a fortiori of ordered monoids, implying (iii) (1.3.8). Finally, suppose that (iii) holds. Then, AW,Σ1 is
torsionfree. Let (rρ)ρ∈Σ1 ∈ Im(cW,Σ1) ∩R
Σ1
≥0. For ξ ∈ Σ1 we have
rξαξ = −
∑
ρ∈Σ1\{ξ}
rραρ ∈ degm(Σ1) ∩ (− degm(Σ1)) = 0,
implying rξ = 0 and therefore (ii). 
(1.3.11) Corollary If Σ is relatively skeletal complete then AW,Σ1 and PicW (Σ) are free.
Proof. The monoid degm(Σ1) is sharp (1.3.10), so its group of differences AΣ1 is an ordered group, hence
torsionfree. Therefore, AΣ1 and its subgroup Pic(Σ) are free, and then the claim follows from 1.3.1. 
(1.3.12) If degm(Σ1) is sharp then Σ is not necessarily relatively skeletal complete. A counterexample is given
by the Z2-fan in R2 with maximal polycones cone(1, 0) and cone(0, 1), for degm(Σ1) = AΣ1 = 0.
The monoid degm(Σ1) is not necessarily sharp, even if AΣ1 is free (and hence the converse of 1.3.11 does
not hold). A counterexample is given by the Z2-fan in R2 with maximal polycones cone(1, 0), cone(1, 1) and
cone(0, 1), for degm(Σ1) = AΣ1
∼= Z.
6cf. 1.4.7 c)
7i.e., if x, y, z ∈ S with x+ z = y + z then x = y
8i.e., nonempty subsets have minimal elements
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1.4. Regular and simplicial fans. We keep the hypotheses from 1.3.
(1.4.1) Lemma Let A be a ring, let L be a free A-module of finite rank, let E be a generating set of
L, and let c : L → L∗∗ denote the canonical isomorphism of A-modules. Then, E is a basis of L if and
only if
⋂
e∈E(ue +Ker(c(e))) 6= ∅ for every family (ue)e∈E in L
∗.
Proof. Suppose E is a basis of L and let (ue)e∈E be a family in L
∗. For e ∈ E let e∗ denote the element of
the dual basis of E corresponding to e. For e ∈ E there is a family (u
(f)
e )f∈E in A with ue =
∑
f∈E u
(f)
e f∗,
and
∑
f∈E u
(f)
f f
∗ ∈
⋂
e∈E(ue +Ker(c(e))).
Conversely, suppose the above condition to hold and assume there are e0 ∈ E \ 0 and a family
(re)e∈E in A with re0 6= 0 and re0e0 =
∑
e∈F ree, where F := E \ {e0}. For u ∈ L
∗ there is a
v ∈ (u+Ker(c(e0))) ∩ (
⋂
e∈F Ker(c(e))), hence a w ∈ Ker(c(e0)) with u = v − w. Therefore,
L∗ ⊆ (
⋂
e∈F
Ker(c(e))) + Ker(c(e0)) ⊆ Ker(c(
∑
e∈F
ree)) + Ker(c(re0e0)) ⊆ Ker(c(re0e0)),
implying re0e0 = 0 and thus the contradiction e0 = 0. 
(1.4.2) Proposition If Σ is W -regular then PicW (Σ) = AW,Σ1 .
Proof. Let (mρ)ρ∈Σ1 be a family inW
∗ and let σ ∈ Σ. There are (aσ,ρ)ρ∈σ1 ∈
∏
ρ∈σ1
W ∩ρ and an R-basis
E(σ) ofW with {aσ,ρ | ρ ∈ σ1} ⊆ E(σ). For ρ ∈ σ1 we setm
(σ)
aσ,ρ := mρ and for e ∈ E
(σ)\{aσ,ρ | ρ ∈ σ1} we
setm
(σ)
e := 0 ∈W ∗. Then,W ∗∩(
⋂
e∈E(σ)(m
(σ)
e +e⊥)) 6= ∅ (1.4.1) and henceW ∗∩(
⋂
ρ∈σ1
(mρ+ρ
⊥)) 6= ∅.
So, there exists m ∈ W ∗ with m −mρ ∈ ρ⊥ for every ρ ∈ σ1. Thus, there is a family (m
(σ)
τ )τ4σ in W
∗
with (m
(σ)
ρ )ρ∈σ1 = (mρ)ρ∈Σ1 and (m
(σ)
τ + τ∨)τ4σ ∈ PW,face(σ). If τ 4 σ then for ρ ∈ τ1 it follows
m
(σ)
τ − m
(τ)
τ = (m
(σ)
τ − mρ) − (m
(τ)
τ − mρ) ∈ ρ⊥, hence m
(σ)
τ − m
(τ)
τ ∈
⋂
ρ∈τ1
ρ⊥ = τ⊥ and therefore
m
(σ)
τ + τ∨ = m
(τ)
τ + τ∨. This shows that there exists a family (mσ)σ∈Σ\Σ1 in W
∗ with (mσ + σ
∨)σ∈Σ ∈
PW,Σ. Therefore, dW,Σ is an epimorphism, and the Snake Lemma applied to DW,Σ yields the claim. 
(1.4.3) Proposition Let σ ∈ Σ. The following statements are equivalent:
(i) AσW,Σ = AW,Σ1 ;
(ii) For τ ≺ σ there exists u ∈ τ⊥W∗ such that for ρ ∈ σ1 \ τ1 we have ρN (u) = 1;
(iii) For τ ∈ Σ there exists u ∈ (σ ∩ τ)⊥W∗ such that for ρ ∈ σ1 \ τ1 we have ρN (u) = 1;
(iv) σ is W -regular.
Proof. “(i)⇒(ii)”: If τ ≺ σ then α̂τ ∈ AW,Σ1 = A
σ
W,Σ = 〈α̂ρ | ρ ∈ Σ1 \ σ1〉R, so there exists a family
(rρ)ρ∈Σ1\σ1 in R with
a(
∑
ρ∈Σ1\τ1
δρ −
∑
ρ∈Σ1\σ1
rρδρ) = 0.
Hence, there exists u ∈W ∗ with ∑
ρ∈Σ1\τ1
δρ −
∑
ρ∈Σ1\σ1
rρδρ =
∑
ρ∈Σ1
ρN (u)δρ.
It follows ρN(u) = 0 for ρ ∈ τ1 and ρN(u) = 1 for ρ ∈ σ1 \ τ1, thus (ii).
“(ii)⇒(iii)”: Let τ ∈ Σ. If σ 4 τ then σ1 \ τ1 = ∅, hence every u ∈ (σ ∩ τ)
⊥
W∗ has the desired property.
Otherwise, ω := σ ∩ τ ≺ σ, and as σ1 \ ω1 = σ1 \ τ1 we get (iii).
“(iii)⇒(i)”: Let τ ∈ Σ and let u ∈ (σ ∩ τ)⊥W∗ with ρN (u) = 1 for ρ ∈ σ1 \ τ1. Setting
f :=
∑
ρ∈Σ1\(σ1∪τ1)
(1− ρN (u))δρ −
∑
ρ∈τ1\σ1
ρN (u)δρ ∈ R
Σ1
it follows ∑
ρ∈Σ1\τ1
δρ − f =
∑
ρ∈Σ1
ρN (u)δρ = cW,Σ1(u),
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hence a(
∑
ρ∈Σ1\τ1
δρ − f) = 0, and therefore
α̂τ = aW,Σ1(f) ∈ 〈α̂ρ | ρ ∈ Σ1 \ σ1〉R = A
σ
W,Σ.
As AW,Σ1 = 〈α̂τ | τ ∈ Σ〉R this implies (i).
“(ii)⇒(iv)”: We can without loss of generality suppose that Σ = face(σ) and that Σ is moreover full.
If σ is not simplicial then Card(Σ1) > n, hence A
σ
W,Σ = 0 6= AW,Σ1 (1.3.5), but as (iii) implies (i) this
contradicts (iii). So, σ is simplicial.
Now, we prove the claim by induction on n. If n ≤ 1 it is clear. Suppose that n > 1 and that the claim
holds for strictly smaller values of n. Property (ii) is obviously inherited by faces, hence every proper
face of σ is W -regular. In particular, there exists a W -regular τ ∈ σn−1. By simpliciality of σ there
exists a unique ξ ∈ σ1 \ τ1, and by (ii) there exists u ∈ τ⊥W∗ with u(ξN ) = 1. The morphism p : W →W,
y 7→ u(y)ξN is readily checked to be a projector of W with image 〈ξN 〉R and 〈ρN | ρ ∈ τ1〉R ⊆ Ker(p).
We have
rkK(〈ρN | ρ ∈ τ1〉K) = n− dim(ξ) = n− rkK(Im(p⊗R K)) = rkK(Ker(p⊗R K)),
hence 〈ρN | ρ ∈ τ1〉K = Ker(p⊗R K), therefore Ker(p) ⊆ 〈ρN | ρ ∈ τ1〉K ∩W = 〈ρN | ρ ∈ τ1〉R ⊆ Ker(p)
by W -regularity of τ , and thus Ker(p) = 〈ρN | ρ ∈ τ1〉R. So, W = 〈ρN | ρ ∈ τ1〉R ⊕ 〈ξN 〉R, and W -
regularity of τ implies that {ρN | ρ ∈ τ1} ∪ {ξN} is an R-basis of W . This implies that σ is W -regular
and thus (iv).
“(iv)⇒(i)”: By what we have already shown we can without loss of generality suppose that Σ = face(σ).
The claim follows then immediately from 1.3.4 and 1.4.2. 
(1.4.4) Corollary Let σ ∈ Σ. Then, σ is simplicial if and only if AσW,Σ is big.
Proof. σ is simplicial if and only if it is WK-regular, hence if and only if (AW,Σ1/A
σ
W,Σ) ⊗R K
∼=
AWK ,Σ1/A
σ
WK ,Σ
= 0 (1.3.1, 1.4.3), and thus if and only if AσW,Σ is big. 
(1.4.5) Theorem a) Σ is W -regular if and only if PicW (Σ) = AW,Σ1 .
b) Σ is simplicial if and only if PicW (Σ) is big.
Proof. a) follows immediately from 1.3.4, 1.4.2 and 1.4.3. b) is proven analogously to 1.4.4 on use of
a). 
(1.4.6) Corollary There exists a big and small subgroup of AW,Σ1 if and only if Σ is simplicial.
Proof. Immediately by 1.4.5 b). 
(1.4.7) Corollary a) If AW,Σ1 is finite then Σ is simplicial.
b) Σ is simplicial and affine if and only if Σ is relatively full-dimensional and AW,Σ is finite.
c) If Σ is relatively full-dimensional and simplicial, then PicW (Σ) = 0 holds if and only if Σ is affine.
Proof. a) If AW,Σ1 is finite then PicW (Σ) is big, hence Σ is simplicial (1.4.5 b)). b) If ω ∈ Σdim(Σ) and
AW,Σ is finite then Card(Σ1) = dim(Σ) = Card(ω1), hence Σ1 = ω1, implying Σ = face(ω) and that ω is
simplicial. The converse is clear. c) If PicW (Σ) = 0 then AW,Σ is finite (1.4.5 b)), hence Σ is affine by
b). The converse holds by 1.3.5. 
2. Preliminaries on graded rings and modules
Let G be a group and let R be a G-graded ring.
While in projective geometry one meets Z-graduations, we will have need of graduations by more
general groups. Hence, and due to the lack of a suitable reference, we provide now some background
on graded rings and modules. In 2.1 we fix terminology and notation and look at some basic properties
of categories of graded modules. We also describe graded versions of algebras of monoids (including
polynomial algebras) and of rings and modules of fractions. In 2.2 we study the behaviour of finiteness
QUASICOHERENT SHEAVES ON TORIC SCHEMES 11
conditions under restriction of degrees. Finally, 2.3 treats graded local cohomology. Besides some basic
properties we give a general nonsense proof of the universal property of ideal transformation functors
(cf. [4, 2.2]).
2.1. Graded rings and modules.
(2.1.1) We define the category GrAnnG of G-graded rings as in [2, II.11.2]. There is a faithful functor
U : GrAnnG → Ann that maps a G-graded ring onto its underlying ring; in case G = 0 it is an isomorphism
by means of which we identify GrAnn0 and Ann. We define the category GrAlgG(R) of G-gradedR-algebras
as the category (GrAnnG)/R of G-graded rings under R.
We define the category GrModG(R) of G-graded R-modules as the category with objects the G-graded
R-modules and with morphisms the homomorphisms of G-graded R-modules of degree 0 as in [2, II.11.2].
This category is abelian and fulfils Grothendieck’s axioms AB5 and AB4∗, hence in particular has induc-
tive and projective limits. There is a faithful, exact functor U : GrModG(R)→ Mod(U(R)) that maps a
G-graded R-module onto its underlying U(R)-module; in case G = 0 it is an isomorphism by means of
which we identify GrMod0(R) and Mod(R). The functor U has a right adjoint and thus commutes with
inductive limits and with finite projective limits.
Keeping in mind that R0 is a subring of U(R), taking homogeneous components yields functors
•g : GrMod
G(R) → Mod(R0) for g ∈ G that commute with inductive limits and with finite projective
limits. For a G-graded R-module M we set Mhom :=
⋃
g∈GMg and denote by deg : M
hom \ 0 → G its
degree map. For g ∈ G we denote by •(g) : GrModG(R)→ GrModG(R) the functor of shifting by g, which
is an isomorphism.
(2.1.2) For G-graded R-modules M and N we define a group
GHomR(M,N) :=
⊕
g∈G
HomGrModG(R)(M,N(g)).
The structure of U(R)-module on HomU(R)(U(M), U(N)) induces a structure of G-graded R-module
on GHomR(M,N) with G-graduation (HomGrModG(R)(M,N(g)))g∈G. Note that U(
GHomR(M,N)) is a
sub-U(R)-module of HomU(R)(U(M), U(N)), but not necessarily equal to the latter.
Varying M and N we get a contra-covariant bifunctor
GHomR(•, ) : GrMod
G(R)2 → GrModG(R)
that is left exact in both arguments.
(2.1.3) The tensor product of G-graded R-modules as defined in [2, II.11.5] yields a bifunctor
• ⊗R : GrMod
G(R)2 → GrModG(R)
that is right exact in both arguments. For a G-graded R-algebra S we get functors
• ⊗R S : GrMod
G(R)→ GrModG(S)
and
• ⊗R S : GrAlg
G(R)→ GrAlgG(S)
([2, II.11.5; III.4.8]). We have U(• ⊗R ) = U(•) ⊗U(R) U( ), and for G-graded R-modules M and N
and g ∈ G we have
(M ⊗R N)g =
⊕
{Mh ⊗R0 Nh′ | h, h
′ ∈ G, h+ h′ = g}.
For g ∈ G there is a canonical isomorphism of functors •(g) ∼= R(g)⊗R •. If M is a G-graded R-module
then • ⊗R M is left adjoint to GHomR(M, •) and there is a canonical isomorphism • ⊗R M ∼= M ⊗R •.
Thus, • ⊗R commutes with inductive limits in both arguments.
A G-graded R-module M is called flat if M ⊗R • : GrMod
G(R) → GrModG(R) is exact; this holds if
and only if U(M) is flat ([22, A.I.2.18]). A G-graded R-algebra is called flat if its underlying G-graded
R-module is so.
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(2.1.4) Let A be a ring and let E be an A-module. If L ⊆ E is a subset then a sub-A-module of E is
called of (finite) L-type if it has a (finite) generating set contained in L, and E is called L-noetherian if
the set of all its sub-A-modules of L-type, ordered by inclusion, is noetherian, or – equivalently – if every
sub-A-module of E of L-type is of finite L-type. If L ⊆ A then the ring A is called L-noetherian if its
underlying A-module is L-noetherian.
(2.1.5) For a family E = (Eg)g∈G of sets there exists a G-graded R-module L(E) together with
a map ι :
∐
g∈GEg → L(E) such that for every G-graded R-module M and every family of maps
(ug : Eg → Mg)g∈G there exists a unique morphism of G-graded R-modules u : L(E) → M such that
u ◦ ι and ug coincide on Eg for every g ∈ G. Indeed, L(E) :=
⊕
g∈GR(g)
⊕Eg together with the map
induced by the canonical injections Eg → L(E) for g ∈ G has this property. The pair (L(E), ι) is uniquely
determined up to canonical isomorphism and is called the free G-graded R-module with basis E.
A G-graded R-module M is called free (of finite rank) if there is a family of sets E = (Eg)g∈G with
M ∼= L(E) (such that
∐
g∈GEg is finite). If M is free (of finite rank) then so is U(M), but the converse
does not necessarily hold.
Moreover,M is called of finite type (or of finite presentation) if there is an exact sequence F →M → 0
(or F ′ → F →M → 0) in GrModG(R) with F (and F ′) free of finite rank. Clearly, M is of finite type if
and only if U(M) is so, and this holds if and only if U(M) is of finite Mhom-type (2.1.4). Hence, [2, X.1.4
Propositon 6] implies that M is of finite presentation if and only if U(M) is so. It is readily checked that
M is the inductive limit of its graded sub-R-modules of finite type.
Furthermore, M is called pseudocoherent if graded sub-R-modules of M of finite type are of finite
presentation, and coherent if it is pseudocoherent and of finite type. By the above, (pseudo-)coherence
of U(M) implies (pseudo-)coherence of M . The G-graded ring R is called coherent if it is so considered
as a G-graded R-module.
Finally, M is called noetherian if the set of all its graded sub-R-modules, ordered by inclusion, is
noetherian, or – equivalently – if every graded sub-R-module of M is of finite type. The G-graded ring
R is called noetherian if it is so considered as a G-graded R-module. Clearly, M is noetherian if and
only if U(M) is Mhom-noetherian (2.1.4). If U(M) is noetherian then so is M , but the converse does not
necessarily hold. However, it does hold if G is of finite type ([12]).
(2.1.6) There is a functor R[•] : Mon/G → GrAlg
G(R) that maps a monoid d : M → G over G to a
G-graded R-algebra R→ R[d], called the G-graded algebra of d over R, where U(R[d]) = U(R)[M ] is the
algebra of M over R and
R[d]g =
⊕
h∈G
⊕
m∈d−1(g−h)
(Rh ⊗R0 R0em)
for g ∈ G, denoting by (em)m∈M the canonical basis of U(R)[M ]. Varying R we get a bifunctor
•[ ] : GrAnnG ×Mon/G → GrAnn
G
under the first canonical projection of GrAnnG×Mon/G. For a G-graded R-algebra S there is a canonical
isomorphism •[ ]⊗R S ∼= (• ⊗R S)[ ].
In particular, if I is a set then a map d : I → G corresponds to a unique monoid d′ : N⊕I → G over
G, and we can consider the algebra R[d′] of d′ over R. Its underlying U(R)-algebra is the polynomial
algebra in indeterminates (Xi)i∈I over U(R), furnished with the G-graduation with deg(Xi) = d(i) for
i ∈ I. The G-graded R-algebra R[d′] is denoted by R[(Xi)i∈I , d]; if Card(I) = 1 and d(I) = {g} it is
denoted by R[X, g].
For a G-graded R-algebra S there exist a set I, a map d : I → G, and a surjective morphism of G-
graded R-algebras h : R[(Xi)i∈I , d]→ S. The G-graded R-algebra S is called of finite type if there exist
I, d and h as above such that I is finite.
There is a graded version of Hilbert’s Basissatz: if R is noetherian then G-graded R-algebras of finite
type are noetherian. (In order to prove this it suffices by the above to show that the G-graded polynomial
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algebra S := R[X, g] with g ∈ G is noetherian. Furnishing R[X ] also with its canonical Z-graduation
and denoting the corresponding total degree map by deg
Z
, we find for a graded ideal a ⊆ S that is not of
finite type recursively a sequence (fi)i∈N in a
hom with fi ∈ ahom \ 〈f0, . . . , fi−1〉S and deg
Z
(fi) minimal
in deg
Z
(ahom \ 〈f0, . . . , fi−1〉S) for i ∈ N, and then we conclude as in the ungraded case.)
(2.1.7) Let M be a G-graded R-module, let N ⊆ M be a graded sub-R-module, and let a ⊆ R be a
graded ideal. Then, (N :M a) is a G-graded sub-R-module of M . Hence, SatM (N, a) :=
⋃
n∈N(N :M a
n)
is a graded sub-R-module of M , called the a-saturation of N in M , and N is called a-saturated in M
if N = SatM (N, a). If a is of finite type then SatM (N, a) is the smallest graded sub-R-module of M
containing N that is a-saturated in M .
(2.1.8) The functor •0 : GrMod
G(R) → Mod(R0) of taking components of degree 0 has a left adjoint
R ⊗R0 • : Mod(R0) → GrMod
G(R). The corresponding counit is the morphism of functors
ν : R ⊗R0 (•0) → IdGrModG(R) with ν(M)(r ⊗ x) = rx for a G-graded R-module M , r ∈ R and x ∈ M0
([23, 2.5.5]).
The G-graded ring R is called strongly graded if Rg+h = 〈RgRh〉Z for all g, h ∈ G. This holds if and
only if ν : R⊗R0 (•0)→ IdGrModG(R) is an isomorphism ([22, A.I.3.4]).
(2.1.9) The submonoid degm(R) := 〈g ∈ G | Rg 6= 0〉N of G is called the degree monoid of R. If
A is a ring such that R is a G-graded A-algebra and E ⊆ Rhom \ 0 is a subset with R = A[E], then
degm(R) = 〈deg(x) | x ∈ E〉
N
; if additionally R 6= 0 and E contains no zerodivisors of R, then degm(R) =
{g ∈ G | Rg 6= 0}. This applies in particular if R = A[(Xi)i∈I , d] for some ring A 6= 0 and some map
d : I → G (2.1.6).
Furthermore, R is said to be positively G-graded if the monoid degm(R) is sharp; then, degm(R) is
canonically furnished with a structure of ordered monoid (1.3.8). The R0-module
⊕
g∈degm(R)\0 Rg is a
(graded) ideal of R if and only if R is positively G-graded, and then it is denoted by R+.
(2.1.10) Let S ⊆ Rhom be a subset. We denote by S the multiplicative closure of S and set
S˜ := {r ∈ Rhom | ∃r′ ∈ R : rr′ ∈ S}.
A subset T ⊆ Rhom is called saturated over S if S ⊆ T ⊆ S˜, or – equivalently – if S ⊆ T and S˜ = T˜ .
We define a G-graded ring S−1R with underlying ring S−1(U(R)) by setting
(S−1R)g = {
x
s | s ∈ S \ 0, x ∈ R
hom \ 0, deg(x) = deg(s) + g} ∪ {0}
for g ∈ G. For T ⊆ Rhom with S ⊆ T there is a canonical morphism of G-graded rings ηST (R) :
S−1R→ T−1R with xs 7→
x
s for x ∈ R
hom and s ∈ S; if T is saturated over S then this is an isomorphism
of G-graded rings. Furthermore, T−1R is flat over S−1R by means of ηST (R) (2.1.3, [3, II.2.3 Proposition
7; II.2.4 The´ore`me 1]). If V ⊆ Rhom such that T is saturated over V then there is a morphism of G-graded
rings (ηVT (R))
−1 ◦ ηST (R) : S
−1R→ V −1R, denoted by abuse of language by ηSV (R).
By the above there is an exact functor
• ⊗R S
−1R : GrModG(R)→ GrModG(S−1R),
denoted by S−1•, and we have U(S−1•) = S−1(U(•)) (2.1.3). Hence, for a G-graded R-module M the
S−1(U(R))-module underlying S−1M is the module of fractions of U(M) with denominators in S, and
for g ∈ G we have
(S−1M)g = {
x
s | s ∈ S \ 0, x ∈M
hom \ 0, deg(x) = deg(s) + g} ∪ {0}.
For T, V ⊆ Rhom with S, V ⊆ T such that T is saturated over V we have a morphism of functors
ηSV := • ⊗R η
S
V (R) : S
−1• → V −1 • .
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We set ηS := η
∅
S : IdGrModG(R) → S
−1•. Furthermore, we denote the compositions of ηVS and ηS with the
functor •0 of taking components of degree 0 by η
(S)
(V ) and η(S). If S = {f} we write ηf and η(f) instead of
ηS and η(S); if moreover V = {g} where f divides g we write η
f
g and η
(f)
(g) instead of η
S
V and η
(S)
(V ).
As S−1• commutes with U there is a canonical isomorphism of bifunctors
(S−1•)⊗S−1R (S
−1 ) ∼= S−1(• ⊗R )
([2, II.5.1 Proposition 3]). The canonical injection (S−1•)0 →֒ S−1• induces a morphism
(S−1•)0 ⊗(S−1R)0 (S
−1 )0 → (S
−1•)⊗S−1R (S
−1 ).
Its composition with the above isomorphism induces a morphism
δS : (S
−1•)0 ⊗(S−1R)0 (S
−1 )0 ∼= S
−1(• ⊗R )0
of bifunctors from GrModG(R)2 to Mod((S−1R)0). This is not necessarily an isomorphism (cf. 4.1.7).
However, as S−1• and •0 commute with inductive limits, δS(R⊕I , •) is an isomorphism for every set I.
Moreover, for T, U ⊆ Rhom with S ⊆ T such that T is saturated over U we have a commutative diagram
(S−1•)0 ⊗(S−1R)0 (S
−1 )0
δS //
(ηSU )0⊗(η
S
U )0 
S−1(• ⊗R )0
(ηSU )0
(U−1•)0 ⊗(U−1R)0 (U
−1 )0
δU // U−1(• ⊗R )0.
2.2. Degree restriction. Let F ⊆ G be a subgroup. We denote by (G : F ) the index of F in G.
(2.2.1) For an F -graded ring S we define a G-graded ring S(G) with U(S(G)) = U(S) by setting
S
(G)
g = Sg for g ∈ F and S
(G)
g = 0 for g ∈ G \ F . A morphism of F -graded rings u : S → T is
a morphism of G-graded rings S(G) → T (G) and as such is denoted by u(G). So, we get a functor
•(G) : GrAnnF → GrAnnG, called G-extension.
We define an F -graded ring R(F ) where U(R(F )) equals the subring
⊕
g∈F Rg of U(R) by setting
(R(F ))g = Rg for g ∈ F . A morphism of G-graded rings u : R→ S induces by restriction and coastriction
a morphism of F -graded rings u(F ) : R(F ) → S(F ). So, we get a functor •(F ) : GrAnn
G → GrAnnF , called
F -restriction, which is right adjoint to •(G). We have degm(R(F )) = degm(R) ∩ F . If R is positively
G-graded then R(F ) is positively F -graded, and (R+)(F ) = (R(F ))+.
For a G-graded R-module M we define an F -graded R(F )-module M(F ) with underlying U(R(F ))-
module the sub-U(R(F ))-module
⊕
g∈F Mg of U(M) by setting (M(F ))g = Mg for g ∈ F . A morphism
u : M → N of G-graded R-modules induces by restriction and coastriction a morphism of F -graded
R(F )-modules u(F ) : M(F ) → N(F ). So, we get a functor •(F ) : GrMod
G(R)→ GrModF (R(F )), also called
F -restriction.
(2.2.2) Let S ⊆ Rhom with deg(s) ∈ F for every s ∈ S\0. Then, S ⊆ (R(F ))
hom, and the F -graded R(F )-
algebras (ηS(R))(F ) : R(F ) → (S
−1R)(F ) and ηS(R(F )) : R(F ) → S
−1(R(F )) are canonically isomorphic
and will henceforth be identified. Thus, we also identify the functors
(S−1•)(F ) : GrMod
G(R)→ GrModF ((S−1R)(F ))
and
S−1(•(F )) : GrMod
G(R)→ GrModF (S−1(R(F ))).
(2.2.3) Lemma If M is a G-graded R-module and N ⊆ M(F ) is a graded sub-R(F )-module then N =
〈N〉R ∩M(F ).
Proof. If f ∈ F , g ∈ G, x ∈ N and r ∈ Rg with rx ∈M(F ) then g + f = deg(rx) ∈ F , hence g ∈ F , and
therefore rx ∈ R(F )N ⊆ N . This shows 〈N〉R ∩M(F ) ⊆ N . The other inclusion is obvious. 
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(2.2.4) Proposition Let M be a G-graded R-module and let L ⊆Mhom.
a) If M is L-noetherian then M(F ) is L ∩M(F )-noetherian.
b) If N ⊆ M is a graded sub-R-module that is L-generated as an R0-module then N(F ) is L ∩M(F )-
generated as an R(F )-module.
Proof. Straightforward on use of 2.2.3. 
(2.2.5) Corollary Let M be a noetherian G-graded R-module.
a) The F -graded R(F )-module M(F ) if noetherian.
b) If g ∈ G then the R0-module Mg is noetherian.
Proof. Applying 2.2.4 a) with L = Mhom yields a). Applying a) with F = 0 to M(g) yields b). 
(2.2.6) Proposition Suppose that (G : F ) <∞ and that R is an R0-algebra of finite type. Then, R is
an R(F )-module of finite type, and if M is a G-graded R-module of finite type then M(F ) is an F -graded
R(F )-module of finite type.
Proof. Analogously to [3, III.1.3 Proposition 2(ii)]. 
(2.2.7) Proposition Let R be positively G-graded and let (xi)i∈I be a family in R
hom\R0. We consider
the following statements:
(1) For g ∈ G we have Rg = 〈
∏
i∈I x
ni
i | (ni)i∈I ∈ N
⊕I ∧ deg(
∏
i∈I x
ni
i ) = g〉R0 ;
(2) R = R0[xi | i ∈ I];
(3) R+ = 〈xi | i ∈ I〉R.
We have (1)⇔(2)⇒(3), and if degm(R) is artinian then (1)–(3) are equivalent.
Proof. The first claim is clear. Suppose that (3) holds and set R′ := R0[xi | i ∈ I]. To show (1) it suffices
to show that Rg ⊆ R
′ for every g ∈ degm(R). For g = 0 this is clear. Let g ∈ degm(R) \ 0 and suppose
Rh ⊆ R′ for every h ∈ degm(R) with h < g. For y ∈ Rg ⊆ R+ there exist a finite subset J ⊆ I and a
family (ri)i∈J in R
hom \ 0 with y =
∑
i∈J rixi and deg(ri) = g − deg(xi) < g for i ∈ J , implying ri ∈ R
′
for i ∈ J and thus y ∈ R′. So, as degm(R) is artinian, (1) follows by noetherian induction ([1, III.6.5
Proposition 7]).9 
(2.2.8) Corollary Let R be positively G-graded. If R is an R0-algebra of finite type then R+ is an
R-module of finite type, and if degm(R) is artinian then the converse holds.
Proof. Immediately from 2.2.7. 
(2.2.9) Corollary Let R be positively G-graded and suppose that (G : F ) < ∞. If R is an R0-algebra
of finite type and degm(R) ∩ F is artinian, then R(F ) is an R0-algebra of finite type.
Proof. Analogously to [3, III.1.3 Proposition 2(i)] on use of 2.2.6, 2.1.9 and 2.2.8. 
2.3. Graded local cohomology.
(2.3.1) A G-graded R-module M is projective if and only if GHomR(M, •) is exact, and this is the case
if and only if the U(R)-module U(M) is projective. A G-graded R-module M is injective if and only if
GHomR(•,M) is exact. If U(M) is injective then so is M , but the converse does not necessarily hold
([23, 2.2–4]).
The category GrModG(R) has enough projectives and injectives, since
⊕
g∈GR(g) is a projective
generator (2.1.1, [13, 1.9.1; 1.10.1]).
9cf. [3, III.1.2 Proposition 1]
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(2.3.2) Let a ⊆ R be a graded ideal. The subfunctor GΓa of IdGrModG(R) with
GΓa(M) =
⋃
n∈N(0 :M a
n)
for a G-graded R-module M is left exact and is called the G-graded a-torsion functor (cf. [4, 1.1.6]).
Clearly, U ◦ GΓa = 0ΓU(a) equals the (usual) a-torsion functor Γa. There is a canonical isomorphism
of functors GΓa(•) ∼= lim−→n∈N
GHomR(R/a
n, •) by means of which we identify them (cf. [4, 1.2.11]). A
G-graded R-module M is called an a-torsion module if M = GΓa(M).
(2.3.3) Let a ⊆ R be a graded ideal. We say that R has ITI with respect to a if GΓa(I) is injective for
every injective G-graded R-module I. This holds if and only if every G-graded a-torsion R-module has
an injective resolution whose components are a-torsion modules. If R is noetherian then it has ITI with
respect to every ideal, but the converse is not true. Moreover, there exist (necessarily non-noetherian)
rings without ITI with respect to some ideal of finite type ([24]).
(2.3.4) For a G-graded R-module M we consider the right derived cohomological functor
(GExtiR(M, •))i∈Z of
GHomR(M, •) (2.1.1, 2.1.2, 2.3.1). Note that the graded covariant Ext functors
do not necessarily commute with U ([26]).
Now, let F be a projective system in GrModG(R) over a right filtering ordered set J , and let i ∈
Z. Composing F with the contravariant functor from GrModG(R) to the category of endofunctors of
GrModG(R) that maps M onto GExtiR(M, •) yields an inductive system of endofunctors of GrMod
G(R)
over J . As the category of endofunctor of GrModG(R) is abelian and fulfils AB5 (2.1.1, [13, 1.6.1; 1.7 d)])
we can consider the inductive limit lim
−→J
GExtiR(F, •) in this category. Since J is right filtering it follows
from AB5 that lim
−→J
GExt0R(F, •) = lim−→J
GHomR(F, •) is left exact, and hence (lim−→J
GExtiR(F, •))i∈Z is
its right derived cohomological functor.
(2.3.5) Let a ⊆ R be a graded ideal. Applying the construction from 2.3.4 to the projective systems
(R/an)n∈N and (a
n)n∈N in GrMod
G(R) over the right filtering ordered set N and setting GHi
a
(•) :=
lim
−→n∈N
GExtiR(R/a
n, •) and GDi
a
(•) := lim
−→n∈N
GExtiR(a
n, •) for i ∈ Z we get universal δ-functors
(GHi
a
)i∈Z and (
GDi
a
)i∈Z from GrMod
G(R) to itself that are the right derived cohomological functors of the
G-graded a-torsion functor GΓa (2.3.2) and the so-calledG-graded a-transformation functor
GDa :=
GD0
a
.
For i ∈ Z we call GHi
a
and GDi
a
the i-th G-graded local cohomology functor with respect to a and the i-th
G-graded ideal transformation functor with respect to a, respectively.
(2.3.6) Proposition Let a ⊆ R be a graded ideal.
a) There are an exact sequence of functors
0→ GΓa →֒ IdGrModG(R)
ηa
−→ GDa
ζa
−→ GH1
a
→ 0
and a unique morphism of δ-functors (ζi
a
)i∈Z : (
GDi
a
)i∈Z → (GHi+1a )i∈Z with ζ
0
a
= ζa, and if i ∈ N∗ then
ζi
a
is an isomorphism.
b) Suppose that R has ITI with respect to a. Then, GHi
a
◦ GΓa = 0 for i ∈ N∗ and GDa ◦ GΓa =
GΓa ◦ GDa = 0, and GDa ◦ ηa = ηa ◦ GDa is an isomorphism.
Proof. Analogously to [4, 2.2.4; 2.1.7; 2.2.8]. 
(2.3.7) Lemma Let C and D be abelian categories, let F : C → D be a functor, and let (T 0, T 1) be an
exact δ-functor from C to D with T 0 ◦F = T 1 ◦F = 0. If a is a morphism in C with F (Ker(a)) = Ker(a)
and F (Coker(a)) = Coker(a) then T 0(a) is an isomorphism.
Proof. Let A and B denote source and target of a, respectively, and let a = a′′ ◦ a′ be the canonical
factorisation of a over its image. The exact sequences
0 = T 0(F (Ker(a))) −→ T 0(A)
T 0(a′)
−−−−→ T 0(Im(a)) −→ T 1(F (Ker(a))) = 0
and
0 −→ T 0(Im(a))
T 0(a′′)
−−−−→ T 0(B) −→ T 0(F (Coker(a))) = 0
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show that T 0(a′) and T 0(a′′) are isomorphisms, and thus T 0(a) = T 0(a′′) ◦ T 0(a′) is an isomorphism,
too. 
(2.3.8) Lemma Let C be a category, let T : C → C be a functor, let η : IdC → T be a morphism of
functors such that η ◦ T = T ◦ η is an isomorphism, and let a ∈ HomC(A,B) and b ∈ HomC(A,C) such
that T (a) is an isomorphism. There exists a unique morphism b : B → T (C) in C with b ◦ a = η(C) ◦ c,
and b = T (c) ◦ T (a)−1 ◦ η(B); if c and η(B) are isomorphisms then so is b.
Proof. Setting b := T (c) ◦ T (a)−1 ◦ η(B) we get
b ◦ a = T (c) ◦ T (a)−1 ◦ η(B) ◦ a = T (c) ◦ T (a)−1 ◦ T (a) ◦ η(A) = T (c) ◦ η(A) = η(C) ◦ c,
hence b exists. For b′ ∈ HomC(B, T (c)) with b
′ ◦ a = η(C) ◦ c we get T (b′) ◦T (a) = T (η(C)) ◦T (c), hence
T (b′) = T (η(C)) ◦ T (c) ◦ T (a)−1, and b′ = η(T (C))−1 ◦ T (b′) ◦ η(B), therefore
b′ = T (η(C))−1 ◦ T (b′) ◦ η(B) = T (c) ◦ T (a)−1 ◦ η(B) = b.
The second statement is clear. 
(2.3.9) Proposition Let a ⊆ R be a graded ideal such that R has ITI with respect to a. Let a : A→ B
and c : A→ C be morphisms in GrModG(R) with GΓa(Ker(a)) = Ker(a) and GΓa(Coker(a)) = Coker(a).
Then, GDa(a) is an isomorphism, there is a unique morphism b : B → GDa(C) in GrMod
G(R) with
b ◦ a = ηa(C) ◦ c, and b = GDa(c) ◦ GDa(a)−1 ◦ ηa(B); if c and ηa(B) are isomorphisms then so is b.
Proof. Setting T = GDa, F =
GΓa and η = ηa this follows from 2.3.7 and 2.3.8 on use of 2.3.6 b). 
(2.3.10) Proposition Let C and D be categories, let T : C→ C, S : D→ D and F : D→ C be functors,
and let η : IdC → T and ε : IdD → S be morphisms of functors such that η ◦ T = T ◦ η and T ◦ F ◦ ε are
isomorphisms. Then, there exists a unique morphism of functors ε′ : F ◦S → T ◦F with ε′◦(F ◦ε) = η◦F .
Moreover, ε′ is a mono-, epi- or isomorphism if and only if (η ◦ F ) ◦ S has the same property.
Proof. For an object A of D, applying 2.3.8 with a = F (ε(A)) and c = IdF (A) yields a unique morphism
ε′(A) : F (S(A))→ T (F (A)) in C with ε′(A) ◦ F (ε(A)) = η(F (A)), and
ε′(A) = T (F (ε(A)))−1 ◦ η(F (S(A))).
For a ∈ HomD(A,B) we get a diagram
F (A)
η(F (A)) //
F (ε(A)) **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
F (a)

T (F (A))
T (F (a))

T (F (ε(A)))
++❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
F (S(A))
η(F (S(A))) //
F (S(a))

ε′(A)
44✐✐✐✐✐✐✐✐✐✐✐✐✐
T (F (S(A)))
T (F (S(a)))

F (B)
η(F (B)) //
F (ε(B)) **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯ T (F (B))
T (F (ε(B)))
++❱❱❱❱
❱❱❱
❱❱❱
❱❱❱
F (S(B))
η(F (S(B))) //
ε′(B)
44✐✐✐✐✐✐✐✐✐✐✐✐✐
T (F (S(B)))
whose outer faces commute obviously. As T (F (ε(B))) is an isomorphism it follows that the whole diagram
commutes, so the morphisms ε′(A) are natural in A, and thus the claim is proven. 
(2.3.11) Corollary Let a ⊆ R be a graded ideal such that R has ITI with respect to a. Let
S : GrModG(R) → GrModG(R) be a functor, and let ε : IdGrModG(R) → S be a morphism of functors
such that GΓa ◦ Ker(ε) = Ker(ε) and GΓa ◦ Coker(ε) = Coker(ε). Then, GDa ◦ ε is an isomorphism,
there is a unique morphism of functors ε′ : S → GDa with ε′ ◦ ε = ηa, and ε′ = (GDa ◦ ε)−1 ◦ (ηa ◦ S).
Moreover, ε′ is a mono-, epi- or isomorphism if and only if ηa ◦ S has the same property, and this holds
if and only if GΓa ◦ S = 0, GH1a ◦ S = 0, or
GΓa ◦ S = GH1a ◦ S = 0, respectively.
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Proof. This follows from 2.3.10 (with T = GDa and F = IdGrModG(R)), 2.3.6 b) and 2.3.9. 
3. Cox rings, Cox schemes, and toric schemes
Throughout this section let V be an R-vector space with n := rk
R
(V ) ∈ N, let N be a Z-structure on V ,
let M := N∗, let Σ be an N -fan, and let B ⊆ AΣ1 be a subgroup. If no confusion can arise we write A,
a and c instead of AΣ1 , aΣ1 and cΣ1 (1.3.1).
In 3.1 we define and study the Cox ring associated with Σ. Beware that our notion of Cox ring differs
from and must not be confused with the one of the same name introduced in [16] (although both notions
are inspired by [7]). In 3.2 and 3.3, Cox schemes and toric schemes are defined as special cases of a far
more general construction of schemes from certain projective systems of monoids (treated in detail in
[25]). Then, the Cox scheme associated with Σ is shown to be isomorphic to the toric scheme associated
with Σ if and only if Σ is not contained in a hyperplane of the ambient space. Together with the base
change property of toric schemes this allows to study Cox schemes instead of toric schemes, which is an
advantage since Cox schemes have an affine open covering given by degree 0 parts of rings of fractions of
some graded ring – similar to projective schemes.
In [7] and [21], the Cox rings are graded by A or, in case Σ is simplicial, by Pic(Σ). To treat these
two cases at once and to reveal what is really needed, we develop our theory for an arbitrary subgroup
B ⊆ A and impose further conditions on B – as being big or small (1.3.7) – only if we need them.
3.1. Cox rings.
(3.1.1) By restriction, a : ZΣ1 → A induces a morphism of monoids a ↾
N
Σ1 : N
Σ1 → A. We have a
diagram of categories

Ann
•(A) // GrAnnA
Id
GrAnnA
++
•[a↾
N
Σ1 ]
44GrAnn
A
•(B) // GrAnnB
(2.1.6, 2.2.1). Setting SΣ1,B(•) := •
(A)[a↾
N
Σ1 ](B) we get a diagram of categories

Ann
•(B)
++
SΣ1,B(•)
44GrAnn
B.
If no confusion can arise we write SB instead of SΣ1,B, and if α ∈ B then SB(•)α = SA(•)α is henceforth
denoted by S(•)α. For a ring R the above yields a functor SB : Alg(R)→ GrAlg
B(R(B)) (2.1.1), and for
an R-algebra R′ there is a canonical isomorphism
SB(•)⊗R R
′ ∼= SB(• ⊗R R
′)
in Hom(Alg(R),GrAlgB((R′)(B))) (2.1.6).
(3.1.2) Let R be a ring. The B-graded ring SB(R) is called the B-restricted Cox ring over R associated
with Σ1. The underlying R-algebra of SA(R) is the polynomial algebra over R in indeterminates (Zρ)ρ∈Σ1 ,
and its A-graduation is given by deg(Zρ) = αρ for ρ ∈ Σ1 (1.3.1); we denote its set of monomials
10 by
TR. Hence, the underlying R-algebra of SB(R) is the sub-R-algebra of the polynomial algebra over
R in indeterminates (Zρ)ρ∈Σ1 generated by the monomials
∏
ρ∈Σ1
Z
mρ
ρ with degree
∑
ρ∈Σ1
mραρ in B,
i.e., by TB,R := TR ∩ SB(R). For a morphism of rings h : R → R′ the morphism of B-graded rings
SB(h) : SB(R)→ SB(R′) is given by t 7→ t for t ∈ TB,R (2.1.6).
10i.e., products of indeterminates
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For σ ∈ Σ we set Ẑσ :=
∏
ρ∈Σ1
Zρ ∈ SA(R), so that deg(Ẑσ) = α̂σ (1.3.1). The graded ideal
IΣ,B(R) := (〈Ẑσ | σ ∈ Σ〉SA(R))(B) ⊆ SB(R) is called the B-restricted irrelevant ideal over R associated
with Σ; if no confusion can arise we denote it by IB(R).
If R 6= 0 then degm(SB(R)) = degm(SA(R))∩B = degm(Σ1)∩B (1.3.9, 2.1.9, 2.2.1), so degm(SB(R))
is independent of R.
(3.1.3) Proposition Let R be a ring.
a) SB(R) is TB,R-noetherian and IB(R) is finitely TB,R-generated.
11
b) The following statements are equivalent:12
(i) SA(R) is noetherian;
(ii) SB(R) is noetherian;
(iii) S(R)0 is noetherian.
Proof. Monomial ideals in polynomial algebras in finitely many indeterminates are generated by finitely
many monomials by Dickson’s Lemma ([18, 1.3.6]), hence a) follows from 2.2.4 b). The implications
“(i)⇒(ii)⇒(iii)” in b) follow from 2.2.5. The remaining implication follows from Hilbert’s Basissatz since
SA(R) is of finite type over R and hence of finite type over S(R)0. 
(3.1.4) Proposition The following statements are equivalent:
(i) Σ is relatively skeletal complete;
(ii) S(•)0 = IdAnn(•);
(iii) There is a ring R 6= 0 with S(R)0 = R.
Proof. As S(•)0 = SA(•)0 = •[Ker(a ↾
N
Σ1 )] = •[Im(c) ∩NΣ1 ], (i) and (ii) are equivalent by 1.3.10. If R
is a ring with S(R)0 = R 6= 0, then the R-module underlying S(R)0 = R[Ker(a ↾
N
Σ1 )] is free of rank 1,
implying Im(c) ∩NΣ1 = Ker(a↾
N
Σ1 ) = 0 and thus (i) (1.3.10). 
(3.1.5) Corollary Let R be a ring. If R is noetherian then so is SB(R), and if Σ is relatively skeletal
complete then the converse holds.
Proof. Immediately from Hilbert’s Basissatz, 3.1.3 b) and 3.1.4. 
(3.1.6) Proposition Let R be a ring. If B is big and Σ is relatively skeletal complete then SB(R) is a
positively B-graded R-algebra of finite type.
Proof. If R = 0 this is clear, so we suppose R 6= 0. Since degm(Σ1) is a sharp monoid (1.3.10) so is its
submonoid degm(Σ1) ∩B = degm(SB(R)) (3.1.2), and thus SB(R) is positively B-graded. In particular
(considering B = A), SA(R) is a positively A-graded SA(R)0-algebra of finite type. Thus, artinianness
of degm(SB(R)) implies the claim (1.3.8, 2.2.9, 3.1.4). 
(3.1.7) Let R be a ring. If SB(R) is a positively B-graded R-algebra of finite type then Σ is not necessarily
skeletal complete, even if B = A. A counterexample is obtained immediately from the first example in 1.3.12.
3.2. Cox schemes.
(3.2.1) Let σ ∈ Σ, and suppose there is an m ∈ N with mα̂σ ∈ B. The functor
SB(•)Ẑmσ
: Ann→ GrAnnB
under •(B) and the canonical morphism ηẐmσ
: SB(•)→ SB(•)Ẑmσ
in Hom(Ann,GrAnnB)/•
(B)
(2.1.10) are
independent of the choice of m; we denote them by SB,σ(•) and ησ, respectively. We have SB,σ(•) =
11cf. 2.1.4
12Since A and B are of finite type it does not matter whether we understand noetherianness as a property of graded or
of ungraded rings (2.1.5).
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SA,σ(•)(B) (2.2.2), and SB(•)(α)(σ) = SB,σ(•)α = SA,σ(•)α = SA(•)(α)(σ) for α ∈ B is henceforth
denoted just by S(•)(α)(σ). For α = 0 we have in particular a functor
S(•)(σ) := SB,σ(•)0 : Ann→ Ann
under IdAnn, independent of B, which we henceforth denote by S(σ)(•), and a canonical morphism
η(σ) : S(•)0 → S(σ)(•) in Hom(Ann,Ann)
/IdAnn . For a ring R we have functors
•σ := • ⊗SB(R) SB,σ(R) : GrMod
B(SB(R))→ GrMod
B(SB,σ(R))
(2.1.10) and
•(σ) := (•σ)0 : GrMod
B(SB(R))→ Mod(S(σ)(R)).
Now, let τ 4 σ, and suppose that mα̂τ ∈ B. Then, Ẑmσ divides Ẑ
m
τ in SB(R) for every ring R. Hence,
mapping a ring R onto the canonical morphism of B-graded R-algebras
η
Ẑmσ
Ẑmτ
(SB(R)) : SB(R)Ẑmσ
→ SB(R)Ẑmτ
,
which is independent of the choice of m, yields a morphism
ηστ : SB,σ(•)→ SB,τ (•)
in Hom(Ann,GrAnnB)/•
(B)
. Composition with •0 yields a morphism
η
(σ)
(τ) : S(σ)(•)→ S(τ)(•)
in Hom(Ann,Ann)/IdAnn . Moreover, for a ring R we have functors
ηστ (R)
∗ : GrModB(SB,σ(R))→ GrMod
B(SB,τ (R))
and
η
(σ)
(τ)(R)
∗ : Mod(S(σ)(R))→ Mod(S(τ)(R))
such that the diagram of categories
GrModB(SB(R))
•σ //
•τ **❯❯❯
❯❯❯
❯❯❯
❯❯
GrModB(SB,σ(R))
•0 //
ηστ (R)
∗

Mod(S(σ)(R))
ηστ (R)
∗

GrModB(SB,τ (R))
•0 // Mod(S(τ)(R))
commutes.
Finally, if B is big then there exists m ∈ N such that for every σ ∈ Σ we have mα̂σ ∈ B, and thus the
above gives rise to a projective system ((S(σ)(•))σ∈Σ, (η
(σ)
(τ) )τ4σ) in Hom(Ann,Ann)
/IdAnn .
(3.2.2) Let I be a lower semilattice and let M = ((Mi)i∈I , (pij)i≤j) be a projective system in Mon over
I such that for i, j ∈ I with i ≤ j there is a tij ∈ Mj with
13 Mi = Mj − tij and pij = εtij . For i ∈ I we
set X
M,i(•) := Spec(•[Mi]) : Ann
◦ → Sch and denote by t
M,i(•) : XM,i → Spec the canonical morphism
of contravariant functors. For i, j ∈ I with i ≤ j we set ι
M,i,j(•) := Spec(•[pij ]) : XM,i(•)→ XM,j(•); by
our hypothesis this is an open immersion.
If R is a ring then the inductive system
((X
M,i(R)
t
M,i(R)
−−−−−→ Spec(R))i∈I , (ιM,i,j)i≤j)
in Sch/R has an inductive limit tM(R) : XM(R)→ Spec(R) in Sch/R such that for every i ∈ I the canonical
morphism ι
M,i(R) : XM,i(R) → XM(R) is an open immersion by means of which we consider XM,i(R)
as an open subscheme of X
M
(R). The inductive limit X
M
(R) can then be understood as obtained by
gluing the family (X
M,i(R))i∈I along (X
M,inf(i,j)(R))(i,j)∈I2 .
13If E is a monoid and t ∈ E then we denote by E − t the monoid of differences with negatives the multiples of t, and
by εt : E → E − t the canonical epimorphism.
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The above gives rise to a functor X
M
: Alg(R)◦ → Sch/R over Spec together with open immersions
ι
M,i : XM,i → XM. For an R-algebra R′ we have XM(• ⊗R R′) ∼= XM(•)⊗R R′.
14
(3.2.3) For τ 4 σ ∈ Σ and u ∈ σ∨ with τ = σ ∩ u⊥ we have c(u) ∈ NΣ1 − δ̂σ and (NΣ1 − δ̂σ)− c(u) =
N
Σ1 − δ̂τ . As c(u) ∈ Ker(a) this implies
(NΣ1 − δ̂σ) ∩Ker(a)− c(u) = (N
Σ1 − δ̂τ ) ∩Ker(a).
Therefore, the family ((NΣ1− δ̂σ)∩Ker(a))σ∈Σ defines a projective system of submonoids of ZΣ1 fulfilling
the hypothesis of 3.2.2; we denote it by CΣ. By 3.2.2 we get a functor YΣ := XCΣ : Ann
◦ → Sch over Spec,
mapping a ring R onto an R-scheme uΣ(R) : YΣ(R)→ Spec(R) – called the Cox scheme over R associated
with Σ – and a finite affine open covering (Yσ)σ∈Σ of YΣ, where Yσ(•) = Spec(•[(NΣ1 − δ̂σ) ∩Ker(a)]).
By the above we have a projective system ((•[(NΣ1−δ̂σ)∩Ker(a)])σ∈Σ, (εστ )τ4σ) in Hom(Ann,Ann)
/IdAnn
over Σ, where εστ is obtained by restriction and coastriction from the canonical injection
N
Σ1 − δ̂σ →֒ NΣ1 − δ̂τ .
(3.2.4) Proposition There is a canonical isomorphism
((•[(NΣ1 − δ̂σ) ∩Ker(a)])σ∈Σ, (ε
σ
τ )τ4σ)
∼= ((S(σ)(•))σ∈Σ, (η
(σ)
(τ) )τ4σ)
of projective systems in Hom(Ann,Ann)/IdAnn .
Proof. For σ ∈ Σ there is a canonical isomorphism εσ : • [NΣ1− δ̂σ]→ SA,σ(•) in Hom(Ann,GrAnn
A)/•
(A)
such that for τ 4 σ ∈ Σ the diagram
•[NΣ1 − δ̂σ]
εστ 
εσ
∼=
// SA,σ(•)
ηστ
•[NΣ1 − δ̂τ ]
ετ
∼=
// SA,τ (•)
commutes. As •[NΣ1 − δ̂σ]0 = •[(NΣ1 − δ̂σ) ∩ Ker(a)] for σ ∈ Σ we get the claim by taking components
of degree 0. 
(3.2.5) It follows from 3.2.4 that YΣ is canonically isomorphic to the inductive limit of
((Spec(S(σ)(•)))σ∈Σ, (Spec ◦η
(σ)
(τ))τ4σ)
in Hom(Ann◦, Sch)/ Spec. Hence, if R is a ring then the Cox scheme YΣ(R) can be understood as obtained
by gluing the family (Spec(S(σ)(R)))σ∈Σ along (Spec(S(σ∩τ)(R)))(σ,τ)∈Σ2 .
3.3. Toric schemes and Cox schemes.
(3.3.1) The family (σ∨M )σ∈Σ gives rise to a projective system of submonoids ofM fulfilling the hypothesis
of 3.2.2; we denote it by Σ∨M . By 3.2.2 we get a functor XΣ := XΣ∨M : Ann
◦ → Sch over Spec, mapping a
ring R onto an R-scheme tΣ(R) : XΣ(R) → Spec(R) – called the toric scheme over R associated with Σ
– and a finite affine open covering (Xσ)σ∈Σ of XΣ, where Xσ(•) = Spec(•[σ∨M ]).
(3.3.2) By restriction and coastriction, c : M → ZΣ1 induces for σ ∈ Σ a surjective morphism of monoids
cσ : σ
∨
M → (N
Σ1 − δ̂σ) ∩Ker(a) such that for τ 4 σ ∈ Σ the diagram
σ∨M
cσ //
 _

(NΣ1 − δ̂σ) ∩Ker(a)
 _

τ∨M
cτ // (NΣ1 − δ̂τ ) ∩Ker(a)
14cf. [25] for an extensive study of geometric properties of these functors
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commutes. So, for σ ∈ Σ we get a closed immersion γσ := Spec(•[cσ]) : Yσ → Xσ in Hom(Ann
◦, Sch)/ Spec
such that for τ 4 σ ∈ Σ the diagram
Yσ
γσ // Xσ
Yτ
γτ //
OO
Xτ ,
OO
where the unmarked morphisms are the canonical open immersions, commutes. Thus, there is a unique
morphism γΣ : YΣ → XΣ in Hom(Ann
◦, Sch)/ Spec that induces γσ by restriction and coastriction for every
σ ∈ Σ.
(3.3.3) Proposition γΣ : YΣ → XΣ is an isomorphism if and only if Σ is full.
Proof. As Ker(c) = M ∩ 〈Σ〉⊥ ⊆ σ∨M for σ ∈ Σ we see that Σ is full if and only if cσ is a monomorphism
for every σ ∈ Σ (3.3.2). Therefore, if Σ is full then cσ is an isomorphism for σ ∈ Σ, hence so is γσ for
σ ∈ Σ, and thus so is γΣ.
Conversely, suppose that γΣ is an isomorphism and let σ ∈ Σ. The (topological) image of Yσ(Z) under
γσ(Z) is nonempty, closed in Xσ(Z) since γσ(Z) is a closed immersion (3.3.2), and open in Xσ(Z) since γΣ
is an isomorphism and hence open. As Xσ(Z) is connected ([25, 3.4]) this implies that γσ(Z) is surjective
and therefore an epimorphism in the category of affine schemes (as can be seen on use of [14, I.5.2.5]).
Therefore, Z[cσ] is a monomorphism, hence so is cσ, and thus the claim is proven. 
(3.3.4) Proposition Let R be a ring.
a) If R is noetherian then so is YΣ(R).
b) If Σ is complete then YΣ(R) is proper over R.
Proof. If R is noetherian then so is S(σ) for σ ∈ Σ (3.1.5, 2.2.5 b)), hence 3.2.5 and finiteness of Σ imply
that YΣ(R) is noetherian. b) follows from 3.3.3 and the well-known result that toric schemes associated
with complete fans are proper over their base ([8, 4.4]15). 
4. Quasicoherent sheaves on toric schemes
We keep the hypotheses from Section 3. In addition, suppose that B is big, and let R be a ring. If
no confusion can arise we write e := eΣ (1.3.1), Y := YΣ(R) and Yσ := Yσ(R) for σ ∈ Σ (3.2.3),
SB := SB(R) and IB := IΣ,B(R) (3.1.2), and SB,σ := SB,σ(R) and S(σ) := S(σ)(R) for σ ∈ Σ (3.2.1).
Moreover, if σ ∈ Σ and α ∈ B then the component (SB,σ)α of SB,σ, equal to SB(α)(σ) and independent
of B, is sometimes denoted by Sσ,α.
16 Furthermore, for a scheme X we denote by UX the set of open
subsets of X, and by QcMod(OX) and PMod(OX) the categories of quasicoherent OX-modules and of
presheaves of OX-modules, respectively; for a group G and an OX -algebra A we denote by PGrMod
G(A )
the category of presheaves of G-graded A -modules.
In 4.1 we construct an exact functor SΣ from the category of graded modules over the Cox ring SB
associated with Σ to the category of quasicoherent modules on the Cox scheme Y associated with Σ and
prove first results about it. In 4.2 we show that if Σ is simplicial then certain rings of fractions of SB
are strongly graded. This fact will be of crucial importance later on. A first application shows that SΣ
preserves some finiteness properties. In 4.3 we try to construct a right quasi-inverse to SΣ. Since SΣ
does not necessarily commute with shifting, we have two candidates Γ∗ and Γ∗∗ of such total functors
of sections, and both will later turn out to be useful. The key result in this subsection is that while
these two functors may differ, their compositions with SΣ are canonically isomorphic. In 4.4 we put
everything together and show that the first total functor of sections Γ∗ is a right quasi-inverse of SΣ, so
that the latter functor is in particular essentially surjective. Moreover, supposing that Σ is simplicial, we
show that SΣ preserves (pseudo-)coherence, that it vanishes precisely on IB-torsion modules, and that
15In loc. cit. the hypothesis that the fan is regular is not needed in the proof.
16Similarly, in the notations to be introduced below we usually do not indicate dependency on Σ or R.
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it induces a bijection between IB-saturated graded sub-SB-modules of a B-graded SB-module F and
quasicoherent sub-OY -modules of SΣ(F ). In 4.5 we prove the toric Serre-Grothendieck correspondence,
relating sheaf cohomology on the Cox scheme Y with B-graded local cohomology with support in IB;
the former enters as the right derived cohomological functor of the second total functor of sections Γ∗∗.
Finally, as an application we derive a toric version of Serre’s finiteness theorem.
4.1. Quasicoherent sheaves associated with graded modules.
(4.1.1) For σ ∈ Σ there is a functor Sσ : Mod(S(σ))→ QcMod(OYσ ), mapping an S(σ)-module onto the
quasicoherent OYσ -module associated with it, and taking global sections yields a quasi-inverse
Γ(Yσ, •) : QcMod(OYσ )→ Mod(S(σ))
of Sσ ([14, I.1.4.2]). As for τ 4 σ ∈ Σ the diagram of categories
Mod(S(σ))
Sσ //
(η
(σ)
(τ)
)∗

QcMod(OYσ )

Mod(S(τ))
Sτ // QcMod(OYτ ),
where the unmarked morphism is the inverse image under the canonical open immersion Yτ →֒ Yσ,
commutes ([14, I.1.7.7]), there exists a unique functor SB : GrMod
B(SB) → QcMod(OY ) such that for
σ ∈ Σ the diagram
GrModB(SB)
SB //
•(σ)

QcMod(OY )
↾Yσ
Mod(S(σ))
Sσ // QcMod(OYσ )
of categories commutes ([14, 0.3.3.1–2]). By [14, I.1.3.9] this functor is exact and commutes with inductive
limits. By 2.2.2, the diagram of categories
GrModA(SA)
SA //
•(B) 
QcMod(OY )
GrModB(SB)
SB
44❥❥❥❥❥❥❥❥❥❥
commutes.
If F is a B-graded SB-module then SB(F ) is called the (quasicoherent) OY -module associated with
F . If σ ∈ Σ then Sσ(S(σ)) = OYσ is a sheaf of rings on Yσ, and gluing yields on SB(SB) a structure of
sheaf of rings on YΣ, equal to OY ; we always furnish SB(SB) with this structure.
(4.1.2) Let F be a B-graded SB-module. We denote by JF , J
sat
F and J˜F the sets of graded sub-SB-
modules of F , of IB-saturated graded sub-SB-modules of F (2.1.7), and of quasicoherent sub-OY -modules
of SB(F ), respectively. Since SB is exact (4.1.1) it induces a map ΞF : JF → J˜F , restricting to a map
ΞsatF : J
sat
F → J˜F . If G ∈ JF and j : G →֒ F denotes the canonical injection then we identify SB(G) with
its image ΞF (G) under the monomorphism SB(j) : SB(G)→ SB(F ) and thus consider it as an element
of J˜F . Then, for G,H ∈ JF we have SB(G+H) = SB(G)+SB(H) and SB(G∩H) = SB(G)∩SB(H)
(4.1.1).
(4.1.3) Proposition For an R-algebra h : R→ R′ there exists a canonical isomorphism
Y (h)∗(SB,R(•)) ∼= SB,R′(• ⊗R R
′)
in Hom(GrModB(SB(R)),QcMod(OY (R′))).
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Proof. If σ ∈ Σ then the diagram of categories
GrModB(SB(R))
SB,R //
•(σ)

•⊗RR
′
tt❤❤❤❤
❤❤❤
❤
QcMod(OY (R))
↾Yσ(R)

•⊗RR
′tt✐✐✐✐✐
✐✐✐
✐
GrModB(SB(R
′))
SB,R′ //
•(σ)

QcMod(OYσ(R′))
↾Yσ(R′)

Mod(S(σ)(R))
Sσ,R //
•⊗RR
′
ss❤❤❤❤❤
❤❤❤
QcMod(OYσ(R))
•⊗RR
′tt❤❤❤❤
❤❤❤
❤
Mod(S(σ)(R
′))
Sσ,R′ // QcMod(OYσ(R′))
commutes, as is readily checked on use of 4.1.1 and [14, 0.4.3.6; I.1.7.7]. This implies the claim. 
(4.1.4) Proposition If F is a B-graded SB-module that is an IB-torsion module then SB(F ) = 0.
17
Proof. Let σ ∈ Σ and x ∈ F(σ). There exist m ∈ N with mα̂σ ∈ B and x
′ ∈ Fmα̂σ with x =
x′
Ẑmσ
, and
there exists l ∈ N with Ẑ lσx
′ = 0, implying x = 0. This shows F(σ) = 0, and thus the claim. 
(4.1.5) Proposition If F is a noetherian B-graded SB-module then SB(F ) is of finite type; if R is in
addition noetherian then SB(F ) is coherent.
18
Proof. For σ ∈ Σ the B-graded SB,σ-module Fσ is noetherian, hence F(σ) is noetherian (2.2.5 b)) and
in particular of finite type. Thus, SB(F ) is of finite type ([14, I.1.4.3]). If R is noetherian then so is Y
(3.3.4 a)), hence SB(F ) is coherent ([14, I.2.7.1]). 
(4.1.6) By 2.1.10 we have for σ ∈ Σ a canonical morphism of bifunctors
δσ : •(σ) ⊗S(σ) (σ) → (• ⊗SB )(σ)
such that for τ 4 σ the diagram
•(σ) ⊗S(σ) (σ)
δσ //
η
(σ)
(τ)
⊗η
(σ)
(τ)

(• ⊗SB )(σ)
η
(σ)
(τ)
•(τ) ⊗S(τ) (τ)
δτ // (• ⊗SB )(τ)
commutes. Therefore, and keeping in mind [14, I.1.3.12], these morphisms give rise to a morphism of
bifunctors
δB : SB(•)⊗OY SB( )→ SB(• ⊗SB )
with δB(•, )(Yσ) = δσ(•, ) for σ ∈ Σ.
(4.1.7) The morphism
δB : SB(•)⊗OY SB( )→ SB(• ⊗SB )
from 4.1.6 is neither necessarily a mono- nor an epimorphism, and in particular not necessarily an isomorphism.
For a counterexample19 we consider the Z2-polycones ρ1 = cone(1, 0), ρ2 = cone(0, 1) and ρ3 = cone(−2,−3) in
R
2, the complete, simplicial Z2-fan Σ with maximal cones σ1 = ρ1 + ρ2, σ2 = ρ2 + ρ3 and σ3 = ρ3 + ρ1, and
R 6= 0. It follows A = Z, and setting Zi := Zρi for i ∈ [1, 3] we have S := SA = R[Z1, Z2, Z3] with deg(Z1) = 2,
deg(Z2) = 3, and deg(Z3) = 1. We consider the Z-graded S-modules S(1) and S(2), so that S(1) ⊗S S(2) is
canonically isomorphic to and henceforth identified with S(3), and we claim that
δA(S(1), S(2)) : SA(S(1))⊗OY SA(S(2)) → SA(S(1)⊗S S(2))
is neither a mono- nor an epimorphism.
17See 4.4.10 for a converse.
18See 4.2.6 and 4.4.6 for more natural results.
19taken from [28, 01ML]
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Indeed, by construction of δA and as Ẑσ3 = Z2, it suffices to show that the morphism of S(Z2)-modules
δσ3 : S(1)(Z2) ⊗S(Z2) S(2)(Z2) → S(3)(Z2)
with x ⊗ y 7→ xy is neither injective nor surjective. Keeping in mind that S(m)(Z2) = (SZ2)m for m ∈ Z it is
readily checked that S(Z2) = R[Z
3
3Z
−1
2 , Z3Z1Z
−1
2 , Z
3
1Z
−2
2 ], S(1)(Z2) = 〈Z3, Z
2
1Z
−1
2 〉S(Z2) , S(2)(Z2) = 〈Z
2
3 , Z1〉S(Z2)
and S(3)(Z2) = 〈Z2〉S(Z2) , so that δσ3 equals the morphism of S(Z2)-modules
〈Z3, Z
2
1Z
−1
2 〉S(Z2) ⊗S(Z2) 〈Z
2
3 , Z1〉S(Z2) → 〈Z2〉S(Z2)
with x ⊗ y 7→ xy. This is neither injective, for (Z3Z1Z
−1
2 · Z3) ⊗ Z1 and Z
2
1Z
−1
2 ⊗ Z
2
3 are both mapped to
Z23Z
2
1Z
−2
2 · Z2, nor surjective, for Z2 does not lie in its image.
4.2. Strongly graded rings of fractions.
(4.2.1) Proposition Let σ ∈ Σ, let α ∈ B, and let (mρ)ρ∈Σ1 ∈ (N
Σ1 − δ̂σ) ∩ c−1(α) with mρ = 0 for
every ρ ∈ σ1. If R 6= 0 then the S(σ)-module Sσ,α is free of rank 1.
Proof. For (qρ)ρ∈Σ1 ∈ (N
Σ1 − δ̂σ) ∩ c−1(α) there is an m ∈ M with (qρ)ρ∈Σ = c(m) + (mρ)ρ∈Σ1 , and
thus
∏
ρ∈Σ1
Z
qρ
ρ = (
∏
ρ∈Σ1
Z
ρN (m)
ρ )(
∏
ρ∈Σ1
Z
mρ
ρ ) in Sσ. As elements of Sσ,α are S(σ)-linear combinations
of elements of the form
∏
ρ∈Σ1
Z
qρ
ρ with (qρ)ρ∈Σ1 ∈ (N
Σ1 − δ̂σ) ∩ c−1(α), this implies that
∏
ρ∈Σ1
Z
mρ
ρ
generates the S(σ)-module Sσ,α. This element obviously being free over S(σ) the claim is proven. 
(4.2.2) Corollary Let σ ∈ Σ and let α ∈ Pic(Σ). If R 6= 0 then there exists (mρ)ρ∈Σ1 ∈
(NΣ1 − δ̂σ) ∩ c
−1(α) such that the S(σ)-module Sσ,α is free of rank 1 with basis
∏
ρ∈Σ1
Z
mρ
ρ .
Proof. Clear from 4.2.1 and 1.2.5. 
(4.2.3) Let α ∈ B. Since SB(SB(α)) = SA(SA(α)) (4.1.1), the right exact functor
SB(SB(α)) ⊗OY • : QcMod(OY )→ QcMod(OY )
does not depend on B; we denote it by •(α). We have OY (α) = SB(SB(α)), and hence for σ ∈ Σ it
follows OY (α)(Yσ) = SB(α)(σ) = Sσ,α.
(4.2.4) Corollary If α ∈ Pic(Σ) then the OY -module OY (α) is invertible.
Proof. As OY (α)↾Yσ= Sσ(Sσ,α) for σ ∈ Σ (4.2.3), this follows from 4.2.2. 
(4.2.5) Theorem Suppose that B is small and let σ ∈ Σ.
a) The B-graded ring SB,σ is strongly graded.
20
b) If F is a B-graded SB-module and α ∈ B then there is an isomorphism of S(σ)-modules (Fσ)α ∼= F(σ).
Proof. a) It suffices to show that for α, β ∈ B the morphism of S(σ)-modules
Sσ,α ⊗S(σ) Sσ,β → Sσ,α+β
induced by the multiplication of SB,σ is an isomorphism. Being induced by restriction and coastriction
of the canonical isomorphism SB,σ ⊗SB,σ SB,σ → SB,σ it is injective. There are p = (mτ + τ
∨)τ∈Σ, q =
(lτ+τ
∨)τ∈Σ ∈ PΣ with e(p) = α, e(q) = β andmτ = lτ = 0 for τ 4 σ (1.2.5). As p+q = (mτ+lτ+τ∨)τ∈Σ
and e(p+ q) = α+ β the claim follows from 4.2.1.
b) We have Sσ,α ∼= S(σ) by 4.2.2 and Fσ ∼= SB,σ ⊗S(σ) F(σ) by 2.1.8 and a). Taking components of
degree α yields (Fσ)α ∼= Sσ,α ⊗S(σ) F(σ)
∼= S(σ) ⊗S(σ) F(σ)
∼= F(σ). 
(4.2.6) Proposition Suppose that B is small. If F is a B-graded SB-module of finite type (or of finite
presentation) then SB(F ) is an OY -module of finite type (or of finite presentation).
20cf. 2.1.8
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Proof. We prove the claim about finite presentation; the other one is proven analogously. Let σ ∈ Σ.
There exist finite subsets C,C′ ⊆ B, families (nα)α∈C and (n′α)α∈C′ in N, and an exact sequence of
B-graded SB-modules ⊕
α∈C′
(SB(α)
⊕n′α)
v
−→
⊕
α∈C
(SB(α)
⊕nα)
u
−→ F −→ 0.
Applying the exact functor •(σ) yields an exact sequence of S(σ)-modules⊕
α∈C′
((S(α)(σ))
⊕n′α)
v(σ)
−→
⊕
α∈C
((S(α)(σ))
⊕nα)
u(σ)
−→ F(σ) −→ 0.
As B is small there exists for α ∈ B an isomorphism of S(σ)-modules SB(α)(σ) = Sσ,α ∼= S(σ) (4.2.5 b)).
Hence, there is an exact sequence of S(σ)-modules⊕
α∈C′
((S(σ))
⊕n′α) −→
⊕
α∈C
((S(σ))
⊕nα) −→ F(σ) −→ 0,
implying that F(σ) is of finite presentation and thus the claim. 
(4.2.7) Proposition Let F be a B-graded SB-module. We consider the following statements:
(1) Fσ is flat over R for every σ ∈ Σ;
(2) F(σ) is flat over R for every σ ∈ Σ;
(3) SB(F ) is flat over R.
We have (1)⇒(2)⇔(3), and if B is small then (1)–(3) are equivalent.21
Proof. (1) implies (2) by [3, I.2.3 Proposition 2]. (2) holds if and only if Sσ(F(σ)) = SB(F ) ↾Yσ is flat
over R for every σ ∈ Σ ([14, IV.2.1.2]), and this is equivalent to (3). Finally, if B is small then (2) implies
that (Fσ)α is flat for every σ ∈ Σ and every α ∈ B (4.2.5 b)), and thus Fσ =
⊕
α∈B(Fσ)α is flat ([3, I.2.3
Proposition 2]). 
4.3. Total functors of sections.
(4.3.1) Let α, β ∈ B. For σ ∈ Σ the multiplication of SB,σ induces a morphism of S(σ)-modules
Sσ,α ⊗S(σ) Sσ,β → Sσ,α+β such that for τ 4 σ ∈ Σ the diagram
Sσ,α ⊗S(σ) Sσ,β
//
(ηστ )α⊗(η
σ
τ )β 
Sσ,α+β
(ηστ )α+β
Sτ,α ⊗S(τ) Sτ,β
// Sτ,α+β
commutes, i.e., a morphism of OY (Yσ)-modules
OY (α)(Yσ)⊗OY (Yσ) OY (β)(Yσ)→ OY (α+ β)(Yσ)
such that for τ 4 σ ∈ Σ the diagram
OY (α)(Yσ)⊗OY (Yσ) OY (β)(Yσ)
//
↾Yτ⊗↾Yτ 
OY (α+ β)(Yσ)
↾Yτ
OY (α)(Yτ )⊗OY (Yτ ) OY (β)(Yτ )
// OY (α+ β)(Yτ )
commutes (4.2.3). Gluing yields a morphism of OY -modules
µα,β : OY (α)⊗OY OY (β)→ OY (α + β).
Denoting for α, β ∈ B by
σα,β : OY (α) ⊗OY OY (β) −→ OY (β)⊗OY OY (α)
21In [27] it is shown that, if B is small, flatness of SB(F ) implies flatness of Fα for certain values of α that can be
described cohomologically.
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the canonical isomorphism it is readily checked that µα,β = µβ,α ◦ σα,β for α, β ∈ B and
µα+β,γ ◦ (µα,β ⊗OY IdOY (γ)) = µα+β,γ ◦ (IdOY (α) ⊗OY µβ,γ)
for α, β, γ ∈ B.
(4.3.2) We define a presheaf of B-graded OY -algebras
Γ∗,B(OY ) : (V ⊆ U) 7→ (Γ∗,B,U (OY )→ Γ∗,B,V (OY ));
its underlying presheaf of B-graded OY -modules is given by
(V ⊆ U) 7→ (
⊕
α∈B
Γ(U,OY (α))→
⊕
α∈B
Γ(V,OY (α))),
where the restriction morphisms are induced by the restriction morphisms of OY (α), and its multiplication
is given for U ∈ UY and α, β ∈ B by the composition of the canonical morphism
OY (α)(U) ⊗OY (U) OY (β)(U)→ (OY (α)⊗OY OY (β))(U)
with µα,β(U) (4.3.1).
(4.3.3) If α ∈ B and τ 4 σ ∈ Σ then taking components of degree α of the canonical morphisms
ησ : SB → SB,σ and ητ : SB → SB,τ , and keeping in mind 4.2.3, we get a commutative diagram of
S0-modules
Sα
(ησ)α //
(ητ )α **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯ OY (α)(Yσ)
↾Yτ
OY (α)(Yτ ).
Hence, there is a unique morphism of S0-modules ηα : Sα → OY (α)(Y ) such that for σ ∈ Σ the diagram
Sα
ηα //
(ησ)α **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯ OY (α)(Y )
↾Yσ
OY (α)(Yσ)
commutes. Thus, we get a morphism of S0-modules
ηB :=
⊕
α∈B
ηα : SB → Γ∗,B,Y (OY ),
which is readily seen to be a morphism of B-graded rings. By means of this we consider Γ∗,B,Y (OY ) as
a B-graded SB-algebra and hence Γ∗,B(OY ) as a presheaf of B-graded SB-algebras.
(4.3.4) Proposition The morphism of B-graded rings ηB : SB → Γ∗,B,Y (OY ) is surjective; it is an
isomorphism if and only if Σ 6= ∅ or R = 0.
Proof. If Σ = ∅ then ηB is a morphism of rings R→ 0, hence surjective, and an isomorphism if and only
if R = 0. Let Σ 6= ∅ and α ∈ B. It suffices to show that ηα : Sα → OY (α)(Y ) is an isomorphism.
First, let x ∈ OY (α)(Y ). If σ ∈ Σ then x↾Yσ∈ Sσ,α (4.2.3), hence there is an m ∈ N such that if σ ∈ Σ
then mα̂σ ∈ B and there is a y(σ) ∈ Sα+mα̂σ with x↾Yσ=
y(σ)
Ẑmσ
. For σ ∈ Σ it follows
y(σ)·
∏
ρ∈σ1
Zmρ∏
ρ∈Σ1
Zmρ
= x↾Yσ↾Y{0}= x↾Y{0}=
y({0})∏
ρ∈Σ1
Zmρ
∈ S{0},α,
hence y(σ) ·
∏
ρ∈σ1
Zmρ = y
({0}). Therefore, Zmρ divides y
({0}) for every ρ ∈ Σ1, and thus there is a y ∈ Sα
with y1 = x ↾Y{0}∈ S{0},α. For σ ∈ Σ it follows ηα(y) ↾Yσ=
y
1 =
y(σ)
Ẑmσ
= x ↾Yσ∈ Sσ,α, hence ηα(y) = x,
showing that ηα is surjective.
Next, let x ∈ Ker(ηα). For σ ∈ Σ we have
x
1 = ηα(x) ↾Yσ= 0 ∈ Sσ,α, hence there is an m ∈ N with
Ẑmσ x = 0 ∈ SB. This implies x = 0, and thus ηα is injective. 
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(4.3.5) Let σ ∈ Σ. It is clear from 4.3.4 that ηB induces an isomorphism of B-graded rings (ηB)σ :
SB,σ → Γ∗,B,Yσ(OY ) such that for τ 4 σ the diagram
SB
ησ //
ητ **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
∼=ηB

SB,σ
ηστtt✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐
∼= (ηB)σ

SB,τ
∼= (ηB)τ

Γ∗,B,Y (OY )
↾Yσ //
↾Yτ
**❯❯❯
❯❯❯
❯
Γ∗,B,Yσ(OY )
↾Yτ
tt✐✐✐✐
✐✐✐
Γ∗,B,Yτ (OY )
commutes. Hence, for τ 4 σ we have a commutative diagram of B-graded SB-algebras
Γ∗,B,Y (OY )
ησ

ητ
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
↾Yτ
##●
●●
●●
●●
●●
●●
●●
●●
● ↾Yσ
,,❨❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨❨❨
❨❨
Γ∗,B,Y (OY )σ ∼=
//
ηστuu❦❦
❦❦
❦❦
❦❦
❦
Γ∗,B,Yσ(OY )
↾Yτuu❦❦
❦❦
❦❦
❦❦
❦
Γ∗,B,Y (OY )τ
∼= // Γ∗,B,Yτ (OY )
where the unmarked isomorphisms are induced by ↾Yσ and ↾Yτ . By means of the above isomorphisms we
identify the B-graded SB-algebras SB,σ, Γ∗,B,Y (OY )σ and Γ∗,B,Yσ(OY ).
(4.3.6) Let F be a quasicoherent OY -module. We define a presheaf of B-graded Γ∗,B(OY )-modules
Γ∗,B(F ) : (V ⊆ U) 7→ (Γ∗,B,U (F )→ Γ∗,B,V (F ));
its underlying presheaf of OY -modules (i.e., its composition with scalar restriction from Γ∗,B(OY ) to
Γ∗,B(OY )0 = OY ) is given by
(V ⊆ U) 7→ (
⊕
α∈B
Γ(U,OY (α)⊗OY F )→
⊕
α∈B
Γ(V,OY (α)⊗OY F )),
where the restriction morphisms are induced by the restriction morphisms of OY (α) ⊗OY F , and its
Γ∗,B(OY )-action is given for U ∈ UY and α, β ∈ B by the composition of the canonical morphism
OY (α)(U)⊗OY (U) (OY (β)⊗OY F )(U)→ (OY (α) ⊗OY OY (β) ⊗OY F )(U)
with (µg,h ⊗OY F )(U).
In case F = OY we get back Γ∗,B(OY ) considered as a B-graded module over itself, so that our
notation does not lead to confusion.
(4.3.7) The construction in 4.3.6 can be canonically extended to give rise to a functor
Γ∗,B : QcMod(OY )→ PGrMod
B(Γ∗,B(OY )), (F
u
→ G ) 7→ (Γ∗,B(F )
Γ∗,B(u)
−−−−−→ Γ∗,B(G )).
In particular, we get for U ∈ UY a functor
Γ∗,B,U : QcMod(OY )→ GrMod
B(Γ∗,B,U (OY ))
and for V ∈ UU a morphism of functors Γ∗,B,U → Γ∗,B,V . For U ∈ UY we have a commutative diagram
of categories
QcMod(OY )
Γ∗,A,U //
Γ∗,B,U **❯
❯❯❯
❯❯❯
❯❯❯
GrModA(SA)
•(B)
GrModB(SB).
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If U ∈ UY then composing Γ∗,B,U with scalar restriction to SB yields a functor
QcMod(OY )→ GrMod
B(SB), again denoted by Γ∗,B,U . In case U = Y the functor
Γ∗,B,Y : QcMod(OY )→ GrMod
B(SB)
is called the B-restricted first total functor of sections over R associated with Σ.
(4.3.8) Let F be a quasicoherent OY -module. For σ ∈ Σ and x ∈ Γ∗,B,Y (F )(σ) there exist m ∈ N
with mα̂σ ∈ B and x′ ∈ Γ∗,B,Y (F )mα̂σ = (SB(SB(mα̂σ)) ⊗OY F )(Y ) with x =
x′
Ẑmσ
. As x′ ↾Yσ∈
Γ∗,B,Yσ(F )mα̂σ = (SB(SB(mα̂σ))⊗OY F )(Yσ) and as Γ∗,B,Yσ(F ) is an SB,σ-module it follows
βB,σ(F )(x) :=
1
Ẑmσ
· x′ ↾Yσ∈ Γ∗,B,Yσ(F )0 = F (Yσ).
This yields a morphism of S(σ)-modules βB,σ(F ) : Γ∗,B,Y (F )(σ) → F (Yσ). If τ 4 σ ∈ Σ then the
diagram
Γ∗,B,Y (F )(σ)
βB,σ(F) //
η
(σ)
(τ) 
F (Yσ)
↾Yτ
Γ∗,B,Y (F )(τ)
βB,τ (F) // F (Yτ )
commutes, and hence gluing yields a unique morphism of OY -modules
βB(F ) : SB(Γ∗,B,Y (F ))→ F
with βB(F )(Yσ) = βB,σ(F ) for σ ∈ Σ. Varying F gives rise to a morphism of functors
βB

QcMod(OY )
SB◦Γ
B,Y
∗
,,
IdQcMod(OY )
22
QcMod(OY ).
(4.3.9) For α ∈ B we have a functor
SB(•(α)) = SB(SB(α)⊗SB •) : GrMod
B(SB)→ QcMod(OY ).
Taking sections over U ∈ UY yields a functor
Γα,B,U (•) := Γ(U,SB(•(α))) : GrMod
B(SB)→ Mod(OY (U)).
So, for U ∈ UY we get a functor
Γ∗∗,B,U :=
⊕
α∈B
Γα,B,U : GrMod
B(SB)→ Mod(OY (U)).
If F is a B-graded SB-module and U, V ∈ UY with V ⊆ U then the restriction morphisms
SB(F (α))(U) → SB(F (α))(V ) for α ∈ B induce a morphism Γ∗∗,B,U (F ) → Γ∗∗,B,V (F ) of OY (U)-
modules. This defines a presheaf of OY -modules
Γ∗∗,B(F ) : (V ⊆ U) 7→ (Γ∗∗,B,U (F )→ Γ∗∗,B,V (F )).
Finally, we get a functor Γ∗∗,B : GrMod
B(SB)→ PMod(OY ).
(4.3.10) Let F be a B-graded SB-module. For α, β ∈ B we consider the morphism of OY -modules
δ(SB(α), F (β)) : SB(SB(α)) ⊗OY SB(F (β))→ SB(F (α + β))
from 4.1.6. By taking sections over U ∈ UY we get a structure of B-graded Γ∗,B,U (OY )-module on
Γ∗∗,B,U (F ) such that for V ∈ UU the restriction morphism Γ∗∗,B,U (F ) → Γ∗∗,B,V (F ) is a morphism of
B-graded Γ∗,B,U (OY )-modules. Thus, we get a presheaf of B-graded Γ∗,B(OY )-modules
Γ∗∗,B(F ) : (V ⊆ U) 7→ (Γ∗∗,B,U (F )→ Γ∗∗,B,V (F )).
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It is readily checked that by the above we can consider Γ∗∗,B as a functor taking values in
PGrModB(Γ∗,B(OY )). Hence, for U ∈ UY we get a functor
Γ∗∗,B,U : GrMod
B(SB)→ GrMod
B(Γ∗∗,B,U (OY )),
and the diagram of categories
GrModA(SA)
Γ∗∗,A,U //
•(B) 
GrModA(Γ∗,A,U (OY ))
•(B)
GrModB(SB)
Γ∗∗,B,U // GrModB(Γ∗,B,U (OY ))
commutes. In particular, by scalar restriction to SB we get a functor
Γ∗∗,B,Y : GrMod
B(SB)→ GrMod
B(SB),
called the B-restricted second total functor of sections over R associated with Σ.
(4.3.11) Let F be a B-graded SB-module and let α ∈ B. If τ 4 σ ∈ Σ then taking components of
degree α of the canonical morphisms ησ(F ) : F → Fσ and ητ (F ) : F → Fτ yields a commutative diagram
of S0-modules
Fα
ησ(F )α //
ητ (F )α ))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙ (Fσ)α
ηστ (F )α
(Fτ )α.
As (Fσ)α = F (α)(σ) = Γα,B,Yσ(F ) for σ ∈ Σ there is a unique morphism of S0-modules ηα(F ) :
Fα → Γα,B,Y (F ) such that for σ ∈ Σ the diagram
Fα
ηα(F ) //
ησ(F )α **❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚ Γα,B,Y (F )
↾Yσ
Γα,B,Yσ(F )
commutes. Thus, we get a morphism of B-graded SB-modules
ηB(F ) :=
⊕
α∈B
ηα(F ) : F → Γ∗∗,B,Y (F ).
Varying F gives rise to a morphism of functors
ηB

GrModB(SB)
Id
GrModB(SB )
,,
Γ∗∗,B,Y
22
GrModB(SB).
(4.3.12) For α ∈ B we consider the morphism of functors
δ(SB(α), •) : SB(•)(α)→ SB(•(α))
from 4.1.6. Taking sections over U ∈ UY and direct sums over α ∈ B yields a morphism of functors
δB,U : Γ∗,B,U ◦SB → Γ∗∗,B,U
such that for V ∈ UU the diagram
Γ∗,B,U ◦SB
δB,U //
↾V ◦SB 
Γ∗∗,B,U
↾V

Γ∗,B,V ◦SB
δB,V // Γ∗∗,B,V
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commutes, and that δB,U (SB) = IdΓ∗,B,U (OY ). In particular, we have a morphism of functors
δB,Y

GrModB(SB)
Γ∗,B,Y ◦SB
,,
Γ∗∗,B,Y
22
GrModB(SB).
(4.3.13) The morphism of functors δB,U : Γ∗,B,U ◦ SB → Γ∗∗,B,U is not necessarily an isomorphism. A coun-
terexample is obtained immediately from 4.1.7.
(4.3.14) Lemma BΓIB ◦Ker(ηB) = Ker(ηB) and
BΓIB ◦ Coker(ηB) = Coker(ηB).
Proof. Let F be a B-graded SB-module and let α ∈ B. First, let x ∈ Ker(ηB(F ))α. If σ ∈ Σ then
0 = ηB(F )(x)↾Yσ=
x
1 ∈ (Fσ)α, hence there exists mσ ∈ N with Ẑ
mσ
σ x = 0. Therefore, there exists m ∈ N
with ImB x = 0, implying the first claim.
Next, let x ∈ Γ∗∗,B,Y (F )α = SB(F (α))(Y ). There existsm ∈ N such that for σ ∈ Σ we havemα̂σ ∈ B
and there exists xσ ∈ Fα+mα̂σ with x↾Yσ=
xσ
Ẑmσ
∈ SB(F (α))(Yσ) = Fσ,α. Let σ ∈ Σ. For τ ∈ Σ we have
Ẑmσ xτ
Ẑmτ
= Ẑmσ x↾Yτ↾Yσ∩τ= Ẑ
m
σ x↾Yσ↾Yσ∩τ=
Ẑmσ xσ
Ẑmσ
= xσ1 ∈ Fσ∩τ ,
so that the canonical image of xσ1 −
Ẑmσ xτ
Ẑmτ
∈ Fτ in Fσ∩τ is zero. Therefore, there exists r ∈ N such that
for τ ∈ Σ we have
(
∏
ρ∈τ1\σ1
Zrρ)
xσ
1 = (
∏
ρ∈τ1\σ1
Zrρ)
Ẑmσ xτ
Ẑmτ
∈ Fτ ,
hence
Ẑrσxσ
1 =
Ẑr+mσ xτ
Ẑmτ
∈ Fτ . We set y := Ẑrσxσ ∈ Fα+(r+m)α̂σ . If τ ∈ Σ then
ηB(F )(y)↾Yτ=
y
1 =
Ẑrσxσ
1 =
Ẑr+mσ xτ
Ẑmτ
= Ẑr+mσ x↾Yτ∈ Fτ,α+(r+m)α̂σ ,
so that Ẑr+mσ x = ηB(F )(y) ∈ Im(ηB(F )). This shows that there exists l ∈ N with I
l
Bx ∈ Im(ηB(F )).
Hence, Coker(ηB(F )) is an IB-torsion module. 
(4.3.15) Proposition The morphism of functors SB ◦ ηB : SB → SB ◦ Γ∗∗,B,Y is an isomorphism,
and the diagram
SB ◦ Γ∗,B,Y ◦SB
SB◦δB,Y //
βB◦SB ++❱❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱
SB ◦ Γ∗∗,B,Y
SB
SB◦ηB
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐
in Hom(GrModB(SB),QcMod(OY )) commutes.
Proof. Let F be a B-graded SB-module. Since Ker(ηB(F )) and Coker(ηB(F )) are IB-torsion modules
(4.3.14), exactness of SB (4.1.1) and 4.1.4 imply that SB(ηB(F )) is an isomorphism and thus the first
claim.
Let σ ∈ Σ. It remains to show that the diagram
Γ∗,B,Y (SB(F ))(σ)
βB,σ(SB(F )) ++❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
δB,Y (F )(σ) // Γ∗∗,B,Y (F )(σ)
F(σ)
ηB(F )(σ)
∼=
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐
commutes. We know that Γ∗,B,Yσ(SB(F )) and Γ∗∗,B,Yσ(F ) are SB,σ-modules (4.3.4), so the canonical
morphisms Γ∗,B,Yσ(SB(F )) → Γ∗,B,Yσ(SB(F ))σ and Γ∗∗,B,Yσ(F ) → Γ∗∗,B,Yσ(F )σ are isomorphisms,
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and thus so are their components of degree 0; we denote them by ζ and ζ′, respectively. Furthermore,
Γ∗,B,Yσ(SB(F ))0 = F(σ) = Γ∗∗,B,Yσ(F )0 (4.3.6, 4.3.9). So, we have a diagram of S(σ)-modules
Γ∗,B,Yσ(SB(F ))(σ)
δB,Yσ (F )(σ) // Γ∗∗,B,Yσ(F )(σ)
Γ∗,B,Y (SB(F ))(σ)
(·↾Yσ )(σ)
jj❯❯❯❯❯❯❯❯❯❯
δB,Y (F )(σ) //
βB,σ(SB(F )) ((PP
PP
PP
PP
P
Γ∗∗,B,Y (F )(σ)
(·↾Yσ )(σ)
55❧❧❧❧❧❧❧❧❧
Γ∗,B,Yσ(SB(F ))0
ζ ∼=
OO
F(σ)
∼=
ηB(F )(σ)
88♣♣♣♣♣♣♣
Γ∗∗,B,Yσ(F )0.
∼= ζ′
OO
Its upper quadrangle commutes by 4.3.12. Its left and right quadrangles commute by the definitions of
βB and ηB, respectively (4.3.8, 4.3.11). By the definition of δB,Yσ (4.3.12) and what was shown above,
δB,Yσ(F )0 : Γ∗,B,Yσ(SB(F ))0 → Γ∗∗,B,Yσ(F )0 equals IdF(σ) , hence the outer quadrangle commutes, too.
Therefore, the diagram commutes, and thus the claim is proven. 
4.4. Correspondence between graded modules and quasicoherent sheaves.
(4.4.1) Lemma For σ, τ ∈ Σ there exist p ∈ S(τ), l ∈ N and q ∈ Sτ,lα̂σ with Yτ∩σ = (Yτ )p and
qp = Ẑ lσ ∈ Sτ,lα̂σ .
Proof. As σ ∩ τ 4 τ there exists u ∈ τ∨M with σ ∩ τ = τ ∩ u
⊥. We have p :=
∏
ρ∈Σ1
Z
ρN (u)
ρ ∈ S(τ). The
canonical open immersion Yσ∩τ →֒ Yτ being the spectrum of ηp : S(τ) → (S(τ))p (3.2.3, 3.2.5), we have
Yσ∩τ = (Yτ )p. Setting l := max{1, sup{ρN(u) | ρ ∈ τ1 \ σ1}} ∈ N and
q := (
∏
ρ∈Σ1\(τ1∪σ1)
Z lρ)(
∏
ρ∈τ1\σ1
Z l−ρN (u)ρ )(
∏
ρ∈Σ1\τ1
Z−ρN (u)ρ ) ∈ SA,τ
it follows qp = Ẑ lσ ∈ Sτ,lα̂σ and thus q ∈ Sτ,lα̂σ . 
(4.4.2) Proposition The morphism of functors βB : SB ◦ Γ∗,B,Y → IdQcMod(OY ) is an isomorphism.
Proof. Let F be a quasicoherent OY -module and let σ ∈ Σ. It suffices to show that the map
βB,σ(F ) : Γ∗,B,Y (F )(σ) → F (Yσ)
is bijective.
Surjectivity: Let f ∈ F (Yσ). We construct a preimage of f under βB,σ(F ). For τ ∈ Σ there are
pτ ∈ S(τ), jτ ∈ N with jτ α̂σ ∈ B and qτ ∈ Sτ,jτ α̂σ with Yτ∩σ = (Yτ )pτ and qτpτ = Ẑ
jτ
σ ∈ Sτ,jτ α̂σ
(4.4.1). So, we have an affine scheme Yτ = Spec(S(τ)), a quasicoherent OYτ -module F ↾Yτ , and sections
pτ ∈ S(τ) = OYτ (Yτ ) and f ↾Yτ∩σ∈ F (Yτ∩σ) = F ((Yτ )pτ ). Thus, by [14, I.1.4.1] there exist kτ ∈ N with
kτ α̂σ ∈ B and g′′τ ∈ F (Yτ ) with g
′′
τ ↾Yτ∩σ= p
kτ
τ ↾Yτ∩σ f ↾Yτ∩σ∈ F (Yτ∩σ). Let k := max{kτ | τ ∈ Σ} ∈ N
and j := max{jτ | τ ∈ Σ} ∈ N. If τ ∈ Σ then
g′τ := Ẑ
k(j−jτ )
σ q
k
τ p
k−kτ
τ g
′′
τ ∈ F (kjα̂σ)(Yτ )
and
g′τ ↾Yτ∩σ= (Ẑ
k(j−jτ )
σ q
k
τp
k−kτ
τ )↾Yτ∩σ p
kτ
τ ↾Yτ∩σ f ↾Yτ∩σ= Ẑ
kj
σ f ↾Yτ∩σ∈ F (kjα̂σ)(Yτ∩σ).
If τ, τ ′ ∈ Σ then setting ω := τ ∩ τ ′ and hττ ′ := g
′
τ ↾Yω −g
′
τ ′ ↾Yω∈ F (kjα̂σ)(Yω) there are rττ ′ ∈ S(ω),
lττ ′ ∈ N with lττ ′α̂σ ∈ B and sττ ′ ∈ Sω,lττ′ α̂σ with Yω∩σ = (Yω)rττ′ and sττ ′rττ ′ = Ẑ
lττ′
σ (4.4.1).
So, we have an affine scheme Yω = Spec(S(ω)), a quasicoherent OYω -module F (kjα̂σ) ↾Yω , and sections
rττ ′ ∈ S(ω) = OYω (Yω) and hττ ′ ∈ F (kjα̂σ)(Yω) with
hττ ′ ↾(Yω)r
ττ′
= g′τ ↾Yτ∩σ↾Yω∩σ −g
′
τ ′ ↾Yτ′∩σ↾Yω∩σ= Ẑ
kj
σ f ↾Yτ∩σ∩τ′ −Ẑ
kj
σ f ↾Yτ′∩σ∩τ= 0.
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Thus, by [14, I.1.4.1] there exists mττ ′ ∈ N with mττ ′α̂σ ∈ B and r
mττ′
ττ ′ hττ ′ = 0 ∈ F (kjα̂σ)(Yω). Let
l := max{lττ ′mττ ′ | (τ, τ ′) ∈ Σ2} ∈ N. If τ ∈ Σ then gτ := Ẑ lσg
′
τ ∈ F ((kj + l)α̂σ)(Yτ ). If τ, τ
′ ∈ Σ then
setting ω := τ ∩ τ ′ it follows
gτ ↾Yω −gτ ′ ↾Yω= Ẑ
l−lττ′mττ′
σ Ẑ
lττ′mττ′
σ hττ ′ =
Ẑ l−lττ′mττ′σ s
mττ′
ττ ′ r
mττ′
ττ ′ hττ ′ = 0 ∈ F ((kj + l)α̂σ)(Yω).
Thus, there exists g ∈ F ((kj + l)α̂σ)(Y ) with g ↾Yτ= gτ for every τ ∈ Σ, and
g
Ẑkj+lσ
∈ Γ∗,B,Y (F )(σ).
Finally, for τ ∈ Σ we have
g↾Yσ
Ẑkj+lσ
↾Yτ∩σ=
g↾Yτ∩σ
Ẑkj+lσ
=
gτ↾Yτ∩σ
Ẑkj+lσ
=
Ẑlσg
′
τ↾Yτ∩σ
Ẑkj+lσ
=
Ẑkj+lσ f↾Yτ∩σ
Ẑkj+lσ
= f ↾Yτ∩σ ,
hence βB,σ(F )(
g
Ẑkj+lσ
) =
g↾Yσ
Ẑkj+lσ
= f as desired.
Injectivity: Let f ∈ Γ∗,B,Y (F )(σ) with βB,σ(F )(f) = 0. There are k ∈ N and g ∈ F (kα̂σ)(Y ) with
f = g
Ẑkσ
, and
g↾Yσ
Ẑkσ
= 0 ∈ F (Yσ), hence g ↾Yσ= Ẑ
k
σ
g↾Yσ
Ẑkσ
= 0 ∈ F (kα̂σ)(Yσ). To show that f = 0 we have
to show the existence of an l ∈ N with Ẑ lσg = 0 ∈ F ((l + k)α̂σ)(Y ). For τ ∈ Σ there are pτ ∈ S(τ),
mτ ∈ N and qτ ∈ (Sτ )mτ α̂σ with Yτ∩σ = (Yτ )pτ and qτpτ = Ẑ
mτ
σ ∈ Sτ,mτ α̂σ (4.4.1). So, we have an affine
scheme Yτ = Spec(S(τ)), a quasicoherent OYτ -module F (kα̂σ)↾Yτ , and sections pτ ∈ S(τ) = OYτ (Yτ ) and
g ↾Yτ∈ F (kα̂σ)(Yτ ) with
g ↾Yτ↾(Yτ)pτ= g ↾Yσ↾Yτ∩σ= 0 ∈ F (kα̂σ)((Yτ )pτ ).
Thus, by [14, I.1.4.1] there exists lτ ∈ N with plττ (g ↾Yτ ) = 0 ∈ F (kα̂σ)(Yτ ), hence
(Ẑ lτmτσ g)↾Yτ= q
lτ
τ p
lτ
τ (g ↾Yτ ) = 0 ∈ F ((lτmτ + k)α̂σ)(Yτ ).
Setting l := max{lτmτ | τ ∈ Σ} ∈ N it follows (Ẑ
l
σg) ↾Yτ= 0 ∈ F ((l + k)α̂σ)(Yτ ) for every τ ∈ Σ and
thus Ẑ lσg = 0 ∈ F ((l + k)α̂σ)(Y ) as desired. 
(4.4.3) Theorem The functor SB : GrMod
B(SB)→ QcMod(OY ) is essentially surjective.
Proof. Immediately from 4.4.2. 
(4.4.4) Corollary If F is a B-graded SB-module then the map ΞF : JF → J˜F is surjective.
Proof. Let G ∈ J˜F and let j : G →֒ SB(F ) denote its canonical injection. We define a graded sub-
SB-module G := ηB(F )
−1(Im(δB,Y (F ) ◦ Γ∗,B,Y (j))) ⊆ F with canonical injection i : G →֒ F , getting a
commutative diagram of B-graded SB-modules
F
ηB(F ) // Γ∗∗,B,Y (F ) Γ∗,B,Y (SB(F ))
δB,Y (F )oo
G
?
i
OO
ξ // Im
(
δB,Y (F ) ◦ Γ∗,B,Y (j)
)?
OO
Γ∗,B,Y (G )oo
Γ∗,B,Y (j)
OO
whose left quadrangle is cartesian. Applying the exact functor SB (4.1.1) yields by 4.3.15 a commutative
diagram of OY -modules
SB(F )
SB(ηB(F ))
// SB(Γ∗∗,B,Y (F )) SB(Γ∗,B,Y (SB(F )))
SB(δB,Y (F ))
oo
βB(SB(F ))
ss
ΞF (G)
?
OO
SB(ξ) // Im
(
SB(δB,Y (F )) ◦SB(Γ∗,B,Y (j))
)?
OO
SB(Γ∗,B,Y (G ))oo
SB(Γ∗,B,Y (j))
OO
whose left quadrangle is cartesian. As βB(SB(F )) and SB(ηB(F )) are isomorphisms (4.4.2, 4.3.15),
SB(δB,Y (F )) is an isomorphism, too. Therefore, the above diagram shows that ΞF (G) →֒ SB(F ) is the
image under βB(SB(F )) of the image of
SB(Γ∗,B,Y (j)) : SB(Γ∗,B,Y (G ))→ SB(Γ∗,B,Y (SB(F ))).
As βB is an isomorphism (4.4.2) this equals i : G →֒ SB(F ), and the claim is proven. 
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(4.4.5) Corollary If F is a B-graded SB-module and G ∈ J˜F is of finite type then there exists G ∈ JF
of finite type with ΞF (G) = G .
Proof. By 4.4.4 we can without loss of generality suppose G = SB(F ). Let L ⊆ F hom be a generating set
of F and let L denote the right filtering ordered set of finite subsets of L. For H ∈ L we denote by FH the
graded sub-SB-module of F generated by H and by iH : SB(FH)→ SB(F ) the induced monomorphism
in QcMod(OY ). We have F = lim−→H∈L
FH (2.1.5), and thus SB(F ) = lim−→H∈L
SB(FH) (4.1.1). Now, L is
right filtering, Y is quasicompact, and SB(F ) is of finite type, so that by [14, 0.5.2.3] there exists H ∈ L
such that iH is an epimorphism and hence an isomorphism. It follows SB(F ) = SB(FH) and thus the
claim. 
(4.4.6) Corollary Suppose that B is small and let F be a B-graded SB-module. If F is (pseudo-)
coherent then so is SB(F ).
22
Proof. Let F be pseudocoherent and let G ∈ J˜F be of finite type. There exists G ∈ JF of finite type with
G = SB(G) (4.4.5). Then, G is of finite presentation by hypothesis, hence G is of finite presentation
(4.2.6), and thus SB(F ) is pseudocoherent. The claim about coherence follows now from 4.2.6. 
(4.4.7) Corollary If Σ is N -regular and R is stably coherent23 then OY is coherent.
Proof. Stable coherence of R implies coherence of SA (2.1.5, 3.1.2) and N -regularity of Σ implies Pic(Σ) =
A (1.4.5 a)). As OY = SA(SA) (4.1.1) we get the claim from 4.4.6. 
(4.4.8) Proposition Let F be a B-graded SB-module and let G,H ∈ JF . If SatF (G, IB) = SatF (H, IB)
then ΞF (G) = ΞF (H); if B is small then the converse holds.
Proof. First, suppose that SatF (G, IB) = SatF (H, IB), and let σ ∈ Σ and u ∈ G(σ). There are k ∈ N with
kα̂σ ∈ B and f ∈ Gkα̂σ with u =
f
Ẑkσ
, hence f ∈ Gkα̂σ ⊆ SatF (G, IB)kα̂σ = SatF (H, IB)kα̂σ . Therefore,
there is an l ∈ N with lα̂σ ∈ B and Ẑ lσf ∈ H , implying u =
f
Ẑkσ
=
Ẑlσf
Ẑk+lσ
∈ H(σ). This shows G(σ) ⊆ H(σ).
By reasons of symmetry we get G(σ) = H(σ). By definition of SB it follows ΞF (G) = ΞF (H).
Next, suppose that B is small and ΞF (G) = ΞF (H), hence G(σ) = H(σ) for σ ∈ Σ. Let α ∈ B and
f ∈ Gα. There is a k ∈ N such that for σ ∈ Σ we have kα̂σ ∈ B, hence kα̂σ+α ∈ B. For σ ∈ Σ there is a
family (rρ)ρ∈Σ1\σ1 in Z with kα̂σ + α =
∑
ρ∈Σ1\σ1
rραρ, and we have gσ :=
Ẑkσf∏
ρ∈Σ1\σ1
Z
rρ
ρ
∈ G(σ) = H(σ),
hence there are l ∈ N with lα̂σ ∈ B and hσ ∈ Hlα̂σ with gσ =
hσ
Ẑlσ
. For σ ∈ Σ it follows Ẑ l+kσ f =
(
∏
ρ∈Σ1\σ1
Z
rρ
ρ )hσ ∈ H . Thus, there is an m ∈ N with ImB f ⊆ H , implying f ∈ SatF (H, IB). This shows
SatF (G, IB) ⊆ SatF (H, IB) (2.1.7, 3.1.3 a)), and then the claim follows by reasons of symmetry. 
(4.4.9) Theorem If F is a B-graded SB-module then the map Ξ
sat
F : J
sat
F → J˜F is surjective; if B is
small then it is bijective.
Proof. For G ∈ J˜F there exists G ∈ JF with ΞF (G) = G (4.4.4). As SatF (G, IB) ∈ JsatF and
ΞF (SatF (G, IB)) = ΞF (G) (2.1.7, 3.1.3 a), 4.4.8) this proves the first claim. If B is small then for
G,H ∈ JsatF with ΞF (G) = ΞF (H) it follows G = SatF (G, IB) = SatF (H, IB) = H (4.4.8), and hence
ΞsatF is injective. 
(4.4.10) Corollary Suppose that B is small and let F be a B-graded SB-module. Then, F is an
IB-torsion module if and only if SB(F ) = 0.
Proof. As SatF (F, IB) = F and SatF (0, IB) =
BΓIB (F ) this follows by 4.1.4 and 4.4.9. 
22If X is a scheme then an OX -module F is called pseudocoherent if every sub-OX -module of F of finite type is of finite
presentation; hence, an OX -module is coherent (in the sense of [14, 0.5.3.1]) if and only if it is pseudocoherent and of finite
type.
23i.e., polynomial algebras in finitely many indeterminates over R are coherent (cf. [11, 7.3])
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(4.4.11) The following fact about projective schemes is maybe known, but surprisingly seems to be neither
well-known nor accessible in the literature: if S is a positively Z-graded ring that is generated as an S0-algebra
by finitely many elements of degree 1, and X = Proj(S), then the functor GrModZ(S)→ QcMod(OX) that maps
a Z-graded S-module to its associated quasicoherent OX -module ([14, II.2.5.3]) preserves the properties of being
of finite type, of finite presentation, pseudocoherent, and coherent. This can be proven analogously to 4.2.6 and
4.4.6, on use of [14, II.5.7; II.2.7.8; II.2.7.11] instead of 4.2.5 b) and 4.4.5.
4.5. The toric Serre-Grothendieck correspondence.
(4.5.1) Let U ∈ UY . If α ∈ B then the functor
Γα,B,U : GrMod
B(SB)→ Mod(S0)
is left exact (4.3.9). Keeping in mind 2.1.1 and 2.3.1 we denote its right derived cohomological functor
by (Hiα,B,U )i∈Z, and we canonically identify Γα,B,U and H
0
α,B,U . The functor
Γ∗∗,B,U : GrMod
B(SB)→ GrMod
B(SB)
is left exact, too (4.3.9). We denote its right derived cohomological functor by (Hi∗∗,B,U )i∈Z, and we
canonically identify Γ∗∗,B,U and H
0
∗∗,B,U . Since GrMod
B(SB) fulfils Grothendieck’s axiom AB4 (2.1.1)
we have Hi∗∗,B,U =
⊕
α∈B H
i
α,B,U for every i ∈ Z ([13, 2.2.1]).
If F is a B-graded SB-module and i ∈ Z then exactness of SB (4.1.1) and [13, 2.2.1] imply that
Hiα,B,U (F ) = H
i(U,SB(F (α))) is the i-th sheaf cohomology of SB(F (α)) over U in the sense of [14,
0.12.1]. In particular, Hi0,B,U (F ) = H
i(U,SB(F )) is the i-th sheaf cohomology of SB(F ) over U .
If i ∈ Z then by the above and 4.1.1 we have
Hiα,A,U (•) = H
i(U,SA(•(α))) = H
i(U,SB(•(α)(B))) = H
i(U,SB(•(B)(α))) = H
i
α,B,U (•(B))
for α ∈ B, and therefore Hi∗∗,A,U (•)(B) = H
i
∗∗,B,U (•(B)).
(4.5.2) Lemma BΓIB ◦ Γ∗∗,B,Y = 0.
Proof. Let F be a B-graded SB-module, let α ∈ B, let x ∈ Γ∗∗,B,Y (F )α = SB(F (α))(Y ), and let m ∈ N
with ImB x = 0. There exists l ∈ N such that for σ ∈ Σ we have lα̂σ ∈ B and there exists xσ ∈ Fα+lα̂σ with
x↾Yσ=
xσ
Ẑlσ
∈ (Fσ)α. It follows x↾Yσ=
Ẑmσ xσ
Ẑm+lσ
= 1
Ẑmσ
(Ẑmσ x)↾Yσ= 0 for σ ∈ Σ, thus x = 0 as desired. 
(4.5.3) Proposition Suppose that SB has ITI
24 with respect to IB. There exists a unique morphism
of functors η′B : Γ∗∗,B,Y →
BDIB such that the diagram
IdGrModB(SB)
ηB //
ηIB ))❙❙❙
❙❙
❙❙
❙❙
❙
Γ∗∗,B,Y
η′B
BDIB
commutes, and η′B is an isomorphism.
Proof. Existence, uniqueness and monomorphy of η′B follow from 2.3.11, 4.3.14 and 4.5.2. It remains
to show that it is an epimorphism. Let F be a B-graded SB-module and let α ∈ B. We write η
′, η
and η instead of η′B(F ), ηB(F ) and ηIB (F ). It suffices to show that η
′
α : SB(F (α))(Y ) →
BDIB (F )α is
surjective. As •α commutes with inductive limits (2.1.1) we have
BDIB (F )α = ( lim−→
m∈N
BHomSB (I
m
B , F ))α = lim−→
m∈N
(BHomSB (I
m
B , F (α))0).
Thus, replacing F by F (−α) we can suppose α = 0 and show that
η′0 : SB(F )(Y )→ lim−→
m∈N
HomGrModB(SB)(I
m
B , F )
24cf. 2.3.3
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is surjective. For l ∈ N we denote by
ιl : HomGrModB(SB)(I
l
B , F )→ lim−→
m∈N
HomGrModB(SB)(I
m
B , F )
the canonical morphism of S0-modules, so that if x ∈ F0 then ιl maps the morphism I lB → F, a 7→ ax
onto η(x).
Let x ∈ lim
−→m∈N
HomGrModB(SB)(I
m
B , F ). There are l ∈ N and h ∈ HomGrModB(SB)(I
l
B , F ) with x =
ιl(h). Let yσ :=
h(Ẑlσ)
Ẑlσ
∈ F(σ) = SB(F )(Yσ) for σ ∈ Σ, so that yσ ↾Yτ=
h(Ẑlσ)Ẑ
l
τ
ẐlσẐ
l
τ
=
h(Ẑlτ )Ẑ
l
σ
ẐlσẐ
l
τ
= yτ for
τ 4 σ ∈ Σ. Hence, there is a y ∈ SB(F )(Y ) with y ↾Yσ= yσ for σ ∈ Σ. Let r ∈ I
m
B . For σ ∈ Σ we have
(ry)↾Yσ= r(y ↾Yσ ) =
rh(Ẑlσ)
Ẑlσ
=
Ẑlσh(r)
Ẑlσ
= h(r)1 = η(h(r))↾Yσ ,
implying ry = η(h(r)), therefore
rη′(y) = η′(ry) = η′(η(h(r))) = η(h(r)) = ιl(rh) = rιl(h) = rx,
and thus r(η′(y)−x) = 0. This shows I lB(η
′(y)−x) = 0, thus η′(y)−x ∈ BΓIB (
BDIB (F )) = 0 (2.3.6 b)),
and therefore η′(y) = x. 
(4.5.4) Theorem Suppose that SB has ITI with respect to IB. There exist a morphism of functors
ζB : Γ∗∗,B,Y →
BH1IB such that the sequence
0 −→ BΓIB
ξIB−−→ IdGrModB(SB)
ηB−−→ Γ∗∗,B,Y
ζB
−−→ BH1IB −→ 0
is exact, and a unique morphism of δ-functors
(ζiB)i∈Z : (H
i
∗∗,B,Y )i∈Z −→ (
BHi+1IB )i∈Z
with ζ0B = ζB, and ζ
i
B is an isomorphism for every i > 0.
Proof. Immediately from 2.3.6 a) and 4.5.3. 
(4.5.5) Proposition Suppose that R is noetherian and Σ is complete, and let F be a B-graded SB-
module of finite type. Then, the R-modules Hi∗∗,B,Y (F )α and
BHiIB (F )α are of finite type for i ∈ Z and
α ∈ B.
Proof. Noetherianness of R implies that SB is noetherian (3.1.5) and in particular has ITI with respect
to IB (2.3.3). As F is of finite type, SB(F (α)) is coherent for α ∈ B (4.1.5). Completeness of Σ implies
that Y is proper over R = S0 (3.1.4, 3.3.4 b)). Thus, H
i
∗∗,B,Y (F )α = H
i
α,B,Y (F ) = H
i(Y,SB(F (α))) is
of finite type (4.5.1, [14, III.3.2.3]). The claim about local cohomology is obvious for i < 0 and holds for
i = 0 since noetherianness of F implies that BΓIB (F )α is noetherian for α ∈ B (2.2.5 b)). As there are
an epimorphism Γ∗∗,B,Y (F )α → BH1IB (F )α and for i > 1 an isomorphism H
i−1
∗∗,B,Y (F )α →
BHiIB (F )α of
R-modules (4.5.4), the claim is proven. 
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