Introduction
In [3], we have studied conditions on operators for the convergence of solutions of singulary perturbed non-characteristic Cauchy problems. The convergence of solutions depends on the Cauchy data. In this paper, we shall mainly study necessary and sufficient conditions on the Cauchy data for the convergence of solutions of a given one-parameter family of singulary perturbed Cauchy problems.
Let P^D) and P 2 (D) be linear differential operators with constant coefficients. Let the order of P l be m and that of P 2 be m'. Assume that m>m'. (i-i) | V x " "_" ", ^~°i l in *"
; where e is a small positive parameter. In [2], we have studied that if the solutions w g of (1.1) converge in a suitable topology, then the limit satisfies the following reduced problem:
Cauchy problem (1.2) for Q>' in Jl' can be represented as the limit of the solutions w g of the Cauchy problems (1.1) for a datum 0 in Jl. This is the reason why we shall introduce the notion of "weak admissibility" of singular perturbations in Cauchy problems. Let U' be a domain of R 1^1 and d be a positive number. with the Cauchy data space JL are said to be C-admissible in (-S, d) x U' as a singular perturbation with respect to a given uniquely solvable Cauchy problem (1.2) if for every Cauchy datum 0 in Jl, the solutions of (1.1) converge to that of (1.2) in C( (-d, d )xU') and said to be C-weakly admissible in (-fl, d)xU' if for every Cauchy datum 0' in JL' there exists a datum <Z>" in c^?" such that the solutions of (1.1) converge to that of (1.2) in C( (-d, d) x U'). we can not prove that there exists a region independent of e such that the analytic solutions of (1.1) exist in the region. Hence we must choose Jl so as to be included in Q(C n~l ) m . On the other hand, we shall use the Fourier transformation. Therefore, we shall only study the C-weak admissibility in R n when cJ In § 2, we shall list up notation and study algebraic lemmas. In § 3, we shall study a necessary and sufficient condition on the Cauchy data for the convergence of the solutions, but this condition depends on e. We shall show that the convergence of the solutions implies that <Z>" is uniquely determined by 0'. In § 4 5 we shall remove the dependency on e from this condition and distinguish the Cauchy data with which the solutions converge in the following two special cases. 
Remark. Relacing C((-d, d) x U') by L 2 ((-d, d) x U'\

2, Preliminaries
In this section, we shall state algebraic lemmas which will be needed. Similar calculation can be found in computation of the characters of the classical groups. See Chapter VII, [4] . 7=1, -, m^-1. When /n" = l, we put lf -, F w //_!) -0, when fc =f= 0 .
Then we have the following lemma. 
In particular, (2.8) =1=0 and (2.9)=t=0.
Proof. Put Since T 2>K and r 3>K converge absolutely for sufficiently small 5, we can change the order of summations. Then (3.7) is rewritten as Ti >0 +r 2>0 +r 3j0 =0. The least order with respect to e of T li0 is ra', that of T 2t0 is ra'+l, and that of r 3>0 is m. In the rest of this section, we shall study conditions on the Cauchy data in special forms for the convergence of the solutions. Q.E.D.
The Admissibility of the Caiichy Data
In this section, we shall remove the dependency on e from (3.1) and classify the Cauchy data space F'^C^C^o))^ into two classes in the two special cases mentioned in §1. One class is the set of all the Cauchy data 0 with which the solutions u^x; <Z>) of (1. In order to prove Theorem A, we need the following lemma. 
where we use the fact that P 2 (T k , £')3rQ in B Q , k=m' + l, ~-,m for sufficiently small e, because ry(e, f '), 7 = !, •••,«? are distinct in B 0 for sufficiently small s. By the same argument,
in ^o for sufficiently small e except e=0, we come to the concuusion.
Q.E.D. (Case 2). The case (2-a) is the special case of (Case 1) in Theorem A. The case (2-b) is that of (Case 2) in Theorem A, where we must exchange a l for o 2 . Therefore we may assume that ^1 >2^0 Obvoously the C-admissibility implies the C-weak admissibility. When the Cauchy problems (1.1) are not C-weakly admissible, (1.1) are not suitable as a singular perturbation. Because the Cauchy data 0' of the reduced pro-blem (1.2) are restricted. One of the reasons why (1.2) does not admit adequate Cauchy data $>' is that the Cauchy data ®" are independent of e. If we allow that the Cauchy data 0" change as e, then we can find a sequence of solutions of (1.1) whose limit is the solution of (1.2). In fact, we may take the solutions satisfying . , =.,x "eV*i> f ; -2-u=o --7 ---e exp IT j(s, c ; ^ .
Proof of Theorem
When the Cauchy problems (1.1) are not C-admissible but C-weakly admissible, (l.l) are trivial as a singular perturbation. Because the solutions u^x; 0) of (1.1) are identically equal to the solution U Q (X\ 0') of (1.2). Thus the interesting cases are limited to the cases satisfying Condition 1.2. When JL' is wider, there is a difficulty in the choise of Jh" . But the proof of Corollary 3.2 suggests that <X>" is uniquely determined by <&' for wider data. There is another difficulty. For example, when 0 belongs to <S' (B 0 ) m , the situation is so delicate that we can not analyze with algebraic methods only.
In fact, we used the fact that the product of an analytic function not identically zero and a continuous function can not be identically zero except that the continuous function is identically zero.
