Abstract. Consider the integral equation
where Ω ⊂ R n is a smooth bounded domain. For 1 < α < n, the existence of energy maximizing positive solution in subcritical case 2 < q < 2n n+α , and nonexistence of energy maximizing positive solution in critical case q = 2n n+α are proved in [6] . For α > n, the existence of energy minimizing positive solution in subcritical case 0 < q < 2n n+α , and nonexistence of energy minimizing positive solution in critical case q = 2n n+α are also proved in [4] . Based on these, in this paper, the blowup behaviour of energy maximizing positive solution as q → ( 
Introduction
In this paper we consider the integral equation
where Ω ⊂ R n is a smooth bounded domain. The equation (P q ) is quite similar to the classical scalar curvature equation, but with a global defined boundary condition. The study of this integral equation was called to our attention by Li in [14] , where he was studying the global defined integral equations. This nonlocal equation is also much closer to the integral curvature equation introduced by Zhu in [19] . In [6] and [4] , the existence of extremal energy solution as well as the nonexistence (on star-shaped domains) of positive solutions to (P q ) are studied for 1 < α < n and α > n respectively. In particular as q going to the critical exponent q α := 2n n+α , the sequence of extremal energy solutions usually do not converge in L ∞ sense. In this paper, we would like to analyze how does the sequence of extremal energy solutions blow up in both cases 1 < α < n and α > n.
For simplicity, we denote p α := 2n n−α , the conjugate exponent of q α . .
Due to the classical sharp Hardy-Littlewood-Sobolev (HLS for short) inequality [11, 12, 18, 15] , one can show (see, for example, Dou and Zhu [6] ) that ξ α,qα (Ω) is not attained by any functions in any smooth domain Ω = R n , but ξ α,q (Ω) is always attained by a maximizer f ∈ C 1 (Ω), f > 0, in the subcritical case q α < q < 2 in any smooth bounded domain Ω.
This indicates that, for smooth bounded domain Ω, the integral equation (P q ) admits an energy maximizing positive solution (i.e., a positive solution which is also a maximizer to ξ α,q (Ω)) f q ∈ C 1 (Ω) in the subcritical case q α < q < 2, but does not admit any energy maximizing positive solution in the critical case q = q α .
Based on these, we claim that the energy maximizing positive solution f q must blow up as q → (q α )
+ , that is, max x∈Ω f q → ∞ as q → (q α ) + (see (i) of the following Theorem 1.1). In this paper we will study the blowup behaviour of f q as q → (q α ) + . To compare with the semilinear elliptic equation, we denote u q (x) := f For convenience we also call u q an energy maximizing positive solution to (1.1). Notice that q α < q < 2 is equivalent to 2 < p < p α and q → (q α )
− . The first result of this paper is as following.
and Ω a smooth bounded domain. For q α < q < 2, if u q is an energy maximizing positive solution to (1.1), then as q → (q α ) + , up to a subsequence, (i). max x∈Ω u q (x) := u q (x q ) → ∞, and x q will stay away from ∂Ω.
, where x 0 is the unique point such that x q → x 0 , and σ n,α = (π
For the semi-linear elliptic equation
where Ω ⊂ R n (n ≥ 3) is a smooth bounded domain, p ∈ (2, 2 * ), 2 * := 2n n−2 is the critical Sobolev exponent, the blowup behaviour of the extremal energy positive solutions as p → (2 * ) − (i.e., the sequence of positive solutions which is a minimizing sequence for the Sobolev inequality) has been studied extensively, see for example [1, 9, 10, 16, 17] . Comparing with the semi-linear elliptic equation, no accurate form of the Green's function corresponding to the integral equation (1.1) can be used directly, which is the big difference. Again due to this difference, unlike what has been proved by Flucher and Wei [9] for the semi-linear elliptic equation (1.2) , the location of the blowup point x 0 is still not clear in Theorem 1.1, which is our next concern. Another difference comes from the nonlocal property of the integral equation (1.1). Thus some different techniques are needed even we follow the line of [10] .
1.2. For α > n. In this case the integral equation (P q ) is the Euler-Lagrange equation for the mimimizer (if the infimum is attained) of
where we still denote
even it is not a norm for 0 < q ≤ q α < 1. Due to the sharp reversed HLS inequality [7] , we have proved in [4] that ξ α,qα (Ω) is not attained by any functions in smooth domain Ω = R n , and ξ α,q (Ω) is always attained by a minimizer f ∈ C 1 (Ω), f > 0, in the subcritical case 0 < q < q α in any smooth bounded domain Ω. That is, for smooth bounded domain Ω, the integral equation (P q ) admits an energy minimizing positive solution (i.e., a positive solution which is a minimizer to ξ α (Ω)) f q ∈ C 1 (Ω) in the subcritical case 0 < q < q α , but admits no any energy minimizing positive solution in the critical case q = q α .
Hence, for α > n, we again claim that the energy minimizing positive solution f q to (P q ) must blow up as q → (q α )
− , that is, max
the following Theorem 1.2). Then it is interesting to study the blowup behaviour of the energy minimizing positive solution f q to (P q ) as q → (q α ) − . Denote u q (x) = f q−1 q (x). Then u q satisfies (1.1) and, for convenience, we also call u q an energy minimizing positive solution. Notice that 0 < q < q α is equivalent to p α < p < 0 and q → (q α )
− is equivalent to p → (p α ) + . We point out that when α > n the integral equation (1.1) is of negative power. We have the following analogue of Theorem 1.1. Theorem 1.2. Let α > n and Ω a smooth bounded domain. For 0 < q < q α , if u q is an energy minimizing positive solution to (1.1), then as q → (q α )
− , up to a subsequence, (i). min x∈Ω u q (x) := u q (x q ) → 0, and x q will stay away from ∂Ω.
(ii).
For n = 1, α = 2, similar blowup analysis for the following semilinear elliptic equation with negative power
was carried out in [13] and [8] , where 0 < ǫ < 2. As in [8] we call x 0 in Theorem 1.2 the blowup point of u q , which is actually the most important point since u q (x 0 ) → 0 and u q (x) → ∞ for x = x 0 , x ∈ Ω, as q → (q α ) − . We can see that for α > n, the negative power does bring some differences (for example, no Nash-Moser iteration can be used) comparing with the case 1 < α < n in carrying out the blowup analysis.
Blowup behaviour for
+ . By contrary, we assume u q (x) ≤ C uniformly, then by the results in [6] it is easy to see that the C 1 norm of u q (x) is also uniformly bounded, thus u q (x) is equicontinuous. Then we conclude that u q (x) → u * (x) ≥ 0 pointwise as q → (q α ) + and u * (x) is a nonnegative solution to (1.1). So f * = (u * ) pα−1 is a nonnegative solution to (P qα ). Notice that f q = u p−1 q is the energy maximizing positive solution to (P q ), and ξ α,q (Ω) → ξ α,qα (Ω) > 0 as q → (q α )
+ (see [6] ). Then
So f * ≡ 0 and thus is positive pointwise, and f * is an energy maximizing positive solution to (P qα ), which is obviously of C 1 . Hence we obtain a contradiction. So we have u q (x q ) → ∞, and x q → x 0 ∈ Ω, up to a subsequence. Now we prove that x q will stay away from ∂Ω as q → (q α )
+ . For simplicity, in this part below we write u instead of u q , f instead of f q .
(I). The domain Ω is strictly convex. By using the method of moving planes to integral equation (1.1), which is omitted here since it is similar to Theorem 3.4 in [6] (see also [3] ), we can prove that there exist t 0 > 0, α > 0 depending on the domain only, such that for every x ∈ ∂Ω, u(x − tν) is increasing in t ∈ [0, t 0 ], where ν ∈ R n , |ν| = 1 satisfying (ν, − → n (x)) ≥ α, and − → n (x) is the unit outer normal of Ω at the boundary point x. Now as in [10] , we know that there are γ, δ > 0 only depending on the domain Ω such that for any x ∈ {z ∈ Ω : d(z, ∂Ω) < δ}, there exists a measurable set Γ x ⊂ {z ∈ Ω : d(z, ∂Ω) > δ/2} satisfying meas(Γ x ) ≥ γ and u(y) ≥ u(x) for any y ∈ Γ x . In fact, Γ x can be taken to be a piece of cone with vertex at x. Then for any x ∈ {z ∈ Ω : d(z, ∂Ω) < δ}, by (2.1),
uniformly, which implies that x q must stay out of the region {z ∈ Ω :
The domain Ω is not necessarily strictly convex. As in [10] , we use the Kelvin transformation at each boundary point and then apply the method of moving planes. We show the details of the argument here for the reader's convenience since it is a little different from Theorem 3.4 in [6] .
Pick any point P ∈ ∂Ω. For simplicity, we assume the ball B(0, 1) contacts P from the exterior of Ω. Let w be the Kelvin transform of u, that is,
where Ω * is the image of Ω under the Kelvin transform. Then w(x) satisfies
Without loss of generality we assume P = (−1, 0, · · · , 0) and x 1 = −1 is the tangent plane of ∂Ω * at P . Then it is enough to prove that w(x) is increasing along the x 1 direction in a neighbourhood of P .
Assume that we can move the tangent plane at P along the x 1 direction to the limiting place x 1 = x < 0, denoted by T 0 , such that the reflection of Ω * ∩ {x 1 < λ} with respect to T λ is also a subset of Ω * , where
. We denote by Ω ′ 1 the reflection of Ω 1 := Ω * ∩ {x 1 < x} with respect to T 0 . Now we apply the method of moving planes to integral equation (2.2) on
. We shall complete the proof in two steps.
Step 1. We show that for λ larger than and sufficiently close to −1,
which can be obtained easily by
Step 2. Plane T λ can be moved continuously towards right to its limiting position T 0 as long as inequality (2.3) holds. Thus we conclude that w(x) is increasing in the x 1 direction for any x ∈ Ω 1 . Define
We claim that λ 0 = x. We prove it by contradiction. Suppose not, that is, λ 0 < x. We first show that
in the interior of Σ λ0 .
In fact, since |x − y| < |x − y λ0 | for x, y ∈ Σ λ0 , we have
If there exists some point ξ ∈ Σ λ0 such that w(ξ) = w λ0 (ξ), then, since |x − y| > |x λ0 − y| for x ∈ Σ λ0 , y ∈ Σ C λ0 , we deduce from (2.4) that
This contradicts to the assumption that w > 0 since Σ C λ0 \ Σ λ0 is not empty. Hence
For any δ > 0, choose 0 < λ(δ) < λ 0 but close to λ 0 such that meas(Σ λ0 \Σ λ(δ) ) < δ. There is a number C(δ) > 0, such that
Thus, there exists ε 1 > 0 such that ∀λ ∈ [λ 0 , λ 0 + ε 1 ),
We can further assume that ε 1 small enough so that meas(Σ λ0+ε1 \Σ λ(δ) ) ≤ 2δ < 1.
It is easy to see
Similar to (2.4) and by using the mean value theorem, we have:
where C(Ω) > 0. Since w ∈ C(Ω * ), we have |w| ≤ c 1 . Hence by using HLS inequality and Hölder inequality, we have
, where r and s satisfy
For example, we can take r = p α , s = q α . Now we choose δ > 0 and ε 1 > 0 small enough such that
And hence the measure of set Σ w λ must be zero. We arrive at
since w is continuous. This contradicts to the definition of λ 0 . Hence, λ 0 = x.
Thus by using the same argument of convex domain, we conclude that there is δ > 0 only depending on the domain Ω such that for any x ∈ {z ∈ Ω * : d(z, ∂Ω * ) < δ}, w(x) ≤ C < ∞ uniformly. By using the Kelvin transformation, we conclude that there exists δ ′ > 0 such that x q must stay out of the region {z ∈ Ω : d(z, ∂Ω) < δ ′ } as q → (q α ) + . To continue, we need the following lemma, which can be seen in [15, 2, 14] .
Proof of (ii) of Theorem 1.
Then v q satisfies
We claim v q (z) is equicontinuous on any bounded domain Ω ⊂ Ω µ as q → (q α ) + . In fact, for z ∈ Ω, we can first write ∈ Ω, then |x − x q | ≤ Cµ q for some C > 0. Hence for z ∈ Ω, ǫ > 0 small enough, we have
as q close to q α and R > 0 large enough, where we use α < n/q as q close to q α .
On the other hand, it is easy to see that Ωµ∩B(0,R)
|z−y| n−α dy ∈ C 1 ( Ω). Hence for
where ξ = tz 1 + (1 − t)z 2 for some t ∈ (0, 1). By (2.6) and (2.7) we conclude that v q (z) is equicontinuous on the bounded domain Ω ⊂ Ω µ as q → (q α ) + . As q → (q α ) + , since x q will stay away from ∂Ω, then we have
By Lemma 2.1 and noticing that max
for some c 1 , c 2 > 0 satisfying
(2.10) By [6] we know ξ α,qα (Ω) = ξ α,qα (R n ). Then v pα−1 must be an extremal function to ξ α,qα (R n ) since
where we use (2.1), (2.8), 2 < p < p α and µ q → 0 12) where s = p α − p → 0 + . In fact, it is easy to see that µ s q ≤ 1. On the other hand, we know for any
+ . By (2.11), for any ǫ > 0 small enough, there exists R > 0 large enough such that
where we use (2.1) in the last equality. Thus the claim (2.12) holds by using the arbitrary chosen of ǫ.
To continue, let w q (ξ), ξ ∈ Ω * µ be the Kelvin transform of v q , where Ω * µ is the image of Ω µ under the Kelvin transform. We have
by using (2.12).
For fixed 1 > r > 0 small, which will be determined later, we have w q (ξ) ≤ C(r) for |ξ| ≥ ∩ Ω * µ , by (2.14),
Take t = p p−1 > q α and p 1 > 0 satisfies
Notice that (p − 2) · n α < p. Then as in (2.13), for ǫ 0 > 0 small enough, there exists r > 0 small enough such that
uniformly as q close to q α , and then 
C(
Proof. Take any function ϕ(x) ∈ C ∞ 0 (Ω). For any small r > 0, by (ii) of Theorem 1.1,
On the other hand, by using (2.12), (ii) of Theorem 1.1, and the Dominated Convergence Theorem, as p → (p α ) − , we have
since by (2.9), (2.10), (2.11),
where ω n is the area of the unit sphere in R n , and
see [15] . Thus
Therefore
Thus we conclude. Proof of (iii) of Theorem 1.1. Firstly by using (ii) of Theorem 1.1 it is easy to see that there is one single point x 0 such that x q → x 0 as q → (q α )
+ , up to a subsequence, and
|x−y| n−α dx is continuous in y ∈ Ω. Then by (1.1) and Lemma 2.2, for any
+ . So in order to prove that u q (x q )u q (x) → σn,α |x−x0| n−α pointwise for x = x 0 , it is left to prove that u q (x q )u q (x) is uniformly bounded and equicontinuous in Ω \ B(x 0 , r) for any r > 0 small enough, as q → (q α ) + . In fact, by using (2.15), u q (x q )u q (x) is uniformly bounded in Ω \ B(x 0 , r). On the other hand, for any 17) as q → (q α ) + . By using (ii) of Theorem 1.1,
as q → (q α ) + . Thus combining with (2.16), (2.17) and (2.18), we conclude that u q (x q )u q (x) is equicontinuous in Ω \ B(x 0 , r) as q → (q α ) + .
Blowup behaviour for α > n
Proof of (i) of Theorem 1.2. Notice that f q = u p−1 q is the energy minimizing positive solution to (P q ), and
as q close to q α . We assume by contradiction that min
If u q (x) ≤ C 2 < ∞ uniformly, then it is easy to see that the C 1 norm of u q (x) is also uniformly bounded by [4] . Thus u q (x) is equicontinuous. Hence
− , where f * = (u * ) pα−1 . So f * is an energy minimizing positive solution to (P qα ), which is of C 1 obviously. Then we obtain a contradiction. If max
− , which again gives a contradiction. Thus we conclude that min
up to a subsequence. To prove that x q will stay away from ∂Ω as q → (q α ) − , we consider two cases. For simplicity, in the proof of this part below we write u instead of u q , f instead of f q .
(I). The domain Ω is strictly convex. By using the method of moving planes to integral equation (1.1), which is omitted here since it is standard (see for example [3] , [4] , [5] , [6] ), we can prove that there exist t 0 > 0, α > 0 depending on the domain only, such that for every x ∈ ∂Ω, u(x − tν) is decreasing in t ∈ [0, t 0 ], where ν ∈ R n , |ν| = 1 satisfying (ν, − → n (x)) ≥ α, and − → n (x) is the unit outer normal of Ω at the boundary point x.
Now as in [10] , we can prove that there are γ, δ > 0 only depending on the domain Ω such that for any x ∈ {z ∈ Ω : d(z, ∂Ω) < δ}, there exists a measurable set Γ x ⊂ {z ∈ Ω : d(z, ∂Ω) > δ/2} satisfying meas(Γ x ) ≥ γ and u(y) ≤ u(x) for any y ∈ Γ x . As in Theorem 1.1, Γ x again can be taken to be a piece of cone with vertex at x. Then for any x ∈ {z ∈ Ω : d(z, ∂Ω) < δ}, by (3.1),
uniformly, which implies that x q must stay out of the region {z ∈ Ω : d(z, ∂Ω) < δ} as q → (q α ) − . (II). The domain Ω is not necessarily strictly convex. As in the proof of Theorem 1.1, we use the Kelvin transformation at each boundary point and then apply the method of moving planes. We give the details for the reader's convenience.
Without loss of generality we assume P = (−1, 0, · · · , 0) ∈ ∂Ω and the ball B(0, 1) contacts P from the exterior of Ω. Let w(x), x ∈ Ω * be the Kelvin transform of u, where Ω * is the image of Ω under the Kelvin transform. We also can assume that x 1 = −1 is the tangent plane of ∂Ω * at P . Thus w(x) satisfies (2.2). Now it is enough to prove that w(x) is decreasing along the x 1 direction in a neighbourhood of P .
Again as in the proof of Theorem 1.1, assume that we can move the tangent plane at P along the x 1 direction to the limiting place x 1 = x, denoted by T 0 , such that the reflection of Ω * ∩ {x 1 < λ} with respect to T λ is also a subset of Ω * , where
. We denote by Ω ′ 1 the reflection of Ω 1 := Ω * ∩ {x 1 < x} with respect to T 0 . Now we apply the method of moving planes to integral equation (2.2) on Ω
as in the proof of Theorem 1.1. Set w λ (x) := w(x λ ). We complete the proof in two steps. Step 1. We show that for λ larger than and sufficiently close to −1,
Step 2. Plane T λ can be moved continuously towards right to its limiting position T 0 as long as inequality (3.2) holds. Thus we conclude that w(x) is decreasing in the x 1 direction for any x ∈ Ω 1 . Define
We claim that λ 0 = x. For that we assume by contradiction that λ 0 < x. We first show that w(x) > w λ0 (x), in Σ λ0 .
Hence we have
for ǫ 1 > 0 small, which will be determined later.
In fact, as in (2.4), we have for x ∈ Σ λ0 that
If there exists some point ξ ∈ Σ λ0 such that w(ξ) = w λ0 (ξ), then since |x − y| > |x λ0 − y| for x ∈ Σ λ0 , y ∈ Σ C λ0 , we deduce from (3.3) that w(y) ≡ ∞, ∀y ∈ Σ C λ0 \ Σ λ0 . This contradicts to that w ∈ C 1 (Ω * ) since Σ C λ0 \ Σ λ0 is not empty. For fixed small δ 1 > 0, we choose ǫ 1 small and ε ∈ (0, ǫ 1 ) such that for any λ ∈ [λ 0 , λ 0 + ε), there holds w(x) ≥ w λ (x), ∀x ∈ Σ λ0−ε1 , and
where C(Ω) > 0. Since w ∈ C 1 (Ω * ), there exists a positive constant C 0 such that 1 C0 ≤ w ≤ C 0 . It follows from the above that
) ≡ 0, for δ 1 , ε, ε 1 > 0 small enough. Hence Σ w λ must have measure zero. We thus have
We hereby complete the proof by using the same argument as Theorem 1.1.
To continue, we need the following lemma from [14] .
Lemma 3.1. Let v be a nonnegative measurable solution to
Proof of (ii) of Theorem 1.2. Notice that
Firstly, we have (y)dy → 0 as q → (q α ) − , then for fixed R 0 > 0 we actually can prove that v q (z) → 1 uniformly for z ∈ B(0, R 0 ) ∩ Ω µ as q → (q α ) − , which then gives a contradiction. In fact for any ǫ > 0, there exists R > 0 large enough and q close to q α , such that
It is also easy to see that Ωµ v p−1 q (y)dy is uniformly bounded as q → (q α ) − by using (3.4), which then combining with (3.5) gives that
Now we claim v q (z) is equicontinuous on any bounded domain Ω ⊂ Ω µ when q → (q α ) − . For z ∈ Ω, we write
For ǫ > 0 small enough, we have for z ∈ Ω that
as q close to q α , and R > 0 large enough. On the other hand, it is easy to see that
where ξ = tz 1 + (1 − t)z 2 for some t ∈ (0, 1). By (3.7) and (3.8) we conclude that v q (z) is equicontinuous on the bounded domain Ω ⊂ Ω µ when q → (q α ) − . As q → (q α ) − , since x q will stay away from ∂Ω, we have
By Lemma 3.1 and noticing that min
By [4] we know ξ α,qα (Ω) = ξ α,qα (R n ). Then we know v pα−1 is an extremal function
where we use (3.6), (3.1), p α < p < 0 and
To continue, let w q be the Kelvin transform of v q , that is,
which satisfies
where Ω * µ is the image of Ω µ under the Kelvin transform. For fixed r > 0 small, which will be determined later, we have w q (ξ) ≥ C(r) for |ξ| ≥ − . So to prove that u q (x q )u q (x) → σn,α |x−x0| n−α pointwise for x = x 0 , it is enough to prove that u q (x q )u q (x) is uniformly bounded and equicontinuous in Ω \ B(x 0 , r) for any r > 0 small enough, as q → (q α )
− . In fact, by using (3.6) and (3.12), u q (x q )u q (x) = µ − . On the other hand, similar to the proof of (iii) of Theorem 1.1, by using Lemma 3.3 and (ii) of Theorem 1.2, we can prove that u q (x q )u q (x) is equicontinuous in Ω \ B(x 0 , r) as q → (q α )
− .
