A new type of spatial-temporal correlation in the process approaching to the self-organized criticality is investigated for the two simple models for biological evolution. The change behaviors of the position with minimum barrier are shown to be quantitatively different in the two models. Different results of the correlation are given for the two models. We argue that the correlation can be used, together with the power-law distributions, as criteria for self-organized criticality.
to be random when s is small. With the going-on of updating, X(s) becomes more and more likely to be in the neighborhood of last update center, X(s − 1). So there appear some plateau like parts in Fig. 1 . In other word, there appears some correlation between X(s) when the system is self-organized to approach the critical state. So, it may be fruitful to study the self-correlation of X(s) in searching quantities characterizing the process to SOC. For this purpose, one can define a quantity C(s) = X(s)X(s + 1) − X(s) X(s + 1) ,
with average over different events of updating. Obviously, if there is no correlation between the sites with minimum barrier at time s and s + 1, or X(s)X(s + 1) = X(s) X(s + 1) , C(s) will be zero. Thus, C(s) can show whether there is correlation between X(s) and also give a measure of the strength of the correlation. Because of the randomness of the survivability at each site, X(s) can be 1, 2, · · ·, L with equal probability, 1/L. Thus, X(s) = (L + 1)/2 for every time s. It should be pointed out that X(s) = (L + 1)/2 does not mean any privilege of sites with numbering about (L+1)/2. In fact, all sites can be the update center with equal chance at time s if the update process is repeated many times from the initial state. Due to the randomness of the updated survivability X(s + 1) can also take any integer from 1 to L. However, the distribution of X(s + 1) is peaked at X(s) when s is large, see [13] for detail.
With the update going on, the width of the distribution becomes more and more narrower. When the width becomes narrow enough, X(s)X(s + 1) will turn out to be X 2 (s) = (2L 2 + 3L + 1)/6. So, C(s) will approach (L 2 − 1)/12 for large s. In above definition for C(s), however, the neighboring relation between X(s) and X(s + 1) cannot be realized once the numbering for the sites is given. Due to the periodic boundary conditions adopted in the model, one of the nearest neighbors of the site with numbering 1 is the one numbered L. To overcome this shortcoming, one can introduce an orientational shorter distance ∆(s) between X(s) and X(s + 1). Imagine the L sites with numbering 1, 2, · · · , L are placed on a circle in clockwise order. Then |∆(s)| is the shorter distance between the two sites on the circle. If X(s + 1) is reached along the shorter curve from X(s) in clockwise direction, ∆(s) is positive. Otherwise ∆(s) is negative. For definiteness, one can assume −L/2 ≤ ∆(s) < L/2. With ∆(s), one can use
in place of X(s + 1) in the definition of C(s). Since X ′ (s) can cross the (non-existing) boundary between 1 and L and reflect the neighboring relation with X(s), the effect of periodic boundary conditions on the correlation can be taken into account. (In the simulation of the B-S model numbering the L sites with integer numbers 1, 2, · · · , L is necessary, but the start position can be arbitrary. Different numbering scheme will give the same results for C(s), as physically demanded. This in return is also an indication of the equivalence of all sites in the presence of periodic boundary conditions.) To normalize the dependence of C(s) on the size of the one-dimensional array, we can renormalize C(s) by (L 2 − 1)/12. In the following, we use a normalized definition of C(s) as
In current study X(s) and ∆(s) are determined from Monte Carlo simulations, and 500,000 simulation events are used to determine the averages involved. For each event, 2000 updates are performed from an initial state with random barriers on the sites uniformly distributed in (0, 1). The normalized correlation function C(s) is shown as a function of s in Fig. 2 for L = 50, 100, and 200. One can see that C(s) is a monotonously increasing function of time s. As in our naive consideration, C(s) is very small in the early stage of updates and becomes larger and larger for larger s, indicating the increase of the strength of correlation between the sites with minimum barrier at different times. The behavior of C(s) with s exhibits different characteristics for small and large s. C(s) increases with s very quickly for small s, but the rate becomes quite slow after a knee point. The knee point appears earlier for smaller L, showing the existence of a finite-size effect. Also, the seemly saturating value of C(s) depends on the size L of the lattice, or more clearly, it increases with the lattice size L. Since only 500,000 simulation events are used in current study, there shows the effect of fluctuations in the figure.
The correlation between X(s) can be investigated for the random neighbor model for biological evolution in the same way. For simplicity only the case with K = 3 is taken into account. The generalization to other cases is straight forward. First, one can have a look on how X(s) changes with update. X(s) is shown as a function of s in the upper part of Fig. 3 . This plot may look as a random scatter of points at first sight. But it is not. A close look reveals correlations: X(s) often has almost same value for several consecutive or almost consecutive s values. However, no obvious plateau like part can be seen in the figure, showing the difference between the two versions of B-S model. C(s) is also studied and shown in the lower part of Fig. 3 
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