The //-regular class of pseudoanalytic functions satisfy the CauchyRiemann equations for Au = p u. A sampling algorithm is given which expresses the Fourier coefficients of these functions as a countable sum of sample values taken around a circle. This representation is obtained using Möbius inversion.
Introduction
The potential of the strong nuclear force can be described by the solution e'^/r of the elliptic equation
(1) Au = p u (p > 0).
This description was proposed by the Japanese physicist Hideki Yukawa, and equation (1) now bears his name. Subsequently, Duffin [2] undertook the development of a Yukawan potential theory, which forms the basis of our present work. As /i->0,a solution of the Yukawa equation becomes a solution of the Laplace equation.
In this article, attention is restricted to the two-dimensional case of (1). Functions which are C -solutions of ( 1 ) in a domain of the complex plane are termed panharmonic. They give rise to pseudoanalytic functions f = u + iv , where u and v are panharmonic and satisfy the Cauchy-Riemann equations for (1) . These pseudoanalytic functions are termed p-regular, and have an elegant Fourier series representation, the coefficients of which seem to satisfy a new Bieberbach condition (cf. [5] ).
Our aim is to give a sampling theorem. In our case it yields an exact representation of the Fourier coefficients of a /¿-regular function / by taking a countable set of values of / on the boundary of a circle. The authors in [3] have already given a similar algorithm for the Taylor coefficients of an analytic function, but a different approach is required in the present case. Here we employ the representation of Fourier cosine coefficients developed by Bruns [1] and Wintner [6] (cf. [4] ).
Definitions
We first give some preliminaries concerning panharmonic and ¿¿-regular functions. The reader is referred to Duffin [2] for details. 
Moreover, the Fourier coefficients of negative index are given by c_n = c~x .
The condition c_n = ~c~x characterizes a /¿-regular function and will be significant in the development of the sampling formula obtained in §3. Also, for n = 0 and 0 < a < 1, we have the mean value property (cf. In this section we discuss a sampling formula for Fourier cosine coefficients which has its origins in the work of Bruns [ 1 ] and was subsequently developed by Wintner [6] and, more recently, by us [3, 4] . 
The cosine terms of u are oo oo oo E anIn(lU) C0S n6 + E a-nIn(fi) C0S nQ = Vo^) + E^ + a-n)In^) C0S "Ö ' 
Truncation errors
An estimate can be given for the truncation error for the preceding representation. To this end, we require the following (cf. Assuming no error in cn_x, the following estimate obtains, using a truncated sum in Theorem 3: where we have taken the normalization f(0) = 0, and applied the lemma to the real and imaginary parts of f(z). Note that, although the error in computing cn is cumulative, this is some-
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what compensated for by the n factor in the estimate. In fact, computer implementation of the sampling algorithm would seem to indicate much more rapid convergence than is given by the error estimate.
