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Abas Saritua Gultom, Klasifiakasi Masa Panen Varietas Unggul Kedelai 
Menggunakan Support Vector Machine (SVM). 
Pembimbing: Muhammad Tanzil Furqon, S.Kom., M.CompSc. dan Ir.Sutrisno, 
M.T. 
Kedelai merupakan komoditas pertanian yang sangat dibutuhkan di 
Indonesia, karena kedelai banyak dikonsumsi dalam berbagai produk makanan, 
kedelai juga digunkan sebagai bahan baku industri. Petani kedelai perlu 
mengetahui tumbuhan kedelai tersebut termasuk kedalam jenis apa benih yang 
akan ditanam, sehingga peningkatan produksi tanaman kedelai tetap terjaga. 
Untuk memudahkan proses nya akan digunakan data dari berbagai jenis kedelai. 
Penelitian tersebut akan dilakukan dengan menggunakan metode SVM (Support 
Vector Machine) karena metode SVM dapat mengeneralisasi yang tinggi tanpa 
harus memiliki dataset tambahan. Pada penelitian ini terdapat 6 variabel dan 
objek yang dimiliki 3 kelas yaitu umur genjah, umur sedang, dan umur dalam. Hasil 
pengujian terbaik  menggunakan kernel polynomial degree 2, dengan 
menggunkan nilai lamda (λ) sebesar 10, Konstanta 1, Epsilon 0.01 dan iter maks 
sebesar 10. Berdasarkan berbagai pengujian dan skenario yang telah dilakukan, 
nilai evaluasi terbaik dihasilkan pada pengujian menggunakan K-Fold Cross 
Validation dengan nilai K= 5 dan menghasilkan nilai akurasi sebesar 56.666%. 
 





Abas Saritua Gultom, Classification of the Harvest of Superior Soybean Varieties 
Using the Support Vector Machine (SVM) 
Supervisor: Muhammad Tanzil Furqon, S.Kom., M.CompSc. dan Ir.Sutrisno, M.T., 
Soybean is an agricultural commodity that is very much needed in 
Indonesian, because soybeans are widely consumed in various food products, 
soybeans are also used as industrial raw materials. Soybean farmers need to know 
what type of soybean plant is included in the seeds to be planted, so that the 
increase in soybean production is maintained. To facilitate the process, data from 
various types of soybeans will be used. The research will be conducted using the 
SVM (Support Vector Machine) method because the SVM method can generalize 
high without having to have additional datasets. In this study, there were 6 
variables and objects belonging to 3 classes, namely early age, medium age, and 
deep age. The best test results use a polynomial degree 2 kernel, using the lamda 
(λ) value of 10, Constant 1, Epsilon 0.01 and iter max of 10. Based on various tests 
and scenarios that have been carried out, the best evaluation value is generated in 
tests using K-Fold Cross Validation with a value of K = 5 and produces an accuracy 
value of 56.666%. 
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BAB 1 PENDAHULUAN 
  
1.1 Latar Belakang 
Kebutuhan kedelai di Indonesia setiap tahunnya selalu meningkat seiring 
berjalannya waktu dengan pertambahan penduduk dan perbaikan pendapatan 
perkapita. Oleh karena itu, perlu dilakukan penyuplaian kedelai yang harus di 
impor karena produksi di dalam negeri belum mencukupi kebutuhan tersebut. 
Lahan budidaya kedelai pun diperluas produktivitasnya sehingga dapat 
meningkatkan kebutuhan penduduk. 
Kedelai (Glycine max (L.) Merill) merupakan komoditas pertanian yang sangat 
dibutuhkan di Indonesia, karena banyak dikonsumsi dalam berbagai produk 
makanan seperti tahu, tempe, susu, kecap, dan produk olahan lainnya. Karena 
kandungan protein dan lemak yang cukup tinggi, kedelai dapat juga menjadi bahan 
makanan dan menjadi sumber protein alternative untuk masyarakat Indonesia. 
Selain untuk produk makanan, kedelai juga digunakan sebagai bahan baku 
industri, bahan penyegar bahkan limbah dari olahan kedelai dapat dimanfaatkan 
menjadi pakan untuk ternak (Riawati, Aslim rasyad, 2016). 
Setiap jenis masa panen varietas unggul kedelai mempunyai ekosistem atau 
media tanam yang berbeda-beda. Petani perlu mengetahui termasuk kedalam 
jenis apa benih yang akan ditanam sehingga peningkatan produksi tetap terjaga. 
Sehingga sangat diperlukan pengklasifikasian masa panen varietas unggul kedelai. 
Varietas berperan penting dalam produksi kedelai, karena pada saat mencapai 
hasil produksi kedelai yang tinggi sangat ditentukan oleh potensi genetiknya. Masa 
panen varietas unggul kedelai dapat dibedakan menjadi, varietas unggul kedelai 
umur genjah, varietas unggul kedelai umur sedang, varietas unggul umur dalam. 
Potensi hasil yang terdapat di lapangan dipengaruhi oleh interaksi antara factor 
genetik dengan pengelolaan kondisi lingkungan. Bila pengelolaan lingkungan 
lingkungan tidak dilakukan dengan baik, potensi daya hasil biji yang tinggi dari 
varietas unggul tidak dapat tercapai (Irwan, 2006).    
Dalam kasus yang sudah dijelaskan diatas maka hal ini dapat diselesaikan 
dengan Teknik data mining. Data mining merupakan serangkaian proses untuk 
menggali nilai tambah berupa pengetahuan yang selama ini tidak diketahui secara 
manual dari suatu kumpulan data (Pramudiono, 2007). Data Mining dibagi 
menjadi beberapa kelompok yaitu deskripsi, estimasi, prediksi, klasifikasi, dan 
pengklusteran. Salah satu metode yang cocok dengan permasalahan diatas yaitu 
klasifikasi. Klasifikasi merupakan proses untuk menyatakan suatu objek data 
sebagai salah satu kelas yang telah didefinisikan sebelumnya (Zaki et al. 2013). 
Klasifikasi sangat membantu dalam pembuatan aplikasi antara lain untuk 
mendeteksi kecurangan, pengelolaan pelanggan, prediksi penjualan, diagnose 




untuk menyelesaikannya, antara lain K-Nearest Neighbor (KNN), support vector 
machine (SVM), naïve bayes, Neural Network (NN). 
Metode yang akan digunakan dalam penelitian ini adalah metode Support 
Vector Machine (SVM). Metode support vector machine merupakan metode 
klasifikasi yang dapat menunjukkan nilai tingkat akurasi yang tinggi dibandingkan 
dengan metode klasifikasi lainnya. Sejumlah aplikasi menunjukkan bahwasannya 
klasifikasi yang baik dan memiliki kemampuan dalam menangani sampel non-liner 
dan dimensi tertinggi pengenalan pola yaitu Support Vector Machine (Yau, Zhou, 
& Guan, 2009).  
Penelitian yang telah dilakukan “KNN and SVM Classification for Chainsaw 
Sound Identification in the Forest Areas”. Penelitian ini dilakukan untuk menguji 
perbandingan kedua metode yaitu SVM dan KNN untuk mengidentifikasi suara 
gergaji di kawasan hutan. Pada metode KNN diperoleh akurasi sebesar 94.02% dan 
pada metode SVM diperoleh akurasi sebesar 95.63% (GNAMELE et al., 2019). 
Berdasarkan uraian tersebut maka dilakukan penelitian ini dengan judul 
Klasifikasi Masa Panen Varietas Unggul Kedelai Menggunakan Support Vector 
Machine (SVM), dimana parameter yang digunakan untuk pengklasifikasiannya 
adalah umur tanaman, rata-rata hasil, potensi hasil, ketahanan terhadap hama, 
kerebahan, dan ketahanan terhadap penyakit. 
1.2 Rumusan Masalah 
Adapun rumusan masalah dalam penelitian ini adalah sebagai berikut: 
1. Bagaimana penerapan algoritme Support Vector Machine (SVM) untuk masa 
panen varietas unggul kedelai? 
2. Bagaimana pengaruh tingkat akurasi yang dihasilkan oleh algoritme Support 
Vector Machine (SVM) untuk penentuan masa panen varietas unggul kedelai. 
1.3 Tujuan 
Adapun tujuan yang akan dicapai pada penelitian ini antara lain sebagai 
berikut:  
1. Membuat sebuah sistem untuk dapat menyeleksi masa panen varietas unggul 
kedelai. 
2. Menerapkan algoritme Support Vector Machine untuk penentuan masa panen 
varietas unggul kedelai. 
3. Mengetahui pengaruh tingkat akurasi yang di hasilkan dari algoritme Support 
Vector Machine pada penentuan masa varietas unggul kedelai.  
1.4 Manfaat 
Penelitian ini diharapkan agar dapat membawa manfaat terutama bagi para 




ditanam di media tanam yang telah dimilki. Dengan demikian kesesuaian bibit dan 
media tanam akan tetap terjaga dengan baik. 
1.5 Batasan Masalah 
Batasan masalah dirumuskan sebagai berikut: 
1. Hasil klasifikasi dari 3 jenis yaitu umur genjah, umur sedang, umur dalam. 
2. Data yang diperoleh pada penelitian ini bersumber dari Badan Penelitian 
Pertanian. 
3. Algoritme yang digunakan adalah algoritme Support Vector Machine. 
4. Perhitungan algoritme Supoort Vector Machine menggunakan kernel 
Polynomial Degree 2. 
5. Perancangan menggunakan bahasa pemrograman Java. 
1.6 Sistematika Pembahasan 
Sistematika pembahasan pada penelitian ini adalah: 
1. Bab 1: Pendahuluan  
Bab ini mendeskripsikan tentang apa yang dilakukan/dikerjakan pada 
penelitian ini dan mengapa penelitian ini dikerjakan. 
2. Bab 2: landasan kepustakaan 
Pembahasan mengenai teori, konesep, metode, dan /atau sistem dari 
pustaka ilmiah yang mendukung penelitian ini dijelaskan bab ini.  
3. Bab 3: Metodologi Penelitian 
Bab ini menjelaskan metode penelitian, Teknik, atau langkah-langkah yang 
digunakan sesuai dengan konteks penelitian untuk menyelesaikan masalah 
pada penelitian ini. 
4. Bab 4: Perancangan 
Bab ini akan menjelaskan tentang rancangan algoritme seperti diagram alir 
metode Support Vector Machine, manualisasi perhitungan SVM, skenario 
pengujian. 
5. Bab 5: Implementasi  
Bab ini akan menjelaskan hasil dari algoritme yang telah dibuat untuk 
menyelesaikan penelitian yang dilakukan. Algortime yang akan tersebut 
kemudian akan ditunjukkan dengan penjelasan source code-nya. 
6. Bab 6: Pengujian dan Analisis 
Pada bab ini akan menjelaskan tentang hasil dari pengujian yang telah 
dilakukan. Hasil pengujian tersebut akan ditampilkan dalam bentuk tabel 
dan grafik, kemudian akan dilakukan proses analisis berupa pengujian yang 




7. Bab 7: Penutup 
Pada bab ini merupakan penyelesaian, yang didalamnya terdapat 
kesimpulan dan saran. Kesimpulan merupakan penjelasan hasil jawaban 
dari rumusan masalah yang telah dibuat. Pembahasan lainnya pada bab ini 






BAB 2 LANDASAN KEPUSTAKAAN 
Bab ini terdiri dari kajian pustaka dan dasar teori. Kajian pustaka membahas 
tentang penelitian yang sudah ada dan membadingkannya dengan penelitian yang 
akan dilakukan. Dasar teori membahas teori yang dibutuhkan untuk menyusun 
penelitian yang akan dilakukan.  
2.1 Kajian Pustaka   
Penelitian pertama yaitu penelitian dari Mohammad Rezwanul Huq pada 
tahun 2017. Penelitian ini memiliki tahapan menghitung bobot dari teknik fitur 
yang berbeda, membangun pasangan tweets dengan teknik yang berbeda, 
menghitung jarak menggunakan Euclidean. Sedangkan pada metode SVM 
menghitung bobot dari beberapa teknik fitur, membangun matriks dan 
menerapkan Princple component Analysis, mencari nilai k eigen vector dengan 
nilai eigen terbesar, Mencari pasangan nilai c menggunakan Grid Search. Pada 
metode KNN dengan normalisasi ditambah 5 fitur, diperoleh akurasi sebesar 
84.32%. Pada metode SVM memiliki akurasi sebesar 77.97% (Rezwanul et al., 
2017). 
Penelitian kedua di implementasikan oleh GNAMELE dengan tujuan untuk 
menguji perbandingan kedua metode yaitu SVM dan KNN untuk mengidentifikasi 
suara gergaji di kawasan hutan. Pada metode KNN diperoleh akurasi sebesar 
94.02% dan pada metode SVM diperoleh akurasi sebesar 95.63% (GNAMELE et al., 
2019).  
Penelitian ketiga di implementasikan oleh Hamza, Penelitian ini bertujuan 
untuk meningkatkan akurasi diagnostik berdasarkan fitur diabetes signifikan yang 
diekstraksi. Penelitian ini menggunakan metode K-SVM. Hasil yang didapatkan 
mencapai akurasi tertinggi untuk membedakan pola tersembunyi pasien diabetes 
dan non-diabetes dibandingkan dengan metode diagnosis modern dalam hal 
ukuran kinerja. Pada metode SVM diperoleh hasil akurasi sebesar 77.09%. 
sedangkan pada ada metode K-SVM 99.81% (Hamza & Moetque, 2017).  
Penelitian ke empat dilakukan oleh (Santoshi & Pushpa, 2015). Penelitian ini 
berjudul “Detect Pedestrian Orientation by Integrating Multiclass SVM Utilizing 
Binary Decision Tree”. Penelitian ini dilakukan untuk membahas sistem 
memprediksi terjadinya tabrakan dengan mendeteksi arah pejalan kaki yang 
menggunakan dataset INIRA terdiri dari 2000 gambar. Hasil penelitian memiliki 
hasil akurasi yaitu untuk bukan pejalan kaki sebesar 100%, depan dan sebelah kiri 
sebesar 99%, depan sebelah kanan sebesar 95%, dan belakang sebesar 90%.  
Penelitian kelima dilakukan oleh Demidova, Penelitian ini memiliki tujuan 
untuk mengatasi pengembangan SVM yang di klasifikasi berdasarkan optimasi 
partikel yang yang telah di modifikasi dan di pertimbangkan. Algortima ini 
melakukan pencarian simultan dari tipe fungsi kernel. Ide yang ditemukan yaitu 
dengan merubah jenis fungsi kern mereka menjadi partikel dengan nilai terbaik 




dengan hasil 99.12% dan akurasi klasifikasi oleh algoritma PSO yang telah 
dilakukan modifikasi mempunyai akurasi sebesar 99.65% (Demidova et al., 2016).  
2.2 Klasifikasi 
Klasifikasi merupakan pengelompokan data atau objek baru kedalam kelas 
atau label berdasarkan atribut-atribut tertentu. Teknik yang dilakukan dari 
klasifikasi adalah dengan melihat variabel dari kelompok yang sudah ada. 
Klasifikasi mempunyai tujuan untuk memprediksi kelas dari suatu objek yang tidak 
diketahui sebelumnya (Nasution et al., 2019). 
Klasifikasi terdiri dari tiga tahap, yaitu pembangunan model, penerapan 
model, dan terakhir adalah evaluasi. Pembangunan model merupakan 
pembangunan model dengan menggunakan data latih yang telah memiliki atribut 
kelas. Selanjutnya data-data tersebut diterapkan dalam menentukan kelas dari 
data atau objek yang baru. Setelah itu, data di evaluasi untuk melihat tingkat 
akurasi yang di dapat dari pembangunan dan penerapan model terahdap data 
baru. Proses klasifikasi mempunyai dua fase, yang pertama adalah fase training 
dimana data yang didapat kaan digunakan untuk membangun sebuah model, yang 
kedua adalah fase testing yaitu menguji model yang telah dibuat dengan data 
lainnya untuk mengetahui akurasi dari model tersebut (Nasution et al., 2019). 
2.3 Masa Panen Varietas Unggul Kedelai  
Masa panen varietas unggul kedelai yaitu kedelai umur genjah, kedelai umur 
sedang, dan kedelai umur dalam. 
2.3.1 Kedelai Varietas Unggul Umur Genjah 
Varietas ini termasuk genjah karena varietas ini dapat dipanen dengan cepat. 
Kedelai umur genjah akan lebih menguntungkan, yaitu mengurangi infestasi hama 
dan dapat meningkatkan indeks penanaman dalam waktu satu tahun. Selain itu 
varietas kedelai berumur genjah dapat memiliki potensi panen dengan hasil 2,0 
t/ha dan penting digunakan pada daerah-daerah berpengairan terbatas (Irwan, 
2006).  
1. Malabar 
Varietas Malabar ini dilepas berdasarkan keputusan Menteri Pertanian 
No. 618/Kpts/TP.240/11/92 tanggal 3 November 1992. Ciri-ciri varietas ini 
adalah tinggi tanaman 57cm, umur berbunga 31 hari, tahan rebah. Malabar 
memiliki rata-rata produksi yaitu lahan sawah 1,27 t/ha biji kering, dan lahan 




Varietas Leuser dilepas berdasarkan keputusan Menteri Pertanian No. 




adalah tinggi tanaman 60cm, tahan rebah. Leuser memiliki rata-rata produksi 
yaitu 1,87 t/ha.  
3. Baluran 
Varietas Baluran dilepas berdasarkan keputusan Menteri Pertanian No. 
275/Kpts/TP.240/4/2002 tanggal 15 April 2002. Ciri-ciri varietas baluran ini 
adalah memiliki tinggi tanaman 60-80 cm. Baluran memiliki rata-rata hasil 
produksi yaitu 2,5-3,5 t/ha. 
 
2.3.2 Kedelai Varietas Unggul Umur Sedang 
Varietas unggul umur sedang merupakan varietas yang dapat dipanen lebih 
lama daripada varietas unggul kedelai umur genjah. 
1. Gumitir  
Varietas gumitir dilepas berdasarkan keputusan Menteri Pertanian No. 
203/Kpts./SR.120/4/2005 tanggal 11 April 2005. Varietas gumitir memiliki 
ciri-ciri Tipe tumbuh Determinit.  
2.  Ijen  
Varietas ijen dilepas berdasarkan keputusan Menteri Pertanian No. 
384/Kpts/SR.120/8/2003 tanggal 5 Agustus 2003. Ijen mempunyai ciri-ciri 
tinggi tanaman 51 cm. 
3. Detam-1 
Varietas Detam-1 dilepas berdasarkan keputusan Menteri pertanian No. 
9837/K-D-8-185 pada tahun 2008. Varietas Detam-1 memiliki ciri-ciri tinggi 
tanaman 58 cm, bentuk daun agak bulat. 
2.3.3 Kedelai Varietas Unggul Umur Dalam 
Varietas unggul umur dalam adalah varietas yang panennya jauh lebih lama 
dibandingkan dengan umur genjah dan umur sedang.  
1. Nanti  
Varietas nanti dilepas berdasarkan keputusan Menteri Pertanian No. 
534/Kpts/TP.240/10/2001 tanggal 22 Oktober 2001. Varietas ini memiliki ciri-
ciri tinggi tanaman 73 cm, memiliki cabang 3 sampai dengan 4. 
2. Manglayang 
Varietas manglayang dilepas berdasarkan keputusan Menteri Pertanian 
No. 765/Kpts/TP.240/6/99 tanggal 22 Juni 1999. Varietas mangalayang 
memiliki ciri-ciri tinggi tanaman kurang lebih 60cm, memiliki 4 percabangan. 
3. Mahameru 
Varietas mahameru dilepeas berdasarkan keputusan Menteri Pertanian 




memiliki ciri-ciri ketahanan terhadap penyait Moderat terhadap karat daun, 
memiliki tinggi tanaman 62-64 cm. 
2.4 Support Vector Machine (SVM) 
Tujuan dari SVM yaitu menemukan fungsi pemisah (classifier hyperlane) yang 
terbaik untuk dapat memisahkan dua buah kelas pada input space. Untuk dapat 
menemukan hyperlane terbaik dengan mengukur margin hyperlane yang 
diperoleh dari mengukur margin yang maksimal antara suatu ruang input non-
linear dengan ruang ciri menggunakan kaidah kernel (Putri et al., 2015). Prinsipnya 
SVM dapat bekerja secara linear, tetapi dapat juga bekerja secara non-linear 
dengan menggunakan metode kernel trick. Metode kernel trick digunakan untuk 
mencari hyperlane dengan cara mentransformasi dataset keruang vektor yang 
dapat berdimensi lebih tinggi (feature space), lalu proses klasifikasi dilakukan pada 
feature space. Pada penentuan fungsi kernel yang digunakan sangat berpengaruh 
kepada hasil prediksi (Imelda A.Muis & Muhammad Affandes, 2015).  
Berdasarkan dari karakteristiknya, metode SVM dibagi menjadi dua, yaitu 
SVM Linier dan SVM Non-Linier. SVM linier merupakan data yang dipishakan 
secara linier, yaitu memisahkan kedua class pada hyperplane dengan soft margin. 
Sedangakan SVM Non-Linier yaitu menerapkan fungsi dari kernel trick terhadap 
ruang yang berdimensi tinggi (Rachman & Purnami, 2012).  
 
Gambar 2.1 Pemisah Hyperlane Terbaik dari kedua class -1 dan +1 
Sumber : (Nugroho, et al., 2003) 
Sama halnya dengan yang dituliskan diatas, konsep dari metode SVM adalah 
sebagai usaha yang dilakukakn untuk mendapatkan hyperlane yang terbaik dan 
berfungsi sebagai pemisah antara dua buah class pada input space. Pada Gambar 
2.1 diperlihatkan bahwa terdapat beberapa pattern yang merupakan bagian 
anggota dari dua buah class yaitu: +1 dan -1. Pattern yang bergabung pada class -
1 diberi symbol dengan warna merah kotak sedangkan pattern pada class +1 dapat 
diberi symbol dengan warna kuning lingkaran. Problem yang terjadi pada 
klasifikasi tersebut dapat dilakukan dengan usaha menemukan garis hyperlane 
yang memisahkan antara kedua kelompok tersebut. Garis solid yang terdapat 




tengah kedua class, sedangkan titik merah dan titik kuning yang berada didalam 
lingkaran hitam adalah support vector. 
2.4.1 Support Vector Machine Linear 
Support Vector Machine Linear merupakan klasifikasi data yang dilakukan 
dengan cara linear. Klasifikasi pada linear dapat di selesaikan dengan cara mencari 
garis pemisah (hyperplane) menggunakan fungsi 𝑓(𝑤,𝑏)= 𝑥𝑖 ∗ 𝑤+𝑏 yang 
memisahkan data yang positif dan data yang negativ (Vijayakumar & Wu, 1999). 
(w * xi + b) ≤ -1                  (2.1) 
(w * xi + b) ≥  1                 (2.2) 
Keterangan:  
Xi = Data ke i 
W = Bobot super vector atau vector yang tegak lurus terhadap hyperlane 
b = nilai bias 
Yi = Kelas data ke-i   
𝑦𝑖 (𝑥𝑖 ∗ 𝑤+𝑏) −1 ≥0 𝑢𝑛𝑡𝑢𝑘 𝑖=1,2,3,…,𝑛     (2.3) 
Keterangan: 
n= jumlah data 
2.4.2 Support Vector Machine Non-Linear 
 Pada umumnya untuk masalah yang terdapat didalam domain pada dunia 
nyata, kebanyakan bersifat non linear. Fungsi kernel yang umumnya yaitu kernel 
Linear, kernel polynomial, dan kernel Gaussian RBF. 
Tabel 2.1 Kernel Umum Pada SVM 
Sumber : (Nugroho et al., 2003) 
Penggunaan kernel dapat digunakan untuk percobaan untuk menentukan 
percobaan parameter kernel sehingga dapat menghasilkan tingkat keakuratan 
yang terbaik dalam proses klasifikasi. Kernel linear digunakan pada saat data yang 
telah di kalsifikasi dapat dipisahkan dengan mudah melalui sebuah garis atau 
hyperlane, untuk kernel yang non-linear dapat dilakukan pada saat data yang 
digunakan dipisahkan dengan sebuah garis lengkung atau sebuah bidang pada 
Jenis Kernel Defenisi 
Kernel Linear 𝐾 (𝑥,𝑦)=𝑥∗𝑦 
Kernel Polynomial Degree 1 𝐾 (𝑥,𝑦)= (𝑥 ∗𝑦)𝑑 
Kernel Polynomial Degree 2 𝐾 (𝑥,𝑦)= (𝑥 ∗𝑦+𝑐)𝑑 
Kernel Gaussian RBF 𝐾 (𝑥,𝑦)=exp(||𝑥 − 𝑦||2) 




ruang yang mempunyai dimensi yang tinggi. Dalam penelitian ini kernel yang 
digunakan adalah kernel RBF, sehingga kernel RBF merupakan kernel yang 
memiliki performasi yang baik pada parameter tertentu yang memiliki kesalahan 
pelatiha yang minimum. 
2.4.3 Sequential Training  
Salah satu Hyperlane yang optimal terletak di dalam SVM dapat ditemukan 
dengan merumuskan ke dalam Quardatic Programing (QP) problem sehingga 
nantiya dapat di selesaikan secara Analisa numerik. SVM dapat memberikan 
kesalahan yang minimal dari klasifikasi yang memberkan hasil maksimal dengan 
menggunakan margin geometris. Quadratic Programing (QP) mempunyai 
algoritma yang lumayan kompleks dan membutuhkan waktu yang cukup lama 
untuk dapat menyelesaikan proses training. Alternative lain yang cukup simple 
dan sederhana yakni Sequential Training seperti halnya yang telah dikembangan 
oleh (Vijayakumar & Wu, 1999) : 
1. Inisialisasi 𝛼1= 0 kemudian dihitung menggunakan matrik Hessian. Matrik 
Hessian adalah perkalian antara kernel gaussiian dengan nilai Y. Nilai y yang 
dimaksud adalah nilai yang berupa vector yang mempunyai nilai 1 dan -1. 𝛼1 
yang digunakan untuk mencari nilai dari Support Vector, sehingga pada setiap 
data dari I sampai dengan j, hitung menggunakn persamaan matrik Hessian 
yang ditunjukkan sebagai berikut:  
Dij = 𝑦𝑖𝑦𝑗(𝐾(𝑥𝑖𝑥𝑗) + 𝜆
2)       (2.4) 
2. Selanjutnya dilakukan persamaan-persamaan dibawah ini: 
a. Menghitung error rate. 
𝐸𝐼 =  ∑ 𝑎𝑗
𝑖
𝑗=1 𝐷𝑖𝑗        (2.5) 
b. Menghitung nilai delta alpha 
𝛿𝛼𝑖 = min {max[y (1-𝐸𝑖)-α𝑖] C-α𝑖}     (2.6) 
c. Menghitung nilai Alpha 
α𝑖 =  α𝑖 +  𝛿𝛼𝑖        (2.7) 
Keterangan: 
α𝑖= alfa ke-i 
𝐷𝑖𝑗= matriks Hessian 
𝐸𝐼= error rate 
𝐶 = konstanta C 
𝛿𝛼𝑖 = delta alfa ke-i 
3. Mengulangi langkah pada Langkah ke 3 sampai dengan hasil nilai max 
(|𝛿𝛼𝑖|)<  (𝑒𝑝𝑠𝑖𝑙𝑜𝑛). 




SV= 𝛼𝑖>𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑆𝑉       (2.8) 
2.4.4 Normalisasi 
Normalisasi adalah proses yang digunakan dalam mengelolah data agar 
nilai antar fitur tidak memiliki nilai selisih yang jauh. untuk penelitian ini 
menggunakan metode normalisasi Min-Max Normalisasi. 
          Xbaru = ((Xlama – Minlama)/(Maxlama-Minlama))    (2.9) 
2.4.5 Testing Support Vector Machine 
Pada tahap ini akan nilakukan pencarian nilai f(x).  
𝑓(𝑥)= Σ𝛼𝑖𝑦𝑖𝐾(𝑥𝑖,𝑥)+𝑏       (2.10) 




 [∑ = 11𝑛 (𝑤∗𝑥+)+∑ = 1
1
𝑛 (𝑤∗𝑥−)𝑛𝑖=1]    (2.11) 
Keterangan: 
𝛼𝑖 = alfa ke-𝑖 
𝑦𝑖 = kelas data latih ke-𝑖 
b = bias 
𝐾 (𝑥𝑖,𝑥𝑗) = fungsi kernel yang digunakan 
𝑛 = jumlah data 
𝑥 = data uji 
𝑛 = jumlah data 
w = nilai bobot 
2.4.6 Kelebihan dan Kekurangan SVM 
Pada saat memilih suatu solusi untuk dapat menyelesaikan suatu masalah 
seharusnya perlu diketahui kekurangan dan kelebihan dari suatu metode yang 
akan digunakan. Setelah itu metode yang telah dipilih harus diperhatikan 
karakteristik data yang akan diolah. Dalam hal ini, metode SVM memang 
mempunyai banyak kelebihan dibandingakan dengan metode konvensional 
lainnya, namun tetap saja metode SVM juga mempunyai beberapa kekurangan. 
Berikut ini merupakan kelebihan dan kekurangan dari metode SVM (Nugroho et 
al., 2003):  
- Kelebihan Metode SVM: 
1. Generelaisasi dapat diartikan sebagai kemampuan suatu metode (SVM, 
neural network, dsb) untuk melakukan klasifiaksi suatu pattern, dimana 





2. Curse of dimensionality yakni suatu masalah yang biasa dihadapi suatu 
metode pattern recognition dalam melakukan estimasi parameter. Karena 
jumlah sampel data yang relative sedikit sehingga jika dibandingkan 
dengan dimensional vector data, sehingga semakin tinggi dimensi ruang 
vector yang diolah, maka akan menimbulkan konsekuensi yang 
membutuhkan jumlah data dengan dimensi yang tinggi. Vapnik telah 
membuktikan bahwa tingkat generalisasi yang didapatkan oleh SVM tidak 
dipengaruhi oleh dimensi dari input vector sehingga dapat memecahkan 
masalah yang mempunyai dimensi tinggi walaupun dalam keterbatasan 
sampel data yang dimiliki.  
3. Feasibility. Metode SVM dengan mudah dapat diimplementasikan karena 
proses dalam menentukan support vector dapat dirumuskan dalam QP 
problem. 
- Kelemahan metode SVM: 
1. Sulit digunakan dalam problem yang mempunyai ukuran besar. Yang 
dimaksud dengan ukuran besar adalah dengan jumlah sample yang 
diolah. 
2. Metode SVM secara terioritik dikembangkan dengan problem klasifikasi 




BAB 3 METODOLOGI PENELITIAN 
Bab ini secara umum menjelaskan tentang sistematika pembuatan sistem 
untuk mengklasifikasi kelompok masa panen varietas unggul kedelai, Mulai dari 
pengumpulan data, perancangan, hingga evaluasi hasil, secara umum sistem ini 

















Gambar 3.1 Diagram Blok Pembuatan Sistem 
3.1 Studi Literatur  
Studi literatur adalah pengkajian dari beberapa sumber baik berupa penelitian 
terkait sebelumnya maupun jurnal-jurnal ilmiah yang mendukung dalam proses 
penulisan laporan penelitian ini. Laporan penelitian ini sisusun berdasarkan teori 
yang mendukung, antara lain: 
1. Klasifikasi 
2. Metode Support Vector Machine (SVM) 











3.2 Pengumpulan Data  
Data dalam penelitian ini didapatkan dari website resmi Badan Penelitian 
dan Pengembangan Pertanian. 
Data yang diperoleh adalah file pdf yang memberikan deskripsi tentang 
varietas unggul kedelai. Sehingga hasil dari dataset tersebut akan dilakukan 
pembagian menjadi data latih dan data uji. Komposisi data latih dan data uji 
disesuaikan berdasarkan pengujian yang akan dilakukan. 
3.3 Perancangan Sistem  
Perancangan sistem membahas mengenai gambaran sistem secara umum. 
Analisis dilakukan untuk menentukan nilai akurasi dari perbandingan data hasil 
dari pengolahan dari perhitungan manual dengan perhitungan yang akan 
dilakukan dengan sistem untuk Klasifikasi Masa Panen Varietas Unggul Kedelai 
menggunakan metode Suppor Vector Machine (SVM).  Perancangan sistem akan 
dilakukan untuk merancang langkah-langkah kerja dari sistem secara menyeluruh, 
lebih baik dari segi model atau dari arsitektur sehingga mempermudah 
implementasi ataupun pengujian. Langkah yang akan dilakukan pada sistem akan 
disesuaikan dengan arsitektur sistem yang ada. Pertama melakukan normalisasi 
data latih dan data uji, berikutnya akan dilakukan tahap training dengan 
menggunakan kernel polynomial of degree 2 dan algoritme support vector 
machine, dan hasil nya yatu merupakan hasil dari klasifikasi masa panen kedelai. 
3.4 Pengujian Sistem 
Implementasi akan dilakukan dengan membuat program menggunakan 
bahasa pemrograman java. Implementasi pada program ini akan mengacu pada 
perancangan sistem menggunakan metode Support Vector Machine (SVM). 
Pengujian sistem akan dilakukan pengujian tingkat akurasi pada data latih dan 
tingkat akurasi. Data latih yang digunakan diambil secara acak dan juga berbeda 
dengan data uji, kemudian akan dilakukan pengujian parameter pada sequential 
training support vector machine dan untuk pengujian akurasi akan di pengaruhi 
oleh beberapa parameter yaitu lamda. 
3.5 Kesimpulan 
Kesimpulan dapat diambil ketika tahapan diselesaikan terlebih dahulu mulai 
dari tahap perancangan, hasil pengujian hingga analisis metode. Tahap akhir dari 
penulisan ini yaitu memberikan beberapa pertimbangan yang bias dijadikan 
pengembangan selanjutnya. Bagian terakhir dari penelitian ini dibuat apabila 






BAB 4 PERANCANGAN 
Pada bab perancangan ini akan dilakukan proses SVM yaitu dengan mengambil 
dataset, kemudian tahap berikutnya akan dilakukan perhitungan dengan kernel. 
Kernel yang di gunakan yaitu kernel polynomial yang akan menghasilkan matriks 
Hessian. 
4.1 Formulasi Permasalahan 
Varietas berperan penting dalam produksi kedelai, karena pada saat 
mencapai hasil produksi kedelai yang tinggi sangat ditentukan oleh potensi 
genetiknya. Potensi hasil yang terdapat di lapangan dipengaruhi oleh interaksi 
antara factor genetik dengan pengelolaan kondisi lingkungan. Setiap jenis masa 
panen varietas unggul kedelai mempunyai ekosistem atau media tanam yang 
berbeda-beda. Faktor yang mempengaruhi nya berupa umur, rata hasil, hama, 
tinggi tanaman dan jenis penyakit. Dari factor tersebut akan dibagi ke beberapa 
kelas yaitu umur dalam, umur sedang, dan umur genjah.  
Berdasarkan dari kriteria diatas dibutuhkan pengklasifikasian untuk masa 
panen varietas unggul kedelai. Untuk memenuhi kebutuhan tersebuh maka 
diperlukan pengklasifikasian Support Vector Machine (SVM). SVM berfungsi 
sebagai pemisah (classifier hyperlane) yang terbaik untuk dapat memisahkan dua 
buah kelas pada input space. 
4.2 Proses Penyelesaian Masalah Menggunakan Algoritme SVM 
Pada proses penyelesaian masalah akan dijelaskan bagaimana proses 
menyelesaikan masalah dengan menggunakan algoritme SVM. Tahap pertama 
yaitu dengan memasukkan data, yang kedua melakukan proses preprocessing, 
kemudian melakukan proses perhitungan sequential training SVM, lalu 
menghitung nilai wx+ dan wx-, mencari nilai bias, kemudian melakukan proses 
testing pada SVM, dan terakhir adalah hasil dari klasifikasi. Penyelasaian masalah 
dengan metode SVM akan dijelaskan pada Gambar 4.1 dan penjelasan untuk 
diagram alir proses algoritme SVM adalah sebagai berikut: 
1. Memasukkan data latih. 
2. Melakukan preprocessing untuk menghasilkan nilai fitur. 
3. Melakukan perhitungan pada data latih dengan menggunakan Sequential 
Training SVM. 
4. Proses menghitung nilai wx+ dan wx- 
5. Proses perhitungan nilai bias 
6. Proses menghitung testing pada SVM untuk menentukan kelas prediksi dari 
data uji. 

























4.3 Menghitung Kernel Support Vector Machine 
Pada bagian ini akan dilakukan proses perhitungan kernel terhadap data latih 
dan data uji setelah data dinormalisasi. Dalam proses menghitung kernel akan 































 Pada gambar 4.2 merupakan penjelasan proses menghitung kernel polynomial 
 
1. Memasukkan nilai pada fitur seleksi Tanaman kedelai yang sudah di 
normalisasi. 
2. Kemudian melakukan proses perulangan pada I dan j sebanyak data latih. 
3. Selanjutnya melakukan proses perhitungan kernel polynomial degree 2.  
4. Hasil yang didapatkan nilai matriks kernel polynomial degree 2. 
4.4 Menghitung Mattriks Hessian 
Pada bagian ini akan dilakukan proses perhitungan matriks Hesiian terhadap 
data latih. Untuk menghitung matriks hessian menggunakan 𝜆 (lamda) = 0.5. 


























Berikut merupakan penjelasan dari proses menghitung matriks Hessian pada 
gambar 4.3. 
1. Meginputkan nilai dari kernel polynomial Degree 2. 
2. Kemudian melakukan proses perulangan terhadap I dan j sebanyak 
jumlah data latih yang digunakan. 
3. Kemudian melakukan proses perhitungan matriks Hessian. 
4. Selanjutnya hasil yang didapatkan yaitu nilai perhitungan dari matriks 
Hessian. 
4.5 Menghitung Nilai Ei 




Gambar 4.4 Flowchart perhitungan nilai 𝐸i 
Berikut merupakan penjelasan dari proses perhitungan nilai Ei pada gambar 4.4 




2. Selanjutnya akan dilakukan proses pemanggilan method hasil dari 
perhitungan di matriks Hessian. 
3. Kemudian melakukan proses perhitungan Ei. 
4. Kemudian melakukan proses perulangan terhadap I dan j dari banyaknya 
data latih yang digunakan. 
5. Hasil yang didapatkan yaitu nilai Ei. 
4.6 Menghitung Nilai 𝜹𝜶𝒊 
Pada bagian ini akan dilakukan proses menghitun nilai 𝜹𝜶𝒊. Diagram alir akan 



































Berikut merupakan penjelasan mengenai proses menghitung nilai 𝜹𝜶𝒊 pada 
gambar 4.5.  
1. Tahap pertama menginisialisasi nilai γ (gamma), nilai Ei yang sudah dihitung 
pada tahap sebelumnya, nilai C (konstanta), dan nilai αi awal = 0. 
2. Selanjutnya melakukan perhitungan 𝜹𝜶𝒊. 
3. Selanjutnya proses perulangan perhitungan 𝜹𝜶𝒊 sebanyak data latih yang 
digunakan. 
4. Hasil yang didapatkan yaitu nilai dari 𝜹𝜶𝒊. 
4.7 Menghitung Nilai 𝜶𝒊  
Pada tahap menghitung nilai 𝜶𝒊. Diagram alir dapat terdapat pada gambar 4.6. 
 





Berikut merupakan penjelasan mengenai proses perhitungan nilai 𝛼𝑖 (alfa 
baru) pada gambar 4.6. 
1. Memasukkan nilai 𝛿𝛼𝑖 untuk memanggil method dari perhitungan 𝛿𝛼𝑖.  
2. Tahap berikutnya yaitu melakukan proses perhitungan nilai 𝛼𝑖.  
3. Selanjutnya melakukan proses perulangan perhitungan nilai 𝛼𝑖 sebanyak data 
latih yang digunakan. 
4. Hasil yang didapatkan dari perhitungan tersebut merupakan alpha baru. 
4.8 Menghitung Nilai Testing Support Vector Machine (SVM) 
Pada tahap menghitung nilai testing Support Vector Machine akan dilakukan 
perhitungan nilai testing terhadap data uji, yang sebelumnya melakukan 
perhitungan nilai 𝑓(𝑥). Nilai 𝑓(𝑥) tersebut merupakan nilai prediksi dari data uji. 






Gambar 4.7 Flowchart Perhitungan F(x) 
Berikut penjelasan mengenai proses perhitungan F(x) pada data uji. 
1. Memasukkan nilai 𝛼𝑖 terbaru, kemudaian menginputkan nilai bias dan nilai 
kernel. 
2. Berikutnya akan melakukan proses perulangan I dan j sebanyak data training 
dan menginisialisasi nilai awal dari sigma_𝑎𝑦𝑘 = 0. 
3. Kemudian menghitung nilai sigma_ayk terbaru. 
4. Melakukan proses perhitungan F(x), dimana nilai sigma_ayk di tambahkan 
dengan nilai pada bias yang telah didapatkan. 
5. Selanjutnya proses perulangan IF, jika F(x) lebih kecil dari 0 maka kelas_baru 
termasuk pada kelas lolos (1). Dan jika nilai F(x) lebih besar dari 0, maka 
kelas_baru termasuk pada kelas tidak lolos (-1). 





4.9 Melakukan Manualisasi 
Pada tahap ini akan melakukan proses perhitungan secara manual. Pada 
tahap manualisasi terdapat 10 data set yang digunakan, dari 10 data set yang akan 
digunakan terdapat 6 data training dan 4 data set untuk proses testing atau data 
uji. Kemudian 10 data set tersebut nilai dari tiap fiturnya akan di normalisasi. 
Selanjutnya akan melakukan perhitungan kernel, dengan nilai yang didapatkan 
akan digunakan untuk mencari nilai matriks Hessian. Selanjutnya mencari nilai 𝛼𝑖 
(alpha baru), nilai 𝛿𝛼𝑖 (delta 𝛼𝑖), nilai Ei. Selanjutnya menginisialisasi nilai C 
(konstanta) = 1, nilai nilai 𝜆 (lamda) = 0.5, nilai  (epsilon) = 0.001 dan untuk nilai 
𝛼 awal = 0. Proses yang terakhir akan melakukan perhitungan kernel 
menggunakan polynomial degree 2 dan perhitungan dengan algoritme Support 
Vector Machine (SVM). 















1 100 1.2 65 1 1 
umur 
dalam 
2 100 1.2 80 3 1 
Umur 
dalam 
3 110 1.5 90 3 2 
Umur 
dalam 
4 90 1.5 57 2 2 
Umur 
sedang 
5 85 1.5 60 3 3 
Umur 
sedang 
6 85 1 60 2 2 
Umur 
sedang 
7 85 1.5 65 2 2 
Umur 
sedang 
8 75 1.1 60 3 3 Umur 
genjah 
9 75 1.1 60 3 3 Umur 
genjah 





4.9.1 Menghitung Normalisasi 
Pada tahap menghitung normalisasi proses yang dilakukan adalah 
menormalisasi data pada tabel 4.2 menggunakan metode Min-Max 
Normalitation.  











1 0.8 0.07143 0.41667 0.33333333 0.33333333 
umur 
dalam 
2 0.8 0.07143 0.66667 1 0.33333333 
Umur 
dalam 
3 1 0.17857 0.83333 1 0.66666667 
Umur 
dalam 
4 0.6 0.17857 0.28333 0.66666667 0.66666667 
Umur 
sedang 
5 0.3 0.03571 0.33333 1 1 
Umur 
genjah 
6 0.3 0.03571 0.33333 1 1 
Umur 
genjah 
7 0.5 0.17857 0.33333 0.66666667 0.66666667 
Umur 
sedang 
8 0.5 0 0.33333 1 1 
Umur 
sedang 




Perhitungan normalisasi yang dilakukan menggunakan rumus 2.9 yaitu: 
Xbaru = ((Xlama – Minlama)/(Maxlama-Minlama)) 
Berikut merupakan contoh dari perhitungan normalisasi. 
X = ((100-60)/(110-60)) 
   = 0.8 
Untuk semua data dihitung dengan atribut yang sama. Hasil dari normalisasi 






4.9.2 Menghitung Nilai Kernel   
Pada tahap menghitung nilai kernel merupakan tahap ketiga, yaitu 
melakukan training data. Data yang digunakan untuk menghitung kernel akan 
digunakan 6 dari 10 data yang digunakan. Pada proses training menginisialisasi 
nilai 𝜆 (lamda) = 0.5, nilai 𝛼𝑖 (alfa awal) = 0,  (epsilon) = 0.0001, C (konstanta) = 1, 
threshold = 0, dan iterasiMax = 6.  
𝐾 (𝑥,𝑦)=( 𝑥∗𝑦+1 )𝑑 
Proses menghitung nilai kernel Polynomial Degree 2 pada baris dan kolom: 








Pada proses kernel dilakukan proses perulangan sampai semua data 
training yang digunakan selesai. Hasi perhitungan kernel dapat dilihat pada tabel 
4.3. 
Tabel 4.3 Nilai Kernel 
 
1 2 3 4 5 6 
1 4.165417 5.604224 7.374119 4.224074 4.194741 4.194741 
2 5.604224 10.24421 12.89193 6.607639 7.8294 7.8294 
3 7.374119 12.89193 17.39538 8.875096 10.56784 10.56784 
4 4.224074 6.607639 8.875096 5.574578 6.833808 6.833808 
5 4.194741 7.8294 10.56784 6.833808 10.25528 10.25528 
6 4.194741 7.8294 10.56784 6.833808 10.25528 10.25528 




8 4.864475 8.735309 11.8642 7.440772 10.63485 10.63485 
9 2.507591 4.11271 4.903563 3.505046 4.389453 4.389453 
 
4.9.3 Menghitung Matriks Hessian  
Pada perhitungan matriks hessian, data nilai yang akan digunakan dalam 
menghitung Matiriks Hessian, data yang digunakan untuk menghitung pada 
matriks hessian yaitu menggunakan hasil nilai pada perhitungan kernel dan kelas 
data dengan nilai 𝜆 (lamda) = 0.5. untuk menghitung matriks Hessian 
menggunakan rumus berikut: 𝐷𝑖𝑗= 𝑦𝑖𝑦𝑗 (𝐾𝑥𝑖𝑥𝑦)+ 𝜆2  
Proses perhitungan nilai matrik Hessian pada baris dan kolom: 
- Baris dan kolom (1,1) = (-1)*(-1)*( 4.165417)+(0.52)) 
 = 4.415417201 
- Baris dan kolom (1,2) = (-1)*(-1)*(5.604224)+(0.52) 
 = 5.854224 
 
Pada perhitungan matriks Hessian akan dilakukan perulangan semua data 
training yang digunakan selesai. Hasil dari proses perhitungan matriks Hessian 
dapat dilihat pada tabel.  
Tabel 4.4 Nilai Matriks Hessian 
 
1 2 3 4 5 6 
1 4.415417 5.854224 7.624119 4.474074 4.444741 4.444741 
2 5.854224 10.49421 13.14193 6.857639 8.0794 8.0794 
3 7.624119 13.14193 17.64538 9.125096 10.81784 10.81784 
4 4.474074 6.857639 9.125096 5.824578 7.083808 7.083808 
5 -3.94474 -7.5794 -10.3178 -6.58381 10.50528 -10.0053 






4.9.4 Menghitung Nilai Ei 
Pada tahap ini melakukan proses perhitungan nilai Ei(error rate). Data nilai 
yang digunakan untuk menghitung nilai Ei (error rate) yaitu perhitungan pada 
matriks hessian. Proses pertama pada tahap ini menginisialisasi nilai alpha = 0 
untuk semua fitur, sehingga hasil inisiakisasi dapat dilihat pada tabel 4.5. 
Tabel 4.5 Inisialisasi nilai Alpha awal 
 1 2 3 4 5 6 
α  
 
0 0 0 0 0 0 
Proses berikutnya yaitu menghitung nilai Ei (error rate). 




Proses perhitungan nilai Ei (error rate) pada baris kolom: 
- Baris dan kolom (1,1) = (0*4.15417) 
- Baris dan kolom (1,2) = (0*5.854224) 
- Baris dan kolom (1,3) = (0*7.624119) 
- Baris dan kolom (1,4) = (0*4.474074) 
- Baris dan kolom (1,5) = (0*4.44474) 
- Baris dan kolom (1,6) = (0*4.44474) 
Setelah hasil nilai Ei(error rate) ditemukan semua pada Fitur 1 sampai dengan 
Fitur ke-6 kemudian dijumlahkan sehingga akan menjadi nilai Ei (error rate).  
Ei (1) = ((1,1) + (1,2) + (1,3) + (1,4) + (1,5) + (1,6)) = 0 
Hasil pada proses perhitungan Ei (error rate) dapat dilihat pada tabel 4.6.  
 
Tabel 4.6 Perhitungan Error Rate 
 
1 2 3 4 5 6 
1 0 0 0 0 0 0 
2 0 0 0 0 0 0 
3 0 0 0 0 0 0 
4 0 0 0 0 0 0 




6 0 0 0 0 0 0 
 
4.9.5 Menghitung Nilai 𝜹𝒂𝒊 
Pada tahap ini melakukan proses perhitungan nilai 𝜹𝒂𝒊. Data yang digunakan 
untuk menghitung nilai 𝜹𝒂𝒊 perhitungan nilai dari Ei(error rate), nilai alpha awal = 
0, dan inisialisasi nilai C (konstanta) = 1. Untuk menghitung nilai 𝜹𝒂𝒊 digunakan 
rumus 2.6.  
𝛿𝛼𝑖=𝑚𝑖𝑛{𝑚𝑎𝑥[𝛾(1− Ε𝑖),− 𝛼𝑖],𝐶− 𝛼𝑖} 
Perhitungan nilai 𝛿𝛼𝑖 pada data ke : 
- Data ke-1 = min{max[0.001(1-0), - 0] , 1 – 0} = 0.00100 
- Data ke 2 = min{max[0.001(1-0), - 0] , 1 – 0} = 0.00100 
Pada saat melakukan perhitungan 𝛿𝛼𝑖 akan dilakukan perulangan semua data 
training yang digunakan selesai. Hasil yang didapatkan dari proses perhitungan 
data ke-6 data training dapat dilihat pada tabel 4.7. 
Tabel 4.7 Perhitungan 𝛿𝛼𝑖 
 1 2 3 4 5 6 
𝛿𝛼𝑖 0.00100 0.00100 0.00100 0.00100 0.00100 0.00100 
 
4.9.6 Mencari Alfa Baru 
Pada tahap ini akan dilakukan proses perhitungan 𝛼𝑖 (alpha baru). Data yang 
digunakan untuk mencari nilai 𝛼𝑖 (alpha baru) yaitu hasil nilai 𝛿𝑎𝑖 dan nilai 𝛼 (alpha 
awal).  
Tabel 4.8 Nilai Alpha Baru 
 1 2 3 4 5 6 
α lama  0 0 0 0 0 0 
α baru  0.001 0.001 0.001 0.001 0.001 0.001 
 
Iterasi 1 
Pada tahap iterasi 1 akan dilakukan proses pertama yaitu mencari nilai dari Ei 
dengan nilai 𝛼 baru.  
1. Menghitung nilai Ei  




Proses perhitungan nilai Ei (error rate) pada baris dan kolom: 
- Baris dan kolom (1,1) = (0.0001*4.41542) = 0.00442 
- Baris dan kolom (1,2) = (0.0001*5.85422) = 0.01171 




- Baris dan kolom (1,4) = (0.0001*4.47407) = 0.0179 
- Baris dan kolom (1,5) = (0.0001*4.44474) = 0.0222 
- Baris dan kolom (1,6) = (0.0001*4.44474) = 0.02667 
Hasil dari nilai Ei (error rate) pada data ke 1 dijumlahkan sehingga hasilnya 
menjadi nilai Ei (error rate). 
Ei(1) = ((1,1) + (1,2) + (1,3) + (1,4) + (1,5) + (1,6)) 
         = 0.00442+0.01171+0.02287+0.0179+0.0222+0.02667 
                = 0.10578 
 
Hasil dari perhitungan Ei (error rate) dapat dilihat pada tabel 4.9. 
 
Tabel 4.9 Nilai Ei(error rate) pada iterasi ke-1 
 
1 2 3 4 5 6 Ei 
1 0.004415 0.011708 0.022872 0.017896 0.022224 0.026668 0.105785 
2 0.005854 0.020988 0.039426 0.027431 0.040397 0.048476 0.182572 
3 0.007624 0.026284 0.052936 0.0365 0.054089 0.064907 0.242341 
4 0.004474 0.013715 0.027375 0.023298 0.035419 0.042503 0.146785 
5 -0.00394 -0.01516 -0.03095 -0.02634 0.052526 -0.06003 -0.0839 
6 -0.00394 -0.01516 -0.03095 -0.02634 -0.05003 0.063032 -0.06339 
 
2. Menghitung nilai 𝛿𝑎𝑖 
Proses menghitung nilai 𝛿𝑎𝑖 dapat menggunakan nilai dari perhitungan Ei yang 
telah dilakukan diatas, nilai 𝑎𝑖 (alpha baru), dan inisialisasi nilai C (konstanta) = 1. 
Untuk menghitung nilai 𝛿𝑎𝑖. 
𝛿𝛼𝑖=𝑚𝑖𝑛{𝑚𝑎𝑥[𝛾(1− Ε𝑖),− 𝛼𝑖],𝐶− 𝛼𝑖} 
Proses perhitungan nilai 𝛿𝑎𝑖 pada data ke: 
- Data ke 1 = min {max[0.001(1−0.),−0.001],1−0}  
                            = 0.001 
- Data ke 2 = min {max[0.001(1−0),−0.001],1−0}  




Kemudian akan dilakukan proses perulangan semua data training sampai 
dengan selesai. Hasil dari perhitungan dapat dilihat pada tabel 4.10. 
Tabel 4.10 Mengitung δαi pada iterasi 1 
 1 2 3 4 5 6 
δαi  0.001 0.001 0.001 0.001 0.001 0.001 
 
3. Menghitung nilai 𝑎𝑖  
Proses perhitungan nilai 𝑎𝑖 (alpha baru) dapat menggunakan rumus berikut. 
𝛼𝑖= 𝛼𝑖+ 𝛿𝛼𝑖 
Proses perhitungan pada data ke: 
- Data ke 1 = 0+0.001 = 0.001 
- Data ke 2 = 0+0.001 = 0.001 
Tabel 4.11 Nilai perhitungan 𝜶𝒊 pada iterasi-1 
 1 2 3 4 5 6 
α lama  0 0 0 0 0 0 
α baru  0.001 0.001 0.001 0.001 0.001 0.001 
 
Iterasi 2 
Pada saat iterasi ke 2 kita akan melakukan proses pertama yaitu mencari nilai 
dari Ei dengan nilai 𝛼 baru pada iterasi ke-1. 
1. Menghitung nilai Ei  




Proses perhitungan nilai Ei pada baris dan kolom: 
- Baris dan kolom (1,1) = (0.001*4.41542) = 0.0044 
- Baris dan kolom (1,2) = (0.001*5.85422) = 0.00585 
- Baris dan kolom (1,3) = (0.001*7.62412) = 0.00076 
- Baris dan kolom (1,4) = (0.001*4.47407) = 0.00447 
- Baris dan kolom (1,5) = (0.001*4.44474)  = -0.0044  
- Baris dan kolom (1,6) = (0.001*4.44474)  = -0.0044 
Setelah hasil dari Ei didapatkan maka tahap berikutnya melakukan penjumlahan 
pada data ke 1, sehingga menjadi nilai Ei(error rate). 
Ei (1) = ((1,1) + (1,2) + (1,3) + (1,4) + (1,5) + (1,6)) 
          = (0.044+0.00585+0.0076+0.00447+(-0.0044)+ (-0.0044)) 




Hasil perhitungan Ei dapat dilihat pada tabel berikut. 
Tabel 4.12 Hasil perhitungan Ei (error rate) pada iterasi ke-2 
  
1 2 3 4 5 6 Ei 
1 0.004415 0.005854 0.007624 0.004474 0.004445 0.004445 
0.031257 
2 0.005854 0.010494 0.013142 0.006858 0.008079 0.008079 
0.052507 
3 0.007624 0.013142 0.017645 0.009125 0.010818 0.010818 
0.069172 
4 0.004474 0.006858 0.009125 0.005825 0.007084 0.007084 
0.040449 
5 -0.00394 -0.00758 -0.01032 -0.00658 0.010505 -0.01001 
-0.02793 
6 -0.00394 -0.00758 -0.01032 -0.00658 -0.01001 0.010505 
-0.02793 
 
2. Menghitung nilai 𝛿𝑎𝑖  
Pada saat melakukan proses menghitung nilai 𝛿𝑎𝑖 menggunakan nilai 
hasilperhitungan nilai Ei (error rate), nilai alpha baru pada iterasi 1 dengan 
inisialisasi nilai C (konstanta) = 1. 
Rumus yang digunakan ialah: 
𝛿𝛼𝑖=𝑚𝑖𝑛{𝑚𝑎𝑥[𝛾(1− Ε𝑖),− 𝛼𝑖],𝐶− 𝛼𝑖} 
Proses perhitungan pada data ke: 
- Data ke-1 = min{max[0.001(1−0.001),−0.001],1−0.001} 
                   = 0.001 
-  Data ke-2 = min{max[0.001(1−0.001),−0.001],1−0.001} 
                    = 0.001 
 
Tabel 4.13 Perhitungan δαi pada iterasi ke-2 
 1 2 3 4 5 6 









3. Menghitung nilai 𝑎𝑖 
Untuk menghitung nilai alpha baru pada iterasi ke-2 akan menggunakan rumus 
berikut: 
𝛼𝑖= 𝛼𝑖+ 𝛿𝛼𝑖  
Proses perhitungan nilai alpha baru pada data ke: 
- Data ke 1 = 0.001+0.001 = 0.002 
- Data ke 2 = 0.001+0.001 = 0.002 
Tabel 4.14 Nilai perhitungan 𝜶𝒊 pada iterasi ke-2 
 1 2 3 4 5 6 
α lama 0.001 0.001 0.001 0.001 0.001 0.001 
α baru 0.002 0.002 0.002 0.002 0.002 0.002 
 
Iterasi Ke-6 
Pada saat iterasi ke 6 kita akan melakukan proses pertama yaitu mencari nilai 
dari Ei dengan nilai 𝛼 baru pada iterasi ke-5. 
1. Menghitung nilai Ei  




Proses perhitungan nilai Ei pada baris dan kolom: 
- Baris dan kolom (1,1) = (0.004724*4.41542) = 0.02086 
- Baris dan kolom (1,2) = (0.004537*5.85422) = 0.02656 
- Baris dan kolom (1,3) = (0.00439*7.62412) = 0.03347 
- Baris dan kolom (1,4) = (0.00464*4.47407) = 0.02077 
- Baris dan kolom (1,5) = (0.00524*4.44474)   = 0.02329 
- Baris dan kolom (1,6) = (0.00524*4.44474) = 0.02329 
Setelah hasil dari Ei didapatkan maka tahap berikutnya melakukan penjumlahan 
pada data ke 1, sehingga menjadi nilai Ei(error rate). 
Ei (1) = ((1,1) + (1,2) + (1,3) + (1,4) + (1,5) + (1,6)) 
          = (0.02086 + 0.02656 + 0.3347 + 0.02077 + 0.02329 + 0.02329) 









Tabel 4.15 Hasil Perhitungan Ei(error rate) pada iterasi ke-6 
  1 2 3 4 5 6 Ei 
1 0.020859 0.02656 0.03347 0.020768 0.023289 0.023289 0.148234 
2 0.027656 0.04761 0.057693 0.031832 0.042334 0.042334 0.249459 
3 0.036017 0.059623 0.077463 0.042357 0.056683 0.056683 
0.328825 
4 0.021136 0.031112 0.040059 0.027037 0.037117 0.037117 
0.193578 
5 -0.01864 -0.03439 -0.0453 -0.03056 0.055045 -0.05242 -0.12626 
6 -0.01864 -0.03439 -0.0453 -0.03056 -0.05242 0.055045 -0.12626 
 
2. Menghitung nilai 𝛿𝑎𝑖 
         Menghitung nilai 𝛿𝑎𝑖 dengan rumus berikut. 
𝛿𝛼𝑖=𝑚𝑖𝑛{𝑚𝑎𝑥[𝛾(1− Ε𝑖),− 𝛼𝑖],𝐶− 𝛼𝑖} 
- Data ke-1 = min{max[0.001(1-0.148234),-0.004724],1-0.004724} 
                         = 0.00085 
Tabel 4.16 Nilai perhitungan 𝜹𝒂𝒊 pada iterasi ke-6 
 1 2 3 4 5 6 
δαi 0.00085 0.00075 0.00067 0.00081 0.00113 0.00113 
3. Menghitung nilai 𝑎𝑖 
Untuk melakukan perhitungan alpha baru dapat menggunakan rumus 2.7. 




Proses perhitungan nilai alpha baru pada data ke: 
- Data ke 1 = 0.004724+0.00085 
                  = 0.00558 
- Data ke 2 = 0.004537+0.00075 
                  = 0.00529 
Proses perhitungan nilai alpha baru akan melakukan perulangan untuk semua 
data training yang digunakan hingga selesai. Hasil perhitungan iterasi ke-6 data 
training yang digunakan dapat dilihat pada tabel berikut. 
 1 2 3 4 5 6 
α lama 0.004724 0.004537 0.00439 0.004642 0.00524 0.00524 
α baru 0.00558 0.00529 0.00506 0.00545 0.00637 0.00637 
Kelas di 
data asli 
-1 -1 -1 -1 1 1 
 
Setelah melakukan proses perhitungan pada iterasi ke-6 maka berikutnya akan 
dilakukan proses dengan kondisi dimana pada nilai maksimum 𝛿𝑎 jika kurang dari 
nilai Ei maka akan dilakukan iterasi selanjutnya sampai dengan iterMax. Hasil daro 
perhitungan nilai Support Vector Machine yang didapatkan dari hasil nilai 𝛼𝑖 > dari 
nilai threshold = 0. 
Proses perhitungan nilai threshold kelas negatif dan positif menggunakan 
Persamaan berikut: 
Kelas negatif : 𝑆𝑉= 𝛼𝑖<𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑆𝑉 
Kelas positif : 𝑆𝑉= 𝛼𝑖>𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑆𝑉 
Tabel 4.17 Perhitungan Nilai Threshold 
 1 2 3 4 5 6 
Min 0.00558 0.00529 0.00506 0.00545 0 0 
Max 0 0 0 0 0.00637 0.00637 
Setelah selesai menentukan nilai threshold min_max dan menentukan nilai 
maksimal pa1da kelas min dan max, selanjutnya menghitung nilai bias. Langkah 
untuk menghitung nilai bias yaitu: 
1. Menghitung nilai K (xi,x-) menggunakan persamaan berikut: 
𝐾 (𝑥,𝑦)=( 𝑥∗𝑦+1 )𝑑 
Proses perhitungan pada kelas minimum:  















- Data ke 1 pada kelas Positif:  
=((0.3*0.8) + (0.03571*0.07143) + (0.3333*0.41667) + (1*0.3333) + 
(1*0.3333)+1)^2 
= 4.19474 
- Data ke-2 pada kelas Positif: 
=((0.3*0.8) + (0.03571*0.07143) + (0.3333*0.41667) + (1*0.3333) + 
(1*0.3333)+1)^2 
= 4.19474 
2. Menghitung nilai W*X pada kelas negatif dan kelas positif. 
- Data ke-1 pada kelas negatif: 
(w.x-) = 4.16541 * 0.06068 * (-1) 
           = -0.25275 
Data ke-2 pada kelas negatif: 
(w.x-) = 5.60422 * 0.05856 * (-1) 
 = -0.32816 
- Data ke-1 pada kelas positif: 
(w.x+) = 4.19474 * 0.06068 * 1 
= -0.34006 
- Data ke-2 kelas positif: 
(w.x+) = 10.2442 * 0.05856 * 1 
            = -0.34006 
Setelah selesai dilakukan proses perhitungan maka akan ditunjukkan 
perhitungan kernel pada tabel. Kemudian untuk nilai bobot pada kelas positif dan 





Tabel 4.18 Hasil Perhitungan Nilai Kernel dan Bobot 
  K(xi,x-) K(xi,x+)  Wx- w.x+ 
1 4.165417 5.604224 -0.02323 -0.03125 
2 5.604224 10.24421 -0.02963 -0.05416 
3 7.374119 12.89193 -0.03732 -0.06525 
4 4.224074 6.607639 -0.02301 -0.036 
5 4.194741 7.8294 0.026704 0.049842 
6 4.194741 7.8294 0.026704 0.049842 
Jumlah -0.05979 -0.08698 
 





∑ (𝑤 ∗ 𝑥+) + ∑ (𝑤 ∗ 𝑥−)𝑚𝑖=1
𝑚
𝑖=1  
b =(-0.5) * (-0.05979 + -0.08698) 
   = 0.07338 
 
4.9.7 Menghitung Data Testing 
Pada saat menghitung data testing akan dilakukan proses menghitung data 
testing. Sebelum menghitung data testing tersebut, akan dilakukan proses 
pertama yaitu menghitung nilai K(xi,x). Pada proses kedua akan dilakukan 
perhitungan 𝛼∗𝑦∗𝐾. Dan selanjutnya akan mencari nilai f(x).  
1. Proses menghitung data testing ke-1 (pada data ke-7) 
- Data ke 1 untuk nilai x menggunakan nilai pada data ke-7 yang akan 
dinormalisasikan dan nilai alpha akan menggunakn iterasi ke-6. 
K (x1,x) = ((0.5*0.8) + (0.17857*0.07143) + (0.33333*0.41667) +      
(0.66666*0.333333) + (0.66666*0.33333)+1)^2 =3.98437 
(𝑎∗𝑦∗𝑘 )= 0.06068* (-1) * 3.98437 
= (-0.2417) 
- Data ke 1 untuk nilai x menggunakan nilai pada data ke-8  
K(x1,x) = ((0.5*0.8) + (0*0.07143) + (0.3333*0.41667) + (1*0.33333) + 
(1*0.33333)+1)^2 = 4.86448 
(𝑎∗𝑦∗𝑘 )= 0.06068* (-1) * 4.8644 
= (-0.2951) 
- Data ke 1 untuk nilai x menggunakan nilai pada data ke-9 
K(x1,x) = (0.3*0.8) + (0.14286*0.07143) + (0*0.41667) + 
(0.666666*0.333333) + (0.333333*0.3333333)+1)^2 = 2.50759 





- Data ke 1 untuk nilai x menggunakan nilai pada data ke-10 
K(x1,x) = (0.3*0.8) + (0.07143*0.07143) + (0*0.41667) + (1*0.3333) + 
(1*0.3333) +1) ^2 = 3.65486 
 
2. Proses selanjutnya akan dilakukan perhitungan nilai f(x). 
𝑓(𝑥)= Σ𝛼𝑖𝑦𝑖𝐾(𝑥𝑖,𝑥)+𝑏 
Proses perhitungan nilai f(x): 
- Data ke-1 pada data testing ke-7: 
F(x) = (-0.5924) + 0.91726 
= 0.32486 
- Data ke-1 pada data testing ke-8: 
F(x) = (-0.6325) + 0.91726 
= 0.28476 
- Data ke-1 pada data testing ke-9: 
F(x) = (-0.3449) + 0.91726 
= 0.57236 
Hasil perhitungan nilai f(x), nilai 𝐾(𝑥𝑖,𝑥) dan nilai (𝑎∗𝑦∗𝐾(𝑥𝑖𝑥)) dapat dilihat 
pada Tabel 4.19 berikut. 
Tabel 4.19 Hasil Perhitungan F(x), Data Testing, dan Klasifikasi 
NO 
Testing Data ke 7 Testing Data ke 8 Testing Data ke 9 
K(xi,x) α*y*K K(xi,x) α*y*K K(xi,x) α*y*K 
1 3.984369 -0.02222 4.8644 -0.02712 2.5075 -0.01398 
2 6.3699 -0.03368 8.7353 -0.04619 4.1127 -0.02175 
3 8.53094 -0.04318 11.8642 -0.06005 4.9035 -0.02482 
4 5.36025 -0.0292 7.4407 -0.04054 3.505 -0.0191 
5 6.76428 0.043061 10.6348 0.067701 4.38945 0.027943 
6 6.76427 0.043061 10.6348 0.067701 4.38945 0.027943 
Jumlah -0.042154053 -0.038493247 -0.023753922 
 






(α*y*K)    
F(x) 0.32486 0.28476 0.57236 
Kelas Awal -1 -1 1 




Hasil perbandingan dari kelas actual dan kelas klasifikasi akan ditunjukkan 
pada tabel 4.21 berikut. 





Kelas Awal Kelas Rekomendasi 
7 -1 1 salah 
8 -1 1 salah 
9 1 1 Benar 
 
4.9.8 Menghitung Manual Nilai Akurasi  
Proses perhitungan akurasi merupakan tolak ukur sebagai keberhasilan 
dari kesesuaian hasil klasifikasi sistem dengan hasil klasifikasi yang telah 
ditetapkan.  
Akurasi % = 
∑ 𝑑𝑎𝑡𝑎 𝑢𝑗𝑖 𝑠𝑒𝑠𝑢𝑎𝑖
∑ 𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 𝑢𝑗𝑖
 * 100% 




      = 33.3333 
4.9.9 Perancangan Parameter Sequential Training Vector Machine (SVM) 
Pengujian ini dilakukan untuk mendapatkan hasil nilai 𝜆 (lambda) terbaik 
adalah 0.1, 0.3, 0.5, dan 1.  
Tabel 4.22 Perancangan Pengujian Lambda 
Percobaan ke-
i 
Nilai λ (lambda) 
0.01 0.1 0.5 1 5 10 20 
1        
2        
3        
4        
5        
6        
Rerata        
 
4.10 Perancangan Pengujian Sistem  
Pada saat melakukan pengujian validasi pada sistem, apabila tingkat error 
pada sistem hanya sedikit maka sistem tersebut dapat dikatakan baik. Proses 




- Pengujian Rasio Data. 
- Pengujian parameter 𝜆 (lamda). 
- Pengujian pada parameter C (konstanta) 
- Pengujian parameter 𝜖 (epsilon). 
- Pengujian pada parameter jumlah iterasi. 
- Pengujian pada validasi. 
4.10.1 Melakukan Pengujian Parameter 𝝀 (lamda) 
Pada tahap ini pengujian akan dilakukan untuk mengetahui nilai dari 
(lamda) terbaik pada data yang digunakan. Pada penelitian ini lamda yang akan 
digunakan ialah lamda = 0.5. 
Tabel 4.23 Perancangan Pengujian Parameter Lamda 
Lamda 
Percobaan ke-i 
1 2 3 4 5 
0.5      
1      
5      
10      
20      
Rata-rata      
 
4.10.2 Melakukan Pengujian Parameter C (Konstanta) 
Pada tahap ini pengujian akan dilakukan untuk mengetahui nilai C 
(kontanta) terbaik pada data yang digunakan. Pada penelitian ini konstanta yang 
digunakan adalah C (Konstanta) = 1. Perancangan pengujian C (Konstanta) dapat 
dilihat pada tabel 4.25. 
Tabel 4.24 Perancangan Pengujian Parameter C (Konstanta) 
Konstanta 
Percobaan ke-i 
1 2 3 4 5 
0.1      
1      
10      
20      




Rata-rata      
4.10.3 Melakukan Pengujian Parameter 𝝐 (Epsilon) 
Pada tahap ini pengujian akan dilakukan untuk mengetahui 𝝐 (Epsilon) 
terbaik pada data yang digunakan. Pada penelitian ini menggunakan 𝝐 (Epsilon) 
dengan nilai = 0.0001. pengujian 𝝐 (Epsilon) dapat dilihat pada tabel 4.26. 
Tabel 4.25 Perancangan Pengujian Parameter 𝝐 (Epsilon) 
Epsilon 
Percobaan ke-i 
1 2 3 4 5 
0.0001      
0.01      
1      
10      
50      







4.10.4 Melakukan Pengujian Parameter Iterasi 
Pada tahap ini pengujian akan dilakukan untuk mengetahui Minumum 
iterasi berapa untuk mendapatkan nilai terbaik. Perancangan pengujian dapat 
dilihat pada tabel 4.27. 
Tabel 4.26 Pengujian Iterasi 
Iterasi 
Percobaan ke-i 
1 2 3 4 5 
10      
50      
100      
150      
200      
Rata-rata      
 
4.10.5 Melakukan Pengujian Cross Validation 
Pada tahap ini pengujian akan dilakukan untuk mengetahui seberapa baik 
sistem yang akan dibuat, jika nilai dari perhitungan presentase akurasi bernilai stail 
atau tetap maka sistem yang telah dibuat sudah valid dan dapat digunakan. 
Perancangan pengujian iterasi dapat dilihat pada tabel 4.28.  




1 2 3 4 5 
K = 2      
K = 3      
K = 5      
K = 6      




BAB 5 IMPLEMENTASI 
Bab ini akan menjelaskan implementasi sistem berdasarkan perancangan 
sistem yang telah dibuat dan akan menjelaskan analisis kebutuhan pada penelitian 
ini.  
5.1 Spesifikasi Sistem 
5.1.1 Melakukan Pengujian Cross Validation 
Perangkat keras yang digunakan dalam penelitian ini, yaitu: 
1. AMD A-10-8700 Radeon R6 
2. Memory 4096 MB 
3. Hardisk 1 TB 
5.1.2 Spesifikasi Perangkat Lunak  
Perangkat lunak yang digunakan pada penelitian ini, yaitu: 
1. Sistem Operasi Windows 10 64 bit 
2. Bahsa pemrograman Python 
5.2 Implementasi Algoritme SVM 
Pada bagian implementasi algoritme SVM ini akan menjelaskan tentang 
implementasi program dalam penentuan masa panen varietas unggul kedelai 
menggunakan Algoritme Support Vector Machine (SVM). Dan pada tahap ini berisi 
tentang kode program pada sistem. 














double[][] kernelPolinomial(double x[][], double 
y[][],int c, int d) { 
double[][] xy = new double[x.length][x.length]; 
for (int i = 0; i < xy.length; i++) { 
for (int j = 0; j < xy[0].length; j++) { 





double kernelPerData(double x[], double y[],int c, int 
d) { 










for (int i = 0; i < x.length; i++) { 
kernel += x[i] * y[i]; 
} 
kernel += c; 
return Math.pow(kernel, d); 
} 
Kode Program 5.1 Implementasi Algoritme Perhitungan Kernel SVM 
Penjelasan Program: 
1. Baris 1 membuat method kernelpolynomial dengan parameter x dan y 
dengan matriks 2 dimensi, parameter c, dan parameter d. 
2. Baris 2-9 untuk menginisialisasi variabel yang dibuat berdasarkan 
Panjang nya data x, dimana x merupakan data latih dan memiliki fungsi 
untuk menyimpan nilai kernel. kemudian melakukan perulangan I dan y 
sepanjang data xy, dan mengembalikan nilai variabel xy. 
3. Baris 10-17 menginisialisasi method kernelpolynomial per satu pasang 
nilai variabel x dan variabel y dengan matriks 1 dimensi, parameter c, 
dan parameter d, dan melakukan perkalian nilai variabel x dan y. 
kemudian hasil keluarannya memangkatkan nilai kernel dari variabel d.  






















double Ei[] = baru.Ei(hessian, alpa); 





for (int i = 0; i < deltaAlpa.length; i++) { 




double newAlpa[]= baru.newAlpa(alpa, deltaAlpa); 
alpa = newAlpa; 





Kode Program 5.2 Implementasi Perhitungan Sequential Training SVM 
Penjelasan kode program: 
1. Baris 1 Melakukan inisialisasi nilai pada maxdelta. 
2. Baris 3 menampilkan hasil perhitungan alpha. 
3. Baris 4-6 menginisialisasi variabel Ei dan delta alpa dan menyimpan nilai 
Ei baru dan deltaAlpha baru.  
4. Baris 7-12 menginisialisasi variabel max delta dengan nilai awal 0 dan 
melakukan perulangan variabel I sepanjang delta alpha dimana nilai 
max baru lebih besar dari nilai sebelumnya, sehingga nilai dari max delta 
baru sama dengan nilai maxdelta. 
5. Baris 13-16 menginisialisasi variabel new alpha dan variabel alpa 
kemudian menampilkan hasil newalpha sehingga nilai iterasi akan 
bertambah 1.  
6. Baris 17 jika nilai variabel iter lebih kecil dari itermax maka max delta 
lebih besar daripada epsilon. 
7. Baris 21-22 minginisialisasi XMin dan XMax yang mempunyai variabel y 
latih, dan variabel threshold. 
8. Baris 23-24 menginisialisasi nilai kernelMin dan nilai kernelMax yang 
mempunyai parameter variabel datalatih, Xmin, c dan d. 
9. Baris 25-26 menginisialisasi nilai bobot max dan bobot mn dengan nilai 



















System.out.println("alpa "+ Arrays.toString(alpa)); 
System.out.println("---------------------"); 
double[] XMin = dataLatih[baru.candidatMin(alpa, 
yLatih, theshold)]; 
double[] XMax = dataLatih[baru.candidatMax(alpa, 
yLatih, theshold)]; 
double[] kernelMin = baru.kernel(dataLatih, XMin,c, d); 
double[] kernelMax = baru.kernel(dataLatih, XMax,c, d); 
double bobotMax = baru.bobot(alpa, yLatih, kernelMax); 
double bobotMin = baru.bobot(alpa, yLatih, kernelMin); 
double bias = baru.bias(bobotMin, bobotMax); 
System.out.println("bias" + bias); 
System.out.println("bobot max" + bobotMax); 




10. Baris 27 menginisialisasi nilai bias dengan nilai bias baru yang 
didapatkan dari perhitungan variabel bobotmax dan bobotmin. 
11. Baris 28-30 menanmpilkan hasil bias, bobotMax, dan bobotMin. 













double[][] matrixHessian(double[] y, double[][] 
kernel, double lamda) { 
double D[][] = new 
double[kernel.length][kernel[0].length]; 
for (int i = 0; i < D.length; i++) { 
for (int j = 0; j < D[0].length; j++) { 






Kode Program 5.3 Implementasi Algortime perhitungan Matirks Hessian 
Penjelasan kode program: 
1. Baris 1 adalah method matrixHessian dengan parameter y matriks 1 
dimensi, parameter kernel matriks 2 dimensi dan parameter lamda. 
2. Baris 2 menginisialisasi variabel D dengan nilai sepanjang kernel, yang 
bertujuan unutk menyimpan nilai matriks hessian. 
3. Baris 3-4 melakukan perulangan variabel I dan j sepanjang nilai pada 
variabel D. 
4. Baris 5 menghitung nilai matriks hessian dengan perkalian variabel y 
terhadap I, variabel y terhadap j dengan nilai kernel.  
5. Baris 6-8 penutup perulangan variabel I dan j lalu mengembalikan nilai 
D. 








b. Implementasi Algoritme Perhitungan Ei 
Kode program 5.4 Implementasi Algoritme Perhitungan Ei 
Penjelasan kode program: 
1. Baris ke 1 adalah method Ei dengan parameter hessian matriks 2 
dimensi dan alpha 1 dimensi. 
2. Baris ke 2 melakukan inisialisasi variabel Ei untuk menyimpan nilai Ei. 
3. Baris ke 3-5 melakukan perulangan variabel I dan j sepanjang nilai 
hessian dan menginisialisasi nilai Ei pada kolom ke i. 
4. Baris ke 6 melakukan perhitungan nilai Ei dengan mengalikan nilai 
matriks hessian dengan nilai alpha awal. 
5. Baris 7-8 penutup perulangan variabel j dan i. 
6. Baris 9 mengembalikan nilai Ei. 
7. Baris 10 penutup method Ei. 











double[] Ei(double[][] hessian, double[] alpa) { 
double Ei[] = new double[alpa.length]; 
for (int i = 0; i < hessian[0].length; i++) { 
Ei[i] = 0; 
for (int j = 0; j < hessian.length; j++) { 














double[] deltaAlpa(double learningRate, double[] 
alpa, double[] Ei, double C) { 
  double deltaAlpa[] = new double[alpa.length]; 
  for (int i = 0; i < deltaAlpa.length; i++) { 
   deltaAlpa[i] = Math.min(Math.max(learningRate * 







Kode Program 5.5 Implementasi Algoritme Perhitungan 𝜹𝜶𝒊  
Penjelasan kode Program : 
1. Baris ke 1 merupakan method 𝜹𝜶𝒊 dengan parameter learningrate, 
alpha, Ei, dan C.  
2. Baris 2 metupakan inisialisasi delta alpha untuk menyimpan nilai delta 
alpha. 
3. Baris 3 melakukan perulangan variabel i 
4. Baris 4-7 merupakan perhitungan nilai deltaAlpha dengan mengalikan 
nilai learningrate dikalikan pengurangan 1 dengan nilai Ei, alpha dan 













double []newAlpa(double []alpa, double 
[]deltaAlpa){ 
double[] newAlpa = new double[alpa.length]; 
for (int i = 0; i < newAlpa.length; i++) { 
if (i==0) { 
newAlpa[i] = alpa[alpa.length-1] + deltaAlpa[i]; 
}else{ 





Kode program 5.6 Implementasi Algoritme Perhitungan 𝜶𝒊 
Penjelasan kode program:  
1. Baris ke 1 merupakan method NewAlpha dengan parameter alpha lama 
dan deltaAlpha. 
2. Baris ke 2 menginisialisasi variabel newAlpha untuk menyimpan nilai 
new alpha. 
3. Baris ke 3-11 melakukan perulangan variabel i sepanjang nilai newAlpha 
jika nilai variabel I adalah 0 maka nilai NewAlpha akan dilakukan 
perhitungan dengan menambahkan penjumlahan nilai dari alpha lama 






































int candidatMin(double[] alpa, double[] y, double 
treshold){ 
double candidat[] = new double[y.length]; 
for (int i = 0; i < y.length; i++) { 
if (y[i] < treshold) { 
candidat[i] = alpa[i]; 
} else { 
candidat[i] = 0; 
} 
} 
double max = candidat[0]; 
int index = 0; 
for (int i = 1; i < candidat.length; i++) { 
if (candidat[i] > max && candidat[i] != 0) { 
max = candidat[i]; 





int candidatMax(double[] alpa, double[] y, double 
treshold){ 
double candidat[] = new double[y.length]; 
for (int i = 0; i < y.length; i++) { 
if (y[i] > treshold) { 
candidat[i] = alpa[i]; 
} else { 
candidat[i] = 0; 
} 
} 
double max = candidat[0]; 
int index = 0; 































if (candidat[i] > max && candidat[i] != 0) { 
max = candidat[i]; 





double[] kernel(double[][] data, double[] 
dataMinMax, int d){ 
double kernel[] = new double[data.length]; 
for (int i = 0; i < data.length; i++) { 





double bobot(double[] alpa, double[] y, double[] 
kernel) { 
double bobot = 0; 
for (int i = 0; i < kernel.length; i++) { 




double bias(double bobotMin, double bobotMax) { 
return -1 * (bobotMax + bobotMin) / 2; 
} 
Kode program 5.7 Implementasi Algoritme Perhitungan Nilai Bias 
Penjelasan kode program:  
1. Baris 1 merupakan method untuk mencari data mana yang akan 
digunakan di kelas -1 dan mempunyai parameter alpha, variabel y 
sebagai data latih dan threshold. 
2. Baris 2 melakukan inisialisasi variabel kandidat sepanjang nilai variabel 




3. Baris 3-7 melakukan perulangan variabel I sepanjang variabel y jika 
variabel y lebih kecil dari nilai threshold, maa akan mengisi nilai candidat 
ke I dengan nilai alpha baru atau mengisi nilai pada variabel candidat 
dengan nilai ke I = 0. 
4. Baris 10 melakukan inisialisasi variabel candidat dengan variabel max 
5. Baris 11 melakukan inisialisasi variabel index dengan 0. 
6. Baris 12-18 melakukan perulangan variabel I sepanjang nilai variabel 
candidat -1, jika nilai candidat baru lebih besar dari max maka nilai 
candidat baru tidak sama dengan 0, kemudian akan disimpan nilai 
candidat baru sama dengan nilai max sehingga menghasilkan nilai index. 
7. Baris 20-21 merupakan method untuk mencari nilai index dimana data 
yang akan digunakan kelas 1 dan mempunyai parameter alpha, variabel 
y sebagai data latih, dan threshold, dan akan melakukan inisialisasi 
variabel candidat untuk menyimpan nilai candidatnya nanti. 
8. Baris 22-26 melakukan perulangan cariabel I sepanjang nilai variabel y 
yaitu jika nilai variabel y lebih kecil dati nilai threshold mala akan mengisi 
nilai candidat ke I dengan nilai alpha baru, atau akan mengisi nilai pada 
variabel candidt ke I dengan 0. 
9. Baris 29 melakukan inisialisasi variabel candidat dengan variabel max. 
10. Baris 30-37 melakukan inisialisasi variabel index dengan 0, kemudian 
melakukan perulangan variabel I, namun Ketika nilai candidat baru lebih 
besar dari max maka nilai candidat baru tidak sama dengan 0. kemudian 
candidat baru akan disimpan dan akan menghasilkan candidat baru 
sama dengan nilai max dan mengembalikan nilai index. 
11. Baris 39 merupakan method untuk menghitung nilai kernel dengan 
parameter data, data MinMax, dan d. 





13. Baris 41-44 akan dilakuka perulangan variabel I sepanjang variabel data 
untuk menghitung nilai kernel akan dilakukan pemanggilan method 
kernel perdata, sehingga menghasilkan nilai kernel. 
14. Baris 46-51 merupakan method yang akan digunakn menghitung nilai 
bobot, nilai bobot awal adalah 0 sehingga akan dilakukan perulangan I 
sepanjang nilai kernel kemudian menghitung nilai bobot dengan rumus 
dan menghasilkan nilai bobot. 
15. Baris 53 merupakan method untuk menghitung nilai bias dengan 




double Fx(double bobot, double bias) { 
return bobot + bias; 
} 
Kode Program 5.8 Implementasi Perhitungan Nilai F(x) 
Penjelasan kode program: 
1. Baris 1 Merupakan method f(x) dengan parameter bobot dan bias. 
2. Baris 2 akan dilakukan perhitungan f(x) dengan menjumlahkan nilai 





BAB 6 PENGUJIAN DAN ANALISIS 
Bab ini akan menjelaskan pengujian perbandingan rasio data, pengujian iterasi, 
pengujian K-fold dan parameter yang digunakan untuk Support Vector Machine 
terhadap data latih dan data uji yang telah digunakan dalam penelitan.  
6.1 Pengujian Terhadap Patameter Sequential Training SVM 
6.1.1  Skenario Pengujian pada Parameter 𝝀 (lamda) 
Pada tahap selanjutnya akan dilakukan pengujian parameter 𝝀 (lamda), data 
yang digunakan yaitu data latih dan data uji. Pada tahap ini 𝝀 (lamda) yang 
digunakan dalam pengujian yaitu 0.5,1,5,10,20. Pengujian parameter 𝝀 (lamda) 
menggunakan kernel Polynomial Degree 2 dengan nilai K= 5 dan parameter 
sequential training Support Vector Machine yaitu 𝜖 (epsilon) = 0.0001, C = 1, 
itermax = 10. Hasil pengujian parameter lamda dapat dilihat pada tabel 6.1. 
 
Tabel 6.1 Hasil Pengujian Parameter lamda 
Lamda 
Percobaan ke-i Rata-
Rata 1 2 3 4 5 
0.5 50 27.777 50 38.888 50 43.333 
1 50 33.333 50 38.888 50 44.4442 
5 66.666 55.555 22.222 27.777 50 44.444 
10 72.222 61.111 33.333 55.555 61.111 56.6664 
20 33.333 44.444 77.777 61.111 55.555 54.444 
6.1.2 Analisis Pengujian pada Parameter 𝝀 (lamda) 
Hasil pengujian Parameter lamda pada tabel 6.1, dapat dilihat bahwa tingkat 
akurasi yang terbaik diperoleh pada lamda 10 dengan besar akurasi 56.666%. 
Dengan hasil yang diperoleh maka lamda tersebut akan digunakan dalam 






Gambar 6.1 Skenario Tingkat Akurasi Hasil Pengujian Parameter  
Gambar 6.1 merupakan chart nilai pengujian dari masing-masing parameter 
uji yang sudah dilakukan. Chart yang sudah ditampilkan menunjukkan bahwa nilai 
parameter lamda 10 memiliki nilai akurasi yang paling tinggi yaitu 56.666%. Dapat 
disimpulkan bahwa jika nilai parameter pada lamda semakin besar maka hasil 
akurasi yang didapatkan akan semakin tinggi, namun jika nilai lamda terlalu besar 
seperti saat nilai lamda 20 akan menyebabkan akurasi yang sangat rendah begitu 
juga dengan selisihnya yang cukup jauh. Penyebab nilai akurasi tendah terhadap 
nilai lamda yang terlalu besar adalah semakin besar nilai lamda akan membuat 
proses komputasi pada tahap perhitungan matriks hessian cenderung lebih lama. 
6.1.3 Skenario Pengujian pada Parameter C (Konstanta) 
Pada hasil pengujian parameter C (konstanta), data yang digunakan berupa 
data latih dan juga data uji dengan jumlah 90 data. Pada pengujian parameter C 
(kontanta) menggunakan kernel Polynomial Degree 2 dan patameter sequential 
training Support Vector Machine yaitu epsilon = 0.0001, lamda = 10, itermax = 10. 
Hasil dari pengujian parameter C (konstanta) dapat dilihat pada Tabel berikut. 




1 2 3 4 5 
0.1 50 33.333 50 72.222 55.555 52.222 
1 72.222 61.111 33.333 55.555 61.111 56.6664 
10 66.666 55.555 61.111 44.444 44.444 54.444 
20 66.666 55.555 22.222 27.777 44.444 43.3328 
















6.1.4 Analisis Pengujian pada Parameter C (Konstanta) 
Pada hasil pengujian parameter C (konstanta), pada Tabel 6.2, dapat 
diketahui bahwa tingkat akurasi yang terbaik yaitu pada parameter C (konstanta) 
sebesar 1 dengan besar akurasi 56.6664%. Dengan hasil yang sudah didapatkan 
maka parameter C (konstanta) akan digunakan untuk pengujian berikutnya. 
 
Gambar 6.2 Grafik Tingkat Akurasi Pada Pengujian Parameter C (Konstanta) 
Pada Gambar 6.2 menggunakan grafik hasil dari pengujian parameter C 
(konstanta), yang artinya pada saat konstanta sebesar 1 merupakan nilai akurasi 
terbaik yaitu 56.6664%. pada metode sequential training support vector machine, 
nilai C (konstanta) digunakan untuk mengontrol margin dan error klasifikasi. 
Namun pada pengujian yang telah dijalankan, nilai C tidak berpengaruh pada 
akurasi. Hal ini disebabkan karena data yang telah diuji dengan nilai C pada 
pengujian tersebut mempunyai error klasifikasi yang tidak berpengaruh pada 
margin. Sehingga akurasi yang didapatkan selalu berbeda-beda. 
6.1.5 Skenario Pengujian pada Parameter 𝝐 (Epsilon) 
Pada hasil pengujian parameter 𝝐 (Epsilon), data yang akan digunakan 
adalah data latih dan juga data uji yang memiliki jumlah 90 data. Pada tahap 
pengujian parameter epsilon yang akan digunakan dalam pengujian adalah 
0.0001,0.01,1,10,50. pengujian parameter epsilon menggunakan kernel 



















1 2 3 4 5 
0.0001 33.333 44.444 38.888 61.111 55.555 46.6662 
0.01 72.222 55.555 44.444 55.555 55.555 56.6662 
1 44.444 44.444 44.444 61.111 55.555 49.9996 
10 22.222 16.666 50 61.111 55.555 41.1108 
50 66.666 16.666 16.666 27.777 44.444 34.4438 
 
6.1.6 Analisis Pengujian pada Parameter 𝝐 (Epsilon) 
Hasil dari pengujian parameter epsilon pada tabel 6.3, dapat dilihat bahwa 
tingkat akurasi terbaik dari parameter epsilon ialah 0.01 dengan besar akurasi 
yaitu 56.666%. Dengan hasil yang diketahui maka parameter epsilon tersebut 
digunakan untuk pengujian berikutnya. 
 
Gambar 6.3 Grafik Tingkat Akurasi Pengujian Epsilon 
Pada gambar 6.3 dapat dilihat bahwa hasil dari pengujian parameter epsilon 
sebesar 0.01 menunjukkan hasil akurasi terbaik yaitu 56.666%. Hal tersebut 
dikarenakan semakin besarnya nilai epsilon maka akan semakin cepat untuk 
memenuhi syarat berhentinya iterasi maksimum. Syarat dari berhentinya iterasi 
maksimum tersebut ialah nilai dari delta alpha lebih kecil daripada nilai epsilon. 
Jika nilai epsiolon semakin besar maka iterasi tersebut semakin kecil. Sedangkan 
jika nilai epsilon semakin kecil maka akan menghasilkan nilai akurasi yang semakin 














6.1.7 Skenario Pengujian Jumlah Iterasi 
Pada tahap melakukan pengujian iterasi data yang digunakan yaitu berupa 
data latih dan juga data uji, dengan jumlah data yaitu 90 data. Pada tahap ini iterasi 
yang digunakan dalam pengujian adalah 10, 50, 100, 150, dan 200. Pengujian 
iterasi tersebut menggunakn kernel Polynomial Degree 2 dengan nilai konstanta = 
0.0001, lamda = 10, epsilon = 0.01. 




1 2 3 4 5 
10 72.222 61.111 33.333 55.555 61.111 56.6664 
50 50 38.888 22.222 27.777 50 37.7774 
100 33.333 44.444 55.555 72.222 44.444 49.9996 
150 61.111 55.555 44.444 33.333 50 48.8886 
200 27.777 44.444 27.777 44.444 55.555 39.9994 
 
6.1.8 Analisis Pengujian Jumlah Iterasi 
Hasil dari pengujian iterasi pada Tabel 6.4, dapat dilihat bahwa tingkat 
akurasi yang terbaik ada pada 56.6664%. Dengan hasil yang diketahui maka iterasi 
tersebut digunakan untuk parameter berikutnya. 
 
Gambar 6.4 Grafik Tingkat Akurasi Hasil Pengujian Iterasi 
Pada gambar 6.4 ditunjukkan grafik hasil dari pengujian iterasi, yang memliki 
arti nilai iterasi sebesar 10 memiliki nilai akurasi yang tinggu yaitu sebesar 
56.666%. hal tersebut dapat disimpulkan bahwa semakin kecil iterasi yang 
dilakukan maka semakin besar pula akurasi yang didapatkan, namun hal tersebut 













mirip dengan iterasi ke 100, karena nilai iterasi akan berhenti jika iterasi tersebut 
memenuhi syarat konvergen. 
6.1.9 Skenario Uji Coba Menggunakan K-Fold 
Skenario Pengujian Jumlah data Latih dan Data uji, data yang digunakan 
yaitu data latih dan data uji dengan jumlah data yang dimiliki adalah 90 data. Hasil 
pengujian Jumlah data latih dan data uji dapat dilihat pada Tabel 6.5. 





1 2 3 4 5 6 
K = 2 57.777 35.555 - - - - 46.666 
K = 3 60 60 36.666 - - - 52.222 
K = 5 72.222 61.111 33.333 55.555 61.111 - 56.6664 
K = 6 80 53.333 20 40 60 33.333 47.77767 
6.1.10 Analisis Uji Coba Jumlah K pada K-Fold 
Hasil dari pengujian Jumlah data Latih dan Data Uji pada Tabel 6.6 dapat 
dilihat bahwa akurasi terbaik pada percobaan ke – 5 dengan besar akurasi 
56.666%. 
 
Gambar 6.5 Grafik Uji Validasi 
 
Pada Gambar 6.6 menunjukkan grafik hasil dari pengujian K-Fold Jumlah 
data latih dan data uji dengan nilai K yaitu 2, 3, 5, dan 6. Garafik yang ditampilkan 
menunjukkan meskipun masing-masing pengujian memiliki rata-rata evaluasi yang 
berbeda-beda, tetapi hasil dari semua pengujian mempunyai pola yang hampir 
serupa. Sehingga dapat dilihat kembali bahwa pada saat cross validation 








K = 2 K = 3 K = 5 K = 6




Jadi dari beberapa jenis parameter yang telah dilakukan pengujian, dapat 
disimpulkan bahwa nilai parameter terbaik yaitu:  






𝜆 (lamda) 10 
Konstanta 1 
Epsilon 0.01 








BAB 7 PENUTUP 
Pada bab penutup akan menjelaskan kesimpulan dan saran dari penelitian 
klasifikasi masa panen tanaman kedelai dengan menggunakan metode Support 
Vector Machine (SVM). Kesimpulan ini merupakan penjelasan dari jawaban dari 
rumusan masalah yang telah dibuat. Saran yang telah dibuat akan digunakan 
untuk pengembang penelitian ini lebih lanjut. 
7.1 Kesimpulan 
Setelah dilakukannya penelitian dan pengujian maka dapat disimpulkan 
bahwa Klasifikasi masa panen varietas unggul kedelai menggunakan algoritme 
support vector machine(SVM) yaitu: 
1. Penerapan Algoritme Support Vector Machine (SVM) dalam penentuan masa 
panen varietas unggul kedelai. Penerapan yang dilakukan merupakan Langkah 
awal yaitu dengan menormalisasi data set yang digunakan. Data set yang akan 
digunakan dalam penelitian yaitu sebanyak 90 data set yang didapat dari 
masa panen varietas unggul kedelai. Tahap berikutnya akan dilakukan 
penghitungan kernel, dalam penghitungan kernel akan digunakan kernel 
polynomial degree 2. Kemudian akan dilakukan perhitungan sequential 
training dari beberapa proses yaitu perhitungan matriks hessian, kemudian 
akan dilakukan proses penghitungan nilai dari error rate (𝐸𝑖), berikutnya akan 
dilakukan proses penghitungan delta alpha (𝛿𝛼𝑖), kemudian dilanjutkan 
dengan menghitung nilai alpha. Setelah proses perhitungan sequential 
training dilakukan, maka Langkah berikutnya akan dilakukan proses 
penghitungan data testing yaitu dengan melakukan perhitungan nilai bias 
yang akan digunakan untuk menghitung nilai 𝑓(𝑥). Untuk mendapatkan nilai 
akurasi maka akan dilakukan beberapa tahap pengujian parameter yang 
terdiri dari parameter 𝜆 (lamda), kemudian dilanjutkan dengan perhitungan 
parameter C (Konstanta), berikutnya akan dilakukan penghitungan parameter 
𝜖 (epsilon), pengujian berikutnya akan dilakukan pengujian validasi. 
2. Hasil dari pengujian parameter Support Vector Machine (SVM) yang dilakukan 
pada penelitian ini, maka didapatkan nilai akurasi terbaik yang didapatkan 
dalam parameter 𝜆 (lamda) yaitu 10, kemudian nilai dari parameter C 
(Konstanta) yang terbaik yaitu sebesar 1, nilai akurasi terbaik parameter 𝜖 
(epsilon) sebesar 0.01, nilai akurasi terbaik pada akurasi yaitu sebesar 10 






Saran yang akan digunakan dalam penelitian selanjutnya yaitu sebagai 
berikut: 
1. Pada penelitian ini menggunakan 90 data set, pada saat menggunakan 
algoritme support vector machine (SVM) untuk 90 data set dimana data yang 
dimiliki cukup kecil, maka pada saat penelitain selanjutnya menggunakan data 
yang lebih banyak sehingga tidak menyebabkan akurasi menurun dan dapat 
mengakibatkan hasil tidak sesuai dengan yang diharapkan. 
2. Dibutuhkan algoritma optimasi, sehingga nilai pada parameter 𝜆 (lamda), 
parameter 𝐶 (konstanta) dan parameter 𝜖 (epsilon) akan menghasilkan nilai 
yang optimal. Salah satu contoh algoritma yang dapat digunakan adalah 
Particle Swarm Optimization (PSO). 
3. Penggunaan kernel dalam penelitian ini adalah kernel polynomial degree 2. 
Pada saat penelitian selanjutnya lebih disarankan untuk menggunakan kernel 
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Lampiran 1 – Dataset Varietas Unggul Kedelai 










1 Otau 100 1,2  65 Tahan Tahan umur 
dalam 
2 No.27 100 1,2 80 Rentan Tahan Umur 
dalam 










5 Sumbing  85 1,5 60 Rentan Rentan Umur 
sedang 












8 Davros 80 1,5 55 Rentan Rentan  Umur 
sedang 






10 Galunggung 90 1,5 50 Tahan Tahan Umur 
sedang 
11 Guntur 75 1,1 60 Rentan Rentan Umur 
genjah 
12 Lokon 75 1,1 60 Rentan Rentan Umur 
genjah 





















16 Raung 85 1,6 50 Rentan Rentan Umur 
sedang 














20 Petek 75 1,2 40 Rentan Rentan Umur 
genjah 
21 Tambora 70 1,5 70 Tahan Tahan Umur 
genjah 
22 Lompobatang 60 1,7 75 Tahan Tahan Umur 
genjah 





























































35 Kipas putih 90 1,6 60 Rentan Rentan Umur 
dalam 
36 Sindoro 86 2,0 59 Tahan Tahan Umur 
sedang 
37 Slamet 87  2,2 65 Tahan Tahan Umur 
sedang 
38 Pangrango 88 1,4 65 Tahan Tahan Umur 
sedang 
39 Kawi 88 2,8 70 Tahan  Tahan  Umur 
sedang 














































48 Tanggamus 88 1,2 67 Rentan Rentan  Umur 
sedang 
49 Nanti 91 1,2 73 Tahan Tahan Umur 
dalam 
50 Sibayak 89 1,4 74 Rentan Rentan Umur 
sedang 
51 Mahameru 94 2,1 64 Rentan Rentan Umur 
sedang 





53 Lawit 84 2,0 58 - - Umur 
sedang 
54 Menyapa 85 1,9 64 - - Umur 
sedang 
55 Merubetiri 95 3,0 100 - - Umur 
dalam 
56 Baluran 80 3,5 80 - - Umur 
sedang 












59 Sulawah  93 2,5 100 Tahan Tahan Umur 
dalam 






61 Rajabasa 85 2,0 54 Tahan Tahan Umur 
sedang 








64 Arjasari 98 2,2 72 Rentan Rentan Umur 
dalam 
65 Mallika 90 2,9 80 Rentan Rentan Umur 
dalam 





























71 Gepak ijo 76 2,6 65 Tahan - Umur 
genjah 




73 Mutiara 1 82 2,4 46 Tahan Tahan Umur 
dalam 
74 Gema 73 2,4 55 Rentan Rentan Umur 
genjah 
75 Dering 1 81 2,0 57 Tahan Tahan Umur 
sedang 
76 Detam 3 
prida 
75 2,9 56 Rentan Rentan Umur 
genjah 
77 Detam 4 
prida 






78 Gamasugen 1 66 2.4 45 Tahan Tahan Umur 
genjah 
79 Gamasugen 2 68 2,4 45 Tahan Tahan Umur 
genjah 
80 Mutiara 2 87 2,4 56 Rentan Tahan Umur 
sedang 
81 Mutiara 3 84 2,4 56 Rentan Tahan Umur 
sedang 




83 Dena 1 78 1,7 59 Rentan Tahan Umur 
genjah 
84 Dena 2 81 1,3 40 Tahan Tahan  Umur 
sedang 








87 Derap 1 76 2,8 59 Tahan Rentan Umur 
genjah 













90  Detap 1 78 2,7 68 Tahan Tahan Umur 
genjah 
91 Seulawah 92 2,5 100 Tahan Rentan Umur 
dalam 
92 Devon 2 77 2,6 59 Tahan Tahan Umur 
genjah 
 
