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ABSTRACT In the tethered particle motion method the length of a DNA molecule is monitored by measuring the range of
diffusion of a microsphere tethered to the surface of a microscope coverslip through the DNA molecule itself. Looping of DNA
(induced by binding of a speciﬁc protein) can be detected with this method and the kinetics of the looping/unlooping processes
can be measured at the single molecule level. The microsphere’s position variance represents the experimental variable re-
porting on the polymer length. Therefore, data windowing is required to obtain position variance from raw position data. Due to
the characteristic diffusion time of the microsphere, the low-pass ﬁltering required to attain a good signal/noise ratio (S/N) in the
discrimination of looped versus unlooped state impacts signiﬁcantly the measurement’s time resolution. Here we present a
method for measuring lifetimes based on half-amplitude thresholding and then correcting the kinetic measurements, taking into
account low S/N (leading to false events) and limited time resolution (leading to missed events). This method allows an accurate
and unbiased estimation of the kinetic parameters under investigation, independently of the choice of the window used for
variance calculation, with potential applications to other single molecule measurements with low S/N.
INTRODUCTION
The tethered particle motion method
Single molecule techniques have been ﬁrst established in elec-
trophysiology for the measurement of activity of single ion
channels (1). These measurements have ever since repre-
sented a fundamental tool for the investigation of the kinetic
properties of ion channels as well as of their mechanism of
permeation and gating.
In the last decade, the single molecule approach has been
extended to the study of many different enzymatic systems
through the development of technologies apt to manipulate
(2–6) and visualize (7), at the single molecule level, a variety
of enzymes in the appropriate functional assays. Overcoming
the limitations of bulk biochemical measurements, which
sample the average signal from a very large (and often het-
erogeneous) population of molecules, these techniques allow
the investigation of the reaction trajectory of a single en-
zyme, leading to an improved understanding of its biochem-
ical mechanism and biophysical properties.
One single molecule technique is represented by the teth-
ered particle motion method (TPM, (8–10)). In this method a
biopolymer (typically a nucleic acid) is anchored at one end
to the surface of a microscope coverslip and tagged at the
other end with a microsphere. Thus, the microsphere is teth-
ered to the glass surface through the polymer and exhibits a
restricted Brownian diffusion with amplitude proportional to
the length of the polymer itself. The range of diffusion can be
measured with simple light microscopy techniques and can
be used to detect variations in the length of the tether induced
by the activity of structural or enzymatic proteins. This method,
ﬁrst developed for the study of the activity of RNA polymer-
ase at the single molecule level (9,10), offers the great advan-
tage of enabling biophysical and biochemical measurements
at the single molecule level, yet requiring a very simple ex-
perimental apparatus. In addition to further studies on RNA
polymerase (11,12), TPM has also been applied to the single
molecule study of other proteins, including Lac repressor
(8,13), and other systems (14–18).
Particularly interesting is the application of this method to
the study of the dynamics of protein/DNA interaction, as in
the case of Lac repressor (LacI): the binding of LacI simul-
taneously to two operators on the same DNA molecule in-
duces the formation of a loop in the DNAmolecule and alters
its average end-to-end length. Therefore, the TPM signal can
discriminate looped and unlooped state of the DNAmolecule
based on the amplitude of microsphere mobility switching
between two discrete levels (8,13).
The kinetic analysis of single molecule data
As in single-channel measurements, a reliable and unbiased
discrimination of the signal levels is needed for the deter-
mination of the dwell times of each state, which provides
essential information on the kinetic and thermodynamic prop-
erties of the system under investigation. The methods for this
type of analysis have been extensively developed for single-
channel measurements. A large part of these approaches was
ﬁrst developed based on the use of a threshold for the dis-
crimination between different ion conductance states (19).
Because of instrumental band-pass and post-acquisition digi-
tal ﬁltering of the data, these methods require corrections for
the limited time resolution of the measurement (19–23). More
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recently, analysis methods based on ﬁtting a kinetic scheme
to the experimental data with a hidden-Markov algorithm (24–
26) have become prevalent over threshold methods. In fact,
the hidden-Markov methods provide great advantages in
ﬁtting even very complex kinetic schemes to experimental
data. However, the experimental nature of the TPM mea-
surement imposes a constraint which greatly limits the power
of hidden-Markov due to the substantial difference between
amplitude-based measurements (for example, patch-clamp)
and variance-based measurements (for example, TPM). In a
typical patch-clamp measurement, the experimental signal is
represented by the current ﬂowing through the patch, so
that opening and closing of the channel is directly monitored
by the alternation of a higher and a lower amplitude of the
measured signal. In a typical TPMmeasurement, on the other
hand, the position of the tethered microsphere is monitored
in time and the experimental signal of interest (i.e., the signal
reporting on the length of the DNA tether) is represented by
the amplitude of motion of the microsphere, i.e., the variance
of the measured microsphere position data. Different groups,
through the years, have employed different parameters to
quantify the amplitude of motion of the microsphere: the ﬁrst
method was based on averaging of the video images over a
chosen time interval and calculation of an image-size param-
eter based on the measurement of the standard deviation of a
Gaussian ﬁt to the average image (8–11,14); subsequently,
methods based on frame-by-frame measurement of bead posi-
tion were adopted, either by measuring the standard devia-
tion of position along one axis (15), or in the sample plane
(13,17,18,27). Despite the methodological differences, in all
cases, the quantity measured can be brought back to the
concept of variance. This experimental condition determines
a substantial difference with respect to the ion channel mea-
surements (and all other methods also based on a direct mea-
surement of changes in signal amplitude): in variance-based
measurements, a time window has to be chosen, over which
the signal variance will be measured, effectively imposing a
low-pass ﬁlter to the data. Depending on the spectral char-
acteristics of the noise and the signal/noise ratio (S/N), the
choice of window can be very inﬂuential on the measured
dwell times: generally, a wider window is more effective in
reducing the noise and, thus, improving S/N but, at the same
time, it will also reduce the time resolution in the ﬁltered
data, leading to loss of all the signal events that are short
compared to the window width; this loss of events causes an
overestimation of the measured dwell-times. On the other
hand, a very narrow window will not cause loss of events,
but will also not be effective in increasing S/N; the residual
noise spikes will be able to cross the threshold and cause
spurious events that fragment the true events, leading to an
underestimation of the measured dwell-times. Therefore, an
optimal ﬁlter is the one that offers the best tradeoff between
S/N improvement and time resolution preservation. A similar
experimental condition was encountered in the mechanical
measurement of myosin activity with optical tweezers in the
three-bead assay (28,29), where the relevant quantity is rep-
resented by the signal variance (the time-dependent ampli-
tude of mobility of the trapped microsphere), rather than by
the measured signal itself (the time-dependent position of the
trapped microsphere). Smith et al. (29) developed a variance
hidden-Markov method for the analysis of this type of opti-
cal tweezers measurements. This method requires the choice
of an optimal window size for calculation of the variance; the
choice is based on simulations and experimental measure-
ments of the noise and signal properties (29). However, as
described by the authors, the improvement of the variance
hidden-Markov method over threshold methods is signiﬁcant
with S/N larger than ;4. In some single molecule experi-
ments (for example, TPM; single molecule FRET) this con-
dition is not always satisﬁed, thus requiring the elaboration
of an alternative approach for data analysis.
In the case of a low S/N, dwell-time analysis suffers not
only from limited time resolution (due to low-pass ﬁltering
required to improve the discrimination between states, as in-
dicated above), but also from the presence of false threshold
crossings due to noise. An accurate determination of the
lifetime of events measured with these methods, therefore,
requires a full correction not only for missed events (false
negatives due to low-pass ﬁltering), but also for false positives.
The method for TPM kinetic analysis: application
to Lac repressor
Here we present a general method for the kinetic analysis of
noisy data obtained from a variance-based system switching
between two variance levels. This method is demonstrated
with an application to TPM data on LacI to extract quantita-
tive information on the dwell times of the system indepen-
dently of the window chosen for the variance measurement.
The method is ﬁrst developed simplifying the DNA-LacI
system in the TPM experimental assay as a two-state system
governed by ﬁrst-order reaction rates in both directions. In
the looped state (L), the LacI molecule binds simultaneously
to the two operators on the DNA molecule: several lines of
experimental evidence suggest that the TPM state with lower
microsphere mobility has a 1:1 correspondence to the looped
biochemical state (8,13). On the other hand, the TPM un-
looped state (U) corresponds to a manifold of possible bio-
chemical states (LacI not bound, LacI tetramer bound only to
one operator, two different LacI tetramer molecules bound
to the two operators, etc.). Our previous experimental work
(13) allowed the description of the full scheme of the bio-
chemical states underlying the TPM measurements on LacI,
indicating that in each experimental condition adopted in the
TPM experiment (mostly dependent on the LacI concentra-
tion) the unlooped state is dominated by two biochemical
species at equilibrium. Thus, in this work we also extend the
TPM data analysis method from the simple two-state system
to this more complex and realistic representation of the ex-
periment.
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Fig. 1 shows a typical example of TPM data collected in a
LacI experiment (for more details see Materials and Methods
and Vanzi et al. (13)). The kinetic analysis of the system is
based on the measurement of dwell times from traces such
as that shown in Fig. 1 h. These data are obtained from the
instantaneous measurements of microsphere position in the
sample plane (R, Fig. 1 g) by convolution of the R(t) data
with a normalized Gaussian function characterized by a stan-
dard deviation sg. This function represents the impulse re-
sponse of what is commonly referred to as ‘‘Gaussian ﬁlter’’
(19), and the convolution described above is herein termed
‘‘Gaussian ﬁltering’’ of the data.
In our previous work we have experimentally demon-
strated the quantitative effects of the choice of window (i.e.,
of the value of sg) on the looped and unlooped lifetimes mea-
sured by TPM (13). Fig. 2 illustrates the origin of these ef-
fects with an example. Transitions between the L and U states
(Fig. 2 a) are associated with changes in the value of ÆRæ
(which is shown, for two different ﬁlters, in Fig. 2 b and rep-
resents the average mobility of the microsphere, i.e., the
variance of the position signal measured in the sample plane
over a chosen time interval, as illustrated in Fig. 1). Dwell
time distributions and average lifetimes of L and U states can
be measured by automated analysis of the ÆRæ trace using
the half-amplitude threshold method (19). When a threshold
is set at half-amplitude between the two signal levels in a
Gaussian-smoothed signal, true events shorter than a dead
time Td (corresponding to 1.35sg) are missed because they
do not reach the threshold (19). Comparing the detected
events (Fig. 2 c, shaded line, sg ¼ 1 s and solid line, sg ¼ 5
s) with the true data, which would be measured with inﬁnite
time resolution and no noise (shown in Fig. 2 a), it is evident
that some events are missed (especially with sg ¼ 5 s) be-
cause of limited time resolution in the ﬁltered data. However,
FIGURE 1 TPM experimental measurement.
The position of the microsphere’s centroid x (a
shows the recording over 1 h, b shows, with an
expanded timescale, a small section of the data to
resolve details) and y (c shows the recording over
1 h, and d shows, with an expanded timescale, a
small section of the data) coordinates are mea-
sured with a frequency of 50 Hz. (e,f) X-y scatter
plots of the data displayed, respectively, in panels
a, c and b, d. From the data shown in panels a and
c, the instantaneous distance of the microsphere
from the center of the distribution is calculated
(R, g). (h) Data of panel g smoothed with a
Gaussian ﬁlter with sg ¼ 2 s (see text for more
details).
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some false events are counted (especially with sg ¼ 1 s)
because of limited ﬁltering, which leaves some residual noise
capable of crossing the threshold. Missed events lead to an
overestimation of dwell times, whereas false events lead both
to an underestimation of dwell times and to the introduction
of a spurious component (with the lifetime characteristic of
the threshold-crossing false events) in the dwell time dis-
tributions. The lower limit to the time resolution of the mea-
surement is set by the experimental apparatus (especially by
the diffusion time of the microsphere, i.e., by the size of the
microsphere itself). Additionally, the time resolution is de-
creased, and therefore the number of missed events increased,
with low-pass ﬁltering of the data that is required to increase
the conﬁdence in the discrimination between the two states.
In contrast, ﬁltering with a higher cutoff frequency (smaller
sg) maintains higher time resolution, but increases the number
of false events, due to the lower S/N attained.
Measurements relying on relatively high S/N (3–5 or higher,
as in typical patch-clamp recordings) are characterized by a
very low probability of false event detection (19), so that in
the ﬁltering and analysis of the signal, most attention has been
devoted to the effects of missed events (19–22).
Fig. 3 shows an example of the dependence of the mea-
sured average looped and unlooped dwell times on the choice
of sg, which determines the ﬁlter’s dead time Td. It is evident
from the ﬁgure that there is a range of ﬁlters for which the
effect of false events is dominant and the measured lifetimes
grossly underestimate the real values. On the other hand,
ﬁltering with lower cutoff frequencies leads to a higher S/N,
and therefore fewer false events, while the fraction of missed
events increases, leading to an overestimate of the lifetimes.
In the conditions of S/N typical of most TPM measurements,
the curves of measured lifetimes display a continuity which
does not warrant an intuitive choice of the right ﬁlter, if (as
it is normal) the real values of the lifetimes are not known
a priori. The corrections accounting exclusively for missed
events (19,20) are most effective when ﬁltering is sufﬁcient
to virtually reduce to zero the frequency of false events, while
causing the loss of only a small fraction of true events. Fig. 3,
a and b, demonstrates the effectiveness of one such method
of correction (Eqs. 79 and 80 in Colquhoun and Sigworth
(19)) when the true average lifetimes are very close in value:
in this case, the corrected values tend to converge to a stable
solution which is close to the true value. However, when the
true average lifetimes are less similar to each other (as shown
in the example of Fig. 3, c and d), or as the S/N of the mea-
surements becomes smaller, these methods progressively fail
(i.e., there is no convergence toward a unambiguous set of
solutions) and corrections for the false events need to be also
considered. The general method presented here takes into
account both missed and false events and can be applied over
a larger range of experimental conditions.
The general concepts and mathematical corrections pre-
sented here can have a more general applicability to the anal-
ysis of noisy signals in different single molecule experiments
and in other systems, in which hidden-Markov methods may
not be applicable for a variety of reasons.
MATERIALS AND METHODS
The experimental TPM data acquisition
and analysis
The experimental data collected in a typical TPM experiment are shown in
Fig. 1. The apparatus and data collection have been described (13). Brieﬂy,
images of the microsphere are acquired at a frequency of 25 Hz and the
centroid is calculated separately on the odd and even lines of each image,
producing the x and y coordinates of the microsphere at a frequency of 50 Hz
(an example is shown in Fig. 1, a–d). The radius of mobility of the mi-
crosphere is calculated as RðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
½xðtÞ21½yðtÞ2
q
(see Fig. 1 g). From this,
the signal variance (i.e., the average mobility of the microsphere in a given
interval of time) is measured calculating ÆR(t)æ by low-pass ﬁltering the R(t)
trace with a Gaussian ﬁlter. In this last step a choice on the averaging win-
dow size (29), corresponding to the standard deviation (sg) of the Gaussian
ﬁlter’s impulse response, must be operated. Fig. 1 h shows an example of
ÆR(t)æ calculated with sg ¼ 2 s. From the ÆR(t)æ data, the dwell times of the
FIGURE 2 Effects of ﬁltering on observed dwell times. Panel a shows an
ideal trace with alternation between a looped state (L) and an unlooped state
(U), switching between each other stochastically with an average lifetime
of 50 s for both looped and unlooped state (see Materials and Methods for
more details on the simulation). A TPM measurement of the system shown
in panel awould lead to experimental data as those shown in panel b (shaded
trace ﬁltered with a Gaussian ﬁlter with sg ¼ 1 s; black trace ﬁltered with a
Gaussian ﬁlter with sg ¼ 5 s, see text for details). Panel c shows (with the
same color coding as in b) the idealized traces obtained by analyzing the data
in panel b with a half-amplitude threshold method.
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looped and unlooped states can be measured using, for example, a half-
amplitude threshold (13,19).
Data simulations
To test the effectiveness of the correction methods presented below, we
performed analysis on simulated data with known loop and unloop lifetimes
and S/N properties similar to those of the TPM experimental data.
In this work we consider, at ﬁrst, a two-state system (looped and
unlooped DNA), in which the distribution of dwell times of each of the two
states is exponential. For each chosen pair of average lifetimes (tL and tU),
ideal recordings are generated as follows: the sampling rate of the recording
is set to 50 Hz, as in the experimental recordings; when adding a point to
the recording, a transition away from the present state (state i) is made if
ð50tiÞ1.Rnd, where Rnd is a double-precision ﬂoating-point random
number between 0 and 1. An example of such an ideal recording is shown
in Fig. 2 a for a tL and a tU of 50 s. As mentioned in the Introduction, in a
typical TPM measurement the two states are discriminated based on the
different range of microsphere mobility, i.e., based on the different variance
or standard deviation in the signal of position of the microsphere. Simulated
x(t) and y(t) data were generated by associating to the looped state a mean6
SD of 170 nm (both in x and y traces) and to the unlooped state a standard
deviation of 220 nm, so to obtain simulated traces closely resembling the
experimental data (these values of variances in the two states imply a S/N
of ,0.2 in the unﬁltered R(t) trace). The noise imposed in these simulations
is white in frequencies and Gaussian in amplitude distribution. The impli-
cations of this type of noise, as well as the assumptions adopted in the devel-
opment of the correction methods below, are discussed in more detail in
Appendix A.
The simulated traces were then analyzed following the same methods
used for the analysis of experimental data (13).
Data were simulated with all permutations of tL and tU taking three
possible values: 10 s, 50 s, and 100 s to reproduce lifetimes in a range similar
to that of experimentally measured lifetimes (8,13). For each combination of
tL and tU, 30 simulated traces (of the duration of 1 h each) were generated.
In the case of the more complete kinetic reaction scheme (shown in Fig.
4, see also (13)), the procedure followed to simulate the data was analogous,
with the difference that three biochemical states (O-O, O-OR, and RO-OR)
were all attributed to a unique TPM unlooped state. The rates of transitions
between states (shown in Fig. 4) are deﬁned in terms of the association and
dissociation rate constants of LacI for a single operator (ka and kd, respec-
tively). To provide a quantitative measurement of the effects of DNA bend-
ing energetics on the dynamics of loop formation, we introduced in the
scheme the Jm factor commonly used in DNA circularization and looping
(30,31). This factor describes the effective concentration of the free operator
with respect to the other operator (bound to LacI), in full analogy with cir-
cularization experiments in which it is used to describe the effective concen-
tration of one end of the circle with respect to the other (30,32). Several
theoretical studies have described the dependence of Jm on the loop length
and geometry (33), as well as on externally applied forces (33–35). The
effects of loop strain on the rate of loop breakdown, on the other hand, have
been shown to be negligible (8,13); however, for completeness (and possible
FIGURE 3 Effect of ﬁltering on mea-
sured lifetimes and correction for missed
events. Simulated data characterized by
tL and tU of 50 s (a, b) and 10 and 50 s,
respectively (c, d) were ﬁltered with
different Gaussian ﬁlters (with the dead
times, Td, indicated, in each graph on
the x-axis) and the measured average
lifetimes were plotted versus ﬁlter’s Td
(left panels). On the right panels the t
values obtained correcting for missed
events only are plotted (squares for tL
and diamonds for tU). (a, b) Only the
values for measured and corrected tU
were plotted for clarity, since those for
tL overlapped.
FIGURE 4 Biochemical scheme of the reactions underlying the TPMmea-
surements on Lac repressor-induced loop formation.
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applications to other systems) we introduce a phenomenological variable (a)
that measures these effects (being 1 when there is no effect of strain,.1 when
strain accelerates loop breakdown, and ,1 when strain slows down loop
breakdown, a quite unexpected case). Different sets of simulations (each set
made of 30 simulated traces corresponding to 1 h of TPM recording each)
were obtained varying, independently, Jm (between 10
8 M and 1011 M)
and a (between 0.1 and 10). All simulations were run using home-written
software in LABVIEW (v. 6.0, National Instruments, Austin, TX).
Development of the correction method
In this work we assume that the average and standard deviation of ÆR(t)æ in
the looped and unlooped states are known (the approach used to measure
these properties of the TPM signal was described previously, (13)). Based on
this knowledge and on the properties of Gaussian ﬁlters (19), we derive our
method of data analysis.
Considering two states (loop and unloop) both characterized by mono-
exponential distributions of dwell-times, the true average lifetime (t) of each
state (which, in the simple two-state model, corresponds to the reciprocal of
the true rate constant for exit from that state) is simply described by
tL ¼ Total true Loop time
NL
tU ¼ Total trueUnloop time
NU
; (1)
where N is the total number of events (loop or unloop as indicated by the
subscript) in the true ideal recording.
Missed and false events affect both the total observed time in the two
states and the number of transitions between them. If false and missed events
could be characterized both in number and average duration, then the ob-
served average lifetimes and number of observed events could be calculated as
tLo ¼ Total observed Loop time
NLo
¼ tL3NL1FL3tFLFU3tFU1MU3tMUML3tML
NLo
;
(2)
tUo ¼ Total observed Unloop time
NUo
¼ tU3NUFL3tFL1FU3tFUMU3tMU1ML3tML
NLo
;
(3)
NLo ¼ NL1FL1FU MLMU; (4)
NUo ¼ NU1FL1FU MLMU; (5)
where FL and FU are the numbers of false looped and unlooped states,
respectively; ML and MU are the numbers of missed looped and unlooped
states, respectively; and each t represents the average lifetime of the false or
missed events as indicated by the subscript.
In the TPM experiments, dwell-time analysis of the ÆR(t)æ traces after
half-amplitude thresholding produces a measurement of tLo, tUo, NLo, and
NUo. To obtain the true values of tL, tU, NL, and NU from the above
expressions, we need to calculate the values of FL, FU, ML, MU, tFL, tFU,
tML, and tMU as described point by point below.
Calculation of the number of false events
As mentioned above, the experimental TPM signal is smoothed with a
Gaussian ﬁlter to obtain an ÆR(t)æ trace on which the dwell times can be
measured using the half-amplitude threshold method. When a threshold is
chosen at a distance u from the average amplitude of one state (which is, in
turn, characterized by a Gaussian noise with standard deviation sn), the
probability per unit time of threshold-crossing due to the noise has been
calculated in the literature (19,36)
l ¼ k3 fc3 exp  u
2
23s2n
 
; (6)
where fc is the cutoff frequency of the Gaussian ﬁlter (corresponding to
0.1325/sg, (19)), k is a numerical factor that depends on the ﬁlter response
and the noise spectrum and has a value of 0.849 for a Gaussian ﬁlter and
white noise (19).
Here we will indicate with lFL and lFU the probability per unit time of
generation of false loop and unloop events, respectively. Equation 6 allows
calculation of the maximum number of false events as
FLmax ¼ NU3tU3lFL ¼ NU3tU30:849 exp  u
2
2s
2
U
 
; (7)
and, similarly,
FUmax ¼ NL3tL3lFU ¼ NL3tL30:849 exp  u
2
2s
2
L
 
; (8)
where sU and sL are the standard deviations of noise in the unlooped
and looped state, respectively (false loop states are produced by threshold-
crossings due to noise spikes originating from an unloop state, and vice
versa). Equations 7 and 8 would allow exact calculation of the number of
false events if no dynamic alternation between loop and unloop would occur.
A demonstration of the validity of this expression for data with no U/L tran-
sitions, as well as a discussion on the assumption of the experimental noise
in TPM being Gaussian and ﬂat is provided in Appendix A.
In the experimental situation, the calculation is complicated by the fact
that the total time spent in each state (t3 N) is fragmented in N events rather
than being continuous. Below we describe the effect of transitions between
states on the observable number of false events, compared to the maximum
theoretical number we just calculated in Eqs. 7 and 8. These effects are
essentially due to the fact that an interval of time of duration Td on each side
of a state transition is not available for the generation of false events. In fact,
false events that start within a time shorter than Td from the previous true
transition or end within a time shorter than Td from the following true
transition will not be picked out as false events. Instead, they will merge,
respectively, with the previous or following true event, causing a distortion
in the duration of those events but not a change in the number of transitions.
If a false event is generated within a time t9 shorter than Td after the previous
true transition, the true transition and the on-transition of the false event are
eliminated, since they delimit a state shorter than Td. As a result of this, the
false event is incorporated into the preceding true event, which is lengthened
by the sum of duration of the false event and the time t9 (Fig. 5). The same
effect takes place when a false event is followed by a true transition within a
time t9 shorter than Td.
The effect described above can be summarized stating that the true un-
loop events that are shorter than 2Td 1 tFL (where tFL is the average dura-
tion of the false loop events) cannot give rise to detectable false loop events;
in fact, any false event occurring during one of these unlooped states would
fall within the two cases described above. False loop events can, therefore,
arise only during unlooped states longer than 2Td1 tFL. The fraction of these
is simply given byZ N
2Td1tFL
PUðtÞdt ¼
Z N
2Td1tFL
1
tU
expðt=tUÞdt
¼ exp 2Td1 tFL
tU
 
; (9)
where PU(t) is the true dwell-time probability distribution of the unloop
state.
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Thus, we obtain a corrected estimate of FL, after accounting for the
fraction of unloop events too short to give raise to false loop events:
FL ¼ NU3exp 2Td1 tFL
tU
 
3tU30:8493exp  u
2
2s
2
U
 
:
(10)
The same considerations can be symmetrically applied for the calculation
of false unlooped states, obtaining:
FU ¼ NL3exp 2Td1 tFU
tL
 
3tL30:8493exp  u
2
2s
2
L
 
:
(11)
Calculation of the duration of false events
The average duration of false looped and unlooped events due to threshold
crossing by noise can be calculated based on an a priori knowledge of the
standard deviation of the signal in each of the two TPM states. A similar
problem has been solved for radar signals by Watts (37) based on the treat-
ment of random noise by Rice (38). Filtering the TPM data (which is af-
fected by noise approximated as white Gaussian noise) with a Gaussian ﬁlter
(with standard deviation sg) imposes on the ﬁltered signal the spectral prop-
erties of the ﬁlter itself (this point is demonstrated in Appendix A), so that
the autocorrelation function of the ﬁltered signal is
rðtÞ ¼ e
t
2
4s
2
g : (12)
Following Watts (Eq. 7 in (37)), the duration (ta) of a noise peak (with
amplitude I) crossing the threshold (at distance f from the average of the
signal, as described above) is such that
r
ta
2
 
¼ f
I
; (13)
and thus
e
 t
2
a
16s
2
g ¼ f
I
; (14)
so that
ta ¼ 4sg
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lnf
I
r
; (15)
which describes the duration of the event as a function of I. The probability
of a noise peak with amplitude I, on the other hand, is calculated following
Rice (Eqs. 3.6–9 in (38)) as
pðIÞdI ¼ dI
3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ps
2
n
q 3 2exp 9g2
8
 
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exp g
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 )
; (16)
where sn is the standard deviation of the noise in the state (looped or
unlooped) from which the false threshold-crossing originates, erf represents
the error function, and g is deﬁned as g¼ I/sn.
Then, the average duration of the false events can be calculated as
Ætaæ ¼
RN
f
taðIÞpðIÞdIRN
f
pðIÞdI ; (17)
with the known values of f and sg, this integral is numerically solved using
sL and sU in place of sn to calculate tFU and tFL, respectively.
Calculation of the number of missed events
Because of the limited time resolution of the ﬁlter, all events with a true
duration of,Td are missed altogether (19). Therefore the maximum number
of missed loop and unloop events can be calculated as
MLmax ¼ NL
Z Td
0
PLðtÞdt ¼ NL
Z Td
0
expðt=tLÞ
tL
dt
¼ NL3 1 exp Td
tL
  	
; (18)
and, similarly
MUmax ¼ NU
Z Td
0
PUðtÞdt ¼ NU3 1 exp Td
tU
  	
: (19)
Analogously to what was discussed above for false events, as an effect
of the dynamic alternation of loop and unloop states and the limited time
resolution, these numbers are decreased by the merging of adjacent states.
Such merging will cause some events originally shorter than Td to last longer
than Td in the ﬁltered trace and, thus, not to be missed; this can take place
according to two possibilities:
1. As illustrated above, an event can be lengthened by merging with a false
event occurring within a time shorter than Td from its boundaries, as
shown in Fig. 5.
2. Similarly, if a short event is preceded by another true event (in the
opposite state) which is missed, the two events merge and the short
event in question should no longer be counted as missed.
We will now describe in detail the corrections to be introduced in the
calculation of the number of missed loop events.
Point 1
We need to calculate the probability of false events that cannot be detected as
such but instead merge with the adjacent true event. All false events
originating within a true event with a duration comprised between Td and
2Td1tFL belong to this category, as discussed above. Also, within the true
events with a longer duration, there is an interval of time corresponding to
2Td1tFL partitioned at the two sides (the beginning and the end) of the
event: false events taking place at these two edges of the transition will also
fall within the category described at point 1. The total probability for these
two conditions is given by
FIGURE 5 Effects of transitions on false events. The solid black line
represents the real idealized data. The dotted line represents a false event due
to crossing of the threshold by a noise spike. The thick shaded line represents
the measured data obtained after half-amplitude threshold analysis applied
with a ﬁlter characterized by a dead time Td.
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Point 2
The probability of an event as described at point 2 above is simply given by
P2 ¼
Z Td
0
PUðtÞdt ¼ 1 expðTd=tUÞ: (21)
For the correction of the number of missed events, we need to incorporate
only events that do not fall in the categories calculated above, thus taking
(1P1) and (1P2).
Combining these two corrections into Eq. 18 yields our estimate of the
number of missed loop events:
And, similarly,
Calculation of the duration of missed events
Finally, the average duration of missed loop and unloop events can be sim-
ply calculated by
tML ¼
R Td
0
tPLðtÞdtR Td
0
PLðtÞdt
¼
R Td
0
tt
1
L exp  ttL
 
dtR Td
0
t
1
L exp  ttL
 
dt
¼ tL  Td exp Td
tL
 
 1
 	1
: (24)
And, similarly,
tMU ¼
R Td
0
tPUðtÞdtR Td
0
PUðtÞdt
¼ tU  Td exp Td
tU
 
 1
 	1
: (25)
A more complex case: the kinetic scheme of TPM
experiments on Lac repressor
The TPM measurements discriminate between the looped and unlooped
state of the DNA molecule, offering a signiﬁcant advantage over other
biochemical or structural methods that do not distinguish directly if Lac
repressor is bound to one or two operators (as in the case of ﬁlter binding
assays, (39)) or reveal the presence of a loop but do not allow measurement
of the kinetics of formation and disruption of such structure (as in the case of
electron micrographs, (40)). However, the limitation of the TPM measure-
ment consists in its inability to resolve between the different biochemical
states that can be associated with the unlooped state (which are, potentially,
up to nine, as discussed by the literature (8,41)). If we disregard the
dissociation of the Lac repressor tetramer into dimers (42,43), a simpliﬁed
scheme can be drawn for the biochemistry underlying the TPM experiments,
as shown in Fig. 4. Based on the association and dissociation rate constants
(ka and kd, respectively) measured for wild-type Lac repressor (39), which
are also shown in the ﬁgure, at 100 pM LacI the two most populated
biochemical states corresponding to the TPM unlooped state are the RO-O
and RO-OR states. This is expected to give rise to a distribution of unloop
dwell times which is no longer described by a single exponential (8,13). The
two-state formalism developed above, therefore, needs to be improved
taking into account the scheme shown in Fig. 4.
A similar biochemical scheme underlies single molecule ﬂuorescence mea-
surements on cholesterol oxidase (44).We solved the system of differential equa-
tions described by Lu et al. (44) imposing the initial condition URO-OR(0) ¼ 0,
UO-OR(0) ¼ 1, since every unloop state is initiated by a transition from the L
to the O-OR state. A detailed description of this approach with explicit der-
ivations is shown in Appendix B. This treatment leads to the following ex-
pression for the distribution of durations observed for the TPM unlooped state,
P1 ¼
Z 2Td1tFL
Td
lFL3 t3PUðtÞdt1
Z N
2Td1tFL
lFL3 ð2Td1 tFLÞ3PUðtÞdt
¼
Z 2Td1tFL
Td
lFL3 t3 t
1
U 3 exp 
t
tU
 
dt1
Z N
2Td1tFL
lFL3 ð2Td1 tFLÞ3 t1U 3 exp 
t
tU
 
dt
¼ lFL3 ðTd1 tUÞ3 exp Td
tU
 
 tU3 exp 2Td1 tFL
tU
  	
: (20)
ML ¼ NL 1 exp Td
tL
  	
1
Z Td
0
PUðtÞdt
 
1
Z 2Td1tFL
Td
lFL3 t3PUðtÞdt1
Z N
2Td1tFL
lFL3 ð2Td1 tFLÞ3PUðtÞdt
 	 

¼ NL 1 exp Td
tL
  	
exp Td
tU
 
1 lFL ðTd1 tUÞexp Td
tU
 
 tU exp 2Td1 tFL
tU
  	 

: (22)
MU ¼NU 1 exp Td
tU
  	
1
Z Td
0
PLðtÞdt
 
1
Z 2Td1tFU
Td
lFU3 t3PLðtÞdt1
Z N
2Td1tFU
lFU3 ð2Td1 tFUÞ3PLðtÞdt
 

NU 1 exp Td
tU
  	
exp Td
tL
 
1 lFU ðTd1 tLÞexp Td
tL
 
 tLexp 2Td1 tFU
tL
  	 

: (23)
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FIGURE 6 Comparison between calculated and true values of ML, MU,
FL, and FU. For a simulated data set with 'TL and 'Tu equal to 10 sand 50 s,
respectively, the values of missed and created events were calculated after
filtering the data with Gaussian filters with a g of I s, 2 s, 3 s, 5 s, and 7 s. The
calculated values are plotted against the true values obtained by comparing
the true data with the data after filtering and idealization based on the half-
amplitude threshold. The line represents a perfect correlation. The log-log
scale was chosen to emphasize the good agreement of the calculated num-
bers with the true values over the large range of values of missed and created
events involved with the array of filters used.
( N
LCO
- NLo ) 2 + (Nueo - NUo ) 2 + (TLeo - TLO) 2
NLo NUo TLo
+ (Tueo - TUo) 2, (29)
Tuo
where, as discussed above, NLo , Nvo' TLo, and Tvo are de-
fined in Eqs. 2-5, and NLeo, N veo , TLeo, and TVeo are the
experimentally measured values of these variables. The nu-
merical minimization was implemented using the NMinimize
function in Mathematica (v5.0, Wolfram Research, Cham-
paign, IL), imposing the constraints that ML, MU, FL, and
FU be 2::0. The numerical minimization in all cases leads to a
stable, seemingly unique, solution within very large ranges
of initial guesses.
Fig. 7 shows examples of the results obtained for two cases:
TL and TV both equal to 50 s (Fig. 7 a), and TL = 10 s, TV =
50 s (Fig. 7, b and c). The behavior of measured TL and TV
versus filter chosen as well as the effectiveness of correcting
only for missed events for these examples was shown in Fig.
3, where it was demonstrated (especially for the case of TL i=
TV) that the corrections based solely on missed events are not
adequate for the analysis of this type of data. In fact, espe-
cially in the case of TL and TV with significantly different val-
ues, correcting only for missed events does not lead to an
unambiguous estimate of the true lifetimes, as the corrected
filtering with Gaussian filters with (Tg ranging between 1 s
and 7 s. Fig. 6 demonstrates, with one example, the excellent
agreement between the numbers of real and calculated missed
and false events in these tests.
Knowing NL, NU, and the biochemical parameters (TL
and TV in the case of the two-state system; ka, kd , 0', and 1m in
the case of the full biochemical scheme) as well as the sig-
nal's (4), (TL, (Tv) and filter's (Td) properties, it is analytically
possible to calculate, as described above, the values expected
for ML, MU, FL, and FU (and, therefore, for To and No for
both loop and unloop). However, the reverse operation of
calculation of true NL, NU, TL, and TV (or, NL, NU, 0', and
1m in the case of the full biochemical scheme) values from
the experimentally observed values of TLeo, TVeo, NLeo, and
N veo cannot be performed analytically. In comparison with
the terms used in Eqs. 2-5 it should be noticed that we indi-
cate the parameters experimentally observed with the subscript
eo (these parameters are simply numbers, with their asso-
ciated experimental uncertainties, provided by the measure-
ments). The corresponding expressions for these parameters
derived mathematically as a function of the true values of
lifetimes and the properties of noise and filter, on the other
hand, were indicated in Eqs. 2-5 with the subscript 0, to em-
phasize that these expressions report the T and N one would
expect to observe, given a set of numerical values for the true
lifetimes and the properties of noise and filter. Following a
least-squares method as maximum likelihood estimator (45),
the best estimates of true T and N are those values of these
variables that minimize the x-squared expression
(28)
(27)a = J~(kl + L , + k2 )2 - k1k2 ,
1
b = -2,(k l + k_ , + k2 ),
10000 oML ~ MU • FL • FU
I 1000
::J
.Q
~ 100
~
Q)
~
'It: 10
•
where a and bare defi ned as in Lu et al. (44),
and kJ, L J, and k2 are defined in tenns of the rates indicated in Fig. 4 as
follows: k2 = lmka; k, and L, are the rates of transition between O-OR and
the other prevalent biochemical state corresponding to a TPM unloop (i.e.,
RO-OR at high Lad concentrations and 0-0 at low concentrations). So that,
at the higher Lad concentrations (for example, 100 pM and 20 pM in (13))
k, corresponds to 2kd and L, to ka[LadJ, while at lower concentrations (for
example, 4 pM in (13)) k, corresponds to 2ka[Ladl and L I to kd . Repeating
the calculations described in the previous sections using Eq. 26 for Pu(t)
leads to the new set of correction equations for the full kinetic scheme. The
equations are reported in Appendix B.
The expressions derived in the methods allow calculation of
the number of events missed and created for any true couple
of TL and TV and any chosen Gaussian filter, provided the
knowledge of the signal amplitude and noise standard de-
viation in each measurable state. Using simulated data, we
compared the numbers of missed and false events obtained
by these calculations with those measured comparing the fil-
tered data with the true data. An example of such a com-
parison is shown in Fig. 6. The data shown were obtained
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values have a monotonic dependence on the chosen ﬁlter and
do not tend to clearly asymptote to a stable value within a
reasonable range of ﬁlters (Fig. 3 d). In Fig. 7 we also com-
pare the effectiveness of our method with that of a hidden-
Markov (HM) algorithm developed for the analysis of single
molecule FRET data (46). The HM algorithm fails to lead to
an unambiguous estimation of the t-values. In fact, the effects
of low-pass ﬁltering the data to obtain the variance traces to
be analyzed are not explicitly taken into account in current
HM-based methods, which, in this situation, become merely
a more sophisticated alternative to thresholding to obtain dis-
crimination between the two TPM states, with no signiﬁcant
improvement in the estimation of the tL and tU.
It should be emphasized that this failure is not due to a lim-
itation of the HM method per se. As discussed in the Intro-
duction, and well detailed in Smith et al. (29), it is the fact
that variance data is analyzed (rather than amplitude data)
that compromises the possibility of using HM. Additionally,
we should note that most of TPM data provides a S/N condi-
tion in which variance measurements must be operated with
a range of window sizes encompassing time intervals com-
parable with those of the biological phenomena we are after.
As discussed for the application of HM to the study of myo-
sin (29), one must ﬁrst determine (e.g., using simulations) the
optimal size of the window for the variance calculation. In
the application of HM to variance data, Smith et al. (29) also
deﬁned the conditions in which the method performs ade-
quately, namely a S/N .;4 and a large number of events in
each experimental trace. The method proposed for the anal-
ysis of single molecule FRET data, on the other hand, per-
forms very well even when these conditions break down (46).
However, it is important to note that this method is applied
to a signal directly measured as an amplitude change (in FRET
efﬁciency), not requiring variance calculations, and thus, not
suffering from all the low-pass-related issues discussed in
this work.
Our method, on the other hand, is very stable over a large
range of ﬁlters and allows an unbiased estimation of the true
values of the lifetimes, which are indicated by the dotted lines
in Fig. 7.
Fig. 8 summarizes results from the analysis of an array of
simulated data with different combinations of tL and tU in a
simple two-state system. The values of tL and tU were cho-
sen in a range which is most signiﬁcant for the expected life-
times of looped and unlooped states in TPM measurements
performed with wild-type and mutants of Lac repressor (13).
In all the cases shown, the correspondence between the cal-
culated values and the true values of the lifetimes was ex-
cellent (discrepancies were typically ,5%, and in any case,
,10%).
The more complex case, considering the full kinetic scheme
of the LacI-DNA system in the experimental conditions of
the TPM measurements, was also tested against data simu-
lated at three different concentrations of LacI (4 pM, 20 pM,
and 100 pM: the concentrations that were studied in the
experimental work, (13)) and varying a and Jm in a range of
two and three orders of magnitude, respectively. The ranges
of these variables were chosen (from 0.1 to 10 for a; from
108 to 1011 for Jm) so to span all biologically relevant
values and also to explore the limits of validity of both the
analysis method and the TPM measurement in itself. Fig. 9
shows the results of these tests. Each plot compares the
FIGURE 7 Comparison of threshold, hidden-Markov, and full correction
methods. The lifetimes measured with the different methods are plotted in
each graph as a function of the Td of the ﬁlters used. (a) tL and tU are both
50 s. (b,c) tL ¼ 10 s; tU ¼ 50 s. (b) Values of tL; (c) values of tU. In the
graphs the squares represent values measured for tL and the circles represent
values measured for tU, using the half-amplitude threshold method (open
symbols), the HM method (shaded symbols), and the method presented in
this work (solid symbols).
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corrected value versus the true value of the variable con-
sidered (a, left panels; Jm, right panels). It can be noticed
that, in all cases, the system fails to produce a correct estima-
tion of a and Jm when the true Jm is.53 10
10. Such limit
could be expected for the TPM technique simply considering
the kinetics of the O-OR§ORO reactions. With ka ¼
6.2 3 108 M1 s1 (39), a Jm of 10
9 M implies that loop
formation from the O-OR state occurs at a rate of ;0.6 s1.
Most of the unloop events with an average lifetime of 1.7 s
would, however, be missed due to the limited time resolution
of the TPM experiments implemented with microspheres
with a radius of few hundreds nanometers. In fact, in these
conditions, ﬁltering with a ﬁlter with Td. 1.5–2 s is required
to obtain a good discrimination between the looped and
unlooped state. Thus, the measurement of Jm values above
53 1010 M is not attainable with this technique. However,
the approaching of this limit in the experimental measure-
ments is clearly indicated by the corrected values of Jm
leveling off (especially at the higher LacI concentrations) at
values ;5 3 1010 M or slightly larger, as seen in Fig. 9.
Thus, within the limits of validity imposed by the physical
properties of microsphere diffusion in the TPM experiment,
the correction method for the calculation of a and Jm proves
valid through a range of values useful for measurements in
many biological systems, including the LacI system.
DISCUSSION
The development of a variety of technologies capable of
detecting and manipulating single molecules has extended
the study of single molecule kinetics from the pioneering
area of ion channels to many other enzymatic systems. These
studies have led, in the last decade, to a much improved un-
derstanding of the biochemical and biophysical properties of
many molecular motors, nucleic acid processing enzymes,
and other biological systems. In the evolution of the patch-
clamp techniques, in parallel with the technological improve-
ments leading to higher S/N, a formidable attention has been
devoted to the accuracy of the data analysis methods em-
ployed to obtain kinetic information from the experimental
data. The patch-clamp measurements most often can rely on
very high S/N and on the acquisition of experimental tra-
jectories consisting of many hundreds or even thousands of
events. These characteristics of the data allow a very effec-
tive implementation of HM algorithms. The HM algorithm
can converge on a very stable ﬁt to the data even when the
kinetic model ﬁtted is quite complex (i.e., implies several
free ﬁtting parameters) provided that the data is characterized
by a very large number of events and a good S/N. HM has
also been applied to laser tweezers data analysis (29): in this
case the requirement of a large number of events is still ful-
ﬁlled (traces of several seconds can be acquired while the
characteristic times of actomyosin interactions are in the tens
of milliseconds range), and S/N .3–5 can be attained.
In some cases, however, these criteria cannot be fulﬁlled.
In the TPM experiment, typically measuring dynamics oc-
curring on the scale of several tens of seconds, trajectories
of 1–2 h are normally collected (longer traces are difﬁcult to
acquire because of both mechanical drifts in the experimental
apparatus and a possible time-dependent loss of activity of
the protein). In these conditions only a few tens of events can
be observed in each recording. Furthermore, the TPM mea-
surement is based on the thermal diffusion of the microsphere
within the range limited by the tether, so that the conﬁdence
in the measurement of tether-length scales with the averaging
time (10). When measuring dynamic processes by TPM,
therefore, there is a trade-off between S/N (i.e., conﬁdence in
the loop/unloop discrimination, which is increased by low-
pass ﬁltering) and time resolution. Our characterization of the
experimental system in a previous work has clearly illus-
trated this trade-off (13) and the need for an unbiased method
for the estimation of the biologically relevant kinetic param-
eters. As mentioned in the previous sections, when uncor-
related measurements of the experimental variable can be
obtained at rates much higher than the rates of transition be-
tween biochemical states in the system, then it is possible to
reach a level of low-pass ﬁltering at which the S/N attained is
very high (i.e., the probability of generation of false events is
made negligible), while the loss of information due to limi-
tation of the measurement time resolution is not excessive.
In these conditions, correction methods based on the calcu-
lation of missed events can be employed (19–21). Fig. 3
shows that these methods can have some effectiveness even
for TPM measurements, provided that the lifetimes of the
two biochemical states underlying the measurements are very
FIGURE 8 Test of the correction method on a two-state system. The
graph shows the lifetimes corrected with our method plotted versus the true
lifetimes. A set of nine combinations of lifetimes for loop and unloop state
between 10 s, 50 s, and 100 s was tested. The values plotted are the means
obtained from all the ﬁlters applied to each trace (sg of 1 s, 2 s, 3 s, 5 s, and
7 s, as in Fig. 6). Error bars represent the mean 6 SD.
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similar and fairly long compared with the characteristic time
of diffusion of the microsphere. When, on the other hand,
these lifetimes are very different from each other, and at least
one of them is close to the diffusion time of the microsphere,
the correction only for missed events fails to produce an un-
ambiguous estimate of the lifetimes. In fact, in these condi-
tions, for any choice of ﬁlter, the lifetime of the longer state
tends to be affected mostly by residual false events, while the
lifetime of the shorter state is affected by missed events. Fil-
ters that virtually eliminate residual false events in the longer
state would cause loss of the majority of the events in the
short state, thus rendering the measurement unreliable. In
this situation, the experimenter is forced to analyze data af-
fected by both missed and false events. The methods pre-
sented in this work allow application of the required corrections
in the case of a two-state system, as well as in the more com-
plex case of the TPM measurements on LacI. In general, the
same method can be extended to any biochemical scheme,
provided that the measurable variable switches between two
states and the duration probability distribution for each state
can be explicitly calculated. Also, other experimental sys-
tems (both based on single molecule approaches or not) with
similar properties (i.e., variance-based measurements and low
S/N) can beneﬁt from the approach described here for the
measurement of dynamics to be extracted from a variance
signal switching between two discrete levels.
APPENDIX A: VALIDATION OF ASSUMPTIONS
ON TPM EXPERIMENTAL NOISE
All correction methods developed herein apply to data obtained after Gaussian
smoothing of the raw experimental data as described in the Introduction and
in the Materials and Methods (see also Fig. 1 in the main text). Therefore, in
this context, we refer to the noise that is residual in the smoothed ÆR(t)æ traces
(see Fig. 1 h).
The correction methods developed in this work rest on the key assump-
tion that the noise has Gaussian-distributed amplitude. Fig. 10 a shows an
example of experimental data acquired in the presence of 100 pM LacI 1
1 mM IPTG; Fig. 10 b shows an example of data simulated for a system
which is stationary in the unlooped state. Fig. 10, c and d, shows the ampli-
tude distributions of the ÆRæ data. The ﬁgures demonstrate Gaussian distribu-
tions in the noise, conﬁrming that this key assumption is indeed respected by
the data. In Fig. 10 we show the behavior of simulated and experimental data
in the absence of U/L transitions for clarity and for the following discussion
on time-domain effects. However, in our previous experimental work (13)
we demonstrated that the ﬁltered experimental ÆRæ data is characterized by
noise with Gaussian-distributed amplitude also in the presence of U/L
transitions.
With regard to the time correlation properties of the noise, we observe
that, in the conditions of the TPM experiment, the spectral properties of the
noise are in large part determined by the properties of the Gaussian ﬁlter.
FIGURE 9 Test of the correction method on the full
kinetic scheme of the TPM experiment. Correlation of
the a (left panels) and Jm (right panels) parameters ob-
tained with our correction method versus true values
set in the data simulated for different LacI concentra-
tions, as indicated above each set of panels (see text for
description). The lines represent the perfect correlation.
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The raw position data (an example is shown in Fig. 1) display an auto-
correlation exponentially decaying with a time constant of 60–100 ms (data
not shown), due to the diffusive properties of the microsphere. Thus, the
physics of the TPM system indeed does not warrant a white (or time-
uncorrelated) noise in the experimental measurements. However, below we
demonstrate that even starting from an ideal white noise (as in the case of
simulated data), Gaussian ﬁltering imposes to the ﬁltered data a power spec-
trum largely dominated by the properties of the ﬁlter. In fact, it can be noticed
that the spectral properties of the ﬁltered simulated data (Fig. 10 f ) are in-
distinguishable from those of the ﬁltered experimental data (Fig. 10 e). Thus,
for the purposes of validation of our method, the simulated data is perfectly
adequate.
Furthermore, that the assumptions made on the properties of the noise are
indeed respected by the experimental data is demonstrated by calculating the
number of false events expected according to Eq. 7 in traces obtained in the
presence of 100 pM LacI 1 1 mM IPTG (or in the absence of LacI alto-
gether), when the system is trapped in the unlooped state. The numbers cal-
culated can be compared with the number of transitions measured in those
experimental traces, which are entirely due to threshold-crossing due to noise.
The results of this comparison show an excellent agreement between calcu-
lated and measured values, as presented in Table 1.
APPENDIX B: CALCULATION OF UNLOOP
DWELL TIME DISTRIBUTION FOR FULL
KINETIC SCHEME
In the main text we have derived the mathematical expressions describing
the number of missed events (false negatives due to low-pass ﬁltering of the
data) and false events (false positives due to threshold-crossing by residual
noise in the ﬁltered data). These expressions explicitly depend on the prop-
erties of the ﬁlter (namely its dead time, Td), on the threshold chosen, on the
noise, and on the expected shape of the dwell-time distributions. In partic-
ular, the expressions in the main text were derived for a two-state system,
characterized by a monoexponential distribution of dwell-times for both the
looped and unlooped states. As described in the Introduction, schematically
shown in Fig. 4, and discussed in more detail in Vanzi et al. (13), however,
FIGURE 10 Amplitude and time correla-
tion of noise. (a) Experimental recording
acquired in the presence of 100 pM LacI 1
1 mM IPTG. (b) Data simulated for a sys-
tem stationary in the unloop state. For both
panels, data ﬁltered with sG¼ 2 s was cho-
sen. (c, d) Amplitude distributions for the data
in panels a and b, respectively. The solid line
represents a Gaussian ﬁt to the data, using the
function y ¼ A exp ðR R0Þ2=ð2s2Þ
h
. The
best ﬁt parameters were as follows: (c) A ¼
9874, R0 ¼ 183.6, s ¼ 18.9; (d) A ¼ 9491,
R0 ¼ 190.6, s ¼ 18.1. (e, f ) Power spectra
of the data shown in panels a and b, respec-
tively.
TABLE 1 Comparison of calculated and measured threshold
crossings due to noise
sg (s) sU (nm) f (nm) FL measured FL calculated
1 11.40 14.5 48 44
6.2 80 86
2 8.64 14.5 11 12
6.2 36 38
3 7.35 14.5 4 5
6.2 22 23
4 6.04 14.5 2 1
6.2 18 15
An experimental trace acquired in the presence of 100 pM LacI 1 1 mM
IPTG was ﬁltered with Gaussian ﬁlters with four values of sg. The column
labeled with sU reports the standard deviation of ÆRæ in the ﬁltered trace.
The number of transitions occurring across a threshold imposed at a
distance f (indicated in the third column) from the average value of ÆRæ was
measured (FL measured) for two different values of f. The number of tran-
sitions expected on ideal data respecting all assumptions done in this work
was calculated following Eq. 7 in the main text and is reported in column
labeled FL calculated.
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the TPM experiment on LacI is more complex. In fact, experimental data
(8,13) show that the dwell-time distribution for the unlooped sate is at least
bi-exponential. Based on this observation, and on the experimental evidence
suggesting that, in the conditions adopted in our measurements, LacI is
predominantly in the tetrameric form (42,43), we describe the full kinetic
scheme of the reactions underlying the TPM experiment as shown in Fig. 4.
Based on this scheme we still expect a monoexponential distribution of
dwell-times for the looped state (decaying with a characteristic lifetime of
(2akd)
1), whereas the distribution of dwell-times for the unlooped state
(which, in the TPM experiment is the sum of the O-O, O-OR, and RO-OR
states) becomes more complex. The calculation of a dwell-time distribution
deriving from single molecule measurements lumping in one apparent state
two biochemical states has been developed by Lu et al. (44) for experiments
on cholesterol oxidase. In that experiment, the ﬂuorescence from ﬂavin
adenine dinucleotide (FAD) was monitored. FAD (the oxidized form of the
dinucleotide) is ﬂuorescent, whereas FADH2 (the reduced form) is not. The
Michaelis-Menten classical enzyme kinetics for the reaction
E-FAD1 S ! k1
k1
E-FAD  S !k2 E-FADH21 P; (A1)
(where S is the cholesterol substrate and E is the enzyme) was used to cal-
culate the distribution of dwell-times for the on-state (E-FAD, with or with-
out S bound).
Following this example, we elaborated the equations for our scheme
(Fig. 4), under the assumption that the TPM unlooped state is due to the sum
of the O-OR state and either the RO-OR or the O-O state, depending on the
conditions of the experiment. In fact, when ka[R] kd (which is the case at
100 pM LacI concentration) RO-OR is prevalent over O-O, and when ka[R]
 kd (which is the case at 4 pM LacI concentration), O-O is prevalent over
RO-OR. Thus we write the following reaction path
U1 ! k1
k1
U2 !k2 L (A2)
(where U2 is always the O-OR state and U1 is either RO-OR or O-O, as
discussed above).
We can then write the equations governing the time-dependent proba-
bilities of ﬁnding the system in each of these three states:
dU1
dt
¼ k1U11 k1U2; (A3)
dU2
dt
¼ k1U1  U2ðk11 k2Þ; (A4)
dL
dt
¼ k2U2: (A5)
This set of differential equations is solved using the Laplace transform with
the initial conditions U1(0) ¼ 0, and U2(0) ¼ 1, which derives from the fact
that, in the TPM experiment, the observed Loop!Unloop transition always
leads into the U2 state. The solution found is
U2ðtÞ ¼ 1
2a
ða1 b1 k1Þeða1bÞt1 ða b k1ÞeðbaÞt
h i
; (A6)
where
a ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
4
ðk11 k11 k2Þ2  k1k2
r
; (A7)
b ¼ 1
2
ðk11 k11 k2Þ: (A8)
The probability of the system making a transition U2 ! L (i.e., ending the
TPM unlooped state) is given by k2U2. Therefore PU(t)¼ k2U2(t), leading to
Eq. 26 in the text.
Thus, all mathematical relationships derived with the involvement of
PU(t) (i.e., FL, ML, MU, tMU, tUo) need to be recalculated using this more
complete expression for PU(t), leading to the following results:
FL ¼NU3 k2
2a
3 lFL3
a1 b1 k1
ða1 bÞ2 e
ða1bÞð2Td1tFLÞ

1
a b k1
ðb aÞ2 e
ðbaÞð2Td1tFLÞ
	
; (A9)
MU ¼NU3 k2
2a
a1 b1 k1
a1 b
ðeða1bÞTd  1Þ

1
a b k1
b a ðe
ðbaÞTd  1Þe
Td
tL
3 1 lFU ðTd1 tLÞe
Td
tL  tLe
2Td1tFU
tL
h in o
; (A11)
ML ¼NL3 1 exp Td
tL
  	
3 k2
2a
a1 b1 k1
a1 b
e
ða1bÞTd 1
a b k1
b a e
ðbaÞTd
  	
3 1 lFL k2
2a
3 a1 b1 k1ða1 bÞ2 e
ða1bÞð2Td1tFLÞ  a1 b1 k1
a1 b
Td  1
a1 b
 
e
ða1bÞTd 1

a b k1ðb aÞ2 e
ðbaÞð2Td1 tFLÞ  a b k1
b a Td 
1
b a
 
e
ðbaÞTd
	

; (A10)
tMU ¼
a1 b1 k1
a1 b
Td  1
a1 b
 
e
ða1bÞTd 1
1
a1 b
 	
1
a b k1
b a Td 
1
b a
 
e
ðbaÞTd 1
1
b a
 	 

a1 b1 k1
a1 b
e
ða1bÞTd  1
h i
1
a b k1
b a e
ðbaÞTd  1
h i ; (A12)
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tUo ¼ 1
NLo
"
NU3
k2
2a
a b k1
ða bÞ2 1
a1 b1 k1
ða1 bÞ2
 
 FL3 tFL1FU3 tFU MU3 tMU1ML3 tML
	
:
(A13)
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