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ABSTRACT 
A square sign pattern matrix A (whose entries are +, - ,  or 0) is said to 
be powerful if all the powers A 1, A 2, A3,..., are unambiguously defined. For a 
powerful pattern A, if A l - - - -  A I+p with l and p minimal, then l is called the base 
of A and p is called the period of A. We characterize irreducible powerful sign 
pattern matrices and investigate the period and base of a powerful sign pattern 
matrix. We also consider some connections with real matrices and give some 
significant classes of powerful patterns. 
1. INTRODUCTION AND PREL IMINARIES  
By a sign pattern matrix (or simply a pattern) we mean a matrix each 
of whose entries is ÷, - ,  or 0. The set of all n × n sign pattern matrices is 
denoted by Q,~. Powers of square sign pattern matrices have been studied 
to some extent (see [2], [3], and [4]). 
Let A = (aij) E Qn. Then D(A), the directed graph (digraph) of A, is 
the digraph with vertex set {1, 2 , . . . ,  n} and edge set E = {( i , j )  I aij ¢ 0}. 
In fact, each edge of D(A) may be natural ly labelled + or - .  By a walk 
W in D(A), we mean a sequence of edges ( io, i l ) , ( i l , i2), . . . , ( ik- l , ik).  
The length of W, denoted by I(W), is k. The above walk W can also 
be represented as W: (io, i l , i 2 , . . . , i k ) .  We say W is positive [negative], 
and we write sign(W) = + [sign(W) = - ] ,  if W contains an even [odd] 
number of negative edges. W is a closed walk if io = ik. A closed walk ~/: 
(io, il, i2, . . . ,  ik-1, io) is a cycle if io, il, i2, . . . ,  ik-1 are distinct (sometimes 
this is referred to as a simple cycle). A cycle with length k is a k-cycle, 
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The notions defined above for D(A)  can be modified slightly and defined 
for A = (ao). Thus a walkWofA  (or in A) is a formal product of the 
form W = aio~l ah~2a~2~ "''a~k_i~k, where the entries involved are nonzero. 
Closed walks and simple cycles in A are defined analogously, as well as 
their lengths and signs. 
A nonnegative pattern is one that  does not have any - entries. We say 
A E Q~ is cyclically nonnegative if every simple cycle of A is positive. The 
cycle structure of A has been instrumental in qualitative matrix theory (see 
[4] and [5]). 
Now we are ready to consider the powers of a pattern A E Q~. For 
any positive integer k, A k is defined, that  is, exists as a pattern, if the (i, j )  
entry of A k is unambiguously defined for all 1 <_ i , j  <_ n, and we write 
A k E Qn. If we denote the ( i , j )  entry of A k by (Ak)ij, then it is clear that  
(Ak)i j  is unambiguously defined iff no two walks of length k from i to j 
have opposite signs. If A k exists as a pattern, then (Ak)i j  = E sign(W), 
where W runs over the set of walks of A of length k from i to j ,  henceforth 
indicated by W(i  ~ , j; k). Of course, the sum is zero if there is no such 
walk. The pattern A is said to be powerful if all the powers A, A 2, A 3, . . . ,  
are defined. We characterize irreducible powerful patterns in Section 3, 
and we give interesting examples of these in Section 5. 
For a real matrix B, by sgn(B) we mean the pattern obtained from 
B by replacing each positive (respectively, negative, zero) entry with + 
(respectively - ,  0). If A E Q~, then the qualitative class of A is defined by 
Q(A)  = {B E Ms(R) I sgn(B) = A} 
where Mn(R) denotes the set of all n x n real matrices. 
Notice that  A E Q,~ powerful means that  for any k _> 2 and Bi E 
Q(A), i = 1, 2 , . . . ,  k, the signs of the entries of BIB2 " • " Bk are independent 
of the choices of the B/s .  In fact, we must have sgn(B1B2 - • - Bk) = A k. 
Along the way we will discuss some connections between a pattern A and 
its qualitative class. 
It  is worth mentioning that  if we allow "free" entries, arising from (+)+ 
( - ) ,  and denoted by #,  in a generalized pattern matrix, then the powers of 
any square pattern always exist. In this case, we have 
(+) + ( - )  = #, # + (±) = #, # + # = #,  
(~) .# = #, #.#=#,  #.o=o.  
With this in mind, we see that multiplication of patterns is associative, and 
A.~Ak = Am+< 
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When A k is defined for some positive integer k, A m with m < k may 
not be defined, as the following example shows. 
EXAMPLE 1.1. Let 
A = 
0 0 ÷ 
0 0 - " 
0 0 0 
Then A 2 is ambiguous. Indeed, 
A2 = 0 0 
0 0 
0 0 
However, A 3 = 0. 
The above powers of A can also be easily obtained by considering the 
walks in D(A). 
Let A c Qn be powerful. Consider the sequence A 1 = A, A2 ,A3 , . . . .  
Since each term belongs to Qn and [Qnl = 3n , there must be repetitions 
in the sequence. Let A l be the first one that is repeated. Write A t = A z + P 
with p > 0 minimal. Then l is called the base of A, and p the period of A. 
We sometimes denote the base of A by l(A), and the period of A by p(A). 
Of course, nonnegative (or nonpositive) patterns in Q~ are powerful. 
Associated with any pattern A E Qn, we have a nonnegative pattern [A[, 
obtained from A by replacing - entries with +. We shall see that  power- 
ful patterns are closely related to nonnegative patterns. In Section 2 we 
consider the period and base of a nonnegative pattern. The general case is 
studied in Section 4. 
The following lemma, well known for Boolean matrices and real matri- 
ces, can be easily established. 
LEMMA 1.2. Let A c Qn be powerful with base l and period p. Then 
for integers m, k > O,A m = A m+k iff m > l and p I k. 
Proof. Group the terms of the sequence A 1, A 2, A3, . . .  into ordered 
sets as follows: 
S__ 1 = (A 1,A2, . . . ,A I -1) ,  
So = (AI ,AI+I, . . . ,AI+p-1),  
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(AZ+V, Al+p+ 1, . . . ,  A~+2v- 1), 
(At+pt,..., AI+pt+p-1), (t > 0). 
It is easy to see that the elements of S-1 are distinct and none of the 
elements of S-1 are contained in So = $1 = $2 . . . .  . Also, the elements 
of So are distinct, by the minimality of p. Now the desired result follows. 
We can think of a permutation pattern as a pattern with + replacing 
the 1 entries in a real permutation matrix. As usual, we say that a pattern 
A C Qn is reducible if there is a permutation pattern P such that 
where the diagonal blocks are nonempty and square• A is said to be irre- 
ducible if it is not reducible. It is well known that A is irreducible iff D(A) 
is strongly connected. Thus any 1 × 1 pattern is irreducible. We define 
the index (of imprimitivity) of an irreducible pattern A, denoted by h(A) 
or simply h, as h = h(A) = gad{/(V)}, where y runs over all cycles of A. 
For 1 x 1 zero pattern, we define h = 1. Since any closed walk can be 
written as a product of simple cycles, we see that h(A) = gcd{lengths of 
closed walks of A}. Hence, the length of any closed walk is a multiple of 
h. A nonzero irreducible pattern A is said to be primitive if h(A) = 1. Ro- 
manovski showed that if A is an irreducible nonnegative real matrix, then 
h(A) is the number of eigenvalues of A of maximum modulus (see [6]). 
For an irreducible pattern A with index h > 1, there is a permutation 
pattern P such that 
pT Ap = 
I 0 A12 ] 
0 A23 
0 ". 
" .  Ah-  l,h 
Ahl 0 
where the zero diagonal blocks are square (see [1] or [10]). We shall call 
this form the block cyclic form of A. When h = 1, the block cyclic form of 
A is A itself with no partitioning. 
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For a general pattern A c Qn, the Frobenius normal form of A is 
pT Ap = 
11 ] 
A22 
Akk 
where P is a permutation pattern and the diagonal blocks Aii are irre- 
ducible. The diagonal blocks Aii are called the irreducible components 
of A. 
A signature matrix (i.e., a diagonal matrix with diagonal entries ±1), 
with the ± l ' s  replaced by ±'s, becomes a signature pattern S. We say SAS 
is signature similar to A. It is known that signature similarity preserves 
the cycle structure and that irreducible cyclically nonnegative patterns are 
signature similar to nonnegative patterns. In general, a square pattern A 
is signature similar to a nonnegative pattern iff A ÷ A T is (unambiguous 
and) cyclically nonnegative, which can be seen from the fact that A + A T 
is symmetric and hence all the off-diagonal blocks in its Frobenius normal 
form are zero. 
A subpattern of A E Qn is obtained by replacing certain (possibly no) 
nonzero entries with 0. 
The proof of the following lemma is easy and is omitted. 
LEMMA 1.3. The set of powerful sign pattern matrices is closed under 
(i) negation; 
(ii) permutation similarity; 
(iii) signature similarity; 
(iv) transposition; 
(v) subpatterns. 
2. PERIODS AND BASES OF NONNEGATIVE PATTERNS 
We first consider irreducible nonnegative patterns. Most of the results 
in this section can be obtained from known results in Boolean or nonneg- 
ative matrix theory. For self-containment, we give proofs here. 
THEOREM 2.1. Let A E Qn be nonnegative and irreducible with index 
h. Then the period of A is h, i.e., p(A) = h(A). 
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Proof. Performing a permutat ion similarity on A if necessary, we may 
assume that  A is in block cyclic form 
0 A~2 ] 
0 A23 
A ~ " .  " , .  
". Ahol,h 
Ahl 
Since the result is trivial ly true for n = 1, we may assume n >2 (so that  
A ~ 0). It  follows from [10, Corol lary 4.1, p. 60] that  C = A12A23... 
Ah- l ,hAhl  is primitive. Hence C m = (A12A23"" Ahl) m > 0 for some 
posit ive integer m. Notice that  for afiy nonnegative patterns A1, A2, A3 for 
which A1A2A3 makes sense, if A2 > 0, A1 has no zero rows, and A3 has 
no zero columns, then A1A2A3 > 0. By the irreducibil ity of A, each Ai#+l 
(with indices modulo h) has no zero row or zero column• It then follows 
from C m > 0 that  for each i, 1 < i < h, 
Bi = A~,i+lAi+l#+2 ' •• Ah-1,hAh1CmA12A23 " • • A~-I,~ > O. 
Therefore 
A(m+l) h = B2 
Bh 
where each Bi is (entrywise) positive. Similarly, 
[B1 1 A(m+2) h : B2 
Bh 
Thus A (m+l)h = A (m+l)h+h, and by Lemma 1.2, l(A) <_ (m + 1)h,p I h. 
However, if p < h, then A (m+l)h = A (m+l)h+p again by Lemma 1.2, that  
is, 
I B1 B2 A (m+l)h = A(m+l)h+P, 
Bh 
which has a zero (1, 1) block, yielding a contradiction. Consequently, p = h. 
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For 1 x 1 nonnegative patterns [0] and [+], clearly p = h = l = 1. 
THEOREM 2.2. Let A be an n × n (n >_ 2) nonnegative irreducible 
pattern with block cyclic form 
0 A]2 ] 
0 A23 
".. ".. 
"'. Aho1, h 
Ahl 
Then the base of A is the smallest positive integer k such that for all i 
(1 < i < h), Ai#+lAi+~,i+2 "" Ai+k- l , i+k is (entrywise) positive, where the 
indices are mod h. 
Proof. Since the base is invariant under permutation similarity, we 
may assume A is in block cyclic form. From the proof of Theorem 2.1, we 
see that for large enough m, A m has h positive blocks. Let l, p be the base 
and period of A, respectively. Since A l = A l+p = A l+2p : A l+3p . . . .  , we 
see that A l has h positive blocks. On the other hand, if A k has h positive 
blocks, then A k = A k+h, because they have nonzero blocks at the same 
positions and the nonzero blocks are positive. By Lemma 1.2, we have 
k > 1. Therefore l(A) is the smallest positive integer k such that A k has h 
positive blocks. • 
Let A be a nonnegative primitive pattern, and let B c Q(A). The 
smallest positive integer k such that B k > 0 is commonly known as the 
exponent (or index of primitivity) of B, and is denoted by exp(B). Clearly, 
B k > 0 iff A k > 0 . Hence exp(B) = l(A). There are numerous results on 
exp(B). It is well known that for an n x n nonnegative primitive matrix 
B, exp(B) < (n -  1) 2+1 (see [1] or [6]). In fact, we have that for any 
nonnegative pattern A • Qn, l(A) < (n - 1) 2 + 1 (see [8, p. 218]). 
We now give a tighter upper bound for the base of a nonnegative irre- 
ducible pattern. 
COROLLARY 2.3. Let A E Qn be nonnegative and irreducible, with 
index of imprimitivity h. Then l(A) < h{([n/h] - 1) 2 + 2} - 1, where [ ] 
denotes the greatest integer function. 
Proof. We may assume that n > 2 and A is in block cyclic form (as 
in Theorem 2.2). For 1 < i < h, define Pi = Ai,i+lAi+l,i+2 •" Ai+h-l , i+h, 
where the indices are reduced to 1, 2 , . . . ,  h, mod(h). Then all the Pi are 
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primitive, and at least one Pj has order _ [n/h]. It follows that l(Pj) < 
([n/h] - 1) 2 4- 1. The arguments used in the proofs of Theorems 2.1 and 
2.2 then imply that 
l(A) <h{( [n /h ] - l )  2+l}+h-1  or l (A )<h{( [n /h ] - l )  2+2}-1 .  
Notice that when h = 1, the above inequality reduces to l(A) < (n - 
1) 2 + 1. It is easy to verify that 
h{( [n /h ] - l )  2+2}-1<(n-1)  2 4-1 for n>3and l  <h<n.  
Let A be a powerful pattern. The A l(A) = A I(A)+p(A). It follows that 
IAI z(A) = IAI z(A)+p(A). By Lemma 1.2, we get l(A) >_ l(IAI) and p(IAI)lp(A). 
In Section 4, we will show that for an irreducible powerful pattern A, 
l(A) = I(IAI) , and either p(A) = p(IAI) or p(A) = 2p(IAI). 
We say a powerful pattern A is k-potent if A = A "~+1 for some m > 0 
and k is the smallest such positive integer. Nonnegative k-potent patterns 
are studied in [2] and [3]. In view of Theorem 2.1 and Theorem 2.2, we 
have the following result, which can also be found in [3]. 
COROLLARY 2.4. A nonnegative irreducible pattern A is k-potent iff 
k = h(A) and the nonzero blocks in the block cyclic form of A are all 
positive. 
Nonnegative k-potent patterns can also be conveniently described graph 
theoretically. For example, A is idempotent iff ( for all i and j, aij = + iff 
there exists an m such that a~,~amj = +). More generally, A -- A k+l iff 
[for all i and j, aij = 4- iff W( i  ~ , j; k 4- 1) ~ 0]. Thus we can see that 
if A is nonnegative k-potent and m = ks + r, where s, r are integers and 
0<r  <k- l ,  thenW( i  ~ ~ j ;m)  ~ O iff W( i  ~ , j ; r )  ~ O. 
For a pattern A, the minimum rank of A, denoted by mr(A), is defined 
as  
mr(A) = min{rankB I B e Q(A)}. 
Determining mr(A) in general has been an open problem for many years 
[7]. 
THEOREM 2.5. Let A be an n × n (n > 2) nonnegative irreducible 
pattern. Then mr(A) = h(A) iff A = A l+h(A). 
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Proof. We may assume that A is in block cyclic form 
A = 
0 A12 ] 
0 A23 
".  " .  
0 Aho1, h 
Ahl 
where h = h(A). Notice that since each Ai,i+l has no zero row or column, 
mr(Ai#+l) > 1. 
Suppose A = A l+h. Then from Theorem 2.2 the nonzero blocks in A 
are entrywise positive, and we see that 
mr(A) = mr(A12) + mr(A23) +. . -  + mr(Ahl) = h. (*) 
This implication is also contained in [3]. 
Suppose mr(A) -- h. Then it follows from (*) that 
mr(A12) = mr(A23) . . . . .  mr(Ahl) = 1. 
Thus all the rows of A12 are equal, and all the columns of A12 are equal. 
Hence A12 is positive. Similarly, the other nonzero blocks A23,. . . ,  Ah-l,h, 
Ahl are positive. Using Corollary 2.4, we get A = A l+h. • 
THEOREM 2.6. Let A E Qn be nonnegative with Frobenius normal form 
A22 
Akk 
Then p(A) = lcm{h(Aii)l l < i < k}. 
Proof. Without loss of generality, assume that A is in Frobenius nor- 
mal form, with Vi being the index set for Aii, 1 < i < k. Let 1 and p 
be the base and period of A, respectively. Then A z = A l+p implies that 
A~i = --iiAZ+P, and it follows from Theorem 2.1 and Lemma 1.2 that p(Aii) = 
h(Aii) I P for 1 < i < k. Therefore lcm {p(Aii) I 1 < i < k} = q [ p. Let 
L = max{/(Aii) [ 1 < i < k}. By Lemma 1.2, A N = A N+q for any N > L. 
Consider A (L+q+l)k_ The ( i , j)  entry [A(L+q+llk]i j # 0 iff there exists a 
walk of A from i to j of length (L + q + 1)k. Notice that (since there is no 
edge from Vt to Vs for 1 < s < t _< k) such a walk contains at most k - 1 
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edges each of which connects some V, to some Vt, s < t; the remainder [of 
total length > (L + q)k] . is a collection of at most k walks Wi, Ws, . , IV,, 
each of which is in some irreducible component of A. It follows that some 
W,, 1 5 s < T, in some Att has length > L + q. 
Then A;!% = A:$wv’)+q says that W, can be elongated (without chang- 
ing the initial and terminal vertices) to a walk Wi of Att with length 
l(Ws) + q. Th us we have shown that for all i and j, [A(Lfg+l)k]ij # 0 
implies [A (L+4+l)k+qlzj # 0, A similar argument (using truncation) shows 
that for all i and j, [A (Lf4+l)kf4]2j # 0 implies [A(L+4fl)lij # 0, 
Therefore AcLfQ+l)” = A@+qf’)“+q and plq by Lemma 1.2. Recall 
that we also have qlp; consequently q = p. n 
3. CHARACTERIZATION OF IRREDUCIBLE POWERFUL PATTERNS 
Clearly A E Qn is irreducible iff IAl is. If A” is unambiguously defined, 
then IA”/ = JAI”. 
As Example 1.1 shows, there exist patterns A such that A3 is defined 
but A2 is undefined. The next lemma says that this cannot happen if A is 
irreducible. 
LEMMA 3.1. Suppose that A E Qn is irreducible and Am(m > 2) is 
unambiguously defined. Then for any positive integer k < m, A” is defined. 
Proof. Take any two indices i, j in { 1,2, . . . , n}. Consider any two 
walks WI and W2 of A from i to j with length Ic. Use the strong con- 
nectedness of D(A) to find a walk W3 of A from j to some t of length 
m - k. Since W,Ws and W2W3 are both walks from i to t of length m, 
they must have the same sign (because A” is defined). It follows that 
sign(Wi) sign(Wa) = sign(W2) sign(Wa) and hence sign(Wi) = sign(W2) . 
n 
The next example shows that we can have A” = Am+’ without A being 
powerful. 
EXAMPLE 3.2. Let 
0 + + + 
A= [ ’ + ’ + 0 0 - - 
0 0 0 0 
1 . 
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Then 
A2 = and A3 = AA2 = A. 
0 0 0 0 
However, for an irreducible pattern A, we have the following. 
THEOREM 3.3. Let A E Qn be irreducible. Then A is powerful iff there 
exist m, k > 0 such that A” = Am+k E Qn. 
Proof Since necessity is clear, we 0niy prove sufficiency. 
Assume that A” = Amfk E Q,. Then we have 
A” = AmA’” = Am+kAk = Am+2k _ Amf3k = . . - 
Thus for infinitely many s > 0, A” is defined. By the aid of Lemma 3.1, 
we conclude that A is powerful. n 
Now it is apparent (though of little practical use) that an irreducible 
pattern A E Qn is powerful iff A3”*+l is defined. (Also see Corollary 4.6.) 
LEMMA 3.4. An irreducible pattern A is powerful iff all the walks of A 
from 1 to 1 of the same length have the same sign. 
Proof. Necessity is clear, since A powerful implies A” is defined for all 
k. We now consider sufficiency. Suppose that Ak is undefined (for some 
k 2 2). Then there exist i,j E {1,2,. . , n} such that there are walks of 
Wi, IV.2 of A from i to j of length k with sign(Wi) = -sign(Wz). Let 
Wc(Ws) be a walk from 1 to i(from j to 1). Now W’r~WilVa and WoW2W3 
are walks (of A) from 1 to 1, and I(WsWiWs) = l(W~W2W3). But sign 
(WcWiW3) = -sign(WcW2Wa), contradicting the hypothesis. W 
The main result of this section is the following. 
THEOREM 3.5. An irreducible pattern A with index of imprimitivity 
h is powerful ifl all cycles of A with lengths odd multipes of h have the 
same sign and all cycles (if any) of A with lengths even multiples of h are 
positive. 
Proof. For necessity, let yi be a cycle of A with l(n) = hk for some 
odd integer k. Suppose y is any cycle of A with l(y) = h . 2m for some 
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integer m. Let i be an index in yi and j an index in y, and let W be a 
walk of A from i to j. Observe that both $“W and Wyk are walks of A 
from i to j with length h. 2mk + I(W). Hence, since they have the same 
sign, it then follows that [sign(n)12” = [sign(r)]” (with k odd), and that 
sign(y) = +. Suppose l(y) = h(2m + 1). Then a similar argument yields 
that 
sign(y) = sign(yi). 
We now prove sufficiency. In view of Lemma 3.4, it suffices to show 
that for any m 2 1, all walks of A from 1 to 1 with length mh have the 
same sign. If all cycles of A are positive, then A is signature similar to a 
nonnegative pattern and hence A is powerful by Lemma 1.3. 
Now assume that cycles of A with lengths odd multiples of h are nega- 
tive. Let y be a closed walk with length mh. 
Case I: m is even . Write y = 7172 . ’ . yk where the yi are cycles. 
Since each l(ri) is a multiple of h, and mh = C&, l(ri), we must have an 
even number of cycles among yi , 72, . . . , yk whose lengths are odd multiples 
of h. Say they are yi,“/z, . . ,yzs. Then 
Case II: m is odd . Similarly to case I, we now have an odd number of 
cycles (say yi, 72,. . . , yzs_l) among yi, 72,. . . , yk, whose lengths are odd 
multiples of h. Then sign(y) = (-)2s-1 . (+)k-2sf1 = -. 
In particular, all walks of length mh from 1 to 1 have the same sign. 
By Lemma 3.4, A is powerful. W 
It is easy to see that if y is a negative cycle of A with odd length, then 
the corresponding cycle of y in -A is positive. If 2(r) is even, then y and 
its corresponding cycle in -A have the same sign. Recall that a cycli- 
cally nonnegative irreducible pattern is signature similar to a nonnegative 
pattern. Thus we obtain 
COROLLARY 3.6. Let A E Qn be irreducible with h(A) odd. Then A is 
powerful iff A or -A is signature similar to a nonnegative pattern. 
In particular, a primitive pattern is powerful iff A or -A is signature 
similar to a nonnegative pattern. It is easy to see that Corollary 3.6 does 
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not hold if h(A) is even. For instance, 
is powerful, and h(A) = 2. Neither A nor -A is signature similar to a 
nonnegative pattern. 
Clearly, if an irreducible pattern A has an odd cycle, then h(A) is odd 
and Theorem 3.5 implies that A is powerful iff all even cycles (if any) of A 
are positive and all odd cycles of A agree in sign. 
4. PERIODS AND BASES OF POWERFUL PATTERNS 
We begin with the case of h(A) being odd. 
THEOREM 4.1. Let A be an irreducible powerful pattern with an odd 
cycle -yi. Then 
P(A) = 
h(A) if sign (71) = +, 
2h(A) if sign (71) = -. 
Proof. If sign(yi) = +, then by Theorem 3.5, A is signature similar to 
a nonnegative pattern, say A+ (in fact, A+ = IA\). It follows that p(A) = 
p(A+) = h(A+) = h(A), w h ere the equality in the middle is guaranteed by 
Theorem 2.1. 
If sign(yi) = -, then by Theorem 3.5, -A is signature similar to a 
nonnegative pattern. Hence p(-A) = h(-A) = h(A) from the first part of 
the proof. Thus 
(_/# = (_/#+h(A) = (_~)h@). (_A)l 
= (-A)h(A). (-A) l+h(A) = (_&$+2h(A), 
or AL = A1+2h(A), and also Al = -AL+h(A) # AL+h(A). Since h(A) = 
h(lAl) = p(lAl) ( p(A),so that h(A) ( p(A),we obtain p(A) = 2h(A). n 
An immediate consequence of Theorem 4.1 is the following. 
COROLLARY 4.2. Let A be a powerful primitive pattern. Then p(A) = 
1 iff A has a positive odd cycle, and p(A) = 2 iff A has a negative odd cycle. 
In fact, Theorem 4.1 remains valid when yi is replaced by a cycle of 
length h(2m - l), as the next theorem shows. 
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THEOREM 4.3. Let A E Qn be irreducible and powerful, with index of 
imprimitivity h. Then the period and base of A are given by 
P(A) = 
h if A is cyclically nonnegative, 
2h if A has a negative cycle, 
and 
l(A) = WI). 
Proof. We may assume that n > 2 and A is in block cyclic form 
0 Alz 
0 A23 
A= I . . . . . . 3 0 Ah-l,h Ah1 0 _ 
where the diagonal blocks are square and PI = A12A23 ‘. Ah_l,hAhl is 
primitive. By Corollary 4.2, PI has period 1 or 2. 
Similarly, Pi = Ai,i+lAi+l,i+z.. . Ah_l,&lA12 . . Ai_l,i is primitive 
and has period 1 or 2. Notice that 
For 1 large enough we have 
ALh z (Ah)l = 
= 
. . 
. I 
p1+2 
h 
= (Ah)l+2 =Alh+2h. 
It follows (by the aid of Lemma 1.2) that p(A) 1 2h. 
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If A is cyclically nonnegative, then p(A) = h(A) (by Theorem 2.1). 
Now assume that A has a negative simple cycle y [with l(y) = hk]. Notice 
that p(A) 2 p([Al) = h. Suppose A has period h. Then for some 1, A’ = 
Al+h = Alf2h = . . . . Let j be an index in y, and let W be a walk of A 
from some i to j of length 1. Then 
sign(W) = (A’)ij = (A’+lch)ij = sign(Wy) = sign(W) sign(y), 
which is a contradiction, since sign(y) = -. Therefore in this case we have 
p(A) > h, which combined with p(A) 1 2h implies that p(A) = 2h. 
It remains to show that l(A) = l(IAl). Since A1cA) = A1(A)+p(A) implies 
I-4 l(A) = IAJ~(IAI)+P(A), we see that 1(A) > I(IAl). We need to show that 
Al(IAI) = A~(IAI)+P(A), Since (A l(IAI)I = IA1(IAl)+p(A)I, it suffices to show 
that if there is a walk W(ofA) from i to j of length l(IAl), then any walk 
WI from i to j of length 1(IAl) +p(A) has the same sign. Let W2 be a walk 
from j to i. If A is cyclically nonnegative, then A is signature similar to a 
nonnegative pattern and 1(A) = l(IAl) follows. If A has a negative cycle, 
then p(A) = 2h, as proved above. Now the closed walks WW2 and WI W2 
differ in length by p(A) = 2h. By (the proof of) Theorem 3.5, 
sign( WW2) = sign( WI Wz), 
or sign(W) = sign(Wi), as desired. n 
Since a cyclically nonnegative irreducible pattern is signature similar to 
a nonnegative pattern, Theorem 4.3 and Lemma 1.2 imply the following. 
COROLLARY 4.4. Let A E Qn be irreducible and powerful. Suppose 
A” = Am+2s-1 for some positive integers m and s. Then A is signature 
similar to a nonnegative pattern. 
In particular, if A E Qn is irreducible and A = A2” for some positive 
integer s, then A is signature similar to a nonnegative pattern. 
Now let us look at an interesting special case. 
PROPOSITION 4.5. Let A be an entrywise nonzero pattern of order n. 
Suppose A3 is defined. Then A3 = A (and hence A is powerful). 
Proof. For any i, j, we have 
[A3]ij = sign(a&,) = sign(a,j) = [A]ij. 
n 
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From Lemma 1.2, Theorem 4.3, and Theorem 3.3, the following corol- 
lary follows. 
COROLLARY 4.6. An irreducible pattern A is powerful iff 
But Proposition 4.5 suggests that something stronger might be true. 
CONJECTURE. An irreducible pattern A is powerful i# Al(lA1)+2h(A) is 
defined. 
While the conjecture remains open, we do have the following result. 
COROLLARY 4.7. Let A E Qn be irreducible. Define q(A) = lcm{l(i) 1 
1 i. i 5 n}, wh ere l(i) = min{l(r) / y is a cycle of A involving the index 
i}. Then A is powerfu1 ifl A’(iA1)+2’J(A) is defined. 
Proof Suppose A’(lA1)+2q(A) is defined. Notice that h(A) 1 q(A), and 
A’(lAl) is also defined (by Lemma 3.1). Furthermore, by Lemma 1.2 and 
Theorem 2.1, we get 
)~l(lAl) 1 = jAl(iA1)+2dA) 1. (1) 
Take any i,j E {1,2,. . . , n}. Suppose there is a walk W of A from i to j 
of length 1( [AI). Let y by a cycle of A with minimal length involving the 
index j. Then l(y)lq(A); say q(A) = H(y). It follows that We’ is a 
walk of A from i to j of length l(JA() + 2q(A), and 
sign(Wy2”) = sign(W) . [sign(r)]2’c = sign(W). 
Combining this with Equation (1) above, we conclude that A’(lAl) = 
Al(lA1)+2q(A), and that A is powerful (by Theorem 3.3). n 
We now consider the period and base of a powerful reducible pattern. 
THEOREM 4.8. Let A be a powerful pattern with Frobenius normal form 
All * 
A 22 1 
Akk 1’ 
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Then 
Proof. We may assume that A is in Frobenius normal form. The proof 
of Theorem 2.6 (with the exception that we should now pay attention to 
the signs of walks) shows that p(A) = lcm{p(A,,) 1 1 _< i < k}. 
Next we consider the base. Recall that l(IAl) < l(A). To prove l(A) < 
max{l(lAl), Ic} = L, it suffices to show that 
AL = AL+P(A) (2) 
Recall that for a powerful pattern A, we always have lAlm = lAmI and 
p(IAl)lp(A). By Lemma 1.2, we now have IA’1 = IALfp(A)I. Thus to show 
(2), we need only show that if there is a walk W of A from i to j of length 
L, then any walk I&‘1 of A from i to j of length L + p(A) has the same 
sign. Since 1(W) = L > k and any walk of A contains at most Ic - 1 edges 
with initial and terminal indices in different irreducible components of A, 
we see that W must contain a walk W’ of some irreducible component 
A,,. Similarly, Wi contains a walk Wi of some irreducible component Att. 
Let y be a cycle of A,, involving an index in W’, and let yi be a cycle 
of Att involving an index in IV;. Since A has period p(A), for sufficiently 
large m we have AL+~~~(Y).~(TI) = AL+~~~(Y)~(x)+?J(A). It follows that 
sign( Wy 2ml(Yl)) = sign(lJ7ry~m’(r) ). Therefore sign(W) = sign(lVr). n 
Since l(IAl) < l(A) 5 max{l(lAl),Ic}, equality holds if k 5 l(IAl). In 
particular, if A is irreducible and powerful, then I(A) = l(IAl), which is 
contained in Theorem 4.3. For a reducible powerful pattern with k > l( I AI), 
it is possible that l(IAl) < l(A), as the next example reveals. 
EXAMPLE 4.9. Let 0 + - 
A= 0 + + . 
[ 1 0 0 0 
It is easy to verify that IAl = (A12, A2 = A3 = IAl # A. Therefore 
l(IAl) = 1 < 2 = l(A). 
We conclude this section with an example that says that Corollary 
4.4 does not hold for reducible powerful patterns, that is, A” = Amfk 
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for some odd k does not imply A is signature similar to a nonnegative 
pattern. (However, since each cycle of A is in fact a cycle of some irreducible 
component of A, we see that A” = Am+lc E Qn for some odd k implies 
that A is cyclically nonnegative.) 
EXAMPLE 4.10. Let 
0 0 + + 
A= 0 0 + - 
[ 1 OOfO’ ooo+ 
Then A = A2. However, A is not signature similar to any nonnegative 
pattern, since D(A + AT) contains a negative cycle (1,4,2,3,1). 
5. NEGATIVE &-COCKADES 
In [9], Lundgren and Maybee discuss directed cockades and prove some 
nice results about these digraphs. In this section, we consider a special 
case of these directed cockades, thereby producing interesting classes of 
irreducible powerful patterns. We are indebted to John Maybee for the 
material in this section. 
Let D be a digraph without loops. If x and y are vertices of D, we let 
p(z -+ y) be a path in D from z to y. We always suppose p(~ 4 y) is 
simple. Let p(z --f x) be the vertex Z, since D is loop free. Thus we regard 
each vertex of D as a path of length zero. 
We call p(~ --+ y) a strictly proper path of D if (i) the arc (y, Z) does 
not belong to D and (ii) there is no other path in D from z to y. Note 
that every vertex of D is itself a strictly proper path. 
Suppose p(z + y) is a strictly proper path and q > 2 is an inte- 
ger. Let D’ be the digraph obtained from D by adjoining new vertices 
x1,x2,. ‘. , q-1 and arcs (y,zi), (xi, xs), . , (cE,_~,Ic). Then we say that 
D’ is obtained from D by a q-path construction at p(x --f y). Observe that 
if P(X --f y) is a vertex of D, the q-path construction at p(~ + y) adjoins a 
cycle of length q to D. 
We call the digraph D a directed &-cockade (T 2 2) if there exists a 
sequence Do, D1, . . . , D, = D of digraphs satisfying: 
1. Do consists of a cycle of length T. 
2. Dj is obtained from Dj-1 for j = 1,2,. . , m by a qj-path construc- 
tion at a strictly proper path pi of Dj-1, where l(pj) + qJ = T. 
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.Notice that at each stage of the construction of a directed C--cockade, 
we must have l(pj) < r - 2, since a q-path construction requires q 2 2. 
EXAMPLE 5.1. Every tree, regarded as a directed graph, is a Cs- 
cockade, and conversely. 
EXAMPLE 5.2. The following digraph is a C&cockade: 
The following facts are easy to verify: 
1. 
2. 
3. 
Every cycle of a directed C&-cockade has length r. 
The directed C,-cockade D constructed from the sequence Do, D1, 
. . > D, = D has exactly m + 1 cycles. 
Let D be a directed C.-cockade. Then there exists a mapping LT 
from the arcs of D into the set {+, -} such that every cycle of D is 
negative. 
Call a sign pattern matrix A a negative C,-cockade if D(A) is a directed 
C,-cockade and every cycle of A is negative. The following result can now 
be easily established using Theorems 3.5 and 4.3 and the above properties 
of &cockades. 
THEOREM 5.3. Let A be a negative CT-cockade. Then A is powerful 
and we have 
A ?-+I_ A -- 1 
A27.+1 = A , and p(A) = 2r. 
In view of Theorem 3.5, we see that the q-path construction can also 
be used to construct more general powerful patterns (in which the cycles 
may have different lengths). 
We would like to thank the referee for valuable comments and sugges- 
tions. 
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