Abstract. It is shown that if a 2-way probabilistic nite state automaton (2pfa) M recognizes a nonregular language L with error probability bounded below 1/2, then there is a positive constant b (depending on M) such that, for in nitely many inputs x, the expected running time of M on input x must exceed 2 n b where n is the length of x. This complements a result of Freivalds showing that 2pfa's can recognize certain nonregular languages in exponential expected time. It also establishes a time complexity gap for 2pfa's, since any regular language can be recognized by some 2pfa in linear time. Other results give roughly exponential upper and lower bounds on the worst-case increase in the number of states when converting a polynomial-time 2pfa to an equivalent 2-way nondeterministic nite-state automaton or to an equivalent 1-way deterministic nite-state automaton.
Introduction
The power of randomization is a recurring theme in the theory of computation. One of the fundamental open questions of complexity theory asks whether the class BPP of languages recognizable in polynomial time by probabilistic Turing machines is larger than the class P of languages recognizable in polynomial time by deterministic Turing machines. To gain insight into the power of randomization, some research has focused on more restricted models of computation. For example, Freivalds 2] and Gill 4] have shown that probabilistic one-tape Turing machines can recognize certain languages more e ciently than deterministic one-tape Turing machines.
Another example of the power of randomization, which provided the motivation for this paper, concerns 2-way probabilistic nite-state automata (2pfa's). A 2pfa consists of a probabilistic nitestate control and an input tape which is scanned by a single 2-way head, that is, the head can move both left and right (a complete de nition appears in Section 2). Freivalds 3] has shown that, for any " > 0, there is a 2pfa which recognizes the nonregular language L 0 = f 0 m 1 m j m 1 g with error probability at most ". In contrast, it is known that deterministic (and even nondeterministic and alternating) 2-way nite-state automata can recognize only regular languages 8, 13, 15] . A property of Freivald's result is that the 2pfa constructed to recognize L 0 uses exponential expected time. In the original construction in 3], the expected time is proportional to n2 n , where n is the length of the input. The construction can be easily modi ed to give, for any constant c > 0, a 2pfa recognizing L 0 in expected time O(2 cn ). Greenberg and Weiss 5] show that this expected time bound cannot be improved further. They show that no 2pfa running in expected time 2 o(n) can recognize L 0 with error probability bounded below 1/2. This raises the question of whether there is some other nonregular language which a 2pfa can recognize e ciently, for example, in polynomial expected time. The main result of this paper answers this question negatively: if a 2pfa M recognizes a nonregular language with error probability bounded below 1/2, then there is a constant b > 0 such that, for in nitely many n, the expected running time of M must exceed 2 n b .
Thus, although randomization adds power to 2-way nite-state automata, this added power comes with an added cost in expected running time. The result can also be viewed as a gap theorem for 2pfa's: for any language L, either L can be recognized in time O(n) (if L is regular) or L requires time 2 n b in nitely often (if L is not regular).
A tool in the proof of the main result is a measure N L (n) of the nonregularity of a language L. Intuitively, when L is restricted to words of length at most n, N L (n) measures the number of words which must be \distinguished" by any recognizer of L, where words w and w 0 must be distinguished on the restricted L if there exists a word v such that the lengths of wv and w 0 v are both at most n, and wv 2 L i w 0 v 6 2 L. In Section 3 we show that if L is not regular then N L (n) p n ? 1 for in nitely many n. In Section 4 we show that, if a 2pfa M recognizes L in expected time T(n), then a lower bound on T(n) can be given in terms of N L (n). Combining this with the lower bound on N L (n) for any nonregular L, the main result follows easily.
In the nal three sections we mention some related results. In Section 5 the main result is extended to show that a probabilistic Turing machine with space bound o(log log n) which runs in polynomial expected time cannot recognize any nonregular language with error probability bounded below 1/2. In Section 6 we consider conciseness issues, that is, the relative number of states required by probabilistic versus deterministic or nondeterministic nite-state machines to recognize the same regular language. When 2pfa's are restricted to halt in polynomial expected time, 2pfa's are at most exponentially more concise than 1-way deterministic nite-state automata, and there are examples showing that 2pfa's can be exponentially more concise than 2-way nondeterministic nite state automata. In Section 7 we note that the main result is not true if the error probability is not bounded below 1/2.
De nitions
A particular 2pfa M is speci ed by a nite set Q of states, a nite input alphabet , and a transition function . The set Q contains designated states q 0 (the initial state), q a (the accepting state), and q r (the rejecting state). Let / c be a symbol not in . The transition function has the form : (Q ? fq a ; q r g) ( f/ cg) Q fleft, right, stationaryg ! 0; 1]; where, for each xed q and , the sum of (q; ; q 0 ; d) over all q 0 and d equals 1. The meaning of is that, if M is in state q with the head scanning the symbol , then with probability (q; ; q 0 ; d) the machine enters state q 0 and either moves the head one symbol in direction d if d 2 fleft, rightg or does not move the head if d = stationary. The computation of M on input x 2 * begins with the word / cx/ c written on the input tape; the head is positioned on the left endmarker / c, and the state is q 0 . The computation is then governed (probabilistically) by the transition function until M either accepts by entering state q a or rejects by entering state q r . We assume that is de ned so that the head never moves outside the word / cx/ c. M halts when it enters state q a or q r . Let L * , let M be a 2pfa with input alphabet , and let 0 " < 1=2. Then M recognizes L within error probability " if 1. for all x 2 L, Pr M accepts x ] 1 ? ", and 2. for all x 6 2 L, Pr M rejects x ] 1 ? ". M recognizes L if M recognizes L within error probability " for some " < 1=2. One reason to bound the error probability below 1/2 is so that the error probability can be signi cantly decreased by running the machine several times on the same input and taking the majority answer. Speci cally, if a 2pfa M recognizes L and halts with probability 1 on all inputs, then for any " > 0 there is a 2pfa M 0 which recognizes L within error probability ".
Although our lower bound result allows to take arbitrary real values in 0; 1], other results construct particular 2pfa's which need only a fair coin to make random choices. A 2pfa is a cointossing 2pfa if the range of its transition function is f0; 1=2; 1g. For example, the result of Freivalds 3] mentioned above is true for a coin-tossing 2pfa. (It is not hard to see that 2pfa's with rational transition probabilities are no more powerful than coin-tossing 2pfa's, although we do not know whether 2pfa's with real transition probabilities are more powerful than coin-tossing 2pfa's.) Let jxj denote the length of the word x. The expected running time of the 2pfa M on the input x is the expected number of steps in the computation of M on input x, where the expectation is taken over the random choices made by M. The 2pfa M runs within expected time T(n) if, for all n and all inputs x with jxj n, the expected running time of M on x is at most T(n).
Logarithms in this paper are to the base 2.
A Measure of Nonregularity
Let L * and let n be a positive integer. We rst de ne a relation L;n on words. For w; w 0 2 * with jwj n and jw 0 j n, the words w and w 0 are n-similar, written w L;n w 0 , if, for all v 2 * such that jwvj n and jw 0 vj n, we have wv 2 L i w 0 v 2 L. The words w and w 0 are n-dissimilar, written w 6 L;n w 0 , if jwj n, jw 0 j n, and it is not the case that w L;n w 0 , that is, there exists a v with jwvj n, jw 0 vj n, and wv 2 L i w 0 v 6 2 L. Note that if w 6 L;n w 0 , then w and w 0 must be \distinguished" as described in the Introduction. The relations L;n and 6 L;n are not de ned for words of length greater than n. We remark that L;n is re exive and symmetric, although it is not transitive in general.
Let N L (n) be the maximum k such that there exist k distinct words w 1 ; : : :; w k which are pairwise 6 L;n , that is, w i 6 L;n w j for all 1 i < j k. It is clear that N L (n) is nondecreasing in n. For the remaining four lemmas in this section, x some language L, and abbreviate L;n and 6 L;n by n and 6 n , respectively. The next two lemmas establish two useful properties of n and 6 n . Lemma 3.2 Let w; w 0 ; v be words such that w n w 0 , jwvj n, and jw 0 vj n. Then wv n w 0 v.
Proof. Suppose to the contrary that wv 6 n w 0 v. Therefore, there exists a word z such that jwvzj n, jw 0 vzj n, and wvz 2 L i w 0 vz 6 2 L. But now vz is a witness to w 6 n w 0 , contradicting the assumption that w n w 0 . 2 Lemma 3.3 Let w; w 0 ; s be words such that jsj jwj, w n s, and w 6 n w 0 . Then s 6 n w 0 .
Proof. Let v be such that jwvj n, jw 0 vj n, and wv 2 L i w 0 v 6 2 L. We have jsvj jwvj n. Since w n s, we have sv 2 L i wv 2 L. Therefore, sv 2 L i w 0 v 6 2 L, so s 6 n w 0 . 2 The next lemma shows that we can always nd N L (n) \short" words which are pairwise 6 n . Lemma 3.4 Let k = N L (n). There exist words s 1 ; : : :; s k which are pairwise 6 n and js i j k for all i.
Proof. By de nition, there are words w 1 ; : : :; w k which are pairwise 6 n . If jw i j k for all i, we are done. Suppose that jw i j > k for some i. Consider the jw i j nonempty pre xes of w i . Since N L (n) = k, these pre xes cannot be pairwise 6 n . Therefore, we can write w i = xyz where jyj 1 and x n xy. Since jxzj < jxyzj n, it follows from Lemma 3.2 that xz n xyz = w i . For an arbitrary j with 1 j k and j 6 = i, we have w i 6 n w j by choice of the w's. Taking s = xz in Lemma 3.3, we see that xz 6 n w j . Replacing w i by xz in the list w 1 ; : : :; w k , we obtain a new set of pairwise 6 n words where the length of w i has been reduced. Continuing in this way, k pairwise 6 n words of length at most k can be constructed. 2 Lemma 3.5 Let n and k be such that N L (n ? 1) < N L (n) = k. Then n 2k + k 2 .
Proof. Assume to the contrary that n > 2k + k 2 . By Lemma 3.4, there are pairwise 6 n words s 1 ; : : :; s k with js i j k for all i. Our goal is to show that, for all i and j with 1 i < j k, there exists a word u such that js i uj n ? 1, js j uj n ? 1, and s i u 2 L i s j u 6 2 L. This implies that s 1 ; : : :; s k are pairwise 6 n?1 , contradicting the assumption that N L (n ? 1) < k.
Since s i 6 n s j , there is a word v with js i vj n, js j vj n, and s i v 2 L i s j v 6 2 L. If js i vj and js j vj are both less than n, we are done. So assume (without loss of generality) that js i vj = n. Let 
Since jvj n and jxj k, we have jzj n ? k, so js a zj k + (n ? k) = n. Similarly, js b zj n.
Finally,
by (4) i s j xz 6 2 L by (3): Therefore, u = xz is a word such that js i uj n ? 1, js j uj n ? 1, and s i u 2 L i s j u 6 2 L. 2
We can now obtain our main result about N L (n).
Theorem 3.6 If L is not regular, then N L (n) p n ? 1 for in nitely many n. Proof. By Lemma 3.1, there are in nitely many n such that N L (n ? 1) < N L (n). For each such n, we have N L (n) p n ? 1 by Lemma 3.5. 2
Two remarks about strengthening Theorem 3.6 can be made. First, the lower bound p n ? 1 could be improved to at most n + 1, since if L f0g * then N L (n) n + 1 for all n. We have not pursued such an improvement, since it would not improve the lower bound on expected time obtained in the next section. Second, regarding that the lower bound has been shown to hold only for in nitely many n, no interesting lower bound on N L (n) can be proved for almost all n, given only that L is not regular. If g(n) is any unbounded function, there is a nonregular L such that N L (n) g(n) for in nitely many n. For integers 0 = n 1 < n 2 < n 3 < , de ne L = f 0 m j (9i) n i?1 < m n i and m 0 mod i ] g: Then N L (n i ) n i?1 + 1 + i for all i 2. So by choosing the n i to be far enough apart, we can satisfy N L (n i ) g(n i ) for all i 2.
A Lower Bound on Expected Time
In this section we give a lower bound, in terms of N L (n), on the expected time required by a 2pfa to recognize L. The proof method is one which we used in 1]; it is similar to methods used previously by Rabin 12] We are concerned with how the probability a(P) is a ected by small changes to the transition probabilities. Let We need a variation of this lemma, where certain corresponding pairs of probabilities p ij and p 0 ij are not known to be -close, but only in the case that these probabilities are both much smaller than the reciprocal of the expected time to absorption. Proof. Assume m ?3 , since the lemma clearly holds otherwise. Say that a number p is small if p . We transform P and P 0 to Markov chains R and R 0 , respectively, by changing all small transition probabilities to zero and altering the non-small probabilities only slightly. We can then bound a(P) in terms of a(R), similarly bound a(P 0 ) in terms of a(R 0 ), and apply Lemma 4.1 to R and R 0 .
In order to de ne certain events, we rst describe a particular way of \running" the Markov chains P and P 0 . Since the description is essentially identical for P and P 0 , we focus on P. For each state i, order the transitions from state i so that all small transition probabilities precede all non-small transition probabilities and so that the rst non-small transition probability is at least 1=m. More precisely, for each state i, choose a permutation i of f1; 2; : : :; mg and an integer l i with 1 l i m such that p i; i (k) is small i k < l i , and p i; i (l i ) 1=m. We say that i (l i ) is special for i. Let S be a random variable which takes a real value uniformly distributed in 0; 1]. We use S to run P as follows. If P is in state i, call S to obtain a random value v. Then P next enters state i (z) where
So for each z, P next enters state i (z) with probability p i; i (z) .
Let E be the event that P is absorbed into state m, and let F be the event that P is absorbed (into state m or m ? 1) before any call of S produces a value v with v m. Note that if F holds, then no transition i ! j with small p ij is taken before absorption. Let E 0 and F 0 be the analogous events for P 0 . Let A be the random variable giving the number of steps of P before absorption. Let b = ( mt) ?1=2 . Let F be the complement of F. Since E(A) = t(P) t, Pr ( " c(log T(n) + log cn)) c 2 N L (n) for all n " :
Proof. Let M be a 2pfa with c states which recognizes L within error probability " < 1=2 and within expected time T(n). So it is easy to see that the required " exists.
Assuming that (8) does not hold, there must be two n-dissimilar words w; w 0 2 E such that log q(w) and log q(w 0 ) belong to the same cell. Therefore, if q ij and q 0 ij are corresponding entries of Q(w) and Q(w 0 ), respectively, then either 1. q ij and q 0 ij , or 2. q ij > , q 0 ij > , and j log q ij ? log q 0 ij j . In the second case, q ij and q 0 ij are 2 -close.
Since w 6 n w 0 , let v be such that jwvj n, jw 0 vj n, and wv 2 L i w 0 v 6 2 L. By symmetry, assume that wv 2 L and w 0 v 6 2 L. We describe Markov chains P and P 0 which model the computation of M on wv and w 0 v, respectively. Note that state 1 corresponds to starting M on the rightmost symbol of w (or w 0 ) in the new initial state q 1 . State m corresponds to M accepting. Therefore, a(P) (resp. a(P 0 )) is the probability that M accepts wv (resp., w 0 v). In particular, a(P) 1 ? " since wv 2 L. If t = maxft(P); t(P 0 )g, then t T(n) since M runs in expected time at most T(n) on input wv or w 0 v. By choice of w and w 0 , the Markov chains P and P 0 are 2 -close mod . Therefore, we can apply Lemma 4. Theorem 4.4 Let M be a 2pfa which recognizes a nonregular language within expected time T(n).
Then there is a constant b > 0 such that T(n) 2 n b for in nitely many n.
Turing Machines With Small Space
Recall that if a deterministic or nondeterministic Turing machine has space bound o(log log n), then the machine recognizes a regular language 7, Thm. 10.8]. The proof of the main result can easily be extended to prove the same result for probabilistic Turing machines with space bound o(log log n), provided that the expected running time is not too large. The de nition of a probabilistic Turing machine (ptm) is similar to the de nition of a 2pfa, except that the machine has a xed number of read/write worktapes. The ptm M runs within space S(n) if, on any input x with jxj n, at most S(n) cells are used on any worktape. A ptm M can be viewed as a 2pfa with a growing number of states: On inputs of length at most n, the 2pfa has at most c(n) = 2 dS(n) states, where d is a constant which depends on M. If S(n) = o(log log n) then, for any constant a > 0, we have c(n) (log n) a for all su ciently large n. The proof of Lemma 4.3 remains valid for 2pfa's with a growing number c(n) of states. Combining this observation with Theorem 3.6, the next result follows by a simple calculation which is left to the reader. Theorem 5.1 Let M be a ptm which recognizes a nonregular language within space o(log log n) and within expected time T(n). Then for every b < 1, log log T(n) (log n) b for in nitely many n: In particular, T(n) is not bounded above by any polynomial in n.
This result does not hold for larger space bounds. There is a deterministic Turing machine which recognizes a nonregular language within space O(log log n) and time O(n log n) (see 7, Problem 10.2]).
Number of States
A measure of the complexity of nite-state automata is the number of states. Some types of automata can be much more concise, that is, use many fewer states, than other types. Previous work has studied conciseness relationships among 1-way and 2-way deterministic and nondeterministic nite-state automata. A machine is 1-way if the head can move only from left to right. For j 2 f1; 2g, a jdfa (resp., jnfa) is a j-way deterministic (resp., nondeterministic) nite state automaton. For example, Shepherdson 15] shows that any c-state 2dfa can be converted to an equivalent 1dfa having at most (c+2) (c+1) states. Conversely, Meyer and Fischer 11] describe a sequence of regular languages L c , c = 1; 2; : : :, such that L c can be recognized by a 2dfa with 5c + 5 states, and any 1dfa recognizing L c requires at least c c states. In this section we make some observations about the conciseness of 2pfa's relative to other types of automata.
Methods of Freivalds 3] can be used to show that there is no recursive function f such that, for any c, if L is a regular language which can be recognized by a c-state 2pfa, then L can be recognized by some 1dfa with at most f(c) states. In 3] it is stated that the emptiness problem for 2pfa's is undecidable. The proof (which is not given in 3] but which is easy to derive from techinques described there) actually shows the following: Any deterministic Turing machine Z can be e ectively transformed to a 2pfa M such that (i) if Z halts on blank tape then M recognizes a nite nonempty language L, and (ii) if Z does not halt on blank tape then M recognizes the language L = ;. In either case, L is regular. It is decidable, given a 2pfa M and an input word x, whether M accepts x with probability greater than 1/2. Therefore, if there exists a recursive bound f as above, then the halting problem would be decidable.
With a su ciently small bound on the expected running time of the 2pfa, a recursive bound f does exist. For simplicity, we focus on 2pfa's which run in polynomial expected time since this is a natural class. Generalizations to somewhat larger time bounds are possible and are left to the interested reader. , so N L (n) = k since N L is nondecreasing. If n < " where " is the constant of Lemma 4.3, then k < " , so we can choose b large enough to make the theorem true in this case. Assuming n " and noting that n 3k 2 , the inequality (7) . Therefore, for large B it is extremely unlikely (probability approaching 0 as B ! 1) that one counter will be incremented B times before the other counter is incremented once. Fix B su ciently large. If n 6 = m, then n Dm, so Pr CF(k) = 1 ] D Pr RW(0 n ) = 1 ]. Therefore, for large D, it is extremely likely (probability approaching 1 as D ! 1) that C 1 will reach value B before C 2 is incremented once.
It is easy to see that the third part needs O(log m) states and takes expected time O(n 2 ).
2. The proof is straightforward, and we only sketch the idea. Fix an m. Assume that the 2nfa M accepts the input 0 n i n = m. Let the sequence f (s t ; h t ) j 1 t T g be an accepting computation of M on input 0 m . The pair (s t ; h t ) gives the state s t and head position h t of M at time t. Head positions h t satisfy 0 h t m + 1; in particular, h t = 0 (resp., h t = m + 1) corresponds to reading the left (resp., right) endmarker. A right pass (resp., left pass) is a time interval y; z] such that h y = 0 and h z = m + 1 (resp., h y = m + 1 and h z = 0) and 1 h t m for all t with y < t < z.
Assume that M has fewer than m states. For each right pass y; z], we can nd times i and j with y < i < j < z such that s i = s j and h i < h j . The situation for a left pass is the same, except that h i > h j . Call jh i ? h j j the period of the pass (if a pass has more than one period, then choose one arbitrarily). It is not hard to see that if n > m and n is congruent to m modulo the period of every pass, then M accepts 0 n , contradicting the requirement that M should accept 0 n i n = m. 2 
Unbounded Error Probability
The proof of Lemma 4.3 uses the assumption that the error probability " is bounded below 1/2.
Another model of probabilistic computation which has been considered in the literature (e.g., 4]) allows the error probability to approach 1/2 as n increases. For a 2pfa M, de ne L(M) = f x j Pr M accepts x ] > 1=2 g:
In the next result we observe that the main result, Theorem 4.4, does not hold in the unbounded error model. Substituting p a = 1=a and p b = 1=b, it is easy to check that this probability is greater than 1/2 i a b. 2
