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1.1 Current Status and Future Challenges for Food Production 
Global warming is one of the greatest challenges mankind will face in the future and the 
effects are widely acknowledged in the scientific community [1]. In the Paris agreement, the goal 
was defined to limit the increase in temperature to 1.5° C above the preindustrial level [2]. This 
goal collides with the steady increase in energy demand, for example for daily living or for food 
production [3] (artificial nitrogen fixation) met by burning fossil fuel, and therefore, it seems to be 
out of reach [4]. Several researchers projected an increase in the global average temperature by 
3.0°C by the end of the century, if the current greenhouse gas emissions continued [5]. If this 
scenario becomes reality, it will have a strong effect on species extinction, environmental 
degradation, and food security [6, 7]. This will lead to enormous environmental problems that 
range from rising sea levels due to glacier meltdowns [6], which will threaten one billion people 
in cities near the coast and will destroy up to one-third of all farmland on earth [8]. Changes in 
rainfall pattern and the increase of the maximum temperature will lead to a decrease in yield and 
production of agricultural goods. Moreover, during the winter period, the temperature increase 
[9, 10] will cause more favorable conditions for insects and diseases consequently reducing crop 
yield [11, 12].  
Besides these challenges, the world's population is rising and expected to reach 9.8 billion by 
2050 [13]. This will result in an increased food demand [14]. To put it in numbers: This will lead 
to an human population-to-land ratio of 1.96 persons per agricultural-hectare, which will be 
doubled compared to 1800, if the agricultural land stays at the 2010 level [14]. At the same time, 
an increase in wealth results in a diet change to higher resource-consuming food production, 
which means that the consumption changes from grains, legumes, fruits, and vegetables to 
processed food such as meat, refined sugars, alcohols, refined fats, and oils [15]. Consequently, 
the requirements for current and future human population causes an increasing pressure on 
agricultural production [16]. This vicious circle leads to the expansion of the cropland area by 
deforestation in the tropical regions for cost-efficient production of oil palm [17], soybean [18] or 
for cattle ranching [19]. These regions are the home of fragile natural habitats and biodiversity [20, 
21]. Finally, deforestation itself results in major carbon emissions [22] and amplifies global 
environmental changes [23]. There are many studies that propose different measures against 
carbon emission such as afforestation and large-scale renewable energy production mitigating the 
effects of global warming [24, 25]. These measures can play a critical role in preserving carbon in 
the soil; however, the problem of ensuring food security [26] remains to be resolved.  
Increasing agricultural production will have a more severe environmental impact [27]. Today, 
agricultural production is responsible for 35% of global greenhouse gas emissions [27], threatens 
land degradation [28] and freshwater [29] due to excessive land use and over-fertilization [30].  
In the USA, China, Northern India, and Western Europe there is still an excessive application 
of nutrients [31]. There are reports, that 10% of the world’s croplands release more than 30% of 
the global nitrogen (N) and 40% of the phosphorus unused in the environment [27]. These losses 
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are the results of an increase of 500% since 1940 in fertilizer use [32, 33] and the doubling of land 
irrigation [34].  
Beyond these negative environmental implications, global crop production increased 
extensively in the last couple of decades due to the green revolution, which has started in the mid-
1960 [27,35]. The characteristics of the green revolution are new breeding techniques, the use of 
mineral fertilizers and the application of pesticides to increase crop yield [36]. This key technology 
has enabled farmers to produce cheap food with less labor and to reduce the magnitude of people 
suffering from hunger and undernourishment by 50% since the 1960s [37]. The use of 
agrochemicals, breeding, irrigation, management [38] and the extension of land area used for 
production [35, 39] were the most important factors for increasing yield in the last 50 years. 
However, the following figures show that these procedures have reached their limits. Between 
1965 and 1985, the global crop production increased by 56% [27]. In the equivalent period from 
1985 to 2005, crop production only increased by 20% [27]. In the last few years, there were several 
reports of stagnation of yield and production in different regions around the world [40–44]. The 
reasons for stagnation are often suspected to be the reaching of an upper limit to genetic 
improvements [45], reduction in fertilizer application due to environmental policy [41], pesticide 
resistance, a lack of new compounds [46] and the negative effects of climate change [12].  
Especially, an increase in fertilizer application seems feasible at first glance to increase crop 
production, but it is clearly connected to environmental issues such as N leaching [32], and N 
oxides release from soils [47] which is considered as an important source of N oxides emissions. 
Globally more than 75% of N2O emissions are related to N losses from the agricultural sector and 
it is suspected that one-third of these gas emissions occur after loss due to leaching or other factors 
from agricultural systems [48]. These side effects can be mitigated by adjusting the amount of 
fertilizers applied and the timing of the application [49]. Ma et al. [49] reported that an increase in 
fertilizer application rates from 90 to 150 kg ha-1 N resulted in a slight increase in yield but doubled 
N2O emissions. However, despite this knowledge, there are reports of N application ranging over 
360 kg ha-1 N for winter wheat in the North China Plain [50] whereas rates of around 130 kg ha-1 
N seem to be optimal [51]. Asia is growing very fast and around 50% of the global ammonia 
production is used in that region, which results in an increasing environmental burden [52]. This 
is also realized by several scientists who are looking for high-yield crops with less environmental 
impact [53]. 
The problem of eutrophication is also prominent in the United States where increased riverine 
N contents lead to a degradation of ecosystems in most estuaries [54]. A national management 
goal and an action plan were released in order to reduce by 45% the riverine N discharge 
transported by the Mississippi and Atchafalaya River Basins into the Gulf [55,56]. These problems 
were realized by national governments and Bills for protecting the environment were introduced 
by China and the United States of America [57].  
The European Union is also facing problems of escaping N in the environment through 
leaching into the ground and surface water. In the last 30 years, different strategies such as the 
Water Framework Directive 2000/60/EC [58] and Nitrates Directive 91/676/EEC [59] were 
developed to counteract these problems. The main source of nitrate pollution has agricultural 
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origin [60]. Measures were developed and included in the directives aiming at the reduction of 
escaping nitrate in ground and surface water by limiting the maximum N application and 
establishing a limit of 50 mg l-1 nitrate for drinking water [60]. Almost three decades after these 
directives were issued, no significant reduction in nitrate release into groundwater occurred. More 
than 26% of the groundwater bodies in the EU showed an increasing trend in N pollution [61]. In 
Germany, the main problem is nitrate pollution of groundwater in the areas of Bavaria, Lover 
Saxony and North Rhine-Westphalia [62].  
In 2007, the national Fertilizer Application Ordinance (DüV) was adopted in order to meet 
the requirements of the EU Nitrogen Directive, [62]. New rules for regulating the limits on organic 
and mineral fertilizers were developed within the DüV and they came into force in 2017. This 
ordinance included the maximum organic N at 170 kg N ha-1 and an exception of 230 kg N ha-1 for 
winter wheat crops. The nutrient balance of N application is limited to 50 kg N ha-1 and has to 
consider a fertilizer planning to meet the obligation of the Nitrate Directive [63, 64].  
Nonetheless, these measures for the reduction of N pollution failed and Germany was unable 
to achieve the objectives of the Nitrogen Directive. An official warning letter was sent in July 2019 
to the German ministry of environment by the European Commission. This letter represents a new 
chapter in an ongoing dispute between the European Commission and the German Government 
over the alarming quantity of nitrate present in water bodies [65]. There are reports that in 2015 
only 7% of all water bodies in Germany were in good or very good eco-friendly conditions as 
defined by the directive [65]. Germany is now facing an accusation by the European Court of 
Justice of having violated the Nitrate Directive, which could have end up in the country paying a 
€850,000  fine per day [62, 65, 66]. New ideas are discussed to adapt N application to soil conditions 
in order to reduce the potential of leaching. This will result in a reduction of N application by 
maintaining the current yield level. However, new regulations and measures came into force in 
May 2020 to avoid a penalty from the EU. In conclusion, this clearly shows that agriculture in 
Germany, the EU and worldwide is at a crossroads and that new measures for environmental 
friendly crop production, and especially for fertilizer application, have to be taken to enhance crop 
production without harming the environment.  
To encounter these environmental issues, the German Federal Environment Foundation 
(Deutsche Bundesstiftung Umwelt – DBU) funded this solution-oriented research project and the 
evolved dissertation within the foundation’s special program “Reduction of the emissions of N-
containing substances in environmental compartments.”  
Environmental pollution due to the emission of N-containing substances outshines other 
environmental problems. Despite the fact that N is an irreplaceable nutrient for living organisms, 
its escape into different environmental compartments has to be avoided. Currently, the surplus of 
the German agriculture is around 100 kg ha-1 per year. The aim of this special is to develop a 
variety of measures in order to address the reduction of different N emissions sources. 
1 INTRODUCTION 
4 
Within the framework of this special program research the following areas are funded: 
Prevention of the escape of N from the barn and manure storage tanks;
preventive actions in protein feeding of animals to reduce N emissions;
improvement of manure application by better adjustment of timing and spatial
application; and
recovery of N-containing substances from wastewater.
In addition, the topic and the research questions of this dissertation, that is, the development of 
measures for an efficient use of soil-borne N and the improvement in N application on a temporal 
and a spatial scale, is within the scope of this special program.  
1.2 New Technologies for Sustainable Food Production 
The digital revolution made enormous progress in all parts of our daily life ranging from big 
data creation, to deep learning and artificial intelligence [67]. It also exhibits a high potential in 
the agricultural application called “digital agriculture,” “agriculture 4.0” or “smart farming,” 
comprising big data and precision technology systems in agriculture [68, 69]. It pays attention to 
the possibilities of digital agriculture by automizing of data-intensive precision technologies with 
the purpose of reorganizing the agricultural system towards more food production on less land 
and with lower inputs (especially fertilizers and pesticides application) [70,71]. Different projects 
are going on across the globe ranging from weed identification via unmanned aerial vehicles [72] 
to using Microsoft’s Cortana Intelligence Suite for determination of the best planting dates for 
crops worldwide [73]. Digital technologies can also help to understand crop environment 
interaction (phenotyping), to isolate breeding traits, and to estimate crop yield [74]. 
In general, precision farming (PF) is within the top 10 revolutions in agriculture witnessed in 
the past 50 years [75]. Its applications range from assisted steering systems to yield monitoring 
[76], field documentation, precise manure application [77], or controlled traffic farming [78] and 
it is mainly based on global positioning system (GPS) and geographic information system (GIS) 
[79]. PF includes the management of farm inputs by applying the right management practices at 
the right time and the right location [80]. This leads to an improvement in crop productivity and 
better environmental production [79, 81]. However there are also critical reports that the 
environmental and economic benefits of the PF technology are not proven [82]. Primarily, PF has 
to take into account different types of variability within a field, which can be categorized into six 
groups [79] (Figure1). 
In order to take account of the types of in-field variability, the field can be separated into 
grids that are either rectangular or in other shapes based on slope and soil elevation [83]. These 
grids represent the smallest units of homogeneous treatment in terms of tillage, sowing, and  
pesticide as well as the fertilizer application.  
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Figure 1: Different types of variability that precision farming has to consider in a field. 
1.2.1 Sensor and Remote Sensing Techniques 
In the last 20 years, many of sensors and techniques were developed to account for in field 
variability [79]. The sensors range from soil conductivity measurements to, supersonic sensors, 
cameras, spectral sensors, and mass flow sensors [84–87]. For example, yield variability can be 
mapped within a field by mass flow sensors that are used in the combine [87]. Soil mapping by 
measuring electric soil conductivity also became popular in the last decades. In general, soil 
conductivity is strongly influenced by clay content, water content, organic matter, and cation 
exchange capacity, which reflect soil properties [88, 89]. In the literature, there are several existing 
correlations between soil properties and yield [90]. Besides these findings, there are also many 
reports of farmers who have been using yield monitoring for the last ten years, but do not know 
how to deal with these datasets, and therefore, these data are unusable for them [68, 91]. The 
reason for this can be seen in the fact, that measured crop yields do not always follow the trend in 
the soil´s chemical and physical characteristics. The spatial yield variability is strongly dependent 
on interactions among abiotic and biotic factors [92–94]. Therefore a suitable system should be 
developed in order to use yield-monitoring as well as soil data and transform these datasets into 
decision-making information [95]. The obstacle to dealing with all these types of variability is that 
they overlap and influence each other. This means that yield variability is the result of field 




collected on a normal farm and may explain more than 50% of yield variability across sites and 
years [96, 97].  
A technique for the detection of variability during the vegetation period on specific dates and 
measuring specific traits within the field is needed. Spectral sensors developed to measure the 
trait in season variability types (plant chlorophyll content, N uptake, biomass, or LAI) and can 
help to adjust N fertilizer applications based on their developed algorithms [98, 99].  
In general, spectral sensors are non-contact devices and they are based on the electromagnetic 
reflectance between 300 and 2500 nm wavelength that can be categorized in multispectral or 
hyperspectral sensors which differ mostly in the number of spectral bands. Spectral accuracy 
increases from multispectral to hyperspectral and delivers more information [100].  
Reflectance from vegetation is mainly characterized by the absorption of radiation due to 
plant pigments in the visible spectrum between 400 – 700 nm (Figure 2) [101]. The most important 
pigments for photosynthesis are chlorophyll a and chlorophyll b, where the maximum absorption 
is at 430 and 660 nm for chlorophyll a and 450 and 650 nm for chlorophyll b. In addition, pigments 
such as carotenoids and anthocyanins also play an important role in light absorption in the visible 
range [102]. Vegetation is further characterized by a high reflectance in the near-infrared region 
between 700 and 1000 nm (Figure 2), which is the result of canopy structure (mesophyll) and leaf 
density effects [103].  
Figure 2: Reflectance spectrum of a wheat plant at three different nitrogen nutrition levels 
(own measurements, adapted and changed after Zhao et al. [104]). 
 
If plants, for example, have an insufficient N supply, the reflectance normally increases in the 
region at 550 nm and broadens to the red edge. These changes result in a yellowing of plant leaf 
































limited N supply causes a reduction in reflectance [106] which is induced by changes in the cell 
structure [103] (Figure 2). 
Most of the developed spectral indices focus on the so-called “red edge inflection point” 
where ratios (commonly known as indices) between the visible and near-infrared region are 
calculated [107]. Reflectance information can be collected via spaceborne, airborne or ground-
borne sensors [108]. Different commercial spaceborne products, for example QuickBird or 
ground-borne sensors for example CropSpec, Fritzmeier Isaria, Crop Circle ACS-430 or N-Sensor, 
are available [109,110].  
The N-Sensor (Yara, Germany), for instance, can help to adjust the N application. Several 
researchers obtained satisfying results by using the N-sensor technology only when N was the 
main growth-limiting factor [111–113]. While chlorophyll content shows a strong correlation with 
N availability, [114] the reflectance characteristic of the chlorophyll can also be affected by disease 
infection, under drought stress or under other different nutrient deficiencies [103, 115, 116]. The 
interpretation of spectral reflectance and the distinction between different nutrients, water status, 
or disease infection can be a difficult task [103]. Spectral reflectance correlates with many different 
effects and it is hard to reproduce the “whole picture” of the plant status within a given field.  
 
1.2.2 Crop Models 
Whereas sensor techniques are helpful in measuring current N content, crop models may be 
help to predict N demand. Crop models were developed during the last decades for various 
purposes such as analyzing yield gaps, for decision support and for shortening time-consuming 
and expensive field experiments [117]. In general, crop models are based on the concept of crop 
physiological ecology [118]. This includes the dynamic in the applicability, mechanism, and 
comprehensiveness, which can be used to simulate the influence of soil, weather, genetics and 
management on crop growth and development [119, 120]. The crop development approach 
encompasses the crop phenology like leaf age increment and the consecutive appearance of plant 
organs such as roots, leaf blades, leaf sheaths, stem internodes, tillers, and ears [121]. These 
processes are represented in the models as algorithms, that express the connection between plant 
processes such as partitioning, biomass growth, respiration, plant water uptake, photosynthesis 
and environmental variables like daily temperature, photoperiod, soil water availability or N 
[122]. 
These processes can be expressed in various complexities. Different crop models have been 
developed, ranging from simple structures like monolayer canopy to, constant specific leaf area 
and on daily assimilate partitioning for example CropSyst and SSM or to more complex models 
such as APSIM and DSSAT, where much more variables can be simulated and influenced [123, 
124].  
The current DSSAT 4.7 version represents a modeling platform including more than 42 
models ranging from oil crops (sunflower, etc.) to legumes (soybean, etc.) and to cereals such as 
maize, barley, and wheat. Within this environment, all models use the same input file structure 




calculate the assimilate production, which can be distributed by a sink-driven approach that can 
be modified by temperature. Assimilates will be provided to the expanding tissue and root system 
and maintained. For the cereals models (CERES, NWheat, and Cropsim), the assimilation 
partitioning into different plant parts follows two major principles: vegetative growth and grain 
filling period [126].  
During vegetative growth, shoots have a higher priority than that of roots for assimilates if 
sufficient water and nutrient supply is present. Under water- or nutrient limitations the roots, 
however, have a higher priority. 
During grain filling, the grains are the main sink for assimilate distribution. Assimilates for 
filling the grains come from two pools, active photosynthesis or assimilates stored in the plant. 
Water or nutrient limitations have small effects on the grain filling process [126].  
This model structure gives the opportunity to simulate grain yield, biomass growth, crop 
water, and N uptake very accurately under different environmental conditions and proves to be 
a useful tool for evaluation of different management strategies [127, 128]. The models were tested 
in the past over a wide range encompassing yield forecast during the vegetation period [129], 
irrigation management [130], N management optimization [131], or site-specific simulations [132]. 
The first attempt for coupling crop models with remote sensing was also carried out and seen as 
a complementary tool to understand variability within a field [133, 134]. Normally, crop models 
are limited by the lack of information about different variables (yield, field, soil, crop, biotic and 
abiotic factors, management etc.) [135]. This causes uncertainties in simulations and may reduce 
the overall model accuracy. Thorp et al. [135] suggested an approach of using remote sensing 
techniques for periodically updating the model to account for variability in the field, thus 
increasing modeling accuracy.  
1.2.3 Coupling Remote Sensing and Crop Modeling to Address Over-Fertilization?  
In general, crop models are a simplified description of the natural system which can lead to a 
decrease in modeling accuracy under certain circumstances [136]. By updating state variables via 
remote sensing, model simulation could potentially be improved. However, several researchers 
[134, 135, 137] showed that coupling remote sensing techniques with crop modeling was not as 
simple as it seemed. Crop models have to be able to simulate unique spatial units, where 
management, soil, and meteorological information are required on a spatial scale [135]. Crop 
models deal with defined growth stages and clearly defined plant N contents that have to be 
derived from spectral signatures. These measurements are heavily dependent on growth stages, 
which means that early in the season when, ground cover is very low, the measurements can lead 
to insufficient results [138, 139]. In addition, spectral reflectance might differ between growth 
stages and under different leaf angels [139]. Later on, during the season, remote sensing readings 
may suffer from a saturation phenomenon that can influence the results [140, 141]. This influence 
of measurement errors was not considered in previous combinations of remote sensing data and 
crop models [142, 143].  
Coupling crop models and remote sensing requires the acquisition of reliable and accurate 




lack of knowledge about the determination of plant N via remote sensing techniques, especially 
if the differentiation between leaves and positions on different leaves is necessary. Only if these 
measured values were valid, would an adjustment of the crop model be useful.  
An update of the model variables for more than one crop model exhibits the possibility of 
greater simulation accuracy and a more comprehensive understanding of spatial variability. 
Several crop models have been used by different researchers to evaluate the modeling 
performance of a multi-model (MM) simulation. MM simulations clearly show greater modeling 
accuracy than that obtained by using more than one model [144–146]. The most crucial part of an 
MM strategy is the exhaustive calibration procedure. Normally, it requires a well-trained user to 
insure satisfying results [147]. Developing an automated calibration procedure would eliminate 
the user’s bias and insures a standardized calibration of the model.  
While updating the plant parameters of the crop model via remote sensing for the adaptation 
of N application, the presence of leaf disease cannot be overlooked [148]. Leaf disease in general 
lowers the potential yield by modifying the photosynthetic leaf area or by “stealing” assimilates 
[149]. Lowering the yield potential goes hand in hand with an adjustment of N application rates. 
The current DSSAT Wheat crop models [125] do not have the ability to account for any disease 
infection. This limits the applicability of “nitrogen prescription” only to scenarios without disease 
infections. In reality, scenarios in field trials and on the farm level without any disease infection 
are very rare and can only be achieved by frequent pesticides spraying [150]. This shows the 
necessity of integrating a disease routine into the crop model to allow the simulation of plant leaf 






1.3 Outline and Objectives 
The overall aim of this doctoral thesis is to develop a strategy on coupling spectral sensors 
and crop models to obtain N prescriptions for wheat in different disease infections. Crop models 
are suitable tools to simulate yield while considering genetic and environmental interactions 
based on the calibrated datasets. Spectral reflectance sensors are able to collect current plant 
information. This information can be used to update model`s state variables, thereby increasing 
modeling accuracy.  
The specific objectives of this thesis are: 
(i) To test the influence of different leaves and positions on the leaf on the reflectance of 
wheat plants cultivated under different N levels and under drought stress;  
(ii) to incorporate leaf disease into a DSSAT Wheat model to enable the simulation of the 
impact of leaf disease on yield;  
(iii) to evaluate an automatic calibration procedure in a multi-model approach for winter 
wheat to increase modeling accuracy and eliminate the subjectivity factor in model 
calibration; and  
(iv) to use a multi-model approach to improve overall modeling accuracy. 
In order to achieve the above objectives, different field trials were carried out during the period 
2015 – 2018 at the experimental station “Ihinger Hof” of the University of Hohenheim and they 
included two greenhouse trials (2018). In addition, a two-year dataset (2010 – 2011) from 
Argentina and a one-year dataset (2005) from “Ihinger Hof” were used to develop the necessary 
model algorithms.  
The first Publication presents the influence of the leaf layer and position on the leaf for plant N 
content determination via spectral reflectance. It was evaluated whether remote sensing 
measurements were valid on the canopy scale for plant N content determination on each wheat 
plant leaf.  
Publication two shows how disease ratings can be integrated into crop models which normally 
results in a change in yield and, consecutively, in a change of the N fertilizer application strategy. 
Disease ratings can be generated by sensors or can be done visually. 
The third Publication deals with the development of a multi-model approach. The approach was 
developed and tested with three models included within the DSSAT shell by using an automated 
calibration method to insure objective calibration.  
The presented papers in Publications I - III have been already been published. Thus, the following 
chapters “Publications” include the details of each publication, which provide the overall frame 







The present cumulative thesis consists of three papers. All papers are published in international, 
peer-reviewed journals. The articles correspond to the Chapters I-III of the present thesis. For 
citations, please use the references illustrated below. 
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Röll, G.; Hartung, J.; Graeff-Hönninger, S. Determination of Plant Nitrogen Content in Wheat 
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Impact factor: 4.12 
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Impact factor: 2.26  
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Impact factor: 1.81 
 
  




3 Publication I  
 
Determination of Plant Nitrogen Content 
in Wheat Plants via Spectral Reflectance 
Measurements: Impact of Leaf Number 
and Leaf Position 
Röll, G.; Hartung, J.; Graeff-Hönninger, S. Determination of Plant Nitrogen Content in Wheat 
Plants via Spectral Reflectance Measurements: Impact of Leaf Number and Leaf Position. Remote 
Sens. 2019, 11, 2794. 
Various publications are focusing on N determination in agricultural crops via spectral remote 
sensing techniques. During the past decades, a broad range of vegetation indices based on spectral 
reflectance were developed on the canopy scale. These developed indices do not differentiate 
between different leaves or leaf layers. Little information is available for shrub plants where 
varying chlorophyll contents in different leaf layers have been reported. For cereal plants, no 
information is available. This raises the question if current measurements on the canopy scale are 
sufficient or if differentiation between leaf layers can improve the determination of plant N 
content via spectral reflectance measurements.  
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Article
Determination of Plant Nitrogen Content in Wheat
Plants via Spectral Reflectance Measurements:
Impact of Leaf Number and Leaf Position
Georg Röll 1,* , Jens Hartung 2 and Simone Graeff-Hönninger 1
1 Department of Agronomy, Institute of Crop Science, University of Hohenheim, 70599 Stuttgart, Germany;
Simone.graeff@uni-hohenheim.de
2 Department of Biostatistics, Institute of Crop Science, University of Hohenheim, 70599 Stuttgart, Germany;
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Abstract: The determination of plant nitrogen (N) content (%) in wheat via destructive lab analysis is
expensive and inadequate for precision farming applications. Vegetation indices (VI) based on spectral
reflectance can be used to predict plant N content indirectly. For these VI, reflectance from space-borne,
airborne, or ground-borne sensors is captured. Measurements are often taken at the canopy level for
practical reasons. Hence, translocation processes of nutrients that take place within the plant might
be ignored or measurements might be less accurate if nutrient deficiency symptoms occur on the
older leaves. This study investigated the impact of leaf number and measurement position on the leaf
itself on the determination of plant N content (%) via reflectance measurements. Two hydroponic
experiments were carried out. In the first experiment, the N fertilizer amount and growth stage for
the determination of N content was varied, while the second experiment focused on a secondary
induction of N deficiency due to drought stress. For each plant, reflectance measurements were
taken from three leaves (L1, L2, L3) and at three positions on the leaf (P1, P2, P3). In addition, the N
content (%) of the whole plant was determined by chemical lab analysis. Reflectance spectrometer
measurements (400–1650 nm) were used to calculate 16 VI for each combination of leaf and position.
N content (%) was predicted using each VI for each leaf and each position. Significant lower mean
residual error variance (MREV) was found for leaves L1 and L3 and for measurement position on P3
in the N trial, but the difference of MREV between the leaves was very low and therefore considered
as not relevant. The drought stress trial also led to no significant differences in MREV between leaves
and positions. Neither the position on the leaf nor the leaf number had an impact on the accuracy of
plant nitrogen determination via spectral reflectance measurements, wherefore measurements taken
at the canopy level seem to be a valid approach.
Keywords: wheat; spectrometer; nitrogen content; hydroponics; nitrogen treatments; growth stages;
vegetation index
1. Introduction
Nitrogen (N) is a key plant nutrient commonly applied to increase yield and crop quality in
agricultural systems [1]. However, the production of nitrogenous fertilizer creates large amounts of
greenhouse gases [2]. Environmental pollution can also occur after excessive nitrogen application
if the applied fertilizer amounts exceed plant demand [3]. Under unfavorable conditions, potential
greenhouse gases can escape from soils or are transported to groundwater through leaching [4].
These side effects strongly depend on the amount of N fertilizer applied [5]. In Europe, the Water
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Framework Directive [6] and Nitrates Directive [7] joined forces to lower the leaching potential. This is
accomplished by reducing the N amount applied and by maintaining the right amount of N under
different growing conditions (drought, or well-saturated soil, for example).
Over the last 30 years, concepts of precision farming (PF) [8] have been developed that help farmers
to understand yield variability within their fields in order to adjust N application. Generally, PF uses
different technologies like global positions systems, yield mapping, soil conductivity measurements [9]
or non-contact spectral sensors for monitoring and determination of e.g., N status of different field
crops [8]. These spectral sensors are based on the principle of reflectance and changes of electromagnetic
radiation between 300 and 2500 nm [10] and can be ground-borne, airborne, or space-borne [11].
Space-borne sensors are widely available [12], but data collection is affected by clouds, poor atmospheric
conditions, and has to cope with atmospheric perturbation [13]. In addition, they suffer from low
spectral and spatial resolution (10–60 m) [14–16]. The closer the sensor to the target, the higher the spatial
resolution [17]. This is one reason why an unmanned aerial vehicle (UAV)-based, or vehicle-mounted,
sensors are mainly used in agriculture (resolution 0.01 m or less) [17,18]. However, these devices
also still depend on environmental conditions like wind speed, rain, or changing cloud coverage [19].
Nevertheless, the advantage is an image acquisition where measurement date and resolution can be
more influenced by the user compared to satellite images. The applications range from the detection of
within-field variability for yield predictions to monitoring of water- or nitrogen stress [20–22]. Several
commercialized products like the Yara N-Sensor, Fritzmeier Isaria, GreenseekerTM RT 200, or Crop
Circle ACS-430 are available, which are measuring the reflectance at canopy level [23]. This leads to
two challenges:
The first challenge is to distinguish between soil and plant reflectance signatures [24].
Soil reflectance is affected by soil moisture, organic matter, clay minerals, or iron oxides [25].
The differentiation between soil and plants is mainly realized by using indices that adjust for soil
effects [26]. The difficulty of applying such indices is the compensation for different soil albedos,
which change between soil types [27]. When using remote sensing instruments, leaf reflectance is
always affected by the lower leaves and the soil background, which leads to interferences. Therefore,
measured reflectance in an open field is always a mixture of different diffuse reflected light and never
an isolated reflectance signal, which may lead to a reduction in overall accuracy.
However, the application of these spectral indices requires a certain ground coverage of the
plant to overlay soil reflectance. Hence, the application of these indices is limited to certain growing
periods [12,28]. In early growing stages, when the plant has low ground cover, no sensors can be used
as the soil reflectance dominates the image [29]. Later in the growing season, a saturation of indices
and reflectance values makes the prediction of N status difficult [30].
The second challenge is to distinguish between different parts of the plant. Most studies focused
on chlorophyll and N content of the leaves or canopy [31] and therefore did not consider the actual
crop’s N content, which would be more desirable for decision support systems in PF [32]. The N
content within a plant is assumed to be higher in younger leaves [23,24], while a higher sensitivity to N
deficiency in older leaves was reported due to translocation processes [33,34]. Wang et al. [35] showed
that ignoring vertical N distribution will lead to lower accuracy and limited practical value of crop N
for remote sensing. To overcome the issue of vertical N distribution, remote sensing approaches have
been adopted by several researchers [34–36]. Zhao et al. [36] generated spectral information with a
spectroradiometer in winter wheat by changing view zenith angles from 0◦ to 60◦. Angles of 20 to 30◦
gave information about the middle leaf layers, while angels of 0 to 20◦ and 30–60◦ measured mainly
the upper leaves. However, a major drawback of this approach is that each measurement contains
some mixed information of all the different layers [36].
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This raised the question, on which leaf layer, and at which location on the leaf itself remote sensing
measurements have to be carried out to determine the N content of a plant. Measurement at canopy
level has to be considered as satisfying so far if different leaves, varying leaf ages, and stress levels lead
to a similar reflectance. To the best of our knowledge, there is no publication investigating the influence
of the leaf layer and position of the measurement on the leaf for cereal plants. Gara et al. [37] tested
spectral reflectance on different short shrubs and showed the need to account for vertical heterogeneity.
Thus, the aim of this study was to investigate a) on which leaf layer and b) at what position on the
leaf itself reflectance measurements should be taken from. These measurements were then used to
determine the N content (%) of the wheat plant via a range of published VI while validating the data
with chemically determined N content (%).
2. Materials and Methods
2.1. Plant Growth Conditions and Experimental Design
Two hydroponic greenhouse experiments were carried out to predict N content from wheat plants
(Triticum aestivum L.) of the cultivar “Zenon” based on spectral measurements. To achieve this goal,
direct destructive lab measurements of nitrogen content (%) of whole plants and indirect spectral
reflectance measurements from three positions on three leaves of the same plant were taken. In both
experiments, growing conditions in the greenhouse were set at 16/8 h day/night cycle with 400–500μmol
m-2 s-1 and 20/18 ◦C day/night temperature. Plants were seeded in the sand and grown for two weeks.
Afterward, plants were transferred to a modified Hoagland solution [38], which was continuously
aerated and replaced twice a week and contained the following macro- and micronutrients in both
trials: 10.0 mM CL, 7.5 mM Ca, 2.0 mM N, 1.2 mM K, 1.1 mM S, 0.6 mM Mg, 0.2 mM P, and 0.4 mM Fe
(EDTA), 1.0 μM B, 0.5 μM Zn, 2.0 μM Mn, 0.3 μM Cu, 0.04 μM Mo. The concentration of the nutrient
solution was gradually increased from 20% to 100% over seven days. The two experiments varied in
the additional treatment factors added. In the nitrogen trial, different levels of nitrogen nutrition status
were used. In the drought stress trial, different levels of water stress were induced.
2.1.1. Nitrogen Trial
In the nitrogen trial, the nitrogen fertilizer amount, and the growth stage in which the final spectral
measurements took place were varied. For the former, seven different levels of N fertilizer amounts
were used (with 0 mM, 0.25 mM N, 0.50 mM N, 0.75 mM N, 1 mM N, 1.5 mM N, 2.00 mM N) and
applied in four replicates according to a randomized complete block design (Figure 1). This factor
corresponded to the main plot factor. In total, 28 pots were used. Within each pot, five planting
positions existed. At each position, a single plant was planted. A total of 140 plants were planted and
harvested later (Figure 1). As plants were harvested at different growth stages, the growth stage factor
corresponded to the sub-plot factor, as the randomization of the growth stage occurs within the pot.
At harvest, the N content was measured by chemical lab analysis. Additionally, three spectrometer
measurements from each of the last three fully developed leaves were taken directly before the harvest
of each plant. This resulted in a total of 1260 reflectance measurements.
As in trials with different growth stages, the growth stage effect is confounded with either the
planting date or the harvest date, a more complex design using planting dates and harvest dates as
blocking factors were used. More details, a complete field plan, and a detailed description can be
found in the Appendix A.
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Figure 1. Experimental design of the nitrogen fertilizer trial. I–VII represents the pots of the
corresponding nitrogen levels (0 mM N–2.0 mM N).
2.1.2. Drought Stress Trial
To apply drought stress to the hydroponic trials, four levels of polyethylene glycol (PEG 6000)
were applied according to a randomized complete block design with three replicates. One replicate
consisted of four pots with four plants per pot. Plants here correspond to repeated measures. All plants
were transferred to the hydroponic solution at the same time. After one week of growing under the
same conditions, the given polyethylene glycol levels (0 g l-1; 36 g l-1; 72 g l-1; 144 g l-1) were applied.
The N concentration was kept constant at 2.00 mM N in all pots. After 23 days, spectrometer reflectance
measurements for each combination of plant, leaf, and position (resulting in 434 measurements) were
taken and harvesting was performed. Plants were then bulked per pot, and N content was determined
for each pot resulting in twelve N content values. This experiment was used to test the effect of drought
stress on spectral reflectance combined with an assumed N deficit due to drought stress. At the highest
drought level, it was not possible to measure the L3 of each plant due to strong leaf rolling. Therefore,
L3 was excluded from the evaluation in this experiment.
2.2. Spectral Reflectance Measurements
Leaf reflectance measurements were conducted using a halogen light source (HL-2000-HP-FHSA,
Ocean Optics, Germany) and connected to an integrating sphere (ISP-30-6-R, Ocean Optics, Germany)
to keep the measurement conditions constant. The integrating sphere was connected via bifurcated fiber
(QBIF400-MIXED, Ocean Optics, Germany) to allow simultaneous measurements of two spectrometers
for the wavelength range 200–1025 nm (FLAME-S-XR1-ES, Ocean Optics, Germany) and for the
wavelength range 900–1700 nm (NQ512-1.7, Ocean Optics, Germany) (Figure 2).
Due to a low signal to noise ratio at both ends of the spectrum, there was an effective range of
400–950 nm at a spectral resolution of 0.4 nm for the FLAME-spectrometer and an effective range
of 950–1650 nm at a spectral resolution of 1.5 nm for the NQ512-1.7 spectrometer. The integration
time was adjusted at the white standard (Spectralon WS-1-SL, Ocean Optics, Germany) to ensure
that enough light reached the sensor. It was set to 80%–95% of light saturation and adjusted for both
spectrometers separately and gave the highest signal to noise ratio.
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Figure 2. Setup scheme for leaf reflectance measurements under controlled conditions. The numbers
indicate the order of leaves 1–3.
Leaf reflectance was calculated as a ratio between the reflected energy of the leaf and the incident
energy of the light source. This incident energy was determined by using the reference measurement
of the white standard.
The measurement was performed by placing the opening of the integrating sphere on the different
leaves and leaf positions (Figure 2). The last fully developed leaf of the main stem was considered as
the youngest leaf (L1) and was measured at three positions: leaf tip (P1), leaf center (P2), leaf base (P3)
(Figure 3). The same procedure was performed for leaf two (L2) and three (L3). Note, the counting of
the leaves always started at the youngest fully developed leaf downwards (Figure 3).
Figure 3. Scheme of the spectral measurements on the plant. P1–P3 indicates the measurement on the
leaf and L1–L3 indicates the leaf number. Measurements on L2 and L3 were performed in the same
way as indicated for L1.
2.3. Crop Measurements and Harvesting
After the reflectance measurements, the growth stage rating was performed based on the Zadocks
scale [39] for each plant separately. Finally, plants were harvested by cutting off the stem from the
roots. The stem was weighed (3100 S-G, Sartorius AG, Göttingen, Germany ± 0.01 g) and immediately
dried for two days at 60 ◦C in a forced-air drier. After drying, the dry weight of the samples was
determined; samples were ground using a hammer mill (0.5 mm, MM200, Retsch GmbH, Haan,
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Germany). The chemical elementary analysis was performed, using a Vario Macro cube (Elementar
Analysesysteme GmbH, Hanau, Germany) based on the method of Dumas [40].
2.4. Vegetation Indices (VI)
Information on spectral reflection measurements was explored using different VI. From a literature
review, 16 VI (Table 1) with a significant correlation with plant N content or plant water content were
selected and calculated for each leaf and position on each leaf [12,41,42].
Table 1. Common vegetation indices used in this study.
Index Name Formula Reference







GNDVI Green normalized difference vegetation index (R750−R550)
(R750+R550) [45]
HVI Hyperspectral vegetation index R750R700 [29]
NDVI Normalized difference vegetation index (R900−R680)
(R900+R680) [46]
NDWI Normalized difference water index (R860−R1240)
(R860+R1240) [47]
NIRG Near-infrared green ratio R780R550 [48]
NIRR Near-infrared red ratio R780R700 [48]
NWI Normalized water index (R970−R900)
(R970+R900) [49]
PRI Photochemical reflectance index (R531−R570)
(R531+R570) [50]
PSRI Plant senescence reflectance index (R680−R500)
(R750) [51]
REIP Red-edge inflection point 700 + 40· (R670+R780)/ 2−R700R740−R700 [52]
SIPI Structure insensitive pigment index (R800−R445)
(R800+R680) [50]
SR 680 Simple ratio 680 R800R680 [50]
SR 705 Simple ratio 705 R750R705 [41]
VARI Visible atmospherically resistant index (R550−R650)
(R550+R650−R470) [53]
2.5. Statistical Analysis (Mixed Model)
Data of the N trial were analyzed by a mixed model approach accounting for the two factors,
nitrogen fertilizer treatment and growth stage, as well as the two blocking factors, the sowing date and
harvest date (for more details of the experimental design see appendix).
The model can be described by:
yijklmn = μ+ τm +ϕn + (τϕ)mn + hi + sj + rk + tkl + eijklmn (1)
where yijklmn is the measured plant N content, μ is the intercept, τm is the fixed effect of the mth N
treatment,ϕn is the fixed effect of the nth growth stage, and (τϕ)mn the corresponding fixed interaction
effect. hi is the random block effect of the ith harvesting date, sj is the random block effect of the jth
sowing date, rk is the fixed effect of the kth replicate, and tkl is the random effect of the lth pot or main
plot within the kth replicate. eijklmn is the error of observation yijklmn.
The model for the drought trial is similar but does not include block effects. Furthermore, only
the drought stress was evaluated as an influencing variable. Thus, the model simplifies to
yklo = μ+ rk + tkl + ρo + eklo (2)
where ρo corresponds to the oth drought stress level. In both models, VI’s were added as a covariate
for each of the nine combinations of leaf and position. As 16 VI were used, a total of 144 models each
including different covariates were fitted. For all models, the error variance was estimated and used as
evaluation criteria. It was assumed that a covariable, which correlates well with plant N content will
reduce the error variance.
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Error variances were stored and further analyzed with a generalized linear mixed model approach
assuming a gamma distribution with a log link. The linear predictor was as follows:
μhpq = μ+ lp + pq + (lp)pq + ih (3)
where lp is the effect of the pth leaf, pq is the effect of the qth position, (lp)pq is the interaction effect
of the pth leaf at the qth position, and ih is the effect of the hth VI. The model allows accounting for
overdispersion. If significant Wald tests were found, means were calculated using the inverse link
function. For these means, a letter display was used to present the results of the Fishers LSD test
created on the linked scale. All statistical evaluations were performed in the software environment
SAS 9.4 by using the procedure PROC MIXED and PROC GLIMMIX.
3. Results
3.1. Nitrogen Trial
The chemically determined N content [%] showed significant differences (p < 0.001) and varied
between 0.75% and 4.88% according to the implemented N treatments and growth stages in the N
trial (Figure 4). The analysis of the residual error variance showed significant differences between
leaf numbers and positions on the leaf. No significant differences were observed for the effects of the
tested VI (Table 2; Figure 5). The interactions between leaf number and measurement position were
found to have non-significant differences. Across all VIs, statistically significant lowest residual error
variance was found at M3 and on leaf L1, and L3 (Figure 5). While the average residual error variances
across VI were significantly different, almost no difference in error variance between leaf number and
measurement position for the trait plant N content was observed (Figure 5).
Figure 4. Scatter plot for measured and predicted nitrogen content of the nitrogen trial. The solid line
indicates the 1:1.
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Table 2. Results of the fixed effects of the statistical analyses of the nitrogen and drought stress trial.
F values were rounded.
Nitrogen trial Drought stress trial
Effect DF F value Pr > F F value Pr > F
VI 15 0.49 0.9432 2.82 <0.0016
Leaf number 2 12.14 <0.0001 1.03 <0.3140
Position 2 4.34 <0.0152 1.84 <0.1657
Leaf number x Position 4 1.26 <0.2913 1.84 <0.1652
DF: degrees of freedom; Pr > F: probability level.
Figure 5. Mean residual error variance across VI (vegetation indices) of the nitrogen trial. L1 is
considered the youngest fully developed leaf followed by the second L2 and third youngest leaf L3.
P1 is the spectral reflectance measured at the leaf tip, P2 measured in the middle part of the leaf, and P3
represents the measurement taken at the leaf base of the respective leaf. The bars with the same letters
within the leaves and within the positions show non-significant different residual error variances at
α = 0.05. The dotted line represents the residual error variance value without VI.
3.2. Drought Trial
Considering the drought trial (Table 2; Figure 6) where chemically determined N content varied
due to the drought stress between 2.55% and 4.46%, the error variances showed significant differences
(p < 0.05) only for VI and not for leaf number, position, and leaf number x position. Comparing the
significance of different VI in the drought trial (Figure 6), the difference between PSRI, CropSpec, and
BNI, indicated the highest mean residual error variance for PSRI, while BNI showed the lowest mean
residual error variance.
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Figure 6. Different residual error variance for all used VI in the drought stress trial. The letters
represent different significance groups. Indices with the same letters are not statistically different
at a significance level of 0.05. The dotted line represents the residual value without using spectral
reflectance measurements.
4. Discussion
This study evaluated the effect of a total of nine (three-leaf layers and three positions on each leaf)
spectral reflection measurements on the prediction of N content (%) in wheat plants. To predict N
content, spectral reflection measurements were used to calculate a range of published VI. Note that
the aim of this study was not to optimize existing VIs, but rather to compare the nine input spectral
reflection datasets and thus the impact of the leaf layer and measurement position on the accuracy of
N prediction. Due to easy access and the common use of VIs in scientific and applied work [12,41,42],
a range of 16 VI already published were used here. Note that each VI only used a few wavelengths.
Thus, only a part of the information within the spectral reflection measurements was explored. More
information can be explored when using a stepwise multiple linear regression (SMLR) and other
full-spectral methods like partial least squares (PLS) [54]. These methods were tested in this study and
came up with similar results as the ones presented in this paper.
Furthermore, other approaches can be used, like ridge regression [55] and neural networks [56,57],
which can handle collinearity in regressions. Collinearity is common in spectral reflection data as
wavelengths are measured within a narrow grid. All these alternative approaches can increase the
predictability of absolute N content in plants. It was assumed that changes in absolute precision
will not affect the ranking of the nine spectral reflection input measurements. This assumption was
supported by results using a multiple regression approach and PLS on our data. Data are not shown
here to avoid redirecting the focus of the manuscript from comparing the nine spectral reflection
measurements to comparing approaches to convert wavelength measures into an N content prediction.
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4.1. Leaf Number and Leaf Position
Spectral reflectance is used to detect differences in N content in plants non-destructively and to
reveal the given heterogeneity in plant N supply within a field [58]. As the aim of this study was
to predict plant N content within a field [42], e.g., for applying the right amount of fertilizer, effects
of N level, growth stage, and drought were included in the statistical models. Thus, the statistical
models can predict different N contents in plants within similar treatments averaged across these
treatments. When dropping these treatment effects from the models, indices may explain well the
difference between a trait (e.g., drought stress levels) not causally correlated with plant N. Note that
VI explained more variance, if the treatment effect is excluded from the model. This was tested but
not shown.
Considering the mixed model for all measurements in the N trial, a statistically significant higher
mean residual error variance was given for L2 (Figure 5). Regarding the measurement position,
a statistically significant lower value was given for the leaf base in the N trial, but differences were small.
While differences were significant, they were not relevant, which was supported by the low differences
between the significance groups (Figure 5). This conclusion was also reinforced by the drought
stress trial, where no statistically significant difference between the leaf number and measurement
position was shown. Different drought stress levels led to significantly different plant N contents.
Gonzalez-Dugo et al. [59] also reported lower N contents for sunflower (Helianthus annuus. L) due to
drought stress, based on the results of Alvarez de Toro [60]. They also showed plant N content under
drought stress is dependent on the applied N. Low N application leads to a low change in plant N
content, while high N application leads to a stronger plant N content reduction under drought stress.
The wheat plants in this trial were cultivated under sufficient N supply, which can be seen as feasible
to have significant differences between drought stress treatments.
To predict N content in wheat plants based on spectral measurements, reflectance can be measured
at all positions on a leaf, at all leaves across different N treatments at different growth stages, as well as
under drought stress.
4.2. Vegetation Indices and Wavelength
Regarding the residual error variance for all VI, significant differences were only determined in
the drought trial for BNI (Figure 6). All other VI had no significant difference, especially the developed
VI for water stress NDWI and NWI. In this trial, there was a reduction in plant N content due to
drought stress observed, which was also reported by He and Dijkstra [61]. Therefore, these VI were
used for the estimation of plant N under water-limited conditions. However, originally they have been
developed for the estimation of water limitations in plants. In contrast, the BNI, which was developed
for the estimation of plant N content showed the lowest residual error variance and seemed to be
suitable for estimation of plant N content under water-limited conditions.
The BNI was the only VI out of 16 VI that used wavelengths from the blue part of the spectra.
Tian et al., [43] successfully developed and tested this VI for estimation of leaf N canopy content in
rice (Oryza sativa L.) and showed a linear relationship with canopy N content. Schlemmer et al. [62]
tested different N levels in combination with drought stress in corn (Zea mays L.). They showed a weak
influence of the reflectance spectrum under drought stress between 400 and 500 nm, if the plants were
cultivated under sufficient N level. This could be the reason for the statistically lower residual error
variance in the drought stress trial for all leaves and positions for BNI.
It is also important to mention that the selection criteria for the 16 VI used were based on
literature, where VI were tested successfully for the determination of plant N content and drought
stress [12,41,42,63,64].
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This ensured that a broad range of different VI developed for N content and drought stress
were tested, conceding, however, that there is a long list of VI that were not tested in the current
study [32,49,65]. While we found no differences between VI in the N trial, we cannot preclude that
there are no differences between VI at all. The drought stress showed the only significance for BNI,
which means all VI except BNI performed in a similar way. The use of different VI sharing similar or
identical wavelength ranges can be considered as not statistically independent. This can lead to the
distortion of statistical results. Normally a broad range of VI focus on the red edge of the spectrum [66]
leading to multiple uses of these wavelengths for calculation of various VI.
Several researchers evaluated the whole spectrum instead of using VI e.g., for plant disease
detection [67] or canopy chlorophyll content [54]. These methods seem to be useful for further research
where launches of hyperspectral satellite sensors are planned (e.g., EnMap, PRISMA) providing
higher spectral resolution [68,69]. Other sensors like the Chinese HJ-1A [70] and the Indian Micro
Satellite-1 (IMS-1) [71] also provide hyperspectral data, however, there is limited access for international
scientists [69].
However current sensors including free available satellite images are normally limited to several
wavelengths [72,73] and do not collect the whole spectrum in a spectral resolution like a spectrometer.
This is mainly related to well tested and known VI’s for the determination of N as well as a cost issue
of the sensor and the necessary data processing to generate a final fertilizer recommendation. Using
a spectrometer with a high spectral resolution, calculating existing VI’s for nitrogen-based on the
wavelength ranges seems to be a straight forward procedure to address if the differentiation between
leaf and leaf positions based on existing VI’s would be required.
4.3. Further Measurement Technologies, Limitations, and Future Applications
Hoel and Solhaug [74] tested the change of SPAD chlorophyll readings under shaded and fully
illuminated conditions in wheat. Low changes were reported between shading and full illumination.
This supports our finding of low differences between the three measured leaf layers, where L2 and
L3 were shaded by L1. In comparison to spectrometer measurements, SPAD readings are limited to
two wavelengths at 640 nm and 940 nm and are based on the principle of transmission of light [12].
Spectrometer readings, in contrast, focus on the reflectance of light. Comparisons of reflectance and
SPAD values showed positive correlations for chlorophyll content, which also correlates very well
with N content depending on different growth stages [75]. SPAD readings are contact measurements
and not suitable for remote sensing applications [12].
Measuring leaf reflectance without separation of different leaves on canopy scale generally
includes information of LAI, chlorophyll content or changes in plant morphology [76,77]. These lead to
non-linear effects in the obtained sensor data and are not separated in commercialized products, which
results in an overall mean N content [77]. Measuring at the canopy scale includes mixed information
also from other parts of the plant like stem or leaf orientation [76], an aspect which was not considered
in this study. It is also feasible, that differentiation between leaf layers is necessary under other nutrition
deficiencies like sulfur, phosphorus, or potassium. Shaw and Royle [78] reported that early infection of
lower leaf layers with Septoria tritici blotch (Zymoseptoria tritici D.) can make it necessary to differentiate
between different leaves under leaf disease infections and has to be tested in further studies.
Currently, developed sensors are working on the canopy level and are not considering individual
leaves or different positions on the leaf [79,80]. Nevertheless, we think, all these sensors require
a minimum of spatial resolution in order to delineate the given within-field variability of plant N
content on the farmer’s practical scale (e.g., the width of sprayer bow). Hence, sensors for N fertilizer
application in PF can only be useful if the spatial resolution of the sensor matches the N application size,
which is determined by the fertilizer application technique. This has to be considered especially for
satellite sensors, where spatial resolution ranges from 10–60 m [15]. Based on this study, differentiation
between different leaf layers for the determination of N content can be seen as less relevant, which
indicates valid measurements at the canopy scale.
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5. Conclusions
The results of the study indicated that neither leaf number nor the measurement position on the
leaf had an influence on the determination of plant N content, via spectral reflectance. Significant
lower mean residual error variance (MREV) was found for leaves L1 and L3 and for measurement
position on P3, but the difference of MREV between the leaves was very low and therefore considered
as not relevant. While a broad range of different VI developed for the assessment of N content and
drought stress was tested in this study, it cannot be excluded that there are no differences between VI
at all and differences might exist for VI that were not tested in this study. To transfer the results to
field measurements, it has to be considered that the measurements were taken under fully controlled
lab conditions. Field measurements will be influenced by different effects like the reflection from soil,
stem, or other plant parts, which can lead to weaker performance of spectral reflection measurements
compared to lab conditions. In addition, other stress factors (e.g., diseases, other nutrient deficiencies)
might occur in parallel in the field and interfere with spectral reflectance.
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Appendix A
In the nitrogen trial, 140 plants were planted and harvested (Figures A1 and A2). As seven N
fertilizer treatments were used, each N fertilizer treatment was applied to four pots; each pot contained
five plants. Thus, the fertilizer treatment corresponded to the main plot factor and was allocated to pot
according to the randomized complete block design. Within a pot, plants of different growth stages
were tested. To generate plants of different growth stages, plants can be planted at different times and
measured at a single harvest date or can be planted at the same time, but harvested at different time
points. In both cases, the growth stage effect is confounded with the planting or harvest day. To handle
this confounding, a more complex experimental design was used. The general idea behind this design
was that planting date and harvest date were used as block factors. Within a block, as many growth
stages as possible were measured. In our experiment, six planting dates and two harvest dates were
used. This resulted in measuring plants of the same planting date at two different growth stages and
measuring plants of five growth stages at the same harvest day (Figure A1).
With plants planted at six dates and harvested at two dates, five different growth stages can
be observed. Thus, the design is complete as all growth stages occur in each pot. The experiment
was performed as follows: wheat seeds were seeded at six different sowing dates (three weeks with
two staring dates per week) (Figure A2). Plants from the first sowing date were randomly planted
to one of the positions within each pot of replicate 1 and 2. Thus, 14 plants were planted at the first
planting date. Plants from the second sowing date were seeded randomly to one of the remaining
positions in each pot of replicate 1 + 2, and to one position in replicate 3 + 4. Plants from the third,
fourth, and fifth sowing dates were planted randomly to one of the remaining positions in each pot in
replicate 1–4. Finally, plants from the sixth sowing date were seeded in the remaining positions of
replicate 3 and 4. Note that plants of the first sowing date were 14 or 17 days older (two or two and a
half week), compared to plants of the fifths or sixth sowing date, respectively. Furthermore, replicate 1
and 2 were measured and harvested first (H1) followed by replicates 3 and 4 half a week later (H2).
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Thus, a plant sown at the third date measured at H1 has the same growth stage as a plant sown at the
fourth sowing date and measured at H2 (indicated by the length of arrows in Figure A2).
Figure A1. Experimental design of the nitrogen fertilizer trial. I–VII represents the pots for the
corresponding nitrogen levels (0 mM N–2.0 mM N). Numbers 28–24 represents the growing days (from
seeding until harvest) of the respective plant.
As mentioned above, the fertilizer treatment corresponded to the main plot factor and was
allocated to pot according to the randomized complete block design. Growth stages were randomized
to plants within a pot and thus can be seen as sub-plot factor. The design can be seen as a kind of
split-plot design with two additional block factors (sowing date and harvest date). To model such type
of data, the effects for both treatment factors (N treatment and growth stage) should be separated from
the two blocking factors.
 
Figure A2. Scheme of different sowing dates (SD) and the corresponding harvest dates (H) of the
nitrogen trial. The duration indicates the growing time (from sowing to harvest) in the experiment for
each sowing date.
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Abstract: Developing disease models to simulate and analyse yield losses for various pathogens
is a challenge for the crop modelling community. In this study, we developed and tested a simple
method to simulate septoria tritici blotch (STB) in the Cropsim-CERES Wheat model studying the
impacts of damage on wheat (Triticum aestivum L.) yield. A model extension was developed by
adding a pest damage module to the existing wheat model. The module simulates the impact
of daily damage on photosynthesis and leaf area index. The approach was tested on a two-year
dataset from Argentina with different wheat cultivars. The accuracy of the simulated yield and leaf
area index (LAI) was improved to a great extent. The Root mean squared error (RMSE) values for
yield (1144 kg ha−1) and LAI (1.19 m2 m−2) were reduced by half (499 kg ha−1) for yield and LAI
(0.69 m2 m−2). In addition, a sensitivity analysis of different disease progress curves on leaf area
index and yield was performed using a dataset from Germany. The sensitivity analysis demonstrated
the ability of the model to reduce yield accurately in an exponential relationship with increasing
infection levels (0–70%). The extended model is suitable for site specific simulations, coupled with
for example, available remote sensing data on STB infection.
Keywords: wheat; disease; yield; septoria tritici blotch; leaf area index; crop modelling;
decision support system for agrotechnology transfer (DSSAT); Cropsim-CERES Wheat
1. Introduction
Wheat (Triticum aestivum L.) is the second most important staple food crop for human nutrition.
It is grown worldwide on approximately 220 million hectares under different climatic conditions.
It is projected that wheat production must increase by 1.6% annually to meet the expected global
demand by 2050 [1]. However, increasing temperatures and changing global rainfall patterns will
likely influence breeding, management, fertilization and crop protection strategies for wheat [2] and
also influence disease patterns [3,4]. Hence, crop protection measures will play an important role
under future climate change, as rising temperatures and changes in rainfall pattern, will cause more
favourable conditions for pests and diseases, especially in the warming north, where wheat production
is predominant [2].
On a global scale, there are approximately 50 diseases and pests, which have the potential to
damage wheat and reduce farmer’s income [5–7]. On a global level, the most widely adapted wheat
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fungal diseases are leaf rust caused by “Puccinia triticina E.,” stripe rust caused by “Puccinia striiformis
W.,” stem or black rust caused by “Puccinia graminis E.,” powdery mildew caused by “Blumeria graminis
P.” and septoria tritici blotch (STB) caused by “Zymoseptoria tritici D.” [1]. The infection by “Zymoseptoria
tritici D.” is the most economically damaging wheat disease worldwide [8]. It can cause yield reductions
of 50% to 60% [9] by creating leaf lesions resulting in defoliation and reduced photosynthesis. It has
been estimated that 70% of the annual usage of fungicides in Europe is related to the treatment of this
disease [10].
During the past decade, there has been an increasing resistance of STB to azole and strobilurin
fungicides in Europe [9–11]. Breeding for STB disease resistance is complicated, due to the variability
of the pathogen reproduction cycle [12,13]. Researchers have studied different strategies including
tillage, crop rotation, delayed sowing, fungicide application and a proper level of fertilizer application
to reduce or control the infection of STB [14]. It appears that moderate fungicide application coupled
with the right amount of fertilizer is a strategy that holds promise for environmentally friendly wheat
production, while reducing at the same time STB infection.
Crop models are suitable for decision support and contribute to a better understanding in the
development of new wheat production strategies. They can play a vital role in understanding plant
growth processes, the impact of different weather scenarios as well as management strategies on disease
outbreak, final yield and grain quality. Hence, crop models might help to spread the production of
wheat in more economic and sustainable ways.
Crop models can also provide an insight into yield losses due to pests and diseases, including STB.
Several mechanistic wheat crop growth models have been developed over the last several decades,
including APSIM [15], WheatGrow [16], STICS [17], Sirius [18] and DSSAT [19]. These models were
developed to study crop-environment interaction and to evaluate optimum management strategies.
The Cropsim-CERES-Wheat (CCW) model [20–22] included in the DSSAT version 4.6 [23] was
developed to study the impact of genetics, management, weather and climate change on wheat
growth and yield. The model simulates daily plant development based on daily maximum and
minimum temperature, daylength and vernalisation requirements. Growth is computed on a daily
basis using a radiation use efficiency approach. Carbon is allocated daily to different plant parts based
on the development stage. The CCW model has been linked with remote sensing data [24] and was
successfully tested with different cultivars, soil characteristics as well as in different climatic conditions
including Canada [25], Argentina [26], Southern Italy [27] and the United Kingdom [28]. Currently the
CCW model does not account for damage due to weeds, pests or diseases [29]. As a consequence,
inaccurate simulations of crop growth and yield result when simulating datasets that include pests
and diseases [30,31].
Developing and incorporating a disease damage extension would expand the use of the
CCW model to simulate and study the impact of disease damage on crop growth and yield.
Batchelor et al. [32] incorporated a pest damage into the CROPGRO [33] family of models distributed
with the DSSAT [34]. In their approach, they defined pest coupling points as daily rate and state
variable modifiers to simulate the impact of daily pest damage on leaf, stem, seed, shell and root
state variables and daily photosynthesis rate based on daily inputs of pest damage. They tested this
approach for different pest damage types for peanut and soybean crops. They evaluated this approach
using a dataset to simulate the impact of velvetbean caterpillar on soybean.
Using the same approach, the purpose of this work was to: (i) develop a disease model extension
for the simulation of STB in wheat, to (ii) evaluate the model performance using a dataset from
Argentina; and (iii) to conduct a sensitivity analysis for the impact of different disease progress curves
on leaf area index and yield using a dataset from Germany.
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2. Materials and Methods
2.1. Model Development
Currently the CCW model does not account for competition with weeds, pests or diseases.
To solve this problem, modifications of the current CCW version are necessary to include the impact of
leaf diseases on final crop yield.
Plant dry matter accumulation and yield can be expressed as a function of leaf area index (LAI),
radiation use efficiency and the loss of assimilates due to respiration. Pathogens can modify both leaf
area index and daily photosynthesis [35].
The primary damage resulting from STB is defoliation, which reduces both leaf area and leaf
photosynthetic rate [36,37].
To apply the damage theory, it was necessary to integrate the pest damage module [32] structure
into the current CCW wheat model (Figure 1). These changes included the adding and linkage of
the following subroutines to the original version: PEST.for, LINDM.for, PESTCP.for, VEGDM.for and
OPPEST.for. A pest damage definition file was created to define the coupling point “leaf area” for
the leaf disease STB (Figure 1), where daily damage could be applied to state and rate variables in
the model. Percent cumulative leaf area destroyed (PCLA) was chosen as major coupling point in
the model.
 
Figure 1. A simplified diagram of the Cropsim-CERES-Wheat (CCW) model with the pest damage
module incorporated.
Field observed damage levels were entered in the time series file, referred to as File T in the DSSAT
family of models. In this file, the year and day of year (DOY) are entered, along with STB infection in
percent. Observed disease infection was linked to the percent cumulative leaf area destroyed (PCLA)
coupling point. This damage type (i.e., PCLA) is defined in the pest damage definition model input
file, which links field observed damage type and levels to the internal model pest damage coupling
point. The model uses a linear interpolation to compute daily damage from periodic field observations.
In this work, it was assumed that STB infection began ten days before the first infection symptoms were
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observed in the field. This assumption was made, based on Sánchez-Vallet et al. [38] who reported a
latent period for STB between day 8 and 14 after infection depending on the environmental conditions.
The daily percentage of damage (Npt) was calculated between field observations using
Npt = Prt∗ +
(Prt − Prt∗)(
Dpt − Dpt∗
) × (Ds − Dpt∗) (1)
Npt = daily reported damage for damage type p at time t; Dpt = DOY of next field observation of
damage (Prt); Dpt* = DOY of previous field observation of damage (Prt*); Ds = day of current simulation;
Prt = damage level reported in the next field observation; Prt* = damage level reported in the previous
field observation.
The daily damage calculation, which was applied to the leaf area coupling point (Pit) is calculated








The pest coefficient (Cip) allows the model to convert units of damage into units used for the
model state or rate variable that is being damaged.
After calculating the daily damage to be applied to the diseased leaf area based on interpolations
from field observations, the daily damage (Dipt) to be applied to the leaf area state variable
(defoliated leaf area) is calculated by the following equation:






Xit* = state or model variable i on day t, before application of damage; Xit = state or model variable i
on day t, after application of damage; Xtit = cumulative amount of coupling point I; Xsit = cumulative
senescence of coupling point I; Dipt = amount of damage applied on state or model variable i on day t;
Pit = coupling point leaf area.
Finally, the model state or rate variable is adjusted by subtracting the computed defoliation from
the leaf area state variable by Equation (4):
Xit = Xit∗ − Dipt (4)
Xit = state or model variable i on day t, after application of damage; Xit* = state or model variable i on
day t, before application of damage; Dipt = amount of damage applied on state or model variable i on
day t.
2.2. Field Trials
In this study, datasets from two different locations were used for model development. The first
dataset was recorded on the Experimental Station Julio Hirschhorn in La Plata (34◦56’ S, 57◦57’ W, 15 m
above sea level, 16.3 ◦C average temperature; 946 mm mean annual precipitation) National University
of La Plata in Argentina. The second experiment was carried out at the Experimental Station Ihinger
Hof (48◦44’ N, 8◦55’ E; 480 m above sea level, mean annual temperature 9.1 ◦C and 714 mm mean
annual precipitation) University of Hohenheim in Germany.
The trial in Argentina was conducted in two consecutive years (2010 and 2011) and published by
Castro and Simón [39]. The objective of this trial was to test the tolerance of ten different Argentinean
wheat cultivars (Triticum aestivum L.) for STB and to evaluate the disease impact on grain yield and
grain quality. The sowing dates were on 15th of July in 2010 and 16th of June in 2011. The soil type
was a silty loam. Nitrogen was applied as urea at 100 kg N ha−1 at sowing and 80 kg N ha−1 at the
end of tillering. Three different inoculation levels with Zymoseptoria tritici D. were performed. The first
level was the control treatment, the second was considered to be a low inoculation level (with 5 × 105
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spores mL−1 suspension), while the third treatment was considered as high inoculation treatment
(5 × 106 spores ml−1 suspension). All inoculations were performed at growth stage 22 (beginning
of tillering) [40] and at growth stage 39 (flag leaf emergence). For model development weather data
(daily temperature, rainfall, solar radiation) from the weather station La Plata (34◦56’ S, 57◦57’ W),
disease severity ratings (%) from three growth stages (GS 39, 60, 82), leaf area index (LAI) which was
calculated from the green leaf area (GLAI) plus non-green leaf area (NGLAI), yield, soil properties and
management information were collected.
The second trial in Germany was conducted in 2006 using the cultivar Monopol with three
inoculation levels (control treatment; low inoculation 50%; high inoculation 100%) of Zymoseptoria
tritici. Inoculation was imposed by spraying 50% or 100% of a spore suspension (1 × 106 spores
per mL, strain CBS 292.69) onto the plots at growth stage 32 [41]. The sowing date was 22nd of
October 2005 on a silty clay soil. Nitrogen in form of ammonium nitrate was applied at three growth
stages: 100 kg N ha−1 at GS 30, 80 kg N ha−1 at GS 32 and 40 kg N ha−1 at GS 49. The objective
of this field trial was to use different vegetation indices to determine the occurrence of plant
diseases in winter wheat (Triticum aestivum L.). For model sensitivity analysis, data including
temperature, rainfall and solar radiation from the weather station Ihinger Hof, as well as growth stages,
yield monitoring data, disease severity ratings and the LAI at growth stages GS 31, 34 and 49 were
collected. Further information on the trial layout can be found in Gröll [41].
2.3. Model Calibration and Evaluation
The modified CCW model extension was incorporated into the DSSAT 4.6 software. Model inputs
were created for both datasets from Argentina and Germany. The dataset from La Plata of 2010,
which included phenological, yield, soil data (Table 1) and weather data, was used for calibration to
test the ability of the model to simulate the impact of STB on wheat growth and yield.






Silt Content % LLL * DUL ** SAT ***
0–30 cm 20.7 28.9 50.4 0.226 0.457 0.561
30–60 cm 20.7 28.9 50.4 0.226 0.457 0.561
60–90 cm 20.7 28.9 50.4 0.226 0.457 0.561
Location Ihinger Hof
0–30 cm 43.3 9.9 46.8 0.247 0.412 0.467
30–60 cm 43.3 9.9 46.8 0.247 0.412 0.467
60–90 cm 25.0 18.8 56.2 0.142 0.313 0.503
* Lower limit =̂ permanent wilting point (pF 4.2). ** Drained upper limit =̂ field capacity (pF 1.8). *** Saturated =̂
saturated water content (pF 0).
Genetic coefficients for growth and development were calibrated using the 2010 dataset and the
control treatment for each cultivar. Calibration was performed by sequentially adjusting the genetic
coefficients (Table 2) to minimize the error between measured and simulated values [19]. The existing
species file was set as default and the existing ecotype UKWH01 as well as the cultivar file were
modified. Coefficients for phenological development (P1V, P1D, P1–P5 and PHINT) were calibrated in
the first step, followed by crop growth coefficients (G1, G2 and G3). The RMSE, index of agreement
(d-Index) and modelling efficiency (EF) statistics were used to assess the quality of the calibration
(see section statistical evaluation). After calibration of individual cultivars, the percentage infection
with STB of the low and high inoculation was applied to test the model response. The dataset from La
Plata of 2011 was used for model validation.
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The second dataset from Ihinger Hof was used for sensitivity analysis to test the model on a
different location to proof the concept and to test the responsiveness of the model of different STB
infection levels. The calibration was performed in the same way as in La Plata with the control
treatment by modifying the necessary cultivar coefficients (Table 2). We applied 0%, 10%, 20%, 30%,
50% and 70% damage rates at maximum LAI (GS 39) and started the damage application at growth
stage GS 31 to estimate the corresponding yield loss. The different damage rates were used to test the
model responsiveness on a broad disease range, which typically starts to impact yield after growth
stage 31 [42].
Statistical Evaluation
The statistical model evaluation was conducted by comparing the simulated and observed LAI
and yield of the different inoculation treatments (dataset from La Plata).
For statistical analysis, the root mean squared error (RMSE. Equation (5)), the index of agreement
(d-Index, Equation (6)) [43] and the modelling efficiency (EF, Equation (7)) were used. The RMSE was
used to quantify the amount of variation between simulated and measured values on a metric scale.
The d-Index shows if the model is under -or over-estimating the measurements. The EF parameter
compares simulated values with the average of the measurements. For a perfect fit between simulated
and observed data, the RMSE should be at 0 and the d-Index and EF parameter should have a value
of 1.0.
The statistical evaluation was done for simulation runs of the original CCW version and the
modified CCW for LAI and yield from both years (2010; 2011) on the location La Plata over all cultivars
and inoculation treatments.











Index of agreement (d):

















where: Oi = observed values; Si = simulated values; n = numbers of samples; O = mean of observed data
3. Results and Discussion
3.1. Model Calibration for La Plata
3.1.1. Leaf Area Index
The calibration was performed on the 2010 dataset by fitting the relevant genetic coefficients
(Table 2) for phenology and growth. One essential prerequisite for model development is an
accurate simulation of growth stages. In this study, growth stages (GS 39; GS 60; GS 82) were
predicted by the model conclusively: For all ten cultivars the flowering date (GS 65) was documented
approximately 110 days after sowing (DAS), the model simulated this growth stage 115 DAS. A similar
result was obtained by comparing observed and simulated DAS of the early dough stage (GS 82)
(observed approximately at 131 DAS, simulated 132 DAS).
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The main focus of this model calibration was on the adjustment of leaf area as a major coupling
point for disease damage. Figures 2 and 3 illustrate the simulated and the observed values for leaf area
index and grain yield across different inoculation treatments along with the statistics (Table 3).
Figure 2. Simulated vs. measured leaf area index (LAI) for calibration (year 2010 a–c) and validation
(year 2011 d–f) for all ten cultivars on the location La Plata. Different symbols represent the different
inoculation treatments where × = No Inoculation; Δ = Low Inoculation and O = High Inoculation.
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Figure 3. Simulated vs. measured yield (kg DM ha−1) for calibration and validation for all ten cultivars
on the location La Plata 2010 (a) and La Plata 2011 (b).
Table 3. Statistical evaluation of the simulation of leaf area index and grain yield of the original CCW
model and the developed CCW model extension for diseases using root mean square error (RMSE),
Willmott’s d statistic (d-Index) and modelling efficiency (EF).
Original CCW Modified CCW
Variable Experiment RMSE d-Index EF RMSE d-Index EF
Leaf area
index
La Plata 2010 1.19 0.33 −2.69 0.69 0.51 −1.07
La Plata 2011 2.88 0.24 −0.98 1.11 0.70 0.68
Yield
La Plata 2010 1144 0.47 −1.19 499 0.81 0.58
La Plata 2011 1755 0.50 −1.19 1285 0.66 −0.18
For demonstration of the overall model behaviour in regard to LAI changes induced by three
different STB inoculation treatments over time, the wheat cultivar K. Chaja was selected. This cultivar
was considered to be highly susceptible to STB infection [39]. Figure 4a shows the impact of disease
infestation on LAI according to different inoculation treatments 90 days after sowing. All three
simulation runs reached the maximum LAI at day 100. For the control treatment a maximum LAI of
3.5 was simulated. A difference of 0.5 LAI was found between the control and the high-inoculation
treatment. Comparing simulated and observed LAI values, the model predicted the LAI over the
vegetation period in an accurate manner (RMSE 0.47, d-Index 0.9).
Similar results are displayed in Figure 2a–c, which illustrates the simulated versus observed LAI
across three different inoculation treatments for different cultivars. Regardless of susceptibility, in GS
39 all ten cultivars showed a homogenous distribution of all data points around the 1:1 line with no
strong outliers. A slight tendency for an overestimation of LAI was given at GS 39 in the low and high
inoculation treatments, whereas for the control treatment a slight underestimation was shown over all
cultivars. In GS 60 and GS 82, a slight overestimation of LAI was found for all inoculation treatments.
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Figure 4. Simulated and measured leaf area index values for cultivar K. Chaja, year 2010 (a) and
2011 (b) including different inoculation treatments with septoria tritici blotch (STB). The error bars
demonstrate the LSD of the leaf area index.
Finally, the modified CCW model (RSME 0.69; d-Index 0.51) performed better compared to the
original CCW model (RSME 1.19; d-Index 0.33), as indicated by the corresponding statistics. Outliers in
Figure 2a–c can be explained by the LSD ranging from 0.4 to 1.0 depending on the sampling date,
reported from Castro and Simón [39].
Nevertheless, the model was able to account for all ten cultivars representing different tolerance
levels to STB at different growth stages and disease severities accurately.
3.1.2. Yield
A reduction in LAI after infection with STB also leads to a reduction in yield (Figure 5a).
Yield formation started for the cultivar K. Chaja (Figure 5a) on day 122 and was negatively
correlated with the inoculation treatment. Yield of the control treatment (3800 kg ha−1) was slightly
underestimated and the high inoculation treatment (3400 kg ha−1) showed a slight overestimation.
Figure 5. Simulated and measured grain yield values for cultivar K. Chaja year 2010 (a) and 2011 (b)
including different inoculation treatments with STB. The error bars demonstrate the LSD of the yield.
Figure 3a represents the observed versus the simulated yield for all ten cultivars and showed
a dense clustering of the different inoculation treatments around the 1:1 line. Overall, it indicated
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the highest simulated yield for the control and the lowest yield for the high inoculation treatment.
The results illustrated the capability of the modified CCW model to account for disease damage.
This is expressed in the statistical evaluation (Table 3), where a reduction of the RMSE from 1144
(original version) to 499 (modified version) was observed. The d-Index also underlined these findings,
which increased from 0.47 (original version) to 0.81 (modified version).
The modification of the existing CCW showed very good results in LAI and yield simulation
(Table 3). It indicated a clear improvement for all statistical parameters compared with the existing
CCW included in the current DSSAT version. The calibration successfully minimized the error between
measured and simulated data for both, LAI and yield.
3.2. Model Validation for La Plata
3.2.1. LAI
Illustrating LAI (Figure 2d–f) and yield (Figure 3b) for the cultivar K. Chaja and all cultivars in
the validation year 2011.
In 2011, a maximum LAI of 6.3 was observed in the control treatment for K. Chaja (Figure 4b)
at day 120. The model simulated a maximum LAI of 6.2 for the control treatment on the same day.
For the low-inoculation treatment, a maximum LAI of 4.7 was observed, whereas the model simulated
a maximum LAI of 5.8. Regarding the highest inoculation treatment, a LAI of 4.6 was observed in the
field experiment. The model simulated for the same treatment a maximum LAI of 5.7. The model was
capable to simulate the maximum LAI for the control treatment exactly but it slightly overestimated
the maximum LAI both for the lowest and highest inoculation treatment.
In general LAI was higher in 2011 than in 2010 independent of cultivars, growth stages and
inoculation treatments (Figure 2). For 2011 and GS 39, the 1:1 plot showed no strong outliers and a
slight overestimation for the control treatment and a slight underestimation for the highest inoculation
treatment. This can be caused by an earlier onset of disease in the inoculated treatments which was not
reported and cause a slightly underestimation in the model. For GS 60 and GS 82 the model predicted
the observed LAI values accurately.
3.2.2. Yield
Yield formation started 140 days after sowing for K. Chaja (Figure 5b), while full maturity was
reached on day 165. A maximum yield of 6000 kg ha−1 was reached in the control treatment compared
with the lowest yield of 5400 kg ha−1 in the high inoculation treatment. The corresponding error bars
of the measured values were met by the simulated curves, which indicated a high accuracy of the
simulation. Under consideration of all cultivars and inoculation treatments (Figure 3b) data points
scattered around the 1:1 line on a broader range compared to the calibration (Figure 3a). An inverse
relationship between inoculation level and yield was shown (Figure 5).
Overall, the developed model extension was able to account for STB disease damage. This is
also shown by the statistics (Table 3), where a 30% improvement of the RMSE in the modified CCW
version was achieved compared with the original model. This improvement was also shown by the
d-Index and EF values. Further, the calibration showed a higher model accuracy when compared with
the validation. Jing et al. [44] and Attia et al. [45] also reported a slightly weaker simulation accuracy
regarding the validation dataset.
For 2010, a 20 days shorter growing period due to a 30 days later sowing date and a 130 mm lower
precipitation compared to 2011 [39] was reported. Both factors resulted in a reduction of LAI and
yield in 2010. Despite these differences the model performed very well for each inoculation treatment
and showed its robustness when growing conditions differ between years. Measured yields in the
inoculation treatments were simulated quite accurately, while the measured mean value of the control
showed a 5% off-set. An explanation for this offset might be given in the way the disease ratings
were performed and represented in the model. The model used the mean values from the disease
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ratings of all repetitions and did not represent each individual plot. It is also possible that the trials
had a slight infection of other diseases, which were not measured and caused a slight model offset.
Another conceivable reason is the defined onset of disease ten days before disease rating was reported.
This assumption was made because of the reported latent period for STB between day 8 and 14 after
infection from Sánchez-Vallet et al. [38].
For 2010 and 2011, the d-Index values of the original CCW version are in a similar range for
both LAI and yield. In the developed model extension, the d-Index, which represents the model
accuracy, increased strongly even though in different intensities for each year. This may point to one
possible shortcoming of the current model extension, as it does not account for spore disposal [46].
Spore disposal model use different leaf layers, rain intensity thresholds, droplets, sporulation and
concentrations of starting spore pools and can therefore extend the simulation accuracy further.
Nevertheless, other STB models show a strong performance, if a minimum dataset is provided,
in which more inputs like leaf wetness are included [47] or in which the initial state of infection of
the first leaves is known [46]. Magarey et al. [47] also reported the necessity of hourly weather data
for many disease models. In previous datasets this information is not given [48] and they cannot be
used for disease modelling, which is literally a loss of information for agricultural decision making.
This clearly shows the advantage of the developed CCW extension, in which only the percentage of
disease rating, weather- and soil data is needed as a minimum dataset. This leads to a more accurate
simulation as shown in Table 3 and makes the CCW applicable for a broader use.
3.3. Sensitivity Analysis
In order to test the general responsiveness of the developed model extension, a sensitivity
analysis was carried out by comparing different inoculation treatments with the corresponding disease
infections [41]. The model was calibrated by using an independent dataset with disease infections from
Germany [41]. The disease infections varied between 4%, 13% and 15%. Disease infection started in
GS 31 (DAS 200). Figure 6a depicts the simulated curves for the three different inoculation treatments.
A maximum LAI of 7.3 was reached 40 days after GS 31. Simulated curves illustrate a clear separation
between the 4%, 13% and the 15% disease infection. A maximum LAI of 7.2, 6.3, 6.1 was reached at day
240 at 4%, 13% and the 15% disease infection rating. Comparing simulated infection scenarios with
measured values, the model simulated the LAIs of the three different disease infection levels accurately.
Figure 6. Sensitivity analysis of the CCW disease extension for measured disease infections (4%; 13%;
15%) (a) and for five infection scenarios (0%; 10%; 20%; 30%; 50%; 70% disease infection) (b) with STB
at the location Ihinger Hof.
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In the next step an artificial disease infection level of up to 70% was applied (Figure 6b) to test the
general responsiveness and the boundaries of the developed model and to test the leaf damage theory
on the leaf area coupling point (PCLA).
In Figure 6a a maximum LAI of 7.3 was reached 40 days after GS 31 in the control treatment.
LAI increased almost linearly from day 200 to day 240 before the onset of senescence led to a constant
decrease in LAI up to final harvest date. For the depicted disease infection scenarios of 10%, 20%,
30% and 50 % a maximum LAI of 7.3, 6.2, 5.4, 4.6, 2.9 and 1.3 was reached at day 240 (Figure 6b).
The 70% disease infection scenario showed that a maximum LAI of 2.0 was reached earlier at 220 DAS
(Figure 6b). Due to the massive destruction of leaf area, a shortage of assimilate production occurred,
which affected in a next step the growth of new leaves. Simulated LAI reduction for maximum LAI in
the different disease levels followed the magnitude of 12.5 % (10% diseased LAI), 24.8% (20% diseased
LAI), 37.1% (30% diseased LAI), 60.3% (50% diseased LAI) and 82.4% (70% diseased LAI) (Table 4).
Table 4. Yield evaluation of the sensitivity analysis from the Ihinger Hof dataset, by comparing the
percentage disease infection with STB and the corresponding simulated percentage yield reduction in











0 4384 0 0
4 * 4332 4409 1.2 0.8
10 4190 4.4 12.5
13 * 4159 3934 5.1 14.5
15 * 4124 3965 5.9 12.0
20 3990 9.0 24.8
30 3737 14.8 37.1
50 3242 26.0 60.3
70 2380 45.7 82.4
* measured disease infection.
Table 4 shows the corresponding yields of the applied and measured disease infection levels.
The maximum observed yield obtained with the disease infection level of 4% was 4409 kg ha−1.
Higher disease infection levels (13%; 15%) resulted in lower yield (3934 kg ha−1; 3965 kg ha−1).
Simulated yield decreased gradually with higher infection levels. The control treatment resulted in a
maximum yield of 4384 kg ha−1, while the 70% disease infection level resulted in a total grain yield of
2380 kg ha−1 which corresponded to a 45.7% yield reduction. Over all tested disease infection levels,
the simulated yield reduction followed an exponential shape, indicating that yield reductions became
more severe and are more than doubled at higher disease infection levels. An exponential relationship
between yield loss and disease infection was also shown by King et al. [49].
Comparing simulated and measured yield, the model showed a slightly underestimation for the
4% level and a slight overestimation for the 13% and 15% disease infection level. These variations are
in an acceptable range.
Regarding the accuracy of the current simulation, similar results for yield reduction based on
the occurrence of leaf diseases are reported by Ziv and Eyal [50]. Ziv and Eyal [50] tested different
inoculation treatments in different spring wheat cultivars and reported yield losses of up to 53% at a
disease infection of 73%. The developed CCW model extension gave comparable results to a previous
study of Bhathal et al. [51] also at lower infection level scenarios. Bhathal et al. [51] tested different
inoculation treatments in wheat to evaluate the relationship between disease infection and yield.
Notably, they showed an onset of the disease as it was used in the sensitivity analysis of this study,
at GS 31 and demonstrated a 10% yield loss due to a natural disease infection of 26%. King et al. [49],
also confirmed this model theory on an independent dataset from the United Kingdom carried out at
four different locations. Similar observations and an exponential yield loss curve due to STB disease
were obtained. In addition, a yield loss of 30% by a disease infection of 55.1% as well as a yield
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reduction of 8% by a disease infection of 14.5% occurred. This confirmed the model theory and clearly
showed the capability to simulate leaf disease infection with STB by using the coupling point leaf area
(PCLA).
3.4. Future Model Applications
Despite the good simulation results, the developed model concept can currently only be
used for STB. The concept was not tested on other wheat diseases like stripe rust caused by
“Puccinia striiformis W.,” stem or black rust caused by “Puccinia graminis E.” or powdery mildew
caused by “Blumeria graminis P.” It can be assumed that this concept will also work for other diseases,
by changing the pest coefficient in the pest file to account for different damage types. Bastiaans [52]
showed a ß–value for STB, which represents the correlation between visible affected leaf area and
the affected photosynthetic rate. A ß–value > 1 indicates a stronger effect on photosynthetic rate as
it visually appears. For STB this value is close to 1 wherefore the pest coefficient in the CCW model
extension was set to 1. Bastiaans [52] reported a ß–value of 8.7 for “Erisyhe graminis” or 1.3 for “Puccinia
recondita” in winter wheat. It is assumed, that the pest coefficient has to be increased in a similar
manner but it has to be proven by real data. However, the structure of the model extension is set up in
a flexible way and has the possibility to be transferred to other leaf diseases.
Further, the disease extension routine can suite as a gateway between crop models and remote
sensing data, like it was published by Thorp et al. [53]. Thorp et al. [53] showed an improvement of
simulation results by updating the plant leaf area state variable with green LAI generated by remote
sensing. This offers the opportunity to simulate a given field on a site-specific scale, which means the
CCW model extension can be updated by the percentage diseased leaf area detected by for example,
remote sensing. In this way, the model could serve as decision support tool to give farmers an economic
advise on a field level as Ficke et al. [54] proposed.
4. Conclusions
In this study a disease extension for the CCW model was developed to simulate the damage effect
of STB disease on LAI and yield in wheat. The model was tested successfully in a sensitivity analysis
on a German dataset and on a dataset obtained from La Plata, Argentina. Results of the study clearly
showed the effect of the implementation of the coupling point “PCLA” and on the corresponding
LAI and yield for different locations. For the location La Plata, the obtained simulation results of the
modified CCW model indicated a higher model accuracy which almost doubled and clearly showed an
improved model behaviour. Especially for the cultivar K. Chaja, the CCW model extension showed a
high modelling accuracy. The LAI and yield were simulated very accurate in both years. Furthermore
the sensitivity analysis also displayed the flexibility of the CCW model extension to account for disease
damage over a broad range between 0 and 70% of STB disease infection.
Nevertheless, further research is needed to test the developed model on other leaf diseases like
leaf rust, powdery mildew or stripe rust in wheat. The model extension could be used in future
studies as decision support system for example, coupled with remote sensing technologies to obtain
the necessary disease ratings for the model input files.
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Linking spectral measurements and crop models by adjusting the state variables within a crop 
model, might lead to improvements in model prediction. In addition, the use of more than one 
model can also provide higher modeling accuracy as various, model structures are involved. 
However, using more than one model necessitates extensive model calibration. In fact, this 
exercise would require an exhausting manual calibration procedure that is not feasible in 
combination with remote sensing data on a spatial scale. Therefore, an automatic calibration 
method was used to calibrate the DSSAT models under different N application rates. 
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Multi-modeling (MM) approaches allow increasingmodeling accuracy through a
combination of different modeling structures for the simulation of plant growth
and yield. The Decision Support System for Agrotechnology Transfer (DSSAT)
4.7 modeling platform currently includes three different wheat (Triticum aes-
tivum L.) models (CERES, N-Wheat, and Cropsim). However, the main obsta-
cle for using an MM approach is the calibration procedure. Calibration is time
consuming and complex, especially if the user is not familiar with all three mod-
els. It results in a subjective calibration optimum and might discriminate mod-
els if the user is less trained. To avoid these conflicts, an automated calibration
program which optimizes cultivar coefficients based on the root means square
error (RMSE) of time-series data was developed to ensure objective calibration
results across three different wheat models and to highlight the potential of MM
approaches for decision support in the future. Model calibration was performed
on a 4-yr nitrogen wheat fertilizer trial (0–240 kg ha−1 N) in southwest Germany.
The evaluationmean showed satisfying results for the calibration (d-index= .93)
and evaluation dataset (d-index = .81). By comparing different years, the MM
approach improved modeling accuracy in most cases. Especially in the drought
season of 2018, the MM approach revealed higher modeling accuracy for yield
(d-index = .61) in contrast to a single simulation of CERES (d-index = .34) and
Cropsim (d-index = .39). This demonstrated the advantage of an MM approach
as different modeling structures could compensate for errors that occur in single
modeling approaches.
Abbreviations: AMC, automated model calibration; DAP, days after
planting; DSSAT, Decision Support System for Agrotechnology Transfer;
GLUE, generalized likelihood uncertainty; LAI, leaf area index; MM,
multi-modeling
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1 INTRODUCTION
Various crop growth models were developed over the last
30 yr along with APSIM (Keating et al., 2003), WheatGrow
(Yan, Cao, Luo, & Jiang, 2000), STICS (Brisson et al., 2003),
Sirius (Jamieson, Semenov, Brooking, & Francis, 1998),
Agronomy Journal. 2020;1–22. wileyonlinelibrary.com/journal/agj2 1
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CropSyst (Stöckle, Donatelli, & Nelson, 2003), and Deci-
sion Support System for Agrotechnology transfer (DSSAT;
Jones et al., 2003) for capturing crop–environment inter-
actions which lead to optimization of crop production.
In general, these models were developed to examine the
implication of management practices, nutrient dynamics,
genetics, weather, and climate change on wheat (Triticum
aestivum L.) growth and yield (Thorp, Hunsaker, French,
White, & Clarke, 2010). Plant growth and development is
simulated on a daily time step based on a daily maximum
and minimum temperature, day length, and vernalization
requirements (Hunt et al., 2003). The daily plant growth
is computed on a radiation use efficiency concept (Ritchie,
Singh, Godwin, & Bowen, 1998).
Different crop models have different strengths and com-
plexities (Ahmed et al., 2016) under different environmen-
tal conditions, which makes the selection of the proper
model for the right task difficult. Grenouillet, Buisson,
Casajus, and Lek (2011) showed the advantages of using
model ensembles instead of a single model. Higher model
accuracy was also reported when calculating the mean of
different models (Rötter et al., 2012). However, the chal-
lenge remains when using different models in the calibra-
tion procedure. The calibrations strongly depend on user
knowledge (Botterweg, 1995). The results of the calibra-
tion can vary between users especially if the user is more
experienced in onemodel compared to othermodels (Con-
falonieri et al., 2016). This can lead to an inadequate (non-
representative) multi-model (MM) approach.
Martre et al. (2015) used 27 different wheat models in
an MM ensemble. The calibration was guided by separate
researcher groups that were well trained in the respec-
tive models. A similar calibration procedure was used for
testing nine different barley (Hordeum vulgare) models at
various study sites across Europe. In total, 44 growing sea-
sonswere evaluated (Rötter et al., 2012). Although the stud-
ies indicated that the model simulations greatly improved
when using a MM approach and were worth the effort in
terms of improved outputs, the required intensive calibra-
tion (Eckhardt, Fohrer, & Frede, 2005) is often a deterrent
for users.
Duan, Sorooshian, and Gupta (1992) mentioned the
importance of proper model calibration for a successful
model application. A user-friendly, automated calibration
process could overcome the existing MM calibration bot-
tleneck and ensure a user-independent model calibration
while enabling more users to apply an MM approach to
their studies.
All models have specific calibration requirements that
are not always easy or straightforward. In order to improve
model outputs, an increase in complexity is required,
which leads to even more complex models with complex
calibration procedures. An often-cited example in this con-
Core Ideas
∙ Manual calibration is time consuming and com-
plex even for well-trained users.
∙ Development of an automated calibration
method that can cope with time-series data.
∙ The DSSAT 4.7 uses three wheat models in a
tailor-made multi-modeling combination with
AMC.
text is the calibration of cultivar coefficients (Botterweg,
1995). Due to the complexity and mathematical factors,
different coefficient combinations can result in optimal
and statistically satisfactory solutions (Duan et al., 1992)
for the same calibration task. To remove subjectivity from
the calibration procedure, a calibration program is needed
that selects the optimum cultivar coefficient combination
based on mathematical criteria that should enable nonbi-
ased model results.
The current DSSAT 4.7 (Jones et al., 2003) modeling
platform includes three wheat models: CERES, Cropsim,
and NWheat. These models were developed during the
last 30 yr and tested in a wide range of environments
(Bannayan, Crout, & Hoogenboom, 2003; Chipanshi, Rip-
ley, & Lawford, 1999; Sardinia et al., 2011; Savin, Satorre,
Hall, & Slafer, 1995) for yield estimation for different pur-
poses, such as using for remote sensing (Thorp et al.,
2010), under elevated CO2 (Tubiello et al., 1999), leaf dis-
ease (Röll, Batchelor, Castro, Simón, & Graeff-Hönninger,
2019), or under different nitrogen (N) strategies (Kassie,
Asseng, Porter, & Royce, 2016; Singh, Tripathy, & Chopra,
2008). Within the DSSAT environment, all models use the
same soil, weather, and management file structures and
are thus suitable for an MM approach. In a previous MM
approach, thesemodels were tested in Egypt (Asseng et al.,
2018) for future wheat yield predictions. The calibration
was performed in a manual user adjustment of cultivar
coefficients (trial and error method) and showed accept-
able results between the simulated and measured values.
In the current DSSAT 4.7 release, two different tools
are available for automatic calibration of cultivar coeffi-
cients: GENCALC (Hunt et al., 1993) and generalized like-
lihood uncertainty estimation (GLUE; Jones et al., 2011).
In both tools, similar target variables can be optimized,
such as phenological events (onset of flowering, physiolog-
ical maturity, etc.) and growth-related parameters (grain
yield, aboveground biomass, max leaf area index [LAI],
etc.) based on different optimization methods. In GEN-
CALC and GLUE, only one observation per crop grow-
ing season can be used for optimizing target variables
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(maximumLAI, biomass atmaturity, grainweight atmatu-
rity, etc.). This procedure can be sufficient for optimizing
phenological events. However, when it comes to growth-
related in-season rates, the coefficient optimization (e.g.,
optimization of cultivar coefficients influencing above-
ground biomass, LAI, etc.), the use of more than one in-
season observation is beneficial (Boote, 2019).
Furthermore, when considering grain yield, a constant
(linear) growth rate is typically observed after flowering
and represented in crop growth models as linear growth
function. The reason for this is that grain number is com-
puted before the beginning of the grain growth, resulting
in grain growth rate (defined through G3 coefficient) to be
linear, unless affected by water or N stress. In the specific
case of grain yield, one observation per season (yield at
harvest) can potentially be a good indicator for model per-
formance evaluation in whether phenology was simulated
correctly (i.e., correct initialization of reproductive stage).
However, the same patterns are not observed for traits
like aboveground biomass, LAI, etc. Thus, one observation
at the end of the season cannot be used for the evaluation of
cropmodel performance. The sameobstacle is given for the
estimation of corresponding cultivar coefficients influenc-
ing in-season biomass accumulation rates (leaf and stem
weight), wherefore time-series data are mandatory.
Since the existing tools within DSSAT are not able to
estimate cultivar coefficients based on time-series obser-
vations, cropmodel performance is usually manually eval-
uated by using in-season observations. The coefficients are
subsequently adjusted if the existing optimization tools
(GENCALC and GLUE) did not deliver desired results.
In order to overcome these current limitations, a cultivar
coefficient optimization tool that relays on in-season time-
series observations for estimating cultivar coefficients is
needed.
Thus, the aims of this study were (a) the development
and application of an automatic calibrator for faster and
user-independentmodel calibration of cultivar coefficients
of all three wheat models within the DSSAT environment,
and (b) the evaluation of the potential of an MM approach
based on the automatic calibrator for the simulation of




Field data were obtained fromN fertilizer trials carried out
in winter wheat during the 2014–2015, 2015–2016, 2016–
2017, and 2017–2018 seasons. Field trials were conducted
at the Experimental Station Ihinger Hof (48◦44′N, 8◦ 55′E;
TABLE 1 Seven different N application rates (kg ha−1N) and
the corresponding growth stages (in parentheses) at application










0 0 0 0
40 20 20 0
80 30 30 20
120 40 40 40
160 60 60 40
200 80 80 40
240 100 100 40
aApplication dates: 20 Feb. 2015, 18 Feb. 2016, 10 Apr. 2017, and 9 Apr. 2018.
bApplication dates: 24 Apr. 2015, 22 Apr. 2016, 2 May 2017, and 4 May 2018.
cApplication dates: 5 June 2015, 1 June 2016; 29 May 2017, and 29 May 2018.
480 m asl, mean annual temperature 9.1 ◦C, and 714-mm
mean annual precipitation) of the University of Hohen-
heim in Germany. Previous crops were winter barley in
2014–2015, 2015–2016, and 2017–2018, and oilseed rape
(Brassica napus L.) in 2016–2017. The sowing dates for cul-
tivar JB Asano were on 3 Nov. 2014, 14 Oct. 2015, 10 Oct.
2016, and 12 Oct. 2017 with a row spacing of 0.15 cm and
a sowing density of 300 seeds m−2. All experiments were
performed in a randomized block design with a plot size of
12 by 36 m. Calcium ammonium nitrate (CAN, 27% N) was
broadcast in spring at tillering (GS 25) (Zadoks, Chang, &
Konzak, 1974), at the start of stem elongation (GS 32) and at
booting stage (GS 47). In total, seven differentN treatments
between 0 and 240 kg ha−1 N were implemented (Table 1).
During the whole vegetation period, the plots were kept
weed-, pest-, and disease-free by application of herbicides
and fungicides.
Throughout the vegetation period, nondestructive LAI
measurements (LAI 2000, LiCor, Lincoln, NE), fresh and
drymatter of the plant, as well as N content, were obtained
by harvesting 0.3 mš within each plot almost every week
after the start of vegetation in March. In total, 10 sampling
dates were performed in 2015 and 2016 and eight sampling
dates in 2017 and 2018. Grain yield was determined by har-
vesting 0.6 mš by hand. All samples were weighed and
immediately dried in a forced-air drier at 80 ◦C for 4 d.
After drying the samples were weighed again, pulverized
by a hammer mill (0.5 mm, MM200, Retsch GmbH, Haan,
Germany), and analyzed by NIRS 5000 (Foss NIRSystem,
Silver Spring, MD).
2.1.1 Soil and weather data
The predominant soil type in this region is a stagnogleyic
cambisol with the corresponding soil texture shown in
Table 2.
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TABLE 2 Soil properties for the field experiments on the location Ihinger Hof
Soil depth Clay % Sand % Silt % LLLa DULb SATc RGFd
2015 Experiment (Field: Inneres Taele)
0–30 cm 30.7 2.6 66.7 0.211 0.423 0.512 1
30–60 cm 33.9 2.0 64.1 0.214 0.411 0.443 0.638
60–90 cm 33.0 2.7 64.3 0.198 0.384 0.446 0.407
2016 Experiment (Field: Riech)
0–30 cm 43.3 9.9 46.8 0.274 0.453 0.512 1
30–60 cm 25.0 28.8 46.2 0.170 0.345 0.443 0.638
60–90 cm 30.8 13.4 55.8 0.187 0.355 0.446 0.407
2017 Experiment (Field: Lammwirt)
0–30 cm 30.1 10.4 59.5 0.197 0.384 0.485 1
30–60 cm 33.6 10.9 55.5 0.198 0.365 0.413 0.638
60–90 cm 38.6 9.0 52.4 0.213 0.370 0.421 0.407
2018 Experiment (Field: Lerchenberg)
0–30 cm 22.0 24.1 53.9 0.215 0.35 0.489 1
30–60 cm 43.1 20.7 36.2 0.219 0.348 0.488 0.638
60–90 cm 27.0 15.2 57.8 0.184 0.309 0.512 0.407
aLLL, lower limit ≙ permanent wilting point (pF 4.2).
bDrained upper limit ≙ field capacity (pF 1.8).
c SAT, saturated ≙ saturated water content (pF 0).
dRGF, Root growth factor.
Soil samples for mineral N content were taken in each
plot shortly before the first fertilizer application date and
after harvest. The soilmineralN contentwas processed col-
orimetrically by using a flow injection analyzer (FIAstar
500 Analyzer, FOSS GmbH, Hamburg, Germany) follow-
ing Bassler and Hoffmann (1997).
2.2 Crop models
All three wheat models are written in Fortran and are
included in the current DSSAT 4.7 shell. The models share
common input files like weather, soil, and experimental
data and use model-specific genotype files (Jones et al.,
2003). This gives the user a unique possibility to set up
the model input files for all three models simultaneously,
enabling an easier application of the MM approach.
All three models: CERES, NWheat, and Cropsim, were
developed in the 1980’s by Ritchie and Otter (1985) where
dry matter production is calculated on the daily solar radi-
ation by using a radiation use efficiency coefficient (Hunt
& Pararajasingham, 1995). These calculations are driven
by daily temperature, water, and nutrient availability. The
dry matter distribution to the different growing plant parts
and the phenological development is calculated by thermal
time. Differences in the duration of growth stages between
species, ecotypes, and cultivars are represented by culti-
var coefficients, which were used as model inputs. The
progress of the life cycle depends on daily assimilate pro-
duction, temperature, leaf N, and water status. A shortage
of N and/or water is represented as a stress index in the
models. These indices for water and N are used to modify
the carbohydrate assimilation and the partitioning to dif-
ferent tissues as well as the availability of assimilates for
new leaf growth (Hunt & Pararajasingham, 1995).
Since the early days of CERES, model development con-
tinued, and different subtypes were developed. N-Wheat
is one of these subtypes that evolved out of CERES based
on Australian growing conditions (Asseng et al., 1998). An
important change in developing N-Wheat was the mod-
ification of the crop water uptake routine (Kassie et al.,
2016). The original CERES uses a function of potential
evapotranspiration and LAI. This was replaced by a criti-
cal fraction of available water and a linkage to the water
demand of the biomass by using transpiration efficiency
in the NWheat model (Stapper, 1984). They also included
high-temperature stress effects for an acceleration of leaf
senescence to account for Australian conditions (Asseng
et al., 2002). This model was developed and extensively
tested within the APSIM environment in different cli-
mates for agronomic studies in Western and Eastern Aus-
tralia (Asseng et al., 1998; Keating, McCown, & Cresswell,
1995; Meinke, Hammer, van Keulen, Rabbinge, & Keating,
1997). For an MM approach, the crop component of N-
Wheatwas integrated byKassie et al. (2016) into theDSSAT
framework.
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The Cropsim model is a CERES model derivative
(Ritchie, 1991) with significant changes in themodel struc-
ture (McMaster et al., 2008). Significant changes were
made by modifying the calculation of the mean daily tem-
perature. Cropsim uses the daily maximum andminimum
temperature divided by two. The CERES model uses an
approach based on a diurnal temperature cycle that fol-
lows a sinusoidal function and interpolates from daily
maximum and minimum temperature (McMaster et al.,
2008). Anothermodification was done in the vernalization
approach in Cropsim (McMaster et al., 2008). The orig-
inal CERES model subtracts one vernalization day from
accumulated vernalization days if the daily temperature
exceeds 30 ◦C. This approach was changed in the Crop-
sim model to 0.05(Tdailymax − 30) where Tdailymax rep-
resents the daily maximum temperature (McMaster et al.,
2008). Within this study, almost no day exceeded the daily
temperature of 30 ◦C in the fall. Therefore, this change is
assumed to be of minor importance for the tested dataset.
2.3 Automated Model Calibration
(AMC)
The functions governing the phenological development
of the plant regarding environmental and crop manage-
ment practices have to be agronomically meaningful. The
DSSAT crop growth model enables the use of generic algo-
rithms for simulating phenology and growth responses of
different crop species and cultivars by modifying species,
ecotype, and cultivar file coefficients. Within this study,
different coefficients included in the ecotype and cultivar
file were modified and adjusted for the cultivar that was
used in the field trial. The importance of these cultivar
coefficients is enormous in attaining statistically accept-
able simulations and getting the phenology, growth, and
yield of the used cultivars set up in the right way. Model
performance is judged based on the statistical fit of sim-
ulated outputs with observed data (Yang, Yang, Liu, &
Hoogenboom, 2014).
Multiple tools and methods for the estimation of culti-
var coefficients were developed in the past. At themoment
within the DSSAT shell, two tools are available: GEN-
CALC (Hunt et al., 1993) and GLUE (Jones et al., 2011).
Both cultivar coefficient estimators are using the File-A
for introducing the observations into the model. Here only
one observation per season can be entered, either at har-
vest (grain weight at harvest) or during the season (max-
imum LAI). The GENCALC selection criteria is based on
Root Mean Squared Error (RMSE), where the coefficients
combination that provides the lowest difference between
simulated and observed yield values is finally selected
(Hunt et al., 1993). The coefficients are optimized sequen-
tially (coefficient by coefficient). After the first coefficient
is optimized and the optimal value chosen, it is saved
and used during the optimization of the next coefficient
until all of the coefficients are optimized step-wise (Hunt
et al., 1993). During the optimization of earlier coefficients,
the values of the later coefficients are set nominally. The
GLUE tool uses a Bayesian estimation method based on
Monte Carlo distributions sampling and Gaussian like-
lihood functions for determining optimal cultivar coeffi-
cients based on the simulated and observed yield values
(Jones et al., 2011). The GLUE uses observations, which
are passed into the model through File-A (Jones et al.,
2011). Time-series observations (File-T) for the whole sea-
son of the experiment (if recorded during a season) can
only be used for manual check-out (visual fit of simulated
and observed) of the results and enable modification of the
predefined cultivar coefficient ranges. The cultivar coef-
ficient optimization results depend on the prior defined
coefficient distributions to a great deal. One of the latest
comparisons of the GENCALC and GLUE tools was car-
ried out with the CERES-Rice model by Buddhaboon, Jin-
trawet, and Hoogenboom (2018). Other methods such as
trial and error based on visual and statistical fit, simplex
method (Grimm, Jones, Boote,&Hesketh, 1993), simulated
annealing (Mavromatis et al., 2001), or K-Nearest Neigh-
bor approach (Bannayan & Hoogenboom, 2009) have
also been used in different studies for estimating cultivar
coefficients.
It is important to point out that some statistical evalu-
ation methods, even if very helpful in understanding the
crop model performance, are not suitable for being imple-
mented (in a programming context) as cultivar coefficient
selection criteria (error minimization between multiple
simulated and observed in-season observations). Dimen-
sionless statistics can give a better insight in understand-
ing model simulation outputs, especially if target variables
have different absolute unit scales. If, for example, d-index
(unitless measure of fit) was used for evaluating model
simulation outputs based on the observed values for one
target variable (such as LAI), it is easy to conclude that
a coefficient combination with the highest d-index is the
optimum. The problem occurs when multiple target vari-
ables are used for the optimization of the cultivar coeffi-
cients. In some cases, cultivar coefficients combinations
might provide extremely satisfactory results for one target
variable and extremely bad for others. In that case, a com-
promising solution would be sacrificing a partial statisti-
cal fit of one target variable to reach an overall statistically
acceptable fit for multiple target variables.
As the compromising solution for dimensionless statis-
tics was extremely difficult to implement in order to come
up with some sort of mathematical criteria for select-
ing cultivar coefficient combinations providing minimum
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F IGURE 1 Flow chart of the developed calibrator
errors between simulated and observed values of multiple
target variables, an alternative approach was developed.
The method used in this study enables the user to use all
available observed time-series data (File-T) from the exper-
imental season. Multiple target variables (GSTD, growth
stages; CWAD, tops weight; LAID, leaf area index; and
GWAD, grain yield) can be used simultaneously for esti-
mating cultivar coefficients responsible for the correct sim-
ulation of phenology and growth. It is very important to
be able to use multiple in-season observations for deter-
mining cultivar coefficients because variables such as tops
weight do not have linear growth rates throughout the sea-
son. Using a single observation at the end of the season can
lead to less accuracy in the determination of cultivar coeffi-
cients, especiallywhen they are linked to nonlinear growth
rates.
The calibrator was written in Python and the estimation
process of cultivar coefficients was based on an exhaustive
gridding method. With this method, a specific range was
defined (minimum and maximum coefficient values) for
each coefficient, and optimization occurred in incremen-
tal steps. Note that exhaustive gridding is a primitive and
time-consuming approach in model input coefficient opti-
mization (Duan et al., 1992). After initializing the calibra-
tion program, the user selects the crop model experiment
files (File-X) with the corresponding observed time-series
data (stored in File-T) and defines the cultivar specific coef-
ficient ranges and increment steps (Figure 1). Based on
the defined coefficient ranges, a temporal coefficient com-
bination list (set of cultivar coefficient combinations) is
created, and a separate model run is executed for each
combination. Within the program, simulated outputs of
target variables are coupled with the available time-series
observations (whole season) and saved for later analysis.
After executing the model for all defined cultivar coeffi-
cient combinations, simulation outputs and observed val-
ues of target variables are saved in one file and analyzed.
Based on the defined selection criteria (RMSE), the opti-
mal combination for each model was selected (Table 3).
The implemented selection criteria were based on
RMSE, like in GENCALC (Hunt et al., 1993). The RMSE
statistics retain original units of the target variables. In case
of having multiple target variables with different scales, a
direct comparison is difficult, if not impossible. Therefore,
an adapted form of normalization was introduced as selec-
tion criteria to enable the comparison of variables with
different scales (e.g., LAI and tops weight). The weight
coefficient (e.g., LAIDStep = 0.3) was multiplied with the
mean of the observations of the target variables (normaliz-
ing the selection criteria) to form an initial mathematical
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TABLE 3 Calibration coefficient of CERES, NWheat, and Cropsim




CERES P1b Duration of phase end juvenile to terminal spikelet 200
P1Vb Days, optimum vernalizing temperature, required for vernalization 22
P2b Duration of phase terminal spikelet to end leaf growth 286
P3b Duration of phase end leaf growth to end spike growth 264
P5b Grain filling (excluding lag) phase duration (◦C d) 228
P1Db Photoperiod response (% reduction in rate) 117
PHINTc Interval between successive leaf tip appearances (◦C d) 73
LA1Sc Area of standard first leaf (cm2) 4.0
LAFVc Increase in potential area of leaves, vegetative phase (fraction per leaf) 0.05
G3c Standard, non-stressed mature tiller weight, including grain (g dry weight−1) 22.8
G2c Standard kernel size under optimum conditions (mg) 1.2
G1c Kernel number per unit canopy weight 22.8
Nwheat P1b Thermal time from seedling emergence to the end of the juvenile phase (◦C d) 500
VSENb sensitivity to vernalization 1.0–4.0 3.5
P5b Thermal time (base 0 ◦C) from beginning of grain fill to maturity 530
PPSENb sensitivity to photoperiod 4.0
PHINTc Phyllochron interval 95
STMMXc Potential final dry weight of a single tiler without grain (g) 3.0
MXGWTc maximum kernel weight (100 = no effect) 55.0
GRNOc Kernels per stem weight at grain filling (kernels g−1 stem−1) 25.0
MXFILc Potential kernel growth rate (mg kernel−1 d−1): Values between 1.0 and 3.0 1.5
SLAP1c ratio of leaf area to mass at emergence (cm2 g−1) 300.0
SLAP2c ratio of leaf area to mass at end of leaf growth (cm2 g−1) 270.0
TC1P1b tiller number from emergence to terminal spikelet 2.5
Cropsim P1b Thermal time from emergence to double ridges (◦C d) 350
VREQb Vernalization required for max. development rate (VDays) 44
P5b 50
P8b Thermal time from the onset of grain filling to maturity (◦C d) 390
PPS1b Photoperiod sensitivity % drop-in rate 70
PHINTc Interval between successive leaf appearances (◦C d) 86
LA1Sc Area of standard first leaf (cm2) 3.5
LAFVc Increase in potential area of leaves, vegetative phase (fractions per leaf) 2.0
SHWTSc Standard, non-stressed shoot dry weight, maturity (g) 4.0
GWTSc Standard grain size, optimum conditions, normal plant density (mg) 50
G#WTSc Standard grain number per unit canopy weight at anthesis (grain no. g−1) 14
LAFRc Increase in potential area of leaves, reproductive phase (fractions per leaf) 0.5
aAMC, automated model calibration.
bPhenology.
cGrowth and yield.
selection threshold (Figure 2) that is based on the target
variable scale and the mean of in-season observations. If,
for example, the mean of all in-season observations of LAI
equals 2.0, then the initial mathematical threshold based
on LAI time-series observations is 0.6, where LAIDCrite-
ria is equal to ObservedLAIDMean (2.0) times LAIDStep
(0.3). In the case of tops weight, the mathematical thresh-
old is 600 kg ha−1 if the mean of all in-season observations
is 2,000 kg ha−1. The example above shows only cultivar
coefficient combinations resulting in LAI and tops weight
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F IGURE 2 Simplified optimal combination selection criteria for GSTD (growth stage; phenological development), LAID (leaf area index),
GWAD (grain weight dry matter), and CWAD (tops weight dry matter)
RMSE lower than 0.6 and 600 kg ha−1, respectively. If
none of the tested combinations provides satisfying RMSE
values, the while loop will be restarted and LAIDCrite-
ria and tops weight (CWADCriteria) are increased by 5%
[e.g., LAIDCriteria = LAIDCriteria + 0.5(LAIDCriteria)],
allowing combinationswith higher RMSE to be considered
as optimal. If the weight coefficient is set lower for some of
the target variables, the selection criteria will favor those
coefficient combinations with lower RMSE (Figure 2).
The while loop (flow controlling statement in program-
ming languages executed repeatedly until breaking it)
starts and runs as long as the if condition is not met and
break introduced (Figure 2). The if condition was set in
a way to ignore simulation extremes in which only one
of the investigated target variables (e.g., LAID or CWAD)
has a very low RMSE, while the other has a higher RMSE
than the one set in the criteria. The optimal solution will
be the one with minimum RMSEs (compromised solution
to avoid overfitting of LAID or CWAD; Figure 2).
The calibration procedure was conducted on the 2016
and 2017 dataset using the developed calibrator. In order to
avoid errors in the calibration between the different mod-
els, coefficients with similar effects on target variable sim-
ulation outputs were chosen (Table 3). Based on litera-
ture and manual evaluation, the most relevant coefficients
for optimization of the phenological events and growth-
related target variables (simultaneously across three crop
models) were prioritized (Table 3) and implemented in the
AMC calibration program (specific hardcoded solutions
within this study), for further optimization.
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TABLE 4 Example of the cultivar coefficients used for optimizing phenological wheat growth and dry matter growth in the CERES
model
Range reduction through global steps
1st 2nd 3rd
Coefficients Min Max [Inc]a Min/Maxb[Inc] Min/Max[Inc]
Phenology: P1c (1)d 200 350 [50] ± 20 [20] ± 0
P2(3) 250 350 [50] ± 0 ± 20 [20]
P3(4) 250 350 [50] ± 0 ± 0
P4(7) 250 350 [50] ± 0 ± 0
P1V(1) 15 45 [10] ± 5 [5] ± 2 [2]
P1D(2) 60 140 [40] ± 20 [20] ± 10 [10]
P5(3) 200 600 [200] ± 100 ± 50 [50]
Growth: G1(4) 30 30 0 ± 10 [10] ± 2 [2]
G2(5) 40 40 0 ± 20 [10] ± 5 [5]
G3(6) 200 200 0 ± 100 [100] ± 50 [50]
PHINT(7) 50 110 [20] ± 10 [5] ± 2 [2]
a[Inc], increment steps.
bMin/Max, minimum and maximum coefficient range setup based on the agronomic criteria;
cSee Table 3 for calibration coefficient definitions.
dValues in parentheses correspond to numbering in the respective files.
Cultivar coefficients related to plant phenology (flower-
ing, physiological maturity, reproductive phase initializa-
tion, etc.) are optimized first (based on the RMSE selection
criteria), as they are preconditions for correct simulation of
yield and aboveground biomass accumulation rates. In the
next step, traits like aboveground biomass accumulation
rates, grain yield, and so forth are optimized as they depend
on phenology (Table 4). Hence, during the optimization of
phenology related cultivar coefficients, yield-related coef-
ficients are nominally determined by using default val-
ues (theory based). This procedure can distort some of the
growth defining mathematical functions if an assumption
of stress-free conditions was incorrect (e.g., water or fertil-
izer stress).
The calibration procedure was conducted in differ-
ent steps, prioritizing the optimization of phenological
development in a first step (Table 4) and based on the
selection criteria, optimum cultivar coefficients were esti-
mated. In the second step, tops weight and grain yield were
optimized (in second and third run underlined coefficient
ranges are activated). As shown in Table 4, some coeffi-
cients were optimized throughout all optimization phases,
as they had a simultaneous influence on both phenological
and growth traits. Phenological events such as day of onset
of flowering are commonly observed on a weekly basis
(depending on percent of plants flowering in the field),
and because of that small error was allowed in simula-
tion of phenological events in order to accomplish better
simulation of in-season aboveground biomass accumula-
tion rates and grain yield.
The division of the calibration procedure in different
optimization steps was carried out due to the impracti-
cality of optimizing all eleven coefficients simultaneously
with a huge amount of range combinations. The exhaus-
tive gridding method is more systematic when compared
to some random generation of cultivar coefficient com-
binations. However, the overall process is time consum-
ing and therefore, not efficient. In order to reduce the
number of model runs in this study, the method of range
reduction was implemented. This method includes three-
layered global steps (after every step in between optimiza-
tion is conducted based on corresponding RMSE values)
that reduce the number of combinations executed in the
calibration procedure (Table 5; Phase 2 and 3). A simplified
example of the range reductionmethod is shown inTable 5.
Taking the example of the Phyllochron interval (PHINT)
coefficient (Table 5), which was varied in the range of
Min = 50, Max = 110 with incremental steps of 2, a total
number of possible coefficient combinationswas 31 (in that
case, the model is executed 31 times). The range reduc-
tion method through three-layered global steps resulted
in a total of 12 coefficient combinations (61% less model
runs) with the same final coefficient value PHINT = 92
(Table 5).
2.4 Statistical evaluation
The model assessment was conducted by comparing the
simulated and observed growth stages, LAI, yield, tops
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TABLE 5 Example of coefficient estimation using a range reduction method implemented as global three-layered steps
Exhaustive gridding Range reduction through global three-layered steps
1st 50–110 [2]a 1st 50–110 [20]b 2nd ± 10 [5] 3rd ± 2
50 50 80
52 70 85 88
. . . 90 → 90 90 → 90 90
92→ 92 110 95 92 → 92





31 4 5 3
Total 31 (4 + 5 + 3) = 12
aPhyllochron interval (PHINT), interval between successive leaf tip appearances.
bValues in brackets indicate increment steps.
weight, and N content for every model and every N treat-
ment. For statistical evaluation, the rootmean square error
(RMSEm; Equation 1), normalized root mean square error
(nRMSEm; Equation 2), and the index of agreement (d-
indexm; Equation 3) (Willmott, 1982) of the respective
model were used. The simulated values of the respec-
tive model are represented as Smi and Oi is the observed
values from the experiment. The RMSEm quantifies the
amount of variation between simulated and measured val-
ues on a metric scale for the respective model. It keeps
the units of the target parameter. For model under or over
estimation or model comparison, the d-index was used.
For a proper fit between simulated and observed data, the
RMSEm should be close to 0, and the d-index should have
a value of 1.0. The statistical evaluation was carried out
for all N treatments, each year, and each model separately.
Afterward, the RMSEmean, nRMSEmean, and d-indexmean
were calculated by weighing all simulated values as 0.33.
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(7)
3 RESULTS AND DISCUSSION
3.1 Model calibration
The developed AMC makes the calibration of different
models more standardized and enables the implementa-
tion of measured time-series data for cultivar parameter
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TABLE 6 Statistical metrics of CERES, NWheat, and Cropsim for different plant parameters in the calibration dataset across all seven
nitrogen treatments
Years Variable CERES NWheat Cropsim
Multi-Model
mean
2016 Growth stage nRMSEa 10.18 9.28 20.61 10.01
d-index .99 .99 .97 .99
2016 Tops weight nRMSE 40.26 33.19 27.05 32.14
d-index .94 .96 .98 .96
2016 LAI nRMSE 28.25 22.27 24.27 20.91
d-index .91 .96 .93 .95
2016 Grain weight nRMSE 13.44 13.65 14.95 12.46
d-index .92 .95 .93 .98
2016 Vegetative nitrogen concentration % nRMSE 15.70 28.01 23.73 18.01
d-index .96 .89 .87 .94
2017 Growth stage nRMSE 12.26 13.46 15.53 11.91
d-index .99 .98 .98 .99
2017 Tops weight nRMSE 19.77 20.02 28.29 23.48
d-index .97 .97 .94 .97
2017 LAI nRMSE 22.82 28.64 33.07 25.89
d-index .93 .91 .84 .92
2017 Grain weight nRMSE 10.83 19.13 14.23 13.87
d-index .84 .74 .81 .81
2017 Vegetative nitrogen concentration % nRMSE 19.11 49.59 39.77 30.80
d-index .89 .58 .71 .78
Overall mean nRMSE 19.26 23.72 24.15 19.95
d-index .93 .89 .89 .93
anRMSE, normalized root mean square error; LAI, leaf area index.
estimation. This ensures a user-independent calibration of
all includedmodels and gives a broader perspective for the
scientific community. The calibration approach showed
satisfying results across both years and for all sevenN treat-
ments.
The overall model mean (Table 6) for 2016 and 2017 of
the calibration dataset showed a slightly higher d-index
(.93) for CERES and similar values (.89) for NWheat and
Cropsim. All models were able to predict the relevant phe-
nological stages (i.e., anthesis and maturity) quite well.
This finding was indicated by a high d-index for growth
stage, varying between .97 and .99 for all models and years
(Table 6).
Tops weight also showed a high d-index (over .94) across
all models and N levels within the calibration dataset (in
2016 and 2017). Ahmed et al. (2016) considered an accurate
simulation of tops weight as a sign for robust model cal-
ibration. They showed similar results for the d-index for
CERES and APSIM-Wheat, which ranged between .89 and
.98 in different spring wheat cultivars.
Plant parameters like LAI or vegetative N concentration
were simulated with slightly lower statistical values across
different models and years. The nRMSE for LAI in 2016
showed a similar range (22.27–28.25) for the three models,
and performed slightly weaker in 2017 (nRMSE values of
22.82 to 33.07). Vegetative N revealed the same pattern and
nRMSE ranged between 15.70 and 28.01 in 2016 and 19.11
and 49.49 in 2017. Grain weight was simulated at the same
level in 2016. In 2016, nRMSE ranged between 13.44 and
14.95 and between 10.83 and 19.13 in 2017. The statistical
values were comparable with the results of Asseng (2013)
where the maximum nRMSE for LAI was reported as 35,
for vegetative N content as 40, and for grain weight as 30.
Nevertheless, one reason for the differences between the
years of the calibration datasets can be explained by dif-
ferent mineralization of residues of the previous crops.
The Godwin method, which was used for organic mat-
ter decomposition in the models, has some limitations
in mineralization. This has also been reported in the
literature (Gijsman, Hoogenboom, Parton, & Kerridge,
2002). In 2016, the previous crop was winter barley while
in 2017 it was oilseed rape. Several researchers mentioned
that after oilseed rape, high amounts of N remain in the
field due to the low N use efficiency and the low N har-
vest index (Hocking, Randall, & DeMarco, 1997; Schjoer-
ring, Bock, Gammelvind, Jensen, & Mogensen, 1995). The
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TABLE 7 Statistical metrics of CERES, NWheat, and Cropsim for different plant parameters in the evaluation dataset across all seven
nitrogen treatments
Years Variable CERES NWheat Cropsim
Multi -Model
mean
2015 Growth stage nRMSEa 15.91 11.37 15.90 12.52
d-index .98 .99 .98 .99
2015 Tops weight nRMSE 54.38 49.15 52.84 50.76
d-index .91 .93 .92 .93
2015 LAI nRMSE 19.59 75.40 60.72 43.96
d-index .97 .81 .83 .91
2015 Grain weight nRMSE 20.02 13.06 12.10 14.01
d-index .84 .96 .96 .94
2015 Vegetative N concentration % nRMSE 35.83 31.65 36.31 23.65
d-index .78 .87 .77 .90
2018 Growth stage nRMSE 8.86 17.16 10.27 9.70
d-index .99 .97 .99 .99
2018 Tops weight nRMSE 50.59 21.17 50.04 36.05
d-index .72 .96 .73 .86
2018 LAI nRMSE 45.75 33.82 47.22 29.40
d-index .50 .70 .32 .56
2018 Grain weight nRMSE 46.62 20.58 43.44 24.33
d-index .34 .75 .39 .61
2018 Vegetative N concentration % nRMSE 33.67 47.45 25.68 24.37
d-index .38 .34 .54 .44
Overall mean nRMSE 33.12 32.08 35.45 26.88
d-index .74 .83 .74 .81
anRMSE, normalized root mean square error; LAI, leaf area index.
initial conditions for residues, N, and water were set up
before model calibration, but it cannot be excluded that
N mineralization from oilseed rape, in reality, differs from
the model simulation. This assumption was supported by
the overall slightly lower vegetative N simulation in 2017
across all models.
3.2 Model evaluation
The evaluation dataset (2015 and 2018) showed slightly
weaker statistical values for both years compared with the
automated calibration dataset results. The overall mean d-
index (Table 7) ranged between .74 (CERES and Cropsim)
and .83 (NWheat).
Slightly weaker model performance in the evaluation
datasets compared to the calibration datasets is widely
reported in crop modeling literature. In several pub-
lications like Jing et al. (2017) or Attia et al. (2016),
this effect was shown. The reason for the slight differ-
ence between calibration and validation is common. It
occurs due to the fact that all datasets used for cali-
bration include experimental errors, which can lead to
a distortion of model calibration. The calibration pro-
cedure ideally is conducted with stress-free experimen-
tal observations (which are extremely difficult to accom-
plish). The models use solar radiation and daily temper-
atures in the simulation process that are active during
the calibration procedure as well. Due to the nature of
these model inputs (variation from year to year), some
effects are considered in the optimization process of culti-
var coefficients, even though ideally, that should not hap-
pen. (Boote et al., 2016; Kersebaum et al., 2015). Hence,
an application to new independent datasets like what is
done in the model evaluation can lead to weaker model
performance.
In 2015, the d-index for growth stage varied between .98
and .99, between .91 and .93 for tops weight, between .81
and .97 for LAI, and between .84 and .96 for grain weight
across all models. The d-index for vegetative N content in
the same year was around .77 for CERES and Cropsim and
at .87 for NWheat.
Within the 2018 dataset, the phenology parameter
growth stage showed high d-index values over .97 across
all models. However, the CERES and Cropsim models
showed lower d-index values for tops weight (.72; .73), LAI
(.50; .32), and grain weight (.34; .39) compared to NWheat.
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F IGURE 3 The Walter and Lieth climatic diagram for temperature (red line) and precipitation (blue line) series of Ihinger Hof for 2015–
2018, including the annual mean temperature and mean precipitation. The horizontal line refers to the different months. The shades of blue
on the horizontal line indicate the months where the absolute daily min temperatures are below 0 ◦C
NWheat showed higher d-indices for topsweight (.96), LAI
(.70), and grain weight (.75). The reason for this model dif-
ferences can be seen in the weather period in June and
July 2018, where low rainfall occurred (Figure 3). This
drought period did not happen in 2015, 2016, and 2017
(Figure 3). The reason for the higher modeling accuracy
of NWheat in 2018 might be associated with different han-
dling of evapotranspiration. CERES and Cropsim use the
potential evapotranspiration, while NWheat uses the criti-
cal fraction approach (Kassie et al., 2016). This critical frac-
tion approach was developed under Australian conditions
and seems to be more suitable under drought conditions.
In addition, Kassie et al. (2016) reported a slight overesti-
mation of NWheat for grain weight under dry conditions
which were also observed in the drier year of 2018.
3.2.1 Multi modeling approach
Using an automated calibration method for a Multi Mod-
eling approach, in all 4 yr, and across different N levels, the
MMmean improved the results in comparison to the sim-
ulation results of the singlemodels (Table 6; Table 7). Over-
all, theMM approach resulted in a higher d-index (.61–.99)
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F IGURE 4 Simulation of tops weight of CERES, NWheat, and Cropsim and measured in 2016 (a–d). The simulated model range of the
multi-model approach is represented by the grey area (b, d), including the overall model mean (b, d). Figures represent exemplarily the applied
nitrogen amounts of 120 kg ha−1 N (a, b) and 240 kg ha−1 N (c, d). The error bars indicate the standard error
and was even higher than the values reported by Palosuo
et al. (2011; .40–.74).
For 2015–2018, simulation of growth stage was very close
to the observed values represented by a high d-index of
.99. The d-index of the growth stages for the single model
simulations was always over .97, nevertheless, the MM
led to slight model improvement. The MM mean for tops
weight showed the lowest d-index of .86 and the modeling
accuracy was slightly improved in comparison to the sin-
gle model approach (d-index CERES .72; NWheat .73). For
2015–2017, the d-index was always above .93 and indicated
an accurate simulation.
Focusing on two different N application rates (120 kg
ha−1 N and 240 kg ha−1 N) in 2016 Figure 4b, 4d) the
modelmean of all threemodelsmatched themeasured val-
ues of the tops weight closely. All models showed almost
no difference between 0 and 260 d after planting (DAP).
After 260 DAP, NWheat and Cropsim performed simi-
lar at high N levels, and CERES and NWheat showed
similar simulations for the 120 kg ha−1 N application
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F IGURE 5 Simulation of leaf area index (LAI) of CERES, NWheat, and Cropsim andmeasured in 2016 (a–d). The simulated model range
of the Multi-Model approach is represented by the grey area (b, d) including the overall model mean (b, d). Applications of 120 (a, b) and 240 kg
ha−1 N (c, d) are shown. The error bars indicate the standard error
(Figure 4a, 4c). The results of this study were comparable
with results gained from a performance test of NWheat at
the location in the Netherlands (Kassie et al., 2016), where
tops weight reached similar values at harvest for low N
(14,500 kg ha−1) and high N (18,000 kg ha−1).
In general, the LAI was simulated slightly weaker com-
pared to tops weight, but a high d-index was obtained
for the MM mean which ranged between .91 (2015), .92
(2017), and .95 (2016). The d-index for the dry year in 2018
was around .56 and has to be considered in the context
that Cropsim reached only a d-index of 0.32. Hence, MM
mean increased the modeling accuracy substantially. Con-
sidering the LAI for 120 and 240 kg ha−1 N of the 2016
dataset, the difference between the models was higher
compared to the simulation of tops weight (Figure 5a,
5c). All three models showed similar performance and
reached the maximum LAI at almost the same date (230
DAP). The simulated maximum LAI and the measured
maximum LAI were very close for the 120 kg ha−1 N
treatment, but they showed a higher difference in the
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F IGURE 6 Grainweight simulation of CERES (a), N-Wheat (b), andCropsim (c) comparedwith simulated values on the 1:1 line, including
all seven nitrogen treatments and four simulated years (2016–2017 calibration; 2015–2018 evaluation). Dm, dry matter
240 kg ha−1 N treatment. The NWheat model in partic-
ular showed a stronger overestimation of LAI compared
to CERES and Cropsim. Cropsim also had this tendency,
especially in the period between 180 and 220 DAP, but
NWheat overestimated themaximumLAIwhen compared
to Cropsim. Kassie et al. (2016) reported the tendency of
LAI overestimation in theNWheatmodel, but in this study,
the overestimation was restricted to the high N (240 kg
ha−1 N) level. This was also shown by the statistics, where
a high d-index of .96 was reached for LAI (Table 6) across
different N levels. Nevertheless, Asseng et al. (2004) also
reported small effects on crop growth and yield if the sim-
ulated LAI is greater than 3. This difference had less influ-
ence on the yield formation process.
The MM mean for grain weight was quite accurate and
reached a d-index over .81 (2017; Table 6). Remarkably,
the d-index of the MM mean was higher that the single
models almost every year. Especially in years where one
model was weaker, another model was able to compen-
sate this weakness: in 2015, CERES had a d-index of .84
and the MM mean reached a d-index of .94. Neverthe-
less, the NWheat model showed a high modeling accuracy
for grain weight (Figure 6), whereas CERES and Cropsim
tended to underestimate the grain weight. Especially in
the dry year of 2018, CERES and Cropsim showed similar
grain weight patterns and underestimated the yield. In the
same year, NWheat performed differently and had a higher
d-index of .75. As previously mentioned, the changes in
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the model structure by replacing the crop water uptake
routine (Kassie et al., 2016) during the migration process
from CERES to NWheat resulted in lower evapotranspi-
ration. Therefore, water might be preserved in the soil
and could be used in later growing periods to increase
grain yield in the different N fertilizer treatments. Figure 6
showed almost no yield response for CERES and Cropsim
according to the different N treatments, which supports
the assumption of less water availability in the soil dur-
ing the generative phase. The simulated soil water content
(data not shown) supported this water-preserving effect
which could be observed in the simulation for the whole
season in NWheat.
CERES and Cropsim still have similar equations for
potential evapotranspiration calculation. Where CERES
uses the Ritchie and Otter (1985) approach, Cropsim uses
an adaption of the Priestly and Taylor (1972) function,
which may explain the similar reaction. Errors could have
also occurred in the soil profile based on values of soil tex-
ture or organic residues, but this influence seemed to be
unlikely because all three models were using the same soil
profile information as model inputs. Prediction of vege-
tative N in crop models is crucial (Pan et al., 2006) and
resulted for the MM mean in a d-index of .78 (2017), .90
(2015), and .94 (2016), including N levels between 0 and
240 kg ha−1 N.
In the dry year of 2018, the dataset indicated a clearly
lower d-index of .44. which is probably due to the interac-
tion of the N balance in the model and the water balance
(Kersebaum et al., 2015). Two different N application rates,
120 and 240 kg ha−1 N (Figure 7), were selected to demon-
strate the strength of the MM approach. Comparing the
simulated plant N content for 120 and 240 kg ha−1 N, sim-
ilar peaks at certain days were observed. These peaks indi-
cated an increase of N content that reflected the N applica-
tion date. The CERES model showed slightly lower plant
N contents in both treatments. Especially in spring around
140 DAP, a difference between simulated and observed N
content was observed. Later in the season, after 180 DAP,
the simulation fitted almost perfectly with the measured
values. NWheat and Cropsim behaved slightly different,
which resulted in an overall higher plant N content and a
more accurate simulation between 140 and 170 DAP. After
220 DAP, the Cropsim model showed a different behavior.
While simulated plant N contents were reduced in CERES
and NWheat until harvest, the Cropsim model stayed at
higher N contents. This was also observed in other years
and seemed to be a model-specific anomaly. The model
mean showed the highest d-index at .90 for all N treat-
ments in 2015 (Table 6).
3.2.2 Limitations of the automated
calibration and the MMApproach
Using an MM approach does not always result in the best
statistical fit for a single year or a single variable (Palosuo
et al., 2011). For example, the CERES model showed the
highest d-index of .97 for the LAI in 2015, while the MM
mean indicated .91 (Table 7). This reduction in modeling
accuracy of a single variable in a single year can be con-
sidered as a compromise while leading to an improvement
of all variables across years. This fact was also suspected
by Rötter et al. (2012) where several models across differ-
ent seasons and sites performed better than one individual
model.
However, there are several sources of simulation uncer-
tainties in an MM approach caused by model struc-
ture, parameterization, and input data (Van Oijen &
Ewert, 1999). Model structure and parameterization dif-
fered between the models used in this study. Hunt and
Pararajasingham (1995) showed the model changes during
the migration from CERES to Cropsim, and Kassie et al.
(2016) showed the model changes in NWheat. These struc-
tural model changes are influencing the parameterization,
which also affects the modeling results. Hence, even if
strongly related models like CERES and Cropsim are used,
they may lead to different results (Asseng, 2013).
The parameterization uncertainty is mainly performed
within the DSSAT environment by calibration of coeffi-
cients. This error and the specific model user bias were
minimized in this study due to the automatic selection
process of the developed calibrator (with underlining
assumption that in-season observations are error free,
which is rarely the case). Nevertheless, when using an
automatic calibrator, itmight not be possible to control and
optimize all cultivar coefficients simultaneously, especially
if the dataset is not suitable for adjusting these coefficients,
for example, if LAI is not reported, default values have to
be used. This will increase the uncertainty, but it facilitates
the simulation.
The third simulation uncertainty is represented by input
data and can be considered to have less influence on the
modeling results of this study.All threemodels are running
within the DSSAT environment and are using the same
input files for the weather, soil, and management. This
can be seen as a strength of an MM approach if the MM
approach is applied within the same modeling platform,
such as DSSAT.
The superiority of the MM is clearly shown in 2018
for all variables except for the growth stage. Using the
mean between the models seems to be a straightforward
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F IGURE 7 Simulation of vegetative nitrogen content (%) for CERES, NWheat, and Cropsim and measured in 2015 (a–d). The simulated
model range of the multi-model approach is represented by the grey area (b, d) including the overall model mean (b, d). Applications of 120 (a,
b) and 240 kg ha−1 N (c, d) are shown
procedure for MM applications. Other MM studies also
evaluated the median of the different models (Maiorano
et al., 2017; Martre et al., 2015), which is commonly used
in climate modeling (Knutti, 2010). Using the median for
the three models seems to be not useful. The median is
defined in the order from the smallest to the largest value
and the selection of themiddle value. Using this procedure
for three models will result in a selection of values simu-
lated only by onemodel. Therefore, it seemsmore practical
to use the mean by weighting each model as one third.
Changing the weighting factor as suggested by Tebaldi
and Knutti (2007) canmitigate the effects of weaker model
performance under severe conditions. This approach is
used inmeteorological modeling weremodels are weighed
based on historical performance. Tebaldi andKnutti (2007)
also mentioned the difficulty of quantifying the model
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skills and derive themodelweights accordingly. Conveying
this method to cropmodels does not seem like an easy task
because of the limited evaluation datasets (Palosuo et al.,
2011). Palosuo et al. (2011) reported this issue for cropmod-
els, where reusing of the same datasets often occurs, and
accurate simulations should be considered as question-
able. Independent, long-termdata are also sparse and often
limited to historical weather data, which were used for
modeling purposes (Andarzian, Hoogenboom, Bannayan,
Shirali, & Andarzian, 2015). In conclusion, weighing
different models is hard to carry out if datasets for model
development and evaluation bias towards those data (Röt-
ter et al., 2012).
3.3 Future model application
The AMC combined with an MM approach worked very
well in this study. However, the approach has to be eval-
uated in further studies under different climates and soil
conditions. In addition, the effect of climate change should
also be considered. Some researchers suggest increased
drought periods (Witcombe, Hollington, Howarth, Reader,
& Steele, 2008) and more heat stress events due to climate
change (Semenov, 2007) in the future. At the moment,
there is a lack in describing the implication of climate
change sufficiently for a lot of the current models (Röt-
ter et al., 2012). This can have a substantial effect on
the estimation of climate change on wheat production
(Lobell, Sibley, & Ivan Ortiz-Monasterio, 2012). Using MM
approaches combined with AMC can help detect weak-
nesses in the models and give suggestions for model
improvement (Liu et al., 2016).
It is also feasible to extend the AMC software to other
MM approaches within the DSSAT shell for other crops.
The current version of DSSAT includes CERES Maize
(Jones & Kiriny, 1986) and CSM-IXIM (Lizaso et al., 2011),
and the combination of both models seems to be suitable
for an MM approach. In addition, AMC can also be used
for single-model calibrations and offers the opportunity for
broader use and more user-independent calibrations.
4 CONCLUSIONS
This study showed that MM has the potential to increase
modeling accuracy, especially when the structural differ-
ence between multiple models gets obvious in the simu-
lation results. Nevertheless, the most challenging part of
MM is the calibration procedure. Existing calibration pro-
cedures typically exclude time-series data and are only able
to use one observation per season. This can lead to a man-
ual user adjustment and is not user independent. Conse-
quently, an AMC for the three wheat models within the
DSSAT 4.7 environment was developed and enabled the
use of time-series data to ensure a user-independent stan-
dardized calibration procedure for each model separately.
Overall, the simulations showed satisfying results for the
calibration and the evaluation dataset. Especially in the dry
year of 2018, the MM approach led to a better understand-
ing of single model’s weaknesses and increased the overall
model accuracy. Hence, theMM approach, combined with
AMC seems to be promising but has to be tested in further
studies under different soil and climate conditions.
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6 General discussion 
The main goal of this thesis is to develop an N application strategy that can account for 
different types of in-field variabilities by combining spectral sensors and crop models. The 
combination should lead to better adaptation of applied N and, thus, reduce the potentially 
involved environmental side effects. In the last few decades different sensor techniques and crop 
models were developed to adjust the N application and were tested separately [132, 151].  
A combination of both techniques has the potential to reduce simulation and measurement 
uncertainty and to increase N application accuracy. The main advantage of crop models exists in 
the simulation of yield in response to various parameters (genetic, environment, management) 
while different N application scenarios can be simulated [132].  
Crop models are mainly used in the scientific community and require a skill set for setting up 
and calibrating every single step in the model properly [147]. Profound knowledge about the 
location and management is also necessary.  
While crop models simulate plant growth and development based on genetics, environment 
and management conditions, spectral sensors only rely on the output of reflectance or spectral 
indices. These sensors lack crop-growth information [152] and thus can result in under- or over-
fertilization [153]. Spectral sensors focus mainly on the photoactive biochemical pigments such as 
carotenoids, xanthophyll, and chlorophyll [154]. Chlorophyll is most important for 
photosynthesis, and there is a strong relationship between N content in green vegetation because 
of which it exhibits a sensitive surrogate for plant N deficiency detection [154]. 
 Commercial products for adjusting N applications via spectral sensors were developed and 
are available to agriculture today [155]. These sensors can be either active or passive and take 
different wavelength ranges into account to obtain the N content of a plant [156]. Combining both 
crop modeling and sensor techniques in a decision support system might lead to more reliable N 
prescriptions over a wide range of environmental conditions [157, 158].  
 
6.1 Validity of Sensor Data for Nitrogen and Determination of Other Plant Stresses 
The use of existing spectral indices showed that the differentiation between leaf layers or 
positions on the leaf could be considered as less important for plant N content estimation via 
remote sensing technique [159]. Nevertheless, the ground cover, mainly influenced by LAI and 
biomass, also has substantial effects on spectral reflectance [160–162]. This is especially the case in 
the early vegetative growth stages, where the soil is more dominant (i.e., LAI < 1.5) [163]. Different 
soil properties such as moisture, organic N content, and color influence the reflectance 
characteristics [164].  
Therefore, commercial sensors are not normally used in the early period, because an accurate 
N fertilizer adjustment is hard to perform in early vegetative growth stages [165–167]. 
Nevertheless, not using sensors in this period results in a significant drawback in N application 
because the early growth stages are essential for yield determination [168]. A system that can 
overcome this issue would enable a more appropriate N management, especially on spatial 
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heterogeneity that can occur within a field. The first attempts at addressing this issue were made 
by developing spectral indices, such as OSAVI or TOSAVI, that could reduce soil influence [164, 
169]. Further attempts were carried out by Eitel et al. [168] where a green scanning laser exhibited 
superiority in N content determination in early growth stages compared to current spectral 
sensors. Laser scanners are costly and require a considerable amount of time for spatial mapping 
[170] which makes it less feasible for agricultural on-farm use. A more promising approach was 
used by Hamuda et al. [171], where differentiation between soil and plant was made by using an 
image analyzing technique that classified an image into non-plant and plant pixels. This technique 
was used for RGB images; but it is also feasible to be applied to hyperspectral images where 
spectral information from plant pixels can be used, and information for soil pixels are eliminated 
from the image. 
Besides the spectral properties of soils, further soil conditions, for example soil moisture, can 
also indirectly impact the spectral reflectance of crops [172]. This is the case if plant stress occurs 
due to water shortage or water excess in the soil. Stress symptoms detected via remote sensing are 
the result of changing cell compounds and also the plant architecture. This can lead to 
misinterpretation of the plant N content in an N prescription technique system that relies only on 
sensor data [115].  
Further plant stresses resulting in a distortion of remote sensing signals can occur under plant 
disease infection [173]. While root diseases may influence the reflectance indirectly due to wilting 
or change in plant pigment content (chlorophyll, carotenoid, anthocyanin), leaf diseases can be 
detected via remote sensing directly [174]. Between the onset of leaf disease and the fungus fruit 
formation, a change in the spectral reflectance was reported [175–177].  
The four major destruction steps by a disease pathogen can be classified as  
1. Destruction of pigment systems 
2. Lesions or fructification structures due to infection 
3. Reduction of biomass and decrease of LAI and 
4. Plant wilting/ early senescence. 
These steps heavily depend on the control by fungicides and on the fungus type [174, 178] and 
may lead to uncertainties in disease detection [161, 179]. An additional issue in measuring the 
spectral reflectance is reported by several researchers where a change in specific wavelengths over 
time occurs during disease development. In other words, specific wavelengths proven to be right 
for disease detection in early development stages of disease symptoms tend to fail at later 
development stages [177].  
Nevertheless, further challenges face the detection of diseases via remote sensing techniques. 
For example, disease development normally starts at the bottom of the plant and rises to the top. 
This can lead to detection difficulties because of the overlapping of leaves and the non-uniform 
distribution of the lesions or pustules across the plant [180–183].  
The detection of plant disease seems to be more complex than the determination of plant N. 
While having a high spectral resolution for plant N determination, the spatial resolution has to be 
even higher for disease detection [184] because disease infection often occurs in patches [185].  
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Several researchers have developed techniques on how the disease can be monitored in 
different ways ranging from synthetic aperture radar, fluorescence, thermal systems, and visible 
as well as near-infrared spectral system [174, 186]. The concept of using different sensors and 
fusing together the information obtained from them to generate a comprehensive picture of the 
disease infection was introduced by Bauriegel and Herppich [187]. 
This approach has the potential to perform the following tasks:  
1. Detecting disease infection  
2. Differentiation of different diseases and  
3. Estimation of disease severity 
Detection of disease and estimation of disease severity are essential for using the sensor data 
in crop growth models in order to develop an N prescription. Plants under disease infection 
reduce the attainable yield on a specific location due to injury and damage sustained by them, 
which causes biotic stress [188, 189]. This requires adjustment of N application strategies in terms 
of amount and timing [189]. In addition, several studies showed that an increase in N application 
also increases disease severity [190, 191] which has to be considered in the N application strategy. 
While a lack of N supply in a given field is mainly soil-borne, plant diseases are more variable in 
terms of spore spread and further disease development depending on favorable weather 
conditions [192]. This makes the development of an N application strategy under disease infection 
even harder. 
Including different disease types in the model-based N prescription makes differentiation is 
desirable. It can be assumed, however, that if the effects on the plant are similar, no clear 
differentiation is mandatory. This is the case, for example, if we consider stripe rust (Puccinia 
striiformis f. sp. tritici) and leaf rust (Puccinia triticina) in wheat which have a similar effect on the 
plant [193]. 
Having different effects on the plant, like leaf rust and septoria tritici (Zymoseptoria tritici D.), 
makes it necessary to introduce differentiation and it must be done separately in the model. The 
disease subroutine has been developed generically and it considers disease as a reduction of 
photosynthetic leaf area and destruction of leaf mass [194].  
The effect of the fungus on the surrounding leaf tissue, depending on the fungus, can also be 
accounted for by the model. This is represented in the developed model extension for CERES 
Wheat as a surrounding leaf tissue factor -value approach reported by 
Bastiaans [195]. If no effect on the surrounding tissue occurs, the factor is kept at 1. If the effect on 
the surrounding tissue is present, the factor is > than 1 [194]. 
In order to integrate disease infection in an N fertilizer application strategy, it is important that 
the disease or stress symptoms occur during typical N application dates. That means if drought 
stress occurs at grain filling or disease infection at flowering, for example, due to Fusarium head 
blight (Fusarium graminearum), it has an effect on yield parameters but the N application cannot 
be changed anymore. 
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6.2 Integration of Sensor Measured Nitrogen Content and Other Stress Symptoms into Crop 
Models 
The integration of measured N content or other stress symptoms into crop models can be 
accomplished by modifying an existing model input data file used in in-season crop 
measurements. Within the DSSAT environment [120], the File-T represents a tailor-made solution 
to makes sensor data available to the models. The File-T is normally used in storing measured 
time-series values of different plant parameters like such as LAI, aboveground biomass, or yield 
to make it available for statistical and graphical model evaluation [120]. Using this file enables the 
integration of sensor measured time-series plant information. After initializing the File-T, the 
plant information is available for comparing with simulated measured data. Measured data 
would then be included to adjust the model state variables. In general, three different ways 
(Recalibration, Updating, and Forcing) of adjusting the model parameters were reported by 
Delécolle et al. [196].  
Forcing the model to adjust the model simulation according to sensor data (Figure 3) can be 
performed by replacing the state variable with the observed value. This method requires a fixed 
time step, which is normally daily or weekly, depending on the model. If the observations are less 
frequent than the model time step, an interpolation technique has to be used [197].  
The recalibration method (Figure 3) is based on the recalibration of the model assuming that 
the model is insufficiently calibrated or the input files include errors. If a difference between 
simulated values and the value collected by the sensor occurs, the model undergoes a model rerun 
to minimize the gap between simulated and measured values. This procedure seems to be very 
promising for introducing N content values generated from sensors in the model. Plant N mainly 
depends on the availability of N in the soil (crop-soil dynamics) which is mainly affected by carbon 
stored in the soil. Estimation of soil carbon and the mineralization can be a challenging task. In 
order to obtain this missing information, the recalibration of the soil conditions seems to be helpful 
to meet the values observed by remote sensing techniques.  
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The model updating technique (Figure 3) involves the updating of model state variables, every 
time an observation is made [198]. In contrast to the forcing method, the state variable is only 
updated on the day of observation and not during the whole simulation process. The theory 
behind this method is that adjustment of state variables at a certain day will also improve the 
simulation accuracy for following days [134]. Every procedure has its own advantages and 
disadvantages. It is feasible to use different methods for different stress symptoms. 
 
Figure 3: Scheme for different methods of model adjustment by using sensor measurements 
(based on the concept of Delécolle et al.).  
 
Delécolle et al. [196] did not identify the “best” calibration method, but they assumed it to be 
also dependent on the crop model. By integrating sensor data into crop models, both techniques 
are no error-free systems that can lead to misinterpretation [199]. Forcing the model eliminates 
information on target state variable. The calibration and updating method in contrast still contains 
model information [134]. Nouvellon et al. [200] suggested representative crop model adjustments 
by using model recalibration. Nevertheless, the major drawback of model recalibration is the 
requirement of immense computation time depending on the calibration parameter [134]. By 
limiting this effect, it is feasible not to restrict the model adjustments to one specific adjustment 
procedure.  
A combination of different model adjustments methods can be applied to specific crop 
parameters that have been collected by remote sensing techniques. This is the case for example for 
plant N content and for disease infection where different ways of adjustments can be applied. 
While plant N content is calculated from the beginning of the simulation and, later on is strongly 
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dependent on soil conditions, leaf disease infection can occur spontaneously under favorable 
conditions.  
Adjusting the N content in the model due to model recalibration is the most suitable 
procedure, because plant N content is strongly dependent on soil conditions such as 
mineralization of organic matter or soil moisture. This can cause several uncertainties in model 
simulation ranging from incorrect soil organic matter to soil texture or to incorrect setup of initial 
conditions. A model recalibration is necessary to adjust these uncertainties in order to reach 
greater modeling efficiency.  
In case of model adjustments for leaf diseases, a different approach seems to be more suitable, 
because disease infection occurs based on the inoculum spread in a field and weather conditions. 
The disease routine developed for CSM-CERES Wheat uses a combination of forcing and updating 
procedures [194]. The disease infection detected by a remote sensing application enters the model 
as a percentage disease infection. According to the type of leaf disease, the incubation time is used 
to set up the onset of disease in the interpolation subroutine by updating the disease infection in 
order to calculate the daily percentage of disease damage. The absolute disease damage is then 
calculated based on the simulated leaf area, forcing the leaf area to reduce by the calculated disease 
damage. The results show the ability of the model to account for the leaf disease Septoria tritici in 
wheat and keep the model information. 
Suppressing model information seems feasible for conditions such as drought stress. 
Normally, drought stress is based on the water holding capacity of the soil which is closely related 
to soil texture and organic content. This part should be covered by the recalibration of the initial 
conditions and the adjustment of soil parameters in the model N content. If the model is unable 
to detect the drought stress, another adjustment pathway can be constructed within the DSSAT 
models.  
Daily photosynthesis, growth of new tissues and leaf area expansion can be modified by a 
water stress index ranging between 0 and 1, where 0 represents no drought stress and 1 high 
drought stress [124,201]. By forcing this factor, drought stress can be applied to the model. This 
method seems reasonable only if the drought stress is clearly identified. As mentioned above, the 
detection of several stress symptoms at once is not a simple task. They overlap (correlate) and lead 
to misinterpretation.  
In order to address this issue, a crosscheck routine can be applied between the model and the 
sensor system. If the sensor system delivers the information, it can be crosschecked with values 
delivered from the model simulation. If the difference between the sensor and the model is above 
a certain threshold, the sensor value can be rejected and excluded from the model adjustment. 
This is also possible if a model simulation output is set in a certain range. The model can then be 
directly adjusted.  
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6.3 Multi-Model (MM) Integration Approach  
A Multi-Model (MM) approach can be accomplished by using more than one model to 
increase modeling accuracy over a broad range of environmental conditions [202]. When using 
various models, variation in the simulation output  due to differences in the key processes of the 
model (e.g. leaf area and development, light utilization, crop phenology or soil moisture 
dynamics) can occur [145, 203]. In an MM approach, modeling errors from one model can be 
compensated by another model. When combining remote sensing data and MM as a decision 
support system for N application, the complexity of the system greatly increases. Especially the 
initial calibration and later the model adjustment procedure require an immense effort. The 
automatic calibration procedure that has been developed, seems able to overcome this obstacle 
[204]. The calibrator can be used for accurate initial calibration of all genetic variables of the 
models based on historical datasets. Furthermore, the recalibration of soil conditions based on 
sensor measurements can be performed by the same calibration approach. Instead of calibrating 
genetic variables, the calibration procedure optimizes soil conditions. 
Assembling an MM approach in a N application system seems to be a promising step in the 
simulation of adverse weather conditions [205]. Due to climate changes, there are reports about 
various weather extremes ranging from changes in rainfall patterns to high temperatures in 
critical developmental stages [206, 207]. As a result, the yield variability will increase, especially 
on a spatial scale [208], which requires a better adjustment of the N fertilization [209]. Rötter et al. 
[203] reported a lack of crop models in describing climate change effects adequately. In an MM 
approach, this obstacle can be overcome resulting in higher modeling accuracy which will finally 
increase N prescription accuracy.  
The use of MM approach for N application needs further testing and development. 
Uncertainties exist on how many crop models have to be used in an MM assemble. Numbers for 
scientific purposes range between three [210] and thirty-two [211] different crop models. While 
the use of thirty-two crop models seems to be an impossible endeavor in terms of setting up the 
necessary calibration files to derive N application prescriptions, the use of three models within 
the same simulation environment seems more promising.  
Currently, no disease information can be used in the other wheat models included in the 
DSSAT environment, because the developed disease subroutine works only for the CERES-Wheat 
model. The disease subroutine has also to be migrated to NWheat and CropSim Wheat in order 
to insure a full functionality of a MM N application system.  
Once that is accomplished, further extension to other crops such as maize (CERES and IXIM) 
rye and barley is also feasible under the same concept described in Röll et al. [204]. Various 
researchers have already adjusted the wheat model for barley and rye [203,212], thus facilitating 
its straightforward incorporation into the decision support system for N application.  
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6.4 Nitrogen Application Prescription System (NAPS)
In this thesis, a holistic concept has been developed that combines MM and remote sensing 
techniques to adjust the amount of N applied and reduce the environmental side effects. Basic 
requirements (Figure 4) are the genetic coefficients for MM calibration based on a long-term 
dataset. The developed calibration procedure [204] is suitable for the task.  
As soon as the genetic coefficients are determined, the initial MM setup for a given field 
location can be performed. Essential information about the management (sowing date, sowing 
density, etc.), the predominant soil information, and the weather information for each given day 
have to be provided.  
The core of the NAPS consists of five main steps that are repeatedly performed at each N 
application date (Figure 4): 
A. Assessment of the current plant status via remote sensing 
B. Incorporation of sensor data by model adjustment 
C. Using weather forecast and running weather generator 
D. Running different N application scenarios and 
E. Evaluation based on economical and ecological criteria to derive the prescription of N 
application in accordance with environmental conditions 
The assessment of the current plant status can be accomplished via tractor-mounted, drone-
mounted, or satellite imaging techniques. If the technique is not able to differentiate between plant 
stress types, for example if N content is influenced by drought stress, the model can be used to 
validate the sensor values. When the model is detecting drought stress, the sensor values can be 
rejected and the NAPS can be run without them.  
If the sensor values are valid, the model can be adjusted through recalibration, forcing or 
updating. After that process, the weather file has to be extended by the following ten days of the 
weather forecast and further weather data has to be generated until the expected harvest date. 
Different programs such as WGEN [213] and SIMMETEO [214] were developed within the DSSAT 
environment to produce weather scenarios based on a stochastic approach. A minimum recorded 
dataset of thirty years is required to reduce weather generation uncertainties [215]. A primary 
concern for using weather generators is inadequate representation of the statistical properties of 
the observed weather series [216]. This can lead to simulation accuracy between 28% and 60% 
[217] which shows difficulty with weather generation for several weeks or even months.  
Nevertheless, if N application is split into different application timings as it is followed in the 
case of cereals (wheat, rye, barley), the closer the N application timing gets to the harvest date, the 
more is the real measured weather data available. Hence, if for example drought stress occurred 
several days after the first N application, which was not predicted, the N application would not 
be accurate because the model did not expect drought stress. During the calculation for second 
application, the drought stress is available to the model based on the measured weather and the 
second application can be further adjusted by considering the N application of the first date.  
While running the model for different N application scenarios, the NAPS requires information 
about the number of N applications and the approximate timing of these applications. This 
information can be either fixed to growth stages or estimated by N application dates from 
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historical records. The amount of N can be varied between different application timings. Two 
different scenarios are feasible: First, the amount of N will be fixed based on the yield potential. 
The model can now simulate the maximum yield based on the fixed applied N. The second 
strategy is to use the model to evaluate the leaching potential based on different N application 
rates. This strategy can also be coupled with an upper limit on maximum applied N to fulfill the 
environmental standards, which seems to be the preferred strategy to meet the requirement of the 
nitrogen directive.  
Further selection criteria can be included such as the price of the crop, the cost of N, and the 
governmental compensation payment for N reduction in fragile groundwater protection zones. 
The goal is the selection of N application strategies that reconcile cost-efficient crop production 
with the reduction of the environmental impact of crop production. The basic concept of choosing 
the best combination between the cost of N, price of the harvested crop, and compensation 
payment has already been successfully tested by Link et al. [218] for model-based N application 
prescriptions on a site-specific scale.  
 





Figure 4: Flowchart for the Nitrogen Application Prescription System (NAPS) combining 
multi-modelling and remote sensing. 
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6.4.1 Applying NAPS Concept on a Spatial Scale 
In order to account for different soil conditions in a given field, the NAPS concept has to be 
applied on a spatial scale. After several decades of development, sensor systems are available for 
PF to apply the right amount of inputs based on spatial variability types within a field [83]. Recent 
studies showed that PF did not always improve the profitability of site-specific management 
compared to a conventional system for wheat [219]. The profitability of existing sensor-based N 
application systems ranges between -30$ ha-1 and 70$ ha-1 depending on crop, sensor, and location 
[220]. Diverse site-specific N fertilization studies also show low profitability, due to high 
investment costs which result in low economic return [221, 222]. The profitability is also highly 
influenced by the variability of the crop response to fertilizer application on a spatial scale [223, 
224]. A weakness of the existing sensors is that they estimate the N demand based on sensor 
readings [225] and exclude or neglect N supply from soil very often [220].  
Also, further site-specific approaches based on combined yield monitoring can not represent 
a proper picture for N application. Gandorfer and Meyer-Aurich [222] reported differences in site-
specific production functions that had different slopes and show different yield responses to the 
fertilizer input. 
The NAPS concept has the ability to overcome this issue by accounting for soil N supply based 
on the calculation of future mineralization in the soil module that accounts for future weather 
scenarios. In addition, the NAPS concept can be applied for site-specific N application by using 
the APOLLO concept for simulation of spatial yield variability within a field [132]. The key part 
of APOLLO consists of DSSAT crop models, where crop growth and development is simulated 
on a site-specific scale. Due to the spatial field variability influenced by interactions between 
different factors, including soil physical properties, rooting depth, water stress, or nutrients, the 
APOLLO software adjusts the soil parameters within the input file to account for soil-borne 
variability based on crop yield.  
The implementation of the APOLLO soil parameter adjustment theory in the NAPS concept 
for MM site-specific soil calibration exhibits a solution for proper initial soil parameter adjustment 
on a spatial scale. The calibration is performed on a rectangular grid which represents the typical 
management size (site-specific spraying, fertilizer application) [132, 226]. Within those grid cells, 
homogeneous soil and weather conditions are assumed. After soil calibration, the NAPS concept 
can be applied on a grid-based scale by using grid-based sensor data for site-specific N 
prescriptions.  
The NAPS system applied on the spatial scale makes the use of historic yield monitoring data, 
that are rarely used by farmers [68, 91] but functional for site-specific model calibration. 
Furthermore, the integration of site-specific sensor data into the model can quantify biotic and 
abiotic factors in a given field and can control the N fertilizer adjustment. This is a strong 
advantage of this concept, because several researchers have reported that more than 50% of the 
yield difference in a given field is caused by biotic and abiotic factors that are usually not 
quantified [96, 97]. 
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6.4.2 Possible Challenges and Uncertainties in the NAPS 
Besides varying N application on the spatial scale, the variation of timing has also to be 
considered. While common N recommendations for cereals promote a split N application, 
normally in three to four quantities [227, 228], some researchers also recommend only one 
application [229]. Splitting N applications is normally performed to avoid lodging, to prevent N 
losses [230, 231] and to insure high crude protein contents, especially for baking wheat [211, 232].  
Müller et al. [233] reported that the total amount of N applied was more important for yield 
and grain quality than split N applications. By applying only one N application on a site-specific 
scale, the NAPS concept can also be used to determine the total N amount. A single N application 
in the spring prevents the possibility of further seasonal N adjustments, as the weather conditions 
for the next three to four months until harvest are unknown. Furthermore, applying all N at once 
might increase the risk of NO3- loss, especially on sandy and shallow silty soils [234]. On these soil 
types the NAPS concept seems suitable for adjusting the N timing in order to reduce N losses. 
While using the NAPS concept in split N applications, the sensors data can deliver information 
about stress conditions during the vegetation period and the weather uncertainty can be limited 
to only one month, which might help to lower the overall N loss and diminish the environmental 
side effects. 
Researchers using different sensors for plant stress parameters (plant N determination, disease 
detection, etc.), must bear in mind the sensors should ideally work on the same grid-based 
resolution. This is the case if satellite data are used to at least the same grid resolution of the NAPS. 
It has to be pointed out that the data assimilation via sensors and models can lead to different 
assumptions and misleading N application strategies. Dorigo et al. [134] also described the 
challenge: Should the assumptions rely on the sensor or the model? A crosscheck can mitigate this 
effect between model and sensor data by setting up ranges for plausibility (Figure 4). 
Computing the data for an online setup can be a bottleneck for the NAPS. The collection and 
processing of plant data via remote sensors take some time depending on the hardware as well as 
software, and therefore, it limits the forward speed for fertilizer application. Currently, forward 
speed for N application up to 3.3 m s-1 is common [235]. Noh et al. [236] used a multi-spectral 
sensor for variable N application for corn and reported an online approach that was able to operate 
at 0.5 m s-1. This speed limitation makes an online setup for a farmer tough [237, 238].  
A solution for this issue can be an offline system, where sensor data is collected and processed 
in the NAPS independent of the N application. The drawback of offline solutions is that they have 
to be performed separately, which results in an additional run on the field using a tractor-mounted 
sensor. This will increase the operation cost of the NAPS. In addition, calibrating the NAPS based 
on long-year management, weather and yield data can be a huge challenge for an ordinary farmer. 
A promising solution seems to be to outsource the NAPS calibration, the sensor data integration, 
and N prescription to provide application maps for the farmer. N application maps can only be 
valid if sensor measurement dates are close to the application date. This is very challenging 
especially if weather conditions are changing fast and the farmer is unable to apply the prescribed 
N in time due to wet field conditions. Furthermore, a weather generator may fail in certain years 
while predicting future weather scenarios. Especially, the use of historical data, dating as far back 
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as thirty years, for instance, is questionable for future weather scenarios, because climate change 
effects can increase simulation and N prescription uncertainties.  
Besides, a ready-to-use-product for farmers will not be accepted by the customers if the system 
fails in the first one or two years due to uncertainties. Higher prescription uncertainties can also 
occur in areas, where poor weather records are available and no long time yield record exists.  
Finally, the NAPS concept must be tested under practical farming conditions on 
heterogeneous soils to evaluate its potential for increasing N use efficiency and lowering the 
environmental side effects. 
 
6.5 Outlook and Further Development 
The presented NAPS concept has to be tested for different soil types, crops, and diseases. 
Different soil types affect plant growth and development as they have different soil textures, 
cation exchange capacities and organic biomass. These factors can vary spatially within a given 
field. The APOLLO approach uses site specific soil texture and adjusts different growth limitation 
factors such as drainage, hydraulic conductivity or root distribution. Normally, this soil texture 
data are collected through expensive soil texture surveys. The use of further sensor technologies 
like soil electrical conductivity measurements (ECa) [239, 240] seems to be a useful technique for 
spatial soil data collection. Heil and Schmidhalter [241] described a method to characterize soil 
texture (sand, silt, clay) via ECa measurement on a site-specific scale. Zanella et al. [153] generated 
soil texture information via electrical ECa measurement in combination with soil reference 
samples in a regression kriging analysis. Deriving soil information from ECa values, exhibits an 
inexpensive and rapid method for soil texture and has the potential to reduce site-specific soil 
uncertainties. Finally, it will increase the N prescription accuracy of the NAPS.  
The current NAPS concept was developed for wheat. Nevertheless the DSSAT environment 
incorporates 42 crop growth models [126] while sharing common routines written in Fortran [242]. 
This makes the use of a disease routine and the developed model calibrator available for a broad 
range of crops. The maize models for example originate from the CERES model and are closely 
related to the wheat model, which also makes an MM arrangement suitable.  
The developed disease routine could be a further coupling point for the integration of disease 
infection models on the NAPS concept. It seems feasible to couple a disease progress model such 
as Septo3D [243], that simulates the extent of damage in future based on the generation of future 
weather for the disease routine [194]. Coupling disease progress models also provides farmers 
with opportunities for fungicide spraying recommendations especially if future weather scenarios 
produced by the NAPS weather generator are used.  
For providing final N prescription maps additional trials have to be set up for validation of 
the N leaching routine. Especially the model`s sensitivity on heterogeneous soils within a field has 
to be tested. It is an essential cornerstone within the NAPS concept to make sure the leaching 
routine works properly over a broad range of environments. It ensures an environmentally 
friendly N application. He et al. [244] successfully tested the DSSAT model for potential N 
leaching in spring wheat and maize on two different locations in Canada.  
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Finally, the NAPS concept shows a geat potential for managing different kind of in-field 
variability by combining sensor data and crop models to obtain an environmentally friendly and 







Today, agricultural production accounts up to 35% of global greenhouse gas emissions, 
threatens land degradation and freshwater due to excessive land use and over-fertilization. 
Especially the US, China, Northern India, and Western Europe have to deal with excessive 
nutrient applications. Mainly, the excessive use of nitrogen (N) fertilizer increased the release of 
greenhouse gases such as CO2 during production and N2O released from soils after application. It 
also causes eutrophication in surface and groundwater due to runoff and leaching. These 
problems were realized by national governments and Bills for protecting the environment were 
introduced by China and the USA.  
The European Union is also facing problems of escaping N in the environment. In the last 
thirty years, various directives were issued in order to mitigate these side effects, but none of them 
improved the environmental conditions significantly. Germany, which had to face the issue of 
nitrate pollution of groundwater, passed recently new regulations for further nitrogen reduction 
in nitrogen application to avoid an accusation of the European Court of Justice of violating the 
Nitrates Directive, which could have ended up in a €850,000  fine per day. Agriculture is at a 
crossroads and new strategies for environmentally friendly crop production have to be developed 
in order to enhance crop production without harming the environment.  
A solution for more cost-effective and less environment affecting crop production could be 
Precision Farming (PF). PF is the management of different farm inputs by applying the right 
management practice at the right time and at the right location. One key point is to adjust N 
application to temporal and spatial variations that occur in a field.  
Different sensor technologies were developed to account for field variabilities. The 
applications range from soil conductivity measurements, to cameras, and to spectral sensors. In 
order to adjust the N fertilization application, spectral sensors are mainly used. In general, spectral 
sensors are non-contact sensors and are based on electromagnetic reflectance between 300 and 
2500 nm. The reflectance of vegetation is mainly determined by a low reflectance in the visible 
spectrum (400 – 700 nm) and a high reflectance in the near-infrared (700 – 1000 nm) region. This 
characteristic allows the detection of the N status of plants. While chlorophyll content shows a 
strong correlation with N availability, it can also be affected by disease infection, drought stress, 
or other nutrient deficiencies. These circumstances can lead to errors in N prescriptions.  
Whereas sensor technologies are helpful to measure actual N content in a plant, crop models 
may help to predict the N demand. Process-based plant growth models were developed in the last 
thirty years to analyze yield gaps and for decision support. They simulate growth and 
development of plants based on weather and management conditions. The major drawback of 
these models is their intensive calibration procedure and the different complexities of the model 
structure which even experienced users struggle with. Even more challenging for users is the 





Nevertheless, an MM approach cannot overcome the obstacle of a lack of information on 
existing heterogeneity (abiotic and biotic stresses) within a field. Ignoring these factors can lead 
to inaccurate decision making, which is not appropriate for on-farm usage. Some researchers 
realized this issue and suggested an approach of using remote sensing techniques for periodically 
updating specific model state-variables to account for variabilities in the field. This might help 
increase the overall modeling accuracy. 
Coupling of spectral sensors and crop modeling techniques requires reliable and accurate data 
acquisition for plant N content in terms of using it as a “nitrogen prescription system.” There is a 
gap of knowledge on plant N determination via remote sensing techniques, especially if the 
differentiation between leaf and positions on different leaves is necessary. Only if these measured 
values are valid, does an adjustment of the crop model seems to be useful.  
Furthermore, model adjustments are required due to leaf disease infection in order to simulate 
the yield accurately. In general, leaf diseases lower the potential yield by modifying the 
photosynthetic leaf area or by “stealing” the assimilates. Lowering the yield potential goes hand 
in hand with an adjustment of the N application rates. The current DSSAT Wheat crop models are 
unable to account for any disease infection. This limits the applicability of “nitrogen prescription” 
only to scenarios without disease infections  
The crucial question in this thesis was: How can remote sensing data and crop models be used 
to derive an N fertilizer strategy that is capable of lowering the environmental side effects of N 
fertilizer application? Within this context, specific objectives were raised: 
(i) To test the influence of different leaves and positions on the leaf on the reflectance of 
wheat plants cultivated under different N levels and under drought stress;  
(ii) to incorporate leaf disease damage into a DSSAT Wheat model to enable the 
simulation of the impact of leaf disease on yield;  
(iii) to evaluate an automatic calibration procedure in a multi-model approach for winter 
wheat to increase modeling accuracy and eliminate the subjectivity factor in model 
calibration; and  
(iv) to use a multi-model approach to improve the overall modeling accuracy. 
To address the first objective (i), two hydroponic greenhouse trials were carried out 
(Publication I). In the first experiment, the N fertilizer amount and growth stage for the 
determination of N content was varied, while the second experiment focused on a secondary 
induction of N deficiency due to drought stress. For each plant, reflectance measurements were 
taken from three leaves (L1, L2, L3) and at three positions on the leaf (P1, P2, P3). In addition, the 
N content (%) of the whole plant was determined by chemical lab analysis. It varied between 
0.75% and 4.88%. Reflectance spectrometer measurements (400–1650 nm) were used to calculate 
16 vegetation indices for each combination of leaf and position. N content (%) was predicted by 
using each vegetation index for each leaf and each position. A Significantly lower mean residual 
error variance (MREV) was found for leaves L1 and L3 and for measurement position on P3 in the 
N trial, but the difference in MREV between the leaves was very low and therefore considered as 




and positions. Neither the position on the leaf nor the leaf number had an impact on the accuracy 
of plant N determination via spectral reflectance measurements, whereas measurements taken at 
the canopy level seemed to be a valid approach.  
Other stress symptoms such as drought or disease infection seem necessary to differentiate 
between different leaves. Leaf disease starts typically at the bottom of the plant and rises to the 
top. There are also reports that the spectral reflectance changes over-time during the disease 
development, which makes it hard to detect unless differentiation between different leaves occurs. 
To integrate sensor information in crop growth models, models state variables have to be 
updated. The second publication aims to incorporate leaf disease ratings in the DSSAT Wheat 
model to account for leaf diseases. A model extension was developed by adding a disease damage 
module to the existing wheat model. The module simulated the impact of daily damage on 
photosynthesis and leaf area index (LAI). The approach was tested on a two-year dataset from 
Argentina with different wheat cultivars and different inoculum levels of septoria tritici blotch 
(STB). The accuracy of the simulated yield and LAI was improved. The root mean squared error 
(RMSE) values for yield (1144 kg ha 1) and LAI (1.19 m2 m 2) were reduced by half (499 kg ha 1) for 
yield and LAI (0.69 m2 m 2). In addition, a sensitivity analysis of different disease progress curves 
on LAI and yield was performed by using a dataset from Germany. The sensitivity analysis 
demonstrated the ability of the model to reduce yield accurately in an exponential relationship 
with increasing infection levels (0–70%). The extended model is suitable for site-specific 
simulations, coupled with for example, available remote sensing data on STB infection. 
In addition, modeling accuracy might be further improved by using an MM approach, which 
has the ability to enhance the modeling accuracy significantly, especially under extreme weather 
conditions. The DSSAT 4.7 environment includes three wheat models that are sharing the same 
input structure and are tailor-made for an MM approach. Assembling more models increases the 
complexity of the simulation and the involved calibration procedure especially if the user is 
unfamiliar with the models.  
In order to avoid these possibilities, an automated calibration program was evaluated in 
Publication III. The publication aimed at the optimization of cultivar coefficients based on RMSE 
of time series data while using an automated calibrator tool. Furthermore, the potential of MM 
approaches for decision support in the future should be highlighted. Model calibration was 
performed on a four year wheat N fertilizer trial (0 – 240 kg ha-1 N) in southwest Germany. The 
evaluation mean showed satisfying results for the calibration (d-Index 0.93) and evaluation 
dataset (d-Index 0.81). In the fourth objective (iv), different years were compared in the MM 
approach which led to an improved modeling accuracy in most cases. Especially, in the drought 
season 2018, the MM approach revealed higher modeling accuracy for yield (d-Index 0.61) in 
contrast to a single simulation of CERES (d-Index 0.34) and Cropsim (d-Index 0.39). This 
demonstrated the advantage of an MM approach as different modeling structures could 
compensate for errors that might occur in single modeling approaches. 
Based on the combination of an MM approach and the incorporation of sensor data, an outline 
of a Nitrogen Application Prescription System (NAPS) was developed. This system enables model 




adjustment, model recalibration and model forcing approaches. Plant N and drought stress 
should be integrated into the model via model recalibration for the soil parameters, while the 
disease integration uses a combination of model updating and model forcing.  
The initial NAPS setup requires long term recorded data (yield, weather, and soil) to insure 
proper MM calibration. After calibration, information on the current growing conditions is 
required (weather, management information) until the N application date. Afterward, the NAPS 
incorporates sensor information and generates weather data for running future N application 
scenarios. The selection of the proper amount of N is determined by economic and ecological 
criteria. The implementation for regulations of groundwater protection zones can also be 
integrated into the selection process for the right amount of nitrogen. Furthermore, while the 
NAPS concept accounts for differences in in-field variabilities and delivers site-specific N 
prescriptions, it has to be applied on a geospatial scale by changing soil parameters spatially. 
A significant drawback of the NAPS concept is its complex setup procedure that requires 
specialized knowledge which is not the domain of an ordinary farmer. In addition, the enormous 
computing time required by an online N application system can limit the vehicle speed. Switching 
to an offline approach can resolve this issue.  
Overall, the NAPS concept has the potential to adjust N application more economically and 
ecologically by using current sensor data, historical yield records, and future weather predictions 
to derive a more precise N application strategy. Finally, this concept exhibits the potential for 









Die landwirtschaftliche Produktion ist heute für 35% aller weltweiten 
Treibhausgasemissionen verantwortlich und bedroht Boden- und Trinkwasserqualität in Folge 
von übermäßiger Landnutzung und Überdüngung. Besonders in den USA, China, Nordindien 
und Westeuropa werden die Folgen von Überdüngung deutlich. Der erhöhte Einsatz von 
stickstoffhaltigen Düngemitteln führt bereits bei der Produktion zu einer Zunahme von 
Treibhausgasen (CO2). Auch die Ausbringung von N auf landwirtschaftliche Nutzflächen trägt 
zur Treibhausgasbildung bei (N2O). Die Auswaschung von N führt weiterhin zu einer 
Eutrophierung von oberirdischen Gewässern und dem Grundwasser. Weltweit wurden diese 
Probleme von Regierungen erkannt und Gesetze zum Schutz der Umwelt erlassen.  
Hohe Stickstoffeinträge in die Umwelt stellen ebenfalls in der Europäischen Union ein 
ernsthaftes Problem dar. In den letzten dreißig Jahren wurden deshalb diverse Richtlinien und 
Maßnahmenpakete verabschiedet, um die ökologischen Konsequenzen eines überhöhten 
Stickstoffeintrags zu vermindern. Keine der Maßnahmen zeigte jedoch bisher eine deutliche 
Verbesserung dieses Problems. In Deutschland steht insbesondere die Nitratverunreinigung des 
Grundwassers im Fokus. So wurde die Düngeverordnung in der Bundesrepublik im Mai 2020 
weiter verschärft um einer Anklage des Europäischen Gerichtshofs zu entgehen. Als Geldstrafe 
standen bis zu 850.000 € pro Tag im Raum.  Die Landwirtschaft befindet sich an einem 
Scheideweg. Es müssen dringend neue Strategien für eine umweltfreundliche 
Pflanzenproduktion entwickelt werden, um die Umweltauswirkungen der landwirtschaftlichen 
Pflanzenproduktion zu minimieren.  
Eine Lösung für eine kosteneffektivere und weniger umweltbelastende Pflanzenproduktion 
stellt Precision Farming (PF) dar. Die zentrale Aufgabe von PF ist die Anwendung verschiedener 
landwirtschaftlicher Betriebsmittel zur richtigen Zeit und am richtigen Ort.  
Einer der Hauptaspekte von PF ist die Anpassung der N-Ausbringung an die zeitliche und 
räumliche Variabilität innerhalb eines Schlags. Unterschiedliche Sensortechnologien ermöglichen 
es, die Feldvariabilitäten zu berücksichtigen: Die Technologien reichen von 
Bodenleitfähigkeitsmessungen über Kameras bis hin zur Spektralsensortechnik. Zur Anpassung 
der N-Düngung werden hauptsächlich Spektralsensoren eingesetzt. Im Allgemeinen sind 
Spektralsensoren berührungslose Sensoren und basieren auf dem Prinzip der 
elektromagnetischen Reflexion zwischen den Wellenlängen 300 nm und 2500 nm. Die Reflexion 
der Vegetation wird hauptsächlich durch ein niedriges Reflexionsvermögen im sichtbaren 
Spektrum (400 - 700 nm) und ein hohes Reflexionsvermögen im nahen Infrarotbereich (700 - 1000 
nm), charakterisiert. Diese Eigenschaft ermöglicht die Bestimmung der N Konzentration bei 
Pflanzen. Zwar korreliert der Chlorophyllgehalt eng mit der N Konzentration, jedoch kann der 
Chlorophyllgehalt auch durch Krankheit-, Trockenstress oder andere Nährstoffdefizite 
beeinflusst werden. Das gleichzeitige Auftreten verschiedener Stressfaktoren kann daher zu 




tatsächliche N-Konzentration in einer Pflanze zu messen, können Pflanzenmodelle genutzt 
werden, um den N-Bedarf zu berechnen.  
In den letzten dreißig Jahren wurden prozessorientierte Pflanzenwachstumsmodelle zur 
Analyse von Mindererträgen und zur Entscheidungshilfe entwickelt. Sie simulieren das 
Wachstum und die Entwicklung von Pflanzen auf der Grundlage von Wetter- und 
Managementbedingungen. Der Hauptnachteil dieser Modelle ist das intensive 
Kalibrierungsverfahren und die unterschiedliche Komplexität der Modelle, die selbst erfahrenen 
Anwendern Schwierigkeiten bereitet. Eine noch größere Herausforderung für Anwender ist die 
Kombination verschiedener Modelle in einem so genannten Multi-Model-Ansatz, durch den die 
Simulationsgenauigkeit weiter erhöht werden kann. 
Trotz der höheren Simulationsgenauigkeit können heterogene Bedingungen innerhalb des 
Schlags (abiotische und biotische Faktoren) nicht vom MM Ansatz berücksichtigt werden. Eine 
daraus resultierende Unsicherheit in der Entscheidungsfindung limitiert die Nutzung des MM 
auf dem landwirtschaftlichen Betrieb. Einige Forscher entwickelten deshalb einen Ansatz, der 
Daten aus Fernerkundungssensoren zur regelmäßigen Aktualisierung spezifischer 
Modellvariablen verwendet, um variable Feldbedingungen zu berücksichtigen. So kann die 
allgemeine Modellierungsgenauigkeit erhöht werden. Die Kopplung von Spektralsensoren und 
Pflanzenmodellierung als „Decision-Support-System“ für die Ausbringung von N erfordert eine 
zuverlässige und genaue Datenerfassung der N-Konzentration der Pflanze. Ob eine 
Unterscheidung zwischen Blattetagen und Blattposition bei der N-Bestimmung mittels Sensor 
notwendig ist, ist bisher unklar. Eine Anpassung des Pflanzenwachstumsmodells ist nur dann 
sinnvoll, wenn diese Frage geklärt ist und etwaige Messungen so als valide betrachtet werden 
können. 
Zur präzisen Simulation des Ertrags sind weitere Modellanpassungen für zusätzliche 
Stressfaktoren wie Blattkrankheiten erforderlich. Blattkrankheiten, vermindern den potentiellen 
Ertrag durch die Reduktion der fotosynthetisch aktiven Blattfläche und/oder durch den Entzug 
von Assimilaten. In der aktuellen DSSAT Versionen sind die Weizenpflanzenmodelle nicht in der 
Lage solche Infektionen zu berücksichtigen. Dies beschränkt die Verwendung der Modelle auf 
eine "Stickstoffempfehlung" bei „gesunden“ Szenarien.  
In dieser Arbeit wurde eruiert, ob mit Hilfe von Sensordaten und 
Pflanzenwachstumsmodellen eine N-Düngemittelstrategie abgeleitet werden kann, die in der 
Lage ist die ökologischen Belastung durch Düngung zu verringern. Dies umfasst die Evaluation 
folgender Fragestellungen: 
(i) Welchen Einfluss haben verschiedener Blattetagen und -positionen auf die Reflexion 
von Weizenpflanzen, die bei unterschiedlicher N-Ernährung und Trockenstress 
kultiviert wurden? 
(ii) Wie können Blattkrankheiten in das DSSAT-Weizenmodell integriert werden, damit 
die Auswirkungen der Blattkrankheit auf den Ertrag simuliert werden können? 
(iii) Kann die Modellierungsgenauigkeit durch ein automatisches Kalibrierungsverfahren 
in einem Multi-Modell-Ansatz in Winterweizen erhöht und der Subjektivitätsfaktor 




(iv) Wird die Gesamtmodelliergenauigkeit durch die Verwendung eines Multi-Modell-
Ansatzes Verbessert?  
Um die erste Fragestellung (i) zu evaluieren, wurden zwei hydroponische 
Gewächshausversuche durchgeführt (Publikation I). Im ersten Versuch wurden die N-
Düngermenge und die Wachstumsstadium für die Bestimmung der N-Konzentration variiert, 
während sich der zweite Versuch auf eine sekundäre Induktion von N-Mangel aufgrund von 
Trockenstress konzentrierte. Für jede Pflanze wurden Sensormessungen an drei Blättern 
(Blattetagen: L1, L2, L3) und an drei Positionen auf dem Blatt (P1, P2, P3) durchgeführt. Darüber 
hinaus wurde die N-Konzentration (%) der gesamten Pflanze durch chemische Laboranalysen 
bestimmt. Er schwankte zwischen 0,75 % und 4,88 %. Mit Hilfe von Spektrometermessungen (400-
1650 nm) wurden 16 Vegetationsindizes für jede Kombination von Blattetage und Position 
errechnet. Die N-Konzentration (%) wurde unter Verwendung jedes Vegetationsindexes für jede 
Blattetage und jede Position vorhergesagt. Für die Blätter L1 und L3 sowie für die Messposition 
auf P3 wurde im N-Versuch eine signifikant niedrigere mittlere Restfehlervarianz (MREV) 
gezeigt. Insgesamt wurde ein minimaler Unterschied der MREV zwischen den Blättern registriert, 
der jedoch nicht relevant war. Der Trockenstressversuch führte auch zu keinen signifikanten 
Unterschieden in der MREV zwischen den Blattetagen und Positionen. Weder die Position auf 
dem Blatt noch die Blattetage hatten einen Einfluss auf die Genauigkeit der Bestimmung der N-
Konzentration der Pflanze durch spektrale Reflexionsmessungen. Daher sind Messungen auf 
Bestandsebene ausreichend.  
Falls jedoch weitere Stressfaktoren wie Trockenheit oder Krankheitsbefall auftreten, kann 
nicht ausgeschlossen werden, dass eine Differenzierung zwischen verschiedenen Blattetagen 
notwendig ist. Die Blattkrankheit beginnt typischerweise an den älteren Blattetagen der Pflanze 
und steigt nach oben. Es gibt auch Berichte, dass sich die spektrale Reflexion im Laufe der 
Krankheitsentwicklung verändert, was eine Detektion erschwert, falls nicht zwischen den 
Blattetagen unterschieden wird.  
Eine Integration von Sensorinformationen in Pflanzenwachstumsmodellen erfordert die 
Anpassung von Modellvariablen. In der nächsten Fragestellung (ii) (Publikation II) wurde 
untersucht, wie Blatterkrankungen in ein DSSAT-Weizenmodell integriert werden können, um so 
die Auswirkungen von Blatterkrankungen auf den Ertrag zu simulieren. Eine Modellerweiterung 
wurde entwickelt, indem das bestehende DSSAT Weizenmodell um ein Krankheitsmodul 
erweitert wurde. Das Modul simuliert die Auswirkungen des Krankheitsbefalls auf die 
Photosynthese und den Blattflächenindex auf einer täglichen Basis. Der Ansatz wurde anhand 
eines zweijährigen Datensatzes aus Argentinien mit verschiedenen Weizensorten und 
unterschiedlichen Inokulumniveaus von Septoria tritici-Blotch (STB) getestet. Die Genauigkeit 
des simulierten Ertrags und des Blattflächenindex (LAI) wurde verbessert. Die Werte der 
mittleren quadratischen Wurzel (RMSE) für Ertrag (1144 kg ha-1) und LAI (1,19 m2 m-2) wurden 
um die Hälfte (499 kg ha-1) für Ertrag und LAI (0,69 m2 m-2) reduziert. Darüber hinaus wurde eine 
Sensitivitätsanalyse mit verschiedenen Krankheitsfortschrittskurven für den Blattflächenindex 
und den Ertrag mit Hilfe eines Datensatzes aus Deutschland durchgeführt. Die 




Beziehung mit zunehmendem Infektionsgrad (0-70%) genau zu reduzieren. Das erweiterte 
Modell stellt somit eine Möglichkeit dar, STB-Infektionen standortspezifisch in Verbindung mit 
verfügbaren Sensordaten zu simulieren. 
Darüber hinaus könnte die Modellierungsgenauigkeit durch die Verwendung eines MM-
Ansatzes weiter verbessert werden. Die Modellierungsgenauigkeit wird so insbesondere bei 
extremen Wetterbedingungen erhöht. Die DSSAT 4.7-Version umfasst drei Weizenmodelle, 
welche die gleichen Inputsfiles verwenden und somit geeignet für einen MM-Ansatz sind. Die 
gleichzeitige Verwendung mehrerer Modelle erhöht die Komplexität der Simulation und des 
damit verbundenen Kalibrierungsverfahrens, insbesondere wenn der Benutzer nicht mit allen 
Modellen vertraut ist.  
Um dieses Problem zu lösen, wurde in Publikation III ein automatisiertes 
Kalibrierungsprogramm entwickelt und getestet. Die dritte Fragestellung (iii) untersuchte, ob 
objektive Kalibrierungsergebnisse gewährleitet werden könnten, wenn die „cultivar coefficients“ 
im Modell auf der Basis  des RMSE von time-seris Daten optimiert wurden. Darüber hinaus sollte 
das Potenzial für MM-Ansätze zur Entscheidungsunterstützung verwendet werden. Die 
Modellkalibrierung wurde an einem vierjährigen N-Weizendüngeversuch (0 - 240 kgN ha-1) in 
Südwestdeutschland durchgeführt. Es zeigten sich zufriedenstellende Ergebnisse für die 
Kalibrierung (d-Index 0,93) und den Evaluierungsdatensatz (d-Index 0,81).  
Schließlich (iv) wurde zusätzlich in Publikation III der MM-Ansatz verschiedener Jahre 
miteinander verglichen. In den meisten Fällen verbesserte sich die Modellierungsgenauigkeit 
durch die Verwendung mehrerer Modelle. Insbesondere in der Trockenperiode 2018 zeigte der 
MM-Ansatz eine höhere Modellierungsgenauigkeit für den Ertrag (d-Index 0,61) im Gegensatz zu 
einer einzelnen Simulation von CERES (d-Index 0,34) und Cropsim (d-Index 0,39). Dies 
untermauert den Vorteil eines MM-Ansatzes. Durch die Kombination unterschiedlicher Modelle 
werden Simulationsunsicherheiten kompensiert. 
Basierend auf der Kombination eines MM-Ansatzes und der Einbeziehung von Sensordaten 
wurde ein „Nitrogen Application Prescription System“ (NAPS) entwickelt. Dieses System 
ermöglicht Modellanpassungen für unterschiedliche vom Sensor generierte 
Pflanzeninformationen. Die Anpassungen können durch „model adjustment“, „model 
recalibration“ und „model forcing“ erfolgen. Pflanzen-N-Konzentration und Trockenstress 
sollten über den Ansatz der „model recalibration“ durch die Anpassung der Bodenparameter in 
das Modell integriert werden, während die Krankheitsintegration eine Kombination aus „model 
adjustment“ und „model forcing“ erfordert.  
Eine Voraussetzung für das NAPS-Konzept ist das Vorhandensein von Langzeit-Daten 
(Ertrag, Klima- und Bodenbedingungen), um eine korrekte MM-Kalibrierung zu gewährleisten. 
Nach der Kalibrierung werden die Bedingungen der aktuellen Wachstumssaison (Wetter, 
Managementinformationen) bis zum Düngetermin benötigt. Anschließend berechnet das NAPS 
basierend auf Fernerkundungsinformationen und simulierten Wetterbedingungen verschiedene 
Düngeszenarien. Ökonomische und ökologische Kriterien bestimmen die richtige Düngemenge. 
Auflagen zu Grundwasserschutzzonen können ebenfalls in den Auswahlprozess für die N 




arbeiten, indem es die Bodenparameter berücksichtigt. So kann unter Beachtung der 
Feldvariabilität eine standortspezifische N-Ausbringung gewährleistet werden. Ein wesentlicher 
Nachteil der Anwendung des NAPS-Konzepts ist das komplexe Setup, welches Spezialwissen 
erfordert und für einen normalen Landwirt kaum realisierbar ist. Zudem kann die enorme 
Rechenzeit des Online-N-Applikationssystems die Fahrzeuggeschwindigkeit einschränken. Der 
Wechsel zu einem Offline-Ansatz.  
Zusammenfassend zeigt sich, dass NAPS das Potential besitzt, die Düngung an ökonomische 
und ökologische Faktoren anzupassen, indem es aktuelle Sensordaten, historische 
Ertragsaufzeichnungen und zukünftige Wettervorhersagen zur Ermittlung einer präziseren N-
Ausbringung nutzt. Das Konzept schafft so die Möglichkeit, die nachteiligen Auswirkungen einer 
Überdüngung zu begrenzen, so dass eine umweltfreundlichere landwirtschaftliche Produktion 
gewährleistet wird. 
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