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This project analyses the structural instability known as buckling, both from a displacement and energy
point of view. In order to do so, first of all, a time integration method is implemented and checked to be
properly functioning. Next, a mass-spring-damper model is modified to accurately represent the behaviour
of a buckling system. This system is later on studied both using a displacement-controlled and a force-
controlled analysis, as each one offers different outcomes. Besides, once these studies have been carried
out, an analysis of a chain of multiple springs will be performed, as it could represent the behaviour of a
more complex structure such as shape memory alloys. The results obtained in this project coincide with the
ones expected, both in terms of energy dissipation and displacement. In the force-controlled analysis the
snap-through phenomena is shown, meanwhile the snap-back phenomena takes place in the displacement-
controlled analysis. Besides, the chain of multiple springs does indeed represent the pseudoelasticity shown
in the stress-strain diagram of SMART materials such as Nitinol. To sum up, it has been found that rather
than being only avoided as it is an indicative of instability, the buckling phenomena and the post-buckling
behaviour might actually have some useful applications.
Este proyecto analiza la inestabilidad estructural conocida como pandeo, centrándose en ambos el estudio
energético y la evolución del desplazamiento. Para llevar a cabo dicho análisis, en primer lugar un método
de integración temporal es implementado, y se corrobora su correcto funcionamiento. A continuación, un
modelo masa-resorte-amortiguador es modificado para representar de forma precisa el comportamiento de
un sistema bajo pandeo. Este sistema es estudiado utilizando ambos, un análisis bajo fuerza controlada y
otro bajo desplazamiento controlado, ya que cada uno debería ofrecer resultados diferentes. Además, una
vez dichos estudios se hayan realizado, una cadena de múltiples muelles consecutivos es analizada, ya que
podría representar el comportamiento de estructuras más complejas como las aleaciones con memoria de
forma. Los resultados obtenidos en este proyecto coinciden con los esperados, tanto en términos energéticos
como en el desplazamiento. En el análisis con fuerza controlada se muestra el fenómeno conocido como
snap-through, mientras que el fenómeno llamado snap-back se manifiesta en el análisis con desplazamiento
controlado. Asimismo, la cadena hecha de varios muelles representa la superplasticidad mostrada en el
diagrama de tensión-deformación de un material inteligente como por ejemplo el Nitinol. En conclusión,
ha sido demostrado que, en lugar de ser evitado ya que es un indicativo de inestabilidad, el fenómeno del
pandeo y el comportamiento que lo sigue puede tener aplicaciones útiles.
1.2 Aim of the project
– Understanding of a meta-stable/bi-stable material behaviour (both in energy and displacement fields).
– Plausible applications of meta-stable/bi-stable elements.
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1.3 Scope
– Modal analysis of a both a free vibration (undamped and damped) as well as a forced vibration
(damped).
– Implementation of two time integration methods (Runge Kutta and Newmark) and its validation
using the modal solution developed previously.
– Reliability of the time integration methods using a non-linear spring (exponential spring).
– Forced-controlled analysis of a mass-spring-damper model simulating a meta-stable/bi-stable ele-
ment (displacement and energy results).
– Displacement-controlled analysis of a mass-spring-damper model simulating a meta-stable/bi-stable
element (displacement and energy results).
– Analysis of a meta-stable/bi-stable element chain.
1.4 Requirements
– Snap-through and snap-back phenomena representation using the simulated mass-spring-damper
model.
– Energy dissipated during an hysteresis cycle (loading-unloading).
– Behaviour of a chain made of bi-stable/meta-stable elements.
1.5 Justification and utility
Buckling has always been avoided as it is an indicative of a collapsing structure. However, this new stand-
point in which a structure made of buckling elements can present more than one stable state is really
promising. [1]
Despite being on early stages of its development, buckling induced structures have already been imple-
mented in both relatively simple structures [2] [3] and more complex ones [4], such as morphing wings. [5]
[6]
Focusing on the later, an aircraft wing is put under multiple loading situations during a flight. In order
to make the structure the most effective possible, moving parts have been implemented such as flaps.
Nonetheless, these moving structures require high-level engineering and they have a costly maintenance.
A wing capable of changing its shape mid-flight depending on the load conditions would be a major leap
in the aircraft industry. Furthermore, it would suppose the end of these expensive mobile structures.
Moreover, it has been studied [7] that a bi-stable/meta-stable chain could potentially represent the be-
haviour of SMART materials such as Nitinol [8], both in terms of super elasticity and shape memory. There-
fore, in this project it will be attempted to recreate this behaviour.
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2 Development
2.1 State of the art
To begin with, in the latest years there has been a change on the perspective of structural instabilities (such
as buckling, wrinkling and phase transformation). In this case the focus will be placed on the buckling
instability. Buckling has always been avoided during the development of a structure, but recently this
behaviour has been determined as favorable in certain scenarios. What once was not given much attention,
now is being thoroughly studied.
This newly arisen trend is focused on studying nonlinear materials, also called SMART materials or meta-
materials [9]. These materials present meta-stable or bi-stable structural elements, which means that they
have multiple stable positions or two stable positions, respectively. To illustrate the bi-stable behaviour, a
simple buckling example is explained below.
Imagine a clamped beam of longitude d in a gap of width L, being d greater than L (d > L). In this situation
the beam would show a buckling behaviour as depicted in Figure 1
Figure 1: Depiction of a buckled beam. Extracted from [10]
If a constantly increasing force F is applied on the middle of the beam, the beam would eventually snap to
the down position in a sudden way. If the force is then gradually removed, the beam doesn’t return to its
original placement (the first stable position) and remains in the down position (the second stable position).
These two stable positions are shown in the image below.
Figure 2: Representation of the two stable states that a buckled beam presents, the upper and the lower
ones. Extracted from [10]
This behaviour brings up multiple fields in which the use of bi-stable (and meta-stable) materials would be
very beneficial. Until now, post-buckling response has never been considered important as it was thought
to not offer any practical applications (as it highly depends on the initial conditions). However, in the
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elastic region, structures are capable of quickly snapping from its initial position to a buckled state. Both
the sudden change in position and the energy released during this change are useful features for SMART
applications. Therefore, the use of the buckling phenomena is mainly split between two: energy-related
applications and motion-related applications.
The former can be once again split into two: energy generation and energy dissipation. On the one
hand, the energy released during a buckling phenomena can be then used to design sensors for micro-
electromechanical systems and energy harvesters. On the other hand, the dissipated energy phenomena
that takes place during a buckling event might be useful to design dampers, absorbers and isolators.
The latter is based on the quick change in position that happens in snap-through. A small perturbation in
a structure made up of multiple buckling elements can produce a drastic change on the overall structure
geometry.
The internal force evolution during the snap produced in the clamped beam explained above is depicted
below, in Figure 3.
Figure 3: Equilibrium paths for nonlinear and bifurcation buckling. Extracted from [11]
As it can be seen, the internal force behaves similar to a polynomial function of grade 3. It reaches up
to a maximum point (critical point) and then decreases to a minimum value, followed again by another
increase.
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The difference between a meta-stable mechanism and a bi-stable mechanism is that, in the former, the
lowest value of the internal force is positive, meanwhile in the latter the lowest value of the internal force
is positive. [12] [2] This difference is shown in Figure 4.
Figure 4: (a) Schematic representations for the force–displacement (F–d) behavior and change of potential
energy (U) as function of displacement for a bi-stable mechanism, and for (b) a meta-stable mechanism.
Extracted from [2]
An assembly of bi-stable elements offer morphing structures, which have two stable states. An example of
these morphing structures can be seen in Figure 5.
Figure 5: Figures a) and b) show the bi-stable element the system is made up of. Figures c) and e) show the
two stable positions, being d) the transitory state. Extracted from [13]
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2.2 Proposed approach and alternative choice







Figure 6: Simple mass-spring-damper system
From here, firstly a modal analysis of the most simple cases will be performed. Once this is done, two time-
integration methods using MATLAB software will be developed (Runge-Kutta and Newmark), and their
results will be compared with the ones obtained from the modal solution, in order to check the reliability
of this integration methods.
Secondly, a system with a non-linear spring (exponential) will be analyzed using both time integration
methods, in order to prove that they work in non-linear scenarios.
Thirdly, a piecewise spring will be developed in order to resemble the one shown in Figure 3. This spring
is shown in the following section.
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2.2.1 Piecewise linear spring
The developed piecewise linear spring will have the following behaviour: the internal force will grow up
to a point (Fmax) at which it will start decreasing until it reaches a lower value (Fmin) and from there it will




k0 · x 0 ≤ x < xmax
Fmax − k0 · (x− xmax) xmax ≤ x < xmin
Fmin + k1 · (x− xmin) xmin ≤ x
(1)
Whether the system will be classified as meta-stable or bi-stable depends on the lower value of the force








Figure 7: Piecewise spring behaviour
After this, a study of a system implementing the piecewise linear behaviour will be performed, both in
force-controlled and displacement-controlled scenarios. Both studies are being done as in the former the
snap-through phenomena will be shown, while in the later the snap-back will be displayed. [15]
Finally, to conclude, a chain of multiple springs will be analyzed (displacement-controlled analysis).
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3 Development of the proposed solution
First of all, a simple mass-spring-damper model will be studied using MATLAB software to work out its
response in time. Three different conditions will be considered, as shown in figure 8. Each one of these
cases will be analyzed using a modal analysis, followed by a time integration.
(a) Free undamped vibration (b) Free damped vibration
(c) Forced (harmonic force) damped vibration
Figure 8: Mechanical schemes of the three different conditions under which the system will be analyzed
3.1 Modal Analysis
First of all, a modal analysis will be performed in order to verify the accuracy of the time integration meth-
ods used along this project.
3.1.1 Case 1: Free undamped vibration
The equation of motion that describes the conditions in Figure 8a is as follows
mẍ = −kx (2)
Using an harmonic solution with the form
x(t) = Xeωit = Xest (3a)
ẋ(t) = Xωieωit = Xsest (3b)
ẍ(t) = −Xω2eωit = Xs2est (3c)
By replacing Equation 3a and Equation 3c in the equation of motion Equation 2, and reorganizing the
equation terms, the following is obtained.
Xest(k + ms2) = 0 (4)
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As s = ωi, then ω = ±
√
k
m , being these the natural frequencies of the system (ωn). The solution of
Equation 2 is the sum of the contributions of each mode (the positive and negative one).
x = X1eωnit + X2e−ωnit (6a)
ẋ = ωni(X1eωnit − X2e−ωnit) (6b)
To determine the values of X1 and X2 the initial conditions are applied (t = 0), both for the position and the
velocity. Therefore the following system of equations is obtained.
x0 = X1 + X2
ẋ0 = ωni(X1 − X2)
(7)







Alternately, the values of X1 and X2 can be expressed in the exponential form (X = Aeiβ). To do so, first of
















































Therefore, taking into account the trigonometry identities (sin [−a] = − sin a, cos [−a] = cos a) and Euler’s
identity (eθi = cos θ + i sin θ), Equation 3a can be rewritten as
x = Aeiβeiωnt + Ae−iβe−iωnt = 2A cos (ωn + β) (10)
To finish with, the solution to the free undamped system is











3.1.2 Case 2: Free damped vibration
The equation of motion that describes the conditions in Figure 8b is as follows.
mẍ = −kx− cẋ (12)
Using an harmonic solution with the shape
x(t) = Xeωit = Xest (13a)
ẋ(t) = Xωieωit = Xsest (13b)
ẍ(t) = −Xω2eωit = Xs2est (13c)
By replacing Equation 13a, Equation 13b and Equation 13c in the equation of motion Equation 12, and
reorganizing the equation terms, the following is obtained.
Xest(k + cs + ms2) = 0 (14)




























− 1 = −ζωn ±ωn
√
ζ2 − 1 (16)
Where









Three possible outcomes are possible depending on the sign of the radicand.
– Underdamped vibration if
( c
2m
)2 − km < 0 =⇒ ζ < 1
– Critically damped vibration if
( c
2m
)2 − km = 0 =⇒ ζ = 1
– Overdamped vibration if
( c
2m
)2 − km > 0 =⇒ ζ > 1
The only system that actually vibrates is the underdamped one, being it the most common.
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3.1.2.1 Underdamped vibration
In this case, ζ < 1, therefore the solutions from Equation 16 can be rewritten as:
s1,2 = −ζωn ±ωn
√
ζ2 − 1 = −ζωn ± iωn
√
1− ζ2 = −ζωn ± iωd (17)
Where:
ωd is the damped natural frequency ωd = ωn
√
1− ζ2
In a similar way as the one explained in section 3.1.1, by using the solutions proposed in Equation 17, and
replacing them in Equation 13a, the following is obtained.
x(t) = X1e(−ζωn+ωdi)t + X2e(−ζωn−ωdi)t = e−ζωnt(X1eωdit + X2e−ωdit) (18a)
ẋ(t) = (−ζωn + ωdi)X1e(−ζωn+ωdi)t + (−ζωn −ωdi)X2e(−ζωn−ωdi)t (18b)
Again, to determine the values of X1 and X2 the initial conditions are applied (t = 0), both for the position
(Equation 18a) and the velocity (Equation 18b). Therefore the following system of equations is worked out.
x0 = X1 + X2
ẋ0 = (−ζωn + ωdi)X1 + (−ζωn −ωdi)X2 = −ζωn(X1 + X2) + ωdi(X1 − X2)
(19)












The values of X1 and X2 can be expressed in the exponential form (X = Aeiβ). To do so, first of all the



















2 + (ẋ0 + ζωnx0)2
4ω2n







2 + (ẋ0 + ζωnx0)2
4ω2n




Therefore, taking into account the trigonometry identities (sin [−a] = − sin a, cos [−a] = cos a) and Euler’s
identity (eθi = cos θ + i sin θ), Equation 13a can be rewritten as
x = e−ζωnt(Aeβieωdit + Ae−βie−ωdit) = 2Ae−ζωnt cos (ωdt + β) (22)
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To finish with, the solution to the free underdamped system is
x(t) = 2Ae−ζωnt cos (ωdt + β) (23)
Where
A =
√√√√ (x0ωd)2 + (ẋ0 + ζωnx0)2
4ω2d
β = arctan− ζωnx0 + ẋ0
x0ωd
3.1.2.2 Critically damped vibration
In this case, ζ = 1, therefore Equation 16 only has a unique solution, being it
s1,2 = −ζωn ±ωn
√
ζ2 − 1 = −ωn (24)
Again, by replacing the solution proposed in equation Equation 24 in Equation 13a and Equation 13b, the
following is obtained
x(t) = X1e−ωnt + X2e−ωnt (25a)
ẋ(t) = −ωnX1e−ωnt −ωnX2e−ωnt (25b)
However, this solution implies that the initial velocity (ẋ0) must be different from 0. Actually, the initial
velocity can be different than 0, therefore an alternative solution is proposed, which has the following
shape
x(t) = te−ωnt (26a)
ẋ(t) = e−ωnt −ωnte−ωnt = e−ωnt(1−ωnt) (26b)
ẍ(t) = −ωne−ωnt(1−ωnt)−ωne−ωnt = e−ωnt(ω2nt− 2ωn) (26c)
Which also satisfy the equation of motion asociated to a free damped system (Equation 14). Therefore, the
solution of this problem must be a combination of both of them e−ωnt and te−ωnt
x(t) = Ae−ωnt + Bte−ωnt = (A + Bt)e−ωnt (27a)
ẋ(t) = Be−ωnt −ωn(A + Bt)e−ωnt = (B− Bωnt− Aωn)e−ωnt (27b)
To determine the values of A and B, the initial conditions (t = 0) are applied
x0 = A
ẋ0 = B− Aωn
(28)
Therefore:
A = x0 B = ẋ0 + x0ωn
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To finish with, the solution to the critically damped system is
x(t) = (A + Bt)e−ωnt (29)
Where
A = x0
B = ẋ0 + x0ωn
3.1.2.3 Overdamped vibration
In this case, ζ < 1, therefore Equation 15 yields two real solutions:
s1,2 = −ζωn ±ωn
√
ζ2 − 1 (30)




















To determine the values of X1 and X2, the initial conditions are applied
x0 = X1 + X2
ẋ0 = −ζωn(X1 + X2) + ωn
√
ζ2 − 1(X1 − X2)
(32)
By solving the previous system of equations, the following values are obtained:
X1 =


































3.1.3 Case 3: Forced (harmonic force) damped vibration
The equation of motion that describes the conditions in Figure 8c is as follows
mẍ = −cẋ− kx + f (34)
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Being F an harmonic force with the shape of f = F cos ω f t = Fe
iω f t
Using an harmonic solution with the form
x(t) = Xe(ωt+δ)i (35a)
ẋ(t) = Xωie(ωt+δ)i (35b)
ẍ(t) = −Xω2e(ωt+δ)i (35c)
By replacing Equation 35a, Equation 35b and Equation 35c into the equation of motion (Equation 34) the
following is obtained (considering ω = ω f , as the force will ultimately drive the oscillator)








(cos (−δ) + i sin (−δ))
(36)
Gathering the real and imaginary parts of the RHS and the LHS of Equation 36, the following is obtained









By squaring both equations, and adding them, the following is obtained, from which the value of X is













=⇒ X = F
m
√








=⇒ δ = arctan
−2ζωnω f
ω2n −ω2f
However, this solution is only valid during the steady state. At t = 0, the mass behaviour will be different
than this, which we call the transient state. To study the transient state, the homogeneous solution of the
differential equation must be also included. This solution will depend on which kind of damped system
we have (underdamped, overdamped or critically damped). In the following section, we are going to focus
on the underdamped situation.
3.1.3.1 Underdamped
In this case, by taking into account the solution proposed in paragraph 3.1.2.1, the following is obtained
x(t) = X cos (ω f t + δ) + Be−ζωnt cos (ωdt + β) (38a)
ẋ(t) = −ω f X sin (ω f t + δ)− ζωnBe−ζωnt cos (ωdt + β)−ωdBe−ζωnt sin (ωdt + β) (38b)
To determine the values of B and β, the initial conditons (t = 0) are applied
x0 = X cos (δ) + B cos (β)








ẋ0 + ω f X sin (δ)




x0 − X cos (δ)
cos (β)
To sum up, the time response of a driven underdamped system is














ẋ0 + ω f X sin (δ)








A 4th order Runge-Kutta [16] method is used to work out the time integration, as well as an implicit New-
mark method [17][18]. These methods are explained in the following sections.
3.2.1 4th order Runge-Kutta time integration
ẍ + aẋ + bx = f (t) =⇒ v̇ + av + bx = f (t)
By definition:
dx = v dt
dv = v̇ dt = ( f (t)− av− bx) dt = F(x, v, t) dt
And this method is based on these parameters:





































dx4 = h(v + dv3) dv4 = hF
(
xn + dx3, vn + dv3, tn + h
)
dx =
dx1 + 2dx2 + 2dx3 + dx4
6
dv =
dv1 + 2dv2 + 2dv3 + dv4
6
x(tn + h) = x(tn) + dx v(tn + h) = v(tn) + dv
Being h the time step.
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3.2.2 Newmark’s Implicit method
The equations used in this method are the followings:






ẍnh2 + βẍn+1h2 (41)





cẋn+1 + f (xn+1)− Fn+1
]
(43)
This method is unconditionally stable for β = 14 and γ =
1
2 The algorithm to perform Newmark’s implicit
method is as follows:
i) Take an arbitrary value of ẍn+1.
ii) Work out the values of xn+1 and ẋn+1 using Equation 41 and Equation 42 respectively.
iii) Calculate the value ẍn+1 using the equation of motion (Equation 43).
iv) Check if the initial value from step i) and the value calculated in step iii) are the same. If so, the
process has finished and the next time step is analyzed. If not, we return to step i) but this time the
guessed value is the one worked out in step iii).
As it can be seen, to begin the iterations the value of the acceleration at t = 0 (ẍ0) must be known. This
value can be worked out using Equation 43 with the initial conditions (x = x0, v = v0, t = 0).
3.2.3 Error and convergence
To check for proper convergence, different values of h (time steps) will be used in the simulations. Then,
the last position value of the system will be compared to the modal solution, calculating the absolute and
relative error as follows:





3.2.4 Case 1: Free undamped vibration
The equation of motion that describes the conditons in Figure 8a is as follows:
mẍ + kx = 0 =⇒ ẍ = − k
m
x =⇒ v̇ = − k
m
x
Therefore, our F(x) = − km x. With the following problem conditions:
m = 4 kg, k = 100 N m−1, x0 = 2 m, ẋ0 = 0 m s−1
And by using the algorithm from Appendix A.1, the following results are obtained, comparing them with
the modal solution in Figure 9.














Figure 9: Comparison of the results obtained using Range Kutta and the Newmark Implicit method
(h = 0.00001 s) with the modal solution
In the following table, the convergence of the method is shown.
Time step, h (s)
Runge Kutta










0.1 0.01 0.93 0.1 1.41 92.47
0.00001 3.84 · 10−14 3.52 · 10−12 0.00001 3.01 · 10−4 0.02
Table 1: Absolute and relative error
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3.2.5 Case 2: Free damped vibration
The equation of motion that describes the conditons in Figure 8b is as follows:













With the following problem conditions:





= 0.125 < 1
And by using the algorithm from Appendix A.2, the following results are obtained, comparing them with
the modal solution in Figure 10.














Figure 10: Comparison of the results obtained using Range Kutta and Newmark method (h = 0.00001 s)
with the modal solution.
In the following table, the convergence of the method is shown.
Time step, h (s)
Runge Kutta










0.1 1.87 · 10−5 0.19 0.1 4.39 · 10−4 4.54
0.00001 1.23 · 10−16 1.27 · 10−12 0.00001 8.61 · 10−7 0.01
Table 2: Absolute and relative error
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3.2.5.2 Critically damped vibration
With the following problem conditions:






And by using the algorithm from Appendix A.3, the following results are obtained, comparing them with
the modal solution in Figure 12.














Figure 11: Comparison of the results obtained using Range Kutta and Newmark method (h = 0.00001 s)
with the modal solution.
In the following table, the convergence of the method is shown.
Time step, h (s)
Runge Kutta










0.1 1.86 · 10−9 4.87 · 10−4 0.1 7.67 · 10−4 76.85
0.00001 1.71 · 10−16 1.71 · 10−11 0.00001 1.98 · 10−5 1.98
Table 3: Absolute and relative error
22
3.2.5.3 Overdamped vibration
With the following problem conditions:





= 1.25 > 1
And by using the algorithm from Appendix A.4, the following results are obtained, comparing them with
the modal solution in Figure 12.














Figure 12: Comparison of the results obtained using Range Kutta and Newmark method (h = 0.00001 s)
with the modal solution.
In the following table, the convergence of the method is shown.
Time step, h (s)
Runge Kutta










0.1 6.01 · 10−10 4.07 · 10−5 0.1 3.17 · 10−4 21.52
0.00001 5.64 · 10−17 3.82 · 10−12 0.00001 2.49 · 10−5 1.69
Table 4: Absolute and relative error
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3.2.6 Case 3: Forced underdamped vibration
The equation of motion that describes the conditions in Figure 8c is as follows:
















cos (ω f t)




m cos (ω f t). With the folowwing problem conditions:
m = 1 kg, k = 4 N m−1, c = 0.5 N s m−1, F = 2 N, ω f = 1.5 rad s−1, x0 = 2 m, ẋ0 = 0 m s−1
And by using the algorithm from Appendix A.5, the following results are obtained, comparing them with
the modal solution in Figure 13.














Figure 13: Comparison of the results obtained using Range Kutta and Newmark method (h = 0.00001 s)
with the modal solution.
In the following table, the convergence of the method is shown.
Time step, h (s)
Runge Kutta










0.1 1.22 · 10−5 0.01 0.1 0.2 75.89
0.00001 1.82 · 10−14 6.91 · 10−14 0.00001 1.95 · 10−5 0.01
Table 5: Absolute and relative error
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3.3 Exponential spring analysis
Now a new case will be studied. In this one, the spring will have a non-linear behaviour, in order to verify
that the time integrations developed in the previous section properly work, resulting the equation of motion
for Figure 8c as follows:
mẍ + cẋ + f (x) = F
Where








In both methods the time step used is 0.00001 seconds (h = 0.00001 s).
To apply the Runge-Kutta method, first of all the F(x, v, t) must be identified. In this case:










+ F cos (ω f t)
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3.3.1.1 Free damped vibration
Using the algorithm from Appendix A.6, with the following problem conditions:
m = 1 kg k = 4 N m−1 c = 0.5 N s m−1 x0 = 2 m v0 = 0 m s−1
The results shown below are obtained.













(a) Time response with a non-linear k ( f0 = 1 N)













(b) Time response with a non-linear k ( f0 = 4 N)
Figure 14: Time response with a non-linear k, both with the Runge-Kutta and the Newmark time
integration method
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3.3.1.2 Forced damped vibration
Using the algorithm from Appendix A.7, with the following problem conditions:
m = 1 kg k = 4 N m−1 c = 0.5 N s m−1 x0 = 0 m v0 = 0 m s−1 F = 2 N ωF = 1.5 rad s−1
The results shown below are obtained.














(a) Time response with a non-linear k ( f0 = 1 N)













(b) Time response with a non-linear k ( f0 = 4 N)
Figure 15: Time response with a non-linear k, both with the Runge-Kutta and the Newmark time
integration method
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3.4 Controlled force analysis
In this section the spring will have a piecewise linear behaviour as shown in Figure 7, roughly simulating
the real behaviour of the snap-through phenomena. The external force will grow at a constant rate (vF) as





Figure 16: External force application
Additionally, a really small value of vF must be taken in order to ensure that the problem can be considered
a quasi-static one. In this case the period of the system (T =
√
m/k0) will be used as the critical value, having
to be the vF lower than it. Therefore the equation of motion in this case is as follows:
mẍ + cẋ + Fint(x) = Fext(t)
3.4.1 Meta-stable behaviour
In this case the minimum value of the internal force (Fmin) is still positive. Using the following problem
values, as well as the MATLAB code from Appendix A.8
m = 1 kg k0 = 4 N m−1 k1 = 2 N m−1 c = 0.5 N s m−1 Fmax = 10 N Fmin = 2 N v f = T/100
And being the initial conditions x0 = 0 m and v0 = 0 m s−1, the following results are obtained
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(a) Displacement time response of the mass














(b) Velocity time response of the mass
0 2 x
1















(c) Internal force evolution as a function of the displacement
Figure 17: Behaviour of the system using a piecewise linear spring (meta-stable)
By zooming in the circle drawn on Figure 17a, the following plot is obtained.
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Figure 18: Zoom into the green zone from Figure 17a
Several conclusions can be extracted from these results.
– Both integration methods yield similar results (Figure 18), meaning that the time integration has been
properly performed.
– The velocity during all the simulation is negligibly, only spiking when sudden position change takes
place.
– The points at which the internal force reaches the established maximum value (Fint = Fmax) - which
can be seen in Figure 17c, points x1 and x2 - are the ones at which the system stabilize before and after
the position change, as can be seen in Figure 18
To follow with, several simulations have been performed using different damping values (c), ranging from
underdamped to overdamped, including the critically damped value. The code used to perform this sweep
analysis is Appendix A.9.





















Figure 19: Time integration results using multiple damping ratios (Newmark Method, h = 0.0001 s)
As it can be seen in Figure 19, the transition from x1 to x2 loses its vibratory behaviour as the damping ratio
increases, up to c = 2.48 N s m−1, which is the critical value and causes the smoothest switch. From here,
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if the value of c is increased the system has an overdamped transition. Let’s focus now on the critically
damped case. Comparing Figure 17b with Figure 20, it can be seen that while in the former the velocity
peak oscillates a little bit, in the later it does not.














Figure 20: Time evolution of the mass velocity in the critically damped case.
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3.4.1.1 Load-unload problem
In this subsection the behaviour of the system will be studied under a whole load-unload cycle. The external
force will reach a maximum value and from there it will start decreasing at the same pace that it did during
the loading period. The code used to perform this analysis can be found in Appendix A.10.












(a) Displacement of the mass under a load-unload situation













(b) Velocity of the mass under a load-unload situation
Figure 21: Behaviour of the system using a piecewise linear spring under a load-unload problem
(Newmark Method,h = 0.0001 s)
Figure 21a represents the displacement along all the simulation, growing the external force from t = 0 s
to t = 2400 s, and decreasing from the later point until it reaches 0 again at t = 48000 s. As it can be
seen, a similar phenomena (circled in red) happens during the unloading process to the one that has been
explained in the section above. Let’s focus now on these two circles.
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First of all there’s the loading process (green circle, Figure 21a), depicted below.
(a) Internal force.















(b) Sudden position change.
Figure 22: Behaviour of the system during the loading process
As it is shown, and has been explained before, the values before and after the sudden position change (x1
and x2) coincide with the ones represented in Figure 22a. Secondly, there is the unloading process (red
circle, Figure 21a).
(a) Internal force.

















Figure 23: Behaviour of the system during the unloading process
A similar phenomena takes place during the unloading process. When the internal force reaches the mini-
mum value (Fmin) another snap-through takes place. Again, the values before and after the switch (x3 and
x4, represented in Figure 23b) are the same as the ones at which the internal force value is equal to the
minimum one established (Figure 23a).
To finish with, as it can be seen in Figure 21b, the velocity is 0 during all the process, except when the
snap-through takes place. In order to smooth both switches the value of the damper has been changed
to a critically damped one: during the loading process c = 2 ·
√
mk1 while during the unloading process
c = 2 ·
√
mk0. Nonetheless, there isn’t much difference between these two as k1 and k0 are quite similar.
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3.4.1.2 Energy dissipation
Taking the loading-unloading problem explained above as the starting point, an energy analysis is per-
formed in this section. To better represent the energy dissipation during this process, the external force is
plotted against the displacement in the following figure.
Figure 24: Hysteresis cycle of the system
The area compressed between the loading and unloading curve equals the energy dissipated. This area
equals:
A = A1 + A2 =
(4.5− 0.5) · (10− 2)
2
+
(8.5− 2.5) · (10− 2)
2
= 16 J + 24 J = 40 J
This value is related with the damping of the system. To check this relation, the motion equation is taken
as starting point, and it is multiplied by the velocity on both sides.
mẍ + cẋ + Fint(x) = Fext(t) −→ mẍẋ + cẋ2 + Fint(x)ẋ = Fext(t)ẋ
By replacing the new terms using energy values (U kinetic energy, Ed dissipated energy, Eint internal energy,










































Whenever this integrals have to be performed, the trapezoidal method is used.
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3.4.1.2.1 Loading
To energetically analyze the loading process, the 4 integrals showed above will be calculated between t = 0
and t = tlim, being tlim the time instance at which the external force reaches 12 N. The values of the internal
and external energy can be worked out by calculating the area below the graphics Fint(x) (red one) and
Fext(x) (blue one) respectively (Figure 25).
Aint = 59.5 J Aext = 83.5 J Ad = Aext − Aint = 24 J



























0 Fext(x)ẋ dt −→ Eext = 83.51 J
As it can be seen, the values obtained using the trapezoidal rule are quite similar to the ones expected (the
internal energy perfectly matches the area value calculated above, and the external energy only differs by




To energetically analyze the unloading process, the 4 integrals showed above will be calculated between
t = tlim and t = tend, being tlim the time instance at which the external force reaches 12 N, and tend the
instance at which the external force reaches 0 N. The values of the internal and external energy can be
worked out by calculating the area below the graphics Fint(x) (red one) and Fext(x) (blue one) respectively
(Figure 26).
Aint = 59.5 J Aext = 43.5 J Ad = Aint − Aext = 16 J












































Fext(x)ẋ dt −→ Eext = 43.51 J
As it can be seen, the values obtained using the trapezoidal rule are quite similar to the ones expected (the
internal energy perfectly matches the area value calculated above, and the external energy only differs by
0.01 J). Furthermore, the energy dissipated - Ed - coincides with the value expected - Ad - (being the relative
error 0.04 %).
Area Value Numerical Integration Value
Ed Loading 16 15.99
Ed Unloading 24 24.01
Ed Total 40 40
Table 6: Summary of the energy analysis performed
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3.4.1.3 Load-stop problem
In this situation, once the external force reaches its maximum value (12 N), rather than decreasing at a
steady pace, it will plummet down to 0 N. To perform the analysis the MATLAB code from Appendix A.11.
The following results are obtained












(a) Displacement of the mass along the time domain














(b) Velocity of the mass along the time domain
Figure 27: Behaviour of a meta-stable system under loading-unloading conditions
As it is shown in Figure 27a, as soon as the external force suddenly decreases to 0, the system quickly goes
back to its initial position.
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3.4.2 Bi-stable behaviour
A bi-stable behaviour better represents the snap-through phenomena [19], as it only has two stable posi-
tions. In this case the minimum value of the internal force (Fmin) is negative. Using the following problem
values as well as the MATLAB code from Appendix A.8.
m = 1 kg k0 = 4 N m−1 k1 = 2 N m−1 c = 2.48 N s m−1 Fmax = 10 N Fmin = −2 N v f = T/100
And being the initial conditions x0 = 0 m and v0 = 0 m s−1, the following results are obtained













(a) Displacement time response of the mass



































(c) Internal force evolution as a function of the displacement
Figure 28: Behaviour of the system using a piecewise linear spring (bi-stable)
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Zooming in Figure 28a reveals the following


















Figure 29: Zoom into the green zone from Figure 28a
As it can be seen from Figure 28 and Figure 29, the behaviour of the bi-stable system is quite similar to the
meta-stable explained before, with some minor differences due to the lower minimum internal force value
(Fmin).
However, until this point only the loading process has been studied (which yields identical results to the
meta-stable explained before). The following situation to study is the load-stop problem.
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3.4.2.1 Load-Stop problem
As in the meta-stable case, the external force will reach a maximum value, and from there it will drop down
to 0 N. The MATLAB code used to perform the analysis can be found in Appendix A.12. The following
results are obtained












(a) Displacement of the mass along the time domain















(b) Velocity of the mass along the time domain
Figure 30: Behaviour of the bi-stable system under a loading-stop enviroment
As it can be seen in Figure 30a, rather than plummeting down to the initial position as the meta-stable
system did (Figure 27a), in this case the system stabilizes arround a certain value (xstop) after the external
force is instantly withdrawn. To better understand this ocurrence, an analysis of the internal force evolution
along all the process must be performed.
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(a) Loading process (before the force removal)
(b) Unloading process (after the force removal)
Figure 31: Internal force evolution of the bi-stable system under a loading-stop process
As it can be seen in Figure 31a, the loading process is completely normal and matches what has been studied
until this point. When it comes to the unloading process however, rather than following the trend that has
been seen before (Figure 23a), the internal force stalls as it reaches 0 N. It can be concluded that in this case,
after the force removal, the system stores certain amount of energy.
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3.5 Controlled displacement analysis
Now that the controlled force displacement analysis has been performed (and the snap-through phenomena
has been shown), the controlled displacement analysis will be studied, in order to display the snap-back
behaviour. In this case the analysis will be further extended to multiple consequent piecewise linear springs,











Figure 32: Two spring system
In Figure 32 stands for the relative distance between the two nodes of one element (thus being it the spring
elongation, εe = de2 − de1). Besides, f1 and f2 are the spring functions, having the second one a linear
behaviour ( f2(ε) = k2ε) and the first one the piecewise linear behaviour explained in the previous section
(Equation 1). This equation, adapted to the new terminology, yields Equation 44.
f1(ε) =

k0 · ε 0 ≤ ε < εmax
fmax − k0 · (ε− εmax) εmax ≤ ε < εmin
fmin + k1 · (ε− εmin) εmin ≤ ε
(44)
Analyzing the situation depicted Figure 32, the following motion equations are obtained, for m1, m2 and
m3 respectively
m1d̈1 − c1(ḋ2 − ḋ1)− f1(ε1) = 0
m2d̈2 + c1(ḋ2 − ḋ1)− c2(ḋ3 − ḋ2) + f1(ε1)− f2(ε2) = 0
m3d̈3 + c2(ḋ3 − ḋ2) + f2(ε2) = 0
Where
ε1 = d12 − d11 = d2 − d1 e2 = d22 − d21 = d3 − d2
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Therefore the equations can be rewritten as:
m1d̈1 − c1(ḋ2 − ḋ1)− f1(d2 − d1) = 0
m2d̈2 + c1(ḋ2 − ḋ1)− c2(ḋ3 − ḋ2)− f2(d3 − d2) + f1(d2 − d1) = 0
m3d̈3 + c2(ḋ3 − ḋ2) + f2(d3 − d2) = 0
To perform the analysis of the system, the equations of motion are written using the following matrix
notation





















− f1(d2 − d1)
f1(d2 − d1)− f2(d3 − d2)
f2(d3 − d2)
 = Fext + R
First of all, before starting the analysis, the restricted (R) and free nodes (L) must be identified. To begin
with, the first node does not move, therefore its displacement, velocity and acceleration are always 0 (d1 =
ḋ1 = d̈1 = 0). Besides, in this case rather than applying an external force as it has been done before (imposed
force analysis), the displacement of the third node will be prescribed (imposed displacement analysis), thus
why the external forces in the matrix equation depicted below are 0. The displacement of the third mass
will be linear and its velocity will be very low and constant (therefore, ḋ3 ' 0 and d̈3 = 0). Therefore, by






































To work out the displacement of the second mass (d2), its equation of motion will be used.
m2d̈2 = c2(ḋ3 − ḋ2)− c1ḋ2 + f2(d3 − d2)− f1(d2)
To work out the reactions of the first and third mass, once d2 has been worked out, their equations of motion
will be used.
R1 = − f1(d2) R3 = f2(d3 − d2) + c2(ḋ3 − ḋ2)
First of all, a really low value of velocity has been imposed to make the analysis as accurate as possible.












Figure 33: Imposed displacement of the third mass along the time (v3 = 10−2 m s−1)
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3.5.1 Meta-stable behaviour
By using the code from Appendix A.13, sweeping through multiple values of the first element spring stiff-
ness (k1), the following is obtained:


























(a) Reaction of the third mass as a function of its displacement





















(b) Displacement of the second node along the time domain
Figure 34: Results of the 2 spring system for various values of k2
As it can be seen from Figure 34a, as we increase the second element spring constant (k2), reaction change
becomes less brusque, as the transition stretches along the time. Moreover, as Figure 34b shows, the second



























































(a) Tracking of the first spring force as function of the spring elongation

























(b) Tracking of the second spring force as function of the spring elongation
Figure 35: Validation of the behaviour imposed on the springs
As it can be seen in Figure 35b and Figure 35a, the spring force follows the prescribed behaviour in both
cases (piecewise linear in the first one and linear in the second one).
As it has been seen in Figure 34b, the snap-back phenomena only takes place for a small value of k2 (k2 =
1 N m−1). Below, a study of smaller values of k2 is performed.
























Figure 36: Reaction of the third mass as a function of its displacement
At first sight, Figure 36 does not show anything relevant, so the plot is going to be zoomed in the sudden












































































































(b) Zoomed in reaction force (2)
Figure 37: Zoom in Figure 36
First of all, as it can be seen in Figure 37b, despite falling down to the same value, as k2 decreases, the
value of the reaction force after the snap-back increases, getting closer to the one it was (10 N) before the
snap-back. Secondly, as Figure 37a shows, in all three cases the reaction force dips to the same value. To
better explain this, the equation of motion of the third mass (used to calculate R3) is recovered below
R3 = c2(v3 − v2) + f2
The reaction force is essentially the internal force plus the damping force of c2. As v3 is very low (its value
has been established as 0.01 m s−1, most of its contribution comes from the second mass velocity (v2).
Figure 38 shows that in all three cases, when the snap-back phenomena takes place, the mass velocity is the
same despite the value of k2.
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Figure 38: Velocity of the second mass along time
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3.5.1.1 Energy analysis
Again, as in the controlled forced case, an energy analysis is performed. Another load-unload process as
depicted in Figure 39 will be analysed. In this case the problem conditions are shown below:



















Figure 39: Displacement of the third mass along time.
First of all the equations of motion for the three masses are shown below in a matrix form































As it has been done before, both sides of the equation are multiplied by the velocity vector
ḋT Md̈ + ḋTCḋ + ḋT F int = ḋT R
By replacing the new terms using energy values (U kinetic energy, Ed dissipated energy, Eint internal energy,











































] [ f1(d2)− f2(d3 − d2)
f2(d3 − d2)
]































As it has been done before, the trapezoidal rule is applied in order to compute the necessary integrals.
By plotting the reaction of the third mass (R3) against its displacement, the following is obtained.


















Figure 40: Load-unload process under a controlled displacement analysis
As it can be seen, the loading and unloading process follow different paths. Below, each energy value
(U, Ed, Eint, Eext) is computed for both the loading, and unloading process. After that, the total energy
dissipated will be compared to the area enclosed in Figure 40




















dt dt −→ Eext = 126.72 J





















dt dt −→ Eext = −104.25 J
In both cases the following equation is satisfied
U + Eint + Ed = Eext
Finally, the enclosed area from Figure 40 is calculated using the trapz function from MATLAB, and the
following value is obtained
Enclosed area = 22.47 J
Which, indeed, matches with the sum of the loading/unloading values of Ed
Eloadingd + E
unloading
d = 12.47 + 10 = 22.47 J
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3.6 System of N springs
The same analysis performed before will be done to analyse a system made up of N, having the first springs
the piecewise behaviour explained during the project ( f1 to fN−1), and the last one (N) having a typical


























Figure 41: N spring system
In this case, assuming that c1 = c2 = ci = cN = c and m1 = m2 = mi = mN = m, the equations of motion
can be written as follows
i = 1 −→ md̈i − c(ḋi+1 − ḋi)− fi(εi) = Ri
i = [2, ..., N − 1] −→ md̈i + c(ḋi − ḋi−1)− c(ḋi+1 − ḋi) + fi−1(εi−1)− fi(εi) = 0
i = N + 1 −→ md̈i + c(ḋi − ḋi−1) + fi−1(εi−1) = Ri
Taking into account that d̈1 = ḋ1 = d1 = d̈N+1 = 0, the equations can be further simplified into
i = 1 −→ cḋi+1 − fi(εi) = Ri
i = [2, ..., N − 1] −→ md̈i + c(ḋi − ḋi−1)− c(ḋi+1 − ḋi) + fi−1(εi−1)− fi(εi) = 0
i = N + 1 −→ c(ḋi − ḋi−1) + fi−1(εi−1) = Ri
The code from Appendix A.15 is used to perform the study.
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3.6.1 Meta-stable behaviour
By performing two analysis with N = 4 + 1 and N = 8 + 1 springs, with the following problem conditions






Fmax = 10 N Fmax = 2 N
The graphics below are obtained




















(a) Reaction force evolution (N = 5, kN =
k1
20 )





















(b) Reaction force evolution (N = 9, kN =
k1
20 )
Figure 42: Comparison of the reaction force for different number of piecewise springs (N = 5 and N = 9)
As it can be seen in Figure 42a and Figure 42b, in both cases the number of peaks equals the number of
piecewise springs in each case, as each peak represents the snap-back phenomena for each element. In
Figure 43a and Figure 43b, the displacement of each mass is tracked along time. As it can be seen, there is
a cascade effect, the first mass snaps first, followed by the others.
53














(a) Evolution of the position of each mass along time (N = 5, kN =
k1
20 )


















(b) Evolution of the position of each mass along time (N = 9, kN =
k1
20 )
Figure 43: Comparison of the masses displacement for different number of piecewise springs (N = 5 and
N = 9)
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Furthermore, despite looking quite similar, Figure 42a and Figure 42b do have some differences when it
comes to its peaks height. If the peaks zone is zoomed in, the following is obtained.


















(a) Zoom in the peaks from Figure 42a


















(b) Zoom in the peaks from Figure 42b
Figure 44: Comparison of the peaks height for different number of piecewise springs (N = 5 and N = 9)
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In the N = 5 case, the difference between the highest and lowest point of the peak is 0.511 N. On the
other hand, in the N = 9 case, the difference between the highest and lowest point of the peak is 0.438 N.
Therefore, it can be concluded that as the number of springs increase, the peaks become less abrupt. In
order to prove this, a further analysis is performed using N = 21 and N = 41.
(a) Reaction force evolution (N = 21, kN =
k1
40 )
(b) Reaction force evolution (N = 41, kN =
k1
200 )
Figure 45: Comparison of the reaction force evolution for different number of piecewise springs (N = 21
and N = 41)
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As it can be seen in Figure 45a and Figure 45b, the peaks have been smoothed due to the increase of springs.
Once more, a closer look is taken on the peaks in both cases.
(a) Zoom in the peaks from Figure 45a
(b) Zoom in the peaks from Figure 45b
Figure 46: Comparison of the peaks height for different number of piecewise springs (N = 21 and N = 41)
In the N = 21 case, the difference between the highest and lowest point of the peak is 0.17 N. On the
other hand, in the N = 41 case, the difference between the highest and lowest point of the peak is 0.025 N.
Additionaly, in the N = 41 case, it can be seen that the horizontal lines made of the peaks are placed close
to the maximum and minimum values of the element spring (Fmax and Fmin).
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3.6.1.1 Energy analysis
Again, an energy analysis will be performed. The equations of motion can be written in a matrix form as
Md̈ + Cḋ + F int = R
M =

m 0 0 0 0
0
. . . 0 0 0
0 0 m 0 0
0 0 0
. . . 0




c −c 0 0 0
−c 2c . . . 0 0
0
. . . . . . . . . 0
0 0
. . . 2c −c




− f1(d2 − d1)
...












As it has been done before, by multiplying on both sides of the equations by the velocity, the following is
obtained
ḋT Md̈ + ḋTCḋ + ḋT F int = ḋT R
By replacing the new terms using energy values (U kinetic energy, Ed dissipated energy, Eint internal energy,





















= ḋT F int
dEext
dt
= ḋT R = ḋN+1RN+1
Taking into account that ḋ1 = d̈1 = d̈N+1 = 0, the values for each energy during the loading-unloading






















As it has been done before, the trapezoidal rule is applied in order to compute the necessary integrals.
Firstly the 5 spring system will be studied, followed by the 9 spring system. In both cases the loading and
unloading process will be split.
3.6.1.1.1 5 Spring Sytem




















dt dt −→ Eext = 956.34 J




















dt dt −→ Eext = −801.67 J
In both cases the following equation is satisfied.
U + Eint + Ed = Eext
Finally, the enclosed area from Figure 42a is calculated using the trapz function from MATLAB, and the
following value is obtained.
Enclosed area = 154.68 J
Which, indeed, matches the sum of the loading/unloading values of Ed.
Eloadingd + E
unloading
d = 91.68 + 63 = 154.68 J
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3.6.1.1.2 9 spring system




















dt dt −→ Eext = 1427.35 J




















dt dt −→ Eext = −1119.88 J
In both cases the following equation is satisfied.
U + Eint + Ed = Eext
Finally, the enclosed area from Figure 42b is calculated using the trapz function from MATLAB, and the
following value is obtained.
Enclosed area = 307.46 J
Which, indeed, nearly matches the sum of the loading/unloading values of Ed (the difference between the
two of them is 0.01 J, which can be considered negligible).
Eloadingd + E
unloading
d = 182.77 + 124.68 = 307.45 J
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3.6.1.2 No damping analysis
Theoretically, if the damping is removed from the system, the whole chain should have a chaotic behaviour
as soon as the first spring snaps. To prove this, an analysis is performed using c = 0 with 9 springs (N = 9).


















(a) Evolution of the reaction force




















(b) Element mass displacement along time
Figure 47: Overall behaviour of a non-damped system.




Using similar problem conditions as in the meta-stable case.






Fmax = 10 N Fmax = −2 N
The internal force (Fint) versus elongation (ε) would be then
















Figure 48: Internal force evolution in the bi-stable case.
The following results are obtained for N = 5.




















Figure 49: Reaction force evolution (N = 5,kN =
k1
2 ). Bi-stable behaviour
As it can be seen in Figure 49, the behaviour of a chain made up of bi-stable elements is similar to the
one that a system made of meta-stable elements has. However, in this case the lower limit is placed on a
negative value.
It is worth noting, though that the reaction-displacement graph heavily depends on the value of kN . These
value changes the slope of the unloading path, therefore if it is low enough (for example kN = k1/20), it may
happen that when the last mass returns to its original position (dN+1 = 0 m), not all elements have snapped
back, as it is shown below.
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Figure 50: Reaction force evolution (N = 5, kN =
k1
20 ). Bi-stable behaviour
In this case the last mass has to go backwards beyond its initial position so that all springs snap back to
their original position. Furthermore, as it has been stated in the meta-stable case, as the number of elements
increases, the peaks are smoothed, and the horizontal line is placed at the maximum and minimum value
of the internal force. In this case, as the Fmin is negative, the horizontal value will be placed at −2 N as it is
shown below




















Figure 51: Reaction force evolution (N = 20, kN =
k1
40 ). Bi-stable behaviour
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4 Concluding remarks
4.1 Snap-back and snap-through
Firstly, both the snap-through and snap-back phenomena have been properly obtained performing a force-
controlled and a displacement-controlled analysis respectively. Comparing what has been obtained (snap-
back displayed on Figure 34b; snap-through shown in Figure 25) with the work from other papers
Figure 52: Snap-through and snap-back phenomena depiction. Extracted from [15]
On the one hand, the snap-through phenomena is identical to the right figure from Figure 52. On the other
hand, the snap-back phenomena is identical to the left figure from Figure 52 for lower values of kN . For
higher values of kN the snap-back does not take place (as can be seen on Figure 34b), and the external force
follows the internal one.
4.2 Energy damped
Thirdly, it has been checked that a meta-stable element is capable of dissipating energy during its load
and unload procedure (Table 6). It has been shown that the energy damped during the loading-unloading
process coincides with the area enclosed in Figure 24 [14]. This characteristic of meta-stable element could
be really useful in situations where a certain amount of energy has to be dissipated.
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4.3 Shape memory effect
Secondly, during the controlled force analysis, it has been seen that, in the bi-stable case, the system does not
recover its initial position (Figure 30a) as it does in the meta-stable case. Therefore, it can be concluded that
the bi-stable element properly represents the shape memory effect, which is present in SMART materials
such as Nitinol.
Figure 53: Shape memory effect on a NiTi alloy. Extracted from [8]
Figure 53 is quite similar to what has been obtained in this project (Figure 31). However, in this project
no thermal effects have been studied, therefore an implementation of a thermal device on the mass-spring-
damper system could lead to the behaviour depicted in Figure 53.
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4.4 Chain of multiple elements
Finally, the behaviour of a system made of multiple meta-stable elements has been thoroughly analyzed,
and its results show that this assembly represents quite accurately the superelasticity behaviour of SMART
materials such as Nitinol (50% Nickel, 50% Titanium). Figure 54 contains the typical stress-strain curve of
Nitinol. Notice that its shape resembles the one obtained with the 41 meta-stable springs (Figure 45b).
Figure 54: Stress strain curve of a NiTi alloy, showing both its superalisticity and its shape memory.
Extracted from [20]
Therefore it can be concluded that an assembly of multiple meta-stable elements depicts quite accurately
the stress-strain behaviour of Nitinol as the number of elements in the assembly increases.
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