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ABSTRACT 
Let R, denote the half tnrn about the point a of the hyperbolic plane H. If the 
points a, b, c, d lie on the same line and the pair (c, d) is obtained from the pair 
(a, b) by a translation, then we have R,R, = R,R,. We study the group G whose 
generating set is {R =: a E H} and whose defining relations are the ones mentioned 
above together with the relations R: = 1. We show that G can be made into a Lie 
group, G has two connected components, and its identity component Go is the 
universal covering group of PSL,(R). In particular, it follows that all relations 
between the half turns in PSL,(R) follow from the abovementioned relations and a 
single additional relation of length five. 
0. INTRODUCTION 
We shall first describe several problems in the general setting of 
Riemannian symmetric spaces, but we hasten to inform the reader that this 
paper treats only one particular case, namely the hyperbolic plane. Our 
reference for basic properties of Riemannian symmetric spaces is Helgason’s 
book [4]. 
Thus let X be a connected Riemannian symmetric space and Aut(X) its 
group of isometries. For a E X we denote by S, the geodesic symmetry around 
a. Recall that S, E Aut( X), and let G(X) be the subgroup of Aut(X) 
generated by all S,, a E X. It is well known that Aut( X) is a Lie group and 
G( X ) a closed subgroup of Aut( X ). Furthermore it is easy to see that G( X ) 
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either is connected or has precisely two connected components. We shall 
denote by G(X), its identity component. 
If p is a geodesic in X and a, b E p, then the isometry S,S, is called a 
transvection (or translation) along p. The transvections along p form a 
l-parameter group of isometries. If a, b E p and T is a transvection along p, 
then writing T(a) = c and T(b) = d, one can show that the following relation 
is valid: 
s,s, = s,s,. 
We would like to investigate the set of relations of this form. For that 
purpose let us define a group G by the following presentation: The generators 
P, are indexed by a E X and the defining relations are P,” = 1 (a E X), and 
P, P, = P,P, where the points a, b, c, d lie on some geodesic, say p, and 
T(a) = c, T(b) = d for some transvection T along p. The elements of G which 
can be represented as products Pa,Pn,. . . P,,, with m even form a subgroup 
G,, and it is clear that the index of G, in G is two. We denote by 
u : G + G(X) the canonical homomorphism sending P, to S, for all a E X. It is 
clear that (I is sujective and its restriction ua: G, --) G(X), is also surjective. 
Now we can formulate the following three basic problems. 
PROBLEM 1. Is u an isomorphism? If not, which further relations should 
be added to the defining relations of G to obtain a presentation of G(X)? 
PROBLEM 2. Solve the length problem in G, i.e., for each TE G de- 
termine the smallest integer m ( > 0) such that T admits a factorization 
T = S$ (22 . . . q&, a,E x. 
PROBLEM 3. If TE G has length m and we have two factorizations 
T = P,,P . ..P and T=P, P, .. . Pb, (a,, bi E X), then investigate the 
relationsgp bet’%een the seqknck (a,, . . . , a,) and (b,, . . . , b,,,). 
Let us now mention a few examples. If X is the Euclidean space E”, then 
G(X)=T” >a (-I) h w ere T” is the group of translations. (If a group H 
operates on a group N, then we denote by N >a H the corresponding 
semidirect product.) In this case u is an isomorphism and the remaining two 
problems can be easily solved. 
When X is the (n - l)-dimensional sphere SnP1, then G(X) = SO(n) for n 
odd and G(X) = O(n) for n even. The group G, is isomorphic to Spin(n). All 
the three problems can be easily solved in this case. For the details we refer 
the reader to our note [3]. 
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When X is the complex projective space P(C “), then G(X) = PSU( n) and 
G = {x E U(n) 1 det x = * l}. The three basic problems in this case have been 
solved completely in our paper [2]. 
The case of hyperbolic spaces seems to be much more complicated. The 
present paper is devoted exclusively to the case when X is the hyperbolic 
plane H. In that case the geodesic symmetry S, is also known as the half turn 
around a, which explains the title of the paper. In this case G can be made 
into a Lie group, and as such it has two connected components. The subgroup 
G, (defined above) is its identity component, and uO: G, --* G(X) = PSL,(Iw) 
is the universal covering map. The center of G is an infinite cyclic group, and 
its generator, say E, does not belong to G,. A simple additional relation e = 1 
suffices to obtain a presentation of PSL,(Iw). This solves the first problem. 
The solutions of the second and third problem are provided in Theorems 8.4 
and 7.1, respectively. In Theorem 7.1 we use the following notation: if 
a=(a,,a,,..., a,) is a sequence of points in H, then 
Pa=PalP 02 . ..P =“I* 
The equivalence relation - which appears in the same theorem is defined in 
Section 1. 
We obtain also some additional properties of the group G. We show that 
every involution in G is of the form Pa and that they are all conjugate in G. 
Furthermore, in the last section, we classify the conjugacy classes of G and 
describe its one-parameter subgroups. 
In view of the results of this paper and the papers quoted above we are 
led to make the following conjecture. 
CONJECTURE. If X is a connected and simply connected Riemannian 
symmetric space, then G can be made into a Lie group having two connected 
components with G, as its identity component. Moreover G, is the universal 
covering group of G(X), and aa is the corresponding covering map. 
1. REDUCED SEQUENCES 
Let H={zEC]I m z > 0} be the Poincari: model of the hyperbolic plane. 
The boundary of H in the extended complex plane is a H = Iw U {co}. The 
terms line, circle, etc. will always be used in the sense of hyperbolic geometry. 
The Riemannian metric on H is defined by a!.~’ = (dx2 + dy2)/y2. We fix the 
standard orientation of H and the angles in H will be measured in anticlock- 
wise direction. 
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The group of all isometries of H will be identified with PGL,((W). The 
identity component of this group, i.e. PSL,(lFt), is the group of all orientation- 
preserving isometries of H. Every element of PGL,(R) is a product of at most 
three reflections. If p is a line in H, we denote by R, the unique reflection of 
H which fixes all points of p. The group PSL,(!R) consists of all elements T 
which can be written as products of two reflections T = R,R,. If p = q then 
T = 1. Otherwise we have the following three cases: 
(i) Elliptic case: p and q meet at a point a E H. Then T is a rotation 
with center a. If a is the angle from q to p (measured in anticlockwise 
direction), then 0 < a < 7r and e(T) = 2a is the angle of T. 
(ii) Parabolic case: p and q are parallel, i.e., they have a common point at 
infinity a E aH. Then we say that T is a parabolic translation with center a; 
(iii) Hyperbolic case: p and q are ultraparallel. Then p and q have a 
unique common perpendicular r. This line r is the unique T-invariant line. In 
this case we say that T is a translation along the line r. 
The rotation through the angle r with center a is also known as the 
geodesic symmetry (or half turn) at a and will be denoted by S,. If p and q 
are lines which meet at a and p I q, then S, = R,R, = R,R,. 
Next we consider finite sequences of points in the hyperbolic plane. If 
a=(a,,...,a,)EH”, then we say that the length l(a) of a is n. We also 
define Sag PSL,(R) by 
We say that the sequence a is elliptic (parabolic, hyperbolic) if S, # 1 and S, 
is of the mentioned type. 
Two sequences a=(al,...,a,) and b=(bl,...,b,,) of length n are linked 
if there exists an index k (1 G k < n) such that a, = b, for r # k, k + 1, while 
the points ak, ak+l, b,, and bk+l lie on a line p, and T(a,)= b,, T(ak+l)= 
b k+l for some translation T along p. 
It follows from this definition that if a and b are linked sequences, then 
s, = s,. 
Let - be the smallest equivalence relation in the set of all finite sequences 
of points in H such that a -b whenever the sequences a and b are linked. 
Clearly a - b implies that l(a) = l(b) and S, = S,. 
A sequence a E H” is reduced if a - b = (b,, . . . , b,,) implies that b,, . . . , b, 
are distinct points. Thus every sequence a of length < 1 is reduced. The 
sequence (a 1, az) is reduced iff a, # a2. The sequence (a,, a2, as) is reduced 
iff the points a,, a2, a3 are not colinear. We shall show later that there exist 
reduced sequences of arbitrarily large length. 
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Leta=(a,,..., a ,,) be a reduced sequence. Then we define the domain of 
a to be the subset Q(a) of H consisting of all points x E H such that there 
exists b=(b,,...,b,)E H” with a -bandb,=x.Forn=OwehaveQ(a)= 
0 ; for n = 1, O(a) = {al}; and for n=2, G(a) is the line a1u2. 
Ifa,b,c,daresequencessuchthata-candb-d,then(a,b)-(c,d). 
If a and b are sequences such that (a, b) is reduced, then both a and b must 
be reduced and the domains of a and b must be disjoint. 
LEMMA 1.1. Let a=(u,,...,a.)EH” and let lGi,<i,<... <i,Gn. 
Then there exist points b, ,..., b,_, such that a-(a, ,,..., a,,, b, ,..., bnpk). 
Proof. See [2, Proof of Lemma 2.11. H 
LEMMA 1.2. If b is a subsequence of a reduced sequence a, then b is 
reduced and Q(b) c G(u). 
Proof. See [2, Proof of Lemma 2.21. n 
LEMMA 1.3. Let a E H”‘, bE H”, and assume that the sequence (a, b)E 
H n’tn is reduced. Zf x E Q(a), YE Q(b), then the line ry is contained in 
Wa, b). 
Proof. See [Z, Proof of Lemma 2.31. H 
Let a=(a,,..., a,)EH”, and assume that ai#ui+l for lGi<n. Let pi 
(1 <i < n) be the line aiai+l oriented from a, to a,+l, and assume that 
ai+ @ pi for 1 f i < n - 1. (Every reduced sequence satisfies these condi- 
tions.) 
A sequence a with above properties is called positive (negative) if ait 
lies on the left-hand (right-hand) side of pi for 1 G i < n - 1. 
LEMMA 1.4. A reduced sequence is positive or negative. 
Proof. Assume that a = (a 1,. . . , a ,,) is a reduced sequence which is 
neither positive nor negative. Then there is an index k (1 G k -C n -2) such 
that akt2 lies on the left-hand side (say) of pk, while ak+s lies on the 
right-hand side of pkfl. Then ak and ak+3 lie on opposite sides of the line 
pktl. By Lemma 1.1 we may assume that k = 1. Without loss of generality we 
may also assume that n = 4. The line q = ala4 meets p, at some point x. Let 
2’ be the translation along p, such that T( a,) = x, and let T( aa) = y. Then 
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a-(~,, x, ~,a,). Since the points a,, x, and a4 are collinear, the sequence 
(a,, x, y, u4) is not reduced. This contradicts our hypothesis, and so the 
lemma is proved. n 
A reduced sequence of length G 2 is both positive and negative. A 
sequence of length B 3 cannot be both positive and negative. If a = 
(o r,...,a,) and TEPGL,(W), let T(a)=(T(a,),...,T(a,,)). If a is a positive 
sequence, then T(a) is positive if T preserves the orientation, and T(a) is 
negative if T reverses the orientation, If a and b are reduced sequences and 
a - b, then a is positive iff b is positive. 
LEMMA 1.5. If a =(a, ,..., a,,) is a reduced sequence such that S, = 1 
and n # 0, then n > 5. 
Proof. It is clear that n#l and nZ2. Since S,S,=S, (x, y,z~H) has 
no solutions, we must have n # 3. Now assume that n = 4. Then S, = 1 gives 
But So,& is a translation along the line p = a,~, and Sn4Sa, is a translation 
along the line q = uJa3. It follows that p = q. This contradicts the assumption 
that a is reduced. Hence n # 4, and so n a 5. n 
2. DEFINITION OF THE REGIONS Q(T) 
To each TE PSL,(Iw) we shall associate an open region O(T) in H. If 
T = 1 we define Q(T) = H. If T # 1 we distinguish three cases. 
Case 1: T Is a Rotation 
Let c(T) and 0(T) be the center and the angle of T. 
If 0<8(T)<n we set Q(T)=H. 
If B(T)=r we set G?(T)=H-{c(T)}. 
Now let r -C 9(T) < 2m, and choose lines p and q such that T = T,T,. Let r 
be one of the lines which is parallel to p and perpendicular to q. If a is the 
point of intersection of q and r, then let 6(T) be the distance between the 
points a and c(T). Let e(T) be the circle with center c(T) and radius S(T). 
Then we define Q(T) to be the region outside e(T), i.e., it consists of all 
points of H whose distance from c(T) is larger than S(T). 
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FIG. 1. 
It is clear that Q(T) depends only on T and not on the choice of lines p 
and q above. 
The construction of O(T) is illustrated in Figure 1. 
Case 2: T Is a Parabolic Translation 
Let c(T) E aH be the center of T. Choose lines p and q so that T = T,T,. 
Then p and q are parallel, with c(T) as the common boundary point. Let r be 
the line which is parallel to p and perpendicular to q, and let a be the point 
where r and q meet. Let e(T) be the horocycle with center c(T) such that 
a E e(T). Every horocycle with center c(T) is T-invariant. We orient e(T) so 
that T moves the points of e(T) in the positive direction. It is easy to see that 
e(T) is independent of the choice of p and q: see Figure 2. 
The set H - e(T) has two components. The component which contains 
the open intervals c(T)r for x E e(T) will be called the interior of e(T). The 
P 9 
e(T) a 
FIG. 2. 
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other component is the exterior of e(T). If the interior of e(T) lies on the 
left-hand side of e(T) we define Q(T) = kl. Otherwise we define a(T) to be 
the exterior of e(T). The construction of G(T) is illustrated in Figure 2. 
Case 3: T Is a Translation 
There is a unique T-invariant line p(T). We choose orientation of p(T) so 
that T moves the points of this line in the positive direction. Let 4 and r be 
lines perpendicular to p(T) such that T= R,R,. Denote by a and b the 
points where p(T) meets r~ and r, respectively. Let c E 3H be the point at 
infinity of 4 lying on the left-hand side of the line p(T). Let d be the foot of 
the perpendicular s from c to the line r. 
Denote by 8, (respectively 8,) the (hyperbolic) distance from b to a 
(respectively d ). Then all the three nonzero angles of the asymptotic quadran- 
gle abdc are right angles. By [6, (III), p. 791 we have 
sinhGasinh6, = 1. 
Since 6, depends only on T (and not on the choice of q and r), it follows that 
6, also depends only on T. 
Let e(T) be the locus of all pomts x which lie on the left-hand side of p(T) 
and whose distance from this line is 6,. Such curve e(T), is called an 
equidistant. Finally we define O(T) to be the connected component of 
H - e(T) which does not contain the line p(T). The construction of Q(T) in 
this case is illustrated in Figure 3. 
REMARK. If T is not a translation, then every line in H meets Q(T). 
FIG. 3 
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3. STANDARD SEQUENCES 
Let a=(a,,...,a,)~H”, and assume that aiiaj+i for l~i<n. Then 
we denote by pi (l<i < n) the line a,~,,,. We say that a is a standard 
sequence if moreover pi I pi + 1 for 1 G i < n - 1. If a is a standard sequence 
and n > 2, we define p, (resp. p,,) to be the unique line through a, (resp. urr) 
which is perpendicular to p, (resp. p,_- l). Then we have 
Now let a be a positive standard sequence of length n 2 3. Then we orient 
thelinesp,,..., p, as follows: p, is oriented so that us lies on its left-hand side, 
pi (1 <i < n) is oriented from ui to u,+i, and p, is oriented so that un_i lies- 
on its left-hand side. 
We shall abreviate “positive reduced standard sequence” by p.s.r.s. and 
“negative reduced standard sequence” by n.s.r.s. 
In the remainder of this section a =(u,,. ..,a,) is a p.s.r.s. of length 
fl z 3. 
LEMMA 3.1. If each of the lines p2,. . . , p,, is ultrupurullel with pO, then 
u,EQ(S,). 
Proof. We have S, = R,,,R,,z, and so S, is a translation. The line p = p( S, ) 
is the common perpendicular of p, and p,. Recall that p is oriented so that S,, 
moves the points of p in the positive direction. All the lines pl,. . . ,p,_ 1 are 
ultraparallel with p and lie on the left-hand side of p; see Figure 4. Let x and y 
be the points where p meets p, and p,, respectively. Let z be the point at 
infinity of p, in the positive direction. Then z lies in between ultraparallel 
lines p and p, ~ 1. Hence there is a point u E p, which lies in between an and y 
such that the line r joining u to z is perpendicular to p,. Since u E e(S,), it 
follows that an E a( S,). n 
LEMMA 3.2. Zf the lines p,, . . . , p,_, are ultraparallel with p,, while prL 
and p, are parallel, then a,,~ Q(S,). 
Proof Now S, = R,“R,” is a parabolic translation whose center c = c(S,) 
is the common point at infinity of p, and p,,. Let z be the point at infinity of 
pO in the positive direction; see Figure 5. Then the foot u of the perpendicular 
r from z to p,, lies in between a, and c. Since u E e( S, ), we have a,,~ Q( S,). 
n 
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LEMMA 3.3. If the lines p,, . . . , p,_, are ultraparallel with p,, while p, 
and p, intersect, then a,E Q(S,). 
Proof. Now S, = RpORpn is a rotation whose center c = c(S,) is the point 
where p, and p, meet. The angle 8 = 0( S,) is equal to 2a, where LY is the 
angle between the oriented lines p, and p,; see Figure 6. We have 0 < a < T 
and 0 < 0 < 2a. If 0 -C (Y < 77/2 then Q(S,) = H and the assertion is trivial. If 
(~=77/2thenO(S,)=H-{c}anda~~G(S,). 
FIG. 5. 
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FIG. 6. 
It remains to consider the case 7r/2 < (Y < 7~. Let z be the point at infinity 
of pa in the positive direction. Since the lines p, and p,_ 1 are ultraparallel and 
r/2 < LY < r, the foot u of the perpendicular r from z to p, lies in between the 
points a, and c. Since UE e(S,), we have a,~ G!(S,). n 
4. DOMAIN OF A POSITIVE REDUCED SEQUENCE 
THEOREM 4.1. Let a=(a,,...,a,)EH”, na3, be a positive reduced 
sequence. Then the following assertions hold: 
(i) For every XE G?(a) there exists a p.s.r.s. b = (b,,. . ., b,) such that 
a-bandb,,=x. 
(ii) fi( a) = &?( S,). 
(iii) Zf b=(b,,... , b,,) is a positive reduced sequence such that S, = S,, 
then b-a. 
Proof. We shall prove all three assertions simultaneously by induction on 
n ( 2 3). Our induction hypothesis is that the assertions (i), (ii), and (iii) are 
valid for sequences of length less than n and bigger than 2. (If n = 3 this 
hypothesis is vacuous.) 
Proof of (i). Without any loss of generality we assume that x = a,,. If 
n = 3, let y be the foot of the perpendicular from us to the line p1 = a1a2. Let 
T be the translation along p, which sends a2 to y, and let T(a,) = z. Then 
a=(a,,a,,a,)-(z, ~,a,) and the sequence (2, ~,a,) is a positive standard 
sequence. 
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Now let n>3 and let a’=(~,,..., u,_i). By the induction hypothesis we 
have Q(a’) = G(S,,). Since a is a reduced sequence, we have a, 4 G(u’) and 
so fi(S,,) # H. In particular S,, # 1. 
Case 1: a’ is elliptic. Then S,, is a rotation. Since G?(S,,) # H, the angle 
0 = B(S,,) satisfies r G 0 < 257. If a, coincides with the center c = c( S,,) of 
the rotation S,,, lety=u,_,.Nowleta,#c.Thenthelinet=ca,intersects 
the circle e = e(S,,), and we let y be any point of t which lies in G(S,,). Since 
YE G!(S,,) = Q(u’), it follows from the induction hypothesis that there exists a 
standard sequence b’= (b,, . . . , b,_,) satisfying a’- b’ and bn_l = y. Let 9i 
be the line bi bi + 1 (1 G i < n - 1). Let 9a and 9n_ i be the lines determined by 
the conditions 9a I9i, b,E qO, 9n_r19n--2, and bnPIEqn_l. Then S,,= 
R,“% --I’ On the other hand a’- b’ implies that S,, = S,,. Consequently the 
lines 9: and 9,-i meet at the point c. Since y and c he on 9n-1, we have 
9n_1=t.Hencethesequenceb=(b,,...,b,_,,u.)isstandardandu-b. 
Case 2: a’ is parabolic. Then S,, is a parabolic translation. Recall that 
e = e(S,,) is an oriented horocycle. Since &?(S,,) # H, the interior of e lies on 
its right-hand side and &?(S,,) on its left-hand side; see Figure 2. Let c = c(S,,) 
be the center of S,,. Let t be the line such that a,~ t and c is one of the two 
boundary points of t. Then t intersects the horocycle e. Let y be any point of 
t which lies in Q(S,,). Now the proof can be completed in the same way as in 
case 1. 
Case 3: a’ is hyperbolic. Then S,, is a translation along the line p = p(S,,). 
Let t be the line satisfying a,~ t and t -L p. Then t meets Q(S,,), and we 
choose a point y of t which lies in Q(S,,). The remaining part of the argument 
is the same as in case 1. 
Proof of Q(u) c Q(S,). We have to show that every x E O(u) belongs to 
O(S,). Without any loss of generality we may assume that x = a,. By (i) we 
may further assume that a is a p.s.r.s. Let pi (0 G i G n) be the oriented lines 
defined in Section 3. Since p, and p, have a common perpendicular p, and 
a, f 92, the lines p0 and p, are ultraparallel. Assume first that all the lines 
P,,..., P,_~ are ultraparallel with pO. Then Lemmas 3.1, 3.2, 3.3 imply that 
a,~ a( S,). Assume now that for some k satisfying 3 G k < n the lines p, and 
p, are not ultraparallel. We fix the least such k. Let ~‘=(a,,.. .,a,) and 
a”= (a’, ukfl). Since 
S,r=R R 
PO Pk’ 
a’ is either elliptic or parabolic. By Lemma 1.3 every line joining ukfl and a 
point XE O(u’) is contained in Q(u”). Since k < n, the induction hypothesis 
gives &!(a’) = Q(S,,). Since S,, is elliptic or parabolic, the union of all lines 
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uk+ix with XE Q(S,,) is the whole hyperbolic plane H. Therefore a(~“) = H 
and, since a is reduced, we must have u” = a. Thus k = n - 1. 
Consider first the case when a’ is parabolic, i.e., the lines p, and p,_ 1 are 
parallel. Since a is reduced, we have a, @ Q( a’) = Q( SC,.). This implies that 
the lines p,, and pa either are parallel or meet. If p, and p, are parallel, then p,, 
lies on the left-hand side of pa and consequently 
9( S,) = Q( R&,) = H. 
If p0 and p, meet, then the angle (Y between the oriented lines p” and pa 
satisfies 0 < (Y < 7r/2. Hence the angle 8 of the rotation S, is 0 = 2ar. Since 
0 < 8 < r, we have again a(S,) = H. 
Finally let a’ be elliptic, i.e., pa and p,_i meet at the point c’= c(S,,). 
Since a is reduced, we have an @ a( a’) = !G?( S,,). The line p, ~ i intersects the 
circle e = e(S,,) in two points. If a, is one of these two points, then ‘p, and p, 
are parallel and in both cases Q(S,)=Q(R,ORp )= H. Otherwise n, lies n 
inside the circle e, and so p, and pa meet at the point c = c(S,). Let cy (resp. 
p) be the angle between the oriented lines p, and p, (resp. p,_, and p,,). 
Then r/2 G /3 < 7~, because &!(a’) = Q(S,,) # H. If p = 71/2 then G(S,,) = H 
- {c’}, and so we must have a, = c’, S, = 1, and Q( S,) = H. If n/2 <p < 7~ 
then 0 <(UC 7r/2 (see Figure 7) and so the angle 6 = 2a of S,, satisfies 
0 < 8 < r. Thus again Q( S,) = H. 
This completes the proof of the inclusion Q( a ) C Q( S, ). 
Proof of (ii). Let u’=(u,,..., a,_ 1). Assume that a’ is elliptic or para- 
bolic. Then we have n > 3. By the induction hypothesis we have Q( a’) = 
O(S,,). Since a is reduced, we have a, @ O(S,,). By Lemma 1.3 every line u,x 
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with x E O(S,,) is contained in Q(a). The union of all such lines is H, and so 
Q(a) = H. This proves (ii), since we have shown that O(a) C Q(S,). 
Thus we shall assume now that a’ is hyperbolic. This implies that S, # 1. 
It is immediate from the definitions that O(a) is connected. Since n > 3, it 
follows from Lemma 1.3 that G(a) is also open. Let I be the union of the sets 
Q(b) where b runs through all positive reduced sequences of length n such 
that S, = S,. Then I C O(S,), because 8(b) C Q(S,) for such sequences b. 
Assume that b is a positive reduced sequence of length n satisfying S, = S, 
and a,, = b,,. Then the sequence b’ = (b,, . . . , b,_,) is a positive reduced 
sequence such that S,, = S,,. If n = 3, it is clear that this implies a’- b’. If 
n > 3, then the induction hypothesis implies that a’ - b’. Thus in both cases 
a - b and so Q(a) = Q(b). Consequently I is a disjoint union of distinct sets 
Q(b). Since 5J!( a) is nonempty and Q(S,) is connected, it remains to show that 
r = G(S,). 
By (1) we may assume (and we do) that a is standard. 
Recall that S, # 1. Now we distinguish three cases. 
Case 1: a is hyperbolic. For x E O(S,) let 6(x) be the distance from x to 
the line p = p(S,). First, we claim that if XE I, ye G?(S,), and 6(x) = S(y), 
then YE I. Indeed, let b = (b,, . . . , b,,) be a positive reduced sequence such 
that x E !J( b) and S, = S,. We can also assume that b, = x. Since S(r) = 6(y), 
there exists a translation T along p such that T(b,) = y. Then T(b) = 
(T(b,),...,T(b,)) is a positive reduced sequence and S,(,, = TS,T-’ = S, = 
S,. Hence G?(T(b)) c I? and since T(b,) = y we have y E I. Second, we claim 
thatifxEr,yE~(S,),and6(y)~6(x),thenyEr.Indeed,letb=(b,,...,b,) 
be a positive reduced sequence such that S, = S, and x E Q(b). It follows 
from Lemma 1.3 that there exists a line o such that x E o C a(b). Hence there 
exists a point X’E o such that 6(x’) = 6(y). Then YE I by the first claim 
above. 
It follows from the last claim that the boundary of I in H is an equidistant 
e’ from p. Let p,,. . . , p, be the oriented lines defined as in Section 3. Since 
p, I p, p” meets e’ at a point U, say. Let u E p,,flT, and let z be the point at 
infinity of p, in the positive direction. Since o E I, there exists a positive 
reduced sequence b = (b,, . . . , b,) such that S, = S, and 0 E 8(b). Clearly we 
may assume that b,, = o. By (i) we may also assume that b is a standard 
sequence. Since S, = S, = RPoRPn, we must have b,E p,. Consequently the 
lines b,b, and zv intersect. By Lemma 1.3 the line zv is contained in Q(b). It 
follows that the line xv is contained in I. By letting v approach U, we 
conclude that the line zu is contained in the closure of I. Since u lies on the 
boundary e’ of I in H, it follows that e’ and the line xu are tangent at u. This 
implies that the lines xu and p, are perpendicular. Consequently u E e = e(S,), 
and we have e’ = e. This proves that I = a($). 
HALF TURNS OF THE HYPERBOLIC PLANE 71 
Case 2: a is parabolic. Let x E I’, YE IJ( S,), and assume that x and y lie 
on the same horocycle with center c = c(S,). Then there exists a parabolic 
translation T with center c such that T(x) = y. Since x E I, there exists a 
positive reduced sequence b = (b,, . . . , b,) such that S, = S, and x E Q(b). We 
may also assume that b, = x. Then the sequence T(b) is also reduced and 
positive and satisfies S,(,, = TS,T-’ = S, = S,. Hence Q(T(b)) C r. Since 
T(b,) = T(x) = y, we have yE I?. 
Now using an argument similar to that in case 1, one can show that the 
boundary of l? in H is a horocycle e’ with center c. Let p,, . . . ,p, be 
the oriented lines defined as in Section 3. Then the line p, intersects the 
horocycle e’ at a point U, say. Let z be the point at infinity of p, in the 
positive direction. Let 0 E p,,flT and let b = (b,, . . . , b,,) be a positive reduced 
sequence such that S, = S,, and 0 E G(b). We may assume that b, = 0. By (i) 
we may also assume that the sequence b is standard. Then S, = S, = RPORPn 
implies that b,E p,. Hence the lines b,b, and zv intersect. By Lemma 1.3 the 
line zv is contained in Q(b), and so it is contained in I. When v approaches u 
we obtain that the line xu lies in the closure of I’. Hence the line zu and the 
horocycle e’ must be tangent at u. This implies that the lines p, and zu are 
perpendicular and so u lies on the horocycle e = e( S,). Thus e’ = e and so 
r = qs,). 
Case 3: a is elliptic. For XE O(S,) let 6(x) be the distance between x 
and c = c(S,). We first claim that if x E I’, YE G?(S,), and 6(x) = 6(y), then 
y E I. Indeed, let b = (b,, . . . , b,,) be a positive reduced sequence such that 
Sb=Sa, and XE G?(b). We may assume that b,= x. Since 6(x)=6(y) there 
exists a rotation T with center c such that T(r) = y. Then T(b) is a positive 
reduced sequence and S,(,, - TS,T-’ = S, = S,. Hence G(b) C r, and since 
y = T(x) = T(b,), we have YE I. Next we claim that if XE I?, YE a($), and 
6(x) 6 6(y), then y E I. We omit the proof, which is similar to the proof of 
the analoguous statement in case 1. 
It follows that I = H, I = H - {c}, or there exists a circle e’ with center c 
such that I is the region outside e’. If I = H, then clearly I = Q(S,). Hence 
we may assume that I # H. Let p,, . . . , p, be the oriented lines as defined in 
Section 3. If I = H - {c}, let u = c. Otherwise let u be the point where the 
segment ca, meets e’. Let v be any point of the segment ca, which lies in I. 
Let z be the point at infinity of p, in the positive direction. Since v E I, there 
exists a positive reduced sequence b = (b,, . . . , b,) such that S, = S, and 
v E Q(b). We may assume that b,, = v. By (i) we may also assume that b is a 
standard sequence. Since b, = v E p, and S, = S, = RPoRp,, it follows that b1 
lies on the open segment cz of p,. Therefore the lines b,b, and xv = zb,, meet. 
By Lemma 1.3 the line zv is contained in Q(b), and so it is contained in I’. 
When v approaches u, we obtain that the line zu is contained in the closure 
of r. 
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Assume now that I # H - {c}. Then the line zu and the circle e’ must be 
tangent at U. Hence the lines zu and p, are perpendicular. Therefore 
u E e = e(S,), and so e = e’, I = Q(S,). 
Now let I = H - {c}. Assume that n(S,) = H. Then the angle (Y between 
the oriented lines p,, and p, satisfies 0 < (Y < r/2. Hence we can choose v in 
the open segment ca, of the line p, close to c so that the line zc meets the line 
q which is defined by the conditions v E q and q I p,,. Let b = (b,, . . . , b,, ) be 
a positive reduced sequence such that S, = S,, and v E G(b). We may assume 
that b,, = v. By (i) we may also assume that b is a standard sequence. Since 
S, = S, = RPoR,,, and b,, = v lies in the open segment ca, of p,, it follows that 
b, lies in the open interval cx of p,. The inequality 0 < (Y < 7r/2 implies that 
n 2 4. Hence by Lemma 1.3, if x and y lie on the lines b,b, and b,-,b, = q, 
respectively, then the line xy is contained in a(b) and so it is contained in I. 
Since the line zc meets both b,b, and q, it follows that CE I, which is a 
contradiction. 
Hence we must have G(S,) # H, and so IJ(S,) = l? = H - {c}. 
This completes the proof of (ii). 
Proof of (iii). By (ii) we have Q(b) = G(a). Hence there exists a positive 
reducedsequencec=(c,,...,c,)suchthata-candb,=c,.Sincea-c,we 
have S, = S,. Since S, = S, and b, = cl, we have S,, = S,,, where 
b’= (b,,...,b,), c’=(c2,...,c,). 
If n = 3, then S,, = S,, implies b’- c’. If n > 3, then S,, = S,., and the 
induction hypothesis imply that b’- c’. Consequently, in both cases we have 
b-c,andsoa-b. 
This completes the proof of (iii) and the proof of the theorem. n 
COROLLARY 4.2. Let a =(a,,+.., a,,) be a positive reduced sequence of 
length n24. Let a”=(a,,..., an_%) and .‘=(a”, a,_,). Then we have: 
(i) if a’ is elliptic or parabolic then O(a) = H; 
(ii) a” is hyperbolic. 
Proof, (i): By the theorem we have a(~‘) = a(!$). By Lemma 1.3 every 
line a,x with XE &?(a’) lies in a(a). Since Q(a’)= W(S,,) and a’ is elliptic or 
parabolic, the union of all such lines a,x is the whole hyperbolic plane H. 
Consequently Q(a) = H. 
(ii): This is clear if n = 4. Let n -- S= 5. Since a is reduced, we have 
a, @ &!(a’) and so &?(a’) # H. Now it follows from (i) that a” is hyperbolic. n 
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COROLLARY 4.3. Let a=(al ,..., a,,) be a p.s.r.s. with n34. Let p, 
(0 d i < n) be the oriented lines defined in Section 3. Then we have 
(i) the lines p,, . . . , p,_, are ultraparallel with pO; 
(ii) if p, _ 1 and p, meet, then the angle (Y between the oriented lines p, _ 1 
and p, satisfies 71/2 G a < T; 
(iii) if the angle a defined in (ii) is IT/~, then an is the point where p, _ 1 
and p, meet. 
Proof. (i): By Corollary 4.2 each of the sequences (a,, . , . , a,), 2 g k G 
n -2, is hyperbolic. Since 
Sa; ‘. Sak= R R 
PO Pk’ 
2<k<n-2, 
and (a,, . . . , ak) is hyperbolic, the lines p, and p, (2 G k G n -2) must be 
ultraparallel. 
(ii): Leta’=(a,,..., anpI). Since a is reduced we have a,, @ Q(a’). By the 
theorem, Q(a’) = Q(S,.). Hence Q(S,,) # H. Consequently, we have 71/2 4 (Y 
< 57. 
(iii): If a = a/2 then we have S,, = S,, where x is the point where p,_ 1 
and p, meet. Since Q(a’)=Q(S,,)=ti(S,)= H -{x} and a, @&?(a’), we 
must have a, = x. 
5. THE UNIVERSAL COVERING GROUP OF PSL,([w). 
Let G, be the universal covering group of PSL,([w) and uO: G, + PSL,([w) 
the canonical projection map. The kernel of a0 is the center 2, of G,. This 
center is infinite cyclic, and we denote by w a generator of 2,. 
Let (E) be an infinite cyclic group with E as a generator. Then we define a 
group G by 
The canonical map G, --) G is injective, and hence we identify (via this map) 
G, with its image in G. Thus in G we have E’ = w. Clearly G is a Lie group 
having two components G, and &GO. 
Since Ker a, = (w), we can extend a, to a homomorphism u : G - PSL,(Iw) 
such that U(E) = 1. The kernel of u is the center 2 = (E) of G. 
We let G act on the hyperbolic plane H via (I. If a E G and x E H, then we 
shall write a(x) instead of u(a)(x). 
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The group PSL,(lR) has precisely three conjugacy classes of connected 
l-dimensional Lie subgroups. They are as follows: 
Elliptic type: The group of all rotations of H with fixed center c E H; 
Parabolic type: The group of ah parabolic translations with fixed center 
CE~H; 
Hyperbolic type: The group of all translations along a fixed line. 
Since G, is the universal covering group of PSL,(R), it has also three 
conjugacy classes of connected ldimensional Lie subgroups. By [5, Theorem 
1.2, p. 1891 there exists a l-parameter subgroup f: 03 -+ G, such that f(1) = w 
andf(t)#o for O<t<l. Clearlyf(t)@Z, for O<t<l. Since a(f(R)) is 
compact, it must be of elliptic type, i.e., it consists of all rotations having a 
fixed center (say) c. The point c and the conditions f(1) = o, f(t) # w 
(0 < t < 1) determine f uniquely, and we shall write f= f,. By replacing w 
with w-l (and E with E-~ ), if necessary, we may also assume that for 0 < t -=c 1 
the angle of the rotation u( f,( t )) i.s 2r t. 
Let aEG, and define g: R + G, by g(t)=af,(t)a-‘. Then g is a 
l-parameter subgroup which satisfies the same conditions as fact). Hence we 
have 
.6(,,(t) =afWa+. (5.1) 
The groups f,(R), CE H, form a conjugacy class in G,. 
Let T=a(f,(i)). Then T2=u(f,(l))=u(w)=l. Since f,(g)@Z,, we 
have T # 1. Therefore 
&x8>) = SC, cEH. 
For c E H we now define PC E G by 
PC = &C’f,(i). 
Clearly P,E &GO and 
P,” = E?&(l) = &-2w = 1. 
It follows from (5.1) that 
aPa-‘=P C U(C)’ aEG, cEH. (5.2) 
LEMMA 5.3. Every involution of G is of the form PC. 
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Proof. Let xE G be an involution. Since G, is torsion-free, we have 
xE&GOandsox=&yforsomeyEG,.Sincex2=1and&2=W,wemusthave 
y2=C1. Thus yBZ, and consequently o(y)#l. Since ~(y)~=a(y~)= 
a(w) = 1, we must have a(y) = SC for some c E H. Since also a( f,(i)) = SC, we 
have y = f,(&)o” for some integer k. 
By squaring this equation we obtain w-l = u2kf1. Therefore k = -1, 
y = f,(i), and x = sy = PC. 
Now let a=(~,,..., a,,) E H”. Then we define Pan G by 
Pa = Pa,. . . Pa,,. 
LEMMA 5.4. Zf a, b E H” and a - 6, then P, = P,. 
Proof. It suffices to consider the case when the sequences a and b are 
linked. From the definition of linked sequences and the above definition of P, 
it is clear that it suffices to consider the case of sequences of length two. Thus 
we shall assume that a =(a,, a2) and b = (b,, b,). 
If al-a,, thena- b implies that b, = b,. In that case P, = 1 and P, = 1. 
Hence we may assume that a, # a2 (and also b, # b2). Since a - b, all 
four points a 1, u2, b,, b, lie on a line p and there exists a translation T along p 
such that T(a,) = b, and T(a,) = b,. 
Let g: 88 + PSL,(R) be a nontrivial l-parameter group consisting of 
translations along the line p. Then g(t,) = T for some toE R. Hence it suffices 
to prove that 
P P g(t)(a,) g(tKa,) = P,,Pu, 
holds for all t E !R. Since u( PC) = SC for c E H, we have 
Hence the element 
P P PP g(LKa,) dtKn2) a2 a1 
belongs to Z,. Since this element depends continuously on t, and Z, is 
discrete, this element is constant and so it must be the identity element. 
This proves our claim, and the lemma is established. W 
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The conjugacy class of all involutions in G generates G. Let x E G. The 
least nonnegative integer n such that x is a product of n involutions is called 
the length of x and will be denoted by Z(r). 
LEMMA~.~. LetxEG,Z(x)=n,aEH”,andx=P,,. Thenthesequence 
a is reduced. 
Proof. Assume that a is not reduced, and so n > 2. By Lemma 5.4 we 
may assume that a,, . . . , an are not distinct. By Lemma 1.1 we may assume 
that in fact al-a,. If a’=(a,,..., a,,), then we have PO, = P, = x. Since 
Z( a’) = n -2 and Z(X) = n, this is a contradiction. n 
6. LENGTHS OF CENTRAL ELEMENTS 
Let a 1,. . . , a n be the successive vertices of a convex n-gon in H whose all 
interior angles are 7r/2. Assume that a,, . . . , a, are listed in the anticlockwise 
order. The set of all sequences a = (a l,. . . , an ) obtained in this way will be 
denoted by II z. Every a E II z is clearly a positive standard sequence. If we 
use clockwise order instead of the anticlockwise we obtain the definition of 
HI,. We set then n,=n,‘Un,. The set II, is nonempty iff n25. 
The group PGL,(IW) acts on each of the sets H” (n 2 0). The set II, C H” 
is invariant under this action. If TE PGL,([W), then we have T(IIT ) = II,’ or 
T( II,i ) = Hi according as T preserves or reverses the orientation of H. 
For CE H we have a( f,(g)) = S,, and so a( PC) = S,. Consequently for all 
a E H” we have 
LEMMA 6.2. Let x E Z = (e), x # 1, and let Z(r) = n. Then n 2 5 and 
there exists a E lI,, such that P, = x. 
Proof. Since x # 1, we have n 2 1. Let a E H” be such that P,, = x. Since 
XE Z, we have S, = a(P,) = u(x) = 1. By Lemma 5.5 the sequence a is 
reduced. Now, Lemma 1.5 implies that n > 5. By replacing x with x-l and 
the sequence a with its opposite sequence (if necessary), we may assume that 
a is positive. By Theorem 4.1(i) and Lemma 5.5 we may further assume that a 
is a p.s.r.s. Let p,,. .., p, be the oriented lines as defined in Section 3. By 
Corollary 4.3 each of the lines p,,. ..,P,_~ is ultraparallel with p,. Since 
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S,, = ffpoRPa= 1, we have p, = p,. Consequently p,_, is the common per- 
pendicular of p,_, and p,. Thus a E II: and the proof is completed. n 
LEMMA 6.3. Zf a E II, then Z(P,) = 5 and a is reduced. 
Proof. If x = P, it is clear that Z(X) < 5. Since XE &GO, we have x # 1. 
Since aEll,, we have a(x)=a(P,)=S,=l and so rEZ. Now Lemma 1.5 
implies that Z(X) 3 5, and so Z(X) = 5. Then a is reduced, by Lemma 5.5. n 
Now let a, b E IT:. By Lemma 6.3 a and b are p.s.r.s. Since S, = S, = 1, 
we have a - b by Theorem 4.l(iii). Then by Lemma 5.4 we have P, = P,. 
Hence we can define an element E”E G by &a = P,, a E n$. By Lemma 
6.3 we have 1(&a) = 5. It is clear that &a is an odd power of E. 
LEMMA 6.4. Zfa=(a,,...,a.)~II~ (n>5), then Pa=&ie4, Z(E:-~)= 
n, and a is reduced. 
Proof. We use induction on n. The assertions hold if n = 5, by the 
previous lemma, and by definition of Q. Let n > 5. The n-gon K whose 
successive vertices are a 1, . . . , a, is convex, and all its interior angles are equal 
to r/2. Hence the lines p = ala,, and 9 = a, m3anp2 are ultraparallel. Let r be 
the common perpendicular of p and 9, and let x and y be the points where T 
meets p and 9, respectively. It follows from the above properties of K that x 
lies in the open interval a,~,, and y lies in the open interval u~_~u~_~. 
Hence 
a’= (a, ,...,an-z,y, +=:-,, 
and 
By the induction hypothesis and the definitions of ea we have 
If m = Z(&Ep4), then P, = E:-~ implies that m G n. Since &on-’ # 1, Lemma 
1.5 gives m 2 5. By Lemma 6.2 there exists 
b=(b,,...,b,,)+=,, 
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such that P, =E;-~. Assume that b E II,. Then the opposite sequence 
b’=(b ,,,,..., b,)EII;, and since m < n, we have P,! = crp4. Hence Pb = 
E:-“’ = E:-~. This is impossible, since m + n > 8 and ea has infinite order. 
Thus we must have bE II:. Since m G n, we have P, = .s;-~ = &Gp4 and so 
m = n. 
Now a is reduced, by Lemma (5.5). n 
LEMMA 6.5. We have s0 = E. 
Proof. It follows from Lemmas 6.2 and 6.4 that .sO generates the center Z 
of G. Therefore .sa is either E or e-l. 
In order to determine whether E” = E or ~a = s-i we consider the canoni- 
cal projection ui : G, +SL,(R). Wefixa=(a,,...,as)En5t by 
2fi+i 7/5+2iJT 
al=5’ a2= 17 ’ 
as-i/Z, a4= -a,, us= -a,. 
The sides of this pentagon are the lines whose equations are 
Let Pi=f,,(i), lGiG5, where f,:R +G, (cEH) are the l-parameter 
groups defined in the previous section. Let Ai = a,(P,), 1~ i < 5. Since 
P, = q, and Pai = CIPi, we have P,. . . P, = .QE~. Since ai(e4) = u1(02) = I, 
we have A i.. .A, = u~(E~E). Thus in order to prove that e0 = E, it suffices to 
showthatA,...A,=-I. 
It is easy to check that if z E H, z = x + iy (x, y real and y > 0), then 
In particular, we have 
q(&(b))=+( 1; xz+y2). 
x 
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Thus 
i 
-26 5 
A,= 
-5 2fi 
A,= 
and indeed A 
2\is 5 
-5 -26 
..A,= -1. 
This comptktes the proof of the lemma. 
1 / -21@ 186 
I- A,= 
A,=+ 
21fi 186 
-176 -21/z 
7. A PRESENTATION OF G AND CHARACTERIZATION OF 
REDUCED SEQUENCES 
THEOREM 7.1. Let a=(~, ,..., a,)~ H” and b=(b, ,..., ~,,,)EH~ be 
reduced sequences. Then the following are equivalent: 
(i) m = n and a - b; 
(ii) P, = P,. 
Proof. (i) = (ii): This is Lemma 5.4. 
(ii) j(i): Let (say) m G n. 
Case m = 0. Assume that n # 0. Since S, = S, = 1, Lemma 1.5 implies 
that n 3 5. By Theorem 4.1 and Lemma 5.4 we may assume that a is 
standard. Now S, = 1 and Corollary 4.3 imply that a E II,. By Lemmas 6.4 
and 6.5, PI is either .Y4 or Ed-“, which contradicts (ii). Hence we must have 
n = 0. 
Case m = 1. Assume that n > 1. Since S, = S, and n > 1, we must have 
n > 4. By Theorem 4.1 and Lemma 5.4 we may assume that a is a standard 
sequence. Now S, = S, and CoroUary 4.3 imply that (a, b) E II,, 1. Hence 
P,P, is either .Y3 or e3-” by Lemma 6.4. But P, = P, and Pt = 1, imply that 
P,P, = 1, and we have a contradiction. Thus n = 1. Now S, = S, implies that 
a = b. 
Case m = 2. Assume that n > 2. By Theorem 4.1 and Lemma 5.4 we 
may assume that a is a standard sequence. By replacing a and b with opposite 
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sequences (if necessary) we may assume that a is a p.s.r.s. Let p,, . . . ,pn be the 
lines defined as in Section 3. Then S, = S, implies that S, # 1 and a is 
hyperbolic. Hence p, and p, are ultraparallel and the line p = p(S,) is their 
common perpendicular. The points b,, b, lie on p. Since S, = S,, we may 
assume that b, and b, are the points where p meets p, and p,, respectively 
(replace b by an equivalent sequence). Now Corollary 4.3 implies that 
(a, b,, 6,) E II,=,. By Lemma 6.4 we have P,P,’ = E”-~. Since P, = Pb, we 
obtain enp2 = 1. This contradicts our assumption that n > 2. Thus we must 
have n = 2. Then S, = S, implies that a -b. 
Case m23. We use induction on m. Since S, = S,, Theorem 4.1 gives 
Q(a) = fZ(S,) = i&5,) = Q(b). 
Now by Lemma 5.4 we may assume that ul=b,. If a’=(u,,...,u,) and 
b’=(b2,..., b,,,), then P,, = P,,. Hence the induction hypothesis implies that 
m-l=n-landa’-b’.Thereforem=nandu-b. n 
THEOREM 7.2. If a E H” is a reduced sequence, then E(P,) = n. The 
relutions P,” = 1 (XE H) and P,P, = PxzPYs, where x, YE H, x # y, and T(x) = 
x’, T(y) = y’ for some translation T along the line xy, are the defining 
relations of G. 
Proof. Let a E H” and I( P,) = m. Let bE H”’ be such that P, = P,. 
Then b is reduced, by Lemma 5.5. Now Theorem 7.1 implies that m = n. This 
proves the first assertion. 
The second assertion follows from the first. Indeed, let a = (a,, . . . , a,) E 
H” be such that P, = 1. Assume that n # 0, so that P, is a relation between the 
generators P, ,, . . . , P,,,. Then I( P,) = 0, Z(u) Z 1, and so a is not reduced, by 
the first assertion. Consequently n > 2 and a - b = (b,, . . . , b,,) where b, = b,. 
Since a - b, the relation P, = P, can be deduced from the relations mentioned 
in the theorem. Let b’ = (b,, . . . , b,). The relation Pb = PbJ can also be 
deduced. Hence P,, = 1 and we can finish the proof by using induction on the 
length n. W 
REMARK. The above presentation of G can be used to get a presentation 
of the simple group PSL,(R). One has only to force E to be 1. This can be 
achieved by adding a single relation P, = 1 where a E II,. 
Finally we can now characterize the reduced sequences. 
HALF TURNS OF THE HYPERBOLIC PLANE 81 
THEOREM 7.3. A sequence a=(al,..., a,)E H” is reduced iff ak 4 
Wa I,...,ak_l) for l<k<n. 
Proof. It is clear that these conditions are necessary. We shall prove that 
they are also sufficient. 
Assume that a is not reduced, and so n 3 2. Since a2 @ L?( a,) = {a,}, we 
have a, # a2. Hence (a,, ae) is reduced and so n 2 3. Since a3 @ Q(a,, a,), 
the points a,, a2, a3 are not colinear, and so (a,, a2, as) is reduced. Conse- 
quently n > 4. 
Without any loss of generality we may assume that the sequence a’ = 
(a 1,. . . , a n _ 1) is reduced. Since a is not reduced, there exists b E H”-’ such 
that P,=P,. If b’=(b,a,) then P,,=P,,. Since a’ is reduced, we have 
Z(P,,) = n - 1. By Lemma 5.5, b’ is also reduced. By Theorem 4.1 we have 
Q(a’) = !J( b’). Hence a,E Q(a’), and we have a contradiction. 
This completes the proof. n 
Let us say that an infinite sequence (a,, . . . ) of points in H is reduced if 
every finite sequence (a 1, a 2,. . . , a,,) is reduced. Then using the above 
theorem it is easy to see that there exist infinite reduced sequences. Every 
initial segment of such a sequence is necessarily hyperbolic, Similarly one can 
define and prove the existence of doubly infinite reduced sequences. 
8. LENGTH FORMULAE FOR ELEMENTS OF G 
An element x E G will be called positive (negative) if every reduced 
sequence a satisfying P, = x is positive (negative). If Z(r) < 2 then x is both 
positive and negative. Otherwise x is either positive or negative but not both. 
LEMMA 8.1. Every positive element XE G has a representation of the 
form x = E~P(, where k > 0 and b is a p. s.r. s. of length at most four such that: 
(i) b is not hyperbolic if Z(b) = 3; 
(ii) L?(b) = H if Z(b) = 4; 
(iii) Z(x)=k+2+lZ(b)-21 ifk>O. 
Proof. Let Z(x)=n, and choose a=(a,,...,a,)EHn such that x=Pn. 
By Theorem 4.1 and Lemma 5.4 we may assume that a is a p.s.r.s. If n G 2 we 
takek=Oandb=a. 
Now let n 3 3, and let pi (0 < i G n ) be the oriented lines defined as in 
Section 3. By Corollary 4.3 the lines p,, . . . ,pnpz are ultraparallel with p,. 
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Case 1: The lines p, and p,_ 1 are not ultraparallel. Then n # 3. If n = 4 
then 3(a) = H by Corollary (4.2). Th en we can take k = 0 and b = a. Now let 
n > 5. Let 4 be the common perpendicular of p, and pn-2, and let u and o be 
the points where 9 meets p, and pnp2, respectively. Since a is reduced, the 
lines p, and p,_, do not meet. If the lines p,_, and p, meet, then the angle (Y 
from the oriented line p,_ 1 to the oriented line p, satisfies r/2 G (Y < 71 by 
Corollary 4.3. Assume first that either p,_, and p, do not meet, or if they 
meet, then cx # 7~/2. In that case 0 lies in the open interval an-2an-, and we 
have 
while (u, v, anplran) is a p.s.r.s. Thus 
x = p, = e*--4p 
bt 
whereb=(u,v,a,-,,a,). If b’=(u,v,a._,), thenb’isellipticorparabolic. 
Then by Corollary 4.3 we have Q(b) = H. 
Next assume that p,_ 1 and p0 meet and that cx = 77/2. Then v = a no 1, and 
if a’=(a,,..., a,_,), we have S,,=S,. By Theorem 4.1 we have iJ(a’)= 
Q(S,)=H-{u} and consequently a,=u. Hence aEIIl and so x=E~-~. 
Hence we can take k = n -4 and b to be the empty sequence. 
Case 2: p,_, and p, are ultraparallel, but p, and p, are not ultraparallel. 
Let 4’ be the common perpendicular of p, and P,_~, and let u’ and 0’ be the 
points where 4’ meets p0 and p,_ 1, respectively. Assume that v’ lies in the 
open interval a,_,a, of p,_,. Then 
(a ,,...,a,-,, v’, 24’) E q+ 1 (if n > 3) 
and b = (u’, v’, a,) is a p.s.r.s. Hence 
x = P, = C-3Pb. 
Since p0 and p,, are not ultraparallel, b is not hyperbolic. 
Next assume that v’ = a,. Then n > 3 and we can take k = n - 3, b = (u’). 
Finally, assume that a, lies in the open interval an_ 1v’ of pn_ 1. This 
implies that n > 3 and that the lines pn and p, meet. Moreover the angle j3 
between the oriented lines p, and p, is less than 1r/2. Let q, u, v be as in case 
1. Then 
(if n > 4) 
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and x = Pa = r4 P,, where b =(u, v,a,_l,a,). Since P <1r/2, we have 
Q(b) = H as required. 
Case 3: Both p,_, and p, are ultraparallel with pO. Let q” be the 
common perpendicular of p, and p,,, and let u” and v” be the points where 
q” meets p, and p,, respectively. Then 
(a l”“, an,0 “, u”) E rII,++z, 
and we can take k = n -2, b = (u”, v”), 
This completes the proof of the Lemma. 
THEOREM 8.2. Every XE G has a unique representation in the form 
x = ekP, where b is a standard reduced sequence of length at most four such 
that 
(i) if x is positive (negative) then k 3 0 (k < 0) and b is positive (nega- 
tive); 
(ii) if l(b) = 3 then b is not hyperbolic; 
(iii) if l(b) = 4 then Q(b) = H. 
Proof. The existence of such a representation for positive x was estab- 
lished in the previous lemma. Let x be negative. Then x-l is positive. Hence 
where k B 0, and b is a p.s.r.s. of length at most four satisfying the conditions 
(ii) and (iii). Let b’ be the opposite sequence of b. Then 
x = ECkPb, 
is the required representation of x. 
It remains to prove the uniqueness. Assume that XE G has two such 
representations 
x = EkPb = ESP C’ (8.3) 
We have to show that k = s and b - c. 
It follows from (8.3) that S, = a(x) = S,. Assume that l(b) 2 3 and 
l(c) > 3. Then by Theorem 4.1 we have 
Q(b) = Q(S,) =&I@‘,) = O(c). 
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If Z(b) = 4 then Q(b) = H, while if Z(b) = 3 then a(b) # H. Similar state- 
ments are valid for St(c). Since Q(b) = Q(c), we conclude that Z(h) = Z(c). 
Now Theorem 7.1 implies that b - c. By Lemma 5.4 we have P,> = P,, and 
consequently k = s. 
Now assume that Z(b) < 2 and Z(c) < 2. Then (8.3) implies that Z( skps ) < 4. 
By Lemma 6.4 we have .sk--s = 1, i.e., k = s. Consequently, PO = P, and b - c 
by Theorem 7.1. 
Finally, assume that (say) Z(b) < 2 and Z(c) 2 3. If Z(c) = 4 then Q(S,) = 
Q(S,) = Q(c) = H. Since Z(b) G 2, this implies that b is the empty sequence. 
Consequently .s kmms = PC. This is impossible, since I( PC) = Z(c) = 4 and I(&’ -“) 
# 4. Now let Z(c) = 3. Since c is not hyperbolic and S, = S,, it follows that 
Z(b) # 2. Hence (8.3) implies that Z(E~~“) G Z(b) + Z(c) G 4. Consequently 
ekps = 1, k = s, Pb = PC. This is impossible by Theorem 7.1, since Z(b) # Z(c). 
This completes the proof of the theorem. n 
THEOREM 8.4. Let x E G be written in the canonical form x = ckPb given 
in Theorem 8.2. l’hen 
z(b) if k=O, 
IkJ +2+lZ(b)-21 otherwise. 
Proof, If k 2 0 this was shown in Lemma 8.1. Let k < 0, and let b’ be the 
sequence opposite to b. Then x-i = E -kPj,, is the canonical form of x--l. Since 
- k > 0, we have 
Z(x-‘)= Ikl +2+IZ(b’)-21 
by Lemma 8.1. Since 2(x- ‘) = Z(x) and Z( b’) = Z(b), the proof is completed. 
n 
9. ONE-PARAMETER SUBGROUPS AND CONJUGACY 
CLASSES OF G. 
We first describe l-dimensional connected Lie subgroups of G. For CE H, 
f, : 03 + G is the l-parameter subgroup defined in Section 5. 
THEOREM 9.1. For c E H we have 
(i) f,(t)=eP,, O<tQ; 
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w f,(f) = &PC; 
(iii) f,(t)=wP,, i<t<l; 
(iv) f,(I) = w, 
where in (i) (respectively (iii)) a is a n. s. r. s. of length 3 (respectively 4) such 
that S, is the rotation with center c and angle 2at. 
Proof. (i): Let g(t) = &PO, where a is as described above. We claim that 
if s, t > 0 and s + t < 1, then g(t)g(s) = g(t + s). Let g(s) = FP~, where b is a 
n.s.r.s. of length 3 such that S, is the rotation with center c and angle 2~s. 
Since O(a)= O(S,) and Q(b)=Q(S,), the sets Q(a) and Q(b) have non- 
empty intersection. Hence by Theorem 4.1 we may assume that a = 
(a,, u2, a,), b =(bl, b,, b3) with us = b,. Then 
where u = (al, u2, b,, b3) is also a n.s.r.s. Let r be the common perpendicular 
of the ultraparallel lines p = ca, and 9 = b, b,, and let x and y be the points 
where r meets p and 9, respectively. Then 
and v =(x, y, b,) is a n.s.r.s. such that S, is the rotation with center c and 
angle 2n( t + s). Hence 
g(t)g(s)=FP”=g(t+s). 
Since lim a( g(t )) = 1 when t -+ 0 (t > 0), it follows that lim g(t) as t + 0 
(t > 0) exists. Then the equation g( t )g(s) = g( t + s) and the continuity of g 
imply that lim g(t) = 1 when t -+ 0 (t > 0). If we set g(0) = 1, then g: [0, 4) + 
G, is also continuous. Consequently, g can be extended to a l-parameter 
subgroup g: R --f G,; see [l, Chapter V, !j 1, Proposition 61. Since a(g(t)) = 
a(J;.(t))forO<t<+,itfollowsthatf,=g. 
(ii): This follows from the definition of PC. 
(iii): Let 4 < t < 1, and write t = t, + t2 with 0 < t,, t, -=c a, say t, = t2 = 
t/2. By (i) we have 
f,(h) = EP,, fAt2) =&PC? 
where u = (ur, u2, us) and v = (vi, va, vs) are n.s.r.s. such that S, and S, are 
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rotations with center c and angles 2mt, and 2mtz, respectively. By Theorem 
7.1 we may assume that us = or. Then 
where a = (u,, u2, v2, v3) is a n.s.r.s. such that S, is the rotation with center c 
and angle 2rt. 
(iv): This follows from the definition off,. n 
THEOREM 9.2. Let c E aH, and let a denote any n. S.T. s. of length 3 such 
that S, is a parabolic translation with center c. Then the elements EP, together 
with their inverses and the identity form a ldimensionul connected Lie 
subgroup of G,. 
Proof. We may assume that c = co. Let u = EP, and v = EP~, where both 
a and b are parabolic n.s.r.s. of length 3 such that c(S,) = c(S,) = co. Then 
Q(a) =WS,), Q(b) = Q(S,), 
and consequently Q(a) IW( b) #0. By Theorem 7.1 we may assume that 
a = (a,, a2, a,), b = (b,, b,, b3), where a3 = b,. Hence uv = c2P,Pb = e2P, 
where a’ = (a,, a2, b,, b3). Let p be the common perpendicular of ala2 and 
b,co, and let the respective points of intersection be x and y (see Figure 8). 
Then 
(Y, x, a2, b,,b,)E&, 
and so uv = EP (111, where a”=(a,, x, y) is a n.s.r.s. and S,., is a parabolic 
translation with center co. 
FIG. 8. 
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The remaining part of this proof is similar to the proof of Theorem 9.1 and 
we shall omit it. n 
Finally, if p is a line in H then the elements of the form P,P, (x, y E p) 
form also a ldimensional connected Lie subgroup of G,. 
Since G, has precisely three conjugacy classes of l-dimensional connected 
Lie subgroups, we have the following result. 
THEOREM 9.3. An element z E GO belongs to the exponential image of GO 
iff one of the following holds: 
(i) a(z) is elliptic; 
(ii) z = P, P, for some x, y E H; 
(iii) .z = EP, or 2 = E plPae’, where a is a parabolic n.s.r.s. of length 3. 
In the next theorem we describe the conjugacy classes of G. 
THEOREM 9.4. Two elements x and y of G are conjugate in G iff the 
following holds: 
(i) x and y are both positive or both negative; 
(ii) I(x) = Z(y); 
(iii) a(x) and a(y) are conjugate in PSL,(Iw). 
Proof. Since G preserves the orientation of H, it is obvious that condi- 
tions (i), (ii), and (iii) are necessary. We shall show that they are also 
sufficient. 
We may assume that x and y are both positive. Let Z(x) = n, and write 
x = P,, y = Ph, where a, b are p.s.r.s. of length n. Since a(x) = S, and 
u(y) = S, are conjugate in PSL,(Iw), we may assume that in fact S, = S, (just 
replace x by a suitable conjugate). If n G 2, then S, = S, implies a - b and so 
x = y. If n z 3, then Theorem 4.1 implies that a - b and again x = y. 
This completes the proof. n 
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