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Abstract: We consider the local statistics ofH = V ∗XV +U∗Y U where V and U are independent
Haar-distributed unitary matrices, and X and Y are deterministic real diagonal matrices. In the
bulk, we prove that the gap statistics and correlation functions coincide with the GUE in the limit
when the matrix size N →∞ under mild assumptions on X and Y . Our method relies on running
a carefully chosen diffusion on the unitary group and comparing the resulting eigenvalue process
to Dyson Brownian motion. Our method also applies to the case when V and U are drawn from
the orthogonal group. Our proof relies on the local law for H proved in [7–9] as well as the DBM
convergence results of [34, 35].
1 Introduction
In this paper we study the spectrum of matrices formed by adding two large N×N ‘generic’ Hermitian
matrices,
A+B.
A natural probabilistic way of interpreting ‘generic’ is to take a matrix with a general empirical
eigenvalue measure and conjugate it by a random unitary matrix. We are led to the model
H = V ∗XV + U∗Y U,
where X and Y are deterministic real diagonal N×N matrices and U and V are independently drawn
from the Haar measure on the unitary group.
The limiting global eigenvalue density of H = V ∗XV + U∗Y U was first obtained by Voicelescu
in the influential work [44], in which he proved that the normalized empirical distribution converges
weakly to the free convolution of the limiting empirical laws of X and Y . This result was then
subsequently obtained via several different approaches in [15,20,40,41]. The first result going beyond
weak convergence was that of Kargin [32] who showed that under suitable assumptions on X and
Y , that convergence holds not only at the global scale, but on the scale (log(N))−
1
2 . Kargin later
improved this result to the scale N−
1
7 in [33].
In a series of works, Bao, Erdo¨s and Schnelli [7–9] established the important result that in the bulk
of the spectrum, the empirical eigenvalue distribution of H converges to a deterministic quantity down
to the optimal scale N−1+ν , using a specific decomposition of the Haar measure and a sophisticated
analysis of the Green’s function. Moreover, by implementing a new fluctuation averaging mechanism,
they were able to obtain the optimal error rate in [7]. Results of this form in random matrix theory
are known as local laws.
The results of [7–9] control the eigenvalue behaviour down to the scale N−1+ν ≫ N−1. In the bulk
of the spectrum the eigenvalue spacing is of order N−1 and the behaviour of the eigenvalues at this
scale remains unstudied. In this paper we wish to investigate the local statistics of the eigenvalues
of H at the scale N−1 by determining the limiting distribution of the eigenvalues gaps as well as the
limiting correlation functions.
One of the central tenets of random matrix theory is the Wigner-Dyson-Mehta universality con-
jecture. This conjecture asserts that the local statistics for wide classes of random matrix ensembles
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exhibit universality, in that the local statistics do not depend on the underlying details of the matrix
ensemble, but only on the symmetry class (real symmetric vs. complex Hermitian) of the ensemble.
In particular, in the limit N →∞, the local statistics should coincide with the Gaussian Orthogonal
and Unitary ensembles (GOE/GUE) for which explicit formulas are known.
Wigner matrices are perhaps the most fundamental class of random matrix ensembles, and form
a natural class on which to study the bulk universality conjecture. A Wigner matrix is constructed
by taking the entries to be independent (up to the Hermitian H = H∗ constraint) centered random
variables with variance 1/N . Bulk universality for Wigner matrices was established in a series of
works [16,22–24,27–29]; parallel results were established for special cases in [42,43].
In addition to proving universality for Wigner matrices, the works [16, 22–24, 27–29] established
universality for the generalized Wigner class as well as the adjacency matrices of certain classes of
random graphs. Moreover, these works established a robust three-step strategy to proving universality
for random matrix ensembles.
The success of this three-step strategy is seen in the recent progress in random matrix theory
of proving universality for various matrix ensembles. Going beyond the class of generalized Wigner
matrices, universality has been proven for the adjacency matrices of sparse random graphs [1,10,11,30],
random matrices of general Wigner type [3–5], matrices with correlated entries [2,19], deformed Wigner
ensembles [36,37] as well as a class of random band matrices [17].
Our main result is to prove bulk universality for H, under mild assumptions on X and Y . We
prove that in the limit N →∞ the gap statistics and correlation functions coincide with those of the
GUE when V and U are drawn from the unitary group, and those of the GOE when they are drawn
from the orthogonal group.
Previous works on universality have relied heavily on Dyson Brownian motion (DBM). DBM is a
stochastic process on random matrices which leaves the GOE/GUE invariant; Dyson’s seminal calcu-
lation [21] shows that under this flow, the eigenvalues satisfy a closed system of stochastic differential
equations. DBM was first used to prove universality of Wigner matrices in the works [25, 28], by
showing that the time to local equilibrium is t ∼ N−1 when the initial data of the process is a Wigner
matix. Later, this local equilibrium was established in the strong fixed energy sense in [16] for Wigner
matrices. Recently, the works [26,34,35] have gone beyond the Wigner class, and showed that the time
to local equilibrium is order N−1 for a wide class of initial data. The role played by the works [26,34,35]
in the recent progress on bulk universality is that, after proving a local law for a given ensemble, the
works [26,34,35] immediately yield bulk universality for the original ensemble at the expense of adding
a small Gaussian component. This small Gaussian component is then removed using a perturbation
argument exploiting the matrix structure based around either Itoˆ’s lemma [18] or a Green’s function
comparison theorem.
In the ensemble considered here, the initial local law estimate is a consequence of the works [7–9]
and so one could attempt to proceed by applying [26, 34, 35]. However, the perturbation methods
usually used to remove the Gaussian component fail in the case considered here. The matrix H
lacks the “Wigner-type” structure of previously considered models, and the addition of a Gaussian
component is a singular perturbation which does not respect the structure of the ensemble.
Instead, we exploit the symmetry of our model, the translation invariance of the Haar measure.
We take U(t) to be a diffusion process on the unitary group and define
H(t) := V ∗XV + U(t)∗Y U(t).
Note that by the translation invariance of the Haar measure, H(t) has the same eigenvalue distribution
as H for any choice of U(t) independent from V . By carefully choosing the weights of the diffusion
U(t) in certain directions, we derive a stochastic differential equation for the eigenvalues,
dλi =
dBi√
N
+
β
2N
∑
j 6=i
1 + o(1)
λi − λj d t+ o(1) d t (1.1)
which can be view as a perturbed version of the usual DBM process, starting from the same initial
data,
dµi =
dBi√
N
+
β
2N
∑
j 6=i
1
µi − µj d t, µi(0) = λi(0).
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The local law for H provides a priori estimates for the error terms arising in (1.1). In particular, for
bulk eigenvalues, the optimal estimates are provided by the results of [7–9]. However, our approach
to analyzing (1.1) requires at least a weak global bound valid for all eigenvalues, for which the results
of [7–9] do not apply. A crucial component of our work is establishing a local law as well as stability
estimates down to a scale N−c for some c > 0, which is valid throughout the entire spectrum of H.
With these a priori estimates in hand we compare (1.1) to the usual DBM. The work [16] introduced
the important idea of coupling two Dyson Brownian motions. We use this idea and set the Brownian
motions appearing in the two systems of SDEs equal to each other. As observed in [16], the difference
λi − µi then satisfies a discrete parabolic equation. In our case there is a forcing term and we have
zero initial data. Using parabolic equation techniques, we are able to prove that at later times t the
difference λi(t)−µi(t) is o(N−1). Hence, the local eigenvalue statistics of H can instead be computed
from the usual DBM process started from an ensemble related to H. The main result of [34] then says
that the local statistics of this DBM coincide with that of the corresponding Gaussian ensemble.
The well-posedness of Dyson Brownian motion is non-trivial and in fact β = 1 is in some sense
critical for this system. For β ≥ 1, the eigenvalues do not collide under the DBM flow, whereas for
β < 1 they do, and the system is not well-posed. In the case β = 1 there is therefore difficulty in
establishing that the λi(t) coming from H(t) satisfy the equation (1.1), as the o(1) appearing above
the repulsive 1/|λi−λj| interaction term in fact comes with a minus sign. This means that effectively
β < 1, and therefore it is nontrivial to justify (1.1). We resolve this by adding a tiny Gaussian
component to X which results in level repulsion bounds, making the terms on the RHS of (1.1)
integrable. This allows us to prove that the λi in fact are a strong solution to (1.1).
We outline the rest of the paper. In Section 2, we define the model, introduce the assumptions,
then sketch the proof of the main theorem. In Section 3 we prove some estimates that will be used
later on. In Section 4 we analysis the SDE of the eigenvalues within a short time and prove the main
result. In Section 5 we prove the well-posedness of the SDE.
Acknowledgements. The authors would like to thank H.-T. Yau and P. Sosoe for useful and en-
lightening discussions.
2 Model and main results
2.1 Definition of model and assumptions
We consider H = V ∗XV + U∗Y U where X = diag(x1, · · · , xN ) and Y = diag(y1, · · · , yN ) are deter-
ministic diagonal matrices while V and U are unitary matrices independently drawn from the unitary
group equipped with the Haar measure. Denote by λ1 ≤ · · · ≤ λN the eigenvalues of H.
We assume that there is a positive universal constant K > 0 such that
sup
1≤k≤N
|xk| ∨ |yk| ≤ K . (2.1)
Denote µ1,N :=
1
N
∑
k δxk and µ2,N :=
1
N
∑
k δyk . We assume that, as N →∞, the discrete measures
µ1,N and µ2,N converge weakly to probability measures µ1 and µ2, respectively, which are supported on
the bounded interval [−K,K]. We assume that µ2 has an continuous density, i.e., there is a continuous
function ρ2 such that
µ2(d y) = ρ2(y) d y .
For technical reasons, we require µ2 to behave ‘more or less’ like the square root edge of the semicircle
law. In particular, we assume that there are constants c > 0, δ0 > 0 such that for any ξ ∈ suppµ2
and 0 ≤ h ≤ δ0,
µ2([ξ − h, ξ + h]) ≥ h2−c . (2.2)
To illustrate the meaning of this assumption, a typical example is that, if µ2 is of the form µ2(dx) ≍√
[(a− x)(x− b)]+ dx for some a < b, then µ2 satisfies the assumption with any c ∈ (0, 1/2) and small
enough δ0 > 0. Moreover, we assume that either µ1 or µ2 has a bounded Stieltjes transform.
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In addition to weak convergence, we impose stronger regularity of µY . Denote the k-th N -quantile
of µ1 by x
⋆
k and the k-th N -quantile of µ2 by y
⋆
k, i.e.,
x⋆k = inf{s :
∫ s
−∞
µ1(dx) = k/N} , y⋆k = inf{s :
∫ s
−∞
µ2(d y) = k/N} . (2.3)
One important observation is that the y⋆k’s do not get too close to each other because of the bound-
edness of the density of µ2. In particular, for any k, l ≤ N , we have
|y⋆k − y⋆l | ≥
|k − l|
‖ρ2‖∞N . (2.4)
We assume that yk is not too far from y
⋆
k, in the sense that for any c > 0,
sup
0≤k≤N
|yk − y⋆k| ≤ N−1+c , for large enough N . (2.5)
This condition can be relaxed, for example, by allowing a small number of yk’s to violate the above
inequality, i.e., near the spectral edges of Y . However, in this paper we refrain from exploring the
optimal condition, for the transparency of argument. Condition (2.5) together with (2.4) yields, for
any c > 0 and large enough N ,
|yk − yl| ≥ |k − l| −N
c
‖ρ2‖∞N . (2.6)
This bound is useful when |k − l| > N c.
We also impose regularity of µX , slightly stronger than weak convergence. We assume that there
is a constant cx > 0 such that∣∣∣∣∣ 1N
N∑
i=1
1
xi − E − iη −
∫
dµ1(x)
x− E − iη
∣∣∣∣∣ ≤ N−cx (2.7)
for η ≥ N−cx .
Remark. The condition (2.5) is used only to prove (2.6) as well as a polynomial speed of convergence
of the Stieltjes transform of a matrix closely related to Y for η ≥ N−c for some c > 0 (c.f., Proposition
3.9). The estimate (2.6) often holds under weaker assumptions than (2.5) (i.e., near the spectral edges
where eigenvalues have wider spacing) and the result of Proposition 3.9 is easy to check in practice.
We have refrained from exploring optimal conditions on Y for transparency of the argument.
2.2 Main results
It is known that as N → ∞, the empirical law µN := 1N
∑
k δλk converges to the free additive
convolution of µ1 and µ2. We denote the free convolution of µ1 and µ2 by
µ := µ1 ⊞ µ2 . (2.8)
A more precise definition will appear later. We denote its density by ρ and its classical eigenvalue
locations by γi. We denote the k-point correlation functions of H by p
(k)
H and by p
(k)
G those of the
corresponding Gaussian ensemble (GOE for β = 1 and GUE for β = 2).
Theorem 2.1. Let X = diag{x1, · · · , xN}, Y = diag{y1, · · · , yN} where (xk) and (yk) satisfy the
assumptions in Section 2.1. Let H = V ∗XV + U∗Y U where V and U are independently drawn from
the Haar measure on the unitary group UN (or the orthogonal group ON ). Let I = (a, b) be an interval
on which the density ρ of µ is strictly positive.
Then, for each E ∈ I we have bulk universality. For any smooth test function O,∣∣∣∣
∫
O(α1, · · ·αk)p(k)H
(
E +
α1
Nρ(E)
, · · · , E + αk
Nρ(E)
)
dα
−
∫
O(α1, · · ·αk)p(k)G
(
E′ +
α1
Nρsc(E′)
, · · · , E′ + αk
Nρsc(E′)
)
dα
∣∣∣∣ ≤ N−c (2.9)
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for some c > 0 and any E′ ∈ (−2, 2). Let i be an index such that γi ∈ (a + κ, b − κ) for some fixed
κ > 0. We then have gap universality at the index i.∣∣∣∣E(H) [O(Nρ(γi)(λi+1 − λi), · · · , Nρ(γi)(λi+k − λi+k−1)]
−E(G) [O(Nρ(γj,sc)(λj+1 − λj), · · · , Nρ(γj,sc)(λj+k − λj+k−1)]
∣∣∣∣ ≤ N−c (2.10)
where E(H/G) denotes expectation w.r.t. H or the corresponding Gaussian ensemble, respectively.
Here j is any index in κN ≤ j ≤ (1−κ)N for κ > 0 and γj,sc denote the classical eigenvalue locations
of the semicircle law.
2.3 Sketch of proof
Since the law of V U∗ is still the Haar measure and the eigenvalues of H are invariant under conjugation
by U , it is sufficient to prove Theorem 2.1 for U being any random unitary matrix independent of V .
The strategy is roughly as follows. We run a Brownian motion U(t) on the unitary group with certain
weights in different directions with initial value U(0) = I. We take U(t) to be independent from V .
Then we define
H(t) := V ∗XV + U(t)∗Y U(t) . (2.11)
We derive an SDE for the eigenvalues (λ1(t), · · · , λN (t)) of H(t). By a judicious choice of U(t), the
SDE turns out to be very similar to Dyson Brownian motion with β = 2 (in the case where V and U
are orthogonal matrices, we get an SDE similar to Dyson Brownian motion with β = 1.) A careful
analysis of this SDE yields that at time
T = N−1+b , (2.12)
where b > 0 is a small constant to be chosen (it will depend on the assumptions on X and Y ), the
eigenvalue statistics of H(T ) coincide with those of DBM started with initial data H(0) (to be more
precise, it will turn out that we need to make a slight modification to the initial data H(0) of the usual
DBM process). The main result of [34] states that the local statistics of this process then coincide
with the GUE and so we conclude that bulk universality holds for H(T ). This immediately implies
the same result for H(0) because the law of eigenvalues of H(T ) is the same as that of H(0). In this
subsection, we define the Brownian motion on the unitary group, then formally derive the dynamics
of eigenvalues. The well-posedness of the SDEs in concern will be handled in Section 5.
The distribution of (λ1, · · · , λN ) is unaffected if we let U be any random unitary matrix with a
law independent from V . Therefore, without loss of generality, we consider U(0) = I and let U(t)
solve the following SDE:
dU(t) = i dW (t)U(t)− 12AU(t) d t . (2.13)
Here W and A are defined as follows. W = (Wαβ)α6=β is a family of independent complex-valued
Brownian motions (up to the Hermitian constraint W ∗αβ =Wβα) with quadratic variation process
〈W ∗αβ,Wαβ〉t = N−1σ2αβt
where σαβ are deterministic and to be chosen (they will later be chosen to be a function of the yk’s).
The matrix A on the right hand side of (2.13) is a deterministic diagonal matrix with diagonal entries
given by
Aαα = N
−1∑
β
σ2αβ . (2.14)
By standard results (e.g. Theorem H.6 in [6]), the SDE (2.13) has a unique strong solution U(t).
By differentiating U(t)∗U(t) using Itoˆ’s formula, one easily sees that the solution U(t) stays on the
unitary group.
We differentiate H using Itoˆ’s formula to see
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dH = iU∗[Y,dW ]U − U∗AY U d t+ U∗ d〈W,Y W 〉tU , (2.15)
Here [·, ·] means the commutator of two matrices and 〈·, ·〉t denotes the quadratic covariation of two
processes. Recalling that d〈W ∗αβ,Wαβ〉t = N−1σ2αβ d t, we have
dH = iU∗((yα − yβ) dWαβ)U + U∗(δαβN−1
∑
γ
σ2αγ(yγ − yα))U d t . (2.16)
Here we used the notation that (aαβ) represents the N by N matrix whose (α, β)-th entry equals aαβ .
Denote
yˆα := N
−1∑
γ
σ2αγ(yγ − yα) , Yˆ := (δαβ yˆα)αβ , θα :=
∑
γ
σ2αγ . (2.17)
Equation (2.15) becomes
dH = iU∗((yα − yβ) dWαβ)U + U∗Yˆ U d t . (2.18)
Let 0 < b < a < 1 be two small constants such that b ≤ a/100. Define
σαβ =
{
|yα − yβ|−1, for |α− β| ≥ N a ;
0, for |α− β| < N a .
In view of the lower bound (2.6), we see that the deterministic diagonal matrix A appearing in (2.13)
(and defined by (2.14)) satisfies
Aαα .
1
N
∑
|α−β|≥Na
1
|α− β|2N−2 . N
1−a . (2.19)
As we will show later on, the above bound on Aαα leads to the fact that ‖U(t)− I‖ ≪ 1 with high
probability, whenever t≪ N−1+a. We also have a bound for Yˆ ,
‖Yˆ ‖ = max
α
|yˆα| .
∑
|α−β|≥Na
1
|α− β|/N . logN . (2.20)
To proceed, we introduce the notion of Hermitian Brownian motions:
Definition 2.2. An N ×N matrix-valued stochastic process B = (Bαβ)1≤α,β≤N is called a Hermitian
Brownian motion if
(i) (Bαβ)α<β are independent standard complex Brownian motions..
(ii) (Bαα)1≤α≤N are independent standard real Brownian motions.
(iii) (Bαβ)α<β and (Bαα)1≤α≤N are independent from each other.
Let B = (Bαβ)1≤αβ≤N be a Hermitian Brownian motion such that
1√
N
Bαβ = i(yα − yβ)Wαβ , for |α− β| ≥ N a . (2.21)
Therefore, (2.15) becomes
dH =
1√
N
d Bˆ +
1
N
U∗Yˆ U d t− 1√
N
U∗(dBαβ1|α−β|<Na)U . (2.22)
Here Bˆ(t) :=
∫ t
0 U(s)
∗ dB(s)U(s). It is easy to see that Bˆ is also a Hermitian Brownian motion.
For technical reasons, the drift term U∗Yˆ U d t will produce error terms which are difficult to handle
at the level of the eigenvalue dynamics. We therefore consider an alternative process H˜(t), defined by
H˜(t) := H(t) + (T − t)Yˆ . (2.23)
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It is easy to see that H˜(t) is a process with initial value
H˜(0) = H(0) + T Yˆ (2.24)
and satisfies the SDE,
d H˜ =
1√
N
d Bˆ +
1
N
(U∗Yˆ U − Yˆ ) d t− 1
N
U∗(dBαβ1|α−β|<Na)U . (2.25)
Since H(T ) = H˜(T ) it will suffice to consider the latter process. The advantage of dealing with
the H˜(t) process instead of H(t) is that the Yˆ terms can be handled using the matrix estimate
||U(t) − 1|| ≪ 1 which we derive below. For simplicity denote
dBk := d Bˆkk . (2.26)
Let ak := (aαk)1≤a≤N (t) be the eigenvector associated to the k-th smallest eigenvalue of H˜(t). Let
wβk :=
∑
α
Uβαaαk , γij :=
∑
|α−β|<Na
|wαi|2|wβj |2 . (2.27)
We abuse notation and denote the eigenvalues of H˜(t) by (λ1, · · · , λN ). Formally applying the Itoˆ
lemma we see that
dλi =
1√
N
dBi − 1√
N
∑
|α−β|<Na
w∗αi dBαβwβi
+
1
N
∑
j 6=i
(1− γij) d t
λi − λj + 〈ai, (U
∗Yˆ U − Yˆ )ai〉d t
(2.28)
Here 〈·, ·〉 without subscript t denotes the inner product between vectors in CN , as opposed to the
previous notation 〈·, ·〉t standing for the quadratic covariation process.
Unlike the SDEs for H and H˜, the equation (2.28) is problematic because the drift term
1
N
∑
j 6=i
1− γij
λi − λj d t (2.29)
is quite singular. In the usual DBM γij = 0 and the well-posedness for β ≥ 1 can be proven by
standard methods, see Proposition 4.3.5 in [6]. In this case, the effect of γij > 0 means that effectively
(at least in terms of eigenvalue collision) we have β < 1. It is therefore non-trivial to justify the
well-posedness of the equation. We remark here that since we are later able to prove that γij = o(1),
the β = 2 case is technically simpler; however the β = 1 case requires the well-posedness. In Section
5, we will prove the well-posedness of (2.28) and show that the solution of (2.28) gives the eigenvalue
process of H˜(t). In Section 3, we prove some estimates which ensure that the second and fourth terms
are negligible and that γij ≪ 1 with high probability. This allows us to view the SDE (2.28) as
dλi =
1√
N
dBi +
1
N
∑
j 6=i
(1− o(1)) d t
λi − λj + error terms ,
which resembles the Dyson Brownian motion. In Section 4 we compare this process to DBM with
initial data H˜(0), which will in turn prove bulk universality.
2.4 Well-definedness of coefficients
Note that in the above derivation, the k-th eigenvector ak of H˜(t) is not well-defined when the k-th
eigenvalue of H˜(t) has multiplicity greater than 1. To solve this issue, we add a very small Gaussian
perturbation, and redefine X as
X := diag{x1, · · · , xN}+ e−NQ , (2.30)
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where Q = (Qij) is a Hermitian matrix draw from the GUE ensemble, i.e., the probability density of
Q equals
pQ(q) =
1
ZN
e−
N
2
∑
i,j |qij|2 . (2.31)
We have the following proposition, which indicates that the eigenvalues of X are almost surely
distinct, and are well approximated by x1, · · · , xN . In this subsection, an N -dependent constant cN
may change from line to line, but only changes for finite many times.
Proposition 2.3. Let P be an N ×N Hermitian matrix. Let P˜ be given by
P˜ = P + e−NQ , (2.32)
where Q has the same distribution as in (2.31), independent from P . Let α1 ≤ · · · ≤ αN be the
eigenvalues of P˜ , and γ1 ≤ · · · ≤ γN be the eigenvalues of P .
Then, α1, · · · , αN are almost surely distinct. We have the following estimates,
E
∑
i 6=j
|αi − αj|−1 < cNψ(N,P ) ,
P[min
i 6=j
|αi − αj| ≤ δ] ≤ cNψ(N,P )δ2 ,∀δ ∈ (0, 1) .
(2.33)
where,
ψ(N,P ) := exp
(
e2N
∑
kl
|Pkl|2
)
. (2.34)
Moreover, the following estimate holds:
P[ max
1≤k≤N
|αk − γk| ≥ e−N/2] ≤ e−eN/2 . (2.35)
Remark. In this proposition, the constant ψ(N,P ) is far from optimal and cN is not explicitly given.
However, they are sufficient for the purpose of proving the well-posedness of (2.28); the N -dependence
is of no importance and one just needs some weak uniformity of the constants in P . In Section 5 we
will use Proposition 2.3 for fixed N .
Additionally, the above proposition holds for P a symmetric matrix and Q a GOE matrix. In fact,
in the GUE case we get δ3 for the second estimate of (2.33) and δ2 for the GOE case.
Proof. It is sufficient to prove the proposition for any diagonal matrix P , because the law of Q and
the quantity ψ(N,P ) are invariant under conjugation by unitary matrices.
Let HN denotes the space of N × N Hermitian matrices. Note that HN can be parametrized
by (wij) ∈ RN×N , such that (wij) represents the Hermitian matrix whose upper triangular part is
(wij + iwji1i 6=j)1≤i≤j≤N . Hence HN naturally inherits the Lebesgue measure on RN×N .
For brevity denote
σN := e
−N . (2.36)
Since P˜ has a Gaussian component, the probability measure of P˜ has a smooth density with respect
to Lebesgue measure on HN , with the explicit formula
pP˜ (w) =
1
ZN
exp

− 1
2σ2N
∑
i,j
|wij − δijPii|2

 . (2.37)
Note that ZN does not depend on P . We want to parametrize HN by new coordinates (λ, u) such
that
λ = (λ1, · · · , λN ) ∈ RN≤ := {(xi)1≤i≤N ∈ RN : x1 ≤ · · · ≤ xN}
parametrizes the eigenvalues of any Hermitian matrix. For this purpose , we look at the spectral
decomposition for any Hermitian matrix M :
M = U∗ΛU , (2.38)
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where Λ is a real diagonal matrix and U is a unitary matrix with non-negative real diagonal entries.
Note that U is uniquely determined by its strict upper triangular part. Therefore, we can define
U(u) to be the unitary matrix determined by its strict upper triangular part u ∈ CN(N−1)/2. Let
Σ ⊂ CN(N−1)/2 be the compact domain where the map u 7→ U(u) is well defined. In this way, we have
defined a map T : RN≤ × Σ→HN through
T (λ, u) = U(u)∗Λ(λ)U(u) , (2.39)
where Λ(λ) := diag(λ1, · · · , λN ). By (the proof of) Theorem 2.5.2 in [AGZ], the Jacobian JT of the
map T satisfies
JT =
∏
i 6=j
(λi − λj)2g(u) , (2.40)
where g(u) is a integrable function on Σ .
Therefore, the probability density of P˜ in the new coordinates (λ, u) equals
pP˜ (λ, u) =
1
ZN
exp

 −1
2σ2N

∑
k
λ2k − 2
∑
k,l
λk|U(u)kl|2Pll +
∑
k
P 2kk



∏
i 6=j
(λi − λj)2g(u) . (2.41)
By the simple observation 2
∑
k,l λk|U(u)kl|2Pll ≤ 12
∑
k λ
2
k + 2
∑
k P
2
kk, we have
pP˜ (λ, u) ≤ cN exp
[
−1
2σ2N
(
1
2
∑
k
λ2k − 2
∑
k
P 2kk
)]∏
i 6=j
(λi − λj)2g(u)
= cN exp
(
1
σ2N
∑
k
P 2kk
)
exp
(
−1
4σ2N
∑
k
λ2k
)∏
i 6=j
(λi − λj)2g(u)
. (2.42)
Integrating over u, we get the following bound for the marginal density of eigenvalues,
p(λ) ≤ cNψ(N,P ) exp
(
−1
4σ2N
∑
k
λ2k
)∏
i 6=j
(λi − λj)2 . (2.43)
Here ψ(N,P ) := exp
(
1
σ2N
∑
k P
2
kk
)
. It immediately follows that the eigenvalues (α1, · · · , αN ) of P˜
satisfy
E
∑
i 6=j
|αi − αj |−1 ≤ cNψ(N,P )
∫
RN≤
exp
(
−1
5σ2N
∑
k
λ2k
)
dλ ≤ cNψ(N,P ) . (2.44)
For the second part of (2.33), we use another parametrization β = (β1, · · · , βN ) given by
βk := λk − λk−1 , for 1 < k ≤ N ; β1 := λ1 . (2.45)
Since λ 7→ β is a linear map, the Jacobian is a constant depending on N . The density in terms of β
satisfies
p(β) ≤ cNψ(N,P ) exp

 −1
4σ2N
∑
k

 ∑
1≤l≤k
βl


2
∏
i 6=j

∑
i<l≤j
βl


2
.
Now we fix an m ≥ 2 and look at the marginal density of βm when βm < 1. We use the elementary
inequality (a+ b)2 ≥ a2/2− b2 to get

 ∑
1≤l≤k
βl


2
≥ 1
2

 ∑
1≤l≤k,l 6=m
βl


2
− β2m ≥
1
2

 ∑
1≤l≤k,l 6=m
βl


2
− 1 .
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Also, ∑
i<l≤j
βl ≤
∑
i<l≤j,l 6=m
βl + 1 .
Therefore,
p(β) ≤ cNψ(N,P ) exp

 −14σ2N
∑
k

 ∑
1≤l≤k,
l 6=m
βl


2
 ∏
i 6=j,
(i,j)6=(m−1,m)

 ∑
1≤l≤k,
l 6=m
βl + 1


2
β2m . (2.46)
Integrating out all the variables except for βm, we have
p(βm) ≤ cNψ(N,P )β2m . (2.47)
Therefore, P[λm − λm−1 ≤ δ] ≤ cNψ(N,P )δ3. Summing over 1 < m ≤ N concludes the second part
of (2.33).
To prove the bound (2.35), we denote the Frobenius norm of Q by ‖Q‖F :=
√∑
i,j|Qij|2 and ‖Q‖
the operator norm of Q. We have a trivial inequality ‖Q‖ ≤ ‖Q‖F . By definition of Q we have
Ee‖Q‖
2/4 ≤ Ee‖Q‖2F /4 =
∫
RN×N
(2π)−N
2/2e−
1
4
∑
1≤i,j≤N x
2
ij d~x = 2N
2/2 . (2.48)
By Chebyshev’s ienquality we get a crude bound on ‖Q‖:
P[‖Q‖ ≥ eN/2] ≤ 2N2/2e−eN/4 ≤ e−eN/2 , (2.49)
when N is large enough. Therefore, ‖P˜ −P‖ ≤ e−N/2 with probability 1− e−eN/2 . On the event where
‖P˜ − P‖ ≤ e−N/2, we have by Weyl’s inequality,
|αk − γk| ≤ e−N/2 , for all 1 ≤ k ≤ N . (2.50)
The proposition (in particular, the estimate (2.35)) implies that in order to prove Theorem 2.1
where X = diag{x1, · · · , xN}, it is sufficient to prove the same result where X is redefined in (2.30).
Theorem 2.4. Let X be defined in (2.30) and Y = {y1, · · · , yN} where (xk) and (yk) satisfy the
assumptions in Section 2.1. Let H = V ∗XV + U∗Y U where V and U are independently drawn from
the Haar measure on the unitary group UN (or the orthogoanl group ON). Then, the conclusions of
Theorem 2.1 hold for H.
3 Some estimates
In this section, we prove some estimates for the coefficients in equation (2.28) and (2.25), as well as
the initial data (λk(0))1≤k≤N and H˜(0).
3.1 Estimate of U(t)− I
In this subsection we prove that with high probability, sup0≤t≤T ‖U(t) − I‖ ≪ 1. For the reader’s
convenience, we recall that 0 < b ≤ a100 and a ≤ 1100 and T is defined by
T = N−1+b , (3.1)
and that U(t) is the unique strong solution to the SDE:
dU(t) = i dW (t)U(t)− 1
2
AU(t) d t ; U(0) = I . (3.2)
The main theorem of this subsection is the following:
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Theorem 3.1. For b, a and U as above, we have the estimate,
P[ sup
0≤t≤T
‖U(t)− I‖ > N−10b] ≤ e−N10b . (3.3)
Before proving the theorem, we introduce some notation. We denote the martingale part of U(t)
by
M(t) := i
∫ t
0
dW (t)U(t) . (3.4)
Therefore we can write U(t)− I =M(t) + ∫ t0 12AU(s) d s. Hence,
sup
0≤t≤T
‖U(t)− I‖ ≤ sup
0≤t≤T
‖M(t)‖ + T
2
‖A‖ . (3.5)
In view of the bound (2.19) on A and the definition (3.1) of T , the second term above is O(N−a+b).
In order to bound the operator norm of M(t), we define
Kt(τ) := exp(τM(t)
∗M(t)) , for τ ≥ 0, 0 ≤ t ≤ T .
For simplicity of notations we omit the dependence of K on t. We shall estimate E 1N trK(θ), which is
the exponential moment of the empirical measure of M(t)∗M(t), with parameter θ > 0 to be chosen.
For matrices A,B ∈ CN×N , we define the quadratic forms
Q(A,B) := 1
N
∑
i,j
AiiBjjσ
2
ij , Qˆ(A,B) :=
1
N
∑
i,j
AijBijσ
2
ij . (3.6)
Using Itoˆ’s formula, we find
d
1
N
trK(θ) =
θ
N
tr(K(θ)U∗AU) d t+
θ
N
∫ θ
0
{Q(−MK(τ)U∗,MK(θ − τ)U∗)
+Q(UK(τ)U∗,MK(θ − τ)M∗) +Q(MK(τ)M∗, UK(θ − τ)U∗)
+ Q(−UK(τ)M∗, UK(θ − τ)M∗)} d τ d t+ dR .
(3.7)
Here dR is a martingale term, whose quadratic variation process 〈R〉t satisfies
d〈R〉t = θ
2
N2
Qˆ(−MK(θ)U∗,MK(θ)U∗) d t . (3.8)
We require a bound for the quadratic forms Q and Qˆ. The ℓr norm of an N -dimensional vector is
defined by,
‖v‖r :=
(
1
N
∑
i
|vi|r
) 1
r
, for r ∈ [1,+∞) , v ∈ CN . (3.9)
For r =∞, we denote ‖v‖∞ := maxi|vi|. For any matrix Q we define an N -dimensional vector
s(Q) := (s1(Q), · · · , sN (Q)) , (3.10)
where s1(Q) ≥ · · · ≥ sN (Q) are singular values of Q.
Lemma 3.2. Let A and B be N × N square matrices. Let s(A) = (s1(A), . . . , sN (A)) and s(B) =
(s1(B), . . . , sN (B)) be the singular values of A and B in decreasing order. Then, for 1 ≤ r, r′ ≤ ∞
satisfying r−1 + r′−1 = 1, we have
|Q(A,B)| ∨ |Qˆ(A,B)| . N2−a‖s(A)‖r‖s(B)‖r′ . (3.11)
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Proof. Let the singular value decompositions of A and B be given by
Aij =
∑
k
sk(A)ukivkj , Bij =
∑
k
sk(B)uˆkivˆkj . (3.12)
Therefore,
1
N
∑
i,j
AiiBjjσ
2
ij =
1
N
∑
i,j,k,l
sk(A)ukivkiσ
2
ijsl(B)uˆlj vˆlj . (3.13)
Denote σˆ2kl :=
∑
i,j ukivkiσ
2
ijuˆlj vˆlj and σˆ
2 := (σˆ2kl)1≤k,l≤N . Then, by Ho¨lder’s inequality,∣∣∣∣∣∣
1
N
∑
i,j
AiiBjjσ
2
ij
∣∣∣∣∣∣ =
∣∣∣∣∣∣
1
N
∑
k,l
sk(A)σˆklsl(B)
∣∣∣∣∣∣ ≤ ‖σˆ2s(A)‖r‖s(B)‖r′ . (3.14)
It is sufficient to prove that ‖σˆ2‖lr→lr . N2−a. By Riesz-Thorin theorem, it is sufficient to prove for
r = 1 and r =∞. For r = 1, we have
‖σˆ2‖l1→l1 = sup
k
∑
l
|σˆkl|2 ≤ sup
i
∑
j
σ2ij . N
2−a . (3.15)
Obviously this bound also holds for (σˆ2)⊤ in place of σˆ2, and we therefore get the ‖σˆ2‖l∞→l∞ bound
by duality,
‖σˆ2‖l∞→l∞ = ‖(σˆ2)⊤‖l1→l1 . N2−a . (3.16)
This concludes the proof of
∣∣∣ 1N ∑i,j AiiBjjσ2ij∣∣∣ . N2−a‖s(A)‖r‖s(B)‖r′ .
In order to prove a bound for |Qˆ(A,B)|, we assume the same spectral decompositions of A and B,
and write
|Qˆ(A,B)| = 1
N
∑
i,j,k,l
sk(A)ukivkjσ
2
ijsl(B)uˆlivˆlj . (3.17)
The question reduces to estimating the lr → lr norm of the matrix (σ˜2kl)k,l given by
σ˜2kl :=
∑
i,j
ukivkjσ
2
ij uˆlivˆlj . (3.18)
Again, by Riesz-Thorin Theorem, it is sufficient to prove the l1 → l1 norm and l∞ → l∞ norm. It is
easy to see that
‖σ˜2‖l1→l1 ≤ sup
l
∑
k
σ˜2lk ≤ ‖σ2ij‖l2→l2 , (3.19)
as well as ‖σ˜2‖l∞→l∞ ≤ ‖σ2ij‖l2→l2 . Again, by Riesz-Thorin interpolation, we have
‖σ2ij‖l2→l2 .
√
‖σ2ij‖l1→l1‖σ2ij‖l∞→l∞ . sup
i
∑
j
σ2ij . N
2−a .
Hence we have
|Qˆ(A,B)| ≤ ‖σ˜2‖lr→lr‖s(A)‖r‖s(B)‖r′ . N2−a‖s(A)‖r‖s(B)‖r′ .
This concludes the proof.
The lemma enables us to estimate the right hand side of equation (3.7), which is the key to proving
Theorem 3.1.
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Proof of Theorem 3.1. We start with estimating the right hand side of equation (3.7). By the above
lemma, the first term Q(−MK(s)U∗,MK(θ − s)U∗) in the integrand satisfies
|Q(−MK(τ)U∗,MK(θ − τ)U∗)| . N2−a‖s(MK(τ))‖r‖s(MK(θ − τ))‖r′ . (3.20)
Here we have used the fact that a matrix’s singular values are invariant under multiplication of a
unitary matrix. Assume that the singular decomposition of M is
M = U1SU2 .
A simple observation is that MK(τ) has singular decomposition
MK(τ) = U1Se
τS2U2 .
Note thatM(t) = U(t)−I−∫ t0 12AU(t) d t implies a crude bound ‖M‖ ≤ 3, and so ‖S‖ ≤ 3. Therefore,
the k-th singular value of MK(τ) satisfies
sk(MK(τ)) ≤ 3eτsk(M)2 = 3sk(K(τ)) .
Going back to (3.20), we see that
|Q(−MK(τ)U∗,MK(θ − τ)U∗)| . N2−a‖s(K(τ))‖r‖s(K(θ − τ))‖r′ . (3.21)
Now we choose r = θ/τ and r′ = θ/(θ − τ), then ‖s(K(τ))‖r = ‖s(K(θ))‖1/r1 and ‖s(K(θ − τ))‖r′ =
‖s(K(θ))‖1/r′1 . The above inequality yields
|Q(−MK(τ)U∗,MK(θ − τ)U∗)| . N2−a‖s(K(θ))‖1 = N1−atrK(θ) . (3.22)
By similar arguments, we get the same bound for each term in the integrand on the right hand side
of (3.7). Therefore, (3.7) yields
1
N
trK(θ) .
∫ t
0
θ2
N
(
tr(K(θ)U∗AU) +N1−atrK(θ)
)
d s+
∫ t
0
dR .
By (2.19) we have tr(K(θ)U∗AU) ≤ N1−atr(K(θ)). Therefore, the above inequality yields
1
N
trK(θ) . θ2N1−a
∫ t
0
1
N
trK(θ) d s+
∫ t
0
dR . (3.23)
If we take the expectation of the above inequality, the martingale term vanishes and we derive,
E
1
N
trK(θ) . θ2N1−a
∫ t
0
E
1
N
trK(θ) d s .
Hence we obtain by Gronwall’s inequality,
E
1
N
trK(θ) ≤ ecθ2N1−at .
In order to obtain an estimate that holds for all time we return to the martingale term and bound its
quadratic variation:
〈R〉t ≤
∫ t
0
θ2N−atrK(2θ) d s .
Denote R∗(t) = sup0≤s≤t|R(s)|. By the BDG inequality we have, for any θ ≤ N (a−b)/2,
ER∗(t) . E
√∫ t
0
θ2N−atrK(2θ) d s .
√
θ2N1−a
∫ t
0
ecθ2N1−as d s ≤ θN−(a−b)/2 ,
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which is bounded by a constant. Denote
Q(θ, t) := sup
0≤s≤t
1
N
trK(θ, s), .
Therefore, (3.23) yields
EQ(θ, t) . θ2N1−a
∫ t
0
EQ(θ, s) d s+ 1 . (3.24)
Applying Gronwall’s inequality, we have
EQ(θ, T ) ≤ ecθ2N1−aT = ecθ2Nb−a ,
By Chebyshev’s inequality, for any t ∈ [0, T ] and δ > 0
P[ sup
0≤t≤T
‖M(t)‖ > δ] ≤ P
[
Q(θ, T ) >
1
N
eθδ
2
]
≤ Necθ2Nb−a−θδ2 .
Take θ = N (a−b)/2, δ = θ−1/3. The above estimate gives
P[ sup
0≤t≤T
‖M(t)‖ > N (b−a)/6] ≤ ec−θ1/3 ≤ e−N(a−b)/7 , for N large enough.
By the assumption of the theorem, b ≤ a/10. Hence,
P[ sup
0≤t≤T
‖M(t)‖ > N−11b] ≤ e−N10b , for N large enough.
This estimate together with (3.5) concludes the proof of the estimate in the theorem.
Note that for any t0 ∈ [0, T ], the process
Uˆ(t) := U(t)U(t0)
∗ (3.25)
satisfies the same SDE as U(t) does,
d Uˆ(t) = i dW (t)Uˆ(t)− 1
2
AUˆ(t) d t . (3.26)
Using the same argument, we can actually show a bound for U(t)− U(t0), for any t ∈ [t0, T ].
Theorem 3.3. For N large enough we have the following. For any 0 ≤ t0 ≤ t ≤ T , |t− t0| ≤ 1/N ,
P
[
sup
t0≤s≤t
‖Uˆ (s)− Uˆ(t0)‖ ≥ (N(t− t0))1/4
]
≤ e−Na/3 .
Also, for any 0 ≤ t0 ≤ t ≤ T , |t− t0| ≤ ϑ < 1/N , we have
P
[
sup
t0≤s≤t
‖Uˆ (s)− Uˆ(t0)‖ ≥ ϑ9/20
]
≤ e−cNϑ−1/10 .
Proof. Let Uˆ(t) be defined as in (3.25). Denote
Mˆ (t) :=
∫ t
t0
i dW (t)Uˆ(t) . (3.27)
Define Qˆ(θ, t) := supt0≤s≤t
1
N tr exp
(
θMˆ∗Mˆ
)
. Since (Uˆ (t0+s), Mˆ(t0+s))s≥0 has the same distribution
as (U(s),M(s)) does, the argument in the proof of Theorem 3.1 holds for (Uˆ , Mˆ , Qˆ) in place of
(U,M,Q), up to (3.24). Therefore, according to Gronwall’s inequality,
EQ(θ, t) ≤ ecθ2N1−a(t−t0) ,
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In other words,
E exp(θ sup
t0≤s≤t
‖Mˆ‖2) ≤ Necθ2N1−a(t−t0) . (3.28)
Take θ = N a/2(N(t− t0))−1/2, we have
P
[
sup
t0≤s≤t
‖Mˆ‖ ≥ 1
2
(N(t− t0))1/4
]
≤ Nec−Na/2 .
On the other hand, note that Uˆ(s) − Uˆ(t0) = Mˆ(s) −
∫ s
t0
1
2AUˆ(t) d t, and that ‖
∫ s
t0
1
2AUˆ(t) d t‖ .
|s − t0|N1−a logN . Therefore, for |t− t0| ≤ N−2, we have
P
[
sup
t0≤s≤t
‖Uˆ(s)− Uˆ(t0)‖ ≥ (N(t− t0))1/4
]
≤ Nec−Na/2 .
Note that the number on the right hand side does not depend on t0 or t. Therefore, for N large
enough, we have, for any 0 ≤ t0 ≤ t ≤ T such that |t− t0| ≤ 1/N ,
P
[
sup
t0≤s≤t
‖Uˆ (s)− Uˆ(t0)‖ ≥ (N(t− t0))1/4
]
≤ e−Na/3 .
This concludes the first estimate in the theorem.
To prove the second estimate, we use the inequality (3.28) with Chebyshev inequality to see
P[ sup
t0≤s≤t
‖Mˆ‖ ≥ 1
2
ϑ9/20] ≤ NecNϑθ2−θϑ9/10 .
Optimizing in θ, we find
P[ sup
t0≤s≤t
‖Mˆ‖ ≥ 1
2
ϑ9/20] ≤ Ne−cNϑ−1/5 .
On the other hand, note that Uˆ(s) − Uˆ(t0) = Mˆ(s) −
∫ s
t0
1
2AUˆ(t) d t, and that ‖
∫ s
t0
1
2AUˆ(t) d t‖ .
N1−a logNϑ ≤ 12ϑ9/20. Therefore
P[ sup
t0≤s≤t
‖Uˆ (s)− Uˆ(t0)‖ ≥ ϑ9/20] ≤ Ne−cNϑ−1/5 .
The second estimate in the theorem follows, after absorbing N in the exponential.
3.2 Local law near the edges
In this subsection, we prove some estimates on the quantities (wαk) and (γij) that appear in the
coefficients in (2.28). Recall that
wβk =
∑
α
Uβαaαk ,
and that (aαk)1≤α≤N is the k-th eigenvector of
H˜(t) := V ∗XV + U(t)∗Y U(t) + (T − t)Yˆ .
Therefore, (wβk)1≤β≤N is the k-th eigenvector of
H(t) := U(t)V ∗XV U(t)∗ + Y + (T − t)U(t)Yˆ U(t)∗ .
Denote V¯ (t) := V U(t)∗. Then we can write
H(t) = V¯ (t)∗XV¯ (t) + Y + (T − t)U(t)Yˆ U(t)∗ .
In order to get upper bounds for |wαk|, we look at the Green’s function defined by
G(z, t) := (H(t)− z)−1 ,∀z ∈ C+ .
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An important observation is that for any t ≥ 0, the matrix V¯ (t) is Haar-distributed on the unitary
group, and independent from U(t). Recall that in the last subsection we proved ‖U(t) − I‖ ≪ 1,
therefore, the last term of H(t) is approximately (T − t)Yˆ . We write
H(t) = V¯ (t)XV¯ (t) + Y + (T − t)Yˆ + (T − t)(U(t)Yˆ U(t)∗ − Yˆ ) . (3.29)
In view of (2.20) and Theorem 3.1, the last term above satisfies
P
[
sup
0≤t≤T
‖(T − t)(U(t)Yˆ U(t)∗ − Yˆ )‖ ≥ N−1−8b
]
≤ e−N10b .
Therefore, instead of H(t), we consider the matrix
Hˆ(t) := V¯ (t)∗XV¯ (t) + Y + (T − t)Yˆ ,
where V¯ (t) := V U(t)∗. We define as before,
G(z, t) := (H(t)− z)−1 , Gˆ(z, t) := (Hˆ(t)− z)−1 .
Our strategy is to first prove an upper bound for Gˆii(z, t), and then derive from this an upper bound
for Gii(z, t), which will give upper bounds for wαk and γij . Since ‖X‖ ≤ K +1 except for on an event
with probability e−e
N/2
, we will simply assume ‖X‖ ≤ K+1 in this subsection, and this will not effect
the conclusions of any theorem in this subsection.
For brevity we denote
Y¯ (t) := Y + (T − t)Yˆ , (3.30)
so that Hˆ(t) = V¯ (t)∗XV¯ (t) + Y¯ (t). For reasons that we will see later on, we also need to bound
G(z, t) := (H(t)− z)−1 where
H(t) := X + V¯ (t)Y¯ (t)V¯ (t)∗ .
In order to bound Gˆii(z, t), we use the following concentration estimate on the unitary group, which
is a consequence of the Gromov-Milman theorem. We consider the metric on the unitary group UN
that is induced by the Frobenius norm || · ||F on CN×N . We will consider Lipschitz functions on UN
where the Lipschitz constant is defined with respect to || · ||F .
Proposition 3.4. Let g : UN → C be a Lipschitz function with Lipschitz constant L. Let P denote
the (normalized) Haar measure on UN and E denote the expectation with respect to the Haar measure.
Assume E[g] = 0. Then, there exist c > 0, c1 > 0 that do not depend on N such that
E exp(tg) ≤ exp(ct2L2/N) ,∀t ∈ R .
As a consequence,
P[g ≥ δ] ≤ exp(−c1Nδ2/L2) ,∀δ > 0 .
Corollary 3.5. For any 1 ≤ i ≤ N , we have the following concentration inequality for Gˆii(z, t):
P
[∣∣∣Gˆii(z, t)− EGˆii(z, t)∣∣∣ ≥ Nν√
Nη2
]
≤ exp(−cNν) .
The same estimate holds for (Gˆ(z, t)V¯ ∗(t)XV¯ (t))ii, Gii(z, t) and (G(z, t)V¯ (t)Y (t)V¯ ∗(t))ii.
Proof. Note that the map Ω 7→ (Ω∗XΩ − z)−1 is the composite of two maps: Ω 7→ Ω∗XΩ and
Q 7→ (Q− z)−1. The former one is Lipschitz with constant 2(K + 1) by the simple observation
‖Ω∗1XΩ1 − Ω∗2XΩ2‖F ≤ 2‖X‖‖Ω1 − Ω2‖F ,∀Ω1,Ω2 ∈ UN .
The latter map’s Lipschitz constant can be seen by
‖(Q1 − z)−1 − (Q2 − z)−1‖F ≤ ‖(Q1 − z)−1‖‖Q1 −Q2‖F ‖(Q2 − z)−1‖
≤ η−2‖Q1 −Q2‖F .
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for any Hermitian matrices Q1 and Q2. Therefore, the Lipschitz constant for the map Ω 7→ (Ω∗XΩ−
z)−1 is
L ≤ 2(K + 1)η−2 .
Taking the (i, i)-th component, we see that the map
Ω 7→ (Ω∗XΩ − z)−1ii
also has Lipschitz constant 2(K + 1)η−2. By Proposition 3.4 we have
P
[∣∣∣Gˆii(z, t)− EGˆii(z, t)∣∣∣ ≥ Nν√
Nη2
]
≤ exp(−cNν) .
By similar arguments it is easy to get the same bounds for (Gˆ(z, t)V¯ ∗(t)XV¯ (t))ii, Gii(z, t) and
(G(z, t)V¯ (t)Y (t)V¯ ∗(t))ii.
The estimates in Corollary 3.5 are useful when η ≥ N−1/4+ν/2. Hence, on a domain where η ≥
N−1/4+ν/2, the quantities Gˆii are concentrated around deterministic functions of z and t. To figure out
what the deterministic functions are, we look at the following system of equations. Here we denote
X =: diag(X1, · · · ,XN ), Y¯ (t) =: diag(Y¯1(t), · · · , Y¯N (t)). We omit the dependence of Yk(t) on t for
brevity. 

(GˆV¯ ∗XV¯ )ii + GˆiiY¯i − zGˆii = 1
GiiXi + (GV¯ Y¯ V¯
∗)ii − zGii = 1
tr(GˆV¯ ∗XV¯ ) + tr(GˆY¯ )− ztrGˆ = N
(3.31)
Note that G is equal to Gˆ up to conjugation by the unitary matrix V¯ (t), and hence tr(GˆV¯ ∗XV¯ ) =
tr(GX). Rearranging and averaging over i, we have

1
N
trGˆ = 1
N
∑
i
(
−z + Y¯i + (GˆV¯
∗XV¯ )ii
Gˆii
)−1
1
N
trG =
1
N
∑
i
(
−z +Xi + (GV¯ Y¯ V¯
∗)ii
Gii
)−1
N
trGˆ =
tr(GX)
trGˆ +
tr(GˆY¯ )
trGˆ − z
(3.32)
Denote m := 1N trGˆ, w1 := tr(GX)trGˆ and w2 :=
tr(GˆY¯ )
trGˆ . We want to replace
(GˆV¯ ∗XV¯ )ii
Gˆii and
(GV¯ Y¯ V¯ ∗)ii
Gii
by
w1 and w2, respectively. We need to control
(GˆV¯ ∗XV¯ )ii
Gˆii
− w1 =
∑
j((GˆV¯ ∗XV¯ )iiGˆjj − Gˆii(V¯ ∗XV¯ Gˆ)jj)
GˆiitrGˆ
. (3.33)
The numerator on the right hand side has 0 expectation, because by Proposition 3.2 in [40], for any i
and j,
E[(GˆV¯ ∗XV¯ )iiGˆjj − Gˆii(V¯ ∗XV¯ Gˆ)jj] = 0 .
By the simple observation that for any random variables ξ1 and ξ2,
|ξ1ξ2 − E[ξ1ξ2]| = |ξ1(ξ2 − Eξ2) + (ξ1 − Eξ1)Eξ2 − cov(ξ1, ξ2)|
≤ ‖ξ1‖∞ ∨ ‖ξ2‖∞(|ξ1 − Eξ1|+ |ξ2 − Eξ2|) +
√
Var ξ1Var ξ2 ,
and in view of Proposition 3.5, we have, with probability 1− exp(−cNν),
(GˆV¯ ∗XV¯ )iiGˆjj − Gˆii(V¯ ∗XV¯ Gˆ)jj = O
(
Nν√
Nη3
)
, (3.34)
for η ≥ N−1/4. We want to divide both sides by GˆiitrGˆ, and therefore require a lower bound on
|GˆiitrGˆ|. It is sufficient to get a lower bound on Im Gˆii.
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Proposition 3.6. For |z| ≤ 4K, there is a universal constant c > 0 such that
Im Gˆii ≥ cη .
Proof. Assume that Hˆ has spectral decomposition Hˆij = ω∗ikγkωjk. Then,
Im Gˆii =
∑
k
|ωik|2η
|γk − z|2 ≥
∣∣∣‖Hˆ‖+ |z|∣∣∣−2 η∑
k
|ωik|2 ≥ cη . (3.35)
Using this proposition, we divide both sides of (3.34) by GˆiitrGˆ. Recalling (3.33), we have, with
probability 1− exp(−cNν), ∣∣∣∣∣ (GˆV¯
∗XV¯ )ii
Gˆii
− w1
∣∣∣∣∣ = O
(
Nν√
Nη5
)
. (3.36)
A similar bound holds for w2. This enables us to rewrite (3.32) as

m =
1
N
∑
i
(−z + Y¯i + w1)−1 +R
m =
1
N
∑
i
(−z +Xi + w2)−1 + R
1
m
= w1 + w2 − z
(3.37)
where |R|+ |R| = O
(
Nν√
Nη7
)
with probability 1− 2N exp(−cNν). Now let m1 and m2 be the Stieltjes
transform of 1N
∑
i δXi and
1
N
∑
i δY¯i respectively. Consider a system of equations

m = m2(z −w1)
m = m1(z −w2)
1
m
= w1 +w2 − z
(3.38)
By Theorem 4.1 in [14], for any z ∈ C+, the system above has a unique solution (w1,w2,m) ∈
C
− × C− × C+ that depends holomorphically on z.
Theorem 3.7. For any ν > 0, t ∈ [0, T ], η = Im z ∈ [N−1/40, 1], |z| ≤ 4K, the following holds with
probability 1− exp(−cNν), when N is large enough.∣∣∣∣Gˆii − 1−z + Y¯i +w1
∣∣∣∣ = O
(
Nν√
Nη15
)
.
Proof. Rewrite (3.38) as 

−w2 = −(z −w1)− 1
m2(z −w1)
−w1 = −(z −w2)− 1
m1(z −w2)
(3.39)
By Proposition 2.2 in [38], the map ζ 7→ −ζ − 1
m2(ζ)
is the Stieltjes transform of a Borel measure
on R with total mass 1N
∑
i Y¯
2
i . Similarly, the map ζ 7→ −ζ − 1m1(ζ) is the Stieltjes transform of a
Borel measure on R with total mass 1N
∑
iX
2
i . Denote the Borel measures by µˆ2 and µˆ1, respectively.
Denote mˆ2 and mˆ1 to be their Stieltjes transform, respectively. Then, (3.39) reads{
−w2 = mˆ2(z −w1)
−w1 = mˆ1(z −w2)
(3.40)
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Similarly, the system (3.37) can be written as{
−w2 = mˆ2(z − w1) + r1
−w1 = mˆ1(z − w2) + r2
(3.41)
where |r1| ∨ |r2| = O
(
Nν√
Nη9
)
with probability 1 − 2N exp(−cNν). Taking the imaginary part of the
first equation in (3.40) we get,
− Imw2 =
∫
R
(η − Imw1)µˆ2(dx)
|x− z +w1|2
,
which implies ∫
R
µˆ2(dx)
|x− z +w1|2
=
− Imw2
η − Imw1 .
Similarly,
∫
R
µˆ1(dx)
|x−z+w2|2 =
− Imw1
η−Imw2 . Similary we also derive from (3.41) that∫
R
µˆ2(dx)
|x− z + w1|2
=
− Imw2 − Im r1
η − Imw1 ,
as well as
∫
R
µˆ1(dx)
|x−z+w2|2 =
− Imw1−Im r2
η−Imw2 .
Subtracting (3.41) from (3.40) yields,

w2 − w2 =
∫
R
(w1 − w1)µˆ2(dx)
(x− z +w1)(x− z + w1) + r1
w1 − w1 =
∫
R
(w2 − w2)µˆ1(dx)
(x− z +w2)(x− z + w2) + r2
(3.42)
The equations are affine equations in w2 − w2,w1 − w1. Therefore, we denote
a :=
∫
R
µˆ2(dx)
(x− z +w1)(x− z + w1) , b :=
∫
R
µˆ1(dx)
(x− z +w2)(x− z + w2) .
The identities obtained right before (3.42) with Cauchy-Shwartz inequality imply that
|ab| ≤
( − Imw2
η − Imw1
− Imw1
η − Imw2
− Imw2 − Im r1
η − Imw1
− Imw1 − Im r2
η − Imw2
)1/2
.
An elementary but tedious calculation yields |ab| ≤ 1−cη2 with overwhelming probability. Also, using
the fact that Imw1,2 ≤ 0, Imw1,2 ≤ 0, we have the bound
|a| ∨ |b| ≤ cη−2 , with probability 1− 2N exp(−cNν).
Equations (3.42) can be written as [−a 1
1 −b
] [
w2 − w2
w1 − w1
]
=
[
r1
r2
]
.
According to the inversion formula for 2× 2 matrices,[
w2 − w2
w1 − w1
]
=
1
ab− 1
[−b −1
−1 −a
] [
r1
r2
]
.
Hence,
|w2 − w2| ∨ |w1 − w1| ≤ |b|+ |a|+ 1
1− |ab| |r1| ∨ |r2| ≤ cη
−4 |r1| ∨ |r2| ,
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with probability 1− 2N exp(−cNν). Recalling (3.36) we obtain,
(GˆV¯ ∗XV¯ )ii
Gˆii
= w1 +O
(
Nν√
Nη5
)
= w1 +O
(
Nν√
Nη13
)
,
with probability 1 − 2N exp(−cNν). Plugging this back to the first identity in (3.31) and recalling
Proposition 3.6, we have, with probability 1− 2N exp(−cNν),∣∣∣∣Gˆii − 1−z + Y¯i +w1
∣∣∣∣ = O
(
Nν√
Nη15
)
.
The conclusion of the theorem follows.
We define the domain
Σ = {z = E + i η : η ∈ [N−1/40, 1], E ∈ [−2K, 2K]}. (3.43)
On this domain we have the following estimate.
Corollary 3.8. We have with probability at least 1− e−cNc for some c > 0,
sup
(z,t)∈Σ×[0,T ]
∣∣∣∣Gii − 1−z + Y¯i +w1
∣∣∣∣ = O
(
Nν√
Nη15
)
. (3.44)
Proof. Take a discrete subset S ⊂ Σν × [0, T ], whose N− logN -neighborhood covers Σ × [0, T ]. By
Theorem 3.7, we have, with probability 1− exp(−cNν) (with a new universal constant c > 0),
sup
(z,t)∈S
∣∣∣∣Gˆii − 1−z + Y¯i +w1
∣∣∣∣ = O
(
Nν√
Nη15
)
.
By Theorem 3.3, the quantity Gˆ(z, t) is C1/4 in both t and z, with a Ho¨lder constant at most N2.
Therefore, the above supremum can be taken over the entirety of Σ × [0, T ], with a small error of
O(N2− logN4 ) on the right hand side. Therefore, we have, with probability 1− exp(−cNν),
sup
(z,t)∈Σ×[0,T ]
∣∣∣∣Gˆii − 1−z + Y¯i +w1
∣∣∣∣ = O
(
Nν√
Nη15
)
. (3.45)
Next, we use the resolvent identity Q−11 −Q−12 = Q−11 (Q2 −Q1)Q−12 to see
|Gˆii − Gii| = |
∑
k,l
Gˆik(H− Hˆ)klGli|
≤ ‖H − Hˆ‖
√∑
k
|Gˆik|2
√∑
k
|Gli|2 .
By the Ward Identity,
√∑
k|Gˆik|2 =
√
Im Gˆii/η,
√∑
k|Gik|2 =
√
ImGii/η. Also note that η ≥ N−1+ν
and that ‖H − Hˆ‖ ≤ N−1−8b with probability 1− e−N10b . Therefore, with probability 1− e−N10b , for
any (z, t) ∈ Σ× [0, T ],
|Gˆii − Gii| ≤ N−1−8bη−1
√
Im Gˆii ImGii
≤ N−1−8bη−1
√
|Gˆii|(|Gˆii|+ |Gˆii − Gii|) .
(3.46)
A simple calculation yields, for any 1 ≤ i ≤ N ,
|Gˆii − Gii| ≤ 2N−1−8bη−1|Gˆii| ≤ 2
Nη2
≤ N
ν
√
Nη15
. (3.47)
Combining (3.45) and (3.47) we obtain,
sup
(z,t)∈Σ×[0,T ]
∣∣∣∣Gii − 1−z + Y¯i +w1
∣∣∣∣ = O
(
Nν√
Nη15
)
(3.48)
with probability 1− e−N10b .
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3.3 Deterministic estimates
In the previous subsection we defined a diagonal matrix Y¯ (see (3.30)) through
Y¯ (t) := Y + (T − t)Y¯ .
Recalling the assumption (2.5), upper bound (2.20) and the definition (3.1) of T , we have
sup
0≤k≤N
∣∣Y¯k − y⋆k∣∣ . N−1+c +N−1+b logN = o(N− 910) . (3.49)
In this subsection we prove some deterministic estimates on the free convolution of 1N
∑
i δXi and
1
N
∑
i δY¯i . The estimates are needed in the next sections.
Recall that µ1 and µ2 are limits of empirical measures
1
N
∑
i δXi and
1
N
∑
i δY¯i respectively. Denote
by m1 and m2 the stieltjes transforms of µ1 and µ2, respectively, i.e.,
m1(z) :=
∫
R
µ1(dx)
x− z , m2(z) :=
∫
R
µ2(d y)
y − z , for all z ∈ C
+ . (3.50)
Recall that we defined m1 and m2 to be the Stieltjes transforms of
1
N
∑
i δXi and
1
N
∑
i δY¯i , respectively.
We first prove estimates on differences m1−m1 and m2−m2, which will be used later on. Throughout
this section, the generic constant p may increase from line to line, but will change only for finitely
many times, hence will remain finite.
Proposition 3.9. Denote z = E + i η. There is a p > 0 such that if η ≥ N− 1p , then
|m1(z)−m1(z)| ≤ N−
1
p ,
|m2(z)−m2(z)| ≤ N−
1
p .
(3.51)
Proof. The first inequality is by the assumption (2.7). Denote y⋆0 := inf suppµ2. Recall that we defined
(y⋆k)1≤k≤N to be the N -quantiles of µ1 and µ2, see (2.3). Denote x
⋆
0 := inf suppµ1, y
⋆
0 := inf suppµ2.
By definition,
|m2(z)−m2(z)| ≤
∑
k
∣∣∣∣∣
∫ y⋆k
y⋆k−1
µ1(d y)
y − z −
1
Y¯k − z)
∣∣∣∣∣
≤ 1
N
∑
k
[∣∣∣∣ 1y⋆k − z −
1
Y¯k − z
∣∣∣∣+ sup
y∈[y⋆k−1,y⋆k]
∣∣∣∣ 1y⋆k − z −
1
y − z
∣∣∣∣
]
≤ 1
N
∑
k
(
N−
9
10
η2
+
y⋆k − y⋆k−1
η2
)
.
In the last inequality we have used the bound (3.49). Hence we have
|m2(z)−m2(z)| ≤ N−
9
10 η−2 , (3.52)
for sufficiently large N . The conclusion follows.
We consider the deterministic, N -independent equations, which is the limiting form of (3.38):


m = m2(z − w1)
m = m1(z − w2)
1
m
= w1 + w2 − z
(3.53)
The following Proposition is a summary of Theorem 2.3 in [13] and Theorem 3.3 [12].
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Proposition 3.10. The system (3.53) has a unique solution (m,w1, w2) : C
+ → C+×C−×C− which
depends holomorphically on z. m(z) can be extended analytically to I ⊂ R if µ = µ1⊞µ2 has a density
on I bounded away from zero. Moreover, (w1, w2) can be continuously extended to R. In particular,
|w1| ∨ |w2| is uniformly bounded on compact subsets of C+ ∪ R.
We view (3.38) as a perturbed version of (3.53). The following theorem proves that the solution
(m,w1,w2) is not far from the solution to (3.53).
Theorem 3.11. Let (m,w1,w2) be the solution to (3.38). There is a universal constant p > 0 such
that the following holds. For z ∈ {z = E + i η : E ∈ [−2K, 2K], η ∈ [N−p−2 , 1]}, we uniformly have
|w1 −w1| ∨ |w2 −w2| ≤ N−
1
p η−p , |w1| ∨ |w2| . 1 .
Proof. The strategy is similar to what we did in the proof of Theorem 3.7. We write equations (3.53)
as {
−w2 = mˆ2(z − w1)
−w1 = mˆ1(z − w2)
(3.54)
Here mˆ1(ζ) := −ζ − 1m1(ζ) , mˆ2(ζ) := −ζ − 1m2(ζ) . According to Proposition 2.2 in [38], mˆ1 and mˆ2
are Stieltjes transforms of Borel measures µˆ1 and µˆ2 on R that have total mass
∫
R
x2µ1(dx) and∫
R
y2µ2(d y), respectively. We write (3.38) as{
−w2 = mˆ2(z −w1) + r1
−w1 = mˆ1(z −w2) + r2
. (3.55)
Above, the error terms r1 and r2 are given by
r1 :=
1
m2(z −w1) −
1
m2(z −w1) , r2 :=
1
m1(z −w2) −
1
m1(z −w2) . (3.56)
First, we derive upper bounds on |w1 −w1| and |w2 −w2| in terms of r1 and r2. Subtracting (3.54)
from (3.55), we obtain 

w2 −w2 =
∫
R
(w1 −w1)µˆ2(dx)
(x− z + w1)(x− z +w1) + r1
w1 −w1 =
∫
R
(w2 −w2)µˆ1(dx)
(x− z + w2)(x− z +w2) + r2
.
Noting that the equations are linear in w2−w2 and w1−w1, we are lead to denote the coefficients by
a :=
∫
R
µˆ2(dx)
(x− z + w1)(x− z +w1) , b :=
∫
R
µˆ1(dx)
(x− z + w2)(x− z +w2) . (3.57)
The notations enable us to write the above equations as[−a 1
1 −b
] [
w1 −w1
w2 −w2
]
=
[
r1
r2
]
.
Inverting the 2 by 2 matrix on the left hand side, we get[
w1 −w1
w2 −w2
]
=
1
1− ab
[
b 1
1 a
] [
r1
r2
]
.
A simple calculation yields the following upper bound
|w1 −w1| ∨ |w2 −w2| ≤ |b|+ |a|+ 1|1− ab| (|r1|+ |r2|) . (3.58)
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In order to bound the right hand side of (3.58), we need estimates on r1 and r2 as well as
|b|+|a|+1
|1−ab| .
We first derive upper bounds for |r1| and |r2|. According to Proposition 3.9, we have
|r1| ≤ N
− 4
5
|m2(z −w1)m2(z −w1)| , |r2| ≤
N−
1
p
|m1(z −w2)m1(z −w2)|
From (3.40) we have a crude upper bound |w1| ∨ |w2| ≤ cη−1. Noting that for the Stieltjes transform
ζ 7→ s(ζ) of any probability measure ν on R, we have a simple lower bound Im s(ζ) ≥ Im ζ(|ζ| +
supx∈supp ν |x|)−2. Therefore, the inequalities above yield upper bounds
|r1|+ |r2| ≤ N−
1
p η−3 . (3.59)
Letting η ≥ N− 15p , we have
|r1|+ |r2| ≤ η/2 . (3.60)
Next, we derive an upper bound for |b|+|a|+1|1−ab| . We use Cauchy-Schwartz to see
|a| ≤
(∫
R
µˆ2(dx)
|x− z +w1|2
∫
R
µˆ2(dx)
|x− z +w1|2
) 1
2
, |b| ≤
(∫
R
µˆ1(dx)
|x− z + w2|2
∫
R
µˆ1(dx)
|x− z +w2|2
)1
2
, (3.61)
We immediately have a crude bound
|a|+ |b|+ 1 ≤ cη−2 .
To get a lower bound for |1− ab|, one takes the imaginary part of the first equation in (3.55), then
divide both sides by η − Imw1 to see∫
R
µˆ2(dx)
|x− z +w1|2
=
− Imw2 − Im r1
η − Imw1 .
Taking the imaginary part of the second equation in (3.55) yields∫
R
µˆ1(dx)
|x− z +w2|2
=
− Imw1 − Im r2
η − Imw2 .
Similarly taking the imaginary part of both equations in (3.54), we have∫
R
µˆ2(dx)
|x− z + w1|2
=
− Imw2
η − Imw1 ,
∫
R
µˆ1(dx)
|x− z + w2|2
=
− Imw1
η − Imw2 .
Hence we have a lower bound for |1− ab|,
|1− ab| ≥ 1−
√
− Imw1
η − Imw1
− Imw2
η − Imw2
− Imw1
η − Imw1
− Imw2
η − Imw2 ≥ η
p .
Hence we have the following estimate for some new universal constant p,
|b|+ |a|+ 1
|1− ab| ≤ η
−p .
This estimate with inequality (3.58) and upper bounds (3.59) yields,
|w1 −w1| ∨ |w2 −w2| ≤ N−
1
p η−p .
The conclusion follows from Proposition 3.10 and letting η ≥ N−1/p2 .
Corollary 3.12. Under the same assumptions as Theorem 3.11, we have
|m(z)| . 1 .
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Proof. Recall that in Section 2.1 we assumed that either µ1 or µ2 has a bounded Stieltjes transform.
Let the bound be α > 0. By Proposition 3.9 we know for η ≥ N− 1p ,
|m1(z −w2)| ∧ |m2(z −w1)| ≤ |m1(z −w2)| ∧ |m2(z −w1)|+N−
1
p ≤ 2α .
By (3.38), we see that this actually means
|m(z)| ≤ 2α .
In the bulk of the spectrum, the stability becomes better, in the sense that the imaginary part of
z can be as small as possible, as is shown by the following theorem.
Theorem 3.13. Let I be an interval on which the probability measure µ = µ1 ⊞ µ2 has a density
bounded away from 0 and bounded above. Let Σ = {z = E + i η : E ∈ I, η ∈ [0, 1]}. Then, there is a
constant q > 0 such that
sup
z∈Σ
|w1 −w1| ∨ |w2 −w2| ≤ N−
1
q ,
sup
z∈Σ
|m(z)−m(z)| ≤ N− 1q .
Proof. First, we proceed exactly as in the proof of Theorem 3.11, up to (3.58). In the rest of this
proof, the I-dependent constant cI may change from line to line, but only changes for finitely many
times. Let q > 0 be a positive constant to be chosen. Define a subset Σ1 of Σ by
Σ1 = {z ∈ Σ : |w1 −w1| ∨ |w2 −w2| ≤ N−
1
q } .
The set Σ1 is not empty, thanks to Theorem 3.11. It is a closed subset of Σ, because all the functions
w1, w1, w2 and w2 are continuous in Σ. We shall show that Σ1 is an open subset of Σ, which would
imply Σ1 = Σ.
Take any point z = E + i η ∈ Σ1. According to the assumption that µ = µ1 ⊞ µ2 has a density
bounded above and bounded away from zero, we have Imm ∈ [cI , c−1I ]. According to Proposition 3.10,
the Stieltjes transform m of µ can be analytically extended to I, which implies that |m| < cI . From
(3.54) we know
− Imw2 ≥ −cI Imw1 , − Imw1 ≥ −cI Imw2 .
Taking the imaginary part of the third equation of (3.53) we obtain
− Imw1 − Imw2 ≥ cI > 0 .
The above three inequalities give
(− Imw1) ∧ (− Imw2) ≥ cI > 0 .
Therefore, on the set Σ1 we have
(− Imw1) ∧ (− Imw2) ≥ cI > 0 , |w1| ∨ |w2| ≤ c−1I .
Substituting z in Proposition 3.9 with z −w2 and z −w1, we see that
|m1(z −w2)−m1(z −w2)| ∨ |m2(z −w1)−m2(z −w1)| ≤ 2N−
1
p . (3.62)
Recalling the definition of r1 and r2 (see (3.56)), the above estimate yields
|r1| ∨ |r2| ≤ cIN−
1
p . (3.63)
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In order to make use of the bound (3.58), we need an estimate on |b|+|a|+1|1−ab| . By definition (3.57) of a
and b and the lower bounds on − Imw1 and − Imw2, we easily get
|a| ∨ |b| ≤ cI > 0 , (3.64)
which is enough for bounding the numerator of |b|+|a|+1|1−ab| . To bound the denominator, we consider
a :=
∫
R
µˆ2(dx)
(x− z + w1)2 , b :=
∫
R
µˆ2(dx)
(x− z +w2)2 .
Note that by assumption, on Σ1 we have
|a− a| ∨ |b− b| ≤ cIN−
1
p . (3.65)
Taking the imaginary part of the first and second equations in (3.54), we have

− Imw2 = (− Imw1 + η)
∫
R
µˆ2(dx)
|x− z + w1|2
− Imw1 = (− Imw2 + η)
∫
R
µˆ1(dx)
|x− z + w2|2
,
which yields, ∫
R
µˆ2(dx)
|x− z +w1|2
∫
R
µˆ1(dx)
|x− z + w2|2
≤ − Imw2− Imw2 + η
− Imw1
− Imw1 + η ≤ 1 .
The estimate holds on Σ as well as on I. Since w1 and w2 has non-zero imaginary part, and that µˆ2
is not a point-mass, we have a strict inequality for a and b,
|ab| <
∫
R
µˆ2(dx)
|x− z + w1|2
∫
R
µˆ1(dx)
|x− z + w2|2
≤ 1 .
By the continuity of a and b on I, we have
|1− ab| ≥ cI > 0 .
This estimate with (3.65) gives a lower bound for the numerator of |b|+|a|+1|1−ab| ,
|1− ab| ≥ cI > 0 .
We plug this estimate and (3.63) and (3.64) into (3.58) to get, for any z ∈ Σ1,
|w1 −w1| ∨ |w2 −w2| ≤ cIN−
1
p .
Therefore, for any z ∈ Σ1, there is a neighborhood of z such that
|w1 −w1| ∨ |w2 −w2| ≤ N−
1
p ,
which implies that Σ1 is an open subset of Σ, as long as q > p. Therefore, Σ1 is an open and closed
non-empty subset of Σ, so Σ1 = Σ.
We already obtained (3.62) on Σ1. Therefore,(3.62) holds on the entire Σ. By equations (3.38)
and (3.53), it follows that on Σ we have
|m(z)−m(z)| ≤ 2N− 110 + |m1(z −w2)−m1(z − w2)| ≤ N−
1
q .
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3.4 Global upper bounds for wαk and γij
We now derive an estimate which holds for all the coefficients appearing in (2.28). In the next
subsection we derive stronger estimates which hold for terms corresponding to the bulk.
Theorem 3.14. There is a universal constant p > 0 such that the following holds. With probability
1− e−N9b , we have
sup
t∈[0,T ]
sup
1≤α,k≤N
|wαk|2 ≤ N−1/p , sup
t∈[0,T ]
sup
1≤i<j≤N
γij ≤ N−2/p+a .
Proof. Fix η = N−1/p and 1 ≤ α, k ≤ N , where p > 0 is a large constant to be chosen. First, we bound
|wαk|2 in terms of Gαα. For each (z = E+i η, t) ∈ Σ×[0, T ], note that ImGαα(E+i η) =
∑
k
η|wαk |2
|λk−E|2+η2 ,
therefore,
|wαk|2 ≤ η ImGαα(λk + i η) .
In the following, we denote zk := λk + i η. Then, we want to use the estimate (3.44) obtained above,
which says that Gαα(zk) is approximately
(−zk + Y¯α +w1)−1. Therefore, we need an upper bound on∣∣−zk + Y¯α +w1∣∣−1. It is sufficient to get lower bounds on ∣∣−λk + Y¯α +Rew1∣∣ ∨ (− Imw1), because∣∣∣∣ 1−zk + Y¯α +w1
∣∣∣∣ ≤ 1|−λk + Y¯α +Rew1| ∨ (− Imw1) . (3.66)
We claim that ∣∣−λk + Y¯α +Rew1∣∣ ∨ (− Imw1) ≥ η1−c/4 . (3.67)
We will prove this by contradiction and assume that
∣∣−λk + Y¯α +Rew1∣∣ ∨ (− Imw1) < η1−c/4. We
take the imaginary part of (3.39) to see
− Imw1 − Imw2 = −η + Imm2(zk −w1)|m2(zk −w1)|2
≥ −η + c Imm2(zk −w1) . (3.68)
In the last inequality we have used Corollary 3.12. Note that by definition of m2,
Imm2(zk −w1) = 1
N
N∑
β=1
η − Imw1∣∣−λk + Y¯β +Rew1∣∣2 + |η − Imw1|2
≥ 1
N
∑
|Y¯β−Y¯α|≤η
η∣∣−λk + Y¯β +Rew1∣∣2 + |η − Imw1|2
≥ Nα,η
N
η
4η2−c/2
=
Nα,ηη
c/2−1
4N
(3.69)
In the last line above, Nα,η := #{β :
∣∣Y¯β − Y¯α∣∣ ≤ η}. Recalling (3.49) we have,
Nα,η ≥ #{β : |yβ − yα| ≤ 2η/3} ≥ Nµ2([yα − η/2, yα + η/2]) .
According to (2.2), we obtain
Nα,η ≥ cNη2−c .
Therefore, (3.69) yields
Imm2(zk −w1) ≥ cη1−c/2 .
Going back to (3.68) and absorb the constants by small power of η, we have
− Imw1 − Imw2 ≥ 2η1−c/3 .
However, we have assumed that − Imw1 < η1−c/4. Hence, the above inequality gives
− Imw2 ≥ η1−c/3 .
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Then we take the imaginary part of the second equation of (3.40),
− Imw1 =
∫
R
(η − Imw2)µˆ2(dx)
|x− zk +w2|2
≥ η1−c/3
∫
R
µˆ2(dx)
|x− zk +w2|2
.
By Theorem 3.11, we know that∫
R
µˆ2(dx)
|x− zk +w2|2
≥
∫
R
µˆ2(dx)
c(|x|2 + 1) ≥ c1 Im mˆ2(i) .
By definition of mˆ2 and Proposition 3.9, the quantity Im mˆ2(i) is bounded below by
Im mˆ2(i) = Im mˆ2(i) +O(N−
1
p ) ≥ c ,
where c > 0 is a universal constant. Therefore, we get, for large enough N ,
− Imw1 ≥ cη1−c/3 ≥ η1−c/4 ,
which leads to a contradiction. Thus, we have proved the claim (3.67). In view of (3.66) and (3.44),
we immediately have
|wαk|2 ≤ η ImGαα(λk + i η) ≤ ηc/4 +O
(
Nν−1/2η−15
)
.
The bound for γij follows from its definition and taking p large enough.
3.5 Upper bounds for wαk and γij in the bulk
In this subsection, we prove some estimates on the quantities (wαk) and (γij) that appear in the coeffi-
cients in (2.28) which have indices corresponding to bulk eigenvalues of H˜(t). Recall that (wβk)1≤β≤N
is the k-th eigenvector of
H(t) = V¯ (t)∗XV¯ (t) + Y + (T − t)U(t)Yˆ U(t)∗ ,
where V¯ (t) := V U(t)∗. We defined the Green’s function by
G(z, t) := (H(t)− z)−1 ,∀z ∈ C+ .
The probability distribution of V¯ (t) is Haar measure, independent from U(t). Recall that in Section
3.1 we proved ‖U(t) − I‖ ≪ 1. We therefore write
H(t) = V¯ (t)XV¯ (t) + Y + (T − t)Yˆ + (T − t)(U(t)Yˆ U(t)∗ − Yˆ ) . (3.70)
In view of (2.20) and Theorem 3.1, the last term above satisfies
P
[
sup
0≤t≤T
‖(T − t)(U(t)Yˆ U(t)∗ − Yˆ )‖ ≥ N−1−8b
]
≤ e−N10b .
For the first three terms in (3.29), we will apply Theorem 2.5 of [8] to get a bound in the bulk of the
spectrum. In sum, we are able to prove Theorem 3.16 below for Gkk(z, t) for z near the bulk. Before
stating the theorem, we introduce the following notion of overwhelming probability.
Definition 3.15. A sequence of events (AN )N≥0 is said to hold with overwhelming probability, if for
any L ≥ 0, we have
P[AN ] ≥ 1−N−L , for N ≥ N(L) , (3.71)
for some N(L) depending only on L and universal constants.
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Theorem 3.16. Let I be an interval such that the measure µ = µ1 ⊞ µ2 restricted to I has a strictly
positive density. Denote
DI,ν := {z = E + i η : E ∈ I,N−1+ν ≤ η ≤ 1} . (3.72)
Let (w1,w2,m) be the solution to the system (3.38). Then we have
inf
z∈DI,ν
(− Imw1(z)) ≥ c , (3.73)
and that for any ν > 0, the following holds with overwhelming probability,
sup
0≤t≤T
sup
z∈DI,ν
max
1≤i≤N
∣∣∣∣Gii(z, t)− 1−z + yi + (T − t)yˆi +w1(z)
∣∣∣∣ ≤ Nν√Nη . (3.74)
Proof. Denote Hˆ(t) := V¯ (t)∗XV¯ (t) + Y + (T − t)Yˆ and
Gˆ(z, t) := (Hˆ(t)− z)−1 .
Note that by assumption X has a decomposition X = X0 + e
−NQ, where the empirical measure
of eigenvalues of X0 converges weakly to µ1 and Q is drawn from the Gaussian Unitary ensemble.
Therefore, the empirical measure of eigenvalues of X converges weakly to µ1 almost surely. Recall
that T = N−1+b and the bound (2.20), we have
‖(T − t)Yˆ ‖ ≤ N−1+b logN .
It follows that the empirical measure of eigenvalues of Y +(T − t)Yˆ converges to µ2 weakly. Therefore,
the conditions of Theorem 2.4 in [8] are satisfied. Therefore we have, for any fixed t ∈ [0, T ], and
ν > 0,
sup
z∈DI,ν
max
1≤i≤N
∣∣∣∣Gˆii(z, t)− 1yi + (T − t)yˆi +w1(z)
∣∣∣∣ ≤ Nν√Nη , (3.75)
with overwhelming probability, with w1 satisfying (3.73).
Next, we estimate the difference |Gˆii(z, t) − Gii(z, t)|. By the resolvent identity Q−11 − Q−12 =
Q−11 (Q2 −Q1)Q−12 , we have
|Gˆii − Gii| = |
∑
k,l
Gˆik(H− Hˆ)klGli|
≤ ‖H − Hˆ‖
√∑
k
|Gˆik|2
√∑
k
|Gli|2 .
By the Ward Identity,
√∑
k|Gˆik|2 =
√
Im Gˆii/η,
√∑
k|Gik|2 =
√
ImGii/η. We have that ‖H − Hˆ‖ ≤
N−1−8b with probability 1− e−N10b . Therefore, with probability 1− e−N10b , for ∀z ∈ DI,ν , t ∈ [0, T ],
|Gˆii − Gii| ≤ N
−8b
Nη
√
Im Gˆii ImGii
≤ N
−8b
Nη
√
|Gˆii|(|Gˆii|+ |Gˆii − Gii|) .
A simple calculation yields, for any 1 ≤ i ≤ N ,
|Gˆii − Gii| ≤ 2N
−8b
Nη
|Gˆii| . (3.76)
This estimate together with (3.75) and (3.73) gives, for any t ∈ [0, T ],
sup
z∈DI,ν
max
1≤i≤N
∣∣∣∣Gii(z, t)− 1yi + (T − t)yˆi +w1(z)
∣∣∣∣ ≤ Nν√Nη , (3.77)
28
with overwhelming probability.
To conclude the proof, we need to look at the continuity of G(z, t) with respect to t. We divide
the time interval [0, T ] into N100 parts by tl := lT/N
100. For each tl, we set t = tl in (3.77), and so
by a union bound we have the estimate
sup
0≤l≤N100
sup
z∈DI,ν
max
1≤i≤N
∣∣∣∣Gii(z, tl)− 1yi + (T − tl)yˆi +w1(z)
∣∣∣∣ ≤ Nν√Nη , (3.78)
with overwhelming probability. Again, by the resolvent identity,
‖G(z, t) − G(z, s)‖ ≤ ‖G(z, t)‖‖G(z, s)‖‖H(s) −H(t)‖ ≤ N2‖H(s)−H(t)‖ , ∀0 ≤ t, s ≤ T . (3.79)
By definition, ‖H(s) − H(t)‖ ≤ 2‖U(s) − U(t)‖(|‖X‖ + ‖Y ‖|). Recall that X has a small Gaussian
component of size e−N , ‖X‖ is bounded by K + 1 with probability 1 − e−eN/2 . By Theorem 3.3 we
then derive the estimate
P
[
sup
1≤l≤N100
sup
s∈[tl−1,tl+1]
‖G(z, tl)− G(z, s)‖ ≥ N−10
]
≥ N100e−Na/3 . (3.80)
This estimate together with (3.78) yields
sup
0≤t≤T
sup
z∈DI,ν
max
1≤i≤N
∣∣∣∣Gii(z, t) − 1yi + (T − t)yˆi +w1(z)
∣∣∣∣ ≤ Nν√Nη ,
with overwhelming probability.
Corollary 3.17. Let I be an closed interval on which the probability measure µ := µ1⊞µ2 has a strictly
positive density. Then, for any ν > 0, the following estimates hold with overwhelming probability.
sup
0≤t≤T
max
λk∈I
max
1≤α≤N
|wαk| ≤ N
ν
√
N
, sup
0≤t≤T
max
λi∈I
max
j 6=i
γij + γji ≤ N
a+ν
N
. (3.81)
Proof. For any λk ∈ I, we set zk := λk + iN−1+ν . Denote η = Im z. Then,
ImGαα(zk, t) =
∑
l
Im zk|wαl|2
(λl − λk)2 + Im z2k
≥ Im zk|wαk|
2
(λk − λk)2 + Im z2k
= N1−ν |wαk|2.
It follows that
|wαk|2 ≤ N−1+ν ImGαα(zk, t) .
Taking the maximum over k, α and t, we have
sup
0≤t≤T
max
λk∈I
max
1≤α≤N
|wαk|2 ≤ N−1+ν sup
0≤t≤T
max
λk∈I
max
1≤α≤N
|Gαα(zk, t)| .
Theorem 3.16 implies that the right hand side is bounded by N−1+2ν with overwhelming probability.
This gives the first estimate in the corollary. The second follows from the definition of γij and the
normalization
∑
α |wαk|2 = 1.
Corollary 3.18 (Estimate on the initial data H˜(0)). Under the same assumptions as Theorem 3.16,
for some constant p > 0 we have
sup
z∈DI,ν
∣∣∣∣ 1N tr
(
1
H˜(0) − z
)
−m(z)
∣∣∣∣ ≤ N− 1p + Nν√Nη
with overwhelming probability.
Proof. Note that H˜(0) = H(0). Theorem 3.16 implies that with overwhelming probability,
sup
z∈DI,ν
∣∣∣∣∣ 1N tr
(
1
H˜(0) − z
)
− 1
N
∑
i
1
−z + yi + T yˆi +w1(z)
∣∣∣∣∣ ≤ N
ν
√
Nη
.
By definition of m2 (see the paragraph before (3.38)) and (3.38), the above inequality reads,
sup
z∈DI,ν
∣∣∣∣ 1N tr
(
1
H˜(0) − z
)
−m(z)
∣∣∣∣ ≤ Nν√Nη .
The conclusion follows from this estimate and Theorem 3.13.
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4 Analysis of the SDE
Our starting point is the SDE
dλi =
dBi√
N
+
1
N
∑
j
1− γij
λi − λj + dMi + Zidt, (4.1)
for 0 ≤ t ≤ T with
T :=
Nb
N
(4.2)
The martingale Mi is given by
dMi := − 1√
N
∑
|a−b|≤Na
w∗aidBabwbi, (4.3)
and the drift term Zi is given by
Zi = 〈ai, (U∗Yˆ U − Yˆ )ai〉. (4.4)
Thanks to Theorems 3.1 and 3.14 we have the estimates
sup
0≤t≤T
|Zi(t)| ≤ N−9b, sup
0≤t≤T
|wab|+ |γij | ≤ N−c1 (4.5)
for some c1 > 0 with overwhelming probability. We assume that
b < a/100, a < c1/10. (4.6)
We will compare λi to the process µi defined by
dµi =
dBi√
N
+
1
N
∑
j
1
µi − µj , µi(0) = λi(0). (4.7)
Let I = (a, b) be a interval on which the limiting law µ1⊞ µ2 has a density bounded away from 0 and
above. We use the notation
Iκ := (a+ κ, b− κ). (4.8)
We will also make use of the following index set. Let γX⊞Yi be the ith classical eigenvalue location of
µ1 ⊞ µ2. Define the index set Gκ by
Gκ := {i : γX⊞Yi ∈ Iκ}. (4.9)
Note that Corollary 3.18 implies that
|γX⊞Yi − λi(0)| ≤ N−c (4.10)
for some c > 0 for i ∈ Gκ with overwhelming probability.
The main result of this section is the following Theorem.
Theorem 4.1. Fix κ > 0. Assume that b < a/100 and a < c1/10. For every time t with 0 ≤ t ≤ T
we have with overwhelming probability we have for every index i ∈ Gκ,
|λi(t)− µi(t)| ≤ 1
N
(
N−c1/5 +N−5b +N−1/4
)
. (4.11)
30
4.1 Removal of error terms and regularization
We fix a small c2 > 0 which satisfies
0 < c2 < c1. (4.12)
We introduce an auxilliary process zi(t, α) for 0 ≤ α ≤ 1 by
dzi(t, α) =
√
1
1 +N−c2
dBi +
1
N
∑
j
1− αγˆij
zi(t, α)− zj(t, α)dt, zi(0, α) = λi(0) (4.13)
where
γˆij = γij ∧N−c1 . (4.14)
The reason for the introduction of the N−c2 term is technical and only necessary in the case β = 1.
In this case since the coefficient infront of the Brownian motion term and numerator of the drift term
satisfies
(1 +N c2)(1− αγˆij) > 1 (4.15)
the process zi(t, α) is well-defined and satisfies zi(t, α) < zi+1(t, α) for every t. This can be proven
via the methods of [6]. This implies that zi(t, α) is a differentiable function of α, which we will use
later. Without the regularizing N−c2 term, this would not be true in the β = 1 case due to possible
eigenvalue collisions.
The following compares the processes zi(t, 1) to λi(t) and zi(t, 0) to µi(t). The proof is essentially
a regularized parabolic maximum principle, the regularization being needed to apply the Itoˆ formula
and deal with the error term Mi.
Lemma 4.2. With overwhelming probability we have
sup
i
sup
0≤s≤T
|zi(s, 1)− λi(s)| ≤ N
ε
N
(
N−c4 +N−8b +Nb/2(N a/2−c1 +N−c2) +Nb+c4(N a−2c1 +N−2c2)
)
(4.16)
for any ε > 0 and c4 > 0. Similarly,
sup
i
sup
0≤s≤T
|zi(s, 0)− µi(s)| ≤ N
ε
N
(
N−c4 +Nb/2N−c2 +Nb+c4−2c2
)
. (4.17)
Proof. We only prove (4.16). The proof of (4.17) is the same but easier. Define a stopping time τ by
τ := τ1 ∧ τ2 ∧ τ3 ∧ τ4 ∧ T (4.18)
where
τ1 := inf{t : ∃(i, j) : γij > N−c1} (4.19)
and
τ2 := inf{t : ∃(i, j) : |wij | > N−c1} (4.20)
and
τ3 := inf{t : ∃i : |zi(t, 1)| + |λi(t)| > R} (4.21)
for some large R > 0. Finally define
τ4 := inf{t : ∃i : |Zi| > N−9b}. (4.22)
We know that τ1 ∧ τ2 ∧ τ4 ≥ T with overwhelming probability and that |λi(t)| ≤ R with overwhelm-
ing probability. We will see later (see Lemma 4.3) that |zi(t, 1) − zi(t, 0)| ≤ C with overwhelming
probability. By [31] the process zi(t, 0) stays bounded with overwhelming probability, and so
τ = T (4.23)
with overwhelming probability. Note that for t ≤ τ we have γij = γˆij .
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For the rest of the proof we denote zi = zi(t, 1). Define
ui := λi − zi (4.24)
For t ≤ τ , this satisfies the equation
dui =
∑
j
Bij(uj − ui)dt+ dMi + Zidt+ AN√
N
dBi (4.25)
where
Bij =
1− γˆij
(λi − λj)(zi − zj) > 0 (4.26)
and
AN =
1√
1 +N−c2
− 1 = O(N−c2). (4.27)
We fix a c4 > 0 to be chosen and let λ := N
1+c4 . Define
F (t) :=
1
λ
log
(∑
i
eλui
)
. (4.28)
By the Itoˆ lemma for t ≤ τ we may calculate
dF (t) =
1∑
i e
λui
∑
i
eλui
∑
j
Bij(uj − ui) (4.29)
+
1∑
i e
λui
∑
i
eλui
(
dMi + Zidt+N
−1/2ANdBi
)
(4.30)
+ λ
1∑
i e
λui
∑
i
eλuid〈Mi +N−1/2ANBi,Mi +N−1/2ANBi〉 (4.31)
+ λ
1
(
∑
i e
λui)
2
∑
i,j
eλuieλujd〈Mi +N−1/2ANBi,Mj +N−1/2ANBj〉 (4.32)
The first observation is that the term (4.29) is negative,
∑
i
eλui
∑
j
Bij(uj − ui) = 1
2
∑
ij
Bij(uj − ui)(eλui − eλuj ) ≤ 0 (4.33)
because x→ eλx is an increasing function.
We first bound (4.30). By definition of τ ,
sup
0≤t≤τ
∫ t
0
∑
i
eλui∑
k e
λuk
|Zi|ds ≤ N−9b
∫ T
0
∑
i
eλui∑
k e
λuk
≤ TN−9b. (4.34)
We next calculate some quadratic variations. We have for t ≤ τ ,
d〈Mi,Mj〉 = 1
N
∑
|a−b|≤Na
|wiawbiwjawbj | ≤ N
a−2c1
N
(4.35)
and
1
N
d〈ANBi, ANBi〉 ≤ N
−2c2
N
. (4.36)
Hence we have by the BDG inequality,
sup
0≤t≤τ
∫ t
0
∑
i
eλui∑
k e
λuk
(
dMi +N
−1/2ANdBi
)
≤ N
εT 1/2
N1/2
(
N a/2−c1 +N−c2
)
(4.37)
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for any ε > 0 with overwhelming probability. For the term (4.31) we expand out the covariation. For
the diagonal terms we obtain
sup
0≤t≤τ
λ
∫ t
0
∑
i
eλui∑
k e
λuk
(
d〈Mi,Mi〉+ d〈N−1/2ANBi, N−1/2ANBi〉
)
≤ CλT
N
(
N a−2c1 +N−2c2
)
.
(4.38)
For the off-diagonal terms we apply the Kunita-Watanabe inequality and obtain
sup
0≤t≤τ
∣∣∣∣∣λ
∫ t
0
∑
i
eλui∑
k e
λuk
d〈Mi, N−1/2ANBi〉
∣∣∣∣∣
≤λ
∑
i
(∫ τ
0
eλui∑
i e
λui
d〈Mi,Mi〉
)1/2 (∫ τ
0
eλui∑
i e
λui
N−2c2−1d〈Bi, Bi〉
)1/2
≤λN
−c2+a/2−c1
N
∑
i
(∫ T
0
eλui∑
i e
λui
dt
)
≤ λTN
−c2+a/2−c1
N
. (4.39)
Applying the same argument for (4.32) we obtain for the diagonal terms,
sup
0≤t≤τ
λ
∫ t
0
∑
i,j
eλuieλuj
(
∑
k e
λuk)
2 (d〈Mi,Mj〉+ d〈Bi, Bj〉) ≤
CTλ
N
(
N a−2c1 +N−2c2
)
. (4.40)
Applying the Kunita-Watanabe inequality for the off-diagonal terms as above we obtain,
sup
0≤t≤τ
∣∣∣∣∣∣λ
∫ t
0
∑
i,j
eλuieλuj
(
∑
k e
λuk)
2d〈Mi, ANN−1/2Bj〉
∣∣∣∣∣∣
≤λ
∑
i,j
(∫ τ
0
eλuieλuj
(
∑
k e
λuk)
2d〈Mi,Mi〉
)1/2(∫ τ
0
eλuieλuj
(
∑
k e
λuk)
2A
2
NN
−1d〈Bj, Bj〉
)1/2
≤ λ
N
N a/2−c1−c2
∫ t
0
∑
i,j
eλuieλuj
(
∑
k e
λuk)
2ds ≤
λTN a/2−c1−c2
N
. (4.41)
We have therefore derived that
sup
0≤s≤τ
F (s) ≤ F (0) + TN−9b + N
εT 1/2
N1/2
(
N a/2−c1 +N−c2
)
+
CTλ
N
(
N a−2c1 +N−2c2
)
(4.42)
Note that
F (0) =
log(N)
N1+c4
(4.43)
and
F (s) ≥ sup
i
ui(s). (4.44)
Hence we obtain the upper bound of (4.16). The same argument applies to −ui and so we obtain
(4.16).
4.2 Interpolating processes
Consider the processes zi(t, α) defined above. It is not hard to see that the map α → zi(t, α) is a
Lipschitz function and so one can demand that almost surely, a solution exists for all α ∈ [0, 1]. Once
this has been established it is easy to check that zi(t, α) is in fact a differentiable function of α. The
derivative ui := ∂αzi(t, α) satisfies the equation
∂tui =
∑
j
Bij(uj − ui) +
∑
j
γˆij
zi(t, α) − zj(t, α) := −(Bu)i + ξi, (4.45)
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where
Bij :=
1
N
1− γˆij
(zi(t, α) − zj(t, α))2 . (4.46)
We also pause here to introduce some notation. The inner product on ℓ2 is (we will only have to
consider real sequences)
〈u, v〉 = 1
N
N∑
i=1
uivi. (4.47)
This notation clashes with the covariation of martingales, but we will not need to calculate any more
covariations in Section 4. The ℓp norms are
||u||pp :=
1
N
∑
i
|ui|p, ||u||∞ := sup
1≤i≤N
|ui|. (4.48)
4.3 Weak global a-priori estimate
We first derive a weak global estimate on the processes zi(t, α).
Lemma 4.3. With overwhelming probability we have,
sup
0≤s≤T
sup
i
sup
0≤α≤1
|zi(0, α) − zi(s, 0)| ≤ CNb/2−c1 . (4.49)
Proof. We differentiate the ℓ2 norm and obtain
∂t
1
N
∑
i
u2i =
1
N
∑
i
uiBij(uj − ui) + 1
N2
∑
i,j
uiγˆij
zi − zj
= − 1
2N2
∑
ij
(1− γˆij)(ui − uj)
(zi − zj)2 +
1
2N2
∑
i,j
(ui − uj)γij
zi − zj (4.50)
Above we used the symmetry γˆij = γˆji. By Cauchy-Schwartz and the fact that γˆij ≪ 1, we can bound
this by
∂t||u||22 ≤ −
1
4
〈u,Bu〉+ 10
N2
∑
i,j
|γˆij |2 ≤ CN−2c1 . (4.51)
Since ||u(0)||2 = 0 this yields the claim.
4.4 Local law for α = 0 process
Let m0(z) be
m0(z) :=
1
N
∑
i
1
λi(0)− z . (4.52)
Define mt(z) to be the free convolution of m0(z) with the semicircle law at time t, i.e., mt(z) is the
unique solution to
mt(z) = m0(z + tmt(z)) (4.53)
vanishing as |z| → ∞. Then mt(z) is the Stieltjes transform of a measure with density ρt(E). By
Theorem 3.16 we have
c ≤ Im[m0(E + iη)] ≤ C, E ∈ Iκ, Nν/N ≤ η ≤ 10 (4.54)
for any ν > 0 and κ > 0. Since |mt(z)|2 ≤ 1/t (see [37]) we see that
c ≤ Im[mt(E + iη)] ≤ C, E ∈ Iκ, Nν/N ≤ η ≤ 10, 0 ≤ t ≤ T (4.55)
for any ν > 0 and κ > 0. Define the classical eigenvalue locations of the free convolution ρt by γi(t).
They satisfy
∂tγi(t) = −Re[mt(γi(t))] (4.56)
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and since |mt| ≤ t−1/2 we see that with overwhelming probability (also using (4.10))
i ∈ Gκ =⇒ γi(t) ∈ Iκ/2, 0 ≤ t ≤ T. (4.57)
Therefore, for any ν > 0 and i, j ∈ Gκ we have
c
|i− j|
N
≤ |γi(t)− γj(t)| ≤ C |i− j|
N
, Nν ≤ |i− j|. (4.58)
For α = 0 the process zi(t, 0) satisfies the equation
dzi(t, 0) =
dBi√
1 +N−c2
+
1
N
∑
j
1
zi(t, 0) − zj(t, 0)dt. (4.59)
Therefore, Corollary 3.2 of [31] implies that
sup
0≤t≤T
sup
i∈Gκ
|zi(0, t) − γi(t)| ≤ N
ν
N
(4.60)
with overwhelming probability for any ν > 0.
We remark that while the γi(t) are random, we will essentially only be using the deterministic
property (4.58) of the classical eigenvalue locations to derive the same property of the zi(α, t).
4.5 Local law for interpolating processes
We define the empirical Stieltjes transform of the interpolating processes by
mN (z, t, α) :=
1
N
∑
i
1
zi(t, α)− z . (4.61)
It satisfies the equation
dmN = (mN )∂zmNdt+ dMt +
2− βN
N2βN
∑
i
1
(zi − z)3dt
+
1
N2
∑
i 6=j
αγˆij
(zi − z)2(zj − z)dt (4.62)
where M is a martingale term and βN = 2(1 +N
−c1) (the value of βN is of no real importanc here).
The only difference between this and the equation appearing in [31] is the error term on the last line.
By Corollary 3.17 we have that for every pair of indices (i, j) with either i ∈ Gκ or j ∈ Gκ, the estimate
|γˆij | ≤ N
a+ε
N
(4.63)
for any ε > 0 holds with overwhelming probability. By the weak global estimate (4.49) and the rigidity
estimate (4.60) we see that for every energy E ∈ Iκ we have for any ε > 0 and 0 < t < T that with
overwhelming probability,∣∣∣∣∣∣
1
N2
∑
i,j
αγij
(zi − z)2(zj − z)
∣∣∣∣∣∣ ≤ CN−c1 +
N a+ε
Nη2
Im[mN (E + iη)]. (4.64)
Using this estimate, one can modify, in a straightforward fashion, the methods of [31] to derive the
estimate (as long as b < c1),
|mN (z, t, α) −mt(z)| ≤ N
a+ε
Nη
(4.65)
with overwhelming probability in the region
{E + iη : E ∈ Iκ, 10 ≥ η ≥ N δ+a/N} ∪ {E + iη : |E| ≤ C, 1/2 ≤ η ≤ 10}, (4.66)
for any C > 0 and δ > 0. Here, mt is as in the last subsection. Standard methods then give us the
rigidity estimate
|zi(t, α) − γi(t)| ≤ N
5a
N
(4.67)
with overwhelming probability, for i ∈ Gκ.
35
4.6 Short-range approximation
In this section we introduce the short-range approximation zˆi(t, α). Fix a κ∗ > 0 and denote
Gκ∗ = [[g−, g+]]. (4.68)
The parameter κ∗ will be fixed for the rest of Section 4. Fix an ℓ = Nωℓ . We choose
ωℓ > 5a. (4.69)
Define the index set
A := {(i, j) : |i− j| ≤ ℓ} ∪ {(i, j) : i > g+, j > g+} ∪ {(i, j) : i < g−, j < g−}. (4.70)
Define the short-range approximation
dzˆi(α, t) =
√
2
1 +N−c2
dBi√
N
+
1
N
∑
j:(i,j)∈A
1− αγˆij
zˆi(α, t) − zˆj(α, t)dt+
1
N
∑
j:(i,j)/∈A
1
zi(0, t) − zj(0, t)dt. (4.71)
By the strong rigidity esimates (4.67) and (4.60) and the weak global estimate (4.49) we can bound
for every i,∣∣∣∣∣∣
1
N
∑
j:(i,j)/∈A
1
zi(0, t) − zj(0, t) −
1
N
∑
j:(i,j)/∈A
1− γˆij
zi(α, t) − zj(α, t)
∣∣∣∣∣∣ ≤ N εN−c1 +Nb/2−c1 +N5a−ωℓ . (4.72)
Hence, by the proof of Lemma 3.7 of [34] we obtain the following estimate.
Lemma 4.4. WIth overwhelming probability we have
sup
i
sup
0≤s≤T
|zi(s, α) − zˆi(s, α)| ≤ N
ε
N
(
N3b/2−c1 +Nb+5a−ωℓ
)
. (4.73)
for any ε > 0.
Note that this implies that the weak global estimate (4.49) and the rigidity estimate (4.67) hold
with zi(t, α) replaced by zˆi(t, α), as long as 3b/2 < c1 and b+ 5a < ωℓ.
4.7 Weak level repulsion estimates
We will require the following weak level repulsion estimate which will allow us to make a cut-off later.
Lemma 4.5. With overwhelming probability we have,
sup
i 6=j
∫ T
0
1
|zˆi(t, α) − zˆj(t, α)| ≤ N
10. (4.74)
Proof. For any k we calculate
d
(
k∑
i=1
zˆi(t, α)
)
=
k∑
i=1
√
1
1 +N−c2
dBi√
N
+
k∑
i=1
∑
j:(i,j)/∈A
1
zi(t, 0)− zj(t, 0)
+
k∑
i=1
N∑
j=k+1,(i,j)∈A
1− αγij
zˆi(t, α) − zˆj(t, α) . (4.75)
Note that every term in the second line (4.75) has the same sign and 1 − αγˆij ≥ 1/2. Hence we get
the inequality
1
2
∫ T
0
1
zˆk+1(t, α)− zˆk(t, α)
≤
∣∣∣∣∣∣
k∑
i=1
∫ t0
0
zˆi(s, α)ds−
∑
j:(i,j)/∈A
1
zi(s, 0)− zj(t, 0)ds−
√
1
1 +N−c2
dBi√
N
∣∣∣∣∣∣
≤N10 (4.76)
with overwhelming probability.
36
4.8 Cut-off of long-range terms
Define now uˆ := ∂αzˆ. Then uˆ satisfies the equation
∂tuˆi =
∑
j:(i,j)∈A
Bˆij(uˆj − uˆi) + ξˆi (4.77)
where
Bˆij =
1
N
1− αγˆij
(zˆi(t, α) − zˆj(t, α))2 (4.78)
and
ξˆi :=
∑
j:(i,j)∈A
γˆij
zˆi(t, α) − zˆj(t, α) . (4.79)
Define v by vi(0) = 0 and
∂tv = −(Bˆv)i + 1{i∈G2κ∗}ζi. (4.80)
where
ζi =
1
N
∑
j:(i,j)∈A
1{j∈G2κ∗}
γˆij
zˆi − zˆj . (4.81)
Note that by the choice of A we have ζi = ξˆi for i ∈ G3κ∗ . The purpose of v is to cut off error
terms from the ξˆ for which we do not have good estimates on γˆij . The choice of ζi is motivated by a
symmeterization in the summation indices i, j later. By the Duhamel formula the difference satisfies
ui(t)− vi(t) =
∫ t
0
∑
j /∈G3κ∗
U Bˆij (s, t)(ξˆj(s)− ζj(s))ds, (4.82)
where we used that ξˆi = ζi for i ∈ G3κ∗ . We assume b < ωℓ. The proof of Theorem 4.1 of [34] implies
that for each fixed α we have with overwhelming probability,
sup
0≤s≤t≤T
U Bˆij (s, t) ≤ N−D (4.83)
for any D > 0 as long as i ∈ G4κ∗ and j /∈ G3κ∗ , and as long as 5a < 1/10. This estimate together with
Lemma 4.5 implies the following.
Lemma 4.6. For every α there is an event that holds with overwhelming probability on which
sup
i∈G4κ∗
sup
0≤s≤t0
|vi(s)− uˆi(s)| ≤ N−10. (4.84)
Due to the fact that we will later apply Markov’s inequality, we also require the following auxilliary
bound on uˆ.
Lemma 4.7. We have that almost surely,
sup
i
sup
0≤t≤T
sup
0≤α≤1
|uˆi(t, α)| ≤ C (4.85)
Proof. This is a simple ℓ2 calculation. We have
∂t
1
N
∑
i
uˆi =
−1
2
〈uˆ, Buˆ〉+ 1
N2
∑
(i,j)∈A
uˆiγˆij
zˆi − zˆj . (4.86)
The second term is bounded by
1
N2
∑
(i,j)∈A
uˆiγˆij
zˆi − zˆj =
1
2N2
∑
(i,j)∈A
(uˆi − uˆj)γˆij
zˆi − zˆj
≤ 1
10
〈uˆ, Buˆ〉+ C
N2
∑
i,j
|γˆij |2
≤ 1
10
〈uˆ, Buˆ〉+ CN−2c1 , (4.87)
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and therefore by Gronwall,
sup
0≤t≤T
||uˆ(t)||22 ≤ CTN−2c1 . (4.88)
The claim follows.
4.9 Energy method
Finally we estimate v using the energy method. This is the main calculation of the current section.
Lemma 4.8. We have with overwhelming probability,
sup
i
sup
0≤s≤T
|vi(s)| ≤ N
ε
N
(
Nb/2+7/2a−1/2 +Nb+a−1/2
)
. (4.89)
for any ε > 0.
Proof. Define
A1 := A ∩ {(i, j) : i ∈ G2k∗ and j ∈ G2k∗}. (4.90)
We differentiate the ℓ2 norm and find
∂t
1
N
∑
i
v2i = −
1
2
〈v, Bˆv〉+ 1
N2
∑
(i,j)∈A1
viγˆij
zˆi − zˆj . (4.91)
For ε > 0 we write the second term as
1
N2
∑
(i,j)∈A1
viγˆij
zˆi − zˆj =
1
N2
∑
(i,j)∈A1,|i−j|≤Nε+5a
viγˆij
zˆi − zˆj
+
1
N2
∑
(i,j)∈A1,|i−j|>Nε+5a
viγˆij
zˆi − zˆj (4.92)
We can use rigidity and the estimate γˆij ≤ N a+ε/N to bound the second term by∣∣∣∣∣∣
1
N2
∑
(i,j)∈A1,|i−j|>Nε+5a
viγij
zˆi − zˆj
∣∣∣∣∣∣ ≤
N a+ε
N2
∑
i
vi
∑
j
1
|i− j|
≤N εN
a+2ε
N2
∑
i
vi
≤ 1
T
||v||22 + CN4εT
N2a
N2
. (4.93)
We absorb the first term into the negative energy term.
1
N2
∑
(i,j)∈A1,|i−j|≤Nε+5a
viγˆij
zˆi − zˆj
=
1
N2
∑
(i,j)∈A1,|i−j|≤Nε+5a
γˆij(vi − vj)
(zi − zj)
≤ 1
10
〈v, Bˆv〉+ C
N2
∑
(i,j)∈A1,|i−j|≤Nε+5a
|γˆij |2 ≤ 1
10
〈v, Bˆv〉+ CN
ε+7a
N3
. (4.94)
By Gronwall’s inequality we deduce
sup
0≤s≤T
||v(s)||22 ≤
N4ε
N4
(
Nb+7a +N2b+2a
)
. (4.95)
Hence, after redefining ε, we get
sup
0≤s≤T
||v(s)||∞ ≤ N
ε
N
(
Nb/2+7/2a−1/2 +Nb+a−1/2
)
. (4.96)
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4.10 Proof of Theorem 4.1
We write
λi(t)− µi(t) = (λi(t)− zi(t, 1)) + (zi(t, 0)− µi(t)) + (zi(t, 1) − zi(t, 0)). (4.97)
By Lemma 4.2, we have for 0 ≤ t ≤ T ,
|λi(t)− zi(t, 1)| + |zi(t, 0)− µi(t)| ≤ N
ε
N
(
N−c1/4 +N−8b
)
(4.98)
after choosing c2 = c1/2 and c4 = c1/4.
Applying Lemma 4.4 we have
zi(t, 1) − zi(t, 0) = zˆi(t, 1) − zˆi(t, 0) + N
ε
N
(
N−c1/4 +N−a
)
(4.99)
after taking, say, ωℓ = 10a.
We now write, recalling the notation uˆ and v of the previous section
zˆi(t, 1) − zˆi(t, 0) =
∫ 1
0
∂αzˆi(t, α)dα
=
∫ 1
0
uˆi(t, α)dα
=
∫ 1
0
uˆi(t, α)1F(α)dα+
∫ 1
0
uˆi(t, α)1Fc(α)dα (4.100)
where F(α) is the event of Lemma 4.4. Since uˆi(t, α) is bounded a.s. we have∣∣∣∣
∫ 1
0
uˆi(t, α)1Fc(α)dα
∣∣∣∣ ≤ N−100 (4.101)
with overwhelming probability, by Markov’s inequality.
By the definition of F(α), we have for i ∈ G4κ∗ ,∫ 1
0
uˆi(t, α)1F(α)dα =
∫ 1
0
vi(t, α)1F(α)dα+O
(
N−10
)
(4.102)
Finally, by Lemma 4.8 we have ∣∣∣∣
∫ 1
0
vi(t, α)1F(α)dα
∣∣∣∣ ≤ N−5/4 (4.103)
with overwhelming probability. This completes the proof.
4.11 Proof of Theorem 2.4
In this section we prove universality of the local statistics of H. For simplicity we only do the 2-point
function. Higher k-point functions and gap statistics are similar. Let λi(t) be as defined above. We
need to calculate the quantity ∑
i,j
E[O(N(λi(T )− E), N(λj(T )− E))] (4.104)
for smooth compactly supportedO and E ∈ Iκ for some fixed κ > 0. We will eventually apply Theorem
4.1 to replace this with an expectation over µi(T ). We first do some preliminary calculations. The
main result of [34] implies that with overwhelming probability over the initial data λi(0) we have∣∣∣∣∑
i,j
E[O(ρT (E)N(µi(T )− E), ρT (E)N(µj(T )− E))|{λk(0)}k]
−
∑
i,j
E
(GOE)[O(ρsc(E
′)N(µi − E′), ρsc(E′)N(µi − E′))]
∣∣∣∣ ≤ N−c (4.105)
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for some c > 0 and any E′ ∈ (−2, 2). The quantity ρT (E) is random and we want to replace it by the
deterministic quantity ρ(E) which denotes the density of the free convolution µ1⊞µ2. First note that
since |∂zmT (z)| ≤ C/T we have
|ρT (E) − Im[mT (E + iNb/2−1)]| ≤ CN−b/2. (4.106)
By Corollary 3.18 we have the estimate for any ν > 0,
sup
E∈Iκ,Nν−1η≤10
|m0(z)−m(z)| ≤ N−c3 (4.107)
for some c3 > 0, with overwhelming probability. With this estimate, the proof of Lemma 3.6 in [37]
implies that
sup
E∈Iκ,Nν−1η≤10
|mT (z) −m3(z)| ≤ N−c3/2 (4.108)
where m3(z) is the free convolution of m(z) with the semicircle distribution at time T . Since the
density of m(z) is analytic on its support which contains Iκ/2 it is not hard to see that
sup
E∈Iκ,0≤η≤10
|m3(z)−m(z)| ≤ N−c5 (4.109)
and then that
|Im[m(E + iNb/2−1)− ρ(E)| ≤ N−c5 (4.110)
for some c5 > 0. Hence,
|ρT (E)− ρ(E)| ≤ N−c6 (4.111)
for some c6 > 0.
Now let i0 be the (random) index s.t. γi0(T ) is closest to E. Note that this is measureable wrt
{λk(0)}k. The estimate (4.60) also holds for µi due to Lemma 4.2. We have with overwhelming
probability over the λi(0) that∑
i,j
E[O(ρT (E)N(µi(T )− E), ρT (E)N(µj(T )− E))|{λk(0)}k ]
=
∑
|i−i0|+|j−i0|≤Nν
E[O(ρT (E)N(µi(T )− E), ρT (E)N(µj(T )− E))|{λk(0)}k ] +N−10 (4.112)
for any ν > 0.
By (4.111) we have∑
|i−i0|+|j−i0|≤Nν
E[O(ρT (E)N(µi(T )− E), ρT (E)N(µj(T )− E))|{λk(0)}k]
=
∑
|i−i0|+|j−i0|≤Nν
E[O(ρ(E)N(µi(T )− E), ρ(E)N(µj(T )−E))|{λk(0)}k] +O(N−c6/2) (4.113)
provided ν < c6/4. Applying Theorem 4.1 we have,∑
|i−i0|+|j−i0|≤Nν
E[O(ρ(E)N(µi(T )− E), ρ(E)N(µj(T )−E))|{λk(0)}k]
=
∑
|i−i0|+|j−i0|≤Nν
E[O(ρ(E)N(λi(T )−E), ρ(E)N(λj(T )− E))|{λk(0)}k ] +O(N−c7) (4.114)
for some c7 > 0 as long as we take ν small enough. Lastly since Theorem 4.1 implies that the estimate
(4.60) also holds for λi(T ) we see that∑
|i−i0|+|j−i0|≤Nν
E[O(ρ(E)N(λi(T )− E), ρ(E)N(λj(T )− E))|{λk(0)}k]
=
∑
i,j
E[O(ρT (E)N(λi(T )− E), ρT (E)N(λj(T )− E))|{λk(0)}k] +O(N−100) (4.115)
with overwhelming probability. Bulk universality follows after taking the expectation over λi(0).
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5 Well-posedness
In this section, we prove that the eigenvalues λ(t) = (λ1(t), · · · , λN (t)) of H˜(t) are a strong solution to
(2.28). Thoughout this section, we fix a positive integer N ∈ N. We are only trying to establish well-
posedness of the SDE (2.28) and so N -dependence of constants will play no role in our calculations; we
are not trying to establish asymptoptic results. As a result, all the constants appearing in this section
may depend on N , but we omit the dependence for simplicity of notation. The generic constant c may
change from line to line, but will only change finitely many times and therefore will remain finite.
Recall that in Section 2.3, we defined U(t) to be the unique strong solution to the following SDE:
dU(t) = i dW (t)U(t)− 12AU(t) d t , U(0) = I . (5.1)
Here W (t) = (Wαβ(t)) =
(
1|α−β|<Na
|yα−yβ | Bαβ(t)
)
, where (Bαβ(t)) is a Hermitian Brownian motion in the
sense of Definition 2.2. For any constant 0 < b < a and T = N−1+b we defined
H(t) := V ∗XV + U(t)∗Y U(t) ,
H˜(t) := H(t) + (T − t)Yˆ .
See (2.17) for the definition of Yˆ . For the reader’s convenience, we restate equation (2.28) as follows
dλi =
1√
N
dBi − 1√
N
∑
|α−β|<Na
w∗αi dBαβwβi
+
1
N
∑
j 6=i
(1− γij) d t
λi − λj + 〈ai, (U
∗Yˆ U − Yˆ )ai〉d t.
(5.2)
Here dBi :=
∑
α,β w
∗
αi dBαβwβi. The vector ai(t) = (aαi(t))1≤α≤N is defined to be the eigenvector
associated to the i-th smallest eigenvalue of H˜(t), such that ak’s first non-zero component is non-
negative. We formally defined
wi = (wβi)1≤β≤N :=
(∑
α
Uβαaαi
)
1≤β≤N
, γij :=
∑
|α−β|<Na
|wαi|2|wβj |2 . (5.3)
Note that (ak)1≤k≤N , (wβk)1≤β,k≤N and (γij)1≤i,j≤N are not well-defined if H˜(t) has repeated eigen-
values. However, this does not cause any trouble because Proposition 2.3 says that for any fixed
t ≥ 0, the eigenvalues of H˜(t) are almost surely distinct. Hence, by Fubini’s theorem we know that
almost surely, (wβk(t))1≤β,k≤N , (ak(t))1≤k≤N and (γij(t))1≤i,j≤N are well-defined for almost all t ≥ 0.
Therefore, without loss of generality, we simply set them equal to 0 where they are not well-defined.
For brevity of notation we define a semi-martingale M(t) = (Mi)1≤i≤N by M(0) = 0 and
dMi(t) =
1√
N
dBi − 1√
N
∑
|α−β|<Na
w∗αi dBαβwβi + 〈ai, (U∗Yˆ U − Yˆ )ai〉d t . (5.4)
We define a potential function on the domain RN< := {x = (x1, · · · , xN ) ∈ RN : x1 < · · · < xN}
through
V (x) := − 1
N
∑
i<j
(1− γij) log(xj − xi) . (5.5)
We define V (x) = +∞ for those x on the boundary of RN< . Hence equation (5.2) can be written as
dλ = dM −∇V (λ) d t . (5.6)
Before verifying that λ is the solution to the above equation, we prove the following proposition on
the continuity of λ(t) and M(t) with respect to t.
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Proposition 5.1. For any γ ∈ (0, 1/2) and t > 0, the processes λ(t) and M(t) are almost surely
γ-Ho¨lder continuous on [0, t] .
Proof. For any matrix Q, denote ‖Q‖∞ := maxα,β|Qαβ |. By Weyl’s inequality, for any s, t ∈ [0, t], we
have
|λ(s)− λ(t)|∞ . ‖H˜(s)− H˜(t)‖∞ .
By definition, H˜(t) is a Lipschitz function of U(t), and therefore
|λ(s)− λ(t)| . ‖U(s)− U(t)‖∞ . (5.7)
Consider the (α, β)-th entry of U(t), which can be written as
Uαβ(t) = δαβ +
∫ t
0
σ(r) dw(r) +
∫ t
0
b(r) d r ,
for some bounded, continuous adapted processes σ(t), b(t) and a standard complex Brownian motion
w(t). The third term
∫ t
0 b(r) d r is a Lipschitz function in t. By the time change formula (see Theorem
8.5.7 in [39]) the martingale part,
∫ t
0 σ(r) dw(r), can be written as a Brownian motion stopped at a
certain stopping time. To be more precise, let
θ(t) :=
∫ t
0
|σ(r)|2 d r ≤ Ct , (5.8)
which is a Lipschitz function in t. There exists a Brownian motion Wˆ with respect to a filtration
(Gt)t≥0 such that, for each t ≥ 0, θ(t) is a G-stopping time and∫ t
0
σ(r) dw(r) = Wˆ (θ(t)).
According to Le`vy’s modulus of continuity theorem, the Brownian motion Wˆ (t) satisfies
lim
h→0
sup
0≤t≤T−h
|Wˆt+h − Wˆt|√
2h|log h| = 1 , a.s. (5.9)
The martingale part of Uαβ, as the composite of Wˆ (·) with a Lipschitz function θ(·), satisfies
lim sup
h→0
sup
0≤t≤T−h
‖Ut+h − Ut‖∞√
2h|log h| ≤ c , a.s. (5.10)
Hence U(t) is almost surely γ-Ho¨lder continuous for γ < 1/2. By (5.7), it follows that λ(t) is almost
surely γ-Ho¨lder continuous, for any γ ∈ (0, 1/2).
The continuity of M(t) follows from the same time-change argument above. We omit the details
here.
We state and prove the main theorem of this section. In the following, for any t > 0, we denote
the filtration generated by H˜(0) and B(t) by
(Ft)0≤t≤t := (σ(H˜(0), (Bs)0≤s≤t))0≤t≤t ,
Theorem 5.2. For any t > 0, the eigenvalues λ(t) = (λ1(t), · · · , λN (t)) are the unique strong solution
to equation (5.2) on [0, t], such that:
(i) λ(t) is adapted to the filtration (Ft)0≤t≤t .
(ii) P [λ1(t) < · · · < λN (t) , for almost all t ∈ [0, t] ] = 1 .
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Proof. For simplicity of notation, we assume t = 1. The same argument applies for any t > 0. Fixing
a large number n ≥ N2, we divide the interval [0, 1] into n parts of equal size:
[0, 1] = ∪nl=1Il , (5.11)
where Il := [(l − 1)/n, l/n]. Let δ > 0 be an n-dependent parameter to be chosen. For each index l
and parameter t we define the stopping time
τl(t) := inf{t ∈ Il : ∃1 ≤ i < N, s.t. |λi+1 − λi| ≤ δ} ∧ t . (5.12)
On the interval [(l − 1)/n, τl), the neighboring eigenvalues are separated from each other by a lower
bound δ, hence the eigenvalues are smooth functions of the matrix entries of H˜(t) with bounded second
derivatives. Therefore, it is safe to apply Itoˆ’s formula to the eigenvalues and all formal calculations
are rigorous. Therefore, we have
λ(τm)− λ(m−1n ) =
∫ τm
m−1
n
dM −∇V (λ) d t . (5.13)
We add λ(mn )− λ(τm) to both sides and set the time t in the definition of each τm to be m/n,
λ(mn )− λ(m−1n ) =
∫ τm(mn )
m−1
n
(dM −∇V (λ) d t) + (λ(mn )− λ(τm(mn ))) . (5.14)
Note that Proposition 2.3 implies the absolute integrability of ∇V (λ), i.e.,
E
∫ 1
0
|∇V (λ(t))|d t < +∞ . (5.15)
Also, M is a semi-martingale with bounded quadratic variation. Therefore, the integral
∫ m
n
m−1
n
(dM −
∇V (λ(t)) d t) is a.s. well-defined. We can subtract the integral ∫ mnm−1
n
(dM −∇V (λ) d t) from both
sides of (5.14) to get,
λ(mn )− λ(m−1n )−
∫ m
n
m−1
n
(dM −∇V (λ) d t)
= −
∫ m
n
τm(
m
n
)
(dM −∇V (λ) d t) + (λ(mn )− λ(τm(mn ))) .
(5.16)
Note that the right hand side vanishes if τm(
m
n ) =
m
n . Intuitively, because of the repulsive nature of
eigenvalues, τm(
m
n ) =
m
n holds with high probability, which should give some a-priori control over the
amount of time that the eigenvalues spend close together. In order to rigorously justify this heuristic,
we define a stochastic index set I ⊂ {1, · · · , n} by
I := {m : τm(m/n) < m/n} . (5.17)
The meaning of I is that, for each m ∈ I, the smallest gap between neighbouring eigenvalues hits δ
on the time interval [m−1n ,
m
n ). If we fix any 1 ≤ l ≤ N and sum (5.16) over m ≤ l, we obtain
λ( ln)− λ(0) −
∫ l
n
0
(dM −∇V (λ) d t)
=−
∑
m∈I,m≤l
∫ m
n
τm(
m
n )
dM −∇V (λ) d t+
∑
m∈I,m≤l
(
λi(
m
n )− λi(τm(mn ))
)
.
(5.18)
We want to show that the left hand side is always 0, so denote
µ(t) := λ(t)− λ(0)−
∫ t
0
(dM −∇V (λ) d s) . (5.19)
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We shall prove that µ ≡ 0 almost surely. Equation (5.18) yields
µ( ln) =
∑
m∈I,m≤l
∫ m
n
τm(
m
n )
dM −∇V (λ) d t+
∑
m∈I,m≤l
(
λi(
m
n )− λi(τl(mn ))
)
. (5.20)
Therefore, taking the supremum over all 1 ≤ l ≤ n,
sup
1≤l≤n
|µ( ln)| ≤|I| sup|s−t|≤n−1
[|M(s)−M(t)|+ |λ(s)− λ(t)|]
+
∑
m∈I
∫
Im
|∇V (λ)|d t .
(5.21)
In view of the fact thatM and λ are almost surely γ-Ho¨lder continuous for all γ < 1/2 (see Proposition
5.1), we have, almost surely,
sup
1≤l≤n
|µ( ln)| ≤|I|n−9/20 +
∑
m∈I
∫
Im
|∇V (λ)|d t , (5.22)
when n is large enough (here the ‘large enough’ is random but this will not play a role in what follows).
We now make the choice
δ = n−9/10 .
For the first term on the right hand side of (5.22), we have by Lemma 5.3 below that E|I|n−9/20 → 0
as n → ∞. Therefore, |I|n−9/20 → 0 almost surely (along a subsequence). For the second term on
the right hand side of (5.22), note that
∑
m∈I
∫
Im
|∇V (λ)|d t =
∫
An
|∇V (λ)|d t . (5.23)
Here An is a random subset of [0, 1] whose Lebesgue measure equals |I|/n. Again, Lemma 5.3 implies
that the Lebesgue measure of An goes to 0 almost surely along (the same as above) subsequence. It
follows from the absolute integrability of |∇V (λ)| that, along this subsequence, the second term on
the right hand side of (5.22) goes to 0, almost surely. Therefore, there is a subsequence (nk) ⊂ N such
that
lim
k→∞
sup
1≤l≤nk
|µ( lnk )| = 0 , a.s. (5.24)
In view of the Ho¨lder continuity of µ(t), we have almost surely
µ(t) = 0 ,∀t ∈ [0, 1] . (5.25)
By definition (5.19) of µ, we know that
λ(t) = λ(0) +
∫ t
0
(dM −∇V (λ) d t) . (5.26)
This implies that λ(t) is a strong solution to (5.2). The fact that
P{λ1(t) < · · · < λN (t) , for almost all t ∈ [0, 1]} = 1 (5.27)
follows immediately from the following estimate (see Proposition 2.3),
E
∫ t
0
∑
i 6=j
1
|λi − λj| ≤ cN . (5.28)
Finally it remains to prove uniqueness of the strong solution. Suppose there is another strong
solution λˆ(t) almost surely satisfying λˆ1(t) ≤ · · · ≤ λˆN (t) for all t ∈ [0, 1] . We have an equation for
the difference λ(t)− λˆ(t):
d(λ(t)− λˆ(t)) =
(
−∇V (λ(t)) +∇V (λˆ(t))
)
d t . (5.29)
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The square of Euclidean norm of λ(t)− λˆ(t) satisfies
d
d t
|λ(t)− λˆ(t)|2 = −
〈
∇V (λ(t)) −∇V (λˆ(t)), λ(t) − λˆ(t)
〉
. (5.30)
The right hand side is non-positive, because V is a convex function. Hence, |λ(t) − λˆ(t)|2 ≤ |λ(0) −
λˆ(0)|2 = 0 for all t ∈ [0, 1], which implies that λ(t) = λˆ(t) for all t ≥ 0.
In the proof above, we used the following lemma that gives a bound on the cardinality of I (see
(5.17)). For the reader’s convenience we restate the definition of I in the lemma.
Lemma 5.3. Let δ = n−9/10, n ≥ N2. Let
I := {i : ∃t ∈ [(i− 1)/n, i/n) ,∃1 ≤ k < N, s.t. |λk(t)− λk+1(t)| ≤ δ} .
Then, for n large enough,
E|I| ≤ cn1/5 .
Proof. Observe that I =∑nl=1 1l∈I , so
E|I| =
n∑
l=1
E1l∈I =
n∑
l=1
P[l ∈ I] . (5.31)
For every fixed 1 ≤ l ≤ n, we compute the probability of the event {l ∈ I}. We choose n equally
spaced points t0 < · · · < tn−1 on the interval [(l − 1)/n, l/n), given by
tj :=
l − 1
n
+
j
n2
.
For each sample path ω ∈ {l ∈ I}, either the smallest gap between λ1(tj), · · · , λN (tj) gets smaller
than 3δ for some j, or the path vibrates dramatically near some tj. To be precise, we have
{l ∈I} ⊂ (∪j{∃1 ≤ k < N, s.t. |λk(tj)− λk+1(tj)| ≤ 3δ})
∪ (∪j{∃t ∈ [tj−1, tj) ,∃1 ≤ k ≤ N, s.t. , |λk(t)− λk(tj−1)| ≥ δ})
=: (∪jAlj) ∪ (∪jBlj) .
According to Proposition 2.3, we have P[Alj] ≤ cδ2, therefore
P[l ∈ I] ≤
∑
1≤j≤n
P[Alj] +
∑
1≤j≤n
P[Blj] ≤ cnδ2 +
∑
1≤j≤n
P[Blj] . (5.32)
Now we look at P[Blj]. Since the eigenvalues of a Hermitian matrix are Lipschitz functions of the
matrix entries, and according to the definition of H˜(t), we have
Blj ⊂ {∃t ∈ [tj−1, tj), s.t. ‖U(t)− U(tj−1)‖ ≥ cδ} .
Setting ϑ = 1/n2 in the second estimate of Theorem 3.3, we see that P[Blj] ≤ e−cn1/5 . Therefore,
(5.32) yields
P[l ∈ I] ≤ cn−4/5 + ne−cn1/20 ≤ c1n−4/5 .
Then (5.31) implies
E|I| ≤ n · c1n−4/5 ≤ c1n1/5 .
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