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Abstract— The performance of existing DVC codecs is still 
lacking relative to that of H.264 and work is being carried out in 
order to close this gap. The authors of this paper have been and 
still are involved in the development of two DVC codecs 
respectively, the performance of which is compared herein. The 
aim is to identify strengths and weaknesses of the two codecs that 
can be exploited / addressed in order to improve the achieved 
performance relative to H.264. 
Keywords-distributed video coding 
I.  INTRODUCTION 
Distributed video coding (DVC) is currently seen as a 
promising approach to low power, low complexity encoding 
which, in theory at least [1][2], could offer similar performance 
to that of typical hybrid video codecs. A common DVC 
scenario involves splitting of the video frames in two 
categories, KEY frames and Wyner-Ziv (WZ) frames [3][4] , 
which then undergo conventional (usually intra) and Wyner-
Ziv coding respectively. The WZ data, which may undergo 
transformation, are quantized and fed to a channel coder in a 
bit-plane by bit-plane fashion. At the decoder, the decoded 
KEY frames are used for creating an estimate of the WZ 
frames, the side information (SI). This SI is seen as the 
systematic part of the channel coder output, i.e. a noisy version 
of the original WZ frame. The received parity bits are used to 
correct the errors present in the SI. The number of bits spent for 
the WZ data largely depends on the quality of the SI and the 
accuracy of the of the noise estimation. 
In this paper, we evaluate and compare the current 
performance of two DVC codecs that have been developed by 
the EU funded DISCOVER project (2005-2007) and the UK 
EPSRC funded MEDIEVaL project (2007-2010) respectively. 
The comparison will potentially reveal advantages and 
characteristics of the two schemes, which could then be 
exploited for the design of a more efficient DVC codec. 
The MEDIEVaL project has proposed a novel spatially 
interleaved DVC, referred to herein as SPI-DVC. We employ 
hybrid KEY/WZ frames via spatial interleaving of blocks of 
pixels. This allows efficient SI generation through block-based 
error concealment and potentially more accurate estimation of 
the local correlation noise. We have extended our work from an 
early extrapolation based (P type) only to one that supports bi-
directional prediction for creating the side information. We 
have added a more sophisticated spatiotemporal concealment 
(SI prediction) method, and have introduced the use of a Gray 
code and of a diversity (multi-hypothesis) scheme to produce 
more reliable results [5]-[7].  
The DISCOVER codec is based on Transform Domain 
Wyner-Ziv (TDWZ) coding, following the architecture initially 
introduced in [3] and [4]. WZ coding is performed at the frame 
level and in the transform-domain, on DCT-like coefficients, 
using turbo codes. The SI is obtained by Motion Compensated 
Temporal Interpolation (MCTI). A feedback channel is used 
for decoder-side rate control. The DISCOVER codec is 
publicly available here [8]. 
The rest of this paper is organized as follows: Section 2 
describes the SPI-DVC codec. Section 3 presents the 
DISCOVER codec. Results and comparisons are shown in 
Section 4 followed by conclusions in Section 5. 
II. SPI-DVC 
The framework of the SPI-DVC codec is illustrated in 
Figure 1 and described in this section. 
A. Spatio-Temporal Interleaving 
The first step involves splitting of the current input frame 
into KEY and WZ groups in a similar fashion to the dispersed 
type of flexible macroblock ordering specified in H.264. The 
interleaving block size is fixed for the entire input sequence 
and can range from 16x16 to 4x4 pixels. If the GOP length is 
more than 2, the KEY and WZ groups alternate relative to the 
previous frame so as to avoid creating potentially annoying 
regions of different subjective quality. The KEY groups of two 
consecutive frames are combined to avoid any significant 
performance loss, especially in the case where the complex 
spatial prediction modes are used, relative to full frame intra 
KEY coding. The same procedure is applied to the respective 
WZ groups in order for the frame length of the input to the 
turbo encoder to be adequate for good performance. 
B. A Gray Code 
At the WZ encoder, the quantized symbols are converted 
into binary data. Subsequently, before extracting into bit-
planes, the binary codes are converted to Gray codes by 
XORing binary values with their logical shift-right values. At 
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Figure 1.  The SPI-DVC codec 
the decoder, the decoded Gray codes are converted back to 
binary values in a similar fashion. The Gray code improves the 
codec’s performance at the cost of a small increase in 
complexity. 
C. Side Information Generation 
The generation of the SI is equivalent to an error 
concealment process for missing blocks (WZ blocks) in the 
presence of their 4-neighbours (KEY blocks). We employ 
temporal and spatial error concealment methods (TEC/SEC) 
controlled by a mode selection algorithm as proposed in [9] for 
generating the SI. For TEC, each missing WZ block is divided 
into four sub-blocks. Each sub-block is concealed using two 
motion vectors coming from neighboring KEY blocks – where 
motion estimation has previously been performed – and motion 
vectors generated using an external boundary matching error 
(EBME) process (Figure 2), fused via a cosine weighted 
overlapping step. The SEC module uses bordering KEY pixels 
to conceal the WZ blocks through bilinear or directional 
interpolation depending on the directional entropy of 
neighboring edges. The mode selection algorithm switches 
between TEC and SEC based on the levels of motion 
compensated activity and spatial activity in the neighborhood 
of the processed block. If forward reference frames are 
available, bi-directional motion estimation is employed so that 
the replacement (SI) block can additionally result from 
averaging a forward and backward replacement block. The 
multiple prediction blocks resulting from this process form the 
basis for the multi-hypothesis SI coding. 
D. D. Multi-hypothesis Decoding 
The WZ decoder uses the correlation noise to calculate bit 
probabilities. We estimate the correlation noise on a block basis 
using the 4-neighbouring KEY blocks of each WZ block. We 
model the noise as a Laplacian distribution with a specific 
variance that changes from block to block. The resulting 
distribution should follow closely that of the difference 
between the SI block and the transmitted WZ block as it 
employs actual received pixels in the vicinity of the processed 
block, as opposed to frame based interpolated values. As 
multiple SI data are available, multiple bit probabilities can 
lead to a more precise log-likelihood ratio (LLR) [10]. 
Moreover, having multiple SI allows usage of the correct SI to 
compensate for the errors appearing in others. We define the SI 
as SIi, i∈{1,..,N}, with increasing i denoting the ranking of the 
SI, from best to worst, according to the MSE of the predicted 
KEY group associated with each SI group. After the decoded 
bit-planes are converted back to a quantisation symbol Q
~
, the 
pixel Y is reconstructed by firstly using the best SI (SI1) based 
on its quantisation bins 
1SI
Q . Next, the pixels of SI2 with 
QQSI
~
2
=  are used to replace the clipped pixels where QQSI
~
1
≠ . 
The other SI is sequentially applied to the clipped pixels as 
follows.  
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where Yp is the pixel value after the p
th 
SI has been received, 
p∈{2,..,N}. Thus the final refined version of the reconstructed 
WZ data (Y=YN) can exhibit better image quality. 
 
 
Figure 2. The TEC process 
 
III. DISCOVER DVC 
The DISCOVER DVC architecture is illustrated in Figure 
3. A detailed description and thorough performance evaluation 
is given in [11]. The encoder first divides the input video 
sequence into key frames Yk and WZ frames Xk. The 
frequency of the key frames is determined by the Group Of 
Picture (GOP) size. Key frames Yk are encoded using 
conventional H.264 Intra coding. Conversely, WZ frames Xk 
are transformed using the same 4x4 DCT-like transform as in 
H.264. The quantized transform coefficients are then grouped 
into bands and split into bitplanes which are turbo encoded. 
Moreover, for each quantized bitplane a Cyclic Redundancy 
Check (CRC) is computed and transmitted to the decoder. 
At the decoder side, SI is generated by MCTI of the 
decoded key frames [12]. MCTI includes block-based bi-
directional motion estimation, motion interpolation and spatial 
motion smoothing. A virtual channel is used to model the 
correlation between the DCT coefficients of the original and SI 
frames. The SI is exploited by the turbo decoder. The latter 
requests WZ parity bits by means of a feedback channel until 
successful decoding, which is reached when the error 
probability of the decoded bitplane falls below 10
-3
 and its 
CRC matches the one received from the encoder. 
IV. RESULTS AND DISCUSSION 
Two QCIF test sequences (Foreman, Hall) were used for 
evaluating the performance of the two DVC codecs, as well as 
those of H.264 Intra, H.264 inter with zero motion and H.263+ 
Intra. The test conditions for the DISCOVER codec can be 
found here [13]. 
The results indicate (Figure 4) that SPI-DVC can offer a 
performance advantage with high motion sequences, such as 
Foreman. This perhaps is expected given the blockwise 
generation of the side information and the fact that noise 
estimation exploits the locally available KEY data. With 
sequences of low motion (hall) it seems that the frame based 
approach does better. This disparity in performance can be 
traced in a number of parameters including the added overhead 
of intra coding in SPI-DVC due to spatial interleaving and the 
reduced frame length of the turbo encoder. The performance of 
SPI-DVC should be investigated further with regards to the 
following:  
• The coding penalty associated with intra coding a 
spatiotemporally interleaved version of the sequence, and 
especially when the interleaving step is small due to the QCIF 
resolution used 
• The noise estimation and how it performs when 
motion is constant or zero 
• The concealment algorithm for the SI generation and 
how it performs when motion is low or uniform  
It is positive to note that the DVC performance in both 
cases is getting closer to that of H.264 inter with zero motion. 
The performance of SPI-DVC exceeds that of H.264 Intra in all 
cases. 
V. CONCLUSIONS 
This paper has examined two DVC codecs and has 
evaluated their performance relative to each other and relative 
to H.264 Intra and Inter with zero motion. The evaluation 
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Figure 3: DISCOVER DVC architecture 
 
  
 
Figure 4. Rate-distortion performance. 
 
reveals the potential advantage of SPI-DVC when motion is 
high, but also indicates that there is still room for improvement 
especially with more static sequences, where the DISCOVER 
codec performs better. 
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