Abstract
Introduction
Within the past decade or two, significant effort has occurred in developing methods of facial expression recognition, which is an attractive research issue due to its great potentials in real-life applications, such as humancomputer interaction (HCI), emotion computing and digital albums. There are a number of difficulties due to the variation and complexity of facial expression across human population and even the same individual. Sometimes we human beings even make mistakes.
There have been a number of related works on this problem, see [2] for a review. Many of classical pattern recognition methods were used to make expression recognition. For instance, M.J. Lyons et al. [3] adopted PCA and LDA to analyze the expression training sets, and got 92% correctness on JAFFE [1] [14] database; C. Padgett et al. [4] trained a back-propagation neural network, with which the average recognition rate was 86% on Ekman's photos [5] ; T. Otsuka et al. [6] used hidden Markov model (HMM) based classifiers to recognize one of six facial expressions near real time. More recently, M.S. Bartlett et al. [7] proposed Gabor feature based AdaSVM method to recognize expression, and obtain a good performance on Cohen-Kanade expression database [8] .
In this paper, we propose a novel method for facial expression recognition. The facial expression is extracted from human faces by a multi-class expression classifier that is learned from boosting Haar feature based LookUp-Table type weak classifiers [11] . The expression recognition system classifies facial expression into seven categories in real time: anger, disgust, fear, happiness, neutral, sadness and surprise.
The rest of this paper is organized as follows: Section 2 presents an overview of our facial expression recognition system; Section 3 introduces the continuous multi-class Adaboost learning algorithm; Section 4 describes the Haar feature based LUT type weak classifiers; Section 5 gives the experiment results of expression recognition; and finally Section 6 gives the conclusion and discussion. The experiments are carried out on the Japanese Female Facial Expression (JAFFE) database [1] [14] .
System Overview
The proposed facial expression recognition system consists of three modules, face detection, facial feature landmark extraction and facial expression classification, and see Fig.1 for a flowchart. Expressions are divided into seven categories that include anger, disgust, fear, happiness, neutral, sadness and surprise. Here we only consider the problem of frontal facial expression recognition. For face detection, a variation of the cascade detector proposed by Viola and Jones [12] is used. As for facial feature landmark extraction used in face sample normalization, a SDAM [13] method to locate three key points of human face: the pair of eyes and the mouth center is adopted. And finally a classifier for facial expression recognition is learned by boosting Haar feature based Look-Up-Table type week classifiers. 
The Continuous Multi-class Adaboost Learning Algorithm
Adaboost [9] is a leaning algorithm that selects a small number of weak classifiers from a large weak classifier pool or hypothesis space to construct a strong classifier. The two-class Adaboost algorithm has been successfully used in face detection [10] , gender classification [11] , etc. However, many problems such as expression recognition are multi-class in nature. Fortunately, based on a measure of Hamming loss, Schapire and Singer [9] have extended Adaboost to a multi-class multi-label version. Denote the sample space by and the label set by . A sample of a multi-class multi-label problem is a pair ( , ) Given: the sample set
, and the size of the final strong classifier T. Initialize: 1 
Update the distribution:
Where Z t is a normalization factor so that D t+1 is a p.d.f. Output the final strong classifier: From Eq.5, it can be seen a sample can belong to several classes. To get a multi-class single-label classifier, the Eq.5 is adjusted to the following form ( )
and furthermore a confidence of H is defined as 
Haar Feature Based LUT Weak Classifiers
In order to use the continuous multi-class Adaboost algorithm, a weak classifier pool of simple features should be configured. We construct a weak classifier based on the Haar feature, which is a kind of simple rectangle feature proposed by Viola and Jones [12] , and can be calculated very fast through the integral image. For each Haar feature, one weak classifier is configured. In [12] , a threshold-type weak classifier, whose output is Boolean value, is used, that is,
f Haar is the Haar feature and b is a threshold, see Fig.3a .
The main disadvantage of this threshold model is that it is too simple to fit complex distributions, such as a multiGaussian model. For a multi-class problem, 1 ,..., k ϖ ϖ , we propose a real-valued 2D Look-Up- Table ( LUT) type weak classifier, see Fig.3b . Assuming f Haar has been normalized to [0, 1], the range is divided into n sub-ranges:
) The weak classifier ( , )
h l x is defined as
where
Given the characteristic function The LUT weak classifier can be formally expressed as: 
Experiments and Results
Our facial expression recognition system is based on the above learning method with Haar feature based LUT weak classifiers. In this paper, the expression recognition is defined as a seven-class problem of anger, disgust, fear, happiness, neutral, sadness and surprise. As mentioned in Section 1, we use the JAFFE database [1] [14] to train an expression classifier. The database is a set of 213 images of 7 different expressions posed by 10 Japanese females. In preprocessing, all the face samples in JAFFE database are normalized to 36×36-pixel patches and processed by histogram equalization, see Fig.4 for some samples. For generality, no color information is used. Furthermore, in order to enhance the generalization performance of Adaboost learning, we define following transformations: (1) mirror reflection, (2) inflation by a ratio of 1.1, (3) stretch by a ratio of 1.1, (4) rotation an angle ± 5°, and use those transformations and their combinations to create more pseudo samples. So in total, we have 5112 face samples for training an expression classifier. For training the expression classifier, we set k=7 and T = 1,400 in the continuous multi-class Adaboost algorithm (Fig.2) , i.e., seven categories of expression to be discriminated and 1,400 weak classifiers to be selected to construct one strong classifier. In each training round, the parameter of each classifier is optimized and the feature that provided best performance on the boosted distribution is chosen. For comparison, a classifier based on SVMs with RBF-kernel is also trained on the same training set. With our expression classifier learned, we test it first on the JAFFE database. Because these data belong to the training set, it achieves a high correct rate up to 98.9%. Then, we test it on an image database independent of training set which consists of images from World Wide Web and images captured by cameras in our laboratory. This database has 206 images that contain 385 frontal facial expressions. Experimental results on this test set are listed in Table 1 and in Fig. 5 . It can be seen that the correctness of our method is slightly better than that of the SVMs method. However in average, our method takes only 0.11ms to process a face sample on a Pentium IV 2.53G Hz PC which is nearly 300 times faster than the SVMs method. Some of the failures found are perhaps due to too lower resolutions of face images (Fig.6d) , and some facial expressions are in fact too difficult to discriminate due to the fineness variation and complexity of facial expression (Fig.6a, b) . In fact those expressions misclassified by the expression classifier (Fig.6b, c, d ) are difficult for us human beings to discriminate too. The labeled expressions in Fig. 6 are happiness, surprise, neutral and surprise from left to right; but they are recognized as happiness, happiness, disgust and fear respectively. For potential real applications, we have integrated the expression recognition module with an automatic face detection and facial feature landmarks extraction system as illustrated in Fig.1 . The input of this system is real-life photos and output is some possible face blocks labeled with the category of expression. Fig.7 shows some results on real-life photos.
Conclusion
In this paper we have proposed a novel facial expression recognition method in which the expression classifier is learned by boosting Haar feature based LookUp- Table weak classifiers. Experimental results on a database of 206 images with 385 frontal facial expressions show that the boosting method has achieved a better performance than SVMs method, especially in speed. Furthermore we have developed an automatic real time facial expression recognition system that may be useful in future humanoid toy robot. Although this paper focuses on facial expression recognition problems, our framework can be used in other two-class or multi-class pattern recognition problems too.
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