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Abstract
We consider a singularly perturbed boundary value problem with Dirichlet con-
ditions and study the sensitivity of the internal layers solutions with respect to
small changes in the boundary data. Our approach exploits the existence of smooth
invariant manifolds and their asymptotic expansions in the small parameter of per-
turbation. We show that the phenomenon is extremely sensitive since the shock
layers are only obtained by exponentially small perturbations of the boundary data.
1 Introduction
We investigate the sensitivity of the internal layer solutions of singularly perturbed bound-









+ r(t) 0 < t < 1;
x(0) = A x(1) = B;
(1)
for a small positive parameter " and smooth functions g and r under the assumptions
a) For a given A there exists B








+ r(t) = 0 with u
L




















g(s)ds > 0 for all 0  t  1 and u
L
(t) < x < u
R






c) For all 0  t  1 , g(x) < 0 if x  u
R
(t) and g(x) > 0 if x  u
L
(t).
Examples of such boundary value problems include some viscous shock problems in the
homogeneous case r = 0 [7] and some sti ordinary dierential equations where interior
shock layers can occur in the inhomogeneous case [4].
The phenomenon we consider arises when studying the location t
0
of the jumps of the
solutions of P
"
(A;B) as a function of the boundary values we introduce small changes
in the boundary data (A;B

). These boundary values have been selected in such a way
that the location t

0





cannot be determined by the classical Rankine-Hugoniot condition. As a consequence of







is the same but the shock location t
0
of the jump changes of O(1).
More precisely, for each t
0











most the interval [0; 1] with the exception of the shock layer region. Near t
0
the solution
changes rapidly in order to transfer from one solution of the reduced problem to the other.
Outside the shock layer region every internal layer solution has the same leading-order
term in the asymptotic expansion.




+ 2(t  2), x(0) =  2 and x(1) = B is
plotted for several values of B near 1. Changes of order O(exp( 1=")) in B causes the
shock layer location to move by O(1).
This internal layer behavior was rst studied in [1] for a certain class of autonomous
equations and later investigated in [2] in a more general context including non autonomous
equations. Necessary and sucient conditions implying the existence of the phenomenon
and a result about the monotonicity of the shock location were given in [2]. By assuming
uniqueness of solutions of the boundary value problems on each subinterval of [0; 1], it was











the shock location t
0




] . The values
B
i




) has a boundary layer at
one or at the other side of [0; 1], more precisely, t
0
(B)! 0 as B ! B
2
(and towards 1 as
B ! B
1
). Then, the sensitivity of the solution of P
"
(A;B) to small perturbations of the
boundary values follows as a consequence of the existence of the small interval I and it is
characterized by the set  of values B 2 I for which there are only internal layers.





obtained in [1]. These results reveal the extremely sensitivity of the phenomenon when
F is a linear function since the shock layer positions can be perturbed signicantly by
introducing exponentially small changes in the boundary values.
This exponentially sensitive phenomenon has been the object of much recent work for
boundary value problems for both ordinary and partial dierential equations (cf. [6,7,10]).
Most of these works have focused then their attention on deriving equations for the loca-
tion of the jump and some methods have been successfully applied (cf. [3,7,11]). These
methods typically present two steps in their approach. The rst one consists on deter-
mining the location of the jump for the unperturbed problem. In the second step the
2
sensitivity of the solutions to slight changes of the boundary values for the unperturbed
problem is then investigated.





) lead to an internal layer solution. Then, the other internal
layers positions may be obtained by positive or negative exponentially small of pertur-
bations of B

. That is, the sensitivity is centered at B

. However, this is not always
the case even if the shock condition for (A;B

) is satised exactly. The diculty with
the class of problems P
"
(A;B) is that in some cases the solution with B = B

exhibits a
jump located near (at a distance of O(") to) one of the endpoints of the interval instead
of an internal layer. Therefore the internal layers arise for B 2 I but only at one-side of
B

and perturbations of this value may not exhibit the family of internal layers solutions.
Such new behavior is caused by the term r(t) and to the best of our knowledge, it has
not been studied before.
The rst goal in this work is to extend the results of [1] to the quasi-linear problem
P
"
(A;B). We prove the existence of a critical value of B 2  labeled by B
c
, around which
the sensitivity is centered and give the corresponding shock location. We prove that B is
in  if only if j B   B
c
j= exp( b=") with some b > 0, we determine the shock location
as a function of the parameter b and we also prove that the internal layer solutions are
exponentially close in the regions where they are close to the same reduced solution.















) has a boundary
layer behavior which leads to a one side sensitivity. In that case, the internal solutions

















The major obstacle in capturing the internal layer solutions for these problems is the















such that any B 2  has
^
B as its asymptotic
expansion and to give recurrence formulae to compute the coecients b
i
. For singularly
perturbed problems it is usual to perform asymptotic expansions of the solutions rather
of the boundary values. However, such expansion
^
B turns to be a main tool in these
problems. By using a least term cut-o process (see [9]) that optimally truncates the
expansion in order to achieve an exponentially small error, we give a good approximation
of some value B that provides an internal layer solution. The numerical results of B are
then compared with corresponding asymptotic results in an example.
2 Main results





+ r(t) on each subinterval of [0; 1] are unique. Thus, the problem
P
"
(A;B) considered under the assumptions a)b)c), is a sensitive B.V.P. with respect to
(A;B





] (see [2]) and the shock location is a decreasing




(A;B) with A xed and B varying in I only
intersect themselves at the initial time t = 0.








B 2 . We rst remark that the boundary value problem (1) can be reduced

















(0)  0 for all B 2 .
Condition a) and the fact that C
B
is asymptotically small imply that the slow curve  
0
of
the associated system of (2) in IR
2
has two branches x = u
L
(t) and x = u
R
(t). Condition
b) implies that u
L
(t) is attractive while u
R
(t) is repulsive.





j by using the results of [5].
The dierential equation of (1) viewed as a fast-slow system in IR
3
, has a slow surface
S given by g(x)v + r(t) = 0. Under the hypothesis c), S is the graph of a function
Z
0
: U ! IR in those ouverts U  IR
2






It was proved in [5] that 8 open set V;V  U there exists a slow invariant manifoldM,
graph of Z(t; x) : V ! IR, where Z(t; x)  Z
0
(t; x) in V, with the following property:
Let be (t) = (t; x(t); v(t)) a slow trajectory for t 2 J such that (t; x(t)) 2 V; (t) =2 M
and x(t)  u(t) in J where (t; u(t)) satises the slow dynamics _u = Z
0
(t; u(t)). Then for
each  and t 2 J the vertical distance d(t) := jv(t)  Z(t; x(t))j from the slow trajectory
 to the invariant manifoldM at the point (t; x(t)) satises:
d(t) = d() exp(






where Æ(; t)  0 when    t is not asymptotically small (see [5, lemma 3.12 ]. Since
 is a slow trajectory it is always possible to nd  2 J where  < t if g(u) < 0 or
 > t if g(u) > 0 and such that    t = O(1). Thus, (3) applied to such a  shows
that the vertical distance d(t) is exponentially small. In particular this holds for two slow
trajectories evaluated at the same point (t; x(t)).
Lemma 1 If B and
~








B)g  0 then there exist
k
0

























B) because the shock location is a decreasing
function of B. Since m
0
 0 the corresponding trajectories of (2) are slow in some
interval [0; t
1









(t) are close to u
L
(t) in that
interval. Thus both (t; x
B
(t)) and (t; x
~
B
(t)) are contained in the same V where g(x) > 0.




. Then, the vertical distance between these two slow trajectories at the initial point
t = 0; x = A satises (3) for any  2 [0; t
1































; 0)  0.
It follows then the existence of a value k
0
































Remark: Note that the above estimate does not hold if the value of
~





B) has a boundary layer at 0. The value of k
0
is determined by the




! 0 as m
0
! 0.
The next step is to derive an estimate of B  
~







Theorem 1 Assume hypotheses a),b),c) for the boundary value problem P
"
(A;B).
Let be B and
~































(s))dsg such that j
~
B  B j= exp( b="):
Proof: Let be B >
~
B and both in  (the case B <
~

























(t) are slow and close to u
R





(t)  0 and satises
"E
0






where H(t)  g(u
R







(0) are positive because of the
uniqueness of solutions of the boundary value problem . By performing the change of
variableW = E
["]
= Ej E j
" 1
and using lemma 1 we deduce the existence of k
0
such that














) W > 0 the composant inW is large and the trajectories are nearly vertical.
If exp( k
0
)  W or W  exp( k
0



















B) < t  1 the image of the trajectory of (5) with E(t)  0 appears, in the
(t;W ) plane , contained in the region where exp( k
0
)W < 1 or W  exp( k
0
) while
changes of E(t) that are either small (but not exponentially small in " ) or of order O(1)
arise for W  1.









t) = O(1) and W (
~
t)  1 and, in the new variable, E(t) satises













as long as t 
~































(s))ds)  0 then we can write (7) as



































































(s))ds > 0 then


























= O(") obviously F (1)  0 and (9) holds up to t = 1

























 O("); W (1)  exp( k
0
) and F (1) is large. Thus, (9) is satised up to
some   1 such that W ()  exp( k
0
) and F ()  0 and E(t) must spend the left over
time 1   in the region where W  exp( k
0






= O(1), which implies the existence of b = k
0








for some  = O(1) such that E(1) = exp( b=").
Remark: By the same time the estimate (9) shows that two internal solutions are
exponentially close when they are close to the same reduced solution outside the internal
layer region. An estimate of E(t) near the repulsive branch u
R
(t) is obtained in a similar
way.
Theorem 1 gives both a necessary condition for a value B to be in  and an estimate of






B 2  moves to t
0
(B). We
now give a sucient condition that characterizes completely  and we derive an equation
for the shock location.














for t 2 [0; 1] plays an important role on determining the set :
Theorem 2 Assume hypotheses a), b), c) for the boundary value problem P
"
(A;B).


















and a unique B
c






such that if B = B
c
+ exp( b=") with  = 1 and

































(s))ds if  =  1:
Proof: The existence and the uniqueness of t
c
follows from the fact that I(t) dened in
(11), is a continuous and strictly monotonic function with signI(0) 6= signI(1) because
of assumption c). The existence and the uniqueness of B
c
follows from using that t
0
(B)
is a continuous and strictly monotonic function of B.
Let be B = B
c
+ exp( b=") with 0  b  b
c
(we only consider the case of positive







) < 1 and a boundary layer at t = 1 is precluded. Suppose that
x
B













B < B. By theorem 1 there exist
^











































), 0  b
<
















B) ! 0 then b must be  0 which is absurd. Thus, B 2  and it follows from

























)) = 0 leads to the announced estimate.








) while for positive (negative) perturbations
t
0
(B)! 0 (or t
0
(B)! 1) as b! 0:






















and a critical valueB
c
such thatB 2  ,j B B
c



















(s))ds if B < B
c
.
In this case we say that the sensitivity is centered at B
c
since any internal layer may be
captured by introducing exponentially small perturbations of B
c
.
It is interesting to note that, usually, in a singularly perturbed boundary value problem
with internal layer behavior, one of the main focus is to determine the shock location as
a function of the given boundary conditions. Here, for this class of sensitive boundary




) is determined by (12), on the
contrary, the value of B
c
may be not equal to B

and so, in that case, it is not known.
7
In the next subsections we analyze the inuence of the term r(t) on the value of B
c
and






2.1 The case of the sensitivity centered at B

(r(t)  0)
When r(t)  0 the reduced solutions of (1) are the constants u
L









g(s)ds = 0. In this case it follows from (12) that the critical shock layer location
corresponding to B
c























On the other hand, it was proved in [1] that, when r(t)  0, B










, the internal layers
may be obtained by exponentially small changes of B
















if B < B

(14)
















)   1): This shock
location was also derived by using dierent methods, see [1],[3], [6], [7], [10], [11].
Two examples of centered sensitivity at B

for (1) are g(x) =  2x and with B

= 1 =  A





= 1 which arises in modelling compressible ows in a straight duct. For











2.2 The case of the sensitivity at one-side of B

Let us now study the eect of the term r(t) 6= 0 in the behavior of the sensitive internal
layers solution of (1) with respect to B

.








g(s)ds  0 in [0; 1] (15)











(t)   r(t) in [0; 1]: (16)


















The second remark concerns the solution x
B

(t). When B = B

the initial and nal




































(1) the solution x
B








(1) the solution x
B

(t) has a boundary layer at t = 1.
Proof: Let us suppose that x
B
























)  t  1 and











































(1) and suppose that x
B

(t) has a boundary
layer at t = 1. Since x
B

















(0) there exist 
1
< 1 and 
1


















































































, a point near the attracting part of the slow surface. Then, in [
2




























(0) which is not possible.
Corollary 1 The boundary value problem (1) exhibits an exponential sensitivity either

















Remark: An important consequence of the above results in the case of one-side sensitiv-




is small but not exponentially small. Therefore, exponentially
small changes of B

will never capture the internal layers and they will only exhibit a
boundary layer.







+ exp(t) 0 < t < 1;
x(0) = A x(1) = B;
(17)




e, the two reduced solutions u
L
(t) =
  exp(t=2) and u
R
(t) = exp(t=2) satisfy the assumptions a)b)c) and thus, (17) is a su-
persensitive boundary value problem with respect to (A;B












e=2, it follows from Theorem 3 that the solution of




e has a boundary layer at t = 0 instead of an internal layer
and it exhibits an exponential sensitivity on the left side of B

. So the internal layer
9
transition arises for values of B in I with B <
p
e and it may be obtained by positive




e. From (12), the corresponding

















The other internal layers can be seen by adding an exponentially small term of the form




e   1) into B
c
. The inclusion of these perturbations




















) for B < B
c
(19)
3 Asymptotic expansions for the boundary values B in 
As we have already mentioned, the diculty with these problems in the case of one-side
sensitivity is that we do not have the explicit value of B
c
or at least of one value of B
providing an internal layer solution.
In this section we now prove the existence of a unique asymptotic expansion in powers
of " for any B 2  and show how it is possible to characterize the B's by means of the
expansion.







(1). In [5] it was proved that any slow invariant manifold Z(t; x) has an expansion














: U ! IR
of class C
1











! 0 as "! 0: Moreover,
the slow invariant manifolds dened on a subset of the same U have the same expansion.
Since the vertical distance from a slow trajectory to an invariant manifold is exponentially
small, then for an internal layer solution, the rst derivative at the initial ( at the nal)
time and the corresponding invariant manifold Z(t; x) evaluated at the point (0; A) ( at
(1; B)) have the same expansion on U .
Let us rst derive the functions Z
i
(t; x)) for the boundary value problem (1). We seek for





(t; x(t)) + "Z
1




(t; x(t)) +    (20)
By introducing this formal expansion in the dierential equation and equating coecients



































]; i  1:
(21)
where the slow manifold S dened by f(t; x; v) = 0 with f(t; x; v) = g(x)v + r(t) is the
graph of Z
0
(t; x). The repulsive part of S where @f=@v = g(x) is positive is denoted S
R
while the attracting part where g(x) is negative is denoted S
A
. These two surfaces are the
graphs of Z
0















, in particular, the points
(1; B) 2 U
A
for all B  B

.
Theorem 4 Assume hypotheses a)-c) for the boundary value problem (1). If g and r are
of class C
1










such that any B 2  has
^
B
as its asymptotic expansion. The coecients b
i






































































































































(t; x) is given by (21) and 
k

























for j  3:
(23)





(t)) is a slow trajectory in [0; 1] except t  t
0
(B)
which lies near S
R
for t 2 [0; t
1
] and near S
A
for t 2 [t
2



















































(1; B) + exp( k
1
=") (24)
where the constants k
i
; i = 0; 1 in the exponentially small corrections are of O(1).
Moreover, it follows from [5] that any slow invariant manifold dened on a subset of the












dened on U . Here, the functions Z
i
(t; x) are given by (21) and, in particular, at the


































g(u)du for all B 2 : (26)
By formally introducing the asymptotic expansions (25) and the Taylor expansion for the




























Next, by expanding each Z
i
(1; B) around B

















































) = 0: (28)


























for j  2
where 
k




































































) = 0: (29)
It follows from (29) that only the term obtained for i = 0 in the rst series, contributes












The contributions to the coecient of "
2
are obtained from the rst serie for i = 1 and
from the second one for those values of k and l such that k+ l = 1 with k  1; l  0 while
12











































(0; A), the contributions from the second sum for those k; l

























and nally those terms of the third sum obtained for those k; l; j such that k+j+ l = i+1



































which yields the announced formula for the b
i
's.
Remark: This result gives not only a theoretical proof of the existence of the asymptotic
expansion
^
B but also a practical way to compute its coecients. In fact, using the
recurrence formulae (21),(22) and (23) and a formal computation software like MAPLE
it is possible to compute high-order terms to obtain, in some cases, good estimates of the
internal layers boundary values B.
On the other hand, we note that the coecient b
1











) and that from theorem 3, b
1
must be zero if B

2 . Now, by means of the
asymptotic expansion for B we can give a strong necessary condition for B

to be in :
Corollary 2 If B













 0 for i  1:
It follows easily from (22) and (23) that, if b
i
 0 for i  1 then
Z
i




) for all i  0: (30)
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3.1 The asymptotic expansion
^
B in case of sensitivity centered
at B

Obviously, the result of the corollary 2 agrees with the result obtained in [1] for the
homogeneous case r(t)  0. In fact, in such case B

2  and, on the other hand, the
slow surface S given by the horizontal plane v = 0 is also a slow invariant manifold so its
expansion gives Z
i









0 < t < 1;









+    : (32)
Remark: The condition b
i
 0 for all i  1 is not sucient for B

to be in . The











0 < s  1; b > 0




provides a good counterexample.
Results of [1], [3], [6] and [10] show that (31) is sensitive to exponentially small changes not
only in the boundary values but also in the coecients of the dierential operator. More
precisely, it was proved that a small perturbation of order e
 b="

















right endpoint of [0; 1] as b tends to 0, any perturbation of the form e
 b="
s
with 0 < s < 1
locates the jump close to t
0
 1. Therefore the solution of P
s
with 0 < s < 1 exhibits, for
the boundary values A and B

, a boundary layer instead of an internal layer, so B

=2 :
However, the inclusion of the exponentially small term r(t)  e
 b="
s
leads to the trivial
asymptotic expansion (32) for any 0 < s  1:
3.2 Gevrey expansions and least term summation in case of sen-
sitivity of one side
In contrast with the example (33) the inclusion of a term r(t) 6= 0 or r(t; ") small but not
exponentially small usually provides a divergent series
^
B. Nevertheless, in some cases it
is possible, to obtain good approximations of the values of B that are in  by means of
the partial sums. In this section, we determine, under some hypotheses, a value of B for
which there is an internal layer solution. The asymptotic results are then compared by
the numerical computations on an example.
14
We rst note that since the formal series
^
B satises



















). So the optimal value of n such
that the remainder R
n







takes its minimum value.
The results of [9] show that if the series is Gevrey of order 1=k and of type A, i.e. if there
are constants K > 0 and   0 such that














such index exists. More precisely, these results, which require the analycity of B(") in "




















In other words, if the expansion is Gevrey of order 1=k the values of B could be opti-
mally approximated by truncating the series at the least term N
s
since the error will be
exponentially small.
The existence of N
s
(") follows from the fact that if the expansion satises (35), then for a














































for large n, where the expression on the right of (37) has a minimum with respect to n at












These results lead us to the following theorem.
Theorem 5 If B(") is analytic on an open sector S and
^
B(") is Gevrey of order 1 and




















Proof: The existence of N
s












+ 2(t  2) 0 < t < 1;
x(0) = A x(1) = B;
(39)
The phenomenon of super-sensitivity of (39) arises for B  1 when the boundary values
are A =  2 and B












(1). It follows from theorem 3 that, for this choice of boundary values, the
solution of (39) has a boundary layer at t = 1 and thus, the problem exhibits a sensitivity
on the right-side of B

= 1. Therefore the shock-type transition layer solutions will appear
by exponentially small perturbations of some critical value B
c























)  0:418 while b
c
= 3=2.
Letting B varies like B = B
c
 exp( b=") with 0 < b  3=2 the shock location is found










+ 3   b  0 for















Let us now analyze the asymptotic expansion
^
B(") for this problem. We rst remark that




(t) = (t   2) satisfy the full equation of (39), so
they are actually two slow solutions. Since u
0
L
(t)  1 and u
0
R





(t; u(t)) + "Z
1




(t; u(t)) +    for these slow solutions







(0; 2) = 0 for all n  1:
(42)
while for those evaluated at (1; B





(1; 1) =  1
Z
n
(1; 1) = 0 for all n  1:
(43)
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In addition, since any internal layer solution x
B
(t) of (39) is a slow solution that is close
to u
L













(0) = 1 + exp( b="); b > 0: (44)
This estimate of the rst derivative will be very useful to compute the solutions of (39)
numerically.
Formulas (42) and 43) simplify the calcul of the b
n
; n  2 in (22) and provides the
following expansion

















+    (45)
for B 2 .
Using MAPLE we have calculated more terms of the asymptotic expansion. We observe
























In table 1 we display the values of b
n
for 0  n  32 in a decimal oating-point form.
17
Table 1.









































=n! for the example 3.2.1.
In order to investigate a possible Gevrey behavior of the expansion, we compare j b
n
j







as a function of n.
Note that c
n
decreases as n increases and c
n
 1 for 0  n  32. These results suggest
that (45) would be a Gevrey expansion of order 1 and of type A = 1 with  = 0 and
K = 1.
According to this and in order to obtain one value of B  1 that provides an internal
layer solution, we employ the strategy of the summation at the least term. In tables 2; 3; 4















n = 0; 32 for " = 1=10; " = 1=15; " = 1=20 and " = 1=25 respectively. To obtain the
optimal truncation of the expansion, we look for the index N
s
(") that gives the minimum




. Note that in each case N
s







boundary value for which the solution of (39) has an internal layer. The following table



























































































































































































Comparison of the numerical value for B with
the asymptotic value B
s






0.25 1.082084998 0.132 1.1276035178
0.5 1.0067379470 0.265 1.0921584115
0.8 1.000335462628 0.352 1.0918754775
1 1.000045399929 0.418 1.0918623507
1.2 1.0000061442124 0.475 1.0918583354
1.3 1.0000022603293 0.508 1.0918536249
1.4 1.0000008315287 0.55 1.0918411828
1.5 1.0000003059023 0.57 1.0918078332
1.6 1.0000001125352 0.612 1.0917099123
1.7 1.0000000413994 0.645 1.0914261442
1.8 1.0000000152299 0.688 1.0906381144
2 1.0000000020612 0.768 1.0814066899
Now we are going to compare these asymptotic results with those obtained numerically.
Note that we want to compute solutions of the boundary value problem (39) exhibiting
an internal layer for B  1, where these values are, a priori, unknown. Our approach
to capture such solutions is to solve an initial value problem with initial data at t = 0,
x(0) = A =  2 and x
0
(0) satisfying (44). That is, the values of x
0
(0) that we considered,
are exponentially small perturbations of u
0
L
(0) = 1 .
In tables 6; 7; 8 and 9 we display the results of the numerical experiences for " = 1=10; " =
1=15; " = 1=20 and " = 1=25 respectively.
For each xed ", we have computed several solutions with x
0
(0) = 1 + exp( b=") as b is
varied in a range 0:25  b  2. For each solution we have determined the location t
0
of
the shock (which is indicated in the third column) and we have found the value of B by
evaluating the solution at time t = 1 (see the fourth column).
From these tables we observe that the rst four, ve or six decimals (depending on ") in
the numerical values of B, do not change for those B such that the corresponding solution
exhibits an internal layer. We also remark that the asymptotic value of B that occurs
from truncating the expansion to the least term and the numerical results agree to several
decimal places of accuracy. Finally we note that the agreement between the asymptotic
and the numerical values of B increases as "! 0.
Our conclusion is that the optimal truncation of the expansion, provided it is Gevrey of




Comparison of the numerical value for B with
the asymptotic value B
s






0.25 1.023517746 0.159 1.063541018
0.5 1.000553084 0.227 1.062839629
0.8 1.000006144 0.312 1.062822917
1 1.000000306 0.373 1.062822738
1.2 1.000000015 0.437 1.062822728
1.3 1.00000000339 0.471 1.062822724
1.4 1.00000000075826 0.496 1.062822717
1.5 1.00000000016919 0.577 1.062822399
1.6 1.0000000000377513 0.622 1.062819658
1.7 1.0000000000084235 0.639 1.062818266
Table 8.
Comparison of the numerical value for B with
the asymptotic value B
s






0.25 1.006737947 0.138 1.047922947608043
0.5 1.000045400 0.206 1.047766548350165
0.8 1.000000113 0.293 1.047765489483575
1 1.0000000020611536 0.352 1.047765485310023
1.1 1.0000000002789468093 0.768 1.047707954952546
Table 9.
Comparison of the numerical value for B with
the asymptotic value B
s






0.25 1.001930454 0.125 1.038576570451286
0.5 1.000003727 0.193 1.038540097072739
0.75 1.0000000071941330303 0.265 1.038540049234752
0.8 1.000000002 0.278 1.038540025574494
0.85 1.0000000005 0.288 1.038540025500596
0.9 1.0000000001691897923 0.557 1.038540021204803
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