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Introduction
Even though the title of this composition you are reading is Gauge fields, this is just one
of the many concepts that appear throughout the work. Moreover, despite the fact that
this is rather a physical term (the actual mathematical name would be connections on
principal G-bundles), the contents in this exposition are mathematical.
As a student of both mathematics and physics, I wanted to choose a topic that could
be covered in both aspects, a subject which could be interpreted physically but which
had a mathematical background. This composition intends to contain the mathemat-
ical background to develop the so-called gauge theories used in modern physics such
as quantum physics, particularly quantum field theory (QFT), for example quantum
electrodynamics (QED) or quantum chromodynamics (QCD). However, as stated, this
contains no physical conclusions, but only mathematical, with maybe some references
to their physical applications. Thus, the motivation was a combination of my interest on
physics (which may explain the outline and selection of topics) but also my fascination
for differential geometry and topology.
The zeroth chapter contains a starting point for our work. It tries to list a set of
concepts which are assumed known and familiar to the reader. Most of them are of
topological and geometrical nature, presenting the notions of topological groups, man-
ifolds, tangent spaces, smooth maps, derivations and 1-forms. It also presents some
matrix manifolds that will appear recurrently throughout the text and which are also
relevant in physics literature.
The first chapter presents a particular kind of manifolds that are also groups: Lie
groups. Again, these have a great impact on physics since they are meant to contain
the symmetries of a system. Symmetries are usually encoded in some group: Sn for
permutations of n elements, Dn for rotations and reflections of regular polygons, just to
mention a few. However, the physical world is mostly driven by differential equations
and is continuous, thus we look for smooth groups of symmetries. For instance, the
group of rotations in R3, SO(3), is a very important and studied Lie group not only
in mathematics and physics but also in robotics and other fields of engineering. The
differential nature of such groups gives us also the notion of infinitesimal changes, which
gives rise to the notion of Lie algebras. The relationship between Lie groups and algebras
will also be of interest.
The second chapter contains aspects regarding the base manifold we will be working
with (in physics it is mostly either a space, or a space-time) and the structures we build
over it. We can cover certain manifolds with other, higher dimension, manifolds in ways
that each point in the base has a whole ”space” over it, just like the tangent space that
iv
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lies over each point of a manifold. Actually, the tangent space is just a particular case
of what is called a fiber bundle. We will go a step further though, and focus on those
bundles where our symmetry groups presented earlier can act in a way which doesn’t
alter the nature of our bundle. Such bundles are principal bundles and are a second pillar
for the physical gauge theories. We will present ways to classify these bundles. Finally,
we present the notion of fundamental vector fields, which translate elements of the Lie
algebra associated to the group in the bundle, to the whole manifold.
The third chapter intends to introduce the missing notions in order to proceed to more
fundamental concepts for gauge theories. This chapter introduces some ideas related to
the differential nature of the manifolds and bundles presented before, and all kinds of
maps relating the bundles with the base manifold or vice-versa, the tensor fields. We will
briefly explore the concept of metrics, which gives rise to (semi)-Riemannian geometry (a
topic which could be developed in a further essay, just as many of the subjects presented)
and finally move on to the world of k-forms, which we will not be letting go until the
end. k-forms are functions which map k elements of our bundle (all lying over the same
point in the base manifold) into some other space, usually either R or a Lie algebra.
These are of great interest since, as may not seem obvious at the beginning, carry a lot of
topological information not only of the base manifold but also of the whole bundle they
are defined on. We also present the concept of exterior derivative and say that a k-form
is closed if its derivative is zero. Likewise, we call a k-form exact if it is the derivative
of some k − 1-form. In this chapter we also prove the fact that exact forms are closed.
The converse however, is not always true. We will show some cases where this happens
using the so called Poincare´ Lemma.
A special case of k-forms are the connections, which give name to this work. Connec-
tions are for physicists the fields that govern nature, such as the electromagnetic field.
Connections however, also give rise to curvature a geometrical property of our manifold
or bundle. In this chapter, and further in appendix c, we will present an important solu-
tion (again for physicists) called instantons, which were developed in my final paper for
my physics dregree [SR15], of the so called Yang-Mills equations.
The last chapter focuses on the relationship between the topology of our manifolds
and the connections that can be defined on it. We first take a look on how the space
of exact k-forms looks in respect to closed k-forms. One can construct cohomology
classes where k-forms are related if their difference is exact which form the de Rham
cohomology group and measure when closed forms are exact. These classes, as cohomolgy
classes, are closely related to the topology of the manifold. We then present some other
notions related to such classes, also in the field of topology rather than geometry, like
the Brouwer degree. Finally we present the characteristic classes, a particular case of
de Rham cohomology classes, which describe the topology of a principal bundle using
the connections (gauge fields) that can be defined on it, but independent from their
choice. These give rise to the so called Chern number, which is interpreted in physics
as the magnetic charge (it is said that magnetic charge, in contrast to electric charge, is
topological). What this means is that, when describing a magnetic charge in physics,
this one determines the principal bundle to be constructed over the base manifold.
It has been a challenging but very interesting topic to treat and I hope this work
will help in further understanding on this subject. I would first like to acknowledge
my advisor, Vicenc¸ Navarro, who helped me to keep in the right path but at the same
time giving me the freedom of choosing what I wanted to develop, giving advice at the
outline of the work and making comments on what was already written. I would also
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like to mention my family and friends who, sometimes without a clue about what I was
writing, showed interest and will to learn, which also meant a challenge for myself in
order to explain my developments in mundane terms. This would allow me to check
if I had understood well the lesson. Then I would also add, that if someone failed to
understand it, I may have part of the guilt, even though it is not an easy topic. This
difficulty motivated me the most throughout the time and even though there were highs
and lows, it is a task that hasn’t tired me.
Marc Sastre Rienitz
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Chapter 0
Previous knowledge
0.1 Topological manifolds
We begin by collecting a series of previous definitions and results which we will use as
a starting point for our text. First, we will start by defining topological manifolds and
topological groups, although we will be rather focusing their differentiable versions, and
some useful tools that help the study of those. All the definitions and results stated in
this section are explained and proved with detail in [Nab11a].
Definition 0.1. A topological manifold is a topological space X that is Hausdorff, locally
Euclidian and such that it satisfies the second axiom of countability (i.e. there exists a countable
basis for its topology).
Examples of topological manifolds are spheres Sn and projective spaces such as RPn
or CPn with their natural topologies induced from the Euclidian topology on Rn.
Definition 0.2. A topological group is a Hausdorff topological space X which is also a group
(X, ∗) and where the its multiplication
∗: X× X −→ X
(x, y) 7→ x ∗ y
and inversion −1: X −→ X
x 7→ x−1
are continuous.
It is easy to show that it suffices that the application (x, y) 7→ xy−1 is continuous for
X to be a topological group. An example of topological group is S1 regarded as the
subset of complex numbers z ∈ C with |z| = 1 with the natural complex multiplication
z ∗ z′ = zz′. Also the set of invertible n × n matrices over a field F, GL(n,F) is a
topological group with the matrix multiplication.
Definition 0.3. A locally trivial bundle (P, X,P , Y) consists of a topological space P (the
bundle or total space), a Hausdorff space X (the base space), a continuous surjective map
P : P −→ X (the projection) and a Hausdorff space Y (the fibre) such that for each x0 ∈ X there
exists an open set V ⊂ X containing x0 and a homeomorphism Φ : V × Y −→ P−1(V) such
that P ◦Φ(x, y) = x for all (x, y) ∈ V × Y. V is called a locally trivializing neighborhood
and the pair (Φ, V) is a local trivialization of the bundle.
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We will usually refer to a locally trivial bundle as Y → P P→ X, P P→ X or even only
referencing the projection P : P → X. An example of locally trivial bundle is the one of
the real line R over the sphere S1, (R, S1,P ,Z) where:
P : R −→ S1
t 7→ e2piit
Since S1 is locally homeomorphic to R, it can be easily shown that for each z ∈ S1 there
exists an open neighborhood V ⊂ S1 containing z such that P−1(V) ∼= V ×Z (∼= stands
here for homeomorphic). Next, we will take a look on paths and loops on topological
spaces and tools which will help us classify those spaces.
Definition 0.4. A path on a topological space X is a continuous map I −→ X where I =
[0, 1] ⊂ R. A path α such that α(0) = α(1) = x0 ∈ X is called a loop at x0.
Definition 0.5. An n-loop at x0 on a topological space X is a continuous map α : In −→ X
such that α(∂In) = {x0} where In = [0, 1]n ⊂ R and ∂In is the set of (s1, ..., sn) ∈ In for which
si = 0 or si = 1 for at least one value of i.
Definition 0.6. Two continuous maps between two topological spaces f , g : X −→ Y are said to
be homotopically equivalent if there exists a continuous map h : X× I −→ Y (the homotopic
equivalence) such that h(0, x) = f (x) and h(1, x) = g(x) for all x ∈ X. They are said to be
homotopically equivalent relative to a subset A ⊂ X if f (x) = g(x) = h(t, x) for all
x ∈ A and all t ∈ I.
As the name suggests, homotopic equivalences define equivalence classes within the
set of continuous maps between two topological spaces. We will write f ' g to express
that the maps f and g are homotopically equivalent and f ' g rel. A if we mean that
they are homotopically equivalent relative to A ⊂ X. Next we will focus on homotopic
equivalences of loops and n-loops.
The set of equivalence classes of homotopically equivalent loops at x0 ∈ X relative
to {0, 1} is called the fundamental group or first homotopy group and is denoted
pi1(X, x0). The fundamental group has a group structure where its multiplication of
two classes is the concatenation of two representatives for those classes. It can be shown
that if there exists a path from x0 to y0 in X then the first homotopy groups pi1(X, x0)
and pi1(X, y0) are isomorphic. If a space X is path-connected, there exists a path between
any pair of points in X, so each first homotopy group at any point is isomorphic to any
other and so we skip the reference to the base point and denote it pi1(X).
The set of equivalence classes of homotopically equivalent n-loops at x0 ∈ X relative
to ∂In is called the nth homotopy group and is denoted pin(X, x0). In a similar way, the
nth homotopy group has a group structure and two points in X connected by a path
have isomorphic fundamental groups. So, if a space X is path-connected, one can drop
the reference to its base point and talk about its nth homotopy group pin(X). It can
be shown that higher homotopy groups (n > 1) are always Abelian. The usefulness of
homotopy groups relies on the fact that homeomorphic topological spaces have the same
homotopy groups, so one can use this to show that R2 is not homeomorphic to R3 since
pi1(R
2 \ {0}) ∼= Z 6∼= 0 ∼= pi1(R3 \ {0}). Topological spaces, such as R or R3, with trivial
fundamental group are called simply connected.
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0.2 Differentiable manifolds
We now add an additional structure to our topological manifolds in order help the study
of those. We will define the concept of differentiable manifolds and many other tools on
them such as tangent spaces, vector fields, 1-forms and tensor fields.
Definition 0.7. Let X be a topological manifold, an n-dimensional chart on X is a pair (U, ϕ)
where U ⊂ X is open and ϕ : U −→ R is a homeomorphism.
We now consider two n-dimensional charts (U1, ϕ1) and (U2, ϕ2) on a topological
manifold X such that U1 ∩U2 6= ∅. Then, on U1 ∩U2 both homeomorphisms are defined
and we can consider the overlap functions ϕ2 ◦ ϕ−11 : ϕ1(U1 ∩ U2) −→ ϕ2(U1 ∩ U2)
and ϕ1 ◦ ϕ−12 : ϕ2(U1 ∩U2) −→ ϕ1(U1 ∩U2) which are homeomorphisms between two
open subsets of Rn. Two n-dimensional charts (U1, ϕ1) and (U2, ϕ2) over a topological
manifold X are said to be C∞-related if either U1 ∩ U2 = ∅ or U1 ∩ U2 6= ∅ and the
overlap functions ϕ2 ◦ ϕ−11 and ϕ1 ◦ ϕ−12 are C∞ as functions from Rn to Rn (i.e. they are
smooth).
Definition 0.8. An atlas of dimension n is a collection of charts over X {(Uα, ϕα)}α∈A such
that every two charts are C∞-related and ⋃α∈AUα = X.
For Rn we can consider the atlas consisting of a single chart {(Rn, id)} which is called
the standard atlas on Rn. A chart is said to be admissible to an atlas if the union of
all charts on the original atlas and the new chart form another atlas on X. An atlas
is said to be maximal if it contains every admissible chart to it. It can be shown that
every atlas belongs to a unique maximal atlas and so we might refer to a maximal atlas
only by mentioning a sub-atlas contained in it. We now can continue with the following
definitions.
Definition 0.9. A maximal n-dimensional atlas for a topological manifold X is called a differ-
entiable structure over X. A topological space together with a differentiable structure is called
a differentiable (also smooth, or C∞) manifold.
Rn with the maximal atlas containing the standard atlas is an example of a differ-
entiable manifold. It is easy to see that all charts in an n-dimensional atlas are also n-
dimensional and so one can talk about the dimension of the manifold. The charts are also
usually called (local) coordinate systems. The different components of the ϕ function
of a chart (U, ϕ) are called coordinate functions and often referred as (x1, ..., xn) = ϕ.
Next, we will define the concept of smooth maps on manifolds.
Definition 0.10. Let M be a smooth manifold and f : M −→ R a map. We say f is a smooth
real map if for each chart (U, ϕ) in the differentiable structure of M the map f ◦ ϕ−1 : ϕ(U) ⊂
Rn −→ R is smooth. We denote the set of real smooth maps on M as C∞(M).
Definition 0.11. Let M and N be two smooth manifolds and f : M −→ N a map. We say f is
a smooth map if for each pair of charts (U, ϕ) in the differentiable structure of M and (V,ψ)
in the differentiable structure of N with f (U) ∩V 6= ∅ the map ψ ◦ f ◦ ϕ−1 : ϕ(U) ⊂ Rn −→
ψ(V) ⊂ Rn is smooth. We denote the set of smooth maps from M to N as C∞(M, N).
Definition 0.12. A bijection f : M −→ N for which both f and f−1 are smooth is called
a diffeomorphism. If such an f exists between two manifolds M and N we say these two
manifolds are diffeomorphic, we will usually denote that M ∼= N.
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Next, we will introduce the concept of tangent space. There are several of defining
and understanding tangent vectors, we present the following definition:
Definition 0.13. Let M be a smooth manifold and p ∈ M. A tangent vector to M at p is a
real valued function v : C∞(M) −→ R that satisfies the properties:
1. Linearity: v(a f + bg) = av( f ) + bv(g) where f , g ∈ C∞(M) and a, b ∈ R.
2. Leibniz product rule: v( f g) = f (p)v(g) + v( f )g(p) with f , g ∈ C∞(M).
Tangent vectors at a point p ∈ M form a real vector space called the tangent space
of M at p and denoted TpM. Another way of thinking about tangent vectors at p is as
classes of curves on M through p which are equivalent if they have the same derivative at
p (the derivative of a curve can be computed once we select a chart and it can be shown
that this is well defined and gives an equivalence relation). This way of seeing tangent
spaces will help us in the future in order to see the structure of tangent spaces. It can
be also shown that the dimension of each TpM coincides and that it is actually equal to
the dimension of the manifold. The collection of all tangent spaces is called the tangent
bundle, denoted TM, and can actually be given a topology and a differentiable structure
from its base manifold so that it also can be thought of as a manifold of dimension 2n.
Since we now have a vector space at each p ∈ M, TpM, we can also define its dual space,
the tangent dual space T∗p M and similarly the tangent dual bundle T∗M. Together with
the projection P : TM −→ M which assigns vectors in TpM to its base point p ∈ M,
(TM, M,P ,Rn) is a trivial bundle over M (thus the name bundle for TM). In the same
way T∗M also forms a trivial bundle over M.
Definition 0.14. A (smooth) map X : M −→ TM which assigns to each p ∈ M a tangent
vector at p, v ∈ TpM is called a (smooth) vector field. The set of smooth vector fields over M
is denoted X(M).
Definition 0.15. A smooth map η : M −→ T∗M which assigns to each p ∈ M a tangent
covector at p, ω ∈ T∗p M is called a (real valued) smooth 1-Form. The set of smooth 1-Forms
over M is denoted Ω1(M).
For vector fields and 1-Forms evaluated on a point of the manifold we will usually
write Xp and ηp for X(p) and η(p) respectively. For every p ∈ M a chart (U, ϕ) can
be found, such that ϕ(p) = 0. Consider then the path α : (−ε, ε) −→ M with αi(t) =
ϕ−1(0, ..., t, ..., 0) where all all coordinates are 0 except the ith coordinate, which is t. Then
define the tangent vectors ∂∂xi p as the equivalence classes represented by each αi. It can
be shown that { ∂∂x1 p, ...,
∂
∂xn p
} forms a basis for TpM. Since at each point p ∈ M we
have found a set of vectors in TpM, they can be seen as vector fields (which actually are
smooth). A generic vector field X ∈ X(M) can be written locally once a chart has been
chosen as:
Xp =
n
∑
i=1
Xi(p)
∂
∂xi p
(0.2.1)
where Xi ∈ C∞(M). For T∗p M we consider the dual basis of the previous and denote
it {dx1p, ..., dxnp}. Equivalently, we can write any 1-form η ∈ Ω1(M) in the following
manner:
ηp =
n
∑
i=1
ηi(p)dpxi (0.2.2)
where ηi ∈ C∞(M).
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Definition 0.16. Let M and N be two smooth manifolds and f : M −→ N a smooth map.
At each p ∈ M we define a map f∗p : TpM −→ Tf (p)N (or dp f ), called the derivative of f
at p, in the following way: for each v ∈ TpM, f∗p(v) is an operator on C∞(N) which acts by
( f∗p(v))(g) := v(g ◦ f ) for all g ∈ C∞(N).
We can use N = R with its standard differentiable structure to define derivatives of
smooth real maps. It can be seen that the chain rule holds for compositions, (g ◦ f )∗p =
g∗ f (p) ◦ f∗p, and thus the reason we call them derivatives. A map f : M→ N is called an
immersion if f∗p is one-to-one for all p, a submersion if f∗p is surjective for every p in
M. An immersion which is also homeomorphic to its image is called an embedding. A
point q ∈ N is called a regular value of f if, for all p ∈ f−1(q), f is a submersion at p. It
can be shown that anti-images of regular values are submanifolds of M.
Now, a vector v ∈ TpM can act on a smooth real valued function f ∈ C∞ in the
following way: v( f ) := dp f (v). So, we might let vector fields X ∈ X(M) act on smooth
functions f ∈ C∞(M), X( f ) like before, X( f )(p) := dp f (Xp). So we can recall the notion
of the commutator:
Definition 0.17. Let X, Y ∈ X(M) be two smooth vector fields on M, then we define a new
vector field [X, Y] ∈ X(M), called the commutator of X and Y, in a way that for each f ∈
C∞(M):
[X, Y]( f ) = X(Y( f ))−Y(X( f ))
We remember that the commutator satisfies skew-symmetry, R-bilinearity and the
Jacobi identity.
Definition 0.18. Let f : M → N be a diffeomorphism and X ∈ X(M) a smooth vector field.
We define a vector field on N, f∗X ∈ X(N), called the push-forward of X to N by f in the
following way:
( f∗X)q = f∗p(Xp)
where p = f−1(q).
Note that f has to be a diffeomorphism in order to have an inverse (and for f∗X to be
smooth). For 1-Forms, we can define a similar concept, which doesn’t necessarily need
f to be a diffeomorphism:
Definition 0.19. Let η ∈ Ω1(N) and f : M −→ N be a smooth map. Then we define a 1-Form
f ∗η ∈ Ω1(M) called the pullback of η to M by f in the following way: for each p ∈ M and
v ∈ TpM we define ( f ∗η)p(v) = η f (p)( f∗p(v)).
Finally we introduce a last concept, which will be very important for extending certain
ideas from Rn to our manifolds by ”gluing together” open neighbourhoods of it:
Definition 0.20. A partition of unity associated to a manifold M and an admissible atlas A is
a family { fn}∞n=1 of non-negative smooth functions ( fn ∈ C∞(M)) which satisfies the following
conditions:
1. For each n ∈ N, supp fn := cl{x ∈ M| fn(x) > 0} is compact and entirely contained in a
chart domain of the atlas A.
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2. The family of subsets {supp fn}∞n=1 is locally finite, i.e. for each x ∈ M, there exists a
neighbourhood of x, U(x), such that supp fn ∩U(x) 6= ∅ for finitely many n ∈N.
3. ∑∞n=1 fn(x) = 1 for all x ∈ M.
We remark that ∑∞n=1 fn(x) is a smooth function defined over all M since {supp fn}∞n=1
is locally finite. Additionally it can be shown ([Baum1]) that every manifold and admis-
sible atlas accepts a partition of unity.
0.3 Some manifolds of interest
We now present some differentiable manifolds which are also topological groups (later
we will see that they are in fact Lie Groups). All of them are subsets of GL(n,F), the set
of invertible n× n matrices over a field F = R,C,H. The F-unitary group of order n is
the subset of matrices A in GL(n,F) such that A−1 = A¯T (where A¯ denotes conjugation).
0.3.1 The orthogonal group
The set of R-unitary group of order n is called the orthogonal group and denoted O(n).
It is the set of real invertible matrices A such that A−1 = AT. We can see that 1 =
det id = det AA−1 = det AAT = det A det AT = det A2 and so it follows det A = ±1.
Since det is a continuous function, det id = 1 and det A = −1 where
A =

−1 0 · · · 0
0 1 · · · 0
...
... . . .
...
0 0 · · · 1

(clearly in O(n)), we can conclude that O(n) has two connected components. The con-
nected component det−1(+1) is called special orthogonal group and is denoted SO(n).
O(n) can also be seen as the set of invertible linear transformations which preserve an
inner product. The special orthogonal group SO(n) is usually seen as the set of rota-
tions in Rn. We conclude stating that O(n) and SO(n) are also topological groups with
matrix multiplication. Let A, B ∈ O(n), then (AB)−1 = B−1A−1 = BT AT = (AB)T.
Furthermore, if A, B ∈ SO(n) then det AB = det A det B = 1.
0.3.2 The unitary group
The set of C-unitary group of order n is called the unitary group and is denoted U(n).
Similarly it can be shown that it represents invertible transformations which preserve
the hermitian inner product on complex vector spaces. The subset of matrices A in U(n)
for which det A = 1 is called the special unitary group and is denoted SU(n).
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Lie groups and Lie algebras
1.1 Lie groups
In the previous chapter we reminded some definitions and concepts from which we
will be building the theory. We presented the notion of a topological group as both a
topological space and a group which, additionally, required the operation of the group to
be continuous. Well, next we could, and will, add a differentiable structure to topological
groups. The basic motivation for physicists to do this is the fact that the world of physics
is almost entirely described by differential equations. So, a Lie group is a differentiable
manifold G which is also a group (G, ∗) such that the operations of multiplication:
∗ : G× G −→ G
(g, h) 7→ g ∗ h = gh (1.1.1)
and inversion −1 : G −→ G
g 7→ g−1 (1.1.2)
are C∞ (smooth).
Consider now the following map on G defined by (g, h) 7→ g−1h for all (g, h) ∈ G×G.
If G is a Lie group, this map is clearly the composition of smooth maps and thus
it is also smooth. Let us suppose that G is now any manifold and that our map is
smooth. But then, clearly the inversion, which would be the composition of smooth
maps g 7→ (g, e) 7→ g−1e = g−1, is smooth. Furthermore, the multiplication would then
also be the composition of smooth maps ((g, h) 7→ (g−1, h) 7→ (g−1)−1h = gh), and thus
also smooth. So, we have shown that is suffices for G to be a Lie group, that the map
(g, h) 7→ g−1h is smooth.
Example 1.1. It is easy to find examples of Lie Groups. We can take anyRn with vector addition.
Also S1 with complex multiplication or S3 (thought as S3 ⊂H) with quaternion multiplication.
Lemma 1.1. Let G be a differentable manifold that is also a group for which the multiplication is
a smooth map from G× G to G. Then G is a Lie group.
Proof. Let m be the multiplication m(x, y) = xy. We first show that m is a submersion at
(e, e), where e is the identity in G. To see this, we must show that m∗ : T(e,e)(G× G) →
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TeG is surjective. We identify T(e,e)(G × G) with TeG × TeG. Also, any element of TeG
is α′(0) for any path in M α with α(0) = e. Then define the curve α˜(t) := (α(t), e) and
compute its image under m∗: m∗(α˜′(0)) = (m ◦ α˜)′(0) = (αe)′(0) = α′(0). Thus we
have shown that m∗ is surjective. Now we consider the map f : G × G → G × G with
(x, y) 7→ (x, xy), that is f = (P1, m) where P1 is the projection on the first component.
Then, f∗e : TeG × TeG → TeG × TeG is surjective (both (P1)∗ and m∗ are surjective)
and since the domain and the range of f∗ have the same dimension, it is in fact an
isomorphism. Thus, f is a diffeomorphism in a neighborhood of (e, e), its inverse given
by f−1(x, y) = (x, x−1y) (which is defined on all G×G) and then we have a composition
of smooth maps:
x 7→ (x, e) f
−1
7→ (x, x−1e) = (x, x−1) 7→ x−1 (1.1.3)
Thus the inversion is smooth and it can be easily seen that (x, y) 7→ xy−1 is also smooth,
so that G is a Lie group. 
Another set of examples, which we will study more deeply, is the one of matrix
Lie groups. Consider GL(n,F) the set on n × n invertible matrices with entries in a
field F (we take F = R,C,H) with matrix multiplication. These are also Lie groups by
Lemma 1.1 since the expressions for the entries in multiplications are polynomial, thus
clearly smooth, and we call them matrix Lie groups for obvious reasons. The subsets
O(n), SO(n), U(n), SU(n) and Sp(n) are also Lie groups for the same reason.
Next we will describe certain canonical diffeomorphisms which are found in Lie
groups. Let g ∈ G be any point, then we define Lg : G → G and Rg : G → G to be
the left and right multiplication by g respectively , so Lg(x) := gx and Rg(x) = xg.
They are clearly smooth (since the multiplication is smooth) and since Lg−1 and Rg−1 are
clearly their inverses, they are also diffeomorphisms. We can also easily see that:
Lg ◦ Lh = Lgh (1.1.4)
Rg ◦ Rh = Rhg (1.1.5)
Maps which satisfy (1.1.4) are usually called left actions and those which satisfy (1.1.5)
are right actions.
1.2 Lie algebras
Now, since Lg defined in the previous section is a diffeomorphism, we can consider
vector fields in V ∈ X(G) that satisfy:
(Lg)∗ ◦V = V ◦ Lg (1.2.1)
for each g ∈ G. This is equivalent to: for each h ∈ G, (Lg)∗hVh = Vgh, for all g ∈ G. Such
vector fields are called left invariant. We denote the set of left invariant vector fields on
G as g. Note that left invariant vector fields are completely determined by its value at e:
Vg = Vge = (V ◦ Lg)e L.I.= (Lg)∗e(Ve) (1.2.2)
Thus we see that there is a one-to-one correspondence between the set of left invariant
vector fields g and the tangent space at the identity TeG. Furthermore, we now show
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that g has a vector space structure and is thus isomorphic to TeG. Additionally we will
see that it can be given a new structure.
Theorem 1.1. The set of left invariant vector fields g is a vector space, which is isomorphic to
TeG. Additionally, given two left invariant vector fields V, W ∈ g we have that the commutator
[V, W] is also in g.
Proof. Let V, W ∈ g, then for each h ∈ G we have:
(Lg)∗h(V +W)h = (Lg)∗hVh + (Lg)∗hWh = Vgh +Wgh = (V +W)gh (1.2.3)
for all g ∈ G. Thus, we have shown that V +W ∈ g. Since (Lg)∗ is R-linear, we have:
(Lg)∗ ◦ (λV) = λ(Lg)∗ ◦V = λ(V ◦ Lg) = (λV) ◦ Lg (1.2.4)
So, we have seen that g has a vector space structure. We now define f : TeG −→ g so
that each Ve ∈ TeG maps to the left invariant vector field V defined by:
Vg := (Lg)∗eVe (1.2.5)
This is clearly a left invariant vector field, for each h ∈ G:
(Lg)∗hVh = (Lg)∗h(Lh)∗eVe = (Lgh)∗eVe = Vgh (1.2.6)
Since (Lg)∗e is linear, f is a linear map between two vector spaces. (1.2.2) makes clear
its one-to-one correspondence and thus we may conclude that it is an isomorphism. We
now show that the vector space is closed under the commutator. Again, let V, W ∈ g, we
want to show that [V, W] is also in g i.e. it is also left invariant. Using the definition of
the push-forward of a vector field by a smooth diffeomorphism f : G → G we have the
following result. Let g ∈ C∞(G) be any smooth function G, then we have:
( f∗V)(g) = V(g ◦ f ) ◦ f−1 (1.2.7)
It follows then, together with the definition of the commutator:
( f∗[V, W]) (g) = [V, W](g ◦ f ) ◦ f−1 = (V (W(g ◦ f ))−W (V(g ◦ f ))) ◦ f−1 =
= (V (( f∗W) (g) ◦ f )−W (( f∗V) (g) ◦ f )) ◦ f−1 =
= (( f∗V) (( f∗W) (g)) ◦ f − ( f∗W) (( f∗V) (g)) ◦ f ) ◦ f−1 =
= [ f∗V, f∗W](g) ◦ f ◦ f−1 = [ f∗V, f∗W](g) (1.2.8)
If f is Lg, then it follows that [V, W] is left invariant as we wanted to see. 
With this previous theorem we have seen that g is a vector space and additionally it
can be given a structure with the commutator. Such kind of vector spaces are generally
called Lie algebras.
A Lie algebra is a vector space A over a field F together with a bilinear operation
[·, ·] : A×A → A that has following properties:
1. Skew-symmetry: [x, y] = −[x, y] for all x, y ∈ A
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2. Jacobi identity: [[x, y], z] + [[z, x], y] + [[y, z], x] = 0 for all x, y, z ∈ A
Since the commutator satisfies the properties above, it is clear that g is a Lie algebra,
which we call the Lie algebra of G.
If A1 and A2 are two Lie algebras with brackets [, ]1 and [, ]2 respectively, then a
linear isomorphism T : A1 → A2 satisfying T([x, y]1) = [T(x), T(y)]2 is called a Lie
algebra isomorphism and A1 and A2 are said to be isomorphic as Lie algebras. The
isomorphism provided in Theorem 1.1 is clearly such an isomorphism and TeG and g
are isomorphic as Lie algebras.
1.3 Linking Lie groups and their algebras
Let us compute some Lie algebras from Lie groups. All topological groups presented in
the previous, introductory, chapter are submanifolds of Rn×n and also Lie groups. Let
us thus start by finding out the Lie algebra related to GL(n,R). It will suffice to see
what the tangent space at identity, TidGL(n,R), looks like. Since GL(n,R) is an open
submanifold of Rn
2
, its tangent space is isomorphic to Rn
2
, we want to see how the Lie
bracket is. Let xij be the coordinate functions and A = Aij ∂
∂xij|id a vector of TidGL(n,R).
We can thus, identify each vector A with the matrix Aij. Let A denote the unique left
invariant field on GL(n,R) with A(id) = A. We now compute its component functions
Axkl : GL(n,R)→ R. For each g ∈ GL(n,R) we have:
Axkl(g) = Ag(xkl) = (Lg)∗id(A)(xkl) = A(xkl ◦ Lg) (1.3.1)
Now, xkl ◦ Lg : GL(n,R) → R is given by (xkl ◦ Lg)(h) = xkl(gh) which corresponds to
the kl-entry of gh, which is ∑nα=1 g
kαhαl for each h ∈ GL(n,R). Thus, xkl ◦ Lg is linear
and this last sum is the standard coordinate expression for xkl. Note that then:
∂
∂xij
(xkl ◦ Lg) =
{
0, if j 6= l
gki, if j = l
(1.3.2)
So, by (1.3.1) we have:
Axkl(g) =
(
Aij
∂
∂xij
|id
)
(xkl ◦ Lg) =
n
∑
i=1
gki Ail (1.3.3)
which is the kl-entry of the matrix product gA. Thus, identifying matrices with elements
of each tangent space to GL(n,R) we may write:
A(g) = (Lg)∗id(A) = gA (1.3.4)
If we now look at (1.3.2), we see that:
∂
∂xij
(Axkl) =
{
0, if k 6= i
Ajl, if k = i
(1.3.5)
Now, supposing B = (Bij) is another real n× n matrix identified with the tangent vector
B = Bij ∂
∂xij|id . Then B(Ax
kl) = Bij ∂
∂xij|id (Ax
kl) = ∑nj=1 B
kj Ajl = (BA)kl, which is the
kl-entry of the product BA. Thus:
[A, B]id(xkl) = A(Bxkl)− B(Axkl) = (AB)kl − (BA)kl = (AB− BA)kl (1.3.6)
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We have seen that the commutator that gives the Lie algebra structure to TeGL(n,R) is
nothing more than the usual commutator for matrices. Thus we have seen that the Lie
algebra of GL(n,R), gl(n,R), is the space of n× n matrices (not necessarily invertible!)
with [A, B] = AB− BA.
If we want now to compute the Lie algebras of O(n) and SO(n), we might want to
use the fact that they are subgroups (and submanifolds) of GL(n,R) and that we already
know its Lie algebra. Let us suppose G is a Lie group and H a subgroup of it that also
is a manifold. Then the inclusion map ι : H ↪→ G is an embedding and ι∗h : ThH → ThG
identifies ThH with a subspace of ThG for each h ∈ H. For each h we also have the two
translation maps Lh : H → H and Lˆh : G → G that are related by Lˆh ◦ ι = ι ◦ Lh so that,
at each point in H, we have (Lˆh)∗ ◦ ι∗ = ι∗ ◦ (Lh)∗. Thus, for any left invariant vector
field V on H we have:
ι∗h(Vh) = ι∗h ((Lh)∗e(Ve)) = (Lˆh)∗e (ι∗e(Ve)) (1.3.7)
Now, (Lˆh)∗e (ι∗e(Ve)) is the value at h of the left invariant vector field V’ on G whose
value at e is ι∗e(Ve). Thus,
ι∗h(Vh) = V’h = V’ι(h) (1.3.8)
If we now look at (1.2.8) and take f = ι, we get the result:
[V’, W’]h = ι∗h([V, W]h) (1.3.9)
for each h ∈ H. In particular for h = e we have [V’, W’]e = ι∗e([V, W]e). We may then
say that the Lie bracket in the Lie algebra of H, h, is just the restriction to h of the Lie
bracket in g.
Thus, if we continue to seek the Lie algebras of O(n) and SO(n), o(n) and so(n) re-
spectively, we just need to identify them as sets, since the Lie bracket is just the restriction
of the Lie bracket in gl(n), i.e. the usual matrix commutator.
As a set, o(n) is just the tangent space at the identity of O(n). So , any element
A′(0) ∈ o(n) is a tangent vector to some curve A : (−e, e)→ O(n) with A(0) = id. Since
A(t) ∈ O(n) for all t ∈ (−e, e), we have:
A(t)A(t)T = id⇔
n
∑
k=1
Aik(t)Ajk(t) = δij (1.3.10)
where δij is the Kronecker delta. Differentiating this last equation at t = 0 gives:
∑nk=1((A
ik)′(0)δjk + δik(Ajk)′(0)) = 0
(Aij)′(0) + (Aji)′(0) = 0
(Aji)′(0) = −(Aij)′(0)
(1.3.11)
so A′(0) is a real n × n skew-symmetric matrix. It is an n(n−1)2 dimensional subspace
of gl(n,R). Summing up, o(n) is the set of skew-symmetric matrices together with the
commutator.
Let G, H be two diffeomorphic Lie groups, then there exists a diffeomorphism f :
G → H and its push-forward functions f∗g for all g ∈ G are isomorphisms between the
tangent spaces, particularly the one tangent to the identity. Thus, as vector spaces TeG
and TeH are isomorphic. Furthermore, equation (1.2.8) still holds for a diffeomorphism
such as f , which gives us that also as Lie algebras they are isomorphic, we then can say
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g ' h. The converse, however, is not true: isomorphic Lie algebras don’t necessarily
come from diffeomorphic Lie groups. A small detail must be added. Observe that
local diffeomorphisms at the identity e, still produce isomorphisms between TeG and
Tf (e)H = TeH, thus the rest of the argument above still holds and we will see that
isomorphic Lie algebras come from locally diffeomorphic Lie groups.
Now, to compute so(n) we simply use the fact that it is locally diffeomorphic to o(n)
at the identity (it is actually the connected component of id) and thus we have that
so(n) = o(n).
1.3.1 The exponential map
From this last example, it has become clear that the assignment from Lie algebras to Lie
groups is not unique (that is, the same Lie algebra g can arise from two different Lie
groups G and G′. However, we shall see that these two groups G and G′ are necessarily
locally diffeomorphic at a vincinity of e. To do this, we first want to find a map from
the Lie algebra to one of its underlying Lie Groups. This map we are looking for is
the so-called exponential map and there are several ways of defining it. One of them
uses the concept of geodetic curves, which require our manifold to be provided with a
metric. We shall see what a metric is and that every manifold accepts some kind of it
in chapter 3. The topic of geodetic curves however, is unfortunately not covered in this
work, the reader is referred to [Bau09] and [GS89]. Such curves can be seen as those
which minimize the distance between two points.
It can be seen, that for each vector V ∈ TgG for any point g in G, there exists a unique
(maximal) geodetic curve γV : IV ⊂ R → G through g (γ(0) = g) such that γ′V(0) = g
and if there exists another such curve, γ˜V : I˜V → G then I˜V ⊆ IV . For what concerns us,
we will take g = e and it can be seen that 1 ∈ IV for all V ∈ TeG = g. The exponential
map then, is the following:
exp : TeG = g −→ G
V 7→ γV(1) (1.3.12)
γ(0)v
γ(1)
exp
The exponential map
We see that exp 0 = γ0(1) = e. One prop-
erty of the exponential map (actually of
such maximal geodetic curves) is:
exp(tV) = γtV(1) = γV(t) (1.3.13)
Theorem 1.2. The exponential map is a local
diffeomorphism.
Proof. This is easy to see, we just want to
show that d0 exp : T0g → TgG is the identity map. First off, since g is a vector space, its
tangent spaces are isomorphic to is, and thus we can identify T0g directly with g. Now
it is just a matter of computation, let W be any vector in T0g ' g:
d0 exp(W) =
d
dt
(exp(tW)) |t=0 = ddtγtW(1)|t=0 =
=
d
dt
γW(t)|t=0 = γ′W(0) = W (1.3.14)

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Corollary 1.1. Two Lie groups G, G′ with the same Lie algebra g are locally diffeomorphic at the
identity.
Proof. We can define two exponential maps: exp : g → G and exp′ : g → G′. Both are
local diffeomorphisms at each respective identity e ∈ G, e′ ∈ G′. Thus, exp ◦ exp′−1 is a
local diffeomorphism from G′ to G. 
For matrix groups (i.e. subgroups of gl(n,R), such as the ones we are presenting and
which we will be using further on, the exponential map has the following form:
exp(A) = eA =
∞
∑
k=0
1
k!
Ak (1.3.15)
This series converges absolutely and uniformly on any bounded region of gl(n,R). Let
us show, for example, that if A ∈ o(n) then eA ∈ O(n), which means eA(eA)T = id:
(eA)(eA)T =
(
∞
∑
k=0
1
k!
Ak
)(
∞
∑
k=0
1
k!
Ak
)T
=
=
(
∞
∑
k=0
1
k!
Ak
)(
∞
∑
k=0
1
k!
(Ak)T
)
==
(
∞
∑
k=0
1
k!
Ak
)(
∞
∑
k=0
1
k!
(AT)k
)
=
=
(
∞
∑
k=0
1
k!
Ak
)(
∞
∑
k=0
1
k!
(−A)k
)
= id (1.3.16)
where we have used the fact that A ∈ o(n) is skew-symmetric (AT = −A). For the
last equality, we used the fact that in this case, since A commutes with itself, the expo-
nential behaves algebraically in the same way as does the exponential function ex, thus
exp(−A) = exp(A)−1.
1.4 The adjoint representation
In representation theory, a representation of a group G on a vector space V is a homo-
morphism of G onto the group of endomorphisms End(V).
An important representation which we will use later is the adjoint representation
of a matrix Lie group G. Like any other group, G is closed under conjugation so we
may define a map for each g ∈ G, Adg : G → G by Adg(h) = ghg−1 for every h ∈ G.
It is clearly a diffeomorphism. Indeed, Adg = Lg ◦ Rg−1 = Rg−1 ◦ Lg. Furthermore,
Adg(id) = id and so its derivative carries g isomorphically onto g. We denote this map:
adg : g −→ g (1.4.1)
and call the assignment g 7→ agg the adjoint representation of G. Thus, adg = (Adg)∗id =
(Lg)∗g−1 ◦ (Rg−1)∗id = (Rg−1)∗g ◦ (Lg)∗id. It also follows:
adgh = (R(gh)−1)∗gh ◦ (Lgh)∗id = (R(gh)−1 ◦ Lgh)∗id = (Rg−1 ◦ Rh−1 ◦ Lg ◦ Lh)∗id =
= (Rg−1 ◦ Lg ◦ Rh−1 ◦ Lh)∗id = (Adg ◦ Adh)∗id = (Adg)∗id ◦ (Adh)∗id = adg ◦ adh (1.4.2)
Thus, the map g 7→ adg is a homomorphism from G into End(g), which means that it is
indeed a representation of G on g.
13
Chapter 1. Lie groups and Lie algebras
Lemma 1.2. Let G be a matrix Lie group, g its Lie algebra and g ∈ G. Then, for each A ∈ G,
gAg−1 ∈ g and the isomorphism adg : g→ g is given by adg(A) = gAg−1.
Proof. Any element of g is γ′(0) for some smooth curve γ in G with γ(0) = id and then
adg(γ′(0)) = (Adg)∗id(γ′(0)) = (Adg ◦ γ)′(0) (1.4.3)
but
(Adg ◦ γ)(t) = Adg(γ(t)) = gγ(t)g−1 (1.4.4)
Differentiating this expression entrywise, since g does not depend on t, gives us gγ′(0)g−1
which proves our lemma. 
1.5 The Cartan form
g
e
Lg-1
A
G
TG=e g
TGg
gΘ(A)
The Cartan 1-form
Let V be a vector space and V? its dual space. A V-valued
1-form ω on a differentiable manifold X is a map which as-
signs to each point p ∈ X a linear transformation ω(p) = ωp
from TpX to V . Thus, an ordinary 1-form can be viewed as
an R-valued 1-form. Given a V-valued 1-form ω and a basis
{e1, · · · , en} for V , for any v ∈ TpX (and any p ∈ X) we may
write ω(p)(v) = ω1p(v)e1 + · · ·+ ωnp(v)en where each ωi is
an R-valued 1-form on X, which we call the components of
the V-valued 1-form. We say ω is smooth if each component
ωi is smooth.
Let us consider now a particular g-valued 1-form on a Lie
group G. The Cartan (canonical) 1-form Θ on G is defined as follows: For each g ∈ G,
Θg : Tg → g is given by:
Θg(A) = (Lg−1)∗g(A) (1.5.1)
Equivalently, if A is a left invariant vector field with A(g) = A, then:
Θg(A) = Θg(A(g)) = A(id) (1.5.2)
The Cartan 1-form is left invariant. Indeed, for any g, h ∈ G and A ∈ ThG we have:(
(Lg)∗Θ
)
h (A) = ΘLg(h)
(
(Lg)∗h(A)
)
= Θgh
(
(Lg)∗h(A)
)
=
= (Lh−1g−1)∗gh(Lg)∗h(A) =
(
Lh−1g−1 ◦ Lg
)
∗h
(A) =
= (Lh−1)∗h(A) = Θh(A) (1.5.3)
Lemma 1.3. Suppose G is a matrix Lie group and g its Lie algebra. Let {e1, · · · , en} be a
basis for g and {Θ1, · · · ,Θn} be the unique left invariant R-valued 1-forms on G for which
{Θ1id, · · · ,Θnid} is the dual basis (i.e. Θiid(ej) = δij for i, j = 1, · · · , n). Then the Cartan 1-form
Θ on G is given by Θ = Θiei = Θ1e1 + · · ·+Θnen.
Proof. For any g ∈ G and any A ∈ g:
(Θiei)g(A) = Θig(A)ei =
(
(Lg−1)
∗(Θiid)
)
(A)ei =
= Θiid
(
(Lg−1)∗g(A)
)
ei = (Lg−1)∗g(A) = Θg(A) (1.5.4)

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A g-valued 1-form ω on G is said to be right equivariant if (Rg)∗ω = adg−1 ◦ ω for
each g ∈ G. In more detail, it requires that for all g, h ∈ G and all A ∈ Thg−1 G we have:
ωh
(
(Rg)∗hg−1(A)
)
= adg−1
(
ωhg−1(A)
)
(1.5.5)
We show that the Cartan 1-form is right equivariant as follows:
Θh
(
(Rg)∗hg−1(A)
)
= (Lh−1)∗h
(
(Rg)∗hg−1(A)
)
=
(
Lg−1 ◦ Lgh−1
)
∗h
(
(Rg)∗hg−1(A)
)
= (Lg−1)∗g ◦ (Lgh−1)∗h ◦ (Rg)∗hg−1(A)
= (Lg−1)∗g
(
(Lgh−1 ◦ Rg)∗hg−1(A)
)
= (Lg−1)∗g
(
(Rg ◦ Lgh−1)∗hg−1(A)
)
=
(
(Lg−1)∗g ◦ (Rg)∗id
) (
(Lgh−1)∗hg−1(A)
)
= adg−1
(
Θhg−1(A)
)
(1.5.6)
1.5.1 The Cartan 1-form on GL(n,R)
We finish this chapter by computing explicitly the Cartan 1-form Θ for the real general
linear group GL(n,R). It is an open submanifold of Rn
2
and we will denote by xij, i, j =
1, · · · , n the standard coordinate (entry) funtions on Rn2 . Thus, for each g ∈ GL(n,R),
xij(g) = gij is the ij-entry of g. Any A ∈ gl(n,R) is an n× n real matrix (Aij) and gives
rise to a unique left invariant vector field A on GL(n,R) satisfying A(id) = Aij ∂
∂xij |id.
Now, by (1.3.3):
A(g) =
(
n
∑
k=1
gik Akj
)
∂
∂xij
|g =
(
n
∑
k=1
xik(g)Akj
)
∂
∂xij
|g (1.5.7)
which one often abbreviates as A(g) = gA (see (1.3.4)). Now we construct Θ using
Lemma 1.3 and the basis { ∂
∂xij |id}i,j=1,··· ,n for gl(n,R). The corresponding dual basis is
{dxijid}i,j=1,··· ,n. Unfortunately, dxij are not left invariant as we shall see and so we now
must find the left invariant R-valued 1-forms {Θij}i,j=1,··· ,n such as they are described in
the lemma. Using the definition of left invariance, these Θij are given by:
Θijg = (Lg−1)
∗(Θijid) = (Lg−1)
∗(dxijid) (1.5.8)
So, for each A ∈ gl(n,R):
Θijg (A) = dx
ij
id
(
(Lg−1)∗g(A)
)
(1.5.9)
Let γ be a smooth curve in GL(n,R), γ(t) = (γij(t)), with γ′(0) = A. Then:
Θijg (A) = dx
ij
id
(
(Lg−1)∗g(γ
′(0))
)
= dxijid
(
(Lg−1 ◦ γ)′(0)
)
= dxijid
(
d
dt
(d−1γ(t))|t=0
)
(1.5.10)
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Now, g−1γ(t) = (∑nk=1(g−1)ikγkj(t)) so:
d
dt
(g−1γ(t))|t=0 =
(
d
dt
(
n
∑
k=1
(g−1)ikγkj(t)
)
|t=0
)
∂
∂xij
|id =
=
(
n
∑
k=1
(g−1)ik Akj
)
∂
∂xij
|id (1.5.11)
Thus,
Θijg (A) =
n
∑
k=1
(g−1)ik Akj =
n
∑
k=1
xik(g−1)(dxkjg )(A) (1.5.12)
and so
Θijg =
n
∑
k=1
xik(g−1)(dxkjg ) (1.5.13)
Finally, lemma 1.3 gives:
Θg = Θ
ij
g
∂
∂xij
|id =
(
n
∑
k=1
xik(g−1)(dxkjg )
)
∂
∂xij
|id (1.5.14)
which we may usually abbreviate as:
Θg = g−1dx(g) (1.5.15)
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Principal bundles and associated bundles
2.1 Principal bundles
G
X
P
P
x
P (x)
-1
=~
A principal G-bundle over X
Let us define the main structure used in physics
over which one can describe the gauge fields. This
is a particular case (a smooth version and a bit
more) of a locally trivial bundle (P, X,P , G) where
P and X are smooth manifolds, G is a Lie group
(thus also a smooth manifold) and P is a smooth
map, together with a right action of G on P, σ.
A smooth principal bundle over X with struc-
ture group G (also a smooth G-bundle over X is a
triple B = (P,P , σ), where P is a smooth manifold,
P is a smooth map of P onto X and σ : P× G → P
(σ(p, g) = p · g) is a right action of G on P such that
the following conditions hold:
1. σ preserves the fibers of P , i.e.,
P(p · g) = P(p) (2.1.1)
for all p ∈ P and g ∈ G.
2. (Local triviality) For each x0 ∈ X there exists an open neighbourhood V of x0 in X
and a homeomorphism Ψ : P−1(V)→ V × G of the form
Ψ(p) = (P(p),ψ(p)) (2.1.2)
where ψ : P−1 → G satisfies
ψ(p · g) = ψ(p)g (2.1.3)
for all p ∈ P−1(V) and g ∈ G. The pair (V,Ψ) is a local trivialisation.
A smooth G-bundle over X is sometimes also denoted as G ↪→ P P→ X.
The simplest example if a G-bundle over X is the trivial bundle G ↪→ X × G → X
where P is the projection (x, g) 7→ x and the right action is simply (x, h) · g 7→ (x, hg).
The condition (2.1.1) is satisfied as:
P(p · g) = P((x, h) · g) = P((x, hg)) = x = P((x, h))P(p)
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For the local triviality, let Ψ be the identity map on X× G.
Let us now consider a principal G-bundle and fix a trivialising cover of X, that is a
family {(Vj,Ψj)}j∈J of local trivialisations with ⋃j∈J Vj = X, and write Ψj as (P ,ψj) as
in (2.1.2). Now suppose we have i, j ∈ J and Vi ∩Vj 6= ∅, then for each x ∈ Vi ∩Vj both
ψi and ψj carry P−1(x) homeomorpically onto G and so:(
ψj|P−1(x)
)
◦
(
ψi|P−1(x)
)−1
: G −→ G
is a homeomorphism. Since the fibers are homeomorphic to the group G, for any p, q ∈
P−1(x), there exists a g ∈ G such that p = q · g and thus ψj(p)(ψi(p))−1 = ψj(q · g)(ψi(q ·
g))−1 = ψj(q)g(ψi(q)g)−1 = ψj(q)gg−1(ψi(q))−1 = ψj(q)(ψi(q))−1. We may then define
the following map:
gji : Vi ∩Vj −→ G
gji(x) = ψj(p)(ψi(p))−1 (2.1.4)
where p is any element of P−1(x). Since ψi and ψj are smooth and G is a Lie group,
gji is a smooth function. These maps are called the transition functions of the principal
bundle.
Lemma 2.1. The transition functions have the following properties:
1. gii ≡ e, where e is the identity in G.
2. gij = (gji)−1
3. gkjgji = gki in Vi ∩Vj ∩Vk (known as cocycle condition)
Proof. Let us prove them in the inverse order they were presented. From the definition
it is easy to see that for all x ∈ Vi ∩Vj ∩Vk:
gkj(x)gji(x) = ψk(p)(ψj(p))−1ψj(p)(ψi(p))−1 = ψk(p)(ψi(p))−1 = gki(x)
In the same way we see:
gij(x) = ψi(p)(ψj(p))−1 =
(
ψj(p)(ψi(p))−1
)−1
= (gji(x))−1
And finally:
gii(x) = ψi(p)(ψi(p))−1 ≡ e

Example 2.1. Let us consider S3 = {(z1, z2) ∈ C2||z1|2 + |z2|2 = 1} and the manifold CP1.
We construct an S1-bundle over CP1, called the Hopf bundle, S1 ↪→ S3 → CP1, as follows:
P(z1, z2) = [z1 : z2] (2.1.5)
If we consider complex multiplication defined in the following way, λ(z1, z2) = (λz1,λz2) for
any λ ∈ S1 and (z1, z2) ∈ S3 (this is well defined since |λ|2 = 1), we see that it preserves the
fibers:
P(z1λ, z2λ) = [z1λ : z2λ] = [z1 : z2] = P(z1, z2) (2.1.6)
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Additionally, the anti-image of [z1 : z2] ∈ CP1 diffeomorphic to S1:
P−1([z1 : z2]) = {(z1λ, z2λ)|λ ∈ C, |λ|2 = 1|z1|2 + |z2|2} ' S
1 (2.1.7)
As local trivialising cover we take CP1 = U1 ∪U2 where
Ui = {[z1 : z2] ∈ CP1|zi 6= 0} (2.1.8)
and define Ψi = (P ,ψi) with ψi : P−1(Ui)→ S1, ψi((z1, z2)) = zi|zi| . We then see that:
ψi((z1, z2)λ) = ψi((z1λ, z2λ)) =
ziλ
|λ||zi| =
zi
|zi|λ = ψi((z1, z2))λ (2.1.9)
Let us compute the transition functions for the Hopf bundle. To do this we see that
we only have to find g12(p) since g11 = g22 = e and g21 = g−112 . From the example we
have the trivialisations and by the definition of the transition function we see that, for
any [z1 : z2] ∈ CP1 where z1, z2 are chosen such that (z1, z2) ∈ S3:
g12([z1 : z2]) = ψ2(z1, z2)(ψ1(z1, z2))−1 =
z2
|z2|
(
z1
|z1|
)−1
(2.1.10)
So we have found the transition functions from the Hopf bundle.
2.2 Bundle maps
We fix a Lie group G and consider two principal G-bundles B1(P1 : P1 → X1) and
B2(P2 : P2 → X2). We will denote the actions of G on both P1 and P2 with the same dot
·. A (principal) bundle map from B1 to B2 is a smooth map f˜ : P1 → P2 such that:
f˜ (p · g) = f˜ (p) · g (2.2.1)
for all p ∈ P1 and g ∈ G. It is not difficult to see that the fiber containing p in P1 is
{p · g|g ∈ G} and similarly, the fiber containing f˜ (p) in P2 is { f˜ (p) · g|g ∈ G}, and thus
it implies that f preserves the fibers (and actually carries them homeomorphically).
In particular, f˜ determines a map f : X1 → X2 defined by:
P1 P2
x1 X2
f˜
P1 P2
f
(2.2.2)
We say that the bundle map f˜ induces ( or covers ) f . The case of most interest to us
is described as follows. Suppose B1(P1 : P1 → X1) and B2(P2 : P2 → X2) are both
principal G-bundles over the same base space X. Then a bundle map f˜ : P1 → P2 is
called an equivalence (and B1 and B2 are said to be equivalent) if the induced map
f : X → X is the identity idX. If B(P : P → X) is a fixed principal G-bundle, then an
equivalence f˜ : P → P is called an automorphism of the bundle. A principal G-bundle
B over X is said to be trivial if it is equivalent to the trivial G-bundle P : X × G → X
over X.
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Lemma 2.2. A principal G-bundle B over X is trivial if, and only if, it has a global trivi-
alisation, i.e., one can take V = X in condition (2) of the definition at the beginning of this
chapter.
Proof. Let us first suppose that B is trivial, that means there exists a bundle map f˜ :
P → X × G. This is exactly the trivialisation we were looking for. For the converse,
suppose we there exists a global trivialisation Ψ : P−1(X) = P → X × G. This map is
the equivalence between B and the trivial bundle. 
Deciding whether or not a given principal G-bundle is trivial is generally not a simple
matter. A useful test for triviality is based on the notion of a cross-section. If V is an
open set in the base manifold X of some locally trivial bundle (e.g. a principal bundle),
then a smooth (local) cross-section of the bundle defined on V is a smooth map s : V → P
of V into the bundle space P such that P ◦ s = idV , i.e., it is a smooth selection of an
element in each fiber above V.If V = X we say s is a global cross-section.
If Ψ : P−1(V)→ V×G is a trivialisation of a principal G-bundle, then one can define
a local cross-section on V by transferring back to P−1(V) the identity element of G:
sV : V → P
x 7→ sV(x) = Ψ−1(x, e) (2.2.3)
We call this sV the canonical cross-section associated with the trivialisation Ψ.
The group action on a principal bundle permits us to reverse this process in the
following way. Suppose we are given a local cross-section s : V → P−1(V), P ◦ s = idV ,
on some open set V in the base X. Since:
P−1(V) = ⋃
x∈V
P−1(x) = ⋃{s(x) · g|g ∈ G} (2.2.4)
(because s(x) ∈ P−1(x)) we can define Ψ : P−1(V)→ V × G by:
Ψs(x) · g = (x, g) (2.2.5)
We claim that (V,Ψ) is a local trivialisation or our principal bundle. Ψ is clearly a
bijection and Ψ(s(x) · g) = (P(s(x) · g),ψ(s(x) · g)), where ψ(s(x) · g) = g. Thus:
ψ((s(x) · g) · g′) = ψ(s(x) · (gg′)) = gg′ = ψ(s(x) · g)g′ (2.2.6)
All tha remains is to show that Ψ and Ψ−1 are smooth. Now, Ψ−1(x, g) = s(x) · g,
which is the composition of (x, g) 7→ (s(x), g) 7→ s(x) · g and so is smooth. Finally,
smoothness of Ψ will follow from the smoothness of ψ. For any p = s(x) · g in P−1(V),
ψ(p) = ψ(s(x) · g) = g. Choose a trivialisation (V′,Ψ)′ at P(p) with Ψ′ = (P ,ψ′). Then:
ψ′(p) = ψ′ ((s ◦ P)(p) · g) = (ψ ◦ s ◦ P)(p)g (2.2.7)
an so g = ψ′(p) ((ψ ◦ s ◦ P)(p))−1, from which it follows that ψ is smooth. Observe
also that, since Ψ−1(x, g) = s(x) · g, the canonical cross-section sV associated with the
trivialisation (V,Ψ) just constructed is s. We have thus established a one-to-one corre-
spondence between local cross-sections and local trivialisations of a principal bundle. In
particular, one has the following consequence of Lemma 2.2.
Theorem 2.1. A principal G-bundle P : P → X is trivial if, and only if, it admits a global
cross-section s : X → P.
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2.2.1 The reconstruction theorem
The notion of equivalence for principal bundles has an important reformulation in terms
of transition functions. Suppose that we are given two principal G-bundles B1(P1 :
P1 → X) and B2(P2 : P2 → X) over the same base X. If {V1j1}j1∈J1 and {V2j2}j2∈J2
are covers of X by trivialising neighbourhoods for B1 and B2 respectively, then {V1j1 ∩
V2j2}j1∈J1,j2∈J2 is a common refinement of both this covers and so it is a trivialising cover
by neighbourhoods for both B1 and B2.
Lemma 2.3. Let B1(P1 : P1 → X) and B2(P2 : P2 → X) be two principal G-bundles over X
and suppose (without loss of generality) that {Vj}j∈J is a cover of X by trivialising neighbour-
hoods for both B1 and B2. Let g1ji, g2ji : Vi ∩ Vj → G be the corresponding transition functions
for B1 and B2, respectively. Then B1 and B2 are equivalent if, and only if, there exist continuous
maps λj : Vj → G, j ∈ J, such that
g2ji(x) = (λj(x))
−1g1ji(x)λi(x)
for all x ∈ Vi ∩Vj.
Proof. Suppose first that B1 and B2 are equivalent and f˜ : P1 → P2 is a bundle map that
induces f = idX. Fix x ∈ Vi ∩Vj. Then, for any p ∈ P−11 (x), we have f˜ (p) ∈ P−12 (x). Let
Ψ1i : P−11 (Vi)→ Vi × G and Ψ2i : P−12 (Vi)→ Vi × G be trivialisations on Vi for b1 and B2,
respectively, and similarly for Vj. Let p · g be any other element in P−11 (x)(= P−12 (x)),
g ∈ G. Then:
ψ1i (p · g)
(
ψ2i ( f˜ (p · g))
)−1
= ψ1i (p)g
(
ψ2i ( f˜ (p) · g)
)−1
= ψ1i (p)g
(
ψ2i ( f˜ (p))g
)−1
=
= ψ1i (p)gg
−1
(
ψ2i ( f˜ (p))
)−1
= ψ1i (p)
(
ψ2i ( f˜ (p))
)−1
(2.2.8)
Thus, we may define λi : Vi → G by
λi(x) = ψ1i (p)
(
ψ2i ( f˜ (p))
)−1
(2.2.9)
where p is any point in P−11 (x). Similarly for λj(x). Thus we have:
g2ji(x) = ψ
2
j ( f˜ (p))
(
ψ2i ( f˜ (p))
)−1
=
= ψ2j ( f˜ (p))
(
ψ1j (p)
)−1
ψ1j (p)
(
ψ1i (p)
)−1
ψ1i (p)
(
ψ2i ( f˜ (p))
)−1
=
= (λj(x))−1g1ji(x)λi(x) (2.2.10)
Which shows one way of the implication. For the converse, we define f˜ j : P−11 (Vj) →
P−12 (Vj) by f˜ j(p) =
(
Ψ2j
)−1
(x, (λj(x))−1ψ1j (p)) for each j ∈ J. We need to see that these
f˜ j agree in the intersections. Let i, j ∈ J be any indexes such that Vi ∩Vj 6= ∅. Since the
restrictions of ψi,j on P−12 (x) are homeomorphisms, it just suffices to see, that:
(ψ2i |P−12 (x))
−1
(
(λi(x))−1ψ1i (p)
)
= (ψ2j |P−12 (x))
−1
(
(λj(x))−1ψ1j (p)
)
(2.2.11)
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(We will now drop the reference to the restriction to P−12 (x) even though we still mean
it). Now, because of the definition of the transition functions, we have:
(ψ2i |P−12 (x))
−1
(
(λi(x))−1ψ1i (p)
)
= (ψ2j |P−12 (x))
−1
(
g2ji(x)(λi(x))
−1ψ1i (p)
)
(2.2.12)
Thus, we wish to see if (2.2.11) and (2.2.12) are equal:
g2ji(x)(λi(x))
−1ψ1i (p)
?
= (λj(x))−1ψ1j (p)
g2ji(x)(λi(x))
−1 ?= (λj(x))−1ψ1j (p)(ψ
1
i (p))
−1
g2ji(x) = (λj(x))
−1g1ji(x)λi(x)
(2.2.13)
And we see that, indeed, it holds. Now, it is very easy to see that the well defined f˜ ,
f˜ (p) = f˜ j(p) for any j such that p ∈ Vj, induces the identity in the base manifold. Thus,
the bundles are equivalent. 
We present next, and finish this chapter, the remarkable fact that, given only the
{Vj}j∈J and a family of maps {gji}j,i∈J into G satisfying the cocycle condition, one can
manufacture a principal bundle having these as its trivialising neighbourhoods and tran-
sition functions.
Theorem 2.2 (The Reconstruction Theorem). Let X be a Hausdorff space, G a Lie group and
V| j∈J an open cover of X. Suppose that, for each i, j ∈ J with Vi ∩ Vj 6= ∅, there is given a
continuous map
gij : Vi ∩Vj −→ G
and that these maps have the property that, if Vi ∩Vj ∩Vk 6= ∅, then
gkj(x)gji(x) = gki(x) (2.2.14)
for all x ∈ Vi ∩ Vj ∩ Vk. Then there exists a principal G-bundle B over X which has the Vj as
trivialising neighbourhoods and the gji as the corresponding transition functions. Furthermore,
B is unique up to equivalence.
Proof. Since this proof is constructive and long, we will just present the main ideas and
results for the construction of such bundle. The whole proof can be found in [Nab11a,
p. 233].
First off note that, should the bundle exist, its uniqueness up to equivalence is assured
by the previous lemma. About the construction of this bundle, we first provide the set J
with the discrete topology and consider the space X×G× J. Now consider the subspace
T = {(x, g, j) ∈ X × G × J|x ∈ Vj}. T is a disjoint union of the open sets Vj × G × {j}
and thus it is open. One then defines a relation ∼ on T as follows:
(x, g, j) ∼ (x′, g′, k)⇐⇒ x′ = x and g′ = gkjg
This defines a set of equivalence classes [x, g, j] which we call P and claim to be the
bundle that we are looking for, together with a projection defined by P([x, g, j]) = x. We
also set the right action to be [x, g, j] · h = [x, gh, j]. 
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2.3 Fundamental vector fields
We now present a notion that will be crucial in our discussion of connections in chapter
4. The idea is that in a principal G-bundle P : P → X, each fibre is a submanifold of
P diffeomorphic to the Lie group G acting on P. Since each p ∈ P is contained in such
a fibre, each TpP contains a subspace isomorphic to TpG which is, in turn, isomorphic
to g. We call this subspace the vertical subspace, Vertp(P), which contains the tangent
vectors at p to curves in the fibre containing p.
XP
x
p
TPp
Vert (P)p
The vertical subspace
The action of G on P provides a natural way of
identifying these copies of Tp(G) with the Lie al-
gebra g. Indeed, let σ : G × P → P be the smooth
right action which acts on P, then for each p ∈ P
we have the diffeomorphism σp : G → P given
by σp(g) = p · g. This diffeomorphism identifies
σp(G) with G. Next, we take the push-forward at
the identity (σp)∗e : TeG = g → TpP which sends
elements of the Lie algebra to the tangent space of
p (more precisely to the vertical subspace), for ev-
ery A ∈ g we have A]p := (σp)∗e(A). Let us now
fix an A ∈ g and define a vector field, called the
fundamental vector field, in the way that for each
p ∈ P, A](p) := A]p. This vector field, allows us to ”transport” elements of the Lie
algebra g onto each tangent space over p ∈ P.
Now, for each g ∈ G the map σg : P → P given by σg(p) = p · g is a diffeomorphism
of P onto itself. Thus, for any A ∈ g, (σ)∗(A]) is a smooth vector field on P.
Lemma 2.4. For any A ∈ g the following holds:
(σg)∗(A]) = (adg−1(A))
] (2.3.1)
Proof. Since σg(p · g−1) = p, we must prove that (σg)p·g−1 ∗ (A](p · g−1)) = (adg−1(A))](p).
Now, for the LHS, we have:
(σg)∗p·g−1(A
](p · g−1)) = (σg)∗p·g−1 ◦ (σp·g−1)∗e(A) = (σg ◦ σp·g−1)∗e(A) (2.3.2)
where
(σg ◦ σp·g−1)(h) = σg(p · g−1h) = p · g−1hg (2.3.3)
On the other hand, the RHS is:
(adg−1(A))
])(p) = (σp)∗e(adg−1(A)) = (σp)∗e ◦ (Adg−1)∗e(A) = (σp ◦ Adg−1)∗e(A)
(2.3.4)
and
(σp ◦ Adg−1)(h) = σp(g−1hg) = p · g−1hg (2.3.5)

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Differential forms and integration
3.1 Tensor fields
In our introductory chapter we presented the notion of 1-forms, that could be seen as
smooth maps η : X −→ T∗X which send each point on X to a tangent covector, that is a
map ηp : TX −→ R. We will now generalise this concept.
The easiest first natural step is to define the concept of a r-contravariant s-variant
tensor field (or (r, s)-tensor field), which can be done in several ways. One of them is
seeing it as a map, which sends each point x ∈ X to and element of the tensor product
of r copies of T∗p X and s copies of TpX. Just like we did with vector-fields and 1-forms,
we can express a (r, s)-tensor field σ in local coordinates in the following manner:
σp = ∑
i1, · · · ir
j1, · · · is
σi1,···ir,j1,···js(p)
∂
∂xi1 p
⊗ · · · ⊗ ∂
∂xir p
⊗ dpxj1 ⊗ · · · ⊗ dpxjs (3.1.1)
We say that the tensor field is smooth if all functions σi1,···ir,j1,···js are smooth. We denote
the set of smooth (r, s)-tensor fields as X(r,s)(X) Thus, let us see with a few examples:
• A (0, 1)-tensor field sends each x ∈ X to an element of TpX, it is thus a vector field
(X(0,1)(X) = X(X)).
• A (1, 0)-tensor field sends each x ∈ X to an element of T∗p X, it is thus a 1-form
(X(1,0)(X) = Ω1(X))
• A (2, 0)-tensor field sends each x ∈ X to an element of T∗p X⊗ T∗p X, that is a bilinear
transformation from TpX× TpX to R.
We can study particular kinds of tensor fields. Let us consider (k, 0)-tensor fields,
which can be seen as k-multilinear maps from the tangent space to R and let us separate
two particular cases: symmetric and skew-symmetric. A usual and useful example are
the Riemannian metrics: these are symmetric (2, 0)-tensor fields, which also are non-
degenerate and positive-definite at each point p ∈ X.
A smooth manifold equipped with a Riemannian metric is called a Riemannian man-
ifold.
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Lemma 3.1. Every manifold X accepts a Riemannian metric g.
Proof. We observe first that if (U, ϕ) is a chart on X, then the open submanifold U of X
admits a Riemannian metric, e.g., ϕ∗ g¯, where g¯ is the standard metric on ϕ(U) ⊆ Rn. Let
now {(Uα, ϕα)}α∈A be an atlas for X and consider the partition of unity subordinated to
this atlas, { fk}k with supp fk ⊆ Uα(k). We now select on each Uα(k) a Riemannian metric
gk and define g by:
g =
∞
∑
k=1
fkgk (3.1.2)
Thus for each p ∈ X and v, w ∈ TpX we have:
gp(v, w) =
∞
∑
k=1
fk(p)gk p(v, w) (3.1.3)
Since locally this sum is finite, this is well defined and furthermore, this is still a sym-
metric, non-degenerate and positive definite bilinear map at each point. Additionally,
since fk and gk( ∂∂xi ,
∂
∂xj
) are smooth, the defined g is also smooth and thus it follows that
g is a Riemannian metric. 
We can generalize the concept of metric to semi-Riemannian metrics, which aren’t
necessarily non-degenerate or positive-definite, like for example Lorentz metrics, cru-
cial to describe the special relativistic theories. Skew-symmetric (k, 0)-tensor fields will
occupy our next section.
3.2 Ωk(X) : k-forms
Within the set of contravariant tensors of rank k, we can consider a subset of them which
are skew-symmetric. That is, seeing them as k-multilinear maps from TpX to R we say it
is skew-symmetric if any odd permutation of the vectors changes the sign of the image.
We call these k-forms and denote this set as Ωk(X). Clearly 1-forms are a particular case
of these. In the case where k = 2, we have:
ω ∈ Ω2(X)⇒ ∀p ∈ X, ∀v, w ∈ Tp(X),ωp(v, w) = −ωp(w, v) (3.2.1)
We can also define a product ∧ : Ωk ×Ωl −→ Ωk+l in the following way:
• If k = 0 or l = 0 (or both) we let α ∧ β = αβ.
• Otherwise, we let for any v1, · · · , vk+l ∈ TpM:
(α ∧ β)(v1, · · · , vk+l) = 1k!l!∑σ
(−1)σ(α⊗ β)
(
vσ(1), · · · , vσ(k+l)
)
(3.2.2)
where the sum is over all permutations σ ∈ Sk+l of {1, · · · , k + l}.
In the case where α, β ∈ Ω1(X) we have:
α ∧ β = α⊗ β− β⊗ α (3.2.3)
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Particularly we see α ∧ β = −β ∧ α which also implies that for any 1-form α, we have
α ∧ α = 0. Let us now see how k-forms look locally. Let us select a chart (U, φ) and let
{ ∂∂x1 , · · · , ∂∂xn } be the standard coordinate vector fields, which form a basis in every TpX
with p ∈ U. Let {dx1, · · · , dxn} be the dual basis. We can express a k-form α ∈ Ωk(X) in
the following way, as a general (k, 0)-tensor field:
α =
1
k! ∑i1,··· ,ik
α
(
∂
∂xi1
, · · · , ∂
∂xik
)
dxi1 ⊗ · · · ⊗ dxik (3.2.4)
We will write αi1,··· ,ik = α
(
∂
∂xi1
, · · · , ∂∂xik
)
. Since α is skew-symmetric, any odd permuta-
tion of the indices changes the sign of the coefficients, i.e.:
ασ(i1),··· ,σ(ik) = (−1)σαi1,··· ,ik (3.2.5)
Additionally, if any pair of indices is the same a permutation which exchanges them
both (thus an odd permutation) implies that the coefficient is zero. Thus, all non-zero
coefficients are those with non-repeating indices, and we can rewrite (3.2.4) as follows:
α =
1
k! ∑i1<···<ik
∑
σ
ασ(i1),··· ,σ(ik)dxσ(i1) ⊗ · · · ⊗ dxσ(ik) =
= ∑
i1<···<ik
αi1,··· ,ik
1
k!∑σ
(−1)σdxσ(i1) ⊗ · · · ⊗ dxσ(ik) =
= ∑
i1<···<ik
αi1,··· ,ik dxi1 ∧ · · · ∧ dxik (3.2.6)
We can also conclude that a k form with k > n, where n is the dimension of our
manifold X, is necessarily zero, since when we express it as a combination of dxi1 ∧ · · · ∧
dxik , there must always be a pair of indices repeating and then we have:
dxi1 ∧ · · · ∧ dxj ∧ · · · ∧ dxj ∧ · · · ∧ dxik = (−1)mdxi1 ∧ · · · ∧ dxj ∧ dxj ∧ · · · ∧ dxik =
= (−1)mdxi1 ∧ · · · ∧ 0∧ · · · ∧ dxik = 0 (3.2.7)
Finally, we can extend the notion of the pullback of a 1-form by a smooth map f . Let
X and Y be two manifolds and f : X −→ Y a smooth map between them. If α ∈ Ωk(Y) is
a k-form on Y, we can define a k-form f ∗α on X induced by f in the following manner:
( f ∗α)p (v1, · · · , vk) = α
(
d f (p) f (v1), · · · , d f (p) f (vk)
)
(3.2.8)
This new k-form is called the pullback of α by f .
3.2.1 Vector-valued k-forms
If V is some finite dimensional real vector space, we may define a smooth V-valued
differential k-form α as an extension of the already defined V-valued 1-forms. For any
choice of a basis {v1, · · · , vm}, we set α = α1v1 + · · · + αmvm, where every αi is a real
valued k-form. The previous results on real valued k-forms, extend pointwise to V-
valued k-forms. Usually, when working with Lie groups, we take V to be the associated
Lie algebra.
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3.3 Exterior derivative and the Poincare´ Lemma
If we take a look at the derivative of some some smooth function f ∈ C∞(X), that is at
d f : TM −→ R, we see that d f is nothing more than a 1-form. Furthermore, f is a 0-form
and we found a way of generating a 1-form from a 0-form. If we generalise this concept,
the exterior derivative of a k-form, is a form of constructing a new k + 1-form out of it.
The following theorem will introduce this concept:
Theorem 3.1. Let X be a smooth n-dimensional manifold. Then there exists a unique family of
operators
dk : Ωk(X) −→ Ωk+1(X) , k = 0, · · · , n
(all written simply d unless particular emphasis is required) which satisfy:
1. d(a1ω1 + a2ω2) = a1dω1 + a2dω2 for all a1, a2 ∈ R and ω1,ω2 ∈ Ωk(X).
2. d(ω1 ∧ω2) = dω1 ∧ω2 + (−1)kω1 ∧ dω2 for all ω1 ∈ Ωk(X) and ω2 ∈ Ωl(X).
3. d(dω)) = 0 for all ω ∈ Ωk(X).
4. d f (seen as a 0-form) is given as in the definition of the derivative of f .
Remark. Each dk is called an exterior differentiation operator and dω is called the exterior
derivative of ω.
Proof. We first show that such a family of operators exists and then we will see that it
is unique. Thus, if it existed, for an ω ∈ Ωk(X) the conditions (1)-(4) imply that in any
local coordinate system we have:
dω = d
(
1
k!
ωi1,··· ,ik dx
i1 ∧ · · · ∧ dxik
)
=
1
k!
d
(
ωi1,··· ,ik ∧ dxi1 ∧ · · · ∧ dxik
)
=
=
1
k!
[(
dωi1,··· ,ik
) ∧ dxi1 ∧ · · · ∧ dxik + (−1)0ωi1,··· ,ik ∧ d (dxi1 ∧ · · · ∧ dxik)] =
=
1
k!
(
dωi1,··· ,ik
) ∧ dxi1 ∧ · · · ∧ dxik (3.3.1)
Next, we present an explicit expression for an operator that acts on elements of Ωk(X)
and yields elements of Ωk+1(X) which is coordinate independent and satisfies the con-
ditions (1)-(4). Let ω ∈ Ωk(X) and V1, · · · , Vk+1 ∈ X(X), then:
dω(V1, · · · , Vk+1) =
k+1
∑
i=1
(−1)i+1Vi
(
ω
(
V1, · · · , Vˆi, · · · , Vk+1
))
+
+ ∑
1≤i<j≤k+1
(−1)i+jω ([Vi, Vj], V1, · · · , Vˆi, · · · , Vˆj, · · · , Vk+1) (3.3.2)
where Vˆi denotes the absence of Vi. We now show that this expression for dω is indeed
in Ωk+1(X), to do this we show two things. First, let f ∈ C∞(X) and let us see that
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dω( f V1, · · · , Vk+1) = f dω(V1, · · · , Vk+1):
dω( f V1, · · · , Vk+1) =
= f V1 (ω (V2, · · · , Vk+1)) +
k+1
∑
i=2
(−1)i+1Vi
(
ω
(
f V1, · · · , Vˆi, · · · , Vk+1
))
+
+∑
j=2
(−1)j+1ω ([ f V1, Vj], V2, · · · , Vˆj, · · · , Vk+1)+
+ ∑
2≤i<j≤k+1
(−1)i+jω ([Vi, Vj], f V1, · · · , Vˆi, · · · , Vˆj, · · · , Vk+1) (3.3.3)
Since ω is C∞(X)-linear, we have ω( f V1, · · · , Vk+1) = fω(V1, · · · , Vk+1). Additionally,
we use the following properties of the derivative and the commutator: V( f g) = V( f )g+
f V(g) and [ f V, W] = f [V, W]−W( f )V. Thus we get:
f V1 (ω (V2, · · · , Vk+1)) +
k+1
∑
i=2
(−1)i+1Vi( f )ω
(
V1, · · · , Vˆi, · · · , Vk+1
)
+
+
k+1
∑
i=2
(−1)i+1 f Vi
(
ω
(
V1, · · · , Vˆi, · · · , Vk+1
))
+
+∑
j=2
(−1)j+1 fω ([V1, Vj], V2, · · · , Vˆj, · · · , Vk+1)−
−∑
j=2
(−1)j+1Vj( f )ω
(
V1, V2, · · · , Vˆj, · · · , Vk+1
)
+
+ ∑
2≤i<j≤k+1
(−1)i+j fω ([Vi, Vj], V1, · · · , Vˆi, · · · , Vˆj, · · · , Vk+1) (3.3.4)
where the second and sixth terms cancel out, and we finally obtain:
k+1
∑
i=1
(−1)i+1 f Vi
(
ω
(
V1, · · · , Vˆi, · · · , Vk+1
))
+
+ ∑
1≤i<j≤k+1
(−1)i+j fω ([Vi, Vj], V1, · · · , Vˆi, · · · , Vˆj, · · · , Vk+1) = f dω(V1, · · · , Vk+1)
(3.3.5)
Next we show that a swapping any Vl l = 2, · · · , k + 1 with V1 changes the sign of the
result. This is easy to see, since both ω as a k + 1-form and [·, ·] are skew-symmetric.
Thus, we have shown skew-symmetry of dω, since any permutation can be written as a
sequence of transpositions of the previous type. We also have shown C∞(X)-linearity of
dω since:
dω(V1, · · · , f Vj, · · · , Vk+1) = −dω( f Vj, · · · , V1, · · · , Vk+1) =
= − f dω(Vj, · · · , V1, · · · , Vk+1) = f dω(V1, · · · , Vj, · · · , Vk+1) (3.3.6)
Now we see that for f ∈ C∞(X) we have, following the definition we gave:
d f (V1) = V1( f )
Just as (4) states. On the other hand, (2) and (3) can be proved at each fixed point of
X and therefore locally, in coordinates. Furthermore, linearity of d and bilinearity of
28
3.3. Exterior derivative and the Poincare´ Lemma
the wedge product imply that wee may restrict our attention to k-forms such as ω =
f dxi1 ∧ · · · ∧ dxik , where f ∈ C∞(X). We can express dω in local coordinates:
dω = d( f dxi1 ∧ · · · ∧ dxik) = d f ∧ dxi1 ∧ · · · ∧ dxik =
=
(
n
∑
i=1
∂ f
∂xi
dxi
)
∧ dxi1 ∧ · · · ∧ dxik =
n
∑
i=1
∂ f
∂xi
dxi ∧ dxi1 ∧ · · · ∧ dxik (3.3.7)
and
d(dω) = d
(
∑ni=1
∂ f
∂xi dx
i ∧ dxi1 ∧ · · · ∧ dxik
)
= ∑ni=1 d
(
∂ f
∂xi dx
i ∧ dxi1 ∧ · · · ∧ dxik
)
= ∑ni=1 d
(
∂ f
∂xi
)
∧ dxi ∧ dxi1 ∧ · · · ∧ dxik
= ∑ni=1
(
∑nj=1
∂2 f
∂xj∂xi dx
j
)
∧ dxi ∧ dxi1 ∧ · · · ∧ dxik
= ∑ni=1∑
n
j=1
∂2 f
∂xj∂xi dx
j ∧ dxi ∧ dxi1 ∧ · · · ∧ dxik
(3.3.8)
Now, all terms where i = j are zero since dxi ∧ dxi = 0 and, when i 6= j, the terms:
∂2 f
∂xj∂xi
dxj ∧ dxi ∧ dxi1 ∧ · · · ∧ dxik
and
∂2 f
∂xi∂xj
dxi ∧ dxj ∧ dxi1 ∧ · · · ∧ dxik
cancel out. Thus, d(dω) = 0. Finally, we let ω1 = f dxi1 ∧ · · · ∧ dxik and ω2 = gdxj1 ∧
· · · ∧ dxjl and compute:
d(ω1 ∧ω2) = d(( f g)dxi1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxjl)
= d( f g) ∧ dxi1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxjl
= (gd f + f dg) ∧ dxi1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxjl
= gd f ∧ dxi1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxjl+
+ f dg ∧ dxi1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxjl
= (d f ∧ dxi1 ∧ · · · ∧ dxik) ∧ (gdxj1 ∧ · · · ∧ dxjl)+
+ (−1)k( f dxi1 ∧ · · · ∧ dxik) ∧ (dg ∧ dxj1 ∧ · · · ∧ dxjl)
= dω1 ∧ω2 + (−1)kω1 ∧ dω2 (3.3.9)

The exterior differentiation operators are linear transformations on vector spaces of
smooth forms and when all of these are collected into the sequence:
Ω0(X) d
0−→ Ω1(X) d1−→ · · · dn−2−→ Ωn−1(X) dn−1−→ Ωn(X) dn−→ 0 (3.3.10)
one obtains what is called the de Rham complex of the n-dimensional manifold X. The-
orem 3.1 (3) asserts that the composition of any two consecutive maps in this sequence
is identically zero (i.e. d(dω) = 0). A differential form ω on X is said to be closed
if dω = 0 and exact if ω = dη for some form η of degree one less. Thus, one may
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rephrase Theorem 3.1 (3) by saying that any exact form is closed. The converse however
is not always true and we will devote most of chapter 5 to know when closed implies
exact. Let us before that, announce the closing lemma, which presents us with a whole
lot of manifolds that accomplish this.
Lemma 3.2 (The Poincare´ Lemma). Let U be an open, star-shaped subset of Rn. Then every
closed form on U is exact.
Proof. We may assume U to be star-shaped with respect to the origin, it can be seen
that if every closed form on a manifold X is exact, so are all closed forms on another
manifold Y diffeomorphic to X. Thus, we will assume that tx ∈ U whenever x ∈ U and
0 ≤ t ≤ 1. The idea behind this proof is to construct a family of maps
hk : Ωk(U) −→ Ωk−1(U), k ≥ 1
such that
dk−1 ◦ hk + hk+1 ◦ dk = idΩk(U) (3.3.11)
such a family of maps is called an algebraic homotopy or cochain homotopy, a concept from
algebraic topology. Observe that if we manage to build such maps, the proof of the
Poincare´ Lemma will be trivial since, if dkω = 0, then hk+1(dω) = 0 so (5.1.5) gives
dk−1(hkω) = ω, so hkω is a (k− 1)-form η with dη = ω.
Our definition of the hk maps will be in terms of standard coordinates x1, · · · , xn on
Rn. We define hk on elements of Ωk(U) of the form:
ω = f dxi1 ∧ · · · ∧ dxik (3.3.12)
Since U is star-shaped with respect to the origin, we may define hkω for such an ω by:
(hkω)(x) =
k
∑
a=1
(−1)a−1
(∫ 1
0
tk−1 f (tx)dt
)
xia dxi1 ∧ · · · ∧ ˆdxia ∧ · · · ∧ dxik (3.3.13)
where we again the notation of ˆdxia meaning that it is missing. It can be seen in [Nab11a,
p. 220] that the expressions for dk−1(hkω) and hk+1(dkω) are:
dk−1(hkω) = k
(∫ 1
0
tk−1 f (tx)dt
)
dxi1 ∧ · · · ∧ dxik+
+
k
∑
a=1
n
∑
j=1
(−1)a−1
(∫ 1
0
tk
∂ f
∂xj
(tx)dt
)
xia dxj ∧ dxi1 ∧ · · · ∧ ˆdxia ∧ · · · ∧ dxik (3.3.14)
and
hk+1(dkω) =
n
∑
j=1
(∫ 1
0
tk
∂ f
∂xj
(tx)dt
)
xjdxi1 ∧ · · · ∧ dxik+
+
k
∑
a=1
n
∑
j=1
(−1)a
(∫ 1
0
tk
∂ f
∂xj
(tx)dt
)
xia dxj ∧ dxi1 ∧ · · · ∧ ˆdxia ∧ · · · ∧ dxik (3.3.15)
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We see that the second term of both expressions cancel out when we add them together.
Thus, we are left with:
dk−1(hkω) + hk+1(dkω) = k
(∫ 1
0
tk−1 f (tx)dt
)
dxi1 ∧ · · · ∧ dxik+
+
n
∑
j=1
(∫ 1
0
tk
∂ f
∂xj
(tx)dt
)
xjdxi1 ∧ · · · ∧ dxik =
=
{∫ 1
0
[
ktk−1 f (tx) +
n
∑
j=1
tk
∂ f
∂xj
(tx)xj
]
dt
}
dxi1 ∧ · · · ∧ dxik =
=
{∫ 1
0
d
dt
[tk f (tx)]dt
}
dxi1 ∧ · · · ∧ dxik =
[
tk f (tx)
]1
0
dxi1 ∧ · · · ∧ dxik =
= f (x)dxi1 ∧ · · · ∧ dxik = ω (3.3.16)

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Connections: gauge fields
We now arrive to the chapter that names this work. We shall see how all concepts introduced
earlier assemble here.
4.1 Connections and Gauge Equivalence
Let B = (P,P , σ) be a smooth principal G-bundle over a manifold X (we no assume G
to be a matrix Lie group and g its associated Lie algebra). A connection (or gauge field)
on B (or, on P) is a smooth g-valued 1-form ω on P which satisfies the following two
conditions:
1. (σg)∗ω = adg−1 ◦ ω for all g ∈ G, or equivalently, for all g ∈ G, p ∈ P, v ∈
Tp·g−1 ,ωp((σg)∗p·g−1(v)) = g−1ωp·g−1(v)g.
2. ω(A]) = A for all A ∈ g, or equivalently, for all A ∈ g and p ∈ P, ωp(A](p)) = A.
A local cross-section s : V → P−1(V) of the bundle B is known in the physics litera-
ture as a local gauge. If ω is a connection form on B, then the pullback A = s∗ω of ω to
V ⊆ X is called a local gauge potential (in the gauge s) on X. These objects are the ones
that physicists arrive at when solving the differential equations of gauge theories (such
as Maxwell’s equations for electrodynamics, or Yang-Mills equations for the instantons).
Choosing a different trivialisation of the bundle, is known by physicists as a local gauge
transformation. The result of this choice may yield two rather different looking gauge
potentials. They are not too different though:
Theorem 4.1. Let G be a matrix Lie group with Lie algebra g, B = (P,P , σ) a smooth principal
G-bundle over a manifold X and ω a connection on B. Let (V1,Ψ1) and (V2,Ψ2) be trivialisa-
tions of the bundle with V1 ∩V2 6= ∅, g12 : V1 ∩V2 → G the transition function, sk : Vk → P,
k = 1, 2, the associated canonical cross-sections and Θ the Cartan 1-form for G. Letting Ak be
the corresponding gauge potentials and Θ12 = g∗12Θ, we have:
A2 = adg−112 ◦ A1 +Θ12 (4.1.1)
Remark. Notice that here we are finally putting together all the machinery presented in the
previous chapters: Lie groups, Lie algebras, adjoint representation, principal bundles, transition
functions, canonical cross-sections, the Cartan 1-form and fundamental vector fields.
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Proof. Fix x ∈ V1∩V2 and v ∈ Tx(X). It is easy to see that s2(x) = s1(x) · g12(x). We iden-
tify Tp0,g0(P× G) with Tp0 P× Tg0 G and write σ∗(p0,g0)(w) = (σ1)∗p0(wP) + (σ2)∗g0(wG),
where w = (wP, wG) ∈ T(p0,g0)(P × G) and σ1 : P → P and σ2 : G → P are de-
fined by σ1(p) = p · g0 and σ2(g) = p0 · g. Now, for any y ∈ V2 ∩ V1, s2(y) = s1(y) ·
g12(y) = σ(s1(y), g12(y)) = σ ◦ (s1, g12)(y) so (s2)∗x = (σ ◦ (s1, g12))∗x = σ∗(s1(x),g12(x)) ◦
((s1)∗x, (g12)∗x). Thus,
(s2)∗x(v) = (σ1)∗s1(x)((s1)∗x(v)) + (σ2)∗g12(x)((g12)∗x(v)) =
= (σ1 ◦ s1)∗x(v) + (σ2 ◦ g12)∗x(v) (4.1.2)
Note that applying ωs2(x) to the LHS gives ωs2(x)((s2)∗x(v))) = (s
∗
2ω)x(v) = A2(x)(v)
so we can complete the proof by showing:
ωs2(x)((σ1 ◦ s1)∗x(v)) = adg12(x)−1(A1(x)(v)) (4.1.3)
ωs2(x)((σ2 ◦ s2)∗x(v)) = Θ12(x)(v) (4.1.4)
To prove (4.1.3) we write σ1 ◦ s1(y) = σ(s1(y), g12(x)) = s1(y) · g12(x) = σg12(x)(s1(y)) =
σg12(x) ◦ s1(y) so that (σ1 ◦ s1)∗x(v) = (σg12(x))∗s1(x)((s1)∗x(v)). Thus,
ωs2(x)((σ1 ◦ s1)∗x(v)) = ωs2(x)
(
(σg12(x))∗s1(x)((s1)∗x(v))
)
=
= ωs2(x)
(
(σg12(x))∗s2(x)·g12(x)−1((s1)∗x(v))
)
= adg12(x)−1(ωs2(x)·g12(x)−1((s1)∗x(v))) =
= adg12(x)−1(ωs1(x)((s1)∗x(v))) = adg12(x)−1((s
∗
1ω)x(v)) = adg12(x)−1(A1(x)(v)) (4.1.5)
as required. To prove (4.1.4) we let A ∈ g denote the unique element of the Lie algebra
(thought of as TeG) whose left-invariant vector field A satisfies A(g12(x)) = (g12)∗x(v).
Then Θ12(x)(v) = (g∗12Θ)x(v) = Θg12(x)((g12)∗x(v)) = Θg12(x)(A(g12(x))) = A by the
definition of the Cartan form. Thus, we need only show that ωs2(x)((σ2 ◦ s2)∗x(v)) =
A.Let A] be the fundamental vector field on P determined by A. By definition, A](p) =
(σp)∗e(A) so A](s1(x) · g12(x)) = (σs1(x)·g12(x))∗e(A). But:
σs1(x)·g12(x)(g) = (s1(x) · g12(x)) · g = s1(x) · (g12(x)g) =
= σ2(g12(x)g) = σ2(Lg12(x)(g)) = σ2 ◦ Lg12(x)(g) (4.1.6)
so
(σs1(x)·g12(x))∗e(A) = (σ)∗g12(x)((Lg12(x))∗e(A)) =
= (σ2)∗g12(x)(A(g12(x))) = (σ2)∗g12(x)((g12)∗x(v)) = (σ2 ◦ g12)∗x(v) (4.1.7)
Thus, A](s1(x) · g12(x)) = (σ2 ◦ g12)∗x(v) and so:
ωs2(x)((σ2 ◦ g12)∗x(v)) = ωs2(x)(A](s1(x) · g12(x))) = ωs2(x)(A](s2(x))) = A (4.1.8)
as required. 
This transformation rule (4.1.1) is of great importance to both differential geometry
and mathematical physics. In the latter, however, it is generally know in another form,
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which we will see now. Letting γ be a curve in X with γ′(0) = v, we can compute:
Θg12(x)((g12)∗x(v)) = Θg12(x)((g12)∗x(γ
′(0))) = Θg12(x)((g12 ◦ γ)′(0)) =
= (L(g12(x))−1)∗g12(x)((g12 ◦ γ)′(0)) = (L(g12(x))−1 ◦ g12 ◦ γ)′(0) =
=
d
dt
[(g12(x))−1(g12 ◦ γ)(t)]|t=0 = (g12(x))−1(g12 ◦ γ)′(0) (4.1.9)
Now, using standard coordinates in the matrix group G, this becomesΘg12(x)((g12)∗x(v)) =
(g12(x))−1dg12(x)(v) where dg12 is the entrywise differential of g12. Thus (4.1.1) becomes
the (more familiar for physicists) expression:
A2 = g−112 A1g12 + g−112 dg12 (4.1.10)
Next, we show that this process can be reversed and that a connection can form on
the bundle can be constructed out of local gauges. This is what our next result states.
Theorem 4.2. Let G be a matrix Lie group with Lie algebra g and B = (P,P , σ) a smooth
principal G-bundle over X. Let {(Vj,Ψj)}j∈J be a family of trivialisations for B with ⋃j∈J Vj =
X. Suppose that, for each j ∈ J, Aj is a g-valued 1-form on Vj and that, whenever Vj ∩Vi 6= ∅,
Aj = adg−1ij ◦ Ai +Θij on Vj ∩Vi (4.1.11)
where gij : Vj ∩ Vi → G is the transition function and Θij = g∗ijΘ is the pullback by gij of the
Cartan 1-form Θ for G. Then there exists a unique connection form ω on P such that, for each
j ∈ J, Aj = s∗j ω, where sj : Vj → P−1(Vj) is the canonical cross-section associated with the
trivialisation (Vj,Ψj).
Proof. We start by showing that, given a trivialisation (V,Ψ) with canonical cross-section
s, for any element (x0, g0) ∈ V×G and any (v1, v2) ∈ T(x0,g0)(V×G), (Ψ−1)∗(x0,g0)(v1, v2) =
(σg0)∗s(x0)(s∗x0(v1)) + A
](s(x0) · g0) where A = (Lg−10 )∗g0(v2) ∈ g. The RHS of the equal-
ity has the following aspect:
(σg0 ◦ s)∗x0(v1) + (σs(x0)·g0)∗e(Lg−10 )∗g0(v2) = (σg0 ◦ s)∗x0(v1) + (σs(x0)·g0 ◦ Lg−10 )∗g0(v2) =
= (σg0 ◦ s, σs(x0)·g0 ◦ Lg−10 )∗(x0,g0)(v1, v2) (4.1.12)
Thus, we have to see that (σg0 ◦ s, σs(x0)·g0 ◦ Lg−10 )(x0, g0) = Ψ
−1(x0, g0). Indeed, evaluat-
ing the expression:
(σg0 ◦ s, σs(x0)·g0 ◦ Lg−10 )(x0, g0) = (σg0(Ψ
−1(x0, e)), σs(x0)·g0(e)) =
= (Ψ−1(x0, e) · g0, s(x0) · g0) = Ψ−1(x0, e) · g0 (4.1.13)
Now, applying Ψ to the last result:
Ψ(Ψ−1(x0, e) · g0) = (P(Ψ−1(x0, e) · g0),ψ(Ψ−1(x0, e) · g0)) =
= (P(Ψ−1(x0, e)),ψ(Ψ−1(x0, e)) · g0) = (x0, g0) (4.1.14)
Thus, Ψ−1(x0, e) · g0 = Ψ−1(x0, g0) as we wanted to see. For the particular case of g0 = e
we have:
(Ψ−1)∗(x0,e)(v, A) = s∗x0(v) + A
](s(x0)) (4.1.15)
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so any element of Ts(x0)(P−1(V)) can be written in such form.
Next, for each j ∈ J we define ωj on P−1(Vj) as follows: If x0 ∈ Vj, p = s(x0), v ∈
Tx0(X) and A ∈ g, define ωj(p)((sj)∗x0(v) + A](p)) = Aj(x0)(v) + A. Now, any point in
P−1(Vj) is p · g for some p = sj(x0) and some g ∈ G. For any w ∈ Tp·g(P−1(Vj)) set
ωj(p · g)(w) = adg−1 ◦ωj
(
(σg−1)∗p·g(w)
)
(4.1.16)
We note that the definition coincides when g = e with the previous one and proceed
to show that ωj is a connection form on the bundle P : P−1(Vj) → Vj. To do this we
just have to prove the two properties of a connection. Let start by (1), for any g, h ∈ G,
p ∈ P(p = sj(x0), x0 ∈ Vj) and w ∈ Tp·g(P−1(Vj)):(
(σg)
∗ωj
)
(p · h)(w) = ωj(σg(p · h))
(
(σg)∗p·hw
)
= ωj(p · hg)
(
(σg)∗p·hw
)
=
= adg−1h−1 ◦ωj
(
(σg−1h−1)∗p·hg(σg)∗p·hw
)
= adg−1 ◦ adh−1 ◦ωj
(
(σg−1h−1 ◦ σg)∗p·hw
)
=
= adg−1 ◦ adh−1 ◦ωj
(
(σh−1)∗p·hw
)
= adg−1 ◦ωj(p · h)(w) (4.1.17)
Note that this is still true for h = e. To prove (2), we start by showing the property for
points p · g such that g = e (with p = sj(x0)). Thus, using the first definition we have
v = 0 and thus the result is immediate: ωj(p)(A](p)) = A. Next, we take any other
points p · g:
ωj(p · g)(A](p · g)) = ωj(p · g)
(
(σp·g)∗e(A)
)
=
= adg−1 ◦ωj
(
(σg−1)∗p·g ◦ (σp·g)∗e A
)
= adg−1 ◦ωj
(
(σg−1 ◦ σp·g)∗e A
)
=
= adg−1 ◦ωj
(
(σp ◦ Adg)∗e A
)
= adg−1 ◦ωj
(
(σp)∗eadg A
)
=
= adg−1 ◦ωj
(
(adg A)](p)
)
= adg−1 ◦ adg A = A (4.1.18)
Which concludes showing that ωj is a connection form.
We then continue by considering any two trivialisations (Vi,Ψi) and (Vj,Ψj), x0 ∈
Vi ∩Vj and v ∈ Tx0 X. We show the following result:
(sj)∗x0(v) = (σgij(x0))∗si(x0)((si)∗x0(v)) + [Θij]
](sj(x0)) (4.1.19)
In order to do this, let γ(t) be a smooth curve in X with γ′(0) = v. Then:
(sj)∗x0(v) =
d
dt
sj(γ(t))|t=0 = ddt si(γ(t)) · gij(γ(t))|t=0 =
d
dt
(si ◦ γ)(t) · (gij ◦ γ)(t)|t=0 =
= (σgij(x0) ◦ si)∗x0(v) + (σsi(x0) ◦ gij)∗x0(v) (4.1.20)
Clearly the first term in this last expression coincides with the first term in (4.1.19). For
the second term, let us develop it further:
(σsi(x0) ◦ gij)∗x0(v) = (σsj(x0) ◦ Lgji(x0) ◦ gij)∗x0(v) = (σsj(x0) ◦ Lg−1ij (x0) ◦ gij)∗x0(v) (4.1.21)
On the orher hand:
[Θij(v)]](sj(x0)) = (σsj(x0))∗e
(
Θij(v)
)
= (σsj(x0))∗e ◦ (g∗ijΘx0)(v) =
= (σsj(x0))∗e
(
Θgij(x0)
(
(gij)∗x0(v)
))
= (σsj(x0))∗e
(
(Lg−1ij (x0)
)∗gij(x0)(gij)∗x0(v)
)
=
=
(
σsj(x0) ◦ Lg−1ij (x0) ◦ gij
)
∗x0
(v) (4.1.22)
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As we wanted to see.
Finally, we show that, on P−1(Vj ∩Vi), ωj = ωi. To do this, we only have to show that
they agree on sj(Vj ∩Vi) and since we can write all elements as s∗x0(v)+ A](s(x0)) and ω
is linear (as a 1-form), we check vectors of the form A](p) and (sj)∗x0(v) separately. The
result of the first kind of vectors is immediate since ωj(p)
(
A](p)
)
= A, which doesn’t
depend on the index. For the latter kind of vectors, taking p = sj(x0), we have:
ωj(p)
(
(sj)∗x0(v)
)
= Aj(x0)(v) = (adg−1ij ◦ Ai +Θij)(x0)(v) =
= (adg−1ij
◦Ai)(x0)(v)+Θij(x0)(v) = adg−1ij (x0) (ωi(si(x0)) ((si)∗x0(v)))+ωi
(
[Θij(v)]]
)
=
= ωi
((
σgij ◦ si
)
∗x0
((si)∗x0(v)) + [Θij(v)]
]
)
=
= ωi
(
(sj)∗x0(v)
)
(4.1.23)
Just as we intended to show. This concludes our proof since the connection ω defined
by ω|P−1(Vj) = ωj is the connection we are looking for. 
In Section 2.3, we presented the notion of the vertical subspace. We now define the
horizontal subspace, Horp(P), determined by ω as follows:
Horp(P) = {v ∈ TpP|ωp(v) = 0} (4.1.24)
Lemma 4.1.
TpP = Horp(P)⊕Vertp(P) (4.1.25)
Proof. Observe first that if v ∈ Horp(P) ∩ Vertp(P), then v = A](p) for some A ∈ g
(since v is vertical) and then ωp(v) = 0 = ωp(A](p)) = A. Thus v = 0 and so Horp(P)∩
Vertp(P) = {0}. It will therefore now suffice to show that dim Horp(P)+dim Vertp(P) =
dim TpP. Now, ωp is a linear transformation of TpP to g so dim TpP is the dimension of
its kernel plus the dimension of its image. The kernel of ωp is, by definition, Horp(P).
Furthermore, ωp maps onto g, ωp(A](p)) = A for any A ∈ g, so the dimension of its
image is dim g = dim Vertp(P) and our result follows. 
4.2 Curvature
As a result of our last lemma it follows that any v ∈ TpP can be written uniquely in the
form v = vH + vV , where vH ∈ Horp(P) and vV ∈ Vertp(P), called the horizontal part
and vertical part of v respectively. The connection form ω is a Lie algebra-valued 1-form
on P and so has an exterior derivative dω, defined componentwise relative to any basis
for g. Being a g-valued 2-form on P, dω operates on pairs of tangent vectors to P and
produces elements of the Lie algebra. One obtains a rather interesting object by having
dω operate only on horizontal parts.
We define a g-valued 2-form Ω on P, called the curvature of ω as follows: For each
p ∈ P and for all v, w ∈ TpP we let:
Ω(p)(v, w) = Ωp(v, w) = (dω)p(vH, wH) (4.2.1)
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This definition of the curvature is short and beautiful but not too easy to compute in
practice. This is why we present our next result, called the Cartan structure equation. In
this expression, the wedge product of two g-valued 1-forms will appear, this is denoted
[ω,ω] and is evaluated as follows: [ω,ω]p(v, w) = [ωp(v),ωp(w)] − [ωp(w),ωp(v)] =
2[ωp(v),ωp(w)].
Theorem 4.3 (Cartan Structure Equation). Let P : P → X be a smooth principal G-bundle
with connection form ω and let Ω denote the curvature of ω. Then:
Ω = dω+
1
2
[ω,ω] (4.2.2)
Proof. Fix a p ∈ P and v, w ∈ TpP. We must prove that:
(dω)p(v, w) = −[ωp(v),ωp(w)] +Ω(v, w) (4.2.3)
If we write v = vH + vV and w = wH + wV , due to the bilinearity and skew-symmetry
of (4.2.3), it suffices to consider the following cases:
1. v and w both horizontal,
2. v and w both vertical,
3. v vertical and w horizontal.
Let us start:
1. In this case, ωp(v) = ω(w) = 0 so [ωp(v),ωp(w)] = 0. Moreover, v = vH, w = wH
so (dω)p(v, w) = (dω)p(vH, wH) = Ωp(v, w) and this case is proved.
2. Here we have vH, wH = 0 and thus Ωp(v, w) = 0. We must then show that
d(ω)p(v, w) = −[ωp(v),ωp(w)]. Since v, w are vertical, there exist A, B ∈ g such
that v = A](p) and w = B](p). Thus:
dω(A], B]) = A](ω(B]))− B](ω(A]))−ω([A], B]]) = −ω([A], B]]) (4.2.4)
This last step follows from the fact that both ω(A]) and ω(B]) are constant func-
tions. But then −ω([A], B]]) = −ω([A, B]] = −[A, B] = [−ω(A]),−ω(B])] and
the result follows.
3. In this last case Ωp(v, w) = (dω)p(0, w) = 0 and −[ωp(v),ωp(w)] = −[ωp(v), 0] =
0 so it is enough to see that (dω)p(v, w) = 0 as well. Again, we may write v = A](p)
for some A ∈ g. It can be seen, that there exists a W ∈ X(P) that is horizontal at
each point and satisfies W(p) = w. Thus,
(dω)p(v, w) = (dω)p(A](p), W(p)) = (dω(A], W))(p) (4.2.5)
But dω(A], W) = A](ω(W))−W(ω(A]))− ω([A], W]) = −ω([A], W]) since both
ω(W) = 0 and ω(A]) = A are constant. Thus it finally suffices to show that [A], W]
is horizontal. The proof of this fact can be found in [Nab11a, p. 349].

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Lemma 4.2. Let ω be a connection 1-form on the principal G-bundle P : P→ X with curvature
Ω. Then, for every g ∈ G, σ∗Ω = adg−1 ◦Ω
Proof. From the Structure Equation we have σ∗gΩ = σ∗g (dω + 12 [ω,ω]) = σ
∗
g (dω) +
1
2σ
∗
g ([ω,ω]) = d(σ∗gω) + 12σ
∗
g ([ω,ω]) = d(adg−1 ◦ ω) + 12σ∗g ([ω,ω]). Now, let p ∈ P and
v, w ∈ TpP:
σ∗g ([ω,ω])(p)(v, w) = [ω,ω](p · g)((σg)∗p(v), (σg)∗p(w)) =
= 2[ωp·g((σg)∗p(v)),ωp·g((σg)∗p(w))] = 2[(σ∗gω)(p)(v), (σ∗gω)(p)(w)] =
= [σ∗gω, σ∗gω](p)(v, w) (4.2.6)
Thus,
σ∗gΩ = d(adg−1 ◦ω) +
1
2
[σ∗gω, σ∗gω] = d(adg−1 ◦ω) +
1
2
[adg−1 ◦ω, adg−1 ◦ω] =
= adg−1 ◦
(
dω+
1
2
[ω,ω]
)
= adg−1 ◦Ω (4.2.7)

Just as we did with connections and local gauge potentials, we define the pullback
s∗Ω of the curvature Ω by some local cross-section s, called (mostly by physicists) local
field strength (in gauge s) and is often denoted Fs or simply F if there is no ambiguity
which gauge is intended. It is easy to check that the version of our previous theorem for
the local field strength is as follows:
F = dA+ 1
2
[A,A] (4.2.8)
We finish by giving a transformation rule for our curvature 2-form.
Theorem 4.4. Let ω be a connection form on the principal G-bundle P : P→ X with curvature
Ω. Let s1 : V1 → P−1(V1) and s2 : V2 → P−1(V2) be two local cross-sections with V1∩V2 6= ∅
and let g12 : V1 ∩ V2 → G be the corresponding transition function (s2(x) = s1(x) · g12(x)).
Then, on V1 ∩V2,
s∗2Ω = adg−112 ◦ s
∗
1Ω (4.2.9)
Proof. Fix an x0 ∈ V1 ∩V2 and v, w ∈ Tx0 X. Then:
(s∗2Ω)x0(v, w) = Ωs2(x0) ((s2)∗x0(v), (s2)∗x0(w)) (4.2.10)
Now, using (4.1.19) and dropping the parts involving [Θ12(v)]] and [Θ12(v)]] since they
are vertical, we obtain:
(s∗2Ω)x0(v, w) = Ωs2(x0)
(
(σg12(x0))∗s1(x0)(v), (σg12(x0))∗s1(x0)(w)
)
=
= (σ∗g12(x0)Ω)s1(x0)(v, w) = adg12(x0)−1 ◦Ω(v, w) (4.2.11)
by Lemma 4.2. 
For the local field strength, the expression is as follows:
F2 = g−112 F1g12 (4.2.12)
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4.3 The physical interpretation
We present the maybe less mathematical of the sections in this work. As stated before,
physicists solve the differential equations that govern nature (or more concretely, gauge
field theories) and obtain connection forms on a principal bundle, which they pullback
by some cross-section (or local gauge), getting a local gauge potential A. However,
potentials are not observable in nature, and one must differentiate a further time in
order to obtain a local field strength, which is observable. Furthermore, one can define
an inner product determined by the so-called Killing form, which assigns a numerical
measure of the field strength which one may integrate over the whole base manifold (on
integration over manifolds refer to [Nab11b], unfortunately this topic couldn’t be fitted
here). We write this total field strength:
||F ||2 =
∫
X
||F (x)||2 (4.3.1)
This quantity is also called the Yang-Mills action and it can be seen that it actually does
not depend on the local cross-section (local gauge) chosen to obtain F , but only on the
connection ω (the gauge field). We then define functional YM, which assigns to each
connection ω the Yang-Mills action YM(ω) as in (4.3.1).
Obviously mathematicians may not necessarily be interested in the whole motivation
above, but since physical problems are always finite, a new problem appears as to when
the expression in (4.3.1) is finite. Appended at the end, in appendix c, we explicitly
compute the field strength for a connection on a SU(2)-bundle over S3, which gives rise
to the solution called instanton.
4.4 The covariant derivative
Let G ↪→ P P→ X be a smooth principal G-bundle over a manifold X with connection ω.
Then we define the exterior covariant derivative, dω, for any ϕ ∈ Ωk(P,V), p ∈ P and
v1, · · · , vk ∈ TpP to be:
(dωϕ)p(v1, · · · , vk) := (dϕ)p(vH1 , · · · , vHk ) (4.4.1)
where vHi denotes the horizontal part of vi = v
H
i + v
V
i . Note that the curvature Ω is then
just the covariant derivative of our connection ω, Ω = dω(ω).
Lemma 4.3. Let G ↪→ P P→ X be a smooth principal G-bundle over a manifold X with connec-
tion ω and ϕ a k-form on P that projects to a k-form ϕ¯ on X (i.e. ϕ = P∗ ϕ¯). Then
dωϕ = dϕ (4.4.2)
Proof. We simply compute:
(dϕ)p(v1, · · · , vk+1) = (d(P∗ ϕ¯))p(v1, · · · , vk+1) = (P∗(dϕ¯))p(v1, · · · , vk+1) =
= (dϕ¯)P(p)(P∗p(v1), · · · ,P∗p(vk+1)) = (dϕ¯)P(p)(P∗p(vH1 ), · · · ,P∗p(vHk+1)) =
= (P∗(dϕ¯))p(vH1 , · · · , vHk+1) = (d(P∗ ϕ¯))p(vH1 , · · · , vHk+1) =
= (dϕ)p(vH1 , · · · , vHk+1) = (dωϕ)p(v1, · · · , vk+1) (4.4.3)

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Similar to the Cartan Structure Equation in Theorem 4.3, it can be shown ([Nab11b])
that for a ϕ ∈ Ωk(P,V), the following holds:
dωϕ = dϕ+ [ω, ϕ] (4.4.4)
Thus, let us present our last result:
Theorem 4.5 (Bianchi Identity). Let G ↪→ P P→ X be a smooth principal G-bundle over a
manifold X with connection ω and curvature Ω = dωω. Then
dωΩ = 0 (4.4.5)
Proof. We simply compute, using (4.4.4):
dωΩ = dΩ+ [ω,Ω] = d
(
dω+
1
2
[ω,ω]
)
+
[
ω, dω+
1
2
[ω,ω]
]
=
= d(dω) +
1
2
d([ω,ω]) + [ω, dω] +
1
2
[ω, [ω,ω]] =
=
1
2
d([ω,ω]) + [ω, dω] =
1
2
([dω,ω]− [ω, dω]) + [ω, dω] =
=
1
2
(−[ω, dω]− [ω, dω]) + [ω, dω] = 0 (4.4.6)

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Characteristic classes
We conclude this work in a modest attempt to classify the connections that may be constructed
on a G-bundles and relating these with the topology of the bundle
5.1 de Rham cohomology
Let us consider an n-dimensional smooth manifold X and, for each integer k ≥ 1, Ωk(X)
denotes the vector space of smooth, real-valued k-forms. We have, Ωk(X) = 0 for all
k ≥ n + 1. We will also take for convenience Ω0(X) = C∞(X) and Ωk(X) = 0 for all
k < 0. Now let dk denote the exterior derivative:
dk : Ωk(X) −→ Ωk+1(X), k = 0, 1, · · · , n
and for k < 0 or k ≥ n let dk be the trivial homomorphism. Unless emphasis is needed,
we will refer to all of them with d. Then we have the following sequence of vector spaces
and linear maps:
· · · d−→ Ω0(X) d−→ Ω1(X) d−→ · · · d−→ Ωn−1(X) d−→ Ωn(X) d−→ · · · (5.1.1)
Since we know that dk ◦ dk−1 = 0 for each k, we have that:
Im
(
dk−1
)
⊆ Ker
(
dk
)
The elements of Ker
(
dk
)
are the closed k-forms, or the de Rham k-cocycles, on X,
whilst the elements in Im
(
dk−1
)
are the exact k-forms, or the de Rham k-coboundaries,
on X. Since both Ker
(
dk
)
and Im
(
dk−1
)
are linear subspaces of Ωk(X), then we have
that Im
(
dk−1
)
is also a linear subspace of Ker
(
dk
)
and thus it makes sense to define the
quotient vector space:
HkdeR(X) := Ker
(
dk
)
/Im
(
dk−1
)
which is called the kth de Rham cohomology group of X (even though it actually is
a vector space, the literature has always referred to it as a group).
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The elements of HkdeR(X) are equivalence classes of closed k-forms on X under a
particular equivalence relationship ∼. Let ω,ω′ be two closed k-forms on X, we say that
ω and ω′ are cohomologous (ω ∼ ω′) if, and only if, ω−ω′ = dη for some η ∈ Ωk−1(X),
that is, their difference is an exact k-form on X. Since Ωk(X) = 0 for k < 0 and k > n,
we have that the only non-trivial de Rham cohomology groups are:
H0deR(X), H
1
deR(X), · · · , HndeR(X)
We can easily compute H0deR(X) since Im
(
d−1
)
= 0, we have H0deR(X) = Ker
(
d0
)
.
Next, the elements of Ker
(
d0
)
are those f ∈ C∞(X) which satisfy d f = 0 i.e. f is
constant in each connected component of X. If the manifold X has a finite number of
connected components, say l, we have H0deR(X) = R
l.
5.1.1 Induced homomorphisms
Let X and Y be smooth manifolds and f : X → Y a smooth map. For each k, the
pullback f ∗ : Ωk(Y) → Ωk(X) carries closed forms to closed forms (dω = 0 implies
d( f ∗ω) = f ∗(dω) = f ∗(0) = 0) and exact forms to exact forms (ω = dη implies f ∗(ω) =
f ∗(dη) = d( f ∗eta)). Thus, we may define a linear map f ] : HkdeR(Y)→ HkdeR(X) by
f ]([ω]) = [ f ∗ω] (5.1.2)
for each [ω] ∈ HkdeR(Y). Notice that this makes sense since f ∗ω is closed and it doesn’t
depend on the representative since because ω′ −ω = dη implies f ∗ω′ − f ∗ω = f ∗(ω′ −
ω) = f ∗(dη) = d( f ∗η). Observe also that, if Y = X and f = idX, then f ] is the identity
on each HkdeR(X).
(idX)] = idHkdeR(X)
(5.1.3)
Moreover, if f : X → Y and g : Y → Z are smooth, then:
(g ◦ f )] = f ] ◦ g] (5.1.4)
And in particular, if f : X → Y and g : Y → X are inverse diffeomorphisms, then f ] and
g] are inverse isomorphisms for each k. Consequently, the de Rham cohomology groups
are diffeomorphism invariants.
These maps f ] are said to be induced in cohomology by f . Properties (5.1.3) and
(5.1.4) are should be compared to the similar properties of induced maps in homotopy.
However, the change in the order in (5.1.4) tells us that the functorial nature of the de
Rham cohomology groups is so-called contravariant.
We might be interested in knowing whether or not two smooth maps f , g : X → Y
induce the same linear maps in cohomology (if f ] = g]). A common method of proving
that these induced maps are the same is based on an idea that was encountered when
proving the PoincarA˜ c© Lemma (Lemma 3.2). Suppose there exists a family of linear
maps hk : Ωk(Y)→ Ωk−1(X) such that:
hk+1 ◦ dk + dk−1 ◦ hk = f ∗ − g∗ (5.1.5)
for each k. We have the following (non-commutative) diagram:
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· · · Ωk−1(Y) Ωk(Y) Ωk+1(Y) · · ·
· · · Ωk−1(X) Ωk(X) Ωk+1(X) · · ·
dk
f ∗−g∗h
k
hk+1
dk−1
Then, evaluating both sides of (5.1.5) at some closed k-form ω on Y gives:
hk+1(dkω) + dk−1(hkω) = f ∗ω− g∗ω (5.1.6)
i.e.,
f ∗ω− g∗ω = d(hkω) (5.1.7)
So, f ∗ω and g∗ω are cohomologous and consequently f ]([ω]) = g]([ω]). Since ω was
arbitrary, we can conclude that f ] = g].
A family of maps hk : Ωk(Y) → Ωk−1(X) satisfying (5.1.5) is called an algebraic
homotopy (or cochain homotopy) between f and g and we have just shown that the
existence of such a thing implies that f and g induce the same map in cohomology. We
will see that, if f and g are smoothly homotopic, then an algebraic homotopy always
exists.
We say two maps f , g : X → Y are smoothly homotopic if there exists a smooth
homotopy F : X ×R → Y from f to g (i.e. F(x, 0) = f (x) and F(x, 1) = g(x). Let now
x1, · · · , xn, t be the standard coordinates for U ⊆ X ×R and define for each k a map
P : Ωk(U ×R) → Ωk−1(U ×R) as follows: If k = 0, then P is identically zero. Next,
since each ω ∈ Ω(U ×R) with k ≥ 1 is uniquely expressible as
ω(x, t) =∑
I
ωI(x, t)dt ∧ dxi +∑
J
ωJ(x, t)dx J (5.1.8)
we can take a a fixed but arbitrary number and define Pω by:
Pω(x, t) =∑
I
[∫ t
a
ωI(x, s)ds
]
dxI (5.1.9)
Now we consider pi : X ×R → X, the projection on X of X ×R, and for any a ∈ R let
ia : X → X×R be the embedding ia(x) = (x, a). Then for any form ω on X×R,
d ◦ P(ω)− P ◦ d(ω) = ω− (ia ◦ pi)∗ω (5.1.10)
We will not proceed to prove this fact because of the amount of preparation it requires
and the length of the proof, but if the reader wishes to find it, be referred to [Nab11b,
p. 267]. A consequence of this fact is the following corollary:
Corollary 5.1. Let pi : X ×R be the projection and, for any a ∈ R, let ia : X → X ×R be
the embedding ia(X) = (x, a). Then the induced maps i
]
a : HkdeR(X ×R) → HkdeR(X) and
pi] : HkdeR(X)→ HkdeR(X×R) are inverses of each otherfor every k. In particular,
HkdeR(X×R) ' HkdeR(X) (5.1.11)
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Proof. Since pi ◦ ıa = idX, ı]a ◦ pi] = idHkdeR(X) for any k. Now, ia ◦ pi is certainly not the
identity but we will show that it nevertheless induces the identity in cohomology. Using
the previous result we have:
d(Pω) + P(dω) = ω− (ia ◦ pi)∗ω (5.1.12)
If ω is closed, this gives
ω− (ia ◦ pi)∗ω = d(Pω) (5.1.13)
so ω − (ia ◦ pi)∗ω is exact. Thus, [ω] = [(ia ◦ pi)∗ω] = (ia ◦ pi)]([ω]) so (ia ◦ pi)] =
idHkdeR(X×R, i.e. pi
] ◦ i]a = idHkdeR(X×R) and the result follows. 
Note that it follows from this result that i]a = i
]
b.
Corollary 5.2. Smoothly homotopic maps induce the same maps in cohomology.
Proof. Let X and Y be manifolds, f , g : X → Y smooth maps and F : X ×R → Y a
smooth homotopy from f to g. Consider the embeddings i0 and i1 defined as above,
then f = F ◦ i0 and g = F ◦ i1. Thus, f ] = i]0 ◦ F] and g] = i]1 ◦ F]. But i]0 = i]1 so the result
follows. 
Finally, two manifolds X, Y are said to be of the smooth homotopy type if there exist
smooth maps h : X → Y and h′ : Y → X such that h ◦ h′ and h′ ◦ h are smoothly
homotopic to idY and idX respectively. In this case it follows that two manifolds of the
same smooth homotopy type have the same de Rham cohomology groups.
5.1.2 The Mayer-Vietoris sequence
We now briefly describe a procedure to compute de Rham cohomology groups. We
will be using algebraic concepts such as exact sequences ([Nab11b]). Let X be a smooth
manifold and Ω∗(X) denote the cochain complex in equation (5.1.1). If we take X =
U ∪V, where U and V are open submanifolds of X, we have cochain complexes Ω∗(X),
Ω∗(U), Ω∗(V) and Ω∗(U ∩V) and the short exact sequence:
0→ Ω∗(X) α→ Ω∗(U)⊕Ω∗(V) β→ Ω∗(U ∩V)→ 0 (5.1.14)
It can shown that there exist homomorphisms ∂k : HkdeR(U ∩ V) → Hk+1deR (X) such that
the following long sequence (eventually ending with zeroes) is exact:
0 −→ H0deR(X)
(α0)]−→ H0deR(U)⊕ H0deR(V)
(β0)]−→ H0deR(U ∩V) −→
∂0−→ · · · −→ Hk−1deR (U ∩V)
∂k−1−→ HkdeR(X)
(αk)]−→ HkdeR(U)⊕ HkdeR(V) −→
(βk)]−→ HkdeR(U ∩V) ∂
k−→ Hk+1deR (X) −→ · · · (5.1.15)
This is called the Mayer-Vietoris sequence. We begin by noting that, if U ∩ V = ∅,
then each HkdeR(U ∩V) is trivial so we have short exact sequences:
0 −→ HkdeR(X) −→ HkdeR(U)⊕ HkdeR(V) −→ 0 (5.1.16)
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from which it follows that
HkdeR(X) ∼= HkdeR(U)⊕ HkdeR(V) (U ∩V 6= ∅) (5.1.17)
Thus, in computing the cohomology of a manifold X one can consider each connected
component separately.
Lemma 5.1. Let
0→ V1 → V2 → V3 → · · · → Vk−1 → Vk → 0
be an exact sequence of finite dimensional vector spaces. Then
dimV1 − dimV2 + dimV3 − · · ·+ (−1)k−1 dimVk = 0 (5.1.18)
Proof. The proof is by induction on k.If k = 1 and 0 → V1 → 0 is exact, then V1 trivial
so dimV1 = 0. Now assume the result for sequences of k− 1 vector spaces and consider
the exact sequence
0→ V1 α→ V2 β→ V3 → · · · → Vk−1 → Vk → 0
Since ker β = Im α, β : V2 → V3 induces a map:
βˆ : V2/Im α→ V3 (5.1.19)
defined by βˆ(v2 + Im α) = β(v2) for each v2 ∈ V2. Observe that βˆ is injective since
βˆ(v2 + Im α) = βˆ(v′2 + Im α) implies β(v2) = β(v′2) so β(v2 − v′2) = 0 and therefore
v2 − v′2 ∈ ker β = Im α. This then implies that v2 + Im α = v′2 + Im α as required. Thus,
0 −→ V2/Im α βˆ−→ V3 (5.1.20)
is exact. Since Im βˆ = Im β it follows that, in fact,
0 −→ V2/Im α βˆ−→ V3 −→ · · · −→ Vk−1 −→ Vk −→ 0 (5.1.21)
is exact too. The induction hypothesis therefore gives
0 = dim(V2/Im α)− dimV3 + · · ·+ (−1)k dimVk
= dimV2 − dim Im α− dimV3 + · · ·+ (−1)k dimVk
= dimV2 − dimV1 − dimV3 + · · ·+ (−1)k dimVk (5.1.22)
Thus
0 = dimV1 − dimV2 + dimV3 − · · ·+ (−1)k−1 dimVk (5.1.23)
as required. 
These results will allow us to compute some de Rham cohomology groups.
Example 5.1. As we have seen before, if a manifold X has l connected components, H0deR(X) is⊕l
i=0R. Thus
H0deRR = R (5.1.24)
H0deRS
0 = R⊕R (5.1.25)
H0deRS
1 = R (5.1.26)
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Example 5.2. We compute the de Rham cohomology groups of S1. To do this, we use the Mayer-
Vietoris sequence using the cover S1 = UN ∪US where UN is S1 minus the south pole and US
is S1 minus the north pole:
0 −→ H0deR(S1) −→ H0deR(UN)⊕ H0deR(US) −→ H0deR(UN ∩US) −→
H1deR(S
1) −→ H1deR(UN)⊕ H1deR(US) −→ H1deR(UN ∩US) −→ 0 (5.1.27)
Note that UN ∩US is of the same smooth homotopy type as S0, whilst UN and US are of the same
type as R. Thus the sequence above becomes:
0 −→ R −→ R⊕R −→ R⊕R −→ H1(S1) −→ 0 −→ 0 −→ 0 (5.1.28)
which we collapse to
0 −→ R α−→ R⊕R β−→ R⊕R ∂−→ H1(S1) −→ 0 (5.1.29)
Now, using Lemma 5.1 we obtain:
dimR− dimR⊕R+ dimR⊕R− dim H1deR(S1) = 1− dim H1deR(S1) = 0 (5.1.30)
Thus, dim H1deR(S
1) = 1 and since it must be a real vector space, we conclude that H1deR(S
1) ∼=
R. We can conclude that:
HkdeR(S
1) =
{
R, if k = 0, 1
0, if k 6= 0, 1 (5.1.31)
5.2 Characteristic classes
In this section we will use the algebraic results presented in appendix a. Consider a
matrix Lie group G, its associated Lie algebra g (also seen as a subset of matrices) and
a principal G-bundle G ↪→ P P→ X over some manifold X. Choose some connection ω
on the bundle and denote its curvature by Ω. We will try to show that the object we
are constructing will not depend on the choice we are making here. For each f˜ ∈ Ik(G),
k ≥ 1, we define a complex-valued 2k-form f˜ (Ω) on P by:(
f˜ (Ω)
)
p (v1, · · · , v2k) =
=
1
2k ∑σ∈S2k
(−1)σ f˜
(
Ωp(vσ(1), vσ(2)), · · · ,Ωp(vσ(2k−1), vσ(2k))
)
(5.2.1)
for all v1, · · · , v2k in TpP. For k = 0, f˜ is a constant value in C and we take Ω˜ to be
the constant 0-form whose value is f˜ . Notice that, if {e1, · · · , en} is a basis for g and
Ω = Ωαeα, where each Ωα is a real valued 2-form on P, then
f˜ (Ω) = f˜ (eα1 , · · · , eαk)Ωα1 ∧ · · · ∧Ωαk (5.2.2)
since
(Ωα1 ∧ · · · ∧Ωαk)p(v1, · · · , v2k) = 12k ∑σ∈S2k
(−1)σΩα1p (vσ(1), vσ(2)) · · ·Ωαkp (vσ(2k−1), vσ(2k))
(5.2.3)
46
5.2. Characteristic classes
Example 5.3. For f˜ = symtr and k = 1 (then symtr(A) = trace(A)) we have:
(
f˜ (Ω)
)
p (v1, v2) =
1
21 ∑σ∈S2
(−1)σ f˜
(
Ωp(vσ(1), vσ(2))
)
=
=
1
2
[
f˜ (Ωp(v1, v2))− f˜ (Ωp(v2, v1))
]
=
1
2
[
trace(Ωp(v1, v2))− trace(Ωp(v2, v1))
]
=
=
1
2
trace
(
Ωp(v1, v2)−Ωp(v2, v1)
)
=
1
2
trace(2Ωp(v1, v2)) = trace(Ωp(v1, v2) =
= (trace ◦Ω)p(v1, v2) (5.2.4)
thus f˜ (Ω) = trace ◦Ω which we simply write as
f˜ (Ω) = traceΩ (5.2.5)
Example 5.4. For f˜ = symtr and k = 2 (then symtr(A1, A2) = 12! ∑σ∈S2 trace(Aσ(1)Aσ(2)) =
1
2 [trace(A1A2) + trace(A2A1)] = trace(A1A2)) we have:(
f˜ (Ω)
)
p (v1, v2, v3, v4) =
1
22 ∑
σ∈S4
(−1)σ f˜
(
Ωp(vσ(1), vσ(2)),Ωp(vσ(3), vσ(4))
)
=
=
1
4 ∑
σ∈S4
(−1)σtrace
(
Ωp(vσ(1), vσ(2)) ·Ωp(vσ(3), vσ(4))
)
=
= trace
(
1
2!2! ∑
σ∈S4
(−1)σΩp(vσ(1), vσ(2)) ·Ωp(vσ(3), vσ(4))
)
=
= trace
(
(Ω ∧Ω)p(v1, v2, v3, v4)
)
== (trace ◦ (Ω ∧Ω))p(v1, v2, v3, v4) (5.2.6)
so f˜ (Ω) = trace ◦ (Ω ∧Ω). Again, we will write this as
f˜ (Ω) = trace(Ω ∧Ω) (5.2.7)
Theorem 5.1. Let ω be a connection with curvature Ω on the principal G-bundle G ↪→ P P→ X
and let f˜ ∈ Ik(G) for some k ≥ 1. Then, the 2k-form f˜ (Ω) projects to a unique closed 2k-form
f¯ (Ω) on X (i.e., f˜ (Ω) = P∗( f¯ (Ω)) and d( f¯ (Ω)) = 0)
The proof of this theorem can be found in [Nab11b, p. 319]. A consequence of this,
is we can project the 2k-forms presented before traceΩ and trace(Ω ∧ Ω) to X in the
2k-forms traceF and trace(F ∧F , where F = s∗Ω for some local cross-section s. Let us
show this for the first case:
( f¯ (Ω))x(w1, w2) =
(
f˜ (Ω)
)
s(x) (s∗x(w1), s∗x(w2)) =
= (traceΩ)s(x)(s∗x(w1), s∗x(w2)) = trace
(
Ωs(x)(s∗x(w1), s∗x(w2))
)
=
= trace((s∗Ω)x(w1, w2)) = trace(Fx(w1, w2)) = (traceF )x(w1, w2) (5.2.8)
Theorem 5.2. Let ω0 and ω1 be connections on the principal G-bundle G ↪→ P P→ X with
curvature Ω0 and Ω1, respectively, and let f˜ ∈ Ik(G) for some k ≥ 1. Then, there exists a
(2k− 1)-form ϕ on X such that f¯ (Ω1)− f¯ (Ω0) = dϕ
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Proof. Let α = ω1−ω0 and for each t ∈ [0, 1],ωt = ω0 + tα. Then each ωt is a connection
on P. Let
Ωt = dωtωt = dωt +
1
2
[ωt,ωt] (5.2.9)
be the curvature of ωt and we notice that
[ωt,ωt] = [ω0 + tα,ω0 + tα] = [ω0,ω0] + t[α,ω0] + t[ω0, α] + t2[α, α] (5.2.10)
so that
d
dt
[ωt,ωt] = [α,ω0] + [ω0, α] + 2t[α, α] =
= ([ω0, α] + t[α, α]) + ([α,ω0] + t[α, α]) = [ω0 + tα, α] + [α,ω0 + tα] =
= [ωt, α] + [α,ωt] = 2[α,ωt] (5.2.11)
Thus,
d
dt
Ωt =
d
dt
(
dωt +
1
2
[ωt,ωt]
)
=
=
d
dt
(
dω0 + tdα+
1
2
[ωt,ωt]
)
=
= dα+ [α,ωt] (5.2.12)
Consider now the (2k− 1)-form f˜ (α,Ωt, · · · ,Ωt) given by:
( f˜ (α,Ωt, · · · ,Ωt))p(v1, · · · , v2k−1) :=
1
2k−1 ∑σ∈S2k−1
(−1)σ f˜
(
α(vσ(1)),Ωt(vσ(2), vσ(3)), · · · ,Ωt(vσ(2k−2), vσ(2k−1))
)
(5.2.13)
It can be seen that, if {e1, · · · , en} is a basis for g with α = αα0eα0 and Ωt = Ωαt eα, then
we can write:
f˜ (α,Ωt, · · · ,Ωt) = f˜ (eα0 , eα1 , · · · , eαk−1)αα0 ∧Ωα1t ∧ · · · ∧Ωαk−1t (5.2.14)
Similarly to Theorem 5.1, our f˜ defined here projects to a unique (2k − 1)-form on X.
Next, we define a (2k− 1)-form, Φ, on P by
Φ = k
∫ 1
0
f˜ (α,Ωt, · · · ,Ωt)dt (5.2.15)
Since f˜ (α,Ωt, · · · ,Ωt) projects to X, so does Φ. We claim that
dΦ = f˜ (Ω1)− f˜ (Ω0) (5.2.16)
Note that this will complete the proof since, if Φ = P∗ϕ, it gives
d(P∗ϕ) = P∗( f¯ (Ω1))−P∗( f¯ (Ω0))
P∗(dϕ) = P∗ ( f¯ (Ω1)− f¯ (Ω0))
and therefore, since projections are unique when they exist, we have:
dϕ = f¯ (Ω1)− f¯ (Ω0) (5.2.17)
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Let us thus prove (5.2.16). Note first, that by Lemma 4.3
d( f˜ (α,Ωt, · · · ,Ωt)) = dωt( f˜ (α,Ωt, · · · ,Ωt)) (5.2.18)
But from (5.2.14), the product rule for dωt and the Biachi Identity, we have:
dωt
(
f˜ (α,Ωt, · · · ,Ωt)
)
= f˜ (dωtα,Ωt, · · · ,Ωt) =
= f˜ (dα+ [α,ωt],Ωt, · · · ,Ωt) (5.2.19)
Now we use (5.2.12) to compute:
kd
(
f˜ (α,Ωt, · · · ,Ωt)
)
= k f˜ (dα+ [α,ωt],Ωt, · · · ,Ωt) = k f˜
(
d
dt
Ωt,Ωt, · · · ,Ωt
)
=
= f˜
(
d
dt
Ωt,Ωt, · · · ,Ωt
)
+ f˜
(
Ωt,
d
dt
Ωt, · · · ,Ωt
)
+ · · ·+ f˜
(
Ωt,Ωt, · · · , ddtΩt
)
=
d
dt
f˜ (Ωt,Ωt, · · · ,Ωt) (5.2.20)
Thus,
dΦ = k
∫ 1
0
d
(
f˜ (α,Ωt, · · · ,Ωt)
)
dt =
∫ 1
0
d
dt
f˜ (Ωt,Ωt, · · · ,Ωt)dt =
= f˜ (Ω1,Ω1, · · · ,Ω1)− f˜ (Ω0,Ω0, · · · ,Ω0) = f˜ (Ω1)− f˜ (Ω0) (5.2.21)
as required. 
We are thus given a principal G-bundle G ↪→ P P→ X and select a connection ω which
gives rise to a curvature Ω. We now let f ∈ Pkad(g) be any symmetric homogeneous
polynomial on the Lie algebra g that is invariant under conjugation by elements of G.
Then, we associate to it a 2k-form f¯ (Ω). On the other hand, a different connection ω′ will
five rise to another 2k-form f¯ (Ω′), but the previous theorem states that both 2k-forms are
of the same cohomology type, they are cohomologous. Thus, f¯ (Ω) and f¯ (Ω′) determine
the same (complex) de Rham cohomology class, which we denote w( f ) ∈ H2kdeR(X;C).
We then have the mapping:
w : I(G) −→ H∗deR(X;C) (5.2.22)
which assigns to each f ∈ I(G) the cohomology class [ f¯ (Ω)], where Ω is the curvature
of any connection on the bundle, no matter what the choice of ω is. This map is in fact
an algebra homomorphism since it is clearly linear and also satisfies:
w( f˜  g˜) = w( f˜ ) ∧ w(g˜) (5.2.23)
The image of I(G) in H∗deR(X;C) under this homomorphism is an algebra of complex
cohomology classes on X the elements of which are called the (complex) characteris-
tic classes for the bundle G ↪→ P P→ X. The map w itself is called the Chern-Weil
homomorphism of the bundle.
If f˜ happens to be real-valued, then any Ω¯ is a real-valued closed form and w( f˜ ) =
[ f˜ (Ω)] can be identified with an element of H∗deR(X;R) = H
∗
deR(X). If we then take fk to
be the kth ad-invariant polynomial defined by (appendix a):
det
(
λI +
i
2pi
A
)
= f0(A)λn + f1(A)λn−1 + · · ·+ fn−1(A)λ+ fn(A) (5.2.24)
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then the corresponding characteristic class
ck(P) = w( fk) = [ f¯k(Ω)] (5.2.25)
is called the kth Chern Class of the bundle G ↪→ P P→ X. For example, the first Chern
Class is given by:
c1(P) =
i
2pi
[traceF ] (5.2.26)
and similarly, the second Chern Class is
c2(P) = − 18pi2 [(traceF ) ∧ (traceF )− trace(F ∧F )] (5.2.27)
Theorem 5.3. Let G ↪→ P P→ X and G ↪→ P′ P ′→ X be equivalent principal G-bundles over X.
Then the Chern-Weil homomorphisms I(G)→ H∗(X; C) they determine are equal.
Proof. Let λ : P → P′ be an equivalence. Fix f˜ ∈ Ik(G) for some k ≥ 1. Now, select
a connection ω′ on P′ with curvature Ω′. Then, ω = λ∗ω′ is a connection on P with
curvature Ω = λ∗Ω′. If {e1, · · · , en} is a basis for g and we write Ω′ = (Ω′)αeα, then
f˜ (Ω′) = f˜ (eα1 , · · · , eαk)(Ω′)α1 ∧ · · · ∧ (Ω′)αk . Since pullback is linear and commutes
with wedge products, we find that f˜ (Ω) = λ∗( f˜ (Ω′)). To show that the Chern-Weil
homomorphisms agree we need only prove that f¯ (Ω) and f¯ (Ω′) determine the same
cohomology class. We will in fact show that they are equal. Moreover, since projections
to X are unique, it will suffice to show that P∗( f¯ (Ω′)) = f˜ (Ω). But
P∗( f¯ (Ω′)) = (P ′ ◦ λ)∗( f¯ (Ω′)) = λ∗ ((P ′)∗( f¯ (Ω′))) =
= λ∗
(
f˜ (Ω′)
)
= f˜ (ω) (5.2.28)
as required. 
Thus, only with a connection on a bundle, we can determine its characteristic classes
and distinguish non-equivalent principal G-bundles.
Finally, we want to mention that cohomology classes can be integrated over a the
manifold (integration over manifolds is not discussed in this work and can be found in
[Bau09] and [Nab11b] amongst other literature on the topic). The integral of a Chern
class over X is called the Chern number of the bundle, and since it is related to the
bundle itself and not the connection, it is of topological nature:∫
X
cn(P) (5.2.29)
In appendix c, we relate the Chern number with its physical interpretation.
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Appendix a
Multilinear algebra
a.1 Multilinear symmetric maps and homogeneous polynomials
We begin by defining and presenting some concepts in order to set a base for the
topic of this section. Consider a finite dimensional real vector space g (as the reader may
suspect, this vector space will usually be a Lie algebra). If k ≥ 1 is an integer, then a map
f˜ : g× k· · · × g→ C is k-multilinear if it is linear in each coordinate separately and sym-
metric if f˜ (vσ(1), · · · , vσ(k)) = f (v1, · · · , vk) for all v1, · · · , vk in g and all permutations
σ ∈ Sk. The set Sk(g) of all such maps has the pointwise structure of a complex vector
space and, setting S0(g) = C, we define:
S(g) =
∞⊕
k=0
Sk(g) (a.1.1)
and we also define an operation , for any two f˜ , g˜ ∈ S(g) ( f˜ ∈ Sk(g), g˜ ∈ Sl(g)):(
f˜  g˜) (v1, · · · , vk, vk+1, · · · , vk+l) =
=
1
(k + l)! ∑
τ∈Sk+l
f˜
(
vτ(1), · · · , vτ(k)
)
g˜
(
vτ(k+1), · · · , vτ(k+l)
)
(a.1.2)
This operation provides S(g) with a structure of a commutative algebra with identity.
If {e1, · · · , en} is a basis for g and {e1, · · · , en} is the dual basis for g∗, then for any
f˜ ∈ Sk(g), there exist unique complex numbers ai1,··· ,ik symmetric in i1, · · · , ik such that
f˜ = ai1,··· ,in e
i1 ⊗ · · · ⊗ eik (a.1.3)
Writing v1 = x
i1
1 ei1 , · · · , vk = xikk eik we then have:
f˜ (v1, · · · , vk) = ai1,··· ,ik xi11 · · · xikk (a.1.4)
Consider now f : g→ C defined by f (v) = f˜ (v, · · · , v), then if v = xiei, we have:
f = ai1,··· ,ik x
i1 · · · xik (a.1.5)
Thus, f is a homogeneous polynomial of degree k i the components of v. More generally,
we say that a map f : g→ C is a homogeneous polynomial of degree k on g if it can be
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expressed as a homogeneous polynomial of degree k in e1, · · · , ek in the sense that there
exist ai1,··· ,ik ∈ C such that f = ai1,··· ,ik ei1 · · · eik . Note that, if ei = bij eˆi is a change of basis,
then:
f = ai1,··· ,ik e
i1 · · · eik = ai1,··· ,ik bi1j1 · · · b
ik
jk
eˆj1 · · · eˆjk = aˆj1,··· ,jk eˆj1 · · · eˆjk (a.1.6)
where aˆj1,··· ,jk = ai1,··· ,ik b
i1
j1
· · · bikjk are clearly symmetric in j1, · · · , jk. Thus, the definition
does not depend on the chosen basis. The collection of all such homogeneous polyno-
mials of degree k on g is denoted Pk(g). Setting P0(g) = C we define
P(g) =
∞⊕
k=0
Pk(g) (a.1.7)
Together with the following product f ∈ Pk(g) and g ∈ Pl(g), f g such that ( f g)(v) =
f (v)g(v), P(g) becomes a commutative algebra with identity. It can be shown that the
two algebras presented S(g) and P(g) are, in face, isomorphic. Begin by fixing k ≥ 1.
Then any f˜ ∈ Sk(g) gives rise to f ∈ Pk(g) defined by f (v) = f˜ (v, · · · , v). Now, this is
the assignment:
ai1,··· ,ik e
i1 ⊗ · · · ⊗ eik −→ ai1,··· ,ik ei1 · · · eik (a.1.8)
which clearly is linear and surjective. To prove that this is an isomorphism we must show
that f˜ is uniquely determined by f . This involves the familiar process of polarisation.
There are several ways to view this process, we will just present the cases for k = 2, 3
and refer the reader to [Pro07].
Suppose we are given f ∈ P2(g), we will show that this determines f˜ ∈ S2(g) by:
f˜ (v, w) =
1
2
[ f (v + w)− f (v)− f (w)] (a.1.9)
Indeed note that:
f˜ (v + w, v + w) = f˜ (v, v) + 2 f˜ (v, w) + f˜ (w, w) (a.1.10)
which is equivalent to:
f (v + w) = f (v) + 2 f˜ (v, w) + f (w) (a.1.11)
which gives rise to (a.1.9). For k = 3 we have similarly:
f˜ (u, v, w) =
1
6
[ f (u + v + w)− f (u + v)− f (u + w)−
− f (v + w) + f (u) + f (v) + f (w)] (a.1.12)
Now, suppose that G is a Lie group and ρ : G → GL(g) is a representation of G on g (for
what we show here it must not necessarily be its Lie algebra, but we will take it to be so).
For each k ≥ 1, let Skρ(g) and Pkρ (g) denote the subspaces of Sk(g) and Pk(g) respectively,
that are invariant under ρ, that is:
f˜ (ρ(g)(v1), · · · , ρ(g)(vk)) = f˜ (v1, · · · , vk) (a.1.13)
and
f (ρ(g)(v)) = f (v) (a.1.14)
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for all g ∈ G and all v1, · · · , vk ∈ g. The isomorphism f˜ 7→ f clearly carries Skρ(g) onto
Pkρ (g). Furthermore, each of the products we have defined preserves ρ-invariance so the
subspaces Sρ(g) =
⊕∞
k=0 S
k
ρ(g) and Pρ(g) =
⊕∞
k=0 P
k
ρ (g) of S(g) and P(g), respectively,
are isomorphic subalgebras. When ρ = ad, it is usual to write Ik(G) for Skad(g) and
I(G) =
⊕∞
k=0 I
k(G) for Sad(g). Note that the change of notation from g to G is no
accidental. Lie groups with the same Lie algebra need not have the same ad-invariant
multilinear forms since a given form can be invariant under conjugation by the elements
of one group, but not the other!
a.2 Symmetrised trace
Let k ≥ 1 be an integer. The symmetrised trace is the multilinear map
symtr : g× k· · · × g −→ C
defined by
symtr(A1, · · · , Ak) = 1k! ∑
σ∈Sk
trace
(
Aσ(1) · · · Aσ(k)
)
(a.2.1)
This is clearly symmetric and is also invariant under conjugation by elements of G since:
trace
((
g−1Aσ(1)g
)
· · ·
(
g−1Aσ(k)g
))
= trace
(
g−1
(
Aσ(1) · · · Aσ(k)
)
g
)
=
= trace
(
Aσ(1) · · · Aσ(k)
)
(a.2.2)
Thus, symtr is in Ik(G). The corresponding ad-invariant polynomial of degree k on g is
symtr(A, · · · , A) = trace(Ak) (a.2.3)
a.3 Other ad-invariant polynomials
For the remaining examples we will define the polynomials directly. Let λ denote a
parameter. For any A ∈ g we consider the determinant:
det
(
λI +
i
2pi
A
)
(a.3.1)
When expanded, this determinant is a polynomial in λ of degree n if the dimension of
G is n. The coefficients of this polynomial depend on A and we write them down as
follows:
det
(
λI +
i
2pi
A
)
= f0(A)λn + f1(A)λn−1 + · · ·+ fn−1(A)λ+ fn(A) (a.3.2)
The functions fk(A) are invariant under conjugation since
det
(
λI +
i
2pi
(g−1Ag
)
= det
(
g−1(λI)g + g−1
(
1
2pi
A
)
g
)
=
= det
(
g−1
(
λI +
i
2pi
A
)
g
)
= det
(
λI +
i
2pi
A
)
(a.3.3)
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Notice also that f0(A) = 1 for any A. To obtain convenient expressions for the remaining
fk(A) and show that they are homogeneous polynomials we present the following result
concerning symmetric polynomials:
∏
1≤i≤n
(z + xi) =
n
∑
k=0
Sk(x1, · · · , xn)zn−k =
= S0(x1, · · · , xn)zn + S1(x1, · · · , xn)zn−1 + · · ·+ Sn−1(x1, · · · , xn)z + Sn(x1, · · · , xn)
(a.3.4)
On the other hand, we can always find a g ∈ G such that g−1Ag is triangular. Let then
a1, · · · , an be the diagonal elements of g−1Ag. Then:
det
(
λI +
i
2pi
A
)
= det
(
λI +
i
2pi
(g−1Ag)
)
=∏
(
λ+
i
2pi
ai
)
=
= S0
(
i
2pi
a1, · · · , i2pi an
)
λn + · · ·+ Sn
(
i
2pi
a1, · · · , i2pi an
)
=
= λn +
(
i
2pi
)
S1(a1, · · · , an)λn−1+ · · ·+
(
i
2pi
)n−1
Sn−1(a1, · · · , an)λ+
(
i
2pi
)n
Sn(a1, · · · , an)
(a.3.5)
Therefore we obtain:
fk(A) =
(
i
2pi
)k
Sk(a1, · · · , an) (a.3.6)
We show, however, that one doesn’t need to know the elements a1, · · · , an of the diagonal
in a similar matrix to A, we can express fk fully in terms only of A. To do this, observe
that S1(a1, · · · , an) = a1 + · · ·+ an = trace(g−1Ag) = traceA, so:
f1(A) =
i
2pi
traceA (a.3.7)
For f2(A) we note that:
S2(a1, · · · , an) = a1a2 + · · ·+ a1an + a2a3 + · · ·+ a2an + · · ·+ an−1an =
=
1
2
[
(a1 + · · ·+ an)2 − (a21 + · · ·+ a2n)
]
(a.3.8)
where
a21 + · · ·+ a2n = trace
(
(g−1Ag)2
)
= trace
(
(g−1Ag)(g−1Ag)
)
=
= trace(g−1(A2)g) = trace(A2) (a.3.9)
and thus:
f2(A) = − 18pi2
[
(traceA)2 − trace(A2)
]
(a.3.10)
For other k we get similar results, we present k = 3 and k = n:
f3(A) = − i48pi3
[
(traceA)3 − 3trace(A2)traceA + 2trace(A3)
]
(a.3.11)
fn(A) =
(
i
2pi
)n
det A (a.3.12)
a.iv
Appendix b
The Electromagnetic Fields
One of the simplest gauge-theory example is classical electrodynamics. We will
be considering a principal U(1)-bundle over a an open submanifold X of R1,3, the
Minkowski space-time. R1,3 is just R4, the space-time manifold, equipped with the
so-called Minkowski metric given, relative to the standard coordinates x0, x1, x2, x3, by
ηαβdxα ⊗ dxβ where:
ηαβ =

1, α = β = 0
−1, α = β = 1, 2, 3
0, α 6= β
(b.0.1)
The U(1) group is chosen because of physical reasons, it is the symmetry group of
electrodynamics.
b.1 The Lie algebra of U(1)
U(1) can be seen as a subset of C of the elements of norm 1, that is a circle. It might
be clear, that the tangent space to the identity, 1, is the imaginary line. Let us see this.
Let A ∈ u(1) ∼= T1U(1), then there exists a smooth curve γ(t) ∈ U(1) such that
γ(0) = 1 and γ′(0) = A. Now, since γ(t) ∈ U(1) for all t, we have:
γ(t)γ¯(t) = 1 (b.1.1)
And deriving this expression at t = 0:
d
dt
(γ(t)γ¯(t)) = γ′(0)γ¯(0) + γ¯′(0)γ(0) = γ′(0) + γ¯′(0) = 2<(γ′(0)) = 0 (b.1.2)
which implies, that <(γ′(0)) = <(A) = 0. Thus, we have u(1) ⊂ =C but since both are
1 dimensional vector spaces, they must be equal. We have then:
u(1) = =C (b.1.3)
b.2 The electromagnetic tensor
Let ω be a connection on this U(1)-bundle and s : V → P be some local cross-section.
We may write the local gauge potential and field strength tensor as:
A = s∗ω = −iA (b.2.1)
F = s∗Ω = dA = −idA = −iF (b.2.2)
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where A and F are some real-valued forms on V ⊂ X. Now if we have two local cross-
sections si : Vi → P and sj : Vj → P, then the gauge potentials are related in the following
way:
Aj = g−1ij Aigij + g−1ij dgij = Ai + g−1ij dgij (b.2.3)
and for the field strength:
Fj = g−1ij Figij = Fi (b.2.4)
Note that, since U(1) is Abelian, the local field strengths agree on the intersections and
thus we may piece them together in order to get a globally defined field strength tensor
2-form F on X. Furthermore, since gij is a map from Vi ∩Vj to U(1), we can write it as:
gij(x) = e−iΛij(x) (b.2.5)
and so:
g−1ij dgij = e
iΛij(−ie−iΛij dΛij = −idΛij (b.2.6)
which gives us Aj = Ai − idΛij. This also means:
Aj = Ai + dΛij (b.2.7)
which is the traditional form for physicists for the relationship between two vector poten-
tials. If we now take standard coordinates x0, x1, x2, x3 we can write, for any s : V → P:
A = Aαdxα = −iAαdxα (b.2.8)
F = 1
2
Fαβdxα ∧ dxβ = −12 iFαβdx
α ∧ dxβ (b.2.9)
where
Fαβ = ∂αAβ − ∂βAα + [Aα,Aβ] = ∂αAβ − ∂βAα =
= −i(∂αAβ − ∂βAα) = −iFαβ (b.2.10)
We see that Fαβ are skew-symmetric in α and β. Now, let E1, E2, E3 and B1, B2, B3 be
functions defined by:
Fi0 = Ei (b.2.11)
Fij = εijkBk (b.2.12)
where εijk is the Levi-Civita symbol (1 if ijk is an even permutation of 123, −1 if it is an
odd permutation of 123, 0 otherwise). Physicists call the functions ~E = (E1, E2, E3) the
electric field and ~B = (B1, B2, B3) the magnetic field. Thus, we have:
(Fαβ) =

0 −E1 −E2 −E3
E1 0 B3 −B2
E2 −B3 0 B1
E3 B2 −B1 0
 (b.2.13)
Introducing the functions Fαβ (what physicists call ”raising the indices”):
Fαβ = ηαγηβδFγδ (b.2.14)
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and the Hodge dual of F (deonted ∗F):
∗Fαβ =
1
2
εαβγδFγδ (b.2.15)
(εαβγδ is the 4-dimensional Levi-Civita symbol) we find this easily verifiable formulas:
1
2
FαβFαβ = |~B|2 − |~E|2 (b.2.16)
1
4
Fαβ ∗Fαβ = ~E · ~B (b.2.17)
These are two scalar invariants typically associated to F in classical electromagnetism.
Just as we present in appendix c, one can define a norm at each point for the field-
strength and integrate it over the whole manifold. This yields a total field strength
which we associate to the potential or the connection:
YM(ω) =
∫
X
‖ F (x) ‖2 (b.2.18)
In our case, ‖ F (x) ‖2= −14 FαβFαβdx0dx1dx2dx3. This is what physicists call the total
action, and finding stationary points of it yields the so called Yang-Mills equations:
d ∗F = 0 (b.2.19)
which, together with the Bianchi identity:
dF = 0 (b.2.20)
gives us what we read in standard coordinates as:
∂αFαβ = 0 (b.2.21)
∂α
∗Fαβ = 0 (b.2.22)
Now, if we rewrite this in terms of ~E and ~B, one gets:
~∇× ~B− ∂~E
∂x0
=~0 and ~∇ · ~E = 0 (b.2.23)
~∇× ~E + ∂~B
∂x0
=~0 and ~∇ · ~B = 0 (b.2.24)
(b.2.25)
where ~∇ = (∂1, ∂2, ∂3) is the usual gradient operator, and × and · refer to the cross and
dot product on R3. These equations are the source free Maxwell equations, which gives
a reason for physicists to express the electromagnetic field in terms of such field-strength
tensors over the principal U(1)-bundle.
b.3 The topology of the bundle
In chapter 5, we presented the de Rham cohomology group and the characteristic
classes. For example, the selected connection on a principal U(1)-bundle determines the
first characteristic class:
c1(P) =
[
i
2pi
traceF
]
∈ H2deR(X) (b.3.1)
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which happened to be independent of the initial choice of ω. Now, we have also seen
before, that the field-strength is globally defined and that u(1) consists of =C (which can
be seen as 1× 1 matrices), which means that traceF = −iF and therefore:
c1(P) =
[
i
2pi
(−iF)
]
=
1
2pi
[F] (b.3.2)
One can show that principal U(1)-bundles can over any manifold are classified, up to
equivalence, by its first Chern class. Thus, the principal U(1)-bundle over which we want
to construct our electromagnetic field theory, depends exclusively on the cohomology
class of F, that in on the configuration of our particular problem.
It can be seen that, for electric charges the principal U(1)-bundle needed is the trivial
bundle while, theoretical magnetic charges cause the topology of the bundle to change.
This is the reason why physicists call the magnetic charge a topological charge.
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Appendix c
The Yang-Mills Functional and instantons
In this chapter will proceed to explicitly compute all necessary machienery in order
to arrive to the instantons. These are solutions of particular equations from SU(2) gauge
theories, their physical interpretation can be found in several books of gauge theory
literature, here we refer the reader to [Col85][Bel+75][SR15].
In this case, we will be looking for connections on a SU(2)-principal bundle over
S4 that have a finite total field strength as mentioned in 4.3.1. Our Lie group is SU(2)
because it is the one associated to quantum chromodynamics (QCD) and our base man-
ifold is S4 because it it regarded as a compactification of four dimensional euclidean
space-time R4 (we remark the euclidean adjective, since this means we are not treating
with real physical space-time, where the metric is not euclidian but rather the Minkowski
metric). We will begin from scratch and build every piece on the previous.
c.1 The Lie group SU(2)
Let us first present the Lie group SU(2), the special unitary group oforder 2. It can be
regarded as the following subset of C-valued matrices:
SU(2) = {A ∈ C2×2 : A−1 = A¯T, det A = 1} = {
(
α −β¯
β α¯
)
|α, β ∈ C|α|2 + |β|2 = 1}
(c.1.1)
If we now consider the symplectic group of order 1, Sp(1), defined as follows:
Sp(1) = {q ∈H1×1 : a2 + b2 + c2 + d2 = 1, where q = a + bi + cj + dk} (c.1.2)
(i.e. the unit quaternions), we find out that the following map:
φ : Sp(1) −→ SU(2)
q = a + bi + cj + dk 7→
(
a + bi c + id
−c + id a− bi
)
(c.1.3)
is a smooth homomorphism between those two Lie groups. Indeed, let q = a + bi +
cj + dk ∈ Sp(1), then a2 + b2 + c2 + d2 = 1 which implies that det
(
a + bi c + id
−c + id a− bi
)
=
a2+ b2+ c2+ d2 = 1 and since it is of the form
(
α −β¯
β α¯
)
, we conclude that φ(q) ∈ SU(2).
Now, let A ∈ SU(2), then it can be written in the form
(
a + bi c + id
−c + id a− bi
)
and thus
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A = φ(a + bi + cj + dk). Next, let p, q ∈ Sp(1), then we compute φ(p · q), where · is the
quaternion product, which we remind is non-commutative:
φ(p · q) = φ((α+ βj)(γ+ δj)) = φ (αγ+ αδj + βjγ+ βjδj) =
= φ(αγ+ αδj + βγ¯j− βδ¯) = φ ((αγ− βδ¯) + (αδ+ βγ¯)j) =
=
(
(αγ− βδ¯) (αδ+ βγ¯)
(−α¯δ¯− β¯γ) (α¯γ¯− β¯δ)
)
=
(
α β
−β¯ α¯
)(
γ δ
−δ¯ γ¯
)
=
= φ(p)φ(q) (c.1.4)
Here we used the fact that any q ∈ H can be written as α+ βj with α, β ∈ C. Thus, we
may denote the elements of SU(2) as matrices described in (c.1.1) or just as elements of
Sp(1), that is unitary quaternions.
c.2 The Lie algebra of SU(2)
Since SU(2) ⊂ U(2), we will start by finding out u(2) and then restrict to the corre-
sponding subgroup. Any element in A ∈ u(2) can be expressed as the tangent vector
A = γ′(0) of some smooth curve γ(t) on U(2) such that γ(0) = id ∈ U(2). Simmilarly
to the procedure in (1.3.10), since γ(t) ∈ U(2) we have:
γ(t)γ¯T = id↔ ∑
k=1
γikγ¯jk = δij (c.2.1)
Now, differentiating at t = 0 gives:
∑nk=1((γ
ik)′(0)δjk + δik(γ¯jk)′(0)) = 0
(γij)′(0) + (γ¯ji)′(0) = 0
(γji)′(0) = −(γ¯ij)′(0)
(c.2.2)
Which is equivalent to the condition γ¯T = −γ. A matrix fulfilling this is called skew-
Hermitian. Since dim U(2) = 4 and the subspace of 2 × 2 complex skew-Hermitian
matrices has the same dimension, we conclude that this is u. Next, we use the exponen-
tial map presented in (1.3.15) and the following property :
det(eA) = etrace(A) (c.2.3)
Let then A ∈ su(2), we have eA ∈ SU(2), thus det(eA) = etrace(A) = 1 which tells us
that trace(A) = 0. This restriction on u decreases its dimension by one, thus the set of
traceless, skew-Hermitian matrices has dimension 3, such as SU(2) and su(2) do. We
conclude that this set is the Lie algebra associated to SU(2):
su(2) = {A ∈ C2×2 : A¯T = −A and trace(A) = 0} (c.2.4)
Let us find a basis for su(2). Let A =
(
α β
γ δ
)
∈ su(2) with α, β,γ, δ ∈ C. If A must be
traceless, this implies δ = −α. On the other hand, the skew-Hermicity implies:(
α β
γ −α
)
=
(−α¯ −γ¯
−β¯ α¯
)
(c.2.5)
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At first, α = −α¯ implies <(α) = 0. We also have γ = −β¯ and thus we have reduced our
matrix to one of the following form:(
ia b + ci
−b + ci −ia
)
(c.2.6)
Thus, a basis for su(2) is:
iσx =
(
0 i
i 0
)
iσy =
(
0 1
−1 0
)
iσz =
(
i 0
0 −i
)
(c.2.7)
where the matrices σi are the so-called Pauli matrices (used often in physics). The Lie
bracket is, just as we saw in chapter 1, the usual matrix commutator [A, B] = AB− BA.
We observe now the following commutation rules:
[(iσx), (iσy)] = 2(iσz) (iσz)(iσx) = 2(iσy) (iσy)(iσz) = 2(iσx) (c.2.8)
If we consider now the vector space =H (imaginary part of the quaternions) with the
following Lie bracket x, y ∈ =H, [x, y] = xy− yx = 2=(xy) then the commutation rules
for the generators i, j, k are:
[i, j] = 2k [k, i] = 2j [j, k] = 2i (c.2.9)
Thus, we see that the assignment iσx 7→ i, iσy 7→ j, iσz 7→ k is a Lie algebra isomorphism,
and we will denote sp(1) = =H(= su(2)).
c.3 The Hopf bundle
In chapter 2, example 2.1, we saw the so-called Hopf bundle S1 ↪→ S3 → CP1. We
will construct a very similar bundle, another Hopf bundle, but this time over HP1. We
may see it in distinct ways:
Sp(1) ↪→ S7 →HP1 (c.3.1)
Now, we use the following known diffeomorphisms: since HP1 ∼= S4 and Sp(1) ∼=
SU(2), we have the bundle
SU(2) ↪→ S7 −→ S4 (c.3.2)
just as we presented at the introduction of this appendix, this is an interesting principal
bundle for a physicist since SU(2) represents the group of symmetry of e.g. QCD and S4
is seen as a compactification of the space-time manifold. Finally, we may see SU(2) ∼= S3
and thus express the bundle wholly in terms of spheres:
S3 ↪→ S7 −→ S4 (c.3.3)
We may use any identification for the manifolds conforming the bundle, however, this
last one maybe doesn’t clearly show the group structure of S3.
We start by reminding a way of constructing HP1. Consider S7 in the following way:
S7 = {(q1, q2) ∈H2 : |q1|2 + |q2|2 = 1} (c.3.4)
Now let us say that (q1, q2) ∼ (q′1, q′2) if, and only if, (q1, q2) = λ(q′1, q′2) for some λ ∈ S3
(λ is a unit quaternion). We may then define HP1 = S7/ ∼ and denote its elements
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[q1 : q2] as the equivalence classes by ∼. We can then naturally define a projection of S7
on HP1 as:
P : S7 −→ HP1
(q1, q2) 7→ [q1 : q2] (c.3.5)
This map is clearly a projection and the anti-images of each point in HP1 are diffeomor-
phic to S3. We may have S3 act on S7 just by taking the product componentwise and this
doesn’t change the fibres defined by P :
P(λ(q1, q2)) = P(λq1,λq2) = [λq1 : λq2] = [q1 : q2] = P(q1, q2) (c.3.6)
As a local trivialising cover we take HP1 = U1 ∪U2, where:
Ui = {[q1 : q2] ∈HP1 : qi 6= 0} (c.3.7)
and define Ψi = (P ,ψi) with ψi : P−1(Ui) → S3, ψi((q1, q2)) = |q1|−1q1. Note that then,
the canonical cross-sections are:
s1([q1 : q2]) = (|q1|−1, q2q1|q1|−1) (c.3.8)
s2([q1 : q2]) = (q1q2|q2|−1, |q2|−1) (c.3.9)
The transition function (we only need to know g12) can be computed very similarly to
the procedure explained in chapter 2 and are given by:
g12([q1 : q2]) = |q1|−1q1(q2)−1|q2| (c.3.10)
We also use the same neighbourhoods, as standard coordinates for HP1 ∼= S4. Let
φi : Ui →H ∼= R4 be defined by:
φ1([q1 : q2]) = q2(q1)−1 (c.3.11)
and similarly for φ2. Their inverses are φ−11 (q) = [1, q] and φ
−1
2 (q) = [q, 1]. However,
since (1, q) and (q, 1) are not generally in S7, we may find more convenient to use the
following equivalent descriptions:
φ−11 (q) =
[
(1+ |q|2)− 12 , q(1+ |q|2)− 12
]
(c.3.12)
φ−12 (q) =
[
q(1+ |q|2)− 12 , (1+ |q|2)− 12
]
(c.3.13)
c.4 The connection
Consider the following =H-valued 1-form on S7:
ω = =(q¯1dq1 + q¯2dq2) (c.4.1)
If we identify v ∈ Tp(S7) with the pair v1, v2 ∈H2, we have:
ωp(v) = ω(p1,p2)(v1, v2) = =( p¯1v1 + p¯2v2) (c.4.2)
Now, let us compute ωp((σg)∗p·g−1(v)):
ωp((σg)∗p·g−1(v)) = ω(p1,p2)(v1g, v2g) = =( p¯1v1g + p¯2v2g) (c.4.3)
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On the other hand, we have:
adg−1(ωp·g−1(v)) = g
−1=( ¯(p1g−1)v1 + ¯(p2g−1v2)g = g−1=( ¯g−1 p¯1v1 + ¯g−1 p¯2v2)g (c.4.4)
Now since g ∈ Sp(1), ¯g−1 = g. Additionally, for any g ∈ Sp(1) and h ∈ H, we have
g−1=(h)g = =(g−1hg) and thus:
adg−1(ωp·g−1(v)) = g
−1=(gp¯1v1 + gp¯2v2)g = =( p¯1v1g + p¯2v2g) = ωp((σg)∗p·g−1(v))
(c.4.5)
Next, we see that:
ωp(A](p)) = ωp((σp)∗id A) = ω(p1,p2)(p1A, p2A) =
= =( p¯1p1A + p¯2p2A) = =(|p1|2A + |p2|2A) = =((|p1|2 + |p2|2)A) = =(A) = A
(c.4.6)
Thus, we have seen that ω defined as above is a connection on the bundle S3 ↪→ S7 → S4.
Now, we want to pull this connection back to H so that we get its gauge potential A. To
do this, we will use the chart maps, trivialisations and canonical cross-sections presented
earlier and use the fact that:(
(sk ◦ φ−1k )∗ω
)
q
(v) = (s∗k)φ−1k (q)
(
(φ−1k )∗q(v)
)
(c.4.7)
where q ∈ H and v ∈ TqH, for any k = 1, 2. We will compute this for k = 1 and denote
s1 = s.
For each vq ∈ TqH, we may write vq = ddt (q + vt) where v ∈ H corresponds to vq via
the canonical isomorphism:
s∗q(vq) = s∗q
(
d
dt
(q + vt)|t=0
)
=
d
dt
(s(q+ vt))|t=0 = ddt
(
1√
1+ |q + vt|2 (1, q + vt)
)
|t=0
(c.4.8)
Now, we can write |q + vt|2 = |q2|+ 2<(vq¯)t + |v|2t2 and conclude:
d
dt
(
1√
1+ |q + vt|2
)
|t=0 = − <(vq¯)
(1+ |q|2)3/2 (c.4.9)
which gives us:
s∗q(vq) =
(
− <(vq¯)
(1+ |q|2)3/2 ,
1√
1+ |q|2 v−
<(vq¯)
(1+ |q|2)3/2 q
)
(c.4.10)
And now:
(q¯2dq2)s(q)(s∗q(vq)) = q¯2(s(q))dq2(s∗q(vq)) =
=
(
1√
1+ |q|2 q¯
)(
1√
1+ |q|2 v−
<(vq¯)
(1+ |q|2)3/2 q
)
=
1√
1+ |q|2 q¯v−
<(vq¯)|q|2
(1+ |q|2)3/2 q
(c.4.11)
Note that both the second term of (c.4.11) and (q¯1dq1)s(q)(s∗q(vq)) are real and thus:(
(s1 ◦ φ−11 )∗ω
)
q
(vq) = =
(
q¯
1+ |q|2 v
)
(c.4.12)
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We may then write:
(s1 ◦ φ−11 )∗ω = =
(
q¯
1+ |q|2 dq
)
(c.4.13)
and similarly for k = 2:
(s2 ◦ φ−12 )∗ω = =
(
q¯
1+ |q|2 dq
)
(c.4.14)
This gauge potential we have found is the one that physicists associate with the instanton.
c.5 The Yang-Mills functional
We have thus seen that the gauge potential for our connection is:
A = =
(
q¯
1+ |q|2 dq
)
(c.5.1)
Now, the field strength tensor is given by:
F = dA+ 1
2
[A,A] = dA+A∧A (c.5.2)
One of the summands is:
A∧A = =
(
(1+ |q|)−2(q¯dq ∧ q¯dq)
)
(c.5.3)
For the other we use:
d((1+ |q|2)−1q¯) = (1+ |q|2)−1dq¯ + q¯d((1+ |q|2)−1) =
= (1+ |q|2)−1dq¯− (1+ |q|2)−2(|q|2dq¯ + q¯dqq¯) = (1+ |q|2)−2(dq¯− q¯dqq¯) (c.5.4)
Now,
dA = =(d((1+ |q|2)−1q¯) ∧ dq) = =((1+ |q|2)−2(dq¯ ∧ dq− q¯dq ∧ q¯dq)) (c.5.5)
And adding (c.5.3) and (c.5.5), we get to:
F = 1
(1+ |q|2)2 dq¯ ∧ dq (c.5.6)
We skip the = since it can be seen that dq¯ ∧ dq is purely imaginary:
dq¯ ∧ dq = (dq0 − dq1i− dq2 j− dq3k) ∧ (dq0 + dq1i + dq2 j + dq3k) =
= (dq0 ∧ dq0 + dq1 ∧ dq1 + dq2 ∧ dq2 + dq3 ∧ dq3)+
+ (dq0 ∧ dq1 − dq1 ∧ dq0 − dq2 ∧ dq3 + dq3 ∧ dq2)i+
+ (dq0 ∧ dq2 − dq2 ∧ dq0 + dq1 ∧ dq3 − dq3 ∧ dq1)j+
+ (dq0 ∧ dq3 − dq3 ∧ dq0 − dq1 ∧ dq2 + dq2 ∧ dq1)k =
= 2 ((dq0 ∧ dq1 − dq2 ∧ dq3)i + (dq0 ∧ dq2 + dq1 ∧ dq3)j + (dq0 ∧ dq3 − dq1 ∧ dq2)k)
(c.5.7)
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Having seen this, we define at each q ∈H the squared norm ‖ F (q) ‖2 of F (q) to be the
sum of the squared norms (in su(2) ∼= =H, ‖ q ‖2= 2=(qq¯)) of the components of F (q)
relative to dqα ∧ dqβ which gives us:
‖ F (q) ‖2= 6
(
2
(
4
(1+ |q|2)4
))
=
48
(1+ |q|2)4 (c.5.8)
Finally, a global measure of the total field strength is computed by integrating this ex-
pression over the whole manifold H = R4:
‖ F ‖2=
∫
R4
‖ F (q) ‖2= 48
∫
R4
1
(1+ |q|2)4 = 8pi
2 (c.5.9)
This total field strength is called the Yang-Mills action.
This procedure, of computing the Yang-Mills action of a field strength F obtained by
pulling back the curvature form of some connection, can be seen to be invariant under
gauge transformations (4.2.12), that is, if we take F g = g−1Fg, then ‖ F g(q) ‖2=‖
F (q) ‖2 for each q. Thus, we may assign a Yang-Mills action to each gauge potential A.
Thus, the functional which assigns an action to each gauge field is called the Yang-Mills
functional YM(A) on R4.
Now, physicists are interested in finite action solution, since quantities in real world
are always finite, thus one desires to find connections on a principal bundle, such that:
YM(A) =
∫
R4
‖ F (q) ‖2< +∞ (c.5.10)
It can be seen in the bibliography cited above amongst others, that the solution found in
(c.5.6) minimises the Yang-Mills action.
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