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Abstract
In this paper, we first obtain a generalized integral identity for twice local
differentiable functions. Then, using functions whose second derivatives
in absolute value at certain powers are generalized s−convex in the second
sense, we obtain some new Ostrowski type inequalities.
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1 Introduction and Preliminaries
Throughout this paper, let R, R+, Q, Z and N be the sets of real and positive
real numbers, rational numbers, integers and positive integers, respectively, and
J := R \Q and N0 := N ∪ {0}.
In order to describe the definition of the local fractional derivative and local
fractional integral, recently, one has introduced to define the following sets (see,
e.g., [13, 14]; see also [3]): For 0 < α ≤ 1,
(i) the α-type set of integers Zα is defined by
Zα := {0α} ∪ {±mα : m ∈ N} ;
(ii) the α-type set of rational numbers Qα is defined by
Qα := {qα : q ∈ Q} =
{(m
n
)α
: m ∈ Z, n ∈ N
}
;
∗corresponding author
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(iii) the α-type set of irrational numbers Jα is defined by
Jα := {rα : r ∈ J} =
{
rα 6=
(m
n
)α
: m ∈ Z, n ∈ N
}
;
(iv) the α-type set of real line numbers Rα is defined by Rα := Qα ∪ Jα.
Throughout this paper, whenever the α-type set Rα of real line numbers is
involved, the α is assumed to be tacitly 0 < α ≤ 1.
One has also defined two binary operations the addition + and the multi-
plication · (which is conventionally omitted) on the α-type set Rα of real line
numbers as follows (see, e.g., [13, 14]; see also [3]): For aα, bα ∈ Rα,
aα + bα := (a+ b)α and aα · bα = aαbα := (ab)α. (1.1)
Then one finds that
• (Rα, +) is a commutative group: For aα, bα, cα ∈ Rα,
(A1) a
α + bα ∈ Rα;
(A2) a
α + bα = bα + aα;
(A3) a
α + (bα + cα) = (aα + bα) + cα;
(A4) 0
α is the identity for (Rα, +): For any aα ∈ Rα, aα + 0α = 0α +
aα = aα;
(A5) For each a
α ∈ Rα, (−a)α is the inverse element of aα for (Rα, +):
aα + (−a)α = (a+ (−a))α = 0α;
• (Rα \ {0α} , ·) is a commutative group: For aα, bα, cα ∈ Rα,
(M1) a
αbα ∈ Rα;
(M2) a
α bα = bα aα;
(M3) a
α (bαcα) = (aα bα) cα;
(M4) 1
α is the identity for (Rα, ·): For any aα ∈ Rα, aα1α = 1αaα = aα;
(M5) For each a
α ∈ Rα \ {0α}, (1/a)α is the inverse element of aα for
(Rα, ·):
aα(1/a)α = (a(1/a))α = 1α;
• Distributive law holds: aα (bα + cα) = aαbα + aαcα.
Furthermore we observe some additional properties for (Rα, +, ·) which are
stated in the following proposition (see [3]).
Proposition 1.1 Each of the following statements holds true:
(i) Like the usual real number system (R, +, ·), (Rα, +, ·) is a field;
(ii) The additive identity 0α and the multiplicative identity 1α are unique,
respectively;
(iii) The additive inverse element and the multiplicative inverse element are
unique, respectively;
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(iv) For each aα ∈ Rα, its inverse element (−a)α may be written as −aα; for
each bα ∈ Rα \ {0α}, its inverse element (1/b)α may be written as 1α/bα
but not as 1/bα;
(v) If the order < is defined on (Rα, +, ·) as follows: aα < bα in Rα if and
only if a < b in R, then (Rα, +, ·, <) is an ordered field like (R, +, ·, <).
In order to introduce the local fractional calculus on Rα, we begin with the
concept of the local fractional continuity as in Definition 1.1.
Definition 1.1 A non-differentiable function f : R → Rα, x 7→ f(x), is called
to be local fractional continuous at x0 if for any ε ∈ R
+, there exists δ ∈ R+
such that
|f(x)− f(x0)| < ε
α
holds for |x− x0| < δ. If a function f is local continuous on the interval (a, b),
we denote f ∈ Cα(a, b).
Among several attempts to have defined local fractional derivative and lo-
cal fractional integral (see [18, Section 2.1]), we choose to recall the following
definitions of local fractional calculus (see, e.g., [10, 18, 13]):
Definition 1.2 The local fractional derivative of f(x) of order α at x = x0 is
defined by
f (α)(x0) = x0D
α
xf(x) =
dαf(x)
dxα
∣∣∣∣
x=x0
= lim
x→x0
∆α (f(x)− f(x0))
(x− x0)
α ,
where ∆α (f(x)− f(x0)) = Γ(α+1) (f(x)− f(x0)) and Γ is the familiar Gamma
function (see, e.g., [?, Section 1.1]).
Let f (α)(x) = Dαx f(x). If there exists f
(k+1)α(x) =
k+1 times︷ ︸︸ ︷
Dαx . . . D
α
xf(x) for any
x ∈ I ⊆ R, then we denote f ∈ D(k+1)α(I) (k ∈ N0).
Definition 1.3 Let f ∈ Cα [a, b]. Also let P = {t0, . . . , tN} , (N ∈ N) be a
partition of the interval [a, b] which satisfies a = t0 < t1 < · · · < tN−1 < tN = b.
Further, for this partition P , let ∆t := max
0≤j≤N−1
∆tj where ∆tj := tj+1 − tj
{j = 0, . . . , N − 1}. Then the local fractional integral of f on the interval [a, b]
of order α (denoted by aI
(α)
b f) is defined by
aI
(α)
b f(t) =
1
Γ(α+ 1)
∫ b
a
f(t)(dt)α :=
1
Γ(α+ 1)
lim
∆t→0
N−1∑
j=0
f(tj)(∆tj)
α, (1.2)
provided the limit exists (in fact, this limit exists if f ∈ Cα [a, b]).
Here, it follows that aI
(α)
b f = 0 if a = b and aI
(α)
b f = −bI
(α)
a f if a < b.
If aI
(α)
x g exists for any x ∈ [a, b] and a function g : [a, b] → Rα, then we
denote g ∈ I
(α)
x [a, b].
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We give some of the features related to the local fractional calculus that will
be required for our main results (see [13]).
Lemma 1.1 The following identities hold true:
(a) (1α−local fractional derivative of xkα)
dαxkα
dxα
=
Γ(1 + kα)
Γ(1 + (k − 1)α)
x(k−1)α.
(b) (Local fractional integration is anti-differentiation)
Suppose that f(x) = g(α)(x) ∈ Cα [a, b]. Then we have
aI
α
b f(x) = g(b)− g(a).
(c) (Local fractional integration by parts)
Suppose that f(x), g(x) ∈ Dα [a, b] and f
(α)(x), g(α)(x) ∈ Cα [a, b]. Then
we have
aI
α
b f(x)g
(α)(x) = f(x)g(x)|
b
a −a I
α
b f
(α)(x)g(x).
(d) (Local fractional definite integrals of xkα)
1
Γ(1 + α)
∫ b
a
xkα(dx)α =
Γ(1 + kα)
Γ(1 + (k + 1)α)
(
b(k+1)α − a(k+1)α
)
(k ∈ R).
For further details on local fractional calculus, one may refer to [18]-[17].
Let I be an interval in R. A function f : I → Rα is said to be convex on I if
f (tx+ (1− t) y) ≤ tf (x) + (1− t) f (y) (1.3)
holds for every x, y ∈ I and t ∈ [0, 1].
If a function f : I ⊂ R→ R (I an interval) is convex on I, then, for a, b ∈ I
with a < b, we have
f
(
a+ b
2
)
≤
1
b− a
∫ b
a
f (x) dx ≤
f (a) + f (b)
2
, (1.4)
which is known as the Hermite-Hadamard inequality.
Mo et al. [4] introduced the following generalized convex function.
Definition 1.4 Let f : I ⊂ R → Rα (I an interval) be a function. If, for any
x1, x2 ∈ I and λ ∈ [0, 1], the following inequality
f (λx1 + (1 − λ)x2) ≤ λ
αf(x1) + (1− λ)
α
f(x2)
holds, then f is called a generalized convex function on I.
Here are two basic examples of generalized convex functions:
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(1) f (x) = xαp (p > 1);
(2) g (x) = Eα (x
α) (x ∈ R), where Eα (x
α) :=
∑∞
k=0
xαk
Γ(1+kα) is the Mittag-
Leffer function.
Recently the fractal theory has received a significant attention (see, e.g.,
[1, 10, 5, 7, 8, 9, 11, 12]). Mo et al. [4] proved the following analogue of
the Hermite-Hadamard inequality (1.4) for generalized convex functions: Let
f (x) ∈ Iαx [a, b] be a generalized convex function on [a, b] with a < b. Then we
have
f
(
a+ b
2
)
≤
Γ(1 + α)
(b− a)
α aI
α
b f(x) ≤
f (a) + f (b)
2α
. (1.5)
Remark 1.1 The double inequality (1.5) is known in the literature as gener-
alized Hermite-Hadamard integral inequality for generalized convex functions.
Some of the classical inequalities for means can be derived from (1.5) with ap-
propriate selections of the mapping f . Both inequalities in (1.4) and (1.5) hold
in the reverse direction if f is concave and generalized concave, respectively. For
some more results which generalize, improve and extend the inequalities (1.5),
one may refer to the recent papers [1, 5, 7], [8]-[11] and references therein.
An analogue in the fractal set Rα of the classical Ho¨lder’s inequality has
been established by Yang [13], which is asserted by the following lemma.
Lemma 1.2 Let f, g ∈ Cα [a, b] , with
1
p
+ 1
q
= 1 (p, q > 1). Then we have
1
Γ(α+ 1)
∫ b
a
|f(x)g(x)| (dx)α (1.6)
≤
(
1
Γ(α+ 1)
∫ b
a
|f(x)|
p
(dx)α
) 1
p
(
1
Γ(α+ 1)
∫ b
a
|g(x)|
q
(dx)α
) 1
q
.
Theorem 1.1 (Generalized Ostrowski inequality) Let I ⊆ R be an inter-
val, f : I0 ⊆ R → Rα (I0 is the interior of I) such that f ∈ Dα(I
0) and
f (α) ∈ Cα [a, b] for a, b ∈ I
0 with a < b Then. for all x ∈ [a, b] , we have the
identity∣∣∣∣f(x)− Γ (1 + α)(b− a)α aIαb f(t)
∣∣∣∣ ≤ 2α Γ (1 + α)Γ (1 + 2α)

 1
4α
+
(
x− a+b2
b− a
)2α (b− a)α ∥∥∥f (α)∥∥∥
∞
.
(1.7)
In [7], Mo and Sui established the following Hermite-Hadamard inequality
for generalized s−convex functions on real linear fractal set Rα (0 < α < 1) :
Theorem 1.2 Suppose that f : R+ → R
α is a generalized s−convex function
in the second sense, where s ∈ (0, 1). Let a, b ∈ [0,∞), a < b. If f ∈ Cα [a, b],
then the following inequalities hold:
2(s−1)α
Γ (1 + α)
f
(
a+ b
2
)
≤
aI
α
b f(t)
(b − a)
α ≤
Γ (1 + sα)
Γ (1 + (s+ 1)α)
(f(a) + f(b)) . (1.8)
If f is a generalized s−concave, then we have the reverse inequality.
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In this section, we first obtain a generalized integral identity for functions
twice local differentiable functions. Then, we use this identity to obtain our
results and using functions whose second derivatives in absolute value at certain
powers are generalized s−convex, obtain some new Ostrowski type inequalities
for functions whose local fractional derivatives are generalized s−convex in the
second sense.
2 Main Results
Lemma 2.1 Let I ⊆ R be an interval, f : I◦ ⊆ R→ Rα (I◦ is the interior of
I) such that f (α) ∈ Dα(I
◦) and f (2α) ∈ Cα[a, b] for a, b ∈ I
◦ with a < b. Then,
for all x ∈ [a, b] we have the identity,
1
(b− a)α
aI
α
b f(t)−
f(x)
Γ(1 + α)
+
(2x− a− b)αf (α)(x)
Γ(1 + 2α)
(2.1)
=
(x− a)3α
Γ(1 + α)Γ(1 + 2α)(b− a)α
∫ 1
0
t2αf (2α)(tx+ (1− t)a)(dt)α
+
(b − x)3α
Γ(1 + α)Γ(1 + 2α)(b − a)α
∫ 1
0
t2αf (2α)(tx + (1− t)b)(dt)α.
Proof. Using the local fractional integration by parts, we have
1
Γ(1 + α)
∫ 1
0
t2αf (2α)(tx + (1− t)a)(dt)α (2.2)
=
t2α
(x − a)α
f (α)(tx+ (1− t)a)
∣∣∣1
0
−
Γ(1 + 2α)
Γ(1 + α)(x − aα)
1
Γ(1 + α)
∫ 1
0
tαf (α)(tx+ (1 − t)a)
=
f (α)(x)
(x − a)α
−
Γ(1 + 2α)
(x− a)αΓ(1 + α)
[
tα
(x − aα)
f(tx+ (1− t)a)
∣∣∣1
0
−
Γ(1 + α)
(x− a)α
1
Γ(1 + α)
∫ 1
0
f(tx+ (1 − t)a)(dt)α
]
=
f (α)(x)
(x − a)α
−
Γ(1 + 2α)f(x)
Γ(1 + α)(x − a)2α
+
Γ(1 + 2α)
(x− a)2α
1
Γ(1 + α)
∫ 1
0
f(tx+ (1− t)a)(dt)α
By using the change of the variable u = tx + (1 − t)a for t ∈ [0, 1] and by
multiplying the both sides of (2.2) by (x−a)
3α
Γ(1+2α)(b−a)α , we obtain
(x − a)3α
Γ(1 + α)Γ(1 + 2α)(b − a)α
∫ 1
0
t2αf (2α)(tx+ (1− t)a)(dt)α
=
(x− a)2αf (α)(x)
Γ(1 + 2α)(b − a)α
−
(x− a)αf(x)
Γ(1 + α)(b − a)α
+
1
(b− a)α
aI
α
x f(t). (2.3)
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Analogously, we also have the following equality:
(b− x)3α
Γ(1 + α)Γ(1 + 2α)(b − a)α
∫ 1
0
t2αf (2α)(tx+ (1− t)b)(dt)α
= −
(b − x)2αf (α)(x)
Γ(1 + 2α)(b − a)α
−
(b − x)αf(x)
Γ(1 + α)(b − a)α
+
1
(b− a)α
xI
α
b f(t). (2.4)
So, adding (2.3) and (2.4), we get desired inequality (2.1).This completes the
proof of the lemma.
Theorem 2.1 Suppose that the assumptions of Lemma 2.1 are satisfied. If
|f (2α)| is generalized s−convex in the second sense where s ∈ (0, 1), then∣∣∣∣ 1(b− a)α aIαb f(t)− f(x)Γ(1 + α) + (2x− a− b)
αf (α)(x)
Γ(1 + 2α)
∣∣∣∣
≤
(x− a)3α
Γ(1 + 2α)(b − a)α
(
M(s, α)|f (2α)(x)|+N(s, α)|f (2α)(a)|
)
+
(b− x)3α
Γ(1 + 2α)(b − a)α
(
M(s, α)|f (2α)(x)|+N(s, α)|f (2α)(b)|
)
(2.5)
whereM(s, α) =
Γ(1 + (s+ 2)α)
Γ(1 + (s+ 3)α)
and N(s, α) =
Γ(1 + sα)
Γ(1 + (s+ 1)α)
−2α
Γ(1 + (s+ 1)α)
Γ(1 + (s+ 2)α)
+
Γ(1 + (s+ 2)α)
Γ(1 + (s+ 3)α)
.
Proof. Taking modulus in Lemma 2.1 and generalized s−convexity in the
second sense of |f (2α)|, we have∣∣∣∣ 1(b − a)α aIαb f(t)− f(x)Γ(1 + α) + (2x− a− b)
αf (α)(x)
Γ(1 + 2α)
∣∣∣∣ (2.6)
≤
(x− a)3α
Γ(1 + α)Γ(1 + 2α)(b− a)α
{∫ 1
0
t2α
∣∣∣f (2α)(tx+ (1− t)a)∣∣∣(dt)α
+
(b− x)3α
Γ(1 + α)Γ(1 + 2α(b− a)α
∫ 1
0
t2α
∣∣∣f (2α)(tx+ (1 − t)b)∣∣∣(dt)α}
≤
(x − a)3α
Γ(1 + 2α)(b− a)α
[
1
Γ(1 + α)
∫ 1
0
(
t2α
[
tsα
∣∣∣f (2α)(x)∣∣∣ + (1− t)sα∣∣∣f (2α)(a)∣∣∣])(dt)α]
+
(b − x)3α
Γ(1 + 2α)(b− a)α
[
1
Γ(1 + α)
∫ 1
0
(
t2α
[
tsα
∣∣∣f (2α)(x)∣∣∣ + (1− t)sα∣∣∣f (2α)(b)∣∣∣)]) (dt)α]
Using Lemma(1.1), we also have
1
Γ(1 + α)
∫ 1
0
t2αtsα =
Γ(1 + (s+ 2)α)
Γ(1 + (s+ 3)α)
(2.7)
and
1
Γ(1 + α)
∫ 1
0
t2α(1− t)sα =
Γ(1 + sα)
Γ(1 + (s+ 1)α)
− 2α
Γ(1 + (s+ 1)α)
Γ(1 + (s+ 2)α)
+
Γ(1 + (s+ 2)α)
Γ(1 + (s+ 3)α)
.
(2.8)
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If subsattute equalities (2.7) and (2.8) in (2.6), we get desired inequality (2.9).
So, the proof is complete.
Corollary 2.1 In Theorem 2.1, if we choose x = a+b2 and use the s−convexity
of |f (2α)|, we obtain∣∣∣∣∣ 1(b − a)α aIαb f(t)− f(
a+b
2 )
Γ(1 + α)
∣∣∣∣∣ (2.9)
≤
(b − a)2α
8αΓ(1 + 2α)
(
M(s, α)|f (2α)(
a+ b
2
)|+N(s, α)|f (2α)(a)|
)
+
(b− a)2α
8αΓ(1 + 2α)
(
M(s, α)|f (2α)(
a+ b
2
)|+N(s, α)|f (2α)(b)|
)
≤
(b − a)2α
8αΓ(1 + 2α)
(
2(1−s)αM(s, α) + 2sαN(s, α)
2sα
)(∣∣∣f (2α)(a)∣∣∣+ ∣∣∣f (2α)(b)∣∣∣) .
Corollary 2.2 Taking Θ :=
∣∣f (2α)(x)∣∣
∞
in Theorem 2.1, we get∣∣∣∣ 1(b − a)α aIαb f(t)− f(x)Γ(1 + α) + (2x− a− b)
αf (α)(x)
Γ(1 + 2α)
∣∣∣∣
≤
3αΘ(M(s, α) +N(s, α))
Γ(1 + 2α)
[
(b− a)
2α
12α
+
(
x−
a+ b
2
)2α]
. (2.10)
Corollary 2.3 If we take x = a+b2 in Corollary 2.2, we get∣∣∣∣∣ 1(b − a)α aIαb f(t)− f
(
a+b
2
)
Γ(1 + 2α)
∣∣∣∣∣ ≤ Θ(M(s, α) +N(s, α)) (b− a)
2α
4αΓ(1 + 2α)
.
(2.11)
Theorem 2.2 Suppose that the assumptions of Lemma 2.1 are satisfied. If
|f (2α)|q is generalized s-convex in the second sense where s ∈ (0, 1), then∣∣∣∣ 1(b− a)α aIαb f(t)− f(x)Γ(1 + α) + (2x− a− b)
αf (α)(x)
Γ(1 + 2α)
∣∣∣∣
≤
(
Γ(1 + 2pα)
Γ(1 + (2p+ 1)α)
) 1
p
(
Γ(1 + sα)
Γ(1 + (s+ 1)α)
) 1
q 1
Γ(1 + 2α)(b− a)α
×
[
(x− a)3α
(∣∣∣f (2α)(x)∣∣∣q + ∣∣∣f (2α)(a)∣∣∣q) 1q
+(b− x)3α
(∣∣∣f (2α)(x)∣∣∣q + ∣∣∣f (2α)(b)∣∣∣q) 1q
]
(2.12)
where 1
p
+ 1
q
= 1.
Proof. Taking modulus Lemma 2.1 and by generalized Ho¨lder inequality, we
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have ∣∣∣∣ 1(b − a)α aIαb f(t)− f(x)Γ(1 + α) + (2x− a− b)
αf (α)(x)
Γ(1 + 2α)
∣∣∣∣
≤
(x− a)3α
Γ(1 + α)Γ(1 + 2α)(b− a)α
{∫ 1
0
t2α
∣∣∣f (2α)(tx+ (1− t)a)∣∣∣ (dt)α
+
(b − x)3α
Γ(1 + α)Γ(1 + 2α(b − a)α
∫ 1
0
t2α
∣∣∣f (2α)(tx+ (1− t)b)∣∣∣(dt)α}
≤
(x − a)3α
Γ(1 + 2α)(b− a)α
(
1
Γ(1 + α)
∫ 1
0
t2pα(dt)α
) 1
p
×
(
1
Γ(1 + α)
∫ 1
0
∣∣∣f (2α)(tx+ (1− t)a)∣∣∣q (dt)α) 1q
+
(b− x)3α
Γ(1 + 2α)(b − a)α
(
1
Γ(1 + α)
∫ 1
0
t2pα(dt)α
) 1
p
×
(
1
Γ(1 + α)
∫ 1
0
∣∣∣f (2α)(tx+ (1− t)b)∣∣∣q (dt)α) 1q . (2.13)
Since
∣∣f (2α)∣∣q is generalized s−convex in the second sense and from generalized
Hermite-Hadamard inequality for s−convex functions in the second sense, we
have ∫ 1
0
∣∣∣f (2α)(tx+ (1− t)a)∣∣∣q (dt)α = 1
(x− a)α
∫ x
a
∣∣∣f (2α)(u)∣∣∣q (du)α
≤
Γ(1 + sα)
Γ(1 + (s+ 1)α)
(∣∣∣f (2α)(x)∣∣∣q + ∣∣∣f (2α)(a)∣∣∣q) (2.14)
and similarly ∫ 1
0
∣∣∣f (2α)(tx+ (1− t)a)∣∣∣q (dt)α
≤
Γ(1 + sα)
Γ(1 + (s+ 1)α)
(∣∣∣f (2α)(x)∣∣∣q + ∣∣∣f (2α)(b)∣∣∣q) . (2.15)
From Lemma 1.1, we also have
1
Γ(1 + α)
∫ 1
0
t2pα(dt)α =
Γ(1 + 2pα)
Γ(1 + (2p+ 1)α)
. (2.16)
Now, if we substitute inequalities (2.14), (2.15) and equality (2.16) in (2.12), we
obtain ∣∣∣∣ 1(b− a)α aIαb f(t)− f(x)Γ(1 + α) + (2x− a− b)
αfα(x)
Γ(1 + 2α)
∣∣∣∣
≤
(
Γ(1 + 2pα)
Γ(1 + (2p+ 1)α)
) 1
p
(
Γ(1 + sα)
Γ(1 + (s+ 1)α)
) 1
q 1
Γ(1 + 2α)(b− a)α
×
[
(x− a)3α
(∣∣∣f (2α)(x)∣∣∣q + ∣∣∣f (2α)(a)∣∣∣q) 1q
+(b− x)3α
(∣∣∣f (2α)(x)∣∣∣q + ∣∣∣f (2α)(b)∣∣∣q) 1q
]
(2.17)
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which desired inequality (2.12).
Corollary 2.4 In Theorem 2.2, if we choose x = a+b2 and use the s−convexity
of |f (2α)|q, we get the following inequality:∣∣∣∣∣ 1(b − a)α aIαb f(t)− f(
a+b
2 )
Γ(1 + α)
∣∣∣∣∣
≤
(
Γ(1 + 2pα)
Γ(1 + (2p+ 1)α)
) 1
p
(
Γ(1 + sα)
Γ(1 + (s+ 1)α)
) 1
q (b− a)
2α
8αΓ(1 + 2α)
×
[(∣∣∣∣f (2α)
(
a+ b
2
)∣∣∣∣q + ∣∣∣f (2α)(a)∣∣∣q
) 1
q
+
(∣∣∣∣f (2α)
(
a+ b
2
)∣∣∣∣q + ∣∣∣f (2α)(b)∣∣∣q
) 1
q
]
≤
(
Γ(1 + 2pα)
Γ(1 + (2p+ 1)α)
) 1
p
(
Γ(1 + sα)
Γ(1 + (s+ 1)α)
) 1
q (b− a)
2α
8αΓ(1 + 2α)
×
[(
(2sα + 1)
∣∣f (2α)(a)∣∣q + ∣∣f (2α)(b)∣∣q
2sα
) 1
q
+
(∣∣f (2α)(a)∣∣q + (2sα + 1) ∣∣f (2α)(b)∣∣q
2sα
) 1
q
]
≤
(
Γ(1 + 2pα)
Γ(1 + (2p+ 1)α)
) 1
p
(
Γ(1 + sα)
Γ(1 + (s+ 1)α)
) 1
q
×
(
1 + (1 + 2sα)
1
q
)
(b− a)
2α
2(3+
s
q )αΓ(1 + 2α)
(∣∣∣f (2α)(a)∣∣∣+ ∣∣∣f (2α)(b)∣∣∣) . (2.18)
While obtaining the last part of the inequality (2.29) it has been used the fact
that
n∑
k=1
(uk + vk)
r ≤
n∑
k=1
(uk)
r +
n∑
k=1
(vk)
r, uk, vk ≥ 0, 1 ≤ k ≤ n, 0 ≤ r ≤ 1.
Corollary 2.5 By under assumptions of Theorem 2.2 and taking Θ :=
∣∣f (2α)(x)∣∣
∞
,
we have∣∣∣∣ 1(b− a)α aIαb f(t)− f(x)Γ(1 + α) + (2x− a− b)
αfα(x)
Γ(1 + 2α)
∣∣∣∣ (2.19)
≤
(
Γ(1 + 2pα)
Γ(1 + (2p+ 1)α)
) 1
p
(
Γ(1 + sα)
Γ(1 + (s+ 1)α)
) 1
q 3αΘ
Γ(1 + 2α)
[
(b− a)
2α
12α
+
(
x−
a+ b
2
)2α]
.
Corollary 2.6 If we take x = a+b2 in Corollary 2.31, we get∣∣∣∣ 1(b− a)α aIαb f
(
a+ b
2
)
−
f(x)
Γ(1 + α)
∣∣∣∣ (2.20)
≤
(
Γ(1 + 2pα)
Γ(1 + (2p+ 1)α)
) 1
p
(
Γ(1 + sα)
Γ(1 + (s+ 1)α)
) 1
q Θ(b− a)
2α
4αΓ(1 + 2α)
.
Theorem 2.3 Suppose that the assumptions of Lemma 2.1 are satisfied. If
|f (2α)|q is generalized s-convex in the second sense where s ∈ (0, 1), then for all
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q ≥ 1 ∣∣∣∣ 1(b− a)α aIαb f(t)− f(x)Γ(1 + α) + (2x− a− b)
αf (α)(x)
Γ(1 + 2α)
∣∣∣∣
≤
(
Γ(1 + 2α)
Γ(1 + 3α)
)1− 1
q 1
Γ(1 + 2α)(b − a)α
×
[
(x− a)
3α
(
M(s, α)
∣∣∣f (2α)(x)∣∣∣q +N(s, α) ∣∣∣f (2α)(a)∣∣∣q ) 1q
+(b− x)3α
(
M(s, α)
∣∣∣f (2α)(x)∣∣∣q +N(s, α) ∣∣∣f (2α)(b)∣∣∣q ) 1q
]
(2.21)
where M(s, α) :=
Γ(1 + (s+ 2)α)
Γ(1 + (s+ 3)α)
and N(s, α) :=
Γ(1 + (s+ 2)α)
Γ(1 + (s+ 3)α)
−
2α
Γ(1 + (s+ 1)α)
Γ(1 + (s+ 2)α)
+
Γ(1 + sα)
Γ(1 + (s+ 1)α)
.
Proof. From Lemma 2.1 and by generalized power-mean inequality, we have∣∣∣∣ 1(b− a)α aIαb f(t)− f(x)Γ(1 + α) + (2x− a− b)
αf (α)(x)
Γ(1 + 2α)
∣∣∣∣
≤
(x− a)3α
Γ(1 + α)Γ(1 + 2α)(b − a)α
{∫ 1
0
t2α
∣∣∣f (2α)(tx + (1− t)a)∣∣∣ (dt)α
+
(b − x)3α
Γ(1 + α)Γ(1 + 2α)(b − a)α
∫ 1
0
t2α
∣∣∣f (2α)(tx+ (1− t)b)∣∣∣(dt)α}
≤
(x− a)3α
Γ(1 + 2α)(b− a)α
(
1
Γ(1 + α)
∫ 1
0
t2α(dt)α
)1− 1
q
×
(
1
Γ(1 + α)
∫ 1
0
t2α
∣∣∣f (2α)(tx+ (1− t)a)∣∣∣q (dt)α) 1q
+
(b− x)3α
Γ(1 + 2α)(b − a)α
(
1
Γ(1 + α)
∫ 1
0
t2α(dt)α
)1− 1
q
×
(
1
Γ(1 + α)
∫ 1
0
t2α
∣∣∣f (2α)(tx+ (1− t)b)∣∣∣q (dt)α) 1q . (2.22)
Since
∣∣f (2α)∣∣q is generalized s−convex in the second sense, we have∣∣∣f (2α)(tx+ (1− t)a)∣∣∣q ≤ tsα ∣∣∣f (2α)(x)∣∣∣q + (1− t)sα ∣∣∣f (2α)(a)∣∣∣q (2.23)
and ∣∣∣f (2α)(tx+ (1− t)b)∣∣∣q ≤ tsα ∣∣∣f (2α)(x)∣∣∣q + (1− t)sα ∣∣∣f (2α)(b)∣∣∣q . (2.24)
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Thus we can write,∣∣∣∣ 1(b − a)α aIαb f(t)− f(x)Γ(1 + α) + (2x− a− b)
αf (α)(x)
Γ(1 + 2α)
∣∣∣∣ (2.25)
≤
(x − a)3α
Γ(1 + 2α)(b− a)α
(
1
Γ(1 + α)
∫ 1
0
t2α(dt)α
)1− 1
q
×
(
1
Γ(1 + α)
∫ 1
0
t2α
[
tsα
∣∣∣f (2α)(x)∣∣∣q + (1 − t)sα ∣∣∣f (2α)(a)∣∣∣q] (dt)α) 1q
+
(b− x)3α
Γ(1 + 2α)(b − a)α
(
1
Γ(1 + α)
∫ 1
0
t2α(dt)α
)1− 1
q
×
(
1
Γ(1 + α)
∫ 1
0
t2α
[
tsα
∣∣∣f (2α)(x)∣∣∣q + (1 − t)sα ∣∣∣f (2α)(b)∣∣∣q] (dt)α) 1q .
Using Lemma 1.1, we have
1
Γ(1 + α)
∫ 1
0
t2α(dt)α =
Γ(1 + 2α)
Γ(1 + 3α)
, (2.26)
1
Γ(1 + α)
∫ 1
0
t2αtsα(dt)α =
Γ(1 + (s+ 2)α)
Γ(1 + (s+ 3)α)
(2.27)
and
1
Γ(1 + α)
∫ 1
0
t2α(1− t)sα(dt)α
=
Γ(1 + (s+ 2)α)
Γ(1 + (s+ 3)α)
− 2α
Γ(1 + (s+ 1)α)
Γ(1 + (s+ 2)α)
+
Γ(1 + sα)
Γ(1 + (s+ 1)α)
. (2.28)
Substituting (2.26), (2.27) and (2.28) in (2.25), we get desired inequality (2.21).
So proof of this theorem is complete.
Corollary 2.7 In Theorem 2.3, if we choose x = a+b2 and use the s−convexity
of |f (2α)|q, we get the following inequality:∣∣∣∣∣ 1(b− a)α aIαb f(t)− f(
a+b
2 )
Γ(1 + α)
∣∣∣∣∣ ≤
(
Γ(1 + 2α)
Γ(1 + 3α)
)1− 1
q (b− a)2α
8αΓ(1 + 2α)
×
[(
M(s, α)
(
|f (2α)(a)|+ |f (2α)(b)|
2sα
)
+N(s, α)|f (2α)(a)|
) 1
q
+
(
M(s, α)
(
|f (2α)(a)|+ |f (2α)(b)|
2sα
)
+N(s, α)|f (2α)(b)|
) 1
q
]
≤
(
Γ(1 + 2α)
Γ(1 + 3α)
)1− 1
q (b− a)
2α
2(3+
s
q )αΓ(1 + 2α)
×
(
(M(s, α) + 2sαN(s, α))
1
q +M(s, α)
1
q
)(∣∣∣f (2α)(a)∣∣∣ + ∣∣∣f (2α)(b)∣∣∣)
(2.29)
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Corollary 2.8 By under assumptions of Theorem 2.3 and taking Θ :=
∣∣f (2α)(x)∣∣
∞
,
we have∣∣∣∣∣ 1(b− a)α aIαb f(t)− f
(
a+b
2
)
Γ(1 + α)
+
(2x− a− b)αfα(x)
Γ(1 + 2α)
∣∣∣∣∣ (2.30)
≤
(
Γ(1 + 2α)
Γ(1 + 3α)
)1− 1
q 3αΘ(M(s, α) +N(s, α))
1
q
Γ(1 + 2α)
[
(b− a)2α
12α
+
(
x−
a+ b
2
)2α]
.
Corollary 2.9 If we take x = a+b2 in Corollary 2.8, we get∣∣∣∣∣ 1(b − a)α aIαb f (t)− f
(
a+b
2
)
Γ(1 + α)
∣∣∣∣∣ (2.31)
≤
(
Γ(1 + 2α)
Γ(1 + 3α)
)1− 1
q Θ(M(s, α) +N(s, α))
1
q (b− a)
2α
4αΓ(1 + 2α)
.
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