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understand the effects of multipath arrivals. 
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I. Introduction to. Ultra-short Baseline 
Applications and Techniques 
1.0 Purpose 
The pe1formance and flexibility of Ultra-Shan Baseline (USBL) acoustic navigation 
systems can be enhanced through the use of powerful digital signal processing 
microprocessors, coupled with an understanding of the acoustic environment. This thesis 
describes the design of a prototype USBL system. In-water test results are discussed, and 
methods for using the system's processing power to improve system pe1foimance are 
explored. 
1.1 Underwater navigation and USBL applications 
Reliable underwater navigation is currently one of the largest stumbling-blocks for 
the development of autonomous underwater vehicles (AUV's). The problems of working 
in the underwater environment and the size and power constraints forced on the designer by 
the vehicle mean that many conventional nav igation systems have serious disadvantages. 
Radio-based nav igation systems fail as radio waves cannot penetrate more than a few 
meters into salt water. Dead reckoning systems can be used, but generally have no way to 
correct for drift caused by the presence of cunents. lnenial navigati on systems wltich are 
affordable for scientific missions typically have drift rates on the order of 0.5-10 ft/sec 
[Huiyong, 1984] and are therefore inappropriate, although new developments in 1ing-laser 
gyros seem promising. Vehicle-mounted active Doppler sonars can be useful for near-
bottom missions, but their size and power requirements can pose problems for small 
untethered vehicles. Navigation systems such as geophysical map matching may be 
impo1tant in the future, but geophysical features are not mapped in many pans of the 
ocean .. Given the available choices, it can be seen that acoustic navigation is an important 
tool for underwater navigation [Schmidt, Bellingham, and Consi, 1990]. Although there 
10 
are many problems inherent in designing a reliable, accurate acoustic navigation system, it 
is possible to build small, low power systems which can provide adequate coverage for a 
survey area. 
MIT Sea Grant is developing versions of two of the most commonly used types of 
acoustic navigation, long baseline (LBL) and USBL. Long baseline navigation systems 
consist of three or more acoustic beacons which are deployed t0 form a u·ansponder net in 
the survey area. A vehicle operating inside the transponder net receives pulses from each 
beacon on a single hydrophone. After time synchronization problems are accounted for, 
the vehicle can use the times of arrival of the pulses to determine its range from each 
beacon, and thus locate itself inside the net [BeLlingham, 1991]. While LBL is a very 
useful system, the process of deploying and surveying the rransponder net can be time-
consuming. USBL addresses this drawback by turning the problem on its head; the system 
now consists of a single beacon in the water, and multiple hydrophones on the vehicle. By 
comparing the signals received on the different hydrophones the system measures the 
bearing of the pinger relative to the hydrophone array. If clocks on the beacon and vehicle 
can be accurately synchronized, the time of arrival of the pulse can be used to obtain range 
information as well. However, even without clock synchronization the USBL system can 
be quite useful , for example for homing in on a beacon. 
The use of the USBL system can be more clearly illustrated by considering the 
proposed navigation system for the Arctic ice mapping mission. A series of acoustic 
experiments to study ice mechanics are planned for summer 1994. These experiments will 
focus on the events surrounding the formation of ice features and the collision of ice plates. 
Researchers, along with the AUV Sea Scout, wiLl be based at a main camp. When ice 
activity is detected, researchers will fly to the active site to deploy acoustic sensors and an 
LBL array. The AUV will be launched from the base camp at about the same time. The 
Sea Scout will first navigate from the base camp to the active site, map the underside of the 
ice at the active area using sector scan and sidescan sonar, then return to 
11 
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Figure 1.2: USBL use in Virtual Chain 
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the base camp. Since all operations will be carried out under ice. reliability is very 
important. The solution which has been proposed is shown below in Figure 1.1 . After 
leaving the base camp the vehicle will use USBL to home in on one of the beacons 
deployed near the active site (vehicle A below). This eliminates the need tO deploy an LBL 
anay along the route. resulting in faster deployment time. During the survey the LBL 
system will be used. At the same time the USBL system can provide estimates of the 
vehicle's bearing to each of the LBL beacons, giving an additional position estimate 
(vehicle B). Perhaps more importantly, the bearing measurement can be used to detennine 
the vehicle's heading. This is especially impon.ant since magnetic compasses are not 
reliable near the Earth's magnetic pole, since the lines of magnetic flux have only a small 
horizontal component. After the survey the vehicle uses USBL to home in on a beacon 
located at the base camp [Schmidt and Bellingham, 19911. 
Another interesting application for a USBL system is the "virtual chain" concept for 
control of multiple AUV's [Triantafyllou and Streitlien. 1991]. In the virtual chain, a large 
number of AUV's are stacked on top of one another to provide sampling through the water 
column. Each AUV acts as a link in a chain, attempting to remain directly in between the 
vehicles above and below it. The motion of the AUV line can be described as the motion of 
a chain, and the vehicle at the top or bottom can control the chain by acting as a forcing 
function. The shape of the chain will also give information about cunent profiles. If each 
vehicle is equipped with a pinger of a different frequency, a USBL system can be used to 
locate the AUV's above and below a particular vehicle. This is seen in Figure 1.2. 
1.2 USBL Measurement Basics 
A good physical understanding of how the USBL measurement is made can be 
arrived at by considering a single hydrophone pair oriented along the y axis, which receives 
an incident wave in the x-y plane. If the baseline length D and the local sound speed care 
13 
known, and the difference between the time of arrival at d1e different hydrophones 8t is 
measured, the bearing 8 is found using simple trigonometry: 
8 = Arcsin { c g t) ( 1.1) 
In the case of wideband USBL, which will be discussed in Appendix C, the time difference 
8t is measured using spectral estimation techniques. For single- frequency USBL, 
however, a simpler expression can be derived by noting liat a time delay between two 
sinewaves of the same frequency can also be desc1ibed as a phase sh ift between lie 
signals. Maliematically, 
( 1.2) 
where T is the period of d1e sinewave and ~<1> is the phase difference. The expression for 8 
above can be rewritten: 
8 = Arcsin {~: ~) (1 .3) 
D 
Figure 1.3: USBL Measurement for Single Baseline 
In Chapter 2 the full USBL measurement technique will be explained. Typically, useful 
USBL systems will have at least two baselines, which can be formed using three 
hydrophones. Alliough this extension is important, all lie important elements of lie 
bearing estimation problem are encountered with a single-baseline system. This liesis 
14 
therefore concenn·ates on solving the single-baseline bearing estimation problem. and 
suggests how additional sensors might be added to improve performance. 
1.3 Problems Faced by the USBL designer 
There are many enginee1ing challenges which must be overcome before an accurate 
and reliable USBL system can be created. Some of these problems, for example accurate 
hydrophone mounting and reduction of electronic circuit noise, can be overcome through 
careful design and construction. The most interesting and challenging problems, however, 
require a good understanding of the acoustic environment in which the system is to operate. 
This understanding will affect the signal processing implementation chosen. 
Any sonar system will have its peifonnance degraded by the presence of ambient 
nOise. Ambient noise in the ocean arises from a number of sources, including wind-water 
interactions, shipping noise, and biological noise. Expected background noise levels will 
be calculated in Chapter 3, and the effects of noise on system performance will be 
discussed. It will be shown there that for the prototype system, the electronics self-noise is 
stronger that ambient noise. Thus ambient noise has no significant effect on performance 
for the current implementation. 
The most difficult problem with working in the ocean environment results from the 
multiple paths that may exist between the acoustic beacon and the vehic le. Multipaths in 
shallow water generally consist of a direct path a.ITival followed by smface- and bottom-
reflected aiTivals. At longer ranges and in deeper water the effects of refraction become 
more important, and the first aiTival may no longer be along the direct path. In deep water 
the multiple paths may all be refracted paths. Work is being done at MIT Sea Grant to 
model the ocean environment and extract infOimation from multipath effects [Deffenbaugh, 
1992] . This work will presumably be incorporated into the USBL system. For the 
purposes of this thesis, however, the assumption is made that the range is small enough 
that the direct path will be the first arnval. 
15 
Multipath presents much more of a problem to the USBL designer when two or 
more paths are present which arrive almost simultaneously, overlapping each other for part 
of their duration. During the overlapped time the two anivals will intedere with each other, 
destroying the phase information which is needed for the USBL measurement. It is then 
necessary to make some judgment as to which , if any, pan of the pulse contains 
uncontaminated signal which can be used. One of the attractive features of the single-
frequency system built for this thesis is that it provides the possibility of making this 
judgment. Many commercial systems, in contrast, make assumptions about when 
multipath will be present and use only data from a preset section of the pulse. This 
approach will result in accepting bad data in some circumstances. and rejecting good data in 
others .. 
Refraction of sound can also lead to the fonnation of shadow zones which will not 
be insonified by the beacon. The only solutions to this problem are to deploy tJ1e beacon at 
a depth where no shadow zones will develop for the area of operation, or to incorporate 
position estimates from dead reckoning or some other navigation sensor in a tracking 
system so the vehicle can operate without USBL position inputs for some time. 
1.4 Thesis Organization 
This chapter has presented many of the issues involved in designing a USBL 
system. In Chapter 2 the USBL measurement is discussed in more detail, and the effects 
of hydrophone geomeuy are considered. The signal processing implementation for the 
prototype USBL is explained, and is compared with the more conventional hard-limiting 
approach. Chapter 3 presents an analysis of sources of error in the system. A model for 
system pedormance in the presence of noise is presented. Chapter 4 describes the 
experimental set-up used for in-water tests, and examines problems posed by the acoustic 
environment. Experimental results obtained from in-water tests are presented and 
discussed in Chapter 5. Technical data on tl1e electronics used for implementation is 
16 
contained in the appendices. In Appendix D, the possibility of using wideband pulses for a 
USBL system is explored. 
17 
II. Single-Frequency USBL Theory 
2.0 Introduction 
In this chapter the USBL measurement technique is described in more detail. The 
brief introduction given in Chapter 1 is extended and the cases of several baselines and 
alternative hydrophone positionings are examined. The signal processing implementation 
developed in this thesis is presented, with special attention paid to pulse detection. bearing 
estimation, on-line signal-to-noise ratio (SNR) estimation, and data filtering. This 
processing implementation is contrasted with approaches commonly taken in commercial 
USBL systems. 
2.1 USBL Measurement Technique and Design Issues 
As noted in Chapter 1, the USBL technique provides a method for measuring the 
angle at which an incident sound wave strikes an arTay of receivers. The fo llowing 
discussion should make clear how the measurement is done, and introduce some of the 
issues which apply fo r any implementation of a USBL system. Some issues, such as 
system performance in the presence of noise and multiple arrivals, depend more on the type 
of algorithm used and will be discussed later where appropriate. The effects of 
hydrophone geometry will be discussed. 
2.1. 1 Generalized USBL Measurement 
The most general USBL setup is seen below in Figure 2.4. The receiving system 
consists of three pairs of hydrophones. The hydrophones in each pair are separated by a 
distance 0 , which is typically Less than a wavelength. If the sound source is far away from 
the hydrophones, it is safe to ignore curvature in the wavefronts and assume plane 
18 
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Figure 2.4: Coordinate System for Three-Dimensional USBL AITay 
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Figure 2.5: Resolving Front-Back Ambiguity 
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waves are incident on the aiTay. The propagation of plane sound waves is described by the 
equation 
p ( r, t }= p 0 sin (k·r~+ (J) t) (2.1) 
where the direction of propagation is described by the wavenumber k. The sound source 
can transm.it a single tone, described by Eq( l.l ), or a wideband pulse containing many 
sinusoidal components in some frequency band (see Appendix C). In any case, the 
wavenumber can be decomposed into x, y, and z coordinates as seen in Fig. 2.4. 
Specifically, 
~ =~ = ~ k ~ + k ~ + k ~ (2.2) 
where [Hildebrand,p.312] 
-kx = k sin <p cos e 
ky = k sin <p sin e (2.3) 
kz = k cos <p 
When the plane wave sn·ikes the hydrophone aiTay, each hydrophone pair measures a 
phase difference which depends on the wavenumber. These phase differences are given 
by: 
L'1~x = kx D 
L'1~y = ky D 
L'1~z = kz D. (2.4) 
Once kx, ky. and kz are known, the angles <p and e can be calculated and the directional 
measurement is complete. 
Although three mthogonal hydrophone baselines provide a full description, many 
commercial USBL systems use an L-shaped array. This array consists of two hydrophone 
pairs, located along the x and y axes of Fig. 2.4. The operation of this array is 
straightforward if the incident ray is traveling in the x-y plane. The vertical angle <pis now 
900, so kz=O and the unknowns are kx, ky and e. If a single hydrophone pair is used to 
measure one component of the wavenumber, for example ky. then the other component can 
be found from 
20 
(2.5) 
The sign ambiguity, or front-back ambiguity, is resolved by using the measurement from 
the second hydrophone pair. This is seen in Figure 2.5. Each baseline produces an 
ambiguous estimate of the bearing angle 8, but by combining their measurements the 
uncertainty is reso lved. As will be shown later, many types of bearing estimation erTors 
for a single baseline will be smaller for incident angles which are nearly perpendicular to 
the baseline. Thus the estimates from different baselines will typically be weighted 
unevenly. 
The case of a plane wave incident on an L-shaped anay from an angle out of the 
plane of the anay is slightly more complicated. If only one baseline is used, there will be 
only one measurement, and two unknowns - the bearing angle 8 and the declination angle 
<p_ This results in a cone of constant phase difference, aligned along the baseline (see Fig 
2.6). A single baseline cannot discriminate between rays arriving along any direction on 
the cone. If the relative depths of the source and receiver are known, the angle <p can be 
calculated and it will be possible to solve for 8, although the front-back ambiguity will still 
be present. If the geometry is not known, but another baseline measuring the other in-
plane wavenumber component is added, the remaining wavenumber component can be 
calculated from 
kz = ±,j k 2 - k 9 -k ~ (2.6) 
Thus a top-bottom ambiguity exists, which is analogous to the front-back ambiguity seen 
before. Knowledge of the source-receiver geometry (i.e. is the array above or below the 
source?) can be used to reach a final answer. If the system is mounted on an AUV, the 
change in estimated bearing caused by a change in vehicle orientation can be used to resolve 
the ambiguity. For example, if the source is above and behind the vehicle, and the AUV 
pitches upwards, the apparent bearing should decrease. 
21 
Figille 2.6: Cone of Constant Phase Difference 
In Section 1.2 the USBL bearing measurement was introduced and described in 
terms of finding a time difference ot or phase difference .0.<{>. This resulted in the equation 
for bearing: 
e =Arcsin{~!~) (2.7) 
It is easy to show that this measurement is equivalent to measUiing they-component of the 
wavenumber. Remembering that k=2rc/A., Eq. (2.2) , (2 .3), and (2.4) above can be 
combined to give: 
(2.8) 
which can clearly be rewritten to give Eq. (2.7) . 
The above discussion assumes that there is no ambiguity in the phase difference 
.0.<{>. For this to be true. the phase difference must be limited to [ -rc, rc]. From Eq.(2.4) it 
can be seen that the largest possible value for the phase difference along any baseline is: 
.0.<1>max = k 0 = 2 rc 0 
A. (2.9) 
Setting j.0.<1>max j $ rc shows that the designer must set 0 .: A./2. If D=A./2, equation (2.7) 
becomes: 
e = Arcsin { .0.rc<1>) (10) 
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This equation can be checked against Fig. 2.4 to develop a common-sense understanding 
of the measurement. If the bearing angle 8 is 0, the wavefront hits both hydrophones in a 
given pair at once and ~<l> = 8t = 0. If the wave impinges from the right at 8 = n, the signal 
on the right hydrophone will lead that on the left by 1t: and 8t = T/2. If 8 = -n, the signal 
on the right lags by 1t: and 8t = -T/2. 
2. 1.2 Hydrophone Array Geometry 
There are several important issues to consider when choosing a geomeu-y for the 
hydrophone array. The first and most obvious decision is how many hydrophone pairs are 
needed. If the system will be used for homing in on a beacon, a single hydrophone pair 
mounted at the nose of the vehicle may suffice. The front-back ambiguity in the bearing 
angle q is resolved, as signals from behind will be blocked by the vehicle, and the 
declination angle may not be required as the vehicle may be programmed to return to a 
given depth. In most applications, however, an extended array is needed. 
It is also possible to exploit different anay geometries to improve system 
performance. One attractive way to improve performance is to increase the distance 
between sensors, giving a phase or time difference which is larger and therefore easier to 
measure accurately (in beam-forming terms. increasing the anay length to make the anay 
more directive). Sirnrad has done extensive work developing extended arrays for USBL 
systems [Storvik. 1983, Yestgaard et al, 1984. Jacobsen et al , 1985]. The Simrad system 
uses two hydrophones spaced at less than a half-wavelength, and adds another hydrophone 
at a spacing of about 2 wavelengths. The larger, aliased, baseline allows a more accurate, 
but ambiguous, measurement of the phase difference. The small-baseline pair can be used 
to resolve the ambiguity in bearing. If an accurate model for the spatial correlation of 
ambient ocean noise is available, it may be possible to position hydrophones to reduce the 
correlation between channels [Cron and Sherman, 1962]. 
A number of examples of other hydrophone geometries can be found in the 
literature. Sonatech has built an target tracking system which uses a ray-trace to determine 
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the optimum depth for its acoustic beacon [Watson et al, 1983]. This system has a 
transducer head with 8 faces, each of which has a 2 element array. The elecn·onics scans 
through the faces to dete1mine which face is receiving the strongest signal, and tracks the 
source from face to face. Four-element arrays have been examined, in which the extra 
baselines are used to improve the estimate through averaging [Farcy & Leroy, 1979]. 
2.1.3 Relationship of USBL Measurement to Conventional Beamforming 
The most common and generally useful technique for processing signals received by 
sonar arrays is delay-and-sum beamforming. To find the direc tion of arrival of a 
wavefront, the signals on all of the hydrophones can be delayed relative to each other to 
steer the array, then summed to find the magnitude of the signal. The direction giving the 
largest magnitude is the direction of the wavefront's arrival. For a 2 element USBL 
system, this is equivalent to guessing different values of 8t (see Fig. 2.8). If the correct 8t 
is guessed, the two waves will interfere constructively when added, giving a large 
magnitude; incorrect values of 8t will result in at least partially destructive interference. 
Unfortunately, it is impractical to measure bearing by directly estimating time delays 
for a USBL system. The 26kHz prototype system built for this thesis can measure phase 
differences to an accuracy of 0.1 o in the absence of noise, which corresponds to measuring 
the time shift with an accuracy of 10 nsec. Using beamsteering techniques to estimate 
bearing with the same accuracy would thus require designing electronics with extremely 
fine time resolution. Also, knowledge of the transmit frequency is available for the USBL 
calculation which is not used in the beamsteering approach. Thus the USBL problem deals 
with phase estimation rather than bearnforming. 
Monopulse radar techniques have also been adapted for sonar direction-finding. In 
this technique, the beam is switched between different bearings, and ratios of the received 
magnitudes are used to estimate bearing. Research into the use of PVDF transducers for 
this technique appear promising [Henderson, 1987]. 
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Figure 2.7: Beam Pattern for 2 element unaliased USBL anay 
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Figure 2.7a shows the beam patte~ for a 2 element. half-wavelength array. The 
phase plot, Fig. 2.7b, shows the phase pattern for the same array. The front-back 
ambiguity discussed above is seen, as there are two possible bearings for each phase 
difference. 
8t 
Figure 2.8: Delay-and-Sum Direction Finding for a 2 Element Array 
2.2 Signal Processing for Single-frequency USBL 
In the following sections, the signal processing implementation used for the 
prototype USBL system is described. Pulse detection, bearing estimation, signal-to-noise 
estimation, and data filtering are all discussed. The approach taken in this thesis is 
contrasted with implementations found in commercially available navigation systems. 
2.2.1 Pulse Detection 
In most types of pulse detection, the signals received on the hydrophones are 
filtered, amplified and compared to a threshold level. If the incoming signal exceeds the 
threshold, a pulse is detected. The signal must exceed the threshold for a pre-set amount of 
time in order to be judged to be a valid pulse. The validation period is set to be long 
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enough so u·ansient signals from noise spikes or reverberation will not trigger the 
threshold. 
Clearly, the pe1f01mance of the entire system will depend on the detection threshold 
chosen. Raising the threshold will decrease the probability of false alarms, but will also 
decrease the probability of detection (i.e. more valid pulses will be discarded). Standard 
Bayesian or Neyman-Pearsons hypothesis testing cannot be applied unless an expected 
signal strength can be predicted [Willsky, Chapter 2]. Since accurately predicting the 
signal strength is difficult without sophisticated modeling of the environment, the approach 
taken in testing for this thesis was to determine an appropriate threshold through 
experimentation. 
Since SNR can be estimated on-line, it is possible to use estimated SNR rather than 
signal power as the detection statistic. The bearing errors at the threshold SNR can be 
calculated, placing an upper bound on the bearing eiTor. Using SNR as the detection 
statistic would also help eliminate false triggers from large broad-band noise spikes, and 
would make possible a detection threshold which does not depend on front-end gain. For 
the tests described in Chapter 5, however, signal power was used as the detection statistic 
and SNR data was logged for post-processing. 
Calculation of the power at the broadcast frequency for comparison to a detection 
threshold is straightforward. For reasons which will become clear when the bearing 
estimation is discussed, the real and imaginary pans of the discrete-time Fourier transform, 
evaluated at W(), are calculated. Since the Analog Devices DSP chip is fixed-point and 
cannot represent any number larger than 1, the calculation is normalized by the sequence 
length M to avoid numerical overflow. The calculated quantities are: 
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M- l 
2 
Xreal (CO())=~ I x[n] cos (CO() n) 
. n=.M 
2 
M- l 
2 Ximag(CO())=~ I x[n]sin(WQn) 
n=.M 
2 
(2. 12) 
After these components are known, the (scaled) power at OX) can be found. This is denoted 
Ein-band and is given by: 
Em-band= Xreal2 + Ximag2 = ~2 1 X(w o) 12. (2 .13) 
1l1is power is then compared to the preset detection threshold to detennine if a pulse has 
arrived. 
2.2.2 Phase Difference Estimate 
As discussed in the introduction, for a single-frequency USBL system the bearing 
is calculated from an estimate of the phase difference between channels. Two separate 
approaches to calculating the phase difference are discussed below. T he first is the 
maximum likelihood estimator (MLE) which was implemented on an Analog Devices DSP 
chip as part of this thesis. The second is the hard-limited phase estimation approach, used 
in many commercial USBL systems. 
2.2.2. 1 Maximum Likelihood Estimation of Phase Difference 
A DSP chip can be used to calculate the complex Fourier transform for the signals 
received on each input channel. The phase of the received signals can be estimated from 
the real and imaginary parts of the Fourier transform at the broadcast frequency. These 
phases can be subtracted to form a phase difference. This method can be shown to be the 
maximum likelihood estimator [Haykin, 1983]. 
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This process is now examined in more detail. The ftrst step in estimating the phase 
difference is to sample the continuous-ti~e signal provided by the analog front-end, 
thereby creating a discrete sequence x[n] . The sequence can be transformed according to 
the discrete time Fourier transform (DTFf), which is defined [Oppenheim. sec. 2.7] by : 
x[n] = - 1 f'Tt X(w)ejWndw 
27t 
-1( 
00 
X(w) = I x[n] ejwn 
n=-oo 
(2.14) 
where w = 27t f!fsamp. where fsamp is the sampling frequency. Using Euler's formula, 
the coefficients X(w) can be split into real and imaginary parts. For the USBL application 
only one frequency, the broadcast frequency (1)() , is of interest. The components of the 
DTFf evaluated at (I)() are given by 
00 
X real ( CUO) = ~ I x[n] cos (CU() n) 
n=-oo (2.15) 
00 
Ximag ( CU()) = ~ I x[n] sin (CUO n) 
n=-oo 
Since infinitely long summations are difficult to implement. the received signal is broken up 
into small segments and the phase difference is estimated for each segment. If the 
summation is over an integer number of sinewave cycles, the orthogonality of the sinusoids 
summed to create the Fourier series will be maintained. Thus any window can be used, 
subject to the constraint that the window length M is an integer number of transmit 
sinewave cycles. 
It can be shown that the rectangular window offers the best performance against 
n01se. Smoother windows are often used in spectral estimation to reduce sidelobe levels, 
so that the sidelobes from a large peak in the spectrum will not obscure any structure near 
the peak. As a tradeoff for reducing sidelobe levels, these smoother windows (Hanning, 
Hamming, etc.) have slightly larger noise bandwidths [Harris, 1978]. In this application, 
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however, only the broadcast frequency is of interest, so sidelobe smeruing of adjacent 
frequencies is not a problem. 
As the AD2101 does only fixed point ruithmetic, the summation must be nmmalized 
to prevent overflow. If a rectangular window sequence of length Misused, the real and 
imaginary coefficientS are given by 
M- l 
2 
Xreal (WO) = _l_ I x[nJ cos (CO() n) 
M M 
n=--
2 
M- l 
2 
Ximag(W())=_l_ I. x[n]sin(W()n) 
M M 
n=--
2 
(2.16) 
After the real and imaginary Fourier coefficients are calculated, they can be squared and 
summed to find the signal power Ein-band· If a pulse is present and Ein-band exceeds the 
detection threshold, the phase on each channel can be calculated from 
<I>= Arctan (Ximag)· 
X real 
The phase difference 
(2.17) 
(2.18) 
can then be found; care must be taken with the sign conventions to avoid answers larger 
than 27t. The bearing angle 8 can now be calculated, as discussed above. 
The choice of window length will have a significant impact on system performance, 
for a number of reasons. The first is that windowing in time results in filtering in 
frequency. The shape of the filtering is given by the Fourier transform of the window 
used. For the rectangular window this is [Siebert, 1986]: 
W (f)= sin [ 1t T (f -f0 )] 
7tT(f-f0 ) 
(2.19) 
This leads to a reduction in noise bandwidth. Harris gives the noise bandwidth of the 
rectangular window as approximately 
(2.20) 
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where T w is the window duration. This digital filtering must be taken into account when 
calculating the effects of ambient and front-end noise. 
The window length chosen will also detennine the susceptibility of the bearing 
calculation to errors caused by multipath inteiference. Generally a shmt window length 
should be used, so that at least a few windows will contain uncontaminated phase 
information from a non-overlapped ruTival. For the tests described in Chapters 4 & 5 a 
window length of 4 cycles of the signal frequency was used. In this implementation 
bearing estimates taken throughout the entire pulse are recorded, and decisions ru·e then 
made as to which, if any, windows contain good data. This is in contrast to commercial 
systems. which generally base their estimate on a preset section of the pulse and throw out 
the rest. 
Perhaps because of the similarity in their names, it is easy to confuse the Discrete-
Time Fourier Transform (DTFT) with the Discrete Fourier Transform (OFT). The OFT is 
derived from the DTFT be assuming that the sampled signal is periodic in time. This has 
the effect of di scretizing the spectrum. The advantage of doing this is that the calculations 
can be greatly speeded up by using the FFT algorithm. However, for the USBL 
application it is only necessary to calculate the Fourier coefficients at one frequency, and 
are not the overall shape of the spectrum. Thus the DTFT approach is more approp1iate for 
this application than the DFT-FFT approach. 
2.2.2.2 Phase Difference Estimation after Signal Hard-limiting 
Since most USBL systems are developed as commercial products by companies, 
the available literature tends to be descriptive and not extremely detailed. Still, it is possible 
to form a reasonable picture of the processing techniques used. It seems clear that most 
commercial systems use a signal hard-limiting approach for phase difference estimation 
similar to that described by Russell Light [Light, 1988]. In this implementation. signals 
from each hydrophone ru·e amplified, run through a fairly wide bandpass fil ter, and then 
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hard.limited. The signals then pass through a narrow bandpass filter centered at the 
broadcast frequency, and are compared to a threshold to determine if a pulse is present. 
The hard.limiting ensures that all signals have the same power before the final filter stage, 
so there is no need to change the detection threshold as the range increases and signal 
strength drops. The signals are then exclusive-OR'ed , which as shown below produces a 
signal whose duty cycle is proportional to the phase difference. The system assumes that if 
there are multiple anivals, the fust anival will be the direct path, and other rurivals are 
ignored. The bearing measurement is made using only 8 cycles of the sine wave taken 
right after the initial transients have died away. This assumes that any interference from 
overlapped multipaths will occur later in the pulse. 
in 1 
in 2 
X-OR'ed output 
Figure 2.9: Phase Difference Estimation Using Exclusive-OR 
There are a number of commercially available USBL systems which operate on this 
basic principle, though with some interesting additions. Ferranti O.R.E. sells a Trackpoint 
II system which has a large share of the market. This system seems to be similar to 
Russell Light's, using an exclusive-OR and 30 MHz clock to achieve 0.30 phase accuracy 
in the absence of noise. As in Light's system, only a small amount of the available pulse is 
used, in order to minimize multipath interference. Simrad offers a system which averages 
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6 phase difference estimates taken near the start of the pulse and has similar performance 
claims. A performance model for hard-limiting systems is presented in the next chapter and 
compared with the MLE method. 
2.2.3 Calculation of Power and On-line Signal-to-Noise Estimate 
In section 2.2.1 the calculation of the signal power, or in-band power, was 
discussed. This quantity is compared to the detection threshold to determine if a pulse is 
received. At the same time the total power in the received signal, also called the wide-band 
power, is calculated. If a pulse is detected, the narrowband power will basically be the 
signal powerS, and the wide-band power will be S+N, where N is the noise power over 
the whole band. For the cWTent implementation, the quantities S+N and S were simply 
logged for post-processing. However, these data can be manipulated to form a SNR 
estimate on-line. This estimate can be used to estimate the confidence which should be 
placed in the bearing output. 
Since the calculation of the signal power has already been described, it remains only 
to describe calculation of the wide-band, or tOtal, power. The total (or "wideband") power 
in the digitized signal is given by [Oppenheim, sec 2.7]: 
j_ M-1 
Ewideband = M I I x[ n] 12 
n=O (2.24) 
In Appendix B, the scaling factors relating Ein-band and Ewideband are calculated. It is 
found that if a signal is present, with no noise, they are related by 
Ewideband = ~ ~ 1 Ein-band· (2 .25) 
Errors resulting from fixed-point arithmetic will keep the equality from being exact. The 
SNR can then be estimated by 
_ ~ ~1 Ein-band SNR - 2 M . {Ewideband- M + 1 Ein-band) 
(2.26) 
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2.3 Filtering of Data 
Any useful USBL system must be capable of filtering the data it receives. At a 
minimum, filtering must be provided to rejection of sho11-lived noise spikes which may 
trigger the detection threshold. Provisions must be made to reject data which is 
contaminated by multipath interference. An on-line estimate of SNR can be used to 
generate an estimate of errors caused by noise, which can be used by a filtering routine. 
One of the main objectives in testing the prototype USBL system was to learn what types 
of filtering might be used to improve system performance. Suggestions for data filtering 
will be found in discussion of the in-water tests results. 
Useful hints about data filtering techniques can be found from studying the 
available USBL literature. Many companies, such as Ferranti, Simrad, Sonatech, and 
EDO offer systems which seem to be similar. All of these systems filter the output of the 
USBL to reject "outliers"- results which disagree with previous positions by an 
unreasonable amount. Some use a Kalman filter to track the vehicle's location. This 
tracking allows continued estimation of the vehicle's position in situations where the 
system receives only bad returns for some time. Most of these systems do not use ray-
tracing to improve performance, although the Sonatech system uses ray-tracing to 
detennine advantageous relative positionings of the source and receiver [Watson eta!, 
1983]. The Simrad USBL system calibrates itself to find the average sound speed 
[Storvik, verbal communication, July 91]. 
As mentioned above, many hard-limiting USBL systems use only a small segment 
near the beginning of the received pulse for the bearing estimation. This is done as it is 
assumed that multipath interference is always present. When the hydrophone array is close 
to a strongly reflecting surface such as a ship hull or the water surface, as is true for ship-
mounted systems, this may be a reasonable assumption. In other situations, such as a 
USBL mounted on a submersible operating in deep water, this assumption will not be true 
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and would result in the rejection of large amounts of good data. A good understanding of 
the acoustic environment could be combined with the computational flexibility of the DSP 
chip to produce a system capable of changing its data filtering mles depending on the 
situation. 
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III. Error Analysis 
3.0 Introduction 
In this chapter, sources of error in the USBL implementation described above are 
identified and evaluated. Where possible, ways to minimize the errors are suggested. 
Special attention is paid to the effects of noise. A model for beaiing estimation 
performance in the presence of noise is presented, and compai·ed with laboratory 
measw-ements. Sources of noise in the prototype USBL system a1·e identified, and 
predictions of beai·ing estimation errors vs. range are presented. 
3.1 Framework for Linearized Error Analysis 
Useful eiTor predictions can be made by analyzing the basic USBL equation. As 
will be remembered from Section 1.2, the basic USBL equation is 
e . {.6.<1> "-) = Arcsm 27t 0 (3. 1) 
This equation can be rewritten slightly so that it can be seen that the beaiing angle q 
depends on the measured phase difference, sound speed, and baseline length, giv ing: 
8 = F ( .6-<j>, D, c ) =Arcsin (2 ~~oc D) . (3.2) 
This expression can now be expanded in a Taylor series. If the expansion is made about 
the measured values for .6-<j>, D, and c, the effects of errors in these measw-ements can be 
seen. It can generally be assumed that the en·ors will be a small fraction of the actual value, 
so the expansion can be lineaiized. This yields Eq. (3.3). 
e = eo + 8 err = F ( .6-<J>o, Do, Co ) + 
(3.3) 
£.6.<1> ~F ( .6-<J>o, Do, co ) + Ec ~F ( .6-<J>o, Do, co)+ Eo _1_F ( .6-<J>o, Do, co) 
8 .6-<j> 8 c 8 D 
The terms due to en·ors in phase difference, sound velocity, and baseline length a1·e 
evaluated in the sections below. It is important to note that the Taylor series expansion 
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does not provide a good framework for analyzing enors due to Doppler shifts. A signal 
frequency is assumed for calculation of the phase difference, and the erTors caused by 
assuming an inconect frequency cannot be easily linearized. Doppler erTors are therefore 
treated separately in section 3.1.4. 
3. 1.1 Bearing Enors caused by Uncertainty in Time/Phase Difference Estimate 
Equation (3. 1) above shows that the sensitivity of the USBL system is governed by 
the shape of the Arcsin function. The Arcsin has its steepest slope for small values of the 
argument, when il~ is small and signals are incident broadside on the array. For these 
directions a small change in il~ yields a noticeable change in bearing. The calculation is 
much less sensitive to changes in bearing fo r large values of il~, when the aiTay is 
operating close to endfire. 
This dependence of sensitivity on bearing angle is seen in the results of the Taylor 
series expansion. The linearized en·or term from Eq. (3.3) yields 
(3.4) 
Figure 3. 10 shows the expected errors in bearing over the full range of bearings assuming 
per 1 o etTor in il~ . It can be immediately seen that for an L-shaped array or other multiple-
baseline a.rTay, it is advantageous to weight estimates from baselines which repmt a small 
bea.r·ing eiTor more heavily. 
3.1.2 Bearing Errors caused by Errors in Assumed Sound Speed 
Owing operation the vehicle will have temperature, salinity, and depth sensors 
which allow it to estimate the sound speed. An analysis of the errors introduced by 
assuming a false value for the speed of sound will help the designer decide how sensitive 
the vehicle's sensors need to be to support acoustic navigation. It should be noted that for 
the direct USBL measurement only the sound speed at the hydrophones must be known, 
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although a sound speed profile vs. depth is needed if the system will con·ect for refraction 
and multipath effects. 
The Taylor se1ies expansion teim above coiTesponding to enors in assumed sound 
speed can be shown to be equal to 
8err. c = Ec L1~ 
( 2 n: fo D' / 1 - ( 60 c )
2 
ry 2 n: fo D 
(3.7) 
Figure 3.11 shows the error inu·oduced per l m/s en·or in estimated speed sound. For 
small bearing angles the error is fairly small, but it increases with bearing angle. This plot 
has implications for USBL system design. If an multi-baseline array is used and the sound 
speed is not known with sufficient confidence, the weighting of beruing measurementS 
from the different baselines should take into account the possible eiTors from a bad sound 
speed estimate. In other words, estimates with small bearing angles might be weighted 
even more heavily than suggested in section 3.1. 
3.1.3 Bearing Errors caused by Uncertainty in Hydrophone Position 
Misalignment of the hydrophone pair.can be a serious source of etTors in the 
bearing estimation. Even in manufacturing operations it can be difficult to place the sensors 
accurately, so a calibration of the aiTay is often required. Ferranti O.R.E., maker of the 
Trackpoint II system, has developed a hydrophone array calibration system which gives 
significant increases in perf01mance- from a 2-30 bearing error to 0.30 eiTor. in tests 
without noise [Byron Sellman, verbal communication, July 91]. 
A framework for analysis of positioning errors is seen in Fig. 3.14. The position 
of one of the hydrophones is assumed to be known exactly, while the position of the 
second can vary from the intended position by an x eiTor of £x and a y enor of £y. As seen 
below, an error in the x direction introduces an error in the baseline length D. This error 
can be calculated by evaluating the Taylor series en·or term from Eq. (3 .3), yielding 
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An error in they direction will introduce an offset in angle directly: 
Soffset =arctan(~:) (3.6) 
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Figure 3.14: Hydrophone Position Coordinate System 
EITors due to displacement Figures 3.12 and 3. 13 show the erTors resulting from 
displacement in x and y. The results shown are for a 26 kHz system. It is seen that quite 
large eiTors can result. Eventually, as the hydrophones are moved farther apart, the phase 
difference between tl1e received signals will exceed 1t and aliasing will be seen. 
3. 1.4 Doppler/Detuning Errors 
Bearing estimate errors will result when the frequency received by the USBL 
system differs from the nominal broadcast frequency. This situation arises when a Doppler 
shift is present due to vehi~le motion, or when the pinger used is not tuned accurately to its 
nominal frequency. Doppler shifts due to vehicle motion can be easily estimated; for 
41 
example, a vehicle moving will perceive a 26Hz shift in a 26kHz tone when moving away 
from a source at 3 knots, and a 53 Hz shift when moving at 6 knots. Frequency errors due 
to detuning will often be larger in magnitude. In the dockside testing described above the 
frequency of the pinger was measured to be 25.7 kHz, instead of the 26kHz expected. 
Problems with pinger detuning can be overcome either by changing the frequency of the 
stored sine and cosine segments in the DSP program (as was done for the dockside tests), 
or by retuning the pinger. In either case, it is helpful to have some idea of the errors 
introduced by frequency shift. 
Two approaches were taken to evaluated the magnitude of Doppler eiTors. An 
attempt was made to find an simple closed-fOim expression for phase difference errors due 
to Doppler shifts. This proved difficult, and instead the calculations involved were done 
numerically. First the phase on each channel was calculated, as a function of the Doppler 
error bffi and phase shift ~- In the actual system the phase calculation is of course done by 
summation, but to make this calculation easier the summations were replaced by 
integrations. The calculated quantities were: 
~~ =Arctan 
~2 = Arctan 
L sin( ( "'0 + &o) t ) sin ( "'0 t) dt 
f sin( (wo + 8w),) cos lwo t) dt 
f sin( rwo + sw), +$)sin lwo t) dt 
L sin( (wo + 8w) t +$)cos (WQ t) d t (3.8a) 
(3.8b) 
The phase difference was then calculated, and results were averaged over ~ for each fixed 
value of bffi. 
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These numerical results were checked against measurements done in lab with a 
carefully detuned signal generator. These _measurements were done with a DSP processing 
window length of 0.5 msec, or 13 cycles of a 26kHz sinewave. Figure 3.15 compares the 
experimental measurements with results of the calculation. As can be seen. the re is a nearly 
constant offset between the measured and calculated values. representing an enor which is 
presumably due to fixed-po int calculation roundoff and AID quantization noise. This plot 
strongly suggests that the numerical calculation model Doppler en ors accurately. Results 
of calculations for the 25.7 kHz frequency, 4 cycle window length implementation used in 
the dockside tests are shown, and it is seen that the results fo r estimated error of the phase 
clifference are almost identical. The calculated results preclict a small DC offset which 
depends on the amount of Doppler shift. In Figure 3.16 the phase d ifference offset errors 
due to Doppler for the three situations are shown. The results here are more ambiguous. 
although it is clear that for small Doppler shifts the DC offset of the measured values is lost 
111 noise. 
3.2 Model of Perfo tmance in the Presence of Noise 
The sources of error discussed above do not depend on the type of signal 
processing used to implement the USBL system. In order to compare different processing 
schemes, it is important to be able to characterize the perf01mance of the processing in the 
presence of real -world problems such as noise and multipath. 
The expected performance for the prototype USBL system in the presence of noise 
can be calculated using a simple model. This model makes a number of simplifying 
assumptions, which will be stated below. The most important assumption is that the noise 
present on different sensors will be uncmTelated, additive white Gaussian noise. Ambient 
ocean noise will of course be generally con·elated spatially and temporally [Kuperman, 
1980], but the assumption holds more true for electronics noise [Horowitz and Hill, 1980], 
which is a larger contributor to the overall noise in the system. 
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The model is a simple geometric one, which represents the received signals as 
vectors in the complex plane. In Fig. 3.17. the axes plotted are the real and imaginary parts 
of the Fourier transform. The length of each arrow displays the magnitude of the signal, 
and its angle gives its phase. The true phase difference is the angle between the two 
vectors. A noise voltage is added to the signal, denoted by the smaller arrow added to the 
tip of the signal vector. The resultant vector is that recorded by the sensors, and the angle 
between two such resultant vectors will be the phase difference estimate calculated by the 
USBL system. 
Re 
Figure 3.17: Geometric Model for Effects of Noise on One Channel 
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Simple geometry can now be used to estimate the errors caused by the noise. The 
en·or for a given noise vector is given by 
· { n cos(~) ) 8<1> =Arctan . (~) , 
s -n sm 
(3.7) 
where n is the magnitude of the noise vector and s is the magnitude of the signal vector. If 
the signal-to-noise ratio is high enough (1 0 dB or more), then the value of the Arctan is 
well approximated by its argument and 
8<1> = n cos( ~) 
s 
(3.8) 
The standard deviation for one channel can be found from the root-mean-square of the 
error: 
_ ~ ~(n cos(~))2) _ n 
01 channel- S - f2 S · (3.9) 
where the averaging is canied out over~ = LO, 27t] . This result gives the en·or for one 
channel only. Assuming that the eiTor~ on different channels are independent (i.e. the 
noise is not spatially con·elated) means that variances will be added when the results from 
the two channels are subtracted to find a phase difference. Thus the standard deviation for 
the phase difference estimate is 
<J t.c.l> = f2 <J 1 channel = %· (3. 10) 
The quantities sand n above represen t the RMS values of the signal and noise voltages. If 
the error is rewritten in term of the SNR (power), it becomes 
(J - 1 
6<1> - fS"NR (3.11) 
This model is clearly an oversimplification, but it can be useful. 
Bench top tests of the USBL system were carried out to test the accuracy of the 
phase difference calculation. Details of the electronics used are available in Appendix A. A 
precisely tuned sinewave was generated and split into two buffered channels, one of which 
was phase-shifted relative to the other. These signals were used as input to the DSP 
system, and phase differences could be measured with an standard deviation of 0.1 °· Two 
independent noise generators were constructed [Graf, 1983] and the noise amplitudes were 
tuned to be equal. The signal and noise voltages were added with summing amplifiers, 
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which could be tuned to yield different signal-to-noise ratios. The signals were then input 
to the DSP system, and the phase difference calculation was carried out using a window 
length of 13 cycles. 
The results of these tests are displayed in Fig 3. 18, along with the predictions of the 
model. The measured errors are agree well with predictions at high SNR, but agree less 
well at lower SNR. The reasons for this are not entirely clear. One possible explanation is 
that the noise source used probably does not produce white Gaussian noise. as was 
assumed in the model. A more likely source of error is the diffic ulty, especially at lower 
SNR. of accurately reading peak-to-peak noise voltages from the oscilloscope. An estimate 
of the experimenter's ability to read noise levels is included on the plot. Consistently 
conservative estimates of the noise voltage at lower SNR could lead to the discrepancies 
observed, although the size of the offset was surprising. 
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Figure 3. 18: Experiment vs. Model Predictions for Noise Performance 
3.3 Comparison with Hard-limited USBL Systems 
The Sea Grant AUV Lab is developing a hard-limited USBL system based on 
Russell Light's work. David Chen, an undergraduate working at Sea Grant, built a hard-
limited system and evaluated its performance [Chen, 1992]. Part of his work included 
modeling the effects of noise. The hard-limited system measures zero-crossings of the 
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received waves, which contain the same phase information which is used for the bearing 
estimation algorithm described above. When adjustments for units are made, it can be 
shown that the model developed for the hard-limited system makes etTor predictions 
identical to those shown for the MLE system. This comparison has several implications. 
First, it is a useful check for both models, since different mathematical approaches were 
used for each. Second, it indicates that calculating the phase difference using the DSP 
algorithm described will not lead to any large performance gains. Advantages over more 
conventional hard-limited systems include ease of reconfiguring the system (for example 
changing pinger frequency), the availability of an on-line SNR ratio, and the ability to 
implement more flexible filtering to identify the onset of multipath interference. 
3.4 Sources of Noise 
The main identifiable sources of noise, listed in order of strength, are elecn·onics 
noise, ambient ocean noise, and quantization noise. Since these sources are independent, it 
is safe to assume that the noise signals are uncorrelated. Their powers may be added to 
find the total noise power: 
(3.11) 
The three sections which follow examine each of these noise sources and arrive at estimates 
of their contributions. 
3.4. 1 Analog Circuiuy Noise 
In designing the analog front end for the USBL system, filters and preamplifiers 
with low noise levels were chosen in order to maximize signal-to-noise level. The 
electronics specifications are discussed in Chapter 4, and in detail in Appendix A. 
The front-end electronics consist of preamplifiers, filters, and amplifiers. In Table 
3. 1 the manufacturer's noise specifications are presented, scaled for a 20 kHz bandpass 
filter bandwidth. In-lab measurements of the noise levels at each point in the circuit are 
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also presented. To take these measurements the inputs of the preamplifiers were shorted 
together, and the noise signals from various points in the system were measured on an 
oscilloscope after being amplified by an Ithaco 1201 low noise amplifier. A 3 kHz-100 
kHz bandwidth was used for the measurement. As the noise levels for the two channels 
were comparable, the results for only one are presented As can be seen, the measured 
noise levels are somewhat larger than expected, but within an order of magnitude of 
specification. The effects of filtering in reducing the wideband noise can be seen by 
comparing the noise levels before and after the bandpass filter. Since the noise added by 
the amplifier is small compared to the total output noise, the noise output is basically the 
noise level at the filter output, multiplied by the amplifier gain. This yields 
a2frontend = (0.54 X w -3 G)2 watts 
where G is the voltage amplification gain and the 1 ohm convention is used. 
Component 
preamplifier 
100 x gain 
bandpass filter 
amplifier 
10 x gain 
equivalent input 
nmse 
Table 3.1. Noise Levels for Analog Front-End Circuitry 
Expected Noise for Cumulative Noise Measured Noise 
Component Level Level 
(l.t V rrns) (Jl V rrns) (!l V rrns) 
0.76 
64 
9 
0.76 
76 
140 
149 
1490 
1.49 
49 
680 
540 
5370 
5.37 
(3.12) 
3.4.2 Expected Ambient Noise 
There are many types of ambient noise in the ocean, such as shipping noise, wind-
water interaction noise, and biological noise. In the Boston Harbor shipping noise will of 
course be the largest contributor. Luckily, this noise is concentrated at frequencies far 
below those at which the USBL system op~rates, and so it only remains to design a system 
which can filter the out-of-band noise adequately to avoid amplifier saturation at the 
expected gain levels. Urick [ 1983] reports accumulated measurements of ambient noise for 
a shallow-water, heavy traffic environment, which are seen in Fig 3.19. This noise is 
filtered in the prototype USBL system by a single-pole highpass with a 5 kHz cutoff 
designed to prevent saturation in the preamplifier stage, combined with a 8-pole bandpass 
filter which provides 48 dB/octave rejection outside its passband region of 14-34kHz. A 
simple calculation assuming a maximum gain of 100 dB and accounting for the sensitivity 
of the hydrophones used shows that the maximum output noise level from out-of-band 
noise should be approximately 3.2 ~Vrms for the noise levels reported by Urick. Thus the 
filtering provided is clearly more than adequate, and should serve well in noisy 
environments. 
The ambient noise in-band is much more important from a signal processing point 
of view. The expected ambient noise level for the shallow-water heavy u·affic environment 
at 26 kHz is approximately 55 dB re 1 ~Pa for 1 Hz, or 98 dB re 1 mPa for a 20 kHz 
bandwidth. Factoring in the -201 dB re 1 ~Pa/V sensitivity of the Benthos AQ-4 
hydrophones yields an expected noise level after the preamplifier stage of 5 x 1 o-11 V rms· 
The expected noise power is then given by 
cr2ambient = ( 5 X 1 o-11 G)2 watts (3.13) 
where G is the amplifier voltage gain and the 1 ohm convention is again used to calculate 
power. 
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Figure 3. 19: Ambient Noise Power Spectra for Shallow Water [after Urick, 1983] 
Line AA represents data for heavy-traffic location; used for Boston Harbor calculations 
3.4.3 A/D Quantization Noise 
In the prototype USBL system 14-bit Analog Devices AD679 A/D conveners are used for 
sampling the received signal. A simple analysis of the quantization noise introduced can be 
made based on a few simple assumptions. 
The quantization error is defined as 
e[n] = x[n] - x[n] (3.14) 
where x[n] is the output of the A/D convener and x[n] is the true value of the signal. The 
AD679 is a linear convener, so the quantization error is bounded by 
-!:J2 < e[n] < N2 (3.15) 
where !). is the voltage step between quantization levels. If!). is small compared to the 
signal amplitude then e[n] is accurately modeled as a random variable unifonnly distributed 
over [ -N2, !:J2]. At this point it is convenient to assume [Oppenheim, 1989] that e[n] is: 
1) a sample sequence of a stationary random process 
2) uncorrelated with the sequence x[n] 
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3) uncorrelated from sample to sample (i .e. white). 
It is clear that if the input signal is a pure-t_one sinewave with no noise, assumption 2 will 
be violated. This analysis will therefore be less accurate in cases of extremely high signal-
to-noise ratio. In practice, however, the assumptions are realistic if the signal is somewhat 
complicated and if the signal amplitude will cross many quantization levels from sample to 
sample [Oppenheim, 1989]. Since the step level 6 = 0.6 mY for the AD679 NO 
converters, and even at the lowest gain levels the noise from the front-end electronics will 
be an order of magnitude larger than this, the assumptions should be reasonably accurate 
for the prototype system. 
The noise power of the quantization error is now given by the variance of e[n], 
which is found to be [Oppenheim, 1989] 
6 2 ( 2-B Xmaxf 
<iquanLizalion = U = 12 (3.16) 
where B is the number of conversion bits and Xmax represents the full- scale amplitude of 
the converter. For the AD679 it follows that 
o2 quantization= 3. 1 x IQ-8 watts. (3.17) 
3.5 Predictions of Bearing Estimation Performance vs. Range 
The noise level predictions of the preceding sections can be combined with the 
USBL bearing estimation performance model to give some idea of enors at different 
source-receiver ranges. In section 3.6 it was seen that for the prototype USBL system 
designed for this thesis, the largest noise contribution came from the front-end noise. This 
immediately suggests that further development of this system could benefit from 
construction of lower-noise front-end circuiu-y. However, predictions can be made for the 
performance of the existing system. 
The intensity of sound transmitted by a pinger decreases rapidly with range as a 
result of geometric spreading and absorption. The sonar equation can be used to predict the 
signal-to-noise ratio at a range R [Dyer p.25-26]: 
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SNR = (Ls -10 logw(R)- aR)- N, dB (3.18) 
where Ls is the source level in dB re 1 ).!Pa, a is the absorption coefficient for the 
broadcast frequency, and N is the noise power in dB. For this calculation cylindrical 
spreading is assumed instead of geometric spreading. This is done to allow comparison 
with the 125 meter range shallow water test results in Chapter 5, for which the propagation 
range was approximately ten times the water depth . The predicted SNR for the prototype 
system is seen in Fig. 3.20 below. In Figure 3.21 the predicted bearing errors as a 
function of range are shown. In a shallow water environment system performance is 
limited by multipath interference, and sound propagation is much more complex than 
suggested by the sonar equation. Still, these plots provide an starting point for predicting 
nav igation accw·acies. 
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IV. Prototype USBL Configuration 
4.0 Introduction 
During May and June 1992, a series of in-water tests was canied out to determine 
the performance of the prototype single-frequency USBL system. A description of the test 
apparatus and of the acoustic environment is given below, and solutions to problems 
encountered in obtaining data are discussed. 
4.1 Hardware Arrangement 
A schematic view of the pinger and hydrophone deployment is shown in the side 
view, Fig. 4.22. The pinger used was a Datasonics Acoustic Location Pinger ALP-363, 
which was tuned to emit a 26 kHz pulse of 9.6 msec. duration every 5 seconds. TI1e 
pinger's power is 20 Watts, or 180 dB re 1 !-!Pa. For early short range tests the pinger was 
suspended in the water by a pair of ropes. This proved unsatisfactory, as the motion of the 
pinger due to wave action gave rise to noticeable bearing variations over the short travel 
distance. For later tests, the pinger was deployed from a 20' length of 2" diameter PVC 
p1pe. This damped out wave action and allowed more accurate results. 
The hydrophone pair used was also attached to a length of PVC pipe. This pipe 
was held fast on the barge deck by a PVC crosspiece, which had a protractor mounted on it 
to measure rotations. The bearing from the array to the pinger was varied by rotating the 
pipe. The bottom of the pipe terminated in a small T-piece, to which the hydrophone 
assembly was attached. The hydrophone assembly will be discussed more below. 
Shielded twisted-pair cables were soldered to the hydrophone leads, which were insulated 
with marine silicon rubber sealant. The cables were run up the PVC pipe to the front end 
electronics. 
The signals received by the hydrophones were transmitted up the shielded twisted-
pair cables and then amplified, filtered, and digitized. The electronics setup is 
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Figure 4.22: Pinger and Hydrophone Deployment 
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Figure 4.23: Electronics for Prototype System 
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shown in Fig. 4.23, and details of the design are available in Appendix A. The system 
provides a maximum of 100 dB of gain, and the bandpass filters provide attenuation of 48 
dB/octave. 
After the test apparatus was assembled, the source-receiver geomeuy was measured 
and the pinger activated. The output of the front end was observed on a field oscilloscope, 
and amplifier gains were adjusted as requi_red. The time delays between different arrivals 
as seen with the oscilloscope were recorded, as well as their amplitudes. After it was 
verified that the front-end was working as desired, the signals were connected to the digital 
ciJcuirry 
The digital circuitry consisted of a data acquisition board and the DSP system. The 
data acquisition board was built to interface with the Analog Devices AD2101 EZ-Lab 
standalone DSP board, and included two 14-bit AD679 AID converters. The DSP board 
was run in emulator mode using a 386 laptop computer as a tenninal. Software was 
compiled on the computer and down-loaded to the DSP. The USBL program then read in 
data values from the data acquisition board and processed the data. The output of this 
program consisted of packets, each of which held data obtained by integrating over 4 cycles 
of the 26 kHz signal. Each time the signal power crossed the detection tlu·eshold a data 
packet consisting of a time stamp, the wideband power, the signal power, and the 
calculated phase difference was recorded. This data was up-loaded to the 386 using 
Procomm and logged on the hard drive for later analysis. 
4.2 Hydrophone Mounting 
Two Benthos AQ-4 hydrophones, of dimensions 1.3 x 3.3 em. , were mounted in 
holes drilled through a small PVC plate. This plate was gripped by a small metal holder 
which could be tightened The hydrophones were separated by 2.88 em., or half a 
wavelength for a 26kHz wave traveling at 1500 m./s. The mounting is shown below. 
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Figure 4.24: Hydrophone Mount 
a) front view 
PVC mount 
( metal clip 
b) top view 
One major concern during the design stage was that the size of the hydrophones 
and mounting was sufficiently large compared to the 5.77 em. wavelength to disturb the 
sound field and interfere with the phase measurement. This interference in fact occurred 
during the short-range tests conducted early in the testing program. The hydrophone 
mounting used was asymmetrical, and seems to have interfered with sound waves incident 
from one side of the hydrophone mount. The mount was reduced in size for later tests, and 
the problem disappeared. As a diagnostic, the received signals on the two channels were 
observed on an oscilloscope to verify that the phase difference changed as expected as the 
hydrophone mount was rotated. 
The hydrophones used were found to somewhat directive at 26 kHz, which is to 
be expected given their size. For the longer-range tests done for this thesis this directivity 
has some advantages, as it will tend to attenuate noise generated at the surlace. However, 
it could be a drawback in situations in which it is desirable to receive signals from large 
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out-of-plane angles. One such situation could arise if a submersible were to n·avel over an 
acoustic beacon moored close to the bottom. 
Problems were experienced during testing wid1 me memod used for attaching the 
cable leads to the hydrophones. The cables were simply soldered to the hydrophone 
contacts, and the connection was insulated with silicone rubber sealant. Over time, the salt 
water ate away at me silicon rubber, eventually exposing the leads and causing the 
hydrophones to short through the water. This annoying problem can be avoided in the 
future by embedding the hydrophones and connectors in a block of epoxy. 
4.3 Description of Acoustic Environment 
All tests were carried out at the Sea Grant shack facility in the Charlestown Navy 
Yard in Boston. The Sea Grant shack is located on me end of the pier at which the U.S.S. 
Constitution and U.S.S. Cassin Young are moored. A barge at the end of the pier was 
used as the test site for the experiments. The tests were carried out in very shallow water, 
meaning the returns were strongly affected by surface and bottom reflections. The deck of 
the barge floats approximately 1.72 m. above the water, which at this location varies in 
depth between roughly 10m. at low tide and 13 m. at high tide. The harbor bottom in this 
region is fairly muddy and can be expected to be strongly absorbent of sound. An effort 
was made during testing to locate both the source and the receiver near the midpoint of me 
water column, in order to introduce as long a delay as possible between direct and smface-
bounce acoustic anivals. 
The physical setup of the test site can be seen in a top view in Fig. 4.25. Short, 
medium, and long-range tests were carried out, and the approximate source and receiver 
locations are shown. 
Short-range tests were designed to prove that the system works when direct and 
reflected ray paths can be easily identified and the SNR is high. The source-receiver 
separations for these tests were typically on the order of 3-4 meters. Well-defmed 
60 
Figure 4.25: Experimental Setup at Charlestown Navy Yard 
Source locations marked by "S", Receiver by "R" (at end of Pier 1) 
Map Courtesy of U.S. Park Service 
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arrivals could be seen from the direct path and surface-bounce path, and the impact of the 
bonom-bounce arrival can be seen in the bearing estimates. These experiments provided a 
test of the system's accuracy in bearing resolution, and gave information about phase 
stability within the non-overlapped sections of the pulse. 
Medium-range tests were canied out to study system performance under more 
typical operational conditions, when multi path effects could be easily calculated. Some of 
these tests were carried out along the length of the barge, a distance of approximately 30 
meters. There were several drawbacks to operating the USBL system along the length of 
the barge. The first is that the draft and shape of the barge hull are unknown, although 
markings on the barge seem to indicate the draft is close to 1 meter. Experimenters from 
Draper Laboratory have reported receiving echos from some object underneath the barge, 
which seems to change its position [John Irza, personal communication, July 92]. The 
Draper researchers have speculated that the object may be Jimmy Hoffa's body. Another 
problem is that there is a relatively small time delay between the direct and surface reflected 
paths. Observations of the pulses on an oscilloscope showed that approximately 4-5 cycles 
of the direct path transmission were received before other paths began interfering. This 
time delay COITesponds reasonably well to the 6 cycle delay expected between direct and 
surface-reflected paths if a barge draft of 1 m. is assumed (see Table 4. 1). Thus only the 
bearing estimate from the first point or so of each received pulse represents an estimate 
made from uncontaminated data. UnfOitunately this section of the pulse will also contain 
some transients from pinger ringing, which as seen in the short range data may degrade the 
data somewhat. Still, useful results can be obtained. 
Tests were also conducted with the pinger deployed from a dock in the 
Charlestown Marina, approximately 125 meters distant. These experiments gave results in 
a situation in which multipath was significant and could be estimated from the sound speed 
profile. 
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4.4 Sound Speed Measurement and Ray Trace Results 
The speed of sound was measured dming each set of experiments. An accurate 
knowledge of the sound speed profile is important for two reasons. It is important to know 
the sound speed at the receiver depth. as this is an input to the bearing calculation. For the 
long-range experiments it is useful know the sound speed profile so that a ray-trace model 
can be used to predict arrival times of rays which reach the receiver. While refraction was 
generally not an important effect for these tests, multipath interference was quite noticeable. 
The sound speed profile was determined using Sea Grant's HydTolab H20 Water 
Quality Data sampler. The H20 was slowly lowered down tlu·ough the water column and 
data values profiling depth, salinity, and temperature were logged. Depth was converted to 
pressure using a value for salt water density of 1032 kg}m3. These values were used to 
calculate a sound speed profile. The NRL II formula [Del Grasso, JASA 19741 was used to 
calculate sound speed, although all terms of magnitude w-3 m/s or less were neglected. 
The profile was then averaged to produce values at 1 m. increments , which were used as 
input to a ray-tracing model developed by Max Deffenbaugh. 
Typical plots for the temperature and salinity in the water column are shown in 
Fig. 4.26. These data were logged on July 6, the day on which the long-range tests 
described in the next chapter were conducted. The plots show the existence of a warmer, 
less saline layer near the water surface, and are typical for water column data taken on 
wann days. The NRL II formula was used to generate a sound speed velocity profile from 
this data, seen in Fig. 4.27a. The sound speed profile varied somewhat from day to day. 
Figure 4.27b from June 19 shows another sound speed profile. The profiles are in general 
downward refracting, meaning that sound propagation over longer ranges will be limited 
by bottom absorption. 
Calculations of the expected multi path arrivals for the three test geometries are 
shown in Table 4. 1. For the short and medium range tests the ray paths were calculated 
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using simple geometry, since the ranges were shon enough so refraction was not 
significant. The long-range predictions were made using a ray-u·ace program using the 
July 6 sound speed profile. The ray paths u·aced are shown in Figme 5 below. The signal 
strengths shown are rough estimates, based on a bottom reflection loss of 16 dB [Urick, 
1983]. The effects of the multipath arrivals are seen clearly in the data presented in the next 
chapter. 
a e .. T bl 4 1 E xpect ay a s or est edR Pth f T G eometnes 
Range Time Delay after Vertical Anival Ray Description Estimated 
1st anival Angle Su·ength 
(degrees) Relative to 
Direct Path (dB) 
direct path 
3.5 0 0 0 
surface bounce 
3.5 2 .6 58 0 
bottom bounce 
3.5 6 .2 -71 -16 
direct path 
35 0 0 0 
off barge 
35 0.2 8 bottom -3 
bottom bounce 
35 1.2 -18 -16 
wall bounce 
35 2.9 27 (horizontal) ?? 
direct path 
125 0 0.5 0 
1 surface 
125 0.2 3.4 bounce 0 
1 bottom 
125 0.4 -5.5 bounce -16 
surface, then 
125 1.2 -9.5 bottom bounce -16 
125 1.0 8.5 bottom, then -16 
surface bounce 
125 2 .1 12.5 top, bottom, -16 
then top 
bounces 
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V. Test Results 
5.0 Introduction 
Test results for short-, medium-, and long-range operation of the prototype USBL 
system are presented and discussed here. The effects of multipath interference are seen 
clearly in the data, and proved to be the largest impediment to reliable bearing estimation. 
The effects of the multi path structure are explored in the experiments. and the significance 
of an observed cmTelation between fluctuations in signal power and bearing estimation due 
to multipath interference is examined. 
5.1 Overview of Expetimental Program 
To briefly summarize the last chapter, a series of tests of the prototype USBL 
system were carried out in May, June and July 1992. Three main sets of experiments were 
conduc ted, with source-receiver separations of 3-4 meters, 35 meters, and 125 meters 
respectively. A 26 kHz commercial pinger was used as the sound source. After being 
activated it transmitted a 9.5 msec duration pulse at approximately 5 second intervals. The 
signals were received by two hydrophones, separated by a distance of half a wavelength. 
The signals were processed by the DSP setup with an integration time of 4 cycles. For 
each integration period that exceeded the detection threshold a data packet was recorded 
which contained timing and power infmmation as well as the phase difference estimate. 
These data were post-processed in the lab to produce bearing estimates, using the measured 
sound velocity on the test date as an input. 
Short-range experiments were cruTied out in May 1992. The first few experiments 
were spent refining the experimental setup, but experiments on May 15 and May 21 yielded 
interesting data. These tests illustrated that the USBL system was capable of generating 
correct bearing estimates. These tests were also the only experiments conducted in which 
an appreciable amount of time was present between the ruTival of the direct and swface-
reflected paths. Thus they served to give information about the stability of the phase 
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estimate within a pulse. Also, the May 15 data is used to illustrate the correction made for 
ray anivals which were not in the horizontal plane of the anay. 
Medium-range tests were canied out along the length of the Navy Yard barge on 
June 26, July 6, and July 8. These tests were designed to show that the system could 
operate at more realistic ranges. An effort was made to gauge the stability of the multi path 
structure. 
Long-range tests were conducted on July 6. More data should be collected at this 
125 meter range in order to better quantify the system's perf01mance, but these initial 
results indicate that the bearing measurements over this range are fairly stable, and that ray 
paths reflected off the surface seem to retain enough coherence to give reasonable bearing 
estimates. 
5.2 Performance Issues 
Although the test geometries were quite different, a number of perf01mance issues 
are common to all of them. For all the test geometries, fluctuations in the estimated bearing 
during periods of multi path interference were observed. In Appendix C the expected 
effects on the phase difference estimate from interference between 2 interfering arrivals are 
calculated. An attempt was made to apply these calculations to data from short and long-
range tests to gain a better understanding of the interference process. Also, an apparent 
correlation between fluctuation in signal strength and in bearing estimates during periods of 
overlapping interfering multipaths was investigated. The significance of this correlation is 
examined at the end of the chapter. 
Another performance issue common to all three tests is the effects of noise on 
estimates of phase difference and bearing. Table 5.1 below summarizes the results for the 
three geometries, and compares the measurements to the predictions of the noise model 
introduced in Chapter 3. For the short-range tests, unfortunately, repeated measurements 
at the same bearing were not made. Thus noise performance is reported in terms of 
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deviation in estimated phase difference rather than beruing. This removes the dependence 
of the error on bearing seen in section 3. 1 and allows all the available data to be used. For 
long and medium ranges only the results from the ftrst 4 cycles were used, as multipath 
interference was present during the remainder of the pulse. 
Table 5. 1 shows that the agreement between measured and predicted en ors seems 
to increase as the SNR decreases. This indicates that at high SNR the errors mostly stem 
from sources other than noise, such as detuning errors. As SNR increases the etTers 
resulting from noise begin to dominate other en·or sources and the agreement between 
model and experiment improves. 
Table 5.1: Measured and Predicted Estimation EtTers 
Range Test Standard Number of Measured Predicted 
(meters) Statistic Deviation of Samples SNR (dB) Deviation in 
Statistic used Statistic 
Phase 85 
3.5 Difference 1.80 (6 pulses) 48 0.230 
w/in Pulse 
Beruing 
35 Estimate 0.7° 18 38 0.220 
between (18 pulses) 
Pulses 
Bearing 
125 Estimate 1.30 7 27 0.7° 
Stability (7 pulses) 
Pulses 
Although the data generally showed good correspondence to expected results, there 
seemed to be a slight systematic error. For all the tests, the slope of the line of measured 
bearing vs expected bearing was slightly greater than one- on average, it was 1.06. The 
reason for this slope error is not clear, but there are a number of possible sources of error. 
The calibration used for the Hydrolab may have been inaccurate, leading to consistent 
miscalculation of the sound velocity. Also, the frequency of the pinger was measured in 
the field, not in lab. and the measured frequency may have been in error. This would lead 
to bearing offset errors of the type seen in Chapter 3. 
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5.3 Short-Range Test Results 
The short-range tests, carried out at a range of 3-4 meters, were designed primarily 
to prove that the USBL prototype would operate well in clearly understood acoustic 
conditions with high signal-to-noise ratios. Well-defined anivals could be seen from the 
direct path and surface-bounce path, and the impact of the bottom-bounce arrival can be 
seen in the bearing estimates. 
After the tests were carried out it was discovered that the hydrophone mount was 
interfering with the sound field. In general, bearing estimates from orientations in which 
the hydrophone array was pointing back under the barge (negative bearings, in the 
coordinate system used) were unreliable. For positive orientations the data are much better. 
Test results for short-range tests on May 15 and May 21 are presented below. Only 
data from positive orientations are presented. These results were taken from the beginning 
section of each pulse, during which no multipath interference occurred. In the May 15 
experiments the PVC pipe on which the hydrophone array was mounted was rotated by 
approximately 20° between each measurement. On May 21 readings were taken at 10° 
intervals. Due to the difficulty of precisely reading bearings from the hydrophone 
mounting used, bearing offset errors of several degrees can be expected. On May 14 the 
pinger was hanging unsupported in the water, and was moved back and forth by wave 
action. On May 21 the pinger was mounted on a PVC pipe to solve this problem, and the 
consistency of the results improved noticeably. 
The May 21 results are shown in graph form in Fig. 5.29. The data show an very 
good fit to a line having a small y-intercept and slope of nearly one, indicating that no 
strong bias or unexpected effects are present in the data. The 1.20 offset probably 
represents errors in accurately measuring the source-receiver geometry. As mentioned 
above, the phase measurements within each pulse were used to compute a standard 
deviation of 1.78°, measured over 6 pulses and 85 total acceptable measurements. 
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Figure 5.29: Bearing Estimation Results for May 21 Shon-Range Tests 
During the May 15 experiments the source and receiver were deployed at different 
depths. Thus bearing estimates made on the assumption they were coplanar were in error. 
These data were corrected for the out-of-plane arrivals by estimating the angle from the 
horizontal <p from the measured source-receiver and depth difference. This angle was 
substituted into the generalized USBL measurement formulas, Eqns. (2.3) and.(2.4) from 
Chapter 2, and the correct bearing angle e was calculated. Figure 5. 30 below shows the 
effect of this correction. The initial bearing estimates are indicated by circles, and the 
corrected estimates are shown by diamonds. As can be seen, the correction moves the 
results closer to the expected answer, shown by the line below. 
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Although the figures above provide a useful means of quantifying system 
performance, much more can be learned by looking at the actual field results. Figure 5.36 
at the end of the chapter shows some interesting results from May 21. Each of these plots 
shows the calculated signal power (circles) and estimated bearing (plus signs) at many 
times within a single pulse. 
The effects of multipath arrivals can be seen clearly in these plots. The signal 
power generally takes a jump approximately 2.5-3 msec. after the beginning of the pulse. 
This time delay agrees well with the predicted delay, shown in Table 4.1 . It can be 
observed that the size of the power jump changes from pulse to pulse. As the surface of 
the water moves up and down, the path differences between the direct and surface-reflected 
paths change by a few centimeters. This leads to varying amounts of constructive or 
destructive interference. This is an example of the Lloyd's mirror effect, in which a sound 
source near the air-water interface will create an image source above the water which is 
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equal in power but opposite in sign. As the swface of the water moves, the lobes and nulls 
of the resulting beam pattern move across the receiving hydrophone, leading to the power 
fluctuations seen. 
A third arrival can be seen affecting the bearing estimate at about 7.5 msec after the 
beginning of the pulse, although no appreciable 1ise in the power level is seen. This is 
presumably the bottom return, which can be expected to have a small amplirude due to 
absorption of sound by the muddy bottom. 
An interesting phenomenon associated with the impulse response of the pinger is 
seen in the data. At the beginning of each pulse the pinger takes a few cycles to settle into 
transmitting a steady tone. This is seen on a number of the plots below, for example Fig. 
5.36a. The power is quite low at first, then increases to a peak value before slowly 
dropping off. The transients generated by this ringing cause errors in the bearing estimate , 
as seen in the data. The Datasonics transducer element used was designed to resonate with 
a Q of 5. This does not include the effects of the resonance in the driver circuit, so the Q 
for the whole pinger may be somewhat different. As a rule of thumb the number of 
transducer ring-up cycles is equal to the transducer Q. Thus a Q on the order of 5 agrees 
fairly well with the May 21 data, in which each data point represents results from 4 cycles 
of sinewave and most often only 1 point shows the transient e ffects. 
As mentioned earlier, the effects of interference on phase difference estimation are 
calculated in Appendix C. The calculation assumes that two paths are present, the direct 
path and a surface-reflected path. The results predict that the amplitude of the wave formed 
by interference depends on both the path length difference and the angle from the horizontal 
cp at which the surface-reflection arrives at the hydrophones. The phase difference, 
however, should depend only on cp. An examination of the test data shows that the 
changes in bearing are not stable. If the calculation in Appendix Cis to believed, then, the 
angle cp must be changing from pulse to pulse as water waves tilt the water smface back 
and forth. 
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5.4 Medium-Range Tests 
Tests at ranges of 35 meters were carried out with the pinger mounted at one end of 
the Navy Yard barge and the hydrophones mounted at the other. These tests were designed 
to gauge USBL performance in a more realistic scenario. 
Some typical test results for the 35 meter range are shown in Fig. 5.37 at the end of 
the chapter. The results from tests carried out on June 26 and July 6 are summarized in 
Fig. 5.31. Bearings estimated from received pulses are plotted against the nominal, or 
expected, bearing. This figure shows that the measured and estimated bearings are in quite 
close agreement over the range of measurement, although the offset in slope mentioned 
above is present. The data show an excellent fit to a line hav ing a y-intercept close to zero 
and slope of nearly one. The fact that they-intercept is smaller than for the short-range data 
probably reflects increased experience in setting up and measuring the test apparatus 
accurately, rather than actual improved system performance at the longer range. 
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Tests were carried out on July 8 to see how stable the results obtained dwing 
periods of multipath interference were. An additional set of tests were carried out to study 
the effect of pinger orientation. A large number of pulses were recorded at a bearing of oo. 
For half of the data the pinger was oriented facing down, and the rest of the data was taken 
with the pinger facing the surface. Figure 5.32 below shows the mean and standard 
deviation of the signal power and bearing when the pinger was oriented down, averaged 
over 11 pulses, and Fig. 5.33 shows results from 7 pulses recorded when the pinger was 
facing the surface. For both orientations the standard deviation of bearing for the 
uncontaminated signal at the beginning of the pulse can be seen to be quite small ( <1 O), 
whil~ the deviation for the remainder of the pulse can be quite high. The large changes in 
the effects of interference on the bearing estimate are probably due to the motion of the 
barge relative to the bottom and vibration of the PVC pipes supporting the pinger and 
hydrophones. The larger changes for the bottom-facing orientation might be expected, as 
the movement relative to the bottom will be more important for these tests. 
A number of multipath features can be seen from the mean values. An attempt was 
made to identify some of these. The expected arrival times of the reflections from the 
bottom of the barge (assuming 1 m. draft), the bottom, and the pier wall at the side of the 
barge shown in Table 4.1 are noted on the plots below. The calculation for the expected 
arrival time for the wall bounce seems to somewhat off, but is close enough to allow 
identification of the 2 msec. arrival. It is interesting to note that the signal power levels for 
the surface-facing orientation are higher than for the bottom-facing tests. This is 
reasonable, as the reflection off the barge bottom can be expected to be much stronger than 
the bottom reflection, so the direct and reflected paths will add to give a larger power. As a 
result, the wall arrival is somewhat masked in the surface-facing data. 
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5.5 Long-Range Tests 
A number of tests were carried out in June and July to estimate bea~.ing over the 125 
meter source-receiver separation. Many test setup and hardwa~.·e problems were 
encountered in can-y ing out these tests, and only the data from the last set of tests are 
presented. Du1ing testing the sound speed profile was measured, and a ray-n·ace program 
was used to calculate expected arrivals for the measured sound speed profile. T he results 
of the ray-trace as seen in Table 4.1. The ray-trace predictions show that approximately 5 
cycles, or slightly more than one integration period , of uncontaminated direct path should 
be present. The effects of interference after the first few cycles a~.·e seen clea~.·ly in Fig. 
5.37, which shows some representative received pulses. 
The bea.J.ing estimates from the first four cycles of each pulse are shown below in 
Fig. 5.34. The agreement between expected and measured bearirigs is worse than for the 
medium and short range tests. This loss in consistency can largely be explained by the 
drop in signal strength, as discussed in section 5.2 above. 
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In order to determine the stability of the measurement over the 125 meter range, 7 
pulses were recorded at a bearing of 450. Of these, 2 were not recorded in full as the pulse 
power fell below the detection threshold shortly after triggering. The averaged power and 
estimated beating for the remaining pulses are shown in Fig. 5.35 below. The number of 
pulses recorded is not really sufficient to make strong statistical statements, but the plots 
give some indication of what is happening. 
Figure 5.35 shows interesting differences from the power and bearing plots 
generated from the medium-range data. The received signals for two of the pulses 
extended beyond the 9.5 msec duration of the transmitted pulse, showing the increased 
effects of reverberation at longer range. The power at the beginning of the pulse, although 
highly variable, seems to fall off less rapidly in the frrst millisecond or so than was the case 
for medium-range data. This can be explained, as multiple ray paths are arriving dming 
this period (including all those shown in the ray-trace plot in Chapter 4). 
A number of noticeable arrivals are seen. An arrival is seen at 2 msec which has a 
strong impact on the bearing estimates. This arrival may correspond to a path predicted by 
the ray-u·ace program to arrive 2.1 msec. after the direct pulse, after undergoing 2 surface 
bounces and I bottom bounce. This ray arrives at an vertical angle of 12.50. This angle is 
the largest arrival angle of any ray which does not bounce off the bottom more than once 
(rays which interact with the bottom several times will be severely attenuated), so it would 
be expected to cause the largest errors in bearing. Several extremely strong arrivals are 
seen around 7-9 msec. The strength and arrival time of these arrivals do not correspond to 
any of the paths predicted by the ray-trace, so it seems reasonable to assume they represent 
reflections of the direct path off the pier at which the barge is moored. 
One of the most interesting facts observed from Fig. 35b is that the beating estimate 
is fairly stable for the frrst 2 msec., although multiple arrivals are interfering during this 
time period. This suggests that periods of overlapped multipaths may actually be usable for 
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bearing estimation, as long as the vertical arrival angles of the rays are close to that of the 
direct path. In Appendix C the expected effects on phase of interference between a direct 
and a surface-reflected arTival are calculated. It is shown there that if <p, the vertical arrival 
angle of the surface-reflected pulse, is known, then the true (horizontal) bearing can be 
calculated from 
. ( 2 ~~ ) e = Arcsm y 
1t {1 + sin<p) (5.1) 
where <p = 900 COITesponds to an in-plane arrival. For the bearing calculations shown in 
Fig. 5.35 it was assumed that all arrivals were in the plane of the array, and the apparent 
bearing was calculated from 
. ( ~~ ) e =Arcsm (5.2) 
It can be seen from Eq. (5.1) that if the arrival is close to in-plane, the errors introduced by 
calculated bearing from Eq. (5.2) will be quite small, as seen in the data. An attempt was 
made to use Eq. (5. 1) and predicted arrival angles from Table 4.1 to extract corrected 
bearing information from Figure 5.35b. A small correction was apparent, but was much 
too small to account for the changes in apparent bearing seen in the data. This suggests that 
the hydrophone pair may have been tilted in the water at some angle to the water surface, or 
that the predicted arrival angles may not have been accurate. 
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5.6 Correlation between Ructuations in Signal Power and Bearing 
Many of the received pulses shown at the end of the chapter seem to display a 
correlation between the estimated bearing and the signal power. A correlation was 
expected, as the multipath interference which modulates the signal power also affects the 
phase difference estimate. An attempt was made to determine how statistically significant 
this apparent correlation was. The exponential decay of pulse strength due to capacitor 
discharge was subtracted from the signal power data, and coiTelations between power and 
bearing were calculated. In most of the pulses studied, this correlation was fou nd to be 
quite small when measured throughout the whole pulse. When the correlations during 
sections when strong multipath features were present were calculated, however, the 
correlations rose significantly. Results for the 5 pulses studied are shown below. In 
general a multipath arrival which gives rise to a noticeable change in the signal power will 
also cause a change in the estimated bearing, but some multi path arrivals can be identified 
which cause changes in the bearing estimate only. Thus the bearing estimate is more 
sensitive than the signal power to multipath interference. 
Table 5.2: Calculated Correlations between Power, Bearing Fluctuations in 5 Pulses 
Correlation Correlation 
Range (meters) Coefficient for Subsection of Multipath Coefficient for 
Entire Pulse Pulse (msec) Feature Expanded 
Section 
3.5 0. 36 2-6 surface bounce 0.96 
3.5 0.21 2-6 surface bounce 0.71 
35 0.20 0-4 wall bounce 0.67 
35 0 .37 0-4 wall bounce 0 .57 
ray, wall 
125 0.60 2-8.5 arrivals 0.78 
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Chapter 6: Conclusions and 
Recommendations 
6.0 Inn·oduction 
In this chapter, the test results presented above are reviewed and conclusions are 
drawn about system performance. A number of suggestions are then made for improving 
the system. These suggestions are broken down into hardware and algorithm 
improvements. 
6.1 Prototype System Performance 
The shon-range test results serve to verify that the USBL system can determine 
bearing with erTors of less than a degree at small bearing angles. even with the suboptimal 
hydrophone mounting used. The shon-range tests were also interesting in that they were 
the only tests for which there was an appreciable amount of time between the direct and 
surface-reflected arrivals, allowing the averaging of bearing estimates from many times 
within each pulse. The data logged during these tests can thus be used in future work to 
develop data filtering schemes for recognizing multipath anivals. 
The longer-range tests show that in shallow water the ability to estimate bearing is 
limited by interference from multiple anivals. Interpretation of the test results relies heavily 
on an understanding of the multipath structure. Tests canied out along the barge show the 
need for a more accurate hydrophone mounting atTangement. The repeated measurements 
made to study multipath stability and the effects of pinger orientation show that, even with 
the effects of pinger ringing transients included, bearing could be measured to an accuracy 
of 0.7o. Consistent bearing estimation over a wide range of beru·ing angles was 
demonstrated. 
Further tests need to be earned out at long (> 100 meter) ranges to chru·acterize 
performance at these distances more accurately. The data presented above establish that the 
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system can operate over these distances, and incticate that the system can measure bearing 
with an accuracy of about 1.50 at small bearing angles. 
6.2 Recommendation for Hardware Improvements 
The tests carTied out make it clear that a number of improvements could be made in 
the test apparatus. Changes could be made in the test setup to make the data easier to 
interpret. The hydrophones and sound source should be mounted on steel poles, rather 
than PVC pipes, to minimize motions due to SUJface waves. A low-Q sound source which 
could be driven with variable-length tone bursts would be helpful in identifiying multipath 
arrivals. The sound amplitude could then be controlled, allowing in-water characterization 
of performance at various signal-to-noise ratios. An effort to determine the shape and 
depth of the Navy Yard barge hull could be valuable if further testing will continue there. 
There are many changes which could be made to the prototype system itself to 
improve performance. The addition of a second hydrophone baseline would remove much 
ambiguity in the estimated bearing. With a single baseline, rays incident from any 
direction along a cone of constant phase difference wi ll yield the same bearing estimate, as 
discussed in Chapter 2. For the tests presented in this chapter this uncertainty was resolved 
by placing the source and receiver in the same plane when possible, or by using 
knowledge of the test geometry. In general operation this will not be possible. This 
problem can be eliminated by adcting a third hydrophone channel and builcting an L-shaped 
anay. 
Pulse detection can also be improved. CWTently the information for estimating 
signal-to-noise ratio is calculated, but not used. The on-line SNR estimate could be used as 
the detection statistic, as previously discussed. This would result in a detection theshold 
which does not depend on the front-end gain used, and will reduce the possibility of 
triggering caused by a broadband noise spike. Perhaps more importantly, the performance 
model developed in Chapter 3 can be used to prectict the expected bearing angle for the 
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estimate. The system can then directly output tl1e expected etTor in each measurement, 
along with the measurement. 
More attention should be paid to me mounting used for the hydrophones. Ideally 
hydrophone elements would be carefully spaced, sealed in an acoustically transparent 
epoxy, and calibrated in a test tank. If higher frequencies are to be used, consideration 
should be given to finding smaller sensor elements. 
Finally, much work needs to be done in making the system more user-friendly. 
Time limitations were encountered in testing due to me need to interrupt the DSP program 
each time a pulse was observed on ilie oscilloscope, upload the data, and restart the 
program. The data then had to be processed by several programs before it could be 
viewed, meaning that most data was taken "blind" and was not viewed until after the 
experiment was over. While thi s arrangement worked well for initial testing, it limited ilie 
amount of data iliat could easily be taken and would be impractical for a tracking system. 
The DSP board could be interfaced to a ponable computer, which could be used to view 
data and change processing parameters. 
6.3 Recommendations for Algorithm Improvements 
The tests of the prototype system pointed out the importance of being able to 
recognize ilie onset of multipaili interference. When the data is processed by a human, 
armed with measurements of the test setup and perhaps a ray-trace program, this 
recognition problem is not particularly difficult. When the system is implemented on an 
underwater vehicle, however, ilie vehicle computer must determine what data is valid. A 
common solution to this problem, as discussed above, is to chose some preset segment of 
the pulse to use for bearing estimation, based on assumptions about the expected anival 
delays between the different paths. A more satisfying solution would be to implement a 
flexible algorithm for recognizing the onset of interference on ilie system's microprocessor. 
One possible approach would be to statistically filter the bearing estimates. The assumption 
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could be made that the first few windows of received data contain information from an 
uncontaminated direct arrival, and subsequent beruing estimates would be accepted as long 
. . 
as they agreed within some mru·gin of etTor with the initial estimates. 
It seems likely that sizeable performance gains could be made if accurate models of 
the acoustic propagation were developed. The vru·iability of test results seen in this thesis 
suggests that any description would need to be statistical in nature. Some form of matched 
filter processing could then be used to incorporate knowledge of the acoustic environment 
into the processing. In deeper water tests, multipath aiTivals would likely be received 
which would not overlap each other. In thi s case, it should be poss ible to extract useful 
bearing estimation from several paths, not just the direct path. The usefulness of other 
ruTivals can be determined from further expetiments and from mode lling the specific ray 
paths. If an accurate enough propagation model could be developed, it might even be 
possible to use interpret phase data received during parts of the pulse for which multi path 
interference is present. 
In conclusion, the in-water tests demonstated that the prototype USBL system 
constructed for this thesis represents a feasible approach to the underwater navigation 
problem. The system is configured to allow reseru·chers flexibility in modifying the 
softwru·e to fit future needs. Further development could turn the prototype system into a 
practical navigation system for underwater vehicles. 
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Appendix A: Hardware and Electronics 
This appendix discusses the hardware and electronics design done for the prototype 
USBL system. The hardware is examined in three sections. First, the front-end analog 
electronics are discussed, then the digital electronics and DSP coding. Lastly, the test 
apparatus for in-lab performance tests vs. SNR is di scussed. 
A.l Front-end Analog Circuitry 
The front-end circuitry was discussed briefly in Chapter 4. The bloc k diagram of 
the front-end shown there is repeated below in Fig. A.l. Each component is discussed in 
detail below. 
Sound Source 
The sound source used for the experiments was a Datasonics Acoustic Location 
Pinger ALP 363. This pinger was nominally tuned to 26 kHz, but field measurement 
showed the transmit frequency to be 25.7 kHz. Technical data are shown in Table A.l. 
Unfortunately a beam pattern was difficult to obtain from the manufacturer. 
Table A.1: Datasonics ALP-363 Pinger Specifications 
Transmit Power 
Source Level 
Transmit Pulse Length 
Transmit Pulse Repetition Rate 
Q (for transducer element) 
Operating Depth 
Size 
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20 Wans 
180 dB re 1 !J.Pa @ lm. 
9.6 msec. 
5 sec. 
5 
2000 m. 
4" X 10" 
~;£mhos AQ-~ 
hydrophone 
40 dB 
preamp 
Ilhaco l44N 
bandpass 
ftlter 
FDI 848/878 
60dB 
prog. amp 
FDI 830PGA 
,, 
14-bit 
NO 
AD679 
' ' AD2101 
EZ-Lab 
DSP board 
~;£mhos AQ-4 
hydrophone 
40 dB 
preamp 
llhaco l44N 
bandpass 
filter 
FDI 848/878 
60 dB 
prog. amp 
FDI 830PGA 
1 
14-bit 
NO 
AD679 
~-----~- e,s, S+N 
Figure 1: Front-End Electronics Configuration 
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Table A.2: Benthos AQ-4 Hydrophone Specifications 
Sensitivity 
Frequency Response 
Size 
Depth Rating 
Capacitance 
-201 dB re 1 V/mPa 
1 Hz- 35kHz 
1.3 x 3.3 em. 
3300 m. 
2400 pF 
Table A.3: Ithaco 144N Preamplifier Specifications 
Gain 
Frequency Response 
Noise: Shorted Input 
100 pF Source 
Output Impedance 
Supply Voltage 
Supply Current 
Maximum Output, 
Maximum Output, current 
DC Voltage at Ouput 
Power Supply Isolation 
Weight 
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40 +- 0.2 dB 
0.65 Hz to 200 kHz 
2.4 mVrms 
8 mVrms 
35 ohms in series with 40 mF 
+ 15 v. to + 30 v . 
10 rnA to 20 rnA 
9 V to 18 V 
4 rnA to 10 rnA 
ov 
65dB 
65 grams 
Hvdrophones 
The hydrophones used were Benthos AQ-4 's, donated to Sea Grant by the 
manufacturer. Technical specifications for these hydrophones are seen in Table A.2. 
Ideally the sensors for a USBL system would be smaller and more sensitive, but these 
requirements are often mutually exclusive. The hydrophone capacitance must be compared 
to the cable capacitance, as the capacitances will lead to an attenuation of the signal level; 
for the prototype USBL setup with 30' of cable the attenuation will be about 30%, which is 
acceptable. 
Preamplifiers 
lthaco 144N preamplifiers were chosen because of their small size and relatively 
low noise. Specifications are shown in Table A.3 . The preamplifiers were modified by 
lthaco to add a highpass RC filter with a 5kHz cutoff frequency. This was done in order 
to avoid swamping the preamplifiers with low frequency shipping noise. The preamplifiers 
are physically small and have low current drain, so they could be used as part of a compact 
vehicle-based implementation of this system. 
Filters 
Programmable 8-pole highpass and lowpass filters built by Frequency Devices, 
Inc. were chosen for filtering the received signal. Bandpass filtering is done to prevent 
saturation in the amplifier stage of the electronics. The programmability of the filters 
increases the size of the unit, but adds needed flexibility for system development and 
dockside testing. Simple dip switch circuits were built to allow easy selection of cutoff 
frequency. Technical specifications for the filters are seen in Figs. A.2, A.3, and A.4. 
The phase match between channels is 0 .50; this is helpful, as the reasonably close matching 
allowed initial tests to be carried out without calibration of the relative phase shifts 
introduced into the different channels. 
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·3dB Corner Frequency 
Passband Ripple (theoretical) 
Butterworth 
Bessel 
Unear Phase 
Elliptic 
0.0 dB 
0.0 dB 
0.015 dB (60 dB model) 
0.15 dB (80 dB model) 
0.035 dB 
Typical Noise (Butterworth, Bessel, linear Phase) 
Narrow Band (5 Hz to 50 kHz) 50 Jl V rms 
Wide Band (5 Hz to 2 MHz) 200 Jl V rms 
Typical Noise (Elliptic) 
Narrow Band 
Wide Band 
Phase Match (All models)2 
@ fc (fr) 
Passband 
Gain Match (All models)2 
@fc (fr) 
Passband 
15 Hz to 50 kHz) 75 u V rms 
(5Hz to 2 MHz) 250 JJ. V rms 
Typ1cal ± 1.oo. Max1mum ± 2.0° 
Typ1cal ± 0.5°. Maximum ±1 .0° 
Typical± 0.1 dB. Maximum± 0.2 dB 
Typ1cal ± 0.05 dB, Maximum± 0. i dB 
Distortion• ( For range ·1, -2,·3,-4, all lowpass models) 
Typical 
Maximum 
0.002% (-94 dB) 
0.004% ( -88 dB) 
Distortion' (For range ·5 • all lowpass models) 
Typ1cal 0.004% (-88 dB) 
Maximum 0.025% (-72 dB) 
Note 1. For inpU1 s1gnals ~ 3 V rms the total 
harmonic distortion IS~ 0.01% 
( -80 dB) for all five ranges. 
2. Unit to unit match for the same 
transfer function set to the same 
frequency. 
Figure 2: Filter Module Specifications 
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107 Common Mode Rejection Ratio (CMRR) 
The front-end electronics were selected to be compatible with tests of a wideband 
USBL system, although these were never canied out. For this implementation. it is 
imponant to have no dispersion introduced by the front-end system. For this reason 80 dB 
linear phase filters were chosen for the lowpass filters; Fig. A.4 shows that the group 
delay is nearly constant for frequencies below the cutoff frequency. Butterworth filters 
were chosen for highpass filters (see Fig:. A.3). These filters have a faster amplitude 
rolloff which leads to more complete filtering of low frequency shipping noise. but 
introduce uneven group delays for frequencies near cutoff. It can be seen that in order to 
avoid dispersion, the cutoff frequency for the highpass filters would have to be set at about 
half the lowest frequency of interest. 
Amplifiers 
Programmable amplifiers from Frequency Devices. Inc. were used after filtering to 
boost the signal further. These amplifiers provide up to 60 dB of gain, as seen in Fig. A.5. 
Simple circuits were constructed to use a dip switch to select gain, although the gain could 
be controlled by the processor for an on-vehicle implementation. Combined with the 
preamplifiers, a total gain of 100 dB was possible. 
Front-end Construction: Grounding. Shielding. and Noise 
The amplifier and filter units chosen for the front-end analog circuitry have been 
described above. In order to reach noise and performance levels close to those specified by 
the manufacturer, careful attention was paid to circuit construction. The imponant issues 
are outlined below, along with the solutions anived at for this system. 
Groundin~ Problems 
The most common type of grounding problem is the infamous ground loop. This 
occurs whenever two points in the circuit are grounded so that there is a potential difference 
between them, perhaps due to resistance in a connecting wire. This offset is seen by the 
amplifiers and amplified, leading to contamination of the signal. Ground loops are most 
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effectively avoided by providing a separate return to the power supply ground at every 
grounded point in the circuit. (Meiksin and Thackray. p. 370-371 ). 
Shielding and Interference 
Electromagnetic noise present near the electronics will be picked up and amplified 
by the system. In order to minimize its effect, the noise sources and coupling mechanisms 
must first be clearly understood. Simple rules for shielding the electronics can then be 
applied. 
The main sources of noise at the Charlestown navy yard include AM and marine 
radio transmissions. These noise sources can capacitively couple into the signal lines and 
electronics. It should be noted that the AC power line going to the Sea Grant Charlestown 
shack is quite noisy, and devices running off line current will have problems with noise 
entering through the power supply. For this reason it was decided to run all front-end and 
DSP circuitry off battery power. 
The capacitatively coupled noise sources can be controlled by using proper 
shielding. Shields are effective because electric charge is restricted to the surface of 
conductors. The electronics should therefore be enclosed by a closed metal shell and the 
noise voltages created on the shell should be shunted to ground. Alan Rich ("Shielding and 
Guarding" p.124-l25) gives a simple set of rules for effective shielding. These are 
summarized briefly here: 
1) To be effective, the shield must be connected to the reference potential of the signal. 
Ideally, the connection should be as close to the signal source as possible. For the USBL 
application this means the connection should be at the hydrophone itself, which presents 
some construction problems. The solution below is a compromise. with the connection at 
the preamp. 
2) If the shield is broken up (i.e. cable shield-instrument case-shield-case) the shields 
must be tied together, and have only one connection to ground. 
109 
3) Each signal should have a separate shjeld. connected to its own reference potential. 
4) Any current or voltage on the shield with respect to the signal's reference potential 
should be avoided. Since there is capacitance between the shield and center conductors, 
any voltage will couple to the signal leads. 
5) Careful attention should be paid to the return route from shield to ground. This 
return should be as short as possible. 
Fig A.6 shows the grounding and shielding scheme for the USBL front end. This layout 
follows the rules Rich sets forth, except for grounding the shield at the preamp and not the 
hydrophone. 
( 
j amp t-
+ 15 v 
I 
{ 
'hydrophone! K-r- ___/ \ 1 I 1\-I { preamp lo 
~ ~ ~ 
~ ~ 
-- hl 1 
pr eamp case 
- -
f i lter case 
Figure A.6: Grounding and Shielding for Front-end Electronics 
\ 
" 
Unfortunately, the grounding and shielding layout above will not solve all the 
problems. At high frequencies the Common-Mode Rejection Ratio (CMRR) of the 
differential amplifiers falls off, meaning the amplifiers will have trouble rejecting AM ramo 
pickup present on both signal lines. The falloff in CMRR can be compensated for by 
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to 1 
I 
wrapping the cables a few times around a ferrite core (Horowitz and Hill, p.311-312). 
This technique, known as an RF choke, introduces an impedance in series with the shield 
and the cables, raising the impedance at high frequencies. A pair of small (0.0 1 mF) 
capacitors can be used to shunt high frequency signals to ground. 
The noise produced by capacitive coupling to the hydrophone cables can be reduced 
further by connecting the preamplifier inputs with a resistor. This helps because capacitive 
coupling produces a noise current in the cables (Rich, "Understanding Interference-Type 
Noise") . If a resistor valueR which is much lower than the amp's input impedance is 
used, the noise cmTent will develop most of its voltage drop across the resistor, not across 
the amplifier. The transducer will drive almost no CUITent but produces a voltage 
difference, which will be seen at the amplifier regardless of the value of R. 
A.2 Digital Electronics and DSP Coding 
The digital electronics for the test setup consisted of a data acquisition card and the 
DSP board itself. These will be described briefly below, as will the program written for 
the DSP microprocessor to calculate phase differences. 
Data Acquisition Board 
A small data acquisition board was built to digitize received signals and pass the 
results on to the AD2101 DSP board. Analog Devices AD679 14-bit AID conveners were 
used. These chips were donated to Sea Grant by Analog Devices. This board was 
connected to the EZ-Lab DSP board by a ribbon connector to the parallel port, and a few 
lines out of the EZ-Lab serial port. 
The operation of the data acquisition circuit, shown in Fig. A.7, is straightforward. 
The AD2101 DSP chip supplies a serial clock timing line to the AD679 conveners. A 
falling edge on the SC line triggers a conversion. The completion of conversion is signaled 
by the end-of-convert (EOC) pin, which acts as a high priority interrupt to the DSP chip via 
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the IRQ2 line. The DSP begins to read the data values in by asserting the address of an 
AID converter on its external address bus. Two bits of the address are used in a simple 
address decoding scheme. A 74HC154 multiplexer chip drops one of its output lines low 
depending on the address seen on its inputs (A, B, C, and D below). This ouput is OR'ed 
with the inve11ed read line from the DSP. When the DSP is attempting to read one of the 
chips, both lines drop low and the output enable (OE) pin is enabled. The DSP can then 
read out the first 8 bits of the 14-bit AID output (the AD679 assumes an 8-bit bus is 
available). The DSP then asserts the address of the other AID converter, and follows the 
same steps to read in its conversion result. The DSP then uses its flag line FO to toggle the 
high-byte-enable (HBE) pin of the AD679, and reads out the remaining bits of the 
conversion for each channel. The bytes are shifted and combined in the DSP code to 
produce a single 14-bit value. 
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from DSP Serial Clock j 
FO L-sr: 'CS' ~ 
....__ HBE SYNC -
t.UCI:::.N 
---+5 v 
--
:: 4.7 KOhm 
to DSP IRQ2 < ECX:: 
from DSP "RD rr OJ - / AD8 A to DSP ( 00-07 8 1 -
' AD9 c f D 2 AD679 
_f CS l L-sr: CS2 'CS' f---
- 74HC154 - HBE SYNC t--
t.UU:.N -
-'-
unconnected 
ECX:: 
RD 
.....-
rr 
/ 
to DSP ( 00-07 
' 
AD679 
Figure A. 7: Diagram for Data Acquisition Circuit 
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AD210 1 DSP Board 
The DSP microprocessor used was an Analog Devices AD2101 fixed-point 12.5 
MHz chip. An Analog Devices product, the EZ-Lab development board, was used as a 
development base. The EZ-ICE in-circuit emulator was used during testing; fim1wa.re on 
the emulator allowed code developed on any IBM compatible machine to be downloaded to 
the DSP, and processed data from the DSP could be logged on the IBM. The EZ-Lab has 
two serial ports and one parallel pon available. Both were used for communication and 
timing for the data acquisition board. 
Code for the AD2101 was developed in assembly language. Program developing 
and debugging were facilitated by the in-circuit emulator. Filter coefficients and sinusoidal 
waveforms were generated in MATLAB, then convened to the hexadecimal fractional 
format used by the DSP code. Similarly, data logged from the DSP was convened into 
MATLAB format and analyzed. Much more information is available about the DSP 
hardware and development process, but is not required for an understanding of what was 
done in this thesis. For funher inf01mation, the reader is referTed to the Analog Devices 
li teratu.re. 
The flowchart of the main USBL program is seen in Figw-e A.8. A printout of this 
program is seen at the end of the Appendix. After initialization, the processor spends most 
of its time in a low-power wait mode. waiting for interrupts. In the cunent USBL 
program, the processor spends 85% of the time in the wait state. The chip's power 
consumption is 750 mW active, versus 80 mW in wait mode. The highest priority intenupt 
is received on the IRQ2 line, which tells the processor that the AID converters have finished 
conversion and should be read. The data values are then read into two memory buffers, 
one for each channel. The processor checks to see if these buffers are full, and if so 
generates a low-level interrupt signaling that the buffers are filled and ready for processing. 
All NO interrupt processing operations are carried out using a secondary set of registers, 
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AID interrupt 
read A/D's 
trigger 
low-level 
interrupt 
WAIT 
low-power 
Figure A.8: Flowchart for main USBL Program 
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buffer-full 
interrupt 
switch buffers 
find Re, Im 
calculate power 
store value 
store timer value 
calculate and store 
wideband power 
calculate and store 
phase difference 
so the data processing carried out in the primary registers will not be disturbed by the 
periodic intenupts from the AID conveners. 
The low level interrupt triggers the processing of the received data. Before 
processing begins, the full buffers are switched with a spare pair of buffers. This is done 
to avoid overwriting the older data with fresh data while processing is being carried out. 
Next, the data from each channel is multiplied by a sine and cosine at the broadcast 
frequency f0 and summed to find the real and imaginary pans of the Fourier transform at 
f0 . These components are then squared and summed to calculate the signal power, which 
is compared to a tlu-eshold. If the tlu-eshold is exceeded, the signal (in band) power is 
stored in memory. The wideband power and phase difference are calculated and also 
stored in memory, and the DSP timer value is read to time-stamp the data packet. The 
processor then returns to waiting for the next interrupt. 
A.3 In-Lab Noise Performance Measurements 
Measurements were made in the laboratory of USBL system performance at various 
signal-to-noise ratios. The results from these measurements were presented in Chapter 2. 
The circuit used to mix signal and noise voltages is shown in Fig. A.9. The signal 
generator used was an Intersil ICL8038 precision function generator chip which was used 
to generate a precisely tunable sinewave output. This output was split and buffered to 
create two independent signal channels. One of these channels was run through an RC 
filter with a knee near the signal frequency, which attenuated the signal somewhat but more 
importantly inn·oduced a phase shift. The other, unshifted channel was attenuated using a 
variable resistor as a voltage divider to equalize the amplitudes on the two channels. The 
two channels were now buffered once more and fed into a summing amplifier along with 
the noise signals. Figure A.lO shows the schematic for the noise generators used, which 
were taken from a handbook of elecu·onic circuits [Graf, 1985]. This circuit basically 
amplified the transition noise from a u·ansistor junction to provide a noise voltage. The 
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signal-to-noise level was set by changing the values of the weighting resistors R3 and R4. 
Thus the output of the two summing amplifiers gave two signals with a relative phase shift 
between them, with independent noise added to each channel. The phase difference could 
be changed by tuning R2 and changing the RC filter cutoff frequency, and SNR was 
controlled by changing the ratio of R3 to R4. The SNR was measured from peak-to-peak 
voltages on an oscilloscope. 
IC8038 Precision 
Waveform Generator 
Noise 
Generator 
Noise 
Generator 
Figure A.9: Signal-to-Noise Test Input Generator 
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Figure A. lO: Noise Generator Circuit 
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---- -e '- '..J I I ::J •-
.;:on s;: 
,;:;:nst. 
. ;:ons::. 
-· = \- ... 
::::: 2 ..;. : : ~- .:. • . -. ,• : 
: .:;os= l:' : 
~en =5 1: : 
:hreshold=Oxl: 
:aos_mult=Ox444 3 ; 
·: *** i MP T !:.aos 
. ·.~ ar / dm/circ 
~ult =O.o67 : cnang e 1f change 
r-buff erl [taos] : 
:-:Juffer2(taos] : . v ar / dm/circ 
. ·.~ ar / dm /c irc Lbufferl[taos J: 
l buffer2[ taos J: 
sine(taos]: 
cosine( taos J : 
answers [len J : 
r-eall : 
. ·.~ ar / dm / ci rc 
. ·.~ ar / om/circ 
. v ar / om/circ 
. ·.~ar/dm/circ 
. ·.~ ar / dm 
. v ar / dm 
. ·.·ar / dm 
. ·.~ar -' dm 
. .~a r / dm 
. ·.~a r /d m 
. v ar / dm 
. v ar / dm 
.va r / dm 
. var/d m 
. va r / dm 
. v ar / dm 
. v ar /d m 
. PORT 
.PORT 
. PORT 
.PORT 
. PORT 
.PORT 
.PORT 
. PORT 
. PORT 
. PORT 
write_dacO: 
write _dacl: 
write_dac2 : 
load_dac: 
ad l: 
a d2: 
time_r- eg O: 
time_regl: 
ti me _reg2; 
time_r-eg8; 
1mag 1: 
:-ea l2: 
~m ag 2 : 
:J nasel: 
::hase2: 
counter: 
oulse_s tar t : 
buffer _s witch: 
wide_power; 
ti me_stamp; 
rnag; 
ohase_dif: 
.init s ine: <sn25s.dat>: 
. i nit cosine: <cs25s.dat> : 
. external find_phase: 
.external signed_div; 
(--------interruot vectors-------- } 
jumo start:rti:rti:rti: 
j ump sample;rti;rti:r ti : 
rti ;rt i ;rti;rti: 
rti:rti:rti:rti: 
rti:rti ;rti:rt i : 
rti:rti:rti;rti: 
j ump c alc:rti:rti;rt i : 
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""xO = l : 
dm(buf ~ er _swi~c~ l ="" x O : 
i O= ~ rbuffer l : 
l O=taos: 
m0=1: 
~ pointer ~o r manLou l ati~q c aca } 
i l="' rbuffer2: 
l l=taos: 
~ use this fo r manLculati nq aac a } 
i 2="'l bufferl: 
l 2=taos: 
{ pointer f or s toring da t a } 
i 6="' l buf f er2 : 
l 6=t:aos: 
{ po~nter ~o r s tor Lng o ata } 
L 4=~ s~ n e: ( oo~n ts ~ o s ~ne ) 
rn4= 1 : 
l 4=taos: 
i5='"' cosine: 
15=taps; 
{ points to cosine} 
( 
i7='"' answers: 
l7=len: 
clear out data buffer 
CNTR=taos: 
' ) 
do clearl u nt il ce: 
~learl: dm(i O.mO J=O : 
CNTR=taos: 
do clear2 until ce: 
clear2: dm(il,mOl=O: 
CNTR=taos: 
do clearla until ce: 
clearla:dm(i2,m0l=O: 
CNTR=taos; 
do clear2a unti l ce; 
clear2a:dm(i6.m4l=O: 
CNTR=len: 
do clear3 until ce: 
clear3: dm(i7,m4)=0: 
(----set serial clock. serial cart registers----- } 
{ --- set RFSDIV--- ) 
ax0=15: 
dm(SportO_Rfsdivl=a~O; 
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= e t. =c~c ;: 0 1 \j ~\ 
-=-. )(\) =3: 
:::; m < S c; o r- ~ 0 _ ~ :: ~ !< a :.. ·•· ; = ~ ~ ,) : 
~ --~e~ scorcO c~t r-eg ~ 
-=-.X\:) = ~) X 0 a 2 7 ; 
am ( S o or :. Q _ C ~ ;- : _ ~ e q ; =.:; x ,j : 
: --enacl e S cortO-- } 
.:;x O=OxlOlf : 
am ( Sys_:tr l _Heg J =~ xO : 
~ --set wa it states f or AD6 7 9 ' s .:;na external ~emer-y~ 
ax0=b#0111 0 11 0 10111l l l : 
d m(Ox3ffe ) =a x0 : 
( - ---set timer r-egisters -------- ; 
s et Tcount_Reg--- } 
axO=Oxffff; 
am(Tcount_Reg)=~x O : 
·,_ --- set Tceriod_Reg--- } 
axO=Oxffff ; 
d m( Toer iod _Reg ) =a xO : 
( - - - s et Tsca l e _Reg--- } 
axO=OxOOff: 
d m(Tsca le _ Reg ) =a xO : 
e na timer: 
wait: 
calc: 
o dd: 
even: 
Lmask= b#100001: ( enable scortO rx} 
icnt l =Ox 14: 
i dle: 
jumo wait: 
ar=dmCbuffer_switchl: 
ar=oass ar : 
if lt jumc even: 
iO="'lbuffer1: 
il ="'l buffer2: 
i 2="'rbu ff er-1: 
i6 ="' rbu ff er2 : 
Jumc calcula te: 
i 0 = ·"' r b u f fer 1 : 
i1 ="' rbuffer2: 
i2="' lbuffer1; 
i6="' lbuffer2; 
calculate: ar=-ar: 
dm(buffer-_switch)=ar: 
axO = dm(Tcount_Reg); 
d m(time_stamp)=a xO: 
C*** WIDEBAND VOLTAGE-SQUARED POWER ***} 
CNTR=taps-1: 
mr=O.mxO=dm(iO.mOl: 
ar=mxO: {divide mxO by 16} 
sr=ashi f t ar by -4 ( hi) ; C to avoid 
myO=sr-1: 
do v 2sum until ce: 
o v er flow} 
mr-=mr+mxO*myO(ss), 
ar-=mxO: 
mxO=dm(iO,mO ) ; 
{divide mxO by 16} 
sr=ashift ar by -4 ( hi ) : ( to avoid overfl ow } 
v 2sum: myO=srl; 
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~v s.:;-: ... • 
., Y 0 = ~a o s -:-: •.J i :: : 
-,...-=rn><O:«my\...1 ( i:'"':::l ) 
~m(wide_power ) =mr l : · 
- . 
. . - . . 
QUADRATURE DEMODULATION ~** } 
~NTR=taps- 1 ; ( sine } 
mr=O,mxO=dm(iO,mOl, mvO = o mli4 . m4 l 
do f irloopl until c e; 
firloopl: mr=mr+mxO*mvO is s J , mxO =dm liO ,mO ) . mv 0 =pm ( i4 , m41; 
mr=mr+mxO*myO(rnd) 
( 
i f mv sat mr: 
dm( imagl ) =mrl: 
dm(i7,m4)=mrl: 
( do multiply by cosine) 
CNTR=taps-1: 
\ ) 
mr=O,mxO=dm(iO,mOJ, myQ=om(i5,ma ) ; 
do firlooo2 un til ce: 
~~..- ~ ~o p2: mr=mr+mxO* mvO i s s l . 7:x 0=am(~ O . m0 1 . -:-:y 0=om i ~S . ma ) : 
mr=rnr+mxO*myO ( rnd ) ; 
i f mv sat mr: 
dm(reall)=mrl: 
dm(i7.m4)=mr1: 
( do sine-cos multiply for channel 2) 
CNTR=taps-1; ( sine) 
mr=O,mxO=dm(il,mO), my0=pm(i4,m4): 
do firloop3 until ce; 
fir-loop3: mr=mr+mxO*myQ(ss), mxO=dm(il,mO ) , my0=pmli4,m4): 
r 
' 
mr=mr+mxO*myQ(rnd): 
if mv sat mr: 
dm(imag2)=mrl: 
dm(i7,m4)=mrl: \ ) 
C do multiply by cosine) 
CNTR=taps-1: 
mr=O,mxO=dm(il,mO), my0=pmli5,m4): 
do firloop4 until ce: 
firloop4: mr=mr+mxO*myO(ss), mxO=dm(il,mO), my0=om(i5,m4); 
r 
' 
mr=mr+mxO*myO(rnd): 
if mv sat mr; 
dm(real2)=mrl; 
dm(i 7 ,m4)=mrl; '\ ) 
{ *** CALCULATE MAG-SQUARED COHERENCE *** ) 
mxO=dm(imagl); 
myO=mxO; 
mr=O; 
mr=mxO*myO(ss); 
mxO=dm(reall): 
myO=mxO; 
mr=mr+mxO*myO(rnd); 
i f mv sat mr: 
d m(mag)=mrl; 
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.jo.l t: 
dOlt2: 
~ x l~l = :n r l : 
a yO =t:Oresno l d: 
~ r = ~ >< l) - ~ y l ) ; 
if g t: jump COlt:: 
~xl=O : 
dm(pulse_sLart ) =~x l : 
axl=Ox8000: 
dm(phase_dif ) =~ x l: 
j ump write_data: 
axl=dm(pulse _start ) 
af=pass axl; 
i f gt j ump doit2; 
axl=Ox7fff: 
dm(i 7 ,m4)=ax1: 
axl=l: 
d m(pulse_start ) =axl: 
{*** CALCULATE PHASES AND PHASE DIFFERENCE ***·} 
axO=dm(reall): 
~yl=dm( imagl): 
call f ind_phase: 
dm(phasel)=ar: 
{ dm(i7,m4)=ar; } 
axO=dm(real2): 
ay l=dm ( imag2): 
ca 1 l find _phase: 
dm(phase2)=ar: 
dm(i7,m4)=ar; ' J 
di s p _ phasediff: { find p hase d i f f ) 
mxO=ar: 
my0=1800; {will g i ve ~nswer i n lO ths of d egree} 
mr=mxO*myO(rnd); 
~xO=mrl: { phase2 in l Oths o f degree} 
ayO=dm ( phasel) : 
mxO=ayO: 
mr=mxO*myO(rnd); 
ay1=mr1: 
ar=ax0-ay1; 
dm(phase_dif ) =ar; 
{ *** WRITE INFO TO DATA MEMORY I F ABOVE THRESHOLD***} 
axO=dm(time_stamp); 
dm(i7,m4)=ax0; { 10-1-.1-.01 seconds} 
axO=dm(wide_power): 
dm(i7,m4)=ax0: {wideband power } 
axO=dm(mag); 
dm(i7,m4)=ax0: { in-band mag~2 power} 
axO=dm(phase_dif); 
dm(i7,m4)=ax0; { write phase difference} 
123 
-- ~ . 
·- - . 
- . 
-3 >< (.J = ': !""". -:- '? S ~ C .i. G : 
.:; m ( w r: :2 _G a c.: ~ =.;. !.( <~ : 
:::m< loaa_::: ac .~ =.;;x <...J : 
..... ..-. - = 
--=" ·- •• . 
--:-=== ·-:~ ..:..= •":"1.-· -= 
~ ---sample interrupt s erv1ce rou~1ne for aa6 79 =~nver~e rs--- j 
3 amp l e: ena sec_reg: 
ayO =dm lcounter ! (increment coun~er } 
.;; r=ayO+l : 
3amp: 
d mlcounter )=a r: 
ayO=taps; 
a r=av O-a r: 
:f gt j ump sam p: 
:f c=0><40: 
ayO=O; 
drr.(counter ) =ayO; 
r eset f 1 ag_ou t; 
nop; 
axO=dm(adl J; 
ayO=dm ( ad2); 
set f l ag _aut : 
nop; 
axl=dm(adll: 
ay l=r:Jm( ad2 J : 
reset f l ag_ou t: 
~ convert sample f rom adl} 
ar=OxffOO: 
af=pass ar: 
ar=axl-af; 
sr=ashift ar by O(hil: 
ar=pass axO; 
sr=sr or ashift ar by 8(hi ) 
dm(i2,m0l=srl: 
{convert sample from ad2 ) 
ar=OxffOO: 
ar=ayl-ar; 
sr=ashi ft ar by Q( hi l: 
ar=pass ayO; 
sr=sr or ashift ar by 8 (h i ) 
d m(i6,m4l=srl: 
dis sec_reg; 
rti; 
.endmod: 
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Appendix B: All-B.and vs. In-Band Noise 
As discussed in Chapter 2, the signal-to-noise ratio of the incoming signal is 
estimated by comparing the total received power and the power at the broadcast frequency. 
Parseval's Theorum shows how the in-band and wide-band powers are re lated. 
Oppenheim (sec. 2.7) states Parseval 's Theorem for the DTFT: 
If 
x[n] --7 X( w} (B.l ) 
then 
(B.2) 
gives the power in the signal. 
The terms in the equation above can be compared to the measured quantities. The 
AD2101 does fixed-point calculations and uses a fractional number representation, which 
means all numbers must remain in the range [ -1, 1]. Thus to avoid overflow, the 
calculation of the wideband power must be normalized by the sequence length M: 
00 
Ewideband = ~ L I x[ n] 12 
n=-oo (B.3) 
Similarly, the real and imaginary parts of the DTFf coefficient at the broadcast frequency 
are normalized: 
M- 1 
') 
Xreal (WQ) = ~ ~L x[n] cos {WQ n) 
n=M 
2 
M- 1 
') 
Ximag (UX)) = ~ ~L x[n] sin (WQ n} 
n=-.M. 
2 
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(B.4) 
Thus the in-band power calculated is : 
Ein-band = XreaJ2 + Ximao2 = - 1- I X ( wof 
. "' M2 (B.5) 
It is easy to see that Ewideband is just the left-hand side of Parseval's Equality, normalized 
by M. The in-band power is related, although less directly, to the right-hand side. The 
DSP chip calculates the power at the broadcast frequency only, while Parseval's Equability 
deals with the power integrated over the whole spectrum. The ratio 
I X (wo)2 
must be known to relate the measured powers. 
(B.6) 
If there is only signal present and no noise, the ratio above will be determined by 
the smearing effects of the window used. The rectangular windowing function has the 
Fourier transform (Oppenheim, section 2.7): 
R [ ] =sin[w(M+l)/2] -J-WM / 2 ect n sin (w I 2) e (B.7) 
where M is again the sequence length. Taking the limit as w goes to zero, W (w) goes to 
M+ 1, so the numerator of the above ratio is 
(B.8) 
The integral of the power over the spectrum is found by rewriting the sine as a rational 
function in the z plane (the phase term disappears as this is a power calculation) and 
integrating around a contour. Omitting the details here, the result is obtained 
f
1t 
. w (M+ 1) 2 
_1 (sm [ 2 J) dw = M+l. 
2n sin{~) 
-1t (B.9) 
This gives the ratio from above: 
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(B.lO) 
N01malizing Parseval's Equation and substituting the above expression gives 
00 ln: l I I x[n] 12 = - 1- IX[w]2 dw = 2 I X (wol2 
M n=..oo 2n: M -n: M (M+l) (B.11) 
or equivalently, 
Ewideband = ~~1 Ein-band (B.12) 
The factor of 2 accounts for the fact that mathematically there is an energy spike at the 
negative frequency -cuO equal to the spike at cuO. 
In-lab tests were carried out to see how well the measured ratio of in-band to wide-
band power compares to the calculated ratio. Input voltages were measured on an 
oscilloscope and the squared rms voltage was taken as a power measure (the oscilloscope 
and A/D's used have identical input impedances, so there is no need to scale observed 
voltages by impedance in order to estimate power). The signals were then input to the DSP 
system, and estimates of wideband and in-band power were recorded as shown below. 
The AID converters used have a 10 V scale, meaning the wideband power estimates should 
be multiplied by 100 before comparison with the oscilloscope measurements. The tests 
were carried out for a sequence length of M = 48, which was normalized by 50 to prevent 
overflow. Substituting into the equation above leads to an expected ratio of 2.13. 
As seen in the table below, the measured ratios tend to be slightly higher than 
predicted. Also, it can be seen that the oscilloscope measurement and the power measured 
by the DSP are in only rough agreement. The reasons for these errors are not clear. It 
should be noted that the square-and-sum power calculation is susceptible to arithmetic error 
from the fixed-point roundoff, which could account for some of the disagreements between 
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oscilloscope and DSP measurements. Still, it can be seen that the power measurement is at 
least roughly correct, and should be serviceable for detection purposes. 
Table B.l -Measured Powers and Ratios 
Power (Vrms2) Wide-Band Power- In-band Ratio of 
Measured by DSP Power- DSP Wide/In-band Power 
Oscilloscope 
18.91 0.1932 0.0869 2.22 
9.90 0.0781 0.0357 2.18 
5.78 0.0466 0.0213 2.18 
4.06 0.0311 0.0142 2.19 
0.732 0.0066 0.0030 2.20 
0.101 0.0011 0.0005 2.24 
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Appendix C: Phase Interference of Two 
Superposed Multipath Signals 
During the in-water tests, many situations were encountered in which signals 
arriving at the sensors along two or more ray paths interfered with each other, leading to 
errors in bearing estimation. ln this appendix the case of two signals arriving from 
different directions is examined, in order to gain insight into the resulting interference. 
This analysis assumes that the source and receiver are located in the same horizontal 
plane, and that one of the received signals will be that which travels along a direct, 
unrefracted path. If the amplitude of the wave is set to unity and the in-plane bearing angle 
is represented by S, the wave can be written 
Pd = sin ( kx x + ky y + wt) 
= sin ( k cosS x + k sinS y + wt)· 
(C. l) 
The other ani val considered impinges on the hydrophones at some vertical angle <p. If this 
path consists of a perfect reflection off the water surface, then the amplitude will be the 
same as for the direct path and a phase shift of n: is inn·oduced. This ray path will have a 
different path length than the direct path, which leads to a phase shift between the paths. 
This phase shift can be combined with that due to reflection to yield a net phase shift <I>& , 
giVmg 
Pr =sin ( kx X + ky y + kz y + Wt + <J>ru-) 
= sin {<k sin<p cosS) x + (k sin<p sinS) y + (k cos<p) z + wt + <J>ru-) (C.2) 
It should be noted that <l>& depends on the path length difference, which will typically be 
many wavelengths long. A moving surface will therefore introduce changes in the path 
length that are sizable compared to a wavelength, and will cause large changes in the 
relative phase shift. Thus the phase shift <l>& can be expected to be fairly random for in-
water tests. (Note this will also be true of bottom-reflected paths, if the source or receiver 
are moving relative to the bottom). 
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The superposition of the two arrivals can now be calculated simply. The 
trigonometric formula in Eq. (C.3) can be used to find the resulting waveform. 
sin Zt +sin z; = 2 sin (zt; z2) cos (Zt; z2) (C.3) 
This yields the resultant signal received at the hydrophones, seen in Eq. (4). 
(kcos8(1-sin<p) ksin8(1-sin<p) kcos<p <l>ru } Pd + Pr = 2 COS X y - Z - - · 
2 2 2 2 (C 4) 
. (k cos8 ( 1 + sin <p) k sine ( 1 + sin <p) k cos<p <l>ru ) · 
Sin 2 X 2 y + 2 z + (l)t + T 
A few observations can now be made. The cosine term above has no time dependence, and 
represents an amplitude modulation of the waveform due to interference. This amplitude 
term depends on the geomerry of the situation, but also on the relative phase shift<!>& 
between the channels. Since this phase shift is random for most experimental situations, 
the signal amplitude can also be expected to be random. 
The effect of interference on the bearing estimate can now be examined. As shown 
in Chapter 2, the measure phase difference between the pair of hydrophones oriented along 
the y-axis is 
(C.5) 
The term multiplying they-variable in Eq. (C.4) can be substituted in for ky. If a half-
wavelength hydrophone spacing is used, simple algebra shows that the bearing angle is 
given by 
. ( 2 ~<l>y ) 8 = Arcsm ( . ) 
1t 1 + sm<p . (C.6) 
If the assumption is made that all arrivals are in the plane of the array, <p = 90° and the 
equation reduces to 
. (~<I> } 8 =Arcsm ~. (C.7) 
This result allows interpretation of some of the test results in Chapter 5. In the 
long-range results in particular it was seen that reasonable bearing estimates could be 
obtained during sections of the pulse for which interference was present, but the interfering 
paths were incident at a small angle from the horizontal. The analysis above offers an 
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explanation for these observations. All bearing angles were computed using Eq. (C.7), 
and therefore should be somewhat in eiTOr When the angle <pis close to 900, however, 
the value of sin<p is relatively stable and the differences between Eq. (C.6) and (C.7) are not 
large. 
131 
Appendix D: Wideband USBL 
D.O Overview 
All of the work presented in this thesis has assumed that the waveform u·ansmitted 
by the acoustic beacon is a single-frequency pulse. During the early stages of the 
development process the use of other waveforms, such as FM chirps or coded noise-like 
sequences, was explored. In this appendix a possible processing scheme for using large 
bandwidth signals is presented, and its advantages and disadvantages are discussed. 
D.l Pulse Detection 
Large bandwidth signals are generally detected using a correlation, or matched 
filter, receiver. In this detection scheme the signal received at the sensors is convolved 
with a time-reversed copy of the transmitted pulse. This convolution is represented as: 
i't2 z(t)= x (t) s( t-t)dt 'tJ (D. 1) 
If the waveform is chosen carefully, the output of the correlator will be quite low at all 
times except when a pulse is received. The correlator output is compared to a tlu·eshold to 
determine when a pulse is present. 
A large body of theory describing matched filter detection exists and could be 
exploited for a wideband USBL system. An excellent discussion of the topic is found in 
Van Trees (1971). With the advent of more powerful processing technologies, attention 
has focused recently on the advantages of coded noise-like waveforms [for example, 
Halsema, 1992]. The advantages of these waveforms will be discussed below. 
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0.2 Bearing Estimation 
In Chapter 2, it was shown that the bearing measurement could be written in terms 
of the time delays between arrivals at the different hydrophones. For the single-frequency 
processing, this time delay was rewritten in terms of the resulting phase difference. In the 
wideband case the time delay is estimated by estimating the phase shift between channels 
over a range of frequencies. An excellent overview of the problem is found in Carter 
[1981]. 
0 .2. 1 Signal Processing 
There are several approaches used to estimating time delay for wideband signals. 
The most straightforward approach is to implement matched filter detection on each 
channel, with extremely fine resolution in time. If the processing is implemented digitally, 
this means the incoming signal must be sampled at an extremely high sample rate (tens of 
MHz) in order to obtain sufficient resolution. Nautronix Ltd., an Australian flrrn, sells a 
USBL system which operates on this principle. Nautronix claims excellent accuracy, at 
.25% of slant range and .150 rrns bearing error. However, AID converters capable of 
obtaining the necessary speeds tend to have high power requirements. Thus the high time 
resolution con·elation detector approach is not suitable for AUV operations. 
Time delay for wideband signals can also be estimated using spectral estimation 
techniques. This approach is detailed in a number of papers [Piersol, 1981, and Chan, 
Hattin, and Plant, 1978]. If only two sensors are present, a received pulse will be seen on 
each as: 
x 1 ( t) = s ( t) + n 1 ( t) 
x2 ( t) = s ( t + 8t) + n2 ( t) (D.2) 
where s(t) is the uncontaminated signal, 8t is the time delay between the sensors, and n1 
and n2 are zero-mean Gaussian random processes which are uncorrelated with each other 
or the signal. The power cross-spectrum 
(D.3) 
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and the magnitude-square coherence 
1 )f=:= lx1(co) x;(co)l2 
I X 1 (co) j2j X I {co) 12 
are then calculated. If no noise is present, the cross-spectrum is given by 
Gx 1 x2( co)= S{ co) s*( co) e jw ot 
(0.4) 
(0.5) 
where the exponential phase shift term comes from the time delay in the second signal. The 
phase of the cross-spectrum can then be examined. If the sound channel was no n-
dispersive, the time delay ot will be constant for all frequencies. The phase term can be 
plotted vs. frequency, and will form a straight line. This is shown in FigureD 1. The 
slope of the line can be calculated from the data, and the time delay found form the slope. 
The only assumption made about the sampling rate in this analysis is that the Nyquist rate is 
satisfied. Therefore, AID convener rates on the order of 100 kHz are generally acceptable 
for USBL systems, leading to large power savings over the direct con·elation detection 
method. 
2rc 
Phase 
Shift 
slope = 2 rc f o t 
Frequency -> 
Figure Dl: Time Delay Estimation Using Spectral Estimate 
When noise is present, the data points will be scattered about the line shown above. The 
phase at each frequency is then given by 
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4> = w ot + t: (0.6) 
where£ is a random variable whose propenies depend on the windowing and averaging 
done to form the estimate of the cross-spectrum. The expected error and closeness of fit 
can be directly related to the estimated coherence. Thus the coherence can be used as a 
statistic for detection [Chan, Hartin, and Plant, 1978]. 
This processing approach can be extended in several interesting ways. If the sound 
channel is dispersive, then the relation between phase shift and frequency will not be linear. 
If the dispersion can be predicted, then the data can be fit to the expected frequency - phase 
shift curve. Alternatively, the shape of the frequency - phase shift plot could be used to 
extract information about dispersion in the sound channel. 
Ocean ambient noise is of course not uncorrelated in space and time, as assumed 
above. The con·elation structure of the noise will then cause deviations from the expected 
frequency- phase shift plot. In many cases a reasonably accurate model for the spatial 
coherence of the noise field may be obtained. The model can be incorporated into the 
processing to correct for noise coherence [Piersol, 1981] . 
0.2.2 Bearing Error Predictions 
The performance of the wideband bearing estimation method can be easily 
calculated. If the received signal is broken up into a large number of subsections and 
averaged in forming the spectral estimate, then the error£ above is well approximated as a 
Gaussian variable [Chan, Hattin, and Plant, 1978]. The coherence and resulting bearing 
error can then be directly related to the SNR. The error curves below were generated using 
this assumption. 
Figure 02 compares predicted errors for a single-frequency USBL system with 
errors for a wideband USBL operating with of 24.997-25 kHz, 24-25kHz, 20-25kHz, 
and 15-25kHz. Spherical spreading was assumed, and attenuation of the sound be sea 
water was accounted for. A total signal power of 180 dB re 1 )..l.Pa was used. An ambient 
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noise level of 55 dB re 1 J.l.Pa was assumed, and electronics noise was assumed to be small 
compared to ambient noise. The sensor separation was set to avoid aliasing at the highest 
frequency used. 
As can be seen, the 3 Hz bandwidth prediction agrees fairly well with the error 
estimate for single-frequency processing. This provides a check on the error calculation, 
since the wideband and single-frequency error predictions should converge in the limit as 
bandwidth goes to zero. 
The other curves show that bearing error increases with range. This is not 
particularly surprising, since increasing the signal bandwidth also increases the noise 
bandwidth. The total signal energy put into the water was assumed to be constant 
regardless of the bandwidth, so the SNR drops with increasing bandwidth. This poorer 
bearing performance does not necessarily mean that a single-frequency USBL system 
always represents a better choice than a wideband USBL. As bandwidth increases the time 
resolution and processing gain for detection will increase, and these gains may offset the 
losses in bearing accuracy. 
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Figure 0 2: Predicted Bearing Error Vs Range for Different Bandwidth Signals 
bottommost line = single frequency error estimate 
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1kHz, 5kHz, and 10kHz bandwidth 
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0.3 Performance Improvements from· Sensor Spacing 
In Chapter 2 it was shown that bearing ambiguities result for a single-frequency 
system if at least one pair of hydrophone is unaliased, i. e. separated by A./2 or less. The 
bearing error plots shown above also assumed an unaliased hydrophone pair was used. 
However, this constraint on sensor spacing does not necessarily apply for wideband USBL 
systems. If the hydrophone spacing is wider than A/2, where A is set by the highest 
frequency, the phase shift will exceed 27t. This wraparound is seen in Fig. 03 below. It is 
a simple matter to add code in the processing which checks for phase wraparound. This 
wraparound can be straightened out, and the slope of the line and time delay can be 
estimated. 
27t 
Phase 
Shift 
slope = 2 1t f 8 t 
Frequency -> 
Figure 0 3: Effect of Spatial Aliasing on Wideband Phase Difference 
This flexibility in sensor spacing can lead to substantial improvements in bearing 
estimation. Figure 04 below shows predicted bearing errors vs. range for hydrophone 
separations of A./2, A, and 2A., compared to errors for a single-frequency USBL system. 
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D.4 Possible Development for USBL system 
The discussion above suggests that wideband USBL is a promising technique. A 
number of topics need to be more fully researched in order for this technique to be most 
effectively applied. Accurate models for spatial coherence of ambient noise need to be 
developed and incorporated in the processing. The expected effects of surface and bottom 
interactions on signal coherence could be calculated and used to identify the paths along 
which received signals have traveled. The Nautronix system has an ability to discriminate 
between a direct-path and surface-bounce arrival by looking at the shape of the received 
pulse [Russ Stewart, verbal communication, July '91]. Any information obtained about 
ray paths could be utilized by a matched field processing scheme. 
Careful thought should be given to the choice of wideband signal used. Coded 
noise-like signals can be constructed which have less problems with range-Doppler 
ambiguity than chirp signals [Halsema, 1992]. In addition, coded noise-like pulses can be 
broken up into small subsections, each one of which will contain the full frequency 
bandwidth of the signal. In contrast, it is necessary to process the entire duration of a chirp 
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signal in order get benefit of the full bandwidth. During tests in a crowded harbor there 
would be a high probability that reflections off the water surface, nearby ships, docks, etc. 
could lead to interfering overlapped multipaths. Overlapped multipath could serious 
problems for a chirp system, which could be avoided by using a coded signal and 
processing the received pulse in small segments. 
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