Abstract: This paper presents the implementation of a novel model-free Q-learning based discrete adaptive optimal controller for a humanoid robotic arm. The controller uses a novel adaptive dynamic programming (ADP) reinforcement learning (RL) approach to develop an optimal policy on-line. This is in contrast with the other optimal control design techniques which are carried out off-line and need full information of the system dynamics. The RL tracking controller was implemented for two links (shoulder flexion and elbow flexion joints) of the arm of the humanoid Bristol-Elumotion-Robotic-Torso II (BERT II) torso. The constrained case (joint limits) of the RL scheme was tested for a single link (elbow flexion) of the BERT II arm by modifying the cost function to deal with the extra nonlinearity due to the joint constraint.
INTRODUCTION
Optimal control is a well established field of control engineering. However, one of the disadvantages of optimal control design is that it usually needs full knowledge of the system dynamics. In addition to this, the design is usually carried out off-line so it cannot deal with the changing dynamics of a system during operation, e.g., service robots, which have to perform different tasks in an unstructured and dynamic environment. On the other hand, adaptive control is well known for online system identification and control. However, adaptive control is not always optimal and may not be suitable for applications such as humanoid robots/service robots where optimal use of resources is highly desirable. Further, the robots to be used in a human environment, should have the capability to learn over time and produce an optimal solution in a biomechanical and robotics sense, while dealing with changing dynamics. Living organisms are a good example of learning this optimality over time, driven by the concept of reward or punishment. Optimality, in the robotics sense, could be the minimum use of energy or minimum force exerted on the environment in physical interaction etc. Safety can also be incorporated into the cost function, e.g. joint or actuator limits.
One of the main motivations of using this RL based controller is that, for its implementation, no prior information about the parameters of the robot is necessary. Only the states and control signal measurements have been used. 1 BERT II has been developed in a collaboration of the Bristol Robotics Laboratory and Elumotion Ltd.
Although reinforcement learning techniques could be extremely advantageous for humanoid robots working closely with humans, however, it entails greater complexity to formulate and implement such algorithms and techniques.
Reinforcement learning controllers have their roots in the idea of survival and growth, borrowed from living things. The agent (controller) is rewarded (positive reinforcement) or punished (negative reinforcement) for an action (evaluated by a critic). This is a heuristic process where an agent tries to maximize the future rewards and in this way it develops an optimal policy. Heuristic methods usually derived in the computer science domain (e.g., Sutton and Barto [1998] ) have now found theoretical validation by control scientists, allowing for (model-free) learning, providing solutions to the optimal control problems via Q-learning. Thus, the reinforcement learning approach has recently been mathematically formalized. The challenge is to convert these ideas into practically feasible approaches. The work by Stingu and Lewis [2010] , Al-Tamimi and Lewis [2007] is used in this paper for implementation on a humanoid robot arm, while it has been studied so far in extensive relevant simulations only. A detailed explanation of such techniques can be found in , Abu-Khalaf and Lewis [2005] , Abu-Khalaf et al. [2006] . Other useful references are , . See also Sutton and Barto [1998] , Hoffmann et al. [2008] and Bucak and Zohdy [2001] .
Q-learning has recently found strong recognition in robotics: Schaal's approach is mainly based (for instance Schaal [2008a, 2003] , Atkeson and Schaal [1997] , Theodorou et al. [2007] ) on stochastic process theory, e.g., Markov processes. Peters and Schaal [2003] have presented various approaches of RL based control for humanoid robots. Recent work showed a locally valid solution for Q-learning. This has been highly effective in application to robotics (Peters and Schaal [2008b] ). In contrast, we implement a Q-learning controller by Stingu and Lewis [2010] valid in a global sense, solving a nonlinear optimal control problem. Stingu and Lewis [2010] (see also ) have simulated the scheme using a quad rotor unmanned aerial vehicle (UAV). They used a radial basis function neural network (NN) based on the work of Sarangapani [2006] to model the Q-function and control policy. In our approach, we are using higher order polynomials for our neural network scheme instead of RBF neurons, to better suit our requirements. This is also done to eliminate the need for a large size NN; in order to be able to implement the scheme in real time on our robotic arm. The scheme implemented here is also similar to the model free Q-learning algorithm of Al-Tamimi and Lewis [2007] . It formulates Q-learning of Al-Tamimi and Lewis [2007] in a nonlinear context.
The controller is designed for a discrete-time system with nonlinear right hand side. The cost used is in the form of an infinite quality-function sum with non-negative values, which are usually quadratic; they can also be higher order to express, for instance, constraints. The cost function is modelled by NNs. The NN approach allows for a global solution of the optimal control. An estimate of the cost function is obtained in an iterative process, stability has been proven by Al-Tamimi et al. [2008] for these schemes.
In this paper, a novel adaptive dynamic programming (ADP) aproach has been used for reinforcement learning. This is a discrete controller and a zero order hold has been used to connect to the robotic arm. In Section 2, the Qlearning algorithm is described. In Section 3, the RL based controller for two links of the BERT II arm is presented. In Section 4, the constrained (joint limited) RL controller for one link of the robotic arm is discussed. In Section 5, practical results are presented. The Conclusion is in Section 6 of the paper.
Q LEARNING ALGORITHM
In this section, the Q-learning algorithm is described for a tracking problem based on the work by Al-Tamimi and Lewis [2007] , Stingu and Lewis [2010] . The following discrete-time system is investigated:
where, x k ∈ ℜ n , y k ∈ ℜ n and u k ∈ ℜ m is the control input. We consider the infinite horizon value function:
where, r(
The vector d i can be interpreted as a demand so thatr(x i , d i ) ≥ 0 can represent a cost for tracking, rather than for a simple regulation problem.
The goal is to find an optimal control policy u * k , considering feedback stabilizing policies in the same way as in (Al-Tamimi and Lewis [2007] ). Using the principle of adaptive dynamic programming(ADP) and optimal control, the cost given by (6) can be written (Al-Tamimi and Lewis [2007] ):
As in Stingu and Lewis [2010] , the concept of the Qfunction applied to optimal control problem can be expressed as an optimal value function in the form (the Q function associated with the control policy h):
The policy u k = h(x k , d k ) will have to be stabilizing and should produce a finite cost
The weights of the NN that calculates the control policy are initialized with stabilizing initial gains.
The optimal cost function can be rewritten as:
Bellman's optimality equation can be written in terms of
The optimal control policy is:
Hence, the control inputs can be calculated by solving:
Algorithm
The cost of the control problem is modelled via a neural network φ(·) with weights w i . We have the following parametrization:
The function z k (x k , u k , d k ) is used to simplify the definition of the NN-nodes φ(·). An explanation will be given later.Q(z k , w i+1 ) has to fit d(·):
10) in a least squares sense to find w i+1 . Hence, the vector w i of the NN weights, is calculated by error minimization between the target value function (9) and (10) in a least-squares sense as given (Al-Tamimi and Lewis [2007] ):
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Solving the least squares problem, we get (see Al-Tamimi and Lewis [2007] ):
To improve the robustness of the algorithm, an update law
is used, where γ, 0 < γ < 1, is the forgetting factor. Hence, w (i+1),appl is practically used for the implementation of the control policy.
Simplification for practicality
We assume that the neural network model allows for a quadratic cost model in the control signal
. . .
thus T ,
Thus,
where,
Implementation
The learning period will create data for
Hence, at the end of each learning stage, equation (12) can be solved. However this is easier if a standard recursive least squares (RLS) approach is used, where the inverse
is recursively updated for each data sample rather than using a batch process.
Initially, stabilizing controller gains are selected for the NN. For the practical implementation, the initial controller gain values are very important: They need to keep the controller stable during the first learning period so that a new control policy can be calculated (Stingu and Lewis [2010] ). Very high initial controller gains for h 0 (x 0 , e 0 ) will give lower chances for learning. White noise is added to both the control inputs to meet the condition of persistency of excitation condition of scheme for calculatingQ. The NN weights are calculated using the recursive least squares algorithm. The NN weights are updated after each learning cycle. A shorter learning cycle is better so that it can converge to an optimal policy quickly. However, if the learning period is very small, then the dynamics of the robotic arm will not be learnt properly and will lead to instability. The control input is calculated by minimizing the Q-function at each time step i.e. δQ δu = 0. As mentioned previously, an update law (13) is invoked once at the end of a learning cycle, using a forgetting factor, γ, to make the algorithm robust. Then, the new weights are kept and the control policy for the upcoming is updated.The process described above continues until the NN weights converge.
PRACTICAL TEST
The algorithm described in the previous section for a tracking problem, has been experimentally tested on a two link arm, i.e. shoulder flexion and elbow flexion of the BERT II arm (The BERT II arm has 7 DOF) (see Figure 1) . In our case, we are not using any information from the dynamic model of the robot, in contrast to Stingu and Lewis [2010] , hence, our cost function reduces to:
where, e k = [e 1 , e 2 , e 3 , e 4 ]
is the tracking error for the two links of the BERT II arm. The scalars e 1 , e 2 , e 3 , e 4 are the shoulder flexion joint position error, elbow flexion joint position error, shoulder flexion joint velocity error and elbow flexion joint velocity error respectively. The matrices Q c ∈ ℜ 4×4 , R ∈ ℜ 2×2 and S ∈ ℜ 2×2 , are positive definite and diagonal. The vector u k ∈ ℜ 2×1 is a control input vector for the two links case. The control input is u k = h(x k , e k ), solving (15).
We assume the general structure of the robot dynamics for n DOF is given by:
n×n is the inertia matrix, a function of the n joint angles q. V ∈ ℜ n×1 is the coriolis/centripetal vector, which also represents viscous and nonlinear damping. G ∈ ℜ n×1 is the gravity vector. Note that any practical robot is subject to friction and damping which makes it an open loop stable system. The vector τ ∈ ℜ n×1 is the input torque. Hence, we can write the robot equation (16) 
provided that M −1 is invertible (Lewis et al. [2003] ). Using a fast sample-and-hold process, the robot arm can be modelled as a discrete time system (1). Hence, for the two link case: x is a 4 × 1 state vector where x 1 = q 1 , is the shoulder position angle, x 2 = q 2 , is the elbow position angle, x 3 =q 1 , is the shoulder angular velocity and x 4 =q 2 , is the elbow angular velocity . The control input u = τ has the size of 2 × 1 for a two link robot. For the implementation of this RL controller, no information of the inertia matrix M (q), or V (q,q) and G(q), is necessary.
The Q-function is approximated by the NN structure i.e.
where w i consists of the NN weights to be learnt over time. T (size 4 × 1) is the tracking error and the input vector is u = τ 2×1 . Hence, the NN structure contains some quadratic elements and also has higher order terms of the states and the tracking errors. This enables the NN to learn the nonlinearity of the robotic arm. This also eliminates the need to have a large number of RBF neurons to learn the nonlinearity in the robotic system. We use 78 neurons in our experiments, which gives us satisfactory results. More neurons would have a better learning capability, however, our hardware does not support the computational effort needed for a higher number of neurons.
REINFORCEMENT LEARNING BASED CONTROLLER WITH CONSTRAINTS
The beauty of the RL control scheme is the ease to include any constraint such as joint limits (Abu-Khalaf et al. [2006] ) into the cost function. The cost function becomes highly nonlinear, in contrast to the usual quadratic cost. However, more neurons will be required than in the unconstrained case, to learn this higher order nonlinearity. To implement the joint limit, C(q), a tangent based function is introduced into the cost function and to the neural network. C(q) is defined as:
where, q is the joint position in radians, q L is the joint limit and λ, 0 < λ < 1, is a positive constant very close to 1. The logic of using this function is to increase the cost of the control if the joint is going towards its limits. Hence, the controller tries to prevent the joint going towards the limits. The new cost function is:
where, Λ is a positive constant. The cost function is now highly nonlinear, in contrast to the quadratic cost in the previous section, and more neurons are needed to learn this nonlinear function. However, as mentioned before that our hardware cannot deal with the high computational demand of a large size NN. Therefore, the RL controller with constraints was experimentally tested for one link only, i.e. elbow flexion joint of the BERT II arm. Simulation results are also included for the shoulder flexion joint of the BERT II arm for the constrained case. Additional higher order polynomials terms were included in z k as compared to the RL controller in the previous section. Therefore, the NN resulting from the Kronecker product of z k and z T k have enough neurons to deal with the high order nonlinearity occurring in the cost because of the constraints (joint limits). The vector z k is given by: 
T is the state vector i.e. x 1 = q is the joint position in radians, x 2 =q, velocity of the joint.
T is the error vector consists of e 1 , position error and e 2 , velocity error.
The rest of the operation of RL constrained control scheme is the same as described in the previous section. However, the controller is now capable of dealing with constraints in the form of joint limits.
RESULTS DISCUSSION
Results produced with the unconstrained RL controller for the two links of the real BERT II arm, for a multi-step demand input for both shoulder and elbow flexion joints are shown in Figure 2 . It is obvious from the Figure 2 , that the tracking performance improves over time. In another experiment, real-time results, for sine wave demand inputs are shown in Figure 3 . The NN weights, w i for this experiment are also shown in Figure 3 , converging after a few policy iterations. It can be seen in Figure 3 that the weights are changing after 12 second (one learning cycle).
For the constrained case (joint limits) the RL controller results produced with one link (shoulder flexion joint) of the BERT II arm in simulation are shown in Figure 4 . Figure 4 shows that at time, t = 8s, the demand position is at 15 degrees. However, the shoulder flexion joint does not cross the pre-defined joint limit of 15 degrees. The significant increase in the control cost can be observed in Figure 4 at time t = 8s.
The constrained RL controller has been tested on the elbow flexion joint of the real BERT II arm , see Figure  5 . It should be noted that the zero position of the elbow flexion joint of the BERT II arm is at a bent position as shown in Figure 1 . The joint limits have been fixed at ±20 degrees. It is shown in figure 5 , that at time t = 52s, the controller is able to keep that limit of −20 degrees without significantly degrading the performance. Hence, the link is kept away from the vertical downward position. It is evident in Figure 5 that there is a large increase in the control cost (just after 52 seconds), to keep the elbow flexion joint within the ±20 degree limits.
Note that the lower arm and upper arm have each a weight of more than 3kg and 5kg respectively. This also introduces a higher inertia for the links of the BERT II arm. Achieving practical response times of less than two seconds is significant with this high inertia, considering that the controller is learnt during online operation. us to learn the robot dynamics with a small number of neurons. We have shown through experimental results that the tracking performance improves over time for the twolink unconstrained case. The constrained case of the RL controller has been tested on one link of the BERT II arm. The simplicity and ease of introducing constraints into the scheme, together with the supporting simulation and experimental results, are very encouraging and elaborate the effectiveness of this scheme. Implementation of this RL control scheme is simple. However, the use of NN makes it computationally demanding as compared to other control schemes which do not employ NN.
