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GENERALIZED INVARIANTS OF REFLECTION GROUPS IN
RANK TWO
JAUME AGUADE´
Abstract. For each subgroup of GL2(Fp) or order divisible by p, generated by
(pseudo-)reflections, we compute the ideals of stable and generalized invariants.
These groups and these ideals are related to the cohomology of compact Lie
groups, Kac-Moody groups and p-compact groups.
1. Introduction
The invariant theory of finite reflection groups (also called pseudoreflection groups)
in positive characteristic dividing the order of the group displays a series of phe-
nomena which do not appear when the order of the group is a unit in the base
field. Some of these phenomena are not yet well understood. Generalized invari-
ants and stable invariants are two of these phenomena. They were defined by Kac
in 1985 ([11]) based on work of Demazure in 1973 ([9]), to provide a purely Weyl
group explanation of the mod p cohomology of the compact connected Lie groups.
If the order of the reflection group W is prime to p, then both generalized and
stable invariants coincide with the standard polynomial invariants of W , but if this
non-modularity condition fails, the generalized invariants and the stable invariants
seem to be very hard to compute and they are only known in a few trivial cases.
For instance, neither the generalized nor the stable invariants of the general linear
group over a finite field are known and it has been conjectured that they are triv-
ial, in the sense that they coincide with the ordinary invariants, i.e. the Dickson
invariants.
In this paper we compute the generalized and the stable invariants of all re-
flection subgroups of GL2(Fp) of order divisible by p. Our results support the
conjecture above. In a final section, we review the appearance of these rank two
reflection groups in topology, as mod p reductions of Weyl groups of some families
of topological groups, like Lie groups, Kac-Moody groups or p-compact groups.
2. Preliminaries and notations
Most of what we need in this paper can be found in the introduction to [16], but
we include it here for completeness and in order to fix the notations that we will
be using along the paper. The twin books [19] and [6] are excellent references for
anything that is stated here without a proof.
An element σ ∈ GLn(Fp) is a reflection if σ − 1 has rank 1. Some authors call
this a pseudoreflection and reserve the word reflection for the case in which σ is
diagonalizable and σ2 = 1. We call x1, . . . , xn the standard basis of the Fp-vector
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space Fp
n and then we consider the linear action of GLn(Fp) on the polynomial ring
Pn := Fp[x1, . . . , xn]. Some authors consider the dual action. If G is any subgroup
of GLn(Fp), then the polynomials in Pn invariant under all g ∈ G form the ring of
invariants PGn . If this ring of invariants is a polynomial ring, then the group G is
generated by reflections and Pn is a free P
G
n -module of rank equal to |G|. If a group
G ⊆ GLn(Fp) is generated by reflections we say that G is a reflection group, but
we have to keep in mind that being a reflection group is not an intrinsic property
of a group, but a property of a representation of this group.
The ring of coinvariants of G ⊆ GLn(Fp) is the quotient of Pn by the ideal J1(G)
generated by the elements in PGn of positive degree.
(Pn)G := Pn/J1(G) = Fp ⊗PGn Pn.
If PGn is a polynomial algebra, then (Pn)G is an algebra with Poincare´ duality.
The ring of coinvariants inherits an action of G and if |G| is prime to p, then
(Pn)G coincides with the regular representation of G. In particular, (Pn)G has no
invariants of positive degree. However, when p divides the order of G, the ring
(Pn)G can have invariants of positive degree and we van inductively define a chain
of ideals of Pn
J1(G) ⊆ J2(G) ⊆ · · ·
as follows:
A0 := Pn, Ai := (Ai−1)G, Ji(G) := Ker{Pn → Ai}.
We can also consider the ideal J∞(G) := ∪iJi(G) which is called the ideal of stable
invariants of G. As we said before, if the order of G is prime to p, all these ideals
coincide with the ideal J1(G) of ordinary invariants of G. We also refer to the
sequence {Ji(G)}
∞
i=1 as the sequence of ideals of stable invariants of G.
The ring of invariants of a reflection group of order prime to p is a polynomial
algebra, but this fails if we do not assume that |G| is prime to p. Hence, one can
ask about which reflection groups in GLn(Fp) have polynomial rings of invariants.
The work of Kemper-Malle ([14]) provides a complete list of all irreducible groups
in GLn(Fpr ) with polynomial rings of invariants, for all values of n, p, r.
Given a reflection σ ∈ GLn(Fp), Demazure ([9]) and Kac-Peterson ([12], [11])
defined an Fp-linear operator ∆σ : Pn → Pn of degree −1 as follows. Chose a non
zero vector vσ in the image of σ − 1, then
∆σ(f) :=
σ(f)− f
vσ
.
These operators are well defined up to a non zero multiplicative constant. They
behave as twisted derivations
∆σ(fg) = ∆σ(f)g + σ(f)∆σ(g)
and play an important role in understanding the cohomology of classifying spaces
of compact connected Lie groups (and, more in general, Kac-Moody groups) at
torsion primes (see [11] and [17]). These operators were used by Kac-Peterson to
define the ideal of generalized invariants I(S) of a set of reflections S ⊂ GLn(Fp).
We say that a polynomial f ∈ Pn of positive degree k is a generalized invariant
with respect to S if for any sequence {σ1, . . . , σk} of elements of S we have that
∆σ1 · · ·∆σk(f) = 0.
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It can be proved ([16], lemma 2.1) that the generalized invariants form an ideal
I(S) ⊂ Pn. By definition, this ideal depends on the set S and not just on the
reflection group G(S) generated by S. There is an interesting relation between
generalized invariants and stable invariants ([16], lemma 3.2)
J1(G(S)) ⊆ I(S) ⊆ J∞(G(S)).
In general, these three ideals can be different. If the reflections in S are diagonal-
izable, then I(S) = J∞(G(S)). If the order of G(S) is prime to p, then ordinary,
stable and generalized invariants coincide.
As said before, for reflection groups of order divisible by p the ring of invariants
may fail to be a polynomial ring. However, a very interesting property of the ideal
of generalized invariants is given in the following theorem of Kac-Peterson ([12]):
I(S) is always generated by a regular sequence of length n.
In this paper we will be dealing with the case of GL2(Fp) and we use the following
notations. P will be the polynomial ring on two generators P := Fp[x, y]. ζ will
denote a generator of Fp
∗. We denote ω, ω′ ∈ GL2(Fp) the reflections
ω :=
(
1 0
1 1
)
, ω′ :=
(
1 1
0 1
)
.
The operators associated to these two reflections (choosing vω = (0, 1) and vω′ =
(1, 0)) are denoted ∆ and ∆, respectively. Diagonal matrices will we denoted this
way
D(a, b) :=
(
a 0
0 b
)
.
There are some polynomials in P that will appear often and we fix here the notation
that we use for them.
δ := xyp − xpy
d1 :=
1
δ
(xyp
2
− xp
2
y)
d0 :=
1
δ
(xpyp
2
− xp
2
yp)
γi := x
i(p−1) − xp−1y(i−1)(p−1) + yi(p−1), i ≥ 1.
d0, d1 are the well known Dickson polynomials and the polynomials γi will appear
in the computation of the stable invariants of the group SL2(Fp).
Since we are only considering homogeneous polynomials, we sometimes simplify
the notation by substituting the exponents of one of the variables by an asterisk.
For instance, we can write γi = x
i(p−1) − xp−1y∗ + y∗.
3. Reflection groups in dimension two and their invariants
The well known classification of subgroups of GL2(k) for a finite field k (see
[21], 3.6) makes it easy to determine all reflection subgroups of GL2(Fp). Let us
introduce the following subgroups of GL2(Fp).
• For each r|p − 1 let Lr be the subgroup of all matrices A ∈ GL2(Fp) such
that Ar has determinant 1. If r = 1, this is the special linear group SL2(Fp);
if r = p− 1, this is the full linear group GL2(Fp). L
r is a reflection group
of order rp(p2 − 1) generated by the reflections ω, ω′, D(ζ
p−1
r , 1).
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• For each r, s|p− 1 let Ur,s be the subgroup of all upper triangular matrices(
α λ
0 β
)
∈ GL2(Fp)
such that αr = βs = 1. It is a reducible reflection group of order rsp
generated by the reflections ω, D(ζ
p−1
r , 1), D(1, ζ
p−1
s ). U1,1 is the cyclic
group of order p in its representation as a Sylow subgroup of GL2(Fp). As
abstract groups, both U2,1 and U1,2 are isomorphic to the dihedral group of
order 2p, but they are not conjugate. These groups are considered in [19]
(pages 128–129), [16] and also in [3] and [2] where they appeared as mod p
reductions of the (infinite) Weyl groups of some Kac-Moody groups.
Theorem 3.1. Let G ⊆ GL2(Fp) be a reflection group with |G| ≡ 0 (p). Up to
conjugation,
(1) G = Ur,s for some r, s|p− 1, or
(2) G = Lr for some r|p− 1.
Proof. The result is straightforward for p = 2 so we can assume p > 2. According
to Theorem 8.1 in [14], the table 8.2 in [14] lists all irreducible primitive reflection
groups in dimension two. The first entry in the list consists of groups G in charac-
teristic p such that SL2(Fp)⊳G. These are the groups L
r. The second entry consists
of groups G in characteristic 3 such that SL2(F5) ⊳G. Since |SL2(F5)| = 120, none
of these groups can be a subgroup of GL2(F3). All other groups in the list are
representations over finite fields of the finite unitary reflection groups of dimension
two in the list of Shephard-Todd ([18]). All these groups have order prime to p.
Hence, we only need to check the imprimitive groups and the reducible groups.
Let θm denote a primitive m-th root of unity. The imprimitive reflection groups
are the groups
G(m, r) :=
〈(
0 1
1 0
)
,
(
θim 0
0 θjm
)
, i + j ≡ 0 (r)
〉
for any m and any r|m. This group has order 2m2/r. The orthogonal groups
O+2 (Fp) and O
−
2 (Fp) are particular cases of these groups. Notice that D(θm, θ
−1
m ) ∈
G(m, r) hence, if the group G(m, r) can be represented in GL2(Fp) then θm+θ
−1
m ∈
Fp. Since Fp(θm) is an extension of Fp(θm + θ
−1
m ) of degree ≤ 2, if G(m, r) can
be represented in GL2(Fp), then θm ∈ Fp2 and m|p
2 − 1. This shows that all
imprimitive reflection groups in GL2(Fp) have order prime to p.
Let G be a reducible reflection subgroup of GL2(Fp) and assume that G is a
subgroup of the group of upper triangular matrices in GL2(Fp).
If
(
α λ
0 β
)
is a reflection, then α = 1 or β = 1. Since p divides the order of G, all
upper unitriangular matrices are in G. Observe that(
1 −λ/β
0 1
)(
1 λ
0 β
)
=
(
1 0
0 β
)
(
1 −µ
0 1
)(
α µ
0 1
)
=
(
α 0
0 1
)
.
Hence, if G is generated by reflections
G =
〈(
1 λi
0 βi
)
,
(
αj µj
0 1
)
, i = 1, . . . , n, j = 1, . . . ,m
〉
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then D(αi, 1), D(1, βj), ω
′ ∈ G, i = 1, . . . , n, j = 1, . . . ,m. Let r be the order
of the subgroup of Fp
∗ generated by α1, . . . , αn and let s be the subgroup of Fp
∗
generated by β1, . . . , βm. Then, it is clear that G = Ur,s. 
The ring of invariants of the general linear group is the well known Dickson
Algebra ([6], [19]). In the case of dimension two,
PGL2(Fp) = Fp[d1, d0], |d1| = p
2 − p, |d0| = p
2 − 1.
Notice that d0 = δ
p−1. The invariants of the groups Lr for r|p − 1 are also well
known:
PL
r
= Fp[d1, δ
r].
The invariants of the reducible reflection groups Ur,s are as follows.
Proposition 3.2. The invariants of Ur,s form a polynomial algebra with generators
xr and (yp − xp−1y)s.
Proof. It is trivial to check that xr and (yp − xp−1y)s are invariant under the
generators of Ur,s. Since the Jacobian of these two polynomials does not vanish,
we can use proposition 16 in [13] to conclude that
PUr,s = Fp[x
r, (yp − xp−1y)s].

4. Bases for rings of coinvariants
In this section we obtain explicit bases of P over PG for each reflection group
G ⊆ GL2(Fp). We first state some useful identities involving the polynomials
d1, d0, δ, which will play an important role in the computations in this paper. The
proofs are easy, either by a direct computation or using induction, and we omit the
details.
Proposition 4.1. Assume p > 2. Then
(1) d1 =
∑p
i=0 x
(p−1)iy(p−1)(p−i).
(2) yp
2
−1 = yp−1d1 − d0.
(3) yp
2
−p+r = yrd1 − x
p−r−1(yp−1 − xp−1)p−r−1δr for any 0 ≤ r ≤ p− 1.
(4) d1 = x
p2−p + yp
2
−p − xp−1y∗ − δ
∑p−2
k=1 k x
∗yk(p−1)−1.
(5) Let i ≥ p, j ≥ 1 and let a, b > 0 be integers such that i = a(p− 1) + b and
0 < b ≤ p− 1. Then
xiyj = xby∗ + 〈δ〉.
(6) Let 0 < r < p − 1 and j ≥ r. Then any monomial xiyj can be written as
an Fp-linear combination
xiyj =
rp−1∑
s=0
λs x
sy∗ + 〈δr〉.

Let r|p− 1. Define
Ωr :=
{
xiyj
∣∣∣∣∣
0 ≤ i ≤ rp− 1
0 ≤ j ≤ p2 − p+ r − 1
}
∪
{
xiyj
∣∣∣∣∣ rp ≤ i ≤ p
2 − p− 1
0 ≤ j ≤ r − 1
}
.
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Notice that |Ωr| = rp(p2 − 1) = |Lr|. As suggested by the definition above, it is
useful to imagine Ωr as consisting of two blocks: a first block which contains all
monomials which divide xrp−1yp
2
−p+r−1 and a second block with all monomials
xiyj for rp ≤ i ≤ p2 − p − 1, 0 ≤ j ≤ r − 1. This second block only appears if
r < p− 1.
Proposition 4.2. Ωr is a PL
r
-basis for P .
Proof. It is enough to prove that the monomials in Ωr generate P as a PL
r
-module.
We prove this by induction on the degree. Let f be a polynomial of degree n and
write n = a(p2 − p) + b with a, b ≥ 0 and 0 ≤ b < p2 − p. Then it is clear that we
can write f = λda1x
b + yf ′ for some λ ∈ Fp, f
′ ∈ P . By induction, we can write
f ′ =
∑
hiαi for some hi ∈ P
Lr , αi ∈ Ω
r. It is clear that for any α ∈ Ωr we have
yα ∈ Ωr, except in the following two cases:
(1) α = xiyp
2
−p+r−1, 0 ≤ i ≤ rp− 1.
In this case, formula (3) in 4.1 tells us that yα = xiyp
2
−p+r = d1x
iyr− δrh
for some h ∈ P . By induction, h is in PL
r
〈Ωr〉 and so is yα.
(2) α = xiyr−1, r < p− 1, rp ≤ i ≤ p2 − p− 1.
In this case, we use 4.1(6) to write the monomial xiyr as
xiyr =
rp−1∑
s=0
λs x
sy∗ + δrh.
Then, we can apply induction on h to finish the proof.

The case r = p − 1 of this result was known since the work of Campbell et al.
([8]) who computed a basis for the coinvariants of the group GLn(Fp) for any n.
The case of the reducible groups Ur,s is similar but easier.
Proposition 4.3. For any r, s|p− 1 the monomials
Γr,s := {x
iyj | 0 ≤ i ≤ r − 1, 0 ≤ j ≤ ps− 1}
form a basis of P over PUr,s .
Proof. Again, it is enough to show that these monomials generate P over PUr,s .
Recall from 3.2 that the ring of invariants of Ur,s is generated by x
r and ρ =
(yp−xp−1y)s. If f is any polynomial, we can write f = λρayb+xh for some a ≥ 0,
0 ≤ b < ps, h ∈ P . By induction on the degree, the polynomial h is in the span of
Γr,s. Then, for any α ∈ Γr,s we have xα ∈ Γr,s, except for the case of α = x
r−1yj
for 0 ≤ j < ps, but in this case xα = xryj ∈ PUr,s〈Γr,s〉. 
In all these cases, the ring of coinvariants is a Poincare´ duality algebra. The
fundamental class µ is xrp−1yp
2
−p+r−1 for the group Lr and xr−1yps−1 for the
group Ur,s.
5. Ideals of stable invariants
In this section we compute the sequence of ideals of stable invariants of the
reflection groups in GL2(Fp). We start with the harder case of the groups L
r. Fist,
we need to compute the invariants of Lr acting on the coinvariant algebra PLr . The
following lemma on binomial coefficients modulo p will be used in the proofs in this
section.
GENERALIZED INVARIANTS OF REFLECTION GROUPS 7
Lemma 5.1. Let 0 ≤ i < p, 1 ≤ k < p. Then
k−1∑
t=0
(
k(p− 1)
i+ t(p− 1)
)
≡ (−1)i mod p.
Proof. We need a well known fact on the computation of binomial coefficients mod-
ulo a prime (see [20], lemma 2.6). If a =
∑
aip
i, b =
∑
bip
i are the base p series
for the integers a and b, then(
a
b
)
≡
∏(ai
bi
)
mod p.
Using this fact we can proceed as follows. If i < k then
k−1∑
t=0
(
k(p− 1)
i+ t(p− 1)
)
=
i∑
t=0
(
k(p− 1)
i+ t(p− 1)
)
+
k−1∑
t=i+1
(
k(p− 1)
i+ t(p− 1)
)
≡
i∑
t=0
(
k − 1
t
)(
p− k
i− t
)
+
k−1∑
t=i+1
(
k − 1
t− 1
)(
p− k
p+ i− t
)
.
The first term is equal to
(
p−1
i
)
≡ (−1)i (p) and the second term vanishes because
p+ i− t > p− k. Notice that the same argument holds for i ≥ k. 
Theorem 5.2. Let A be the elements of positive degree in the coinvariant algebra
PLr and let A
Lr denote the Fp-vector space of L
r-invariant elements of A. Then
(1) If r > 1, then AL
r
= 0.
(2) If r = 1, then AL
r
is generated by the following elements:
(a) The fundamental class µ = xp−1yp
2
−p.
(b) The elements γi for i = 2, . . . , p− 1.
Proof. The case of p = 2 can be easily worked out directly (see example 1.10 in
[16]), so we assume that p > 2. In proposition 4.2 we have found an Fp-basis Ω
r
for PLr so an element in PLr of degree n can be uniquely written as
f =
i+j=n∑
xiyj∈Ωr
λij x
iyj .
The matricesD(ζ
p−1
r , 1), D(1, ζ
p−1
r ), D(ζ, ζ−1) ∈ Lr act diagonally on the elements
of the basis Ωr. Hence, if f is invariant then the coefficients λij must vanish except
when i, j ≡ 0 (r) and 2i ≡ n (p− 1). Lets call this “sparseness”.
Recall that we are considering the basis Ωr as formed by two blocks. Then, we
can distinguish two cases for an hypothetical invariant f , depending if f contains
monomials from both of the blocks (this is only possible if r < p − 1) or it only
contains monomials from the first block. Let us consider first the case in which
there is no monomial from the second block of Ωr. Then,
f =
rp−1∑
i=k0
λix
iyn−i
where k0 = max{0, n − p
2 + p − r + 1}. In the extreme case k0 = rp − 1, f is
a multiple of the fundamental class µ = xrp−1yp
2
−p+r−1 which can only be an
invariant if r = 1. In this case, this fundamentals class µ of the Poincare´ duality
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algebra of coinvariants of L1 is indeed invariant under the action of L1 because
any element g ∈ L1 must transform the fundamental class µ into some multiple of
itself χ(g)µ, where χ is a character of L1. But L1 = SL2(Fp) has no non trivial
characters.
Assume k0 < rp−1. Using 4.1(3) we see that y
k = 0 in A whenever k ≥ p2−p+r.
If we assume that f is invariant under ω, we get
f=ωf=
rp−1∑
i=k0
i∑
j=0
(
i
j
)
λi x
jyn−j ≡
rp−1∑
i=k0
i∑
j=k0
(
i
j
)
λi x
jyn−j =
rp−1∑
j=k0

rp−1∑
i=j
(
i
j
)
λi

xjyn−j.
Since all monomials here belong to the basis Ωr, their coefficients must agree with
the coefficients in f and we get a system of linear equations for the coefficients λi:
rp−1∑
j=i+1
(
j
i
)
λj = 0, i = k0, . . . , rp− 2.
The last equation gives λrp−1 = 0 and we can prove recursively that λi = 0 for
i > 0 by noticing that i ≡ 0 (p) and λi 6= 0 imply i ≡ 0 (pr) which is not possible.
Hence, f must be a multiple of yn. If yn were invariant under
(
0 1
−1 0
)
then
yn − xn ∈ 〈d1, δ
r〉 ⊂ 〈d1, δ〉.
If n < p2 − p = |d1|, then this is not possible because δ is divisible by x. Assume
n ≥ p2 − p. This implies n = p2 − p. Using 4.1(4) we deduce
2yp
2
−p − xp−1yp
2
−2p+1 ∈ 〈d1, δ〉
which is not possible since these two monomials are in Ω1 which is a basis of P over
PL
1
= Fp[d1, δ].
The conclusion so far is that the only invariants in A which do not involve
monomials from the second block of Ωr are the scalar multiples of µ = xp−1yp
2
−p
for r = 1. Let us investigate now under which conditions a polynomial involving
monomials from the second block of Ωr can be Lr-invariant. By sparseness, the only
monomial from the second block that can appear is xn for n ≡ 0 (p− 1). Assume
that f =
∑rp−1
i=0 λi x
iyn−i + xn is Lr-invariant with rp ≤ n ≤ p2 − p− 1. We must
have r < p − 1 and n ≡ 0 (p − 1). Hence, n > rp. Consider the invariance of f
under ω. We have ωxn = xn + nxn−1y + · · · and if r > 1, then 4.1(6) shows that
the term xn−1y cannot cancel with any other term. This implies that n ≡ 0 (p)
which is not possible because n ≡ 0 (p− 1) and n < p2 − p.
Hence, from now on we only need to investigate the case of r = 1. Assume there
is an invariant of the form
f =
p−1∑
i=0
λi x
iyn−i + xn, for p ≤ n < p2 − p.
By sparseness, we know that n ≡ 0 (p−1) and λi = 0 except whenever 2i ≡ 0 (p−1).
Hence,
f = λ0 y
n + λ1 x
p−1
2 yn−
p−1
2 + λ2 x
p−1yn−p+1 + xn.
Let us investigate the action of ω on xn. Let n = k(p−1) for some k = 2, . . . , p−1.
In the following computation we use proposition 4.1(5) and lemma 5.1:
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ωxn = yn + xn +
p−1∑
i=1
(
n
i
)
xiy∗ +
p−1∑
s=1
n−1∑
i=p
i≡s (p−1)
(
n
i
)
xsy∗
= yn + xn +
p−1∑
i=1
(
n
i
)
xiy∗ +
p−2∑
s=1
n−1∑
i=p
i≡s (p−1)
(
n
i
)
xsy∗ +
n−1∑
i=p
i≡0 (p−1)
(
n
i
)
xp−1y∗
= yn + xn +
p−1∑
i=1
(
n
i
)
xiy∗ +
p−2∑
s=1
k−1∑
t=1
(
n
s+t(p−1)
)
xsy∗ +
k−2∑
t=1
(
n
(t+1)(p−1)
)
xp−1y∗
= yn + xn +
p−2∑
i=1
k−1∑
t=0
(
n
i+t(p−1)
)
xiyn−i
= yn + xn +
p−2∑
i=1
(−1)ixiyn−i
Thus, if ωf = f we can compare the coefficients of yn and xyn−1 in f and ωf
to get λ1 = 0, λ2 = −1 and so f = λ0y
n − xp−1yn−p+1 + xn. If we compute the
action of
(
0 1
−1 0
)
on f we see that if f is invariant then λ0 = 1. The conclusion is
that the invariants of positive degree in A for r = 1 are contained in the Fp-span
of the polynomials γi for i = 2, . . . , p− 1.
To finish the proof we have to prove that the polynomials γi are invariant ele-
ments in the coinvariant algebra A. This follows immediately from the computation
of ωf above and the (easier) computation of the action of
(
0 1
−1 0
)
on each γi. 
This last theorem settles the computation of the ideal of stable invariants of the
groups Lr for r > 1. Since the ring of coinvariants of these groups has no invariants
of positive degree, the ideal of stable invariants coincides with the ideal of ordinary
invariants.
When r = 1 the situation is very different. To compute the stable invariants we
need to investigate the quotient Q of the ring of coinvariants PL1 by the ideal of its
invariants of positive degree, as computed in theorem 5.2.
Proposition 5.3. Let Q := P/〈d1, δ, µ, γ2, · · · , γp−1〉. Then
(1) Q = P/〈d1, δ, γ2, x
p−1y2p−2〉.
(2) Q has an Fp-basis as follows
Θ =
{
xiyj
∣∣∣ 0 ≤ i ≤ p− 1, 0 ≤ j ≤ 2p− 2
i+ j 6= 3p− 3
}
∪
{
xi | p ≤ i ≤ 2p− 3
}
.
(3) Q has no L1-invariants of positive degree.
Proof. To see that Θ generates Q, we will show that the monomials in Ω1 − Θ
vanish or become redundant in Q. Notice that γ2 = x
2(p−1) + y2(p−1) − xp−1yp−1
hence x2(p−1) = xp−1yp−1− y2(p−1) in Q. On the other hand, xγ2 = x
2p−1+ 〈d1, δ〉
by 4.1(5) and so x2p−1 = 0 in Q. By the same argument, y2p−1 = 0 in Q. Finally,
γ3 = x
3(p−1) − xp−1y2(p−1) + y3(p−1) hence xp−1y2(p−1) = 0 in Q and we have seen
that Θ generates Q and this also shows part (1) of the proposition.
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Let us see now that the elements in Θ are linearly independent in Q. Since
Θ ⊂ Ω1 and Ω1 is a basis of P/〈d1, δ〉, it is enough to show that a linear combination
f =
p−1∑
i=n−2p+2
λi x
iyn−i
in degree n with 2p − 1 ≤ n < 3p − 3 such that f + gγ2 ∈ 〈d1, δ〉 for some g of
positive degree must have all coefficients λi = 0, n − 2p + 2 ≤ i ≤ p − 1. Let
g =
∑k
i=0 µi x
iyk−i for k = n − 2p + 2, 1 ≤ k ≤ p − 2. From 4.1(5), we get the
following identities modulo 〈d1, δ〉:
f + gγ2 = f +
k∑
i=0
µi x
i+2p−2y∗ −
k∑
i=0
µi x
i+p−1y∗ +
k∑
i=0
µi x
iy∗
= f + µkx
n +
k−1∑
i=0
µi x
i+2p−2y∗ − µ0x
p−1y∗ −
k∑
i=1
µi x
i+p−1y∗ +
k∑
i=0
µi x
iy∗
= f + µkx
n +
k−1∑
i=0
µi x
iyn−i
=
p−1∑
i=k
λi x
iyn−i + µk x
k+2p−2 +
k−1∑
i=0
µi x
iyn−i.
All monomials in the last term above are in Ω1 and so they are linearly independent
modulo 〈c0, δ〉. Hence, f + gγ2 ∈ 〈d1, δ〉 implies λi = 0 for k ≤ i ≤ p− 1.
Notice that if p = 3 we have xp−1y2p−2 ∈ 〈d1, δ, γ2〉 and so
Q = P/〈d1, δ, γ2〉 for p = 3.
To prove that there are no L1-invariants of positive degree in Q we proceed in a
similar way as in the proof of 5.2. Suppose there is an invariant f =
∑p−1
i=k λi x
iyn−i
in degree n for 2p− 2 < n < 3p− 3. Then
ωf =
p−1∑
i=k
i∑
s=0
(
i
s
)
λi x
syn−s ≡
p−1∑
s=k
(
p−1∑
i=s
(
i
s
)
λi
)
xsyn−s.
Then, as in the proof of 5.2, ωf = f in Q implies λi = 0 for k + 1 ≤ i ≤ p − 1
and f is a scalar multiple of the monomial xky2p−2 which is not invariant under
D(ζ, ζ−1). 
The computation of the stable invariants of the groups Lr is done:
Theorem 5.4. The sequence of ideals of stable invariants of the reflection groups
Lr is as follows:
(1) If r > 1 then J∞(L
r) = J1(L
r) = 〈d1, δ
r〉.
(2) J∞(L
1) = J2(L
1) = 〈d1, δ, γ2, x
p−1y2p−2〉 ) J1(L
1) = 〈d1, δ〉. 
Let us consider now the decomposable groups Ur,s for r, s|p− 1. In proposition
3.2 we have computed the ideal of ordinary invariants of these groups
J1(Ur,s) = 〈x
r , (yp − xp−1y)s〉 = 〈xr, ysp〉.
Theorem 5.5. The sequence of ideals of stable invariants of the reflection groups
Ur,s is as follows:
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(1) If r > 1 then J∞(Ur,s) = J1(Ur,s) = 〈x
r, ysp〉.
(2) J∞(U1,s) = J2(U1,s) = 〈x, y
s〉 ) J1(U1,s) = 〈x, y
sp〉.
Proof. It is obvious that the ring of coinvariants has a monomial basis consisting
of the divisors of xr−1ysp−1. Invariance under the matrices D(ζ(p−1)/r, 1) and
D(1, ζ(p−1)/s) implies that an invariant of positive degree must be a multiple of ysi
for i = 1, . . . , p− 1. If r > 1 none of these monomials is invariant under ω′ while all
of them are invariant if r = 1. This computes J2(Ur,s) and the theorem follows. 
Some particular cases of this theorem were considered in [16].
6. Ideals of generalized invariants
In this section we compute the ideal of generalized invariants for any set of
reflections S ⊂ GL2(Fp). The computation of the ideal of generalized invariants
is trivial in those cases in which the stable invariants of the group G(S) coincide
with the ordinary invariants of G(S) and this happens, in particular, if the order of
G(S) is prime to p. Hence, theorems 3.1, 5.4 and 5.5 imply that in the case of rank
two the computation of the generalized invariants is only relevant for those sets of
reflections S which generate one of the groups L1, U1,s for s|p− 1.
Theorem 6.1. Let S be a set of reflections generating Ur,s for some r, s|p − 1.
Then
I(S) =
{
〈xr, ysp〉 if r > 1 or S contains an element of order p;
〈x, ys〉 otherwise.
Proof. We can assume r = 1. We have
〈x, ysp〉 = J1(U1,s) ⊆ I(S) ⊆ J∞(U1,s) = 〈x, y
s〉.
Hence, I(S) = 〈x, yk〉 for some k with s ≤ k ≤ sp. This value of k is characterized
by the fact that
∆α(y
k) ∈ 〈x〉 for any α ∈ S.
It is not difficult to compute the values of ∆α(y
k) modulo x for any reflection
α ∈ U1,s:
∆α(y
k) =
{
λkyk−1 + 〈x〉 for α = ( 1 λ0 1 ) , λ 6= 0
βk−1
β−1 y
k−1 + 〈x〉 for α =
(
1 λ
0 β
)
, β 6= 0, 1
If s = 1 then we are dealing with the cyclic group of order p and S contains only
powers of ω′. In this case it is easy to conclude that I(S) = 〈x, yp〉. Assume s > 1
and let
S =
{(
1 λi
0 βi
)
, i = 1, . . . , n
}
.
We have that s is the l.c.m. of the orders of all βi and so s|k by the computation
above. If S also contains a reflection of order p then p|k and k = ps. The theorem
follows. 
In the case of the groups Lr we obtain that the generalized invariants coincide
with the ordinary invariants.
Theorem 6.2. Let S be a set of reflections generating Lr. Then I(S) = J1(L
r) =
〈d1, δ
r〉.
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Proof. As said before, we just need to consider the case of L1. We know that
〈δ, d1〉 = J1(L
1) ⊆ I(S) ⊆ J∞(L
1) = 〈δ, γ2, x
p−1y2p−2, d1〉.
We also know that I(S) is generated by a regular sequence of two polynomials,
hence for each generating set of reflections S we can find a polynomial f(S) such
that
I(S) = 〈δ, f(S)〉.
It is clear that |f(S)| ≤ |d1| = p(p− 1) and the theorem is proven if we show that
|f(S)| = p(p − 1). On the other hand, f(S) ∈ 〈δ, γ2, x
p−1y2p−2, d1〉 − 〈δ〉 hence
|f(S)| ≥ 2p− 2. Also, f(S) has the property that
∆α(f(S)) ∈ 〈δ〉 for any α ∈ S.
Let f be any polynomial of degree n with 2(p− 1) ≤ n < p2− p. Using the base
Ω1 we can write
f = λn x
n +
p−1∑
i=0
λi x
iyn−i + 〈δ〉.
Let us investigate the action of the operator ∆ associated to the reflection ω on f
modulo 〈δ〉. We have
∆(f) = λn
n−1∑
j=0
(
n
j
)
xjy∗ +
p−1∑
i=1
λi
i−1∑
j=0
(
i
j
)
xjy∗ + 〈δ〉
= λn
n−1∑
j=0
(
n
j
)
xjy∗ +
p−2∑
j=0
p−1∑
i=j+1
(
i
j
)
λi x
jy∗ + 〈δ〉
Checking the coefficient of xn−1 in the formulas above we get that if ∆(f) ∈ 〈δ〉
then nλn = 0.
Let us first consider the case in which λn = 0. Then, ∆(f) ∈ 〈δ〉 yields a system
of linear equations
p−1∑
i=j+1
(
i
j
)
λi = 0, j = 0, . . . , p− 2
which has only the trivial solution λi = 0, i = 1, . . . , p− 1. Hence, f = λ0 y
n.
If λn 6= 0 then n = mp with 2 ≤ m < p− 1. Notice that
∆(xmp) =
(xp + yp)m − xmp
y
=
m−1∑
i=0
(
m
i
)
xipy∗
= ymp−1 +
m−1∑
i=1
(
m
i
)
xipy∗ = ymp−1 +
m−1∑
i=1
(
m
i
)
xiy∗ + 〈δ〉.
Hence, taking λn = 1 we have
∆(f) =
m−1∑
i=0
(
m
i
)
xiy∗ +
p−2∑
i=0

 p−1∑
j=i+1
(
j
i
)
λj

 xiy∗ + 〈δ〉
and ∆(f) ∈ 〈δ〉 yields a system of linear equations like before
p−1∑
i=j+1
(
i
j
)
λi =
{
−
(
m
j
)
j = 0, . . . ,m− 1
0 j = m, . . . , p− 2.
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It is not difficult to find the unique solution of these equations which is λm = −1,
λi = 0, 0 < i 6= m.
The conclusion so far is that the only polynomials modulo 〈δ〉 in degree n with
2(p− 1) ≤ n < p2 − p such that ∆(f) ∈ 〈δ〉 are the scalar multiples of yn and
hm := x
mp + λymp − xmym(p−1)
for 2 ≤ m < p− 1 and any λ.
Recall that ∆ is the operator associated to the reflection ω′. Checking the
coefficient of xn−1, it is clear that ∆(yn) 6∈ 〈δ〉. Let us investigate if ∆(hm) ∈ 〈δ〉
for some value of m. We have
∆(hm) = λx
mp−1+λmxp−1y∗ + λ
m−2∑
j=1
(
m
j + 1
)
xjy∗
−
m(p−1)−1∑
r=0
(
m(p− 1)
r + 1
)
xm+ry∗ + 〈δ〉.
If we use 4.1(5) to write ∆(hm) in the basis Ω
1 we see that the coefficient of xmy∗
is equal to
m−1∑
j=0
(
m(p− 1)
1 + j(p− 1)
)
≡ −1 (p)
(by lemma 5.1) hence ∆(hm) /∈ 〈δ〉.
All the arguments so far prove that if S contains the reflections ω and ω′, then
we can choose f(S) = d1 and the theorem is proven in this case. The general case
follows easily. Since S generates L1 = SL2(Fp), up to a conjugation in GL2(Fp) we
can assume that S contains ω and some other reflection α = ( 1 λ0 1 ). Notice that ω
′
is equal to some power of α. Then, lemma 2.4 in [16] gives
I(S) = I(S ∪ {ω′}) = 〈δ, d1〉.

In these results we find examples of the following two phenomena (already noted
in [12] and [16]):
(1) The ideal of generalized invariants I(S) depends on the set of reflections S,
not just on the reflection group G(S) they generate.
(2) The ideal of generalized invariants I(S) can be strictly smaller than the
ideal of stable invariants J∞(G(S)).
In particular, γ2 is a stable invariant for L
1 but it is not a generalized invariant
for any set of generating reflections of L1. We finish this section providing an
explicit sequence of length 2p− 2 of ∆-operators which does not vanish on γ2. The
following result contains also some computations of these operators which may be
useful elsewhere.
Proposition 6.3. Let ∆ and ∆ be as before. Then
(1) The following recurrence formula holds for i ≥ 1, j ≥ 0:
∆i(xi+j) =
j∑
k=0
(
i+ j
i+ k − 1
)(
∆i−1(xi+k−1)
)
y∗
(2) ∆i(xi) = i! for i ≥ 0.
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(3) ∆i(xi+1) = (i+ 1)!(x+ iy/2) for i ≥ 0.
(4) ∆i(xpz) = iyp−1∆i−1(z) + iyp∆i(z) + xp∆i(z) for i ≥ 0 and any z ∈ P .
(5) ∆p−2(x2p−2) = (p− 2)!(xp + yp − 2xyp−1).
(6) ∆p−2(γ2) = (p− 2)!(x
p − xyp−1).
(7) ∆∆
p−1
∆p−2(γ2) 6= 0. Hence, γ2 is not a generalized invariant for the
reflections ω and ω′.
Proof. The proof of each of these formulas is easy and can be left as an exercise.
To prove (1), decompose ∆i = ∆i−1∆. (2) and (3) follow immediately from (1) for
j = 0 and j = 1, respectively, plus induction. (4) is proven by induction on i. To
prove (5), write ∆p−2x2p−2 = ∆p−2(xpxp−2) and use (3) and (4). (6) follows from
(5) and (3). (7) is then obvious from (6) and (2). 
7. Modular rank two reflection groups in topology
Real reflection groups appear in topology as Weyl groups of compact Lie groups
and reflection groups over Fp appear as mod p reductions of these Weyl groups.
Then, the invariant theory of these groups is crucial in understanding the coho-
mology of the compact Lie groups and the cohomology of their classifying spaces.
Actually, the theory of generalized invariants was invented (see [9] and [11]) in order
to understand the mod p cohomology of the compact connected Lie groups. Fur-
thermore, the family of compact Lie groups has been extended in several directions
(Kac-Moody groups [15], p-compact groups [10], p-local finite groups [7]) and in
each case, the invariant theory of reflection groups over Fp plays an important role
in understanding the properties of these objects, mainly its cohomology.
Let K be a compact connected Lie group or, more in general, a compact form
of a Kac-Moody group (in the sense of [15]), with maximal torus T . Let M be
the weight lattice and let S = {s1, . . . , sn} be the reflections with respect to a set
of simple roots. S generates the Weyl group W of K and the symmetric algebra
S(M) can be identified to the cohomology of the classifying space BT . Choose a
prime p and denote Mp the mod p reduction of M and Wp ⊂ GLn(Fp) the mod p
reduction of the Weyl group W , acting on Mp. There is a map
ψ : S(Mp) = H
∗(BT ;Fp) −→ H
∗(K/T ;Fp).
Then, the kernel of this map coincides with the ideal of generalized invariants I(S):
Kerψ = I(S).
This fundamental result is due to Kac ([11], see also [17] and Theorem 6.1 in [15]).
Hence, some of the groups that we have investigated in the preceding sections
should appear as mod p reductions of Weyl groups. If the rank is two, then the
Weyl group is either cyclic of order two or dihedral. It is easy to check that among
the groups that we have considered in this paper (i.e. reflection groups in GL2(Fp)
of order divisible by p), the only dihedral groups are GL2(F2) for p = 2, and U1,2,
U2,1, U2,2 for any prime. Hence, these and the cyclic group U1,1 for p = 2, are the
only groups of order divisible by p that may appear as mod p reductions of Weyl
groups.
It is not difficult to compute Wp for all compact connected Lie groups of rank
two. We get groups or order divisible by p in the following cases:
• SU(3) gives W2 = GL2(F2) and W3 = U2,1 with S =
{(
−1 1
0 1
) (
−1 0
0 1
)}
.
• Sp(2) gives W2 = U1,1.
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• G2 gives W2 = GL2(F2) and W3 = U2,2 with S =
{(
1 1
0 −1
) (
−1 0
0 1
)}
.
• PSp(2) gives W2 = GL2(F2).
• PSU(3) gives W2 = GL2(F2) and W3 = U1,2 with S =
{(
1 1
0 −1
) (
1 0
0 −1
)}
.
The case of this group at the prime 3 is the only case in which there is a
discrepancy between ordinary and generalized invariants. We have J1 =
〈x, y6〉 while I(S) = 〈x, y2〉.
• U(2) gives W2 = U1,1.
We obtain all possible reflection groups, but only for very small primes. If we ex-
tend our scope to rank two Kac-Moody groups, then these reflection groups appear
as mod p Weyl groups Wp for all primes. For any pair of positive integers a, b with
ab > 4, let us denote K(a, b) the compact form of the simply connected Kac-Moody
group associated to the Cartan Matrix
(
2 −a
−b 2
)
. The groups K(a, b), their Weyl
groups, and the cohomology of the classifying spaces BK(a, b) were investigated in
[3]. From Propositions 7.1, 6.2 and 3.2 in [3] one deduces the following:
• K(a, b) gives Wp = U2,2 for any prime p > 2 which divides a but not b.
• K(a, b) gives Wp = U2,1 for any prime p > 2 which divides 4− ab.
• PK(a, b) gives Wp = U1,2 for any prime p > 2 such that p|4 − ab and
p26 |4− ab.
The identifications of these Weyl groups and their invariant theory was crucial
in the cohomological computations in [3].
The rank two reflection groups which are not dihedral groups (i.e. the groups
Lr and Ua,b for a > 2 or b > 2) could appear as mod p reductions Wp of Weyl
groups of p-compact groups. The classification of all p-compact groups is available
(see [4] and [5]) and if we check all the cases of rank two we see that there is
only one p-compact group which realizes a modular rank two reflection group not
considered above. The relevant prime is p = 3 and the reflection group is GL2(F3).
It turns out that this reflection group is the group number 12 in the list of complex
reflection groups ([18]) and it can be lifted to a 3-adic reflection group W . In 1984
Zabrodsky proved the existence of a 3-compact group of rank two X12 having W
as Weyl group ([22], see also [1]). This completes the list of reflection groups in
GL2(Fp) of order divisible by p that have appeared (so far) as mod p Weyl groups
of compact Lie groups or other topological groups generalizing compact Lie groups.
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