Our GBDT version of Bäcklund-Darboux transformation is applied to the construction of wide classes of new explicit solutions of self-adjoint and skew-self-adjoint Dirac systems, dynamical Dirac and Dirac-Weyl systems. That is, we construct explicit solutions of systems with non-vanishing at infinity potentials. In particular, the cases of steplike potentials and power growth of potentials are treated. It is essential (especially, for dynamical case) that the generalised matrix eigenvalues are used in GBDT instead of the usual eigenvalues (and those matrix eigenvalues are not necessarily diagonal). The connection of Dirac-Weyl system with graphene theory is discussed. Explicit expressions for Weyl-Titchmarsh functions are derived. MSC(2010): 34A05, 34B20, 35Q41, 37C80, 74H05
Introduction
In this paper we consider self-adjoint Dirac systems y ′ (x, z) = i zj + jV (x) y(x, z), x ∈ I, (1.1)
and skew-self-adjoint Dirac systems
where y ′ := ∂ ∂x y, i stands for the imaginary unit (i 2 = −1), I p is the p × p (p ∈ N) identity matrix, N stands for the set of positive integer numbers, v(x) is an p × p matrix function, and I is some (finite or infinite) interval (0 ∈ I) on the real axis R.
We apply the obtained results to the study of the dynamical Dirac systems: ψ x + ij ψ ξ + V (x)ψ = 0 and ψ x + ij ψ ξ + iV (x)ψ = 0,
where ψ x (x, ξ) := ∂ ∂x ψ(x, ξ) and V does not depend on ξ. Then we turn to Dirac-Weyl system (non-zero energy case)
where σ k are Pauli matrices and ω(x) = ω(x). Dirac-Weyl systems describe electron dynamics and are of interest in the study of graphene [15, 16, 21] .
Systems (1.1) and (1.3) play an essential role in applications to well known integrable wave equations and are also called canonical, Dirac-type, Zakharov-Shabat or AKNS systems.
Explicit solutions of systems (1.1) and (1.3) as well as explicit solutions of the corresponding direct and inverse problems have been studied in detail for the case of I = [0, ∞), potentials V (x) tending to zero (as x tends to infinity) and rational Weyl functions and reflection coefficients (see, e.g., [1, 8, 12, 13, 24, 28, 30, 35] and references therein). The potentials corresponding to rational Weyl functions are called pseudo-exponential and the fact that they tend to zero is stated in [13, Proposition 4.1] for the self-adjoint case of system (1.1) and in [8, Corollary 3.6] for the skew-self-adjoint case of system (1.3) . In the present paper, we consider mostly both systems together (in the same statements).
The theory of explicit solutions in the case of potentials V (x) which do not tend to zero is of great interest. See, for instance, [2, 15, 17, 18, 26] and references therein. (See also interesting literature on the special cases of steplike potentials for other equations.) However, the case of potentials V (x) which do not tend to zero is studied much less than the case of potentials V (x) tending to zero.
We construct and study explicit solutions using our GBDT version of Darboux transformation. Bäcklund-Darboux transformation is a well-known tool in the spectral theory and theory of explicit solutions. (see, e.g., [3, 14, 19, 20, 22, 25, 30, 36] and numerous references therein). See also related commutation methods [7, 9, 11, 35] . GBDT was first introduced in [24] , and a more general version of GBDT for first order systems rationally depending on the spectral parameter was treated in [25, 30] (see also some references therein).
The GBDT approach to Dirac systems is shortly discussed in section "Preliminaries". It is essential (for the dynamical case, in particular) that generalised matrix eigenvalues are used in GBDT instead of the usual eigenvalues (and those matrix eigenvalues are not necessarily diagonal).
Explicit solutions of Dirac systems with non-vanishing at infinity potentials are considered in Section 3. Explicit solutions of dynamical Dirac and Dirac-Weyl systems are constructed in Section 4. The examples with steplike potentials and potentials with power growth are treated there as well. Finally, explicit expressions for Weyl-Titchmarsh functions are derived in Section 5.
As usual, R stands for the real axis and C stands for the complex plane. The notation a means complex conjugate of a and A * means complex conjugate transpose of the matrix A. The open upper half-plane is denoted by C + and the half-plane {z : ℑ(z) > M > 0} is denoted by C M . By C n×k (R n×k ) we denote the class n × k matrices with complex-valued (real-valued) entries. The inequality S > 0 for some matrix S means that S is positive definite. The notation ℑ(α) stands for the imaginary part of matrix α (i.e., ℑ(α) = 1 2i (α − α * )). The space of square summable functions on I is denoted by L 2 (I) and L 2 ((0, ∞)) = L 2 (0, ∞). By L n×k 2 (0, ∞) we denote the class of n × k matrix functions with the entries belonging to L 2 (0, ∞).
Preliminaries
GBDT of Dirac systems is determined by the initial system or, equivalently, by the potential v(x) (or V (x), see (1.2)) and by a triple of parameter matrices {A, S(0), Π(0)} (see, e.g., [30, Subsection 1.1.3]). Here, A and S(0) are n × n matrices (n ∈ N), Π(0) is an n × 2p matrix, and the matrix identity
Our further formulas for the skew-self-adjoint case (1.3) somewhat differ from the self-adjoint case (1.1) as well.
The so called Darboux matrix w A (x, λ) (which will be discussed later) is expressed via matrix functions Π(x) and S(x). The matrix functions Π(x) are determined by the values Π(0) and differential equations dual to Dirac systems:
We partition Π into p × p blocks Π(x) = Λ 1 (x) Λ 2 (x) and rewrite (2.3) and (2.4) in the form
The matrix functions S(x) are determined by the values S(0) and matrix functions Π(x) via equalities
where κ is given in (2.2). Relations (2.1)-(2.4) and (2.7) yield
The transfer matrix function in Lev Sakhnovich form [30] [31] [32] is given by the formula w(z) = I 2p − ij κ Π * S −1 (A − zI n ) −1 Π, and we consider the matrix function w A (x, z) introduced at each point x of invertibility of S(x) as the transfer matrix function:
where κ is introduced in (2.2). 
For the skew-self-adjoint system (1.3) we have 
In the skew-self-adjoint case of system (1.3) and V given by (2.14) we have
The study of the invertibility of S(x) is important, and we present below a simple but useful statement regarding this invertibility.
Then, S(x) is invertible on I = [0, ∞) in the self-adjoint case (i.e., in the case of system (1.1)), and S(x) is invertible for all x ∈ I = R in the skew-self-adjoint case (i.e., in the case of system (1.3)).
P r o o f. In the self-adjoint case, we have κ = 1. Hence, (2.7) yields S(x) > 0 for x ≥ 0. The invertibility of S(x) follows.
In the skew-self-adjoint case, we consider the matrix functions 
Remark 2.5 The proof of Proposition 2.4 shows that S(x) > 0 on I.
We will use the proof of Proposition 2.4 and Remark 2.5 is some further considerations.
3 Explicit solutions of the transformed Dirac systems 1. Instead of the trivial initial systems (i.e., systems with v(x) ≡ 0), which have been considered in previous research (see, e.g., [1, 8, 12, 13, 30] ), let us consider initial systems (1.1) and (1.
Let the matrices f 1 and f 2 belong C n×p and set
where (in the case of the self-adjoint Dirac system) f 3 and f 4 are given by
5)
and in the case of the skew-self-adjoint Dirac system f 3 and f 4 are given by
Choose S(0) = S(0) * so that the identity (2.1) holds, where
Then, the triple {A, S(0), Π(0)} determines GBDT of the corresponding Dirac system, and the matrix functions Π(x) = Λ 1 (x) Λ 2 (x) are expressed explicitly via formulas
where Λ 1 and Λ 2 satisfy (2.5) in the self-adjoint case and satisfy (2.6) in the skew-self-adjoint case (and v is given by (3.1)). P r o o f. The proposition is proved by direct computation. We prove it for the self-adjoint case (and the skew-self-adjoint case is proved in a similar way). According to (3.7) we have
From (3.1), (3.7) and the first relation in (3.2) we have
Comparing the right-hand sides of (3.8) and (3.10), we see that they coincide because (in view of (3.5)) the terms containing e ixQ and e −ixQ coincide. Thus, the first equality in (2.5) is satisfied. In order to show that the right-hand sides of (3.9) and (3.11) coincide as well, we use additionally the second equality in (3.2). Hence, the second equality in (2.5) is also valid.
Clearly, the existence of matrices Q satisfying (3.2) as well as matrices Q satisfying (3.3) is essential, and below we give an "existence" proposition. Moreover, the proof of this proposition presents a way to construct such Q. Proposition 3.3 Let a = 0, c ∈ R and an n × n matrix A be given. Then, if det A − cI n ) 2 − |a| 2 I n = 0, there is an n × n matrix Q such that (3.2) holds. If det A − cI n ) 2 + |a| 2 I n = 0, there is an n × n matrix Q such that (3.3) holds.
P r o o f. We will construct Q satisfying (3.2), and Q satisfying (3.3) is constructed in the same way. Clearly, the statement of proposition is true for n = 1. Consider the case, where A is an n × n Jordan cell (n ≥ 2):
For this A, we construct an upper triangular Toeplitz matrix Q satisfying the second equality in (3.2). Since A is an upper triangular Toeplitz matrix as well, it commutes with Q (see, e.g., [6] on the properties of triangular Toeplitz matrices). Thus, the first equality in (3.2) will be fulfilled for Q automatically.
In order to construct Q, introduce the shift matrices
where δ s is Kronecker delta, and S i = 0 for i ≥ n. Let us write down the representations
According to (3.13) and (3.14), we have
Now, we set q 0 = (λ − c) 2 − |a| 2 = 0 (recall Remark 3.2) and choose consecutively the coefficients q 1 , . . . so that the coefficients before the shift matrices S i on the right-hand sides of (3.15) and (3.16) coincide, where q i is uniquely determined by the coefficients before S i .
When A is a Jordan matrix J, we construct block diagonal matrix Q, each block of which is generated by the corresponding Jordan block in a way described above. It is easy to see that (3.2) holds for A = J and Q = Q. Finally, if A = EJE −1 , we set Q = E QE −1 and equalities (3.2) for A and Q follow from (3.2) for J and Q.
2. Now, we can construct explicitly the potentials and fundamental solutions of the GBDT-transformed Dirac systems.
Theorem 3.4 Let a = 0, c ∈ R and an n × n matrix A be given.
(i) Assume additionally that det A − cI n ) 2 − |a| 2 I n = 0, choose Q satisfying (3.2), and let w A (x, z), S(x) and Π(x) be given explicitly by the formulas (2.9) (with κ = 1), (2.7) (with κ = 1) and (3.5), (3.7), respectively.
Then, a fundamental solution u(x, z) of the self-adjoint Dirac system
17)
where the potential V is given by (2.12) and (3.1), has the form
Here, u(x, z) is a fundamental solution of the initial system (1.1) and may be presented in the form
3), and let w A (x, z), S(x) and Π(x) be given explicitly by the formulas (2.9) (with κ = 0), (2.7) (with κ = 0) and (3.6), (3.7), respectively. Then, a fundamental solution u(x, z) of the skew-self-adjoint Dirac system
21)
where the potential V is given by (2.15) and (3.1), has the form (3.18).
Here, u(x, z) is a fundamental solution of the initial system (1.3) and may be presented in the form 
The same equalities yield 4 Dynamical Dirac and Dirac-Weyl systems 1 . The motion of electron (in R 2 ) in the presence of an electrostatic potential is often governed by the Dirac-Weyl system
where is the Planck constant, v F is the Fermi velocity, U = U and E ∈ R.
Here, the matrices σ i are Pauli matrices:
In the recent years, the interest in graphene has essentially stimulated the study of Dirac-Weyl system (see, e.g., [15, 16, 21, 33, 34] ). In particular, the important case when the scalar potential U does not depend on the variable ξ was recently studied, for instance, in [15, 16, 21] (see also some references therein). Assuming that U does not depend on ξ and multiplying both sides of (4.1) by 1 i v F σ 1 , we rewrite (4.1) in an equivalent form
Some interesting cases of potentials generating explicit solutions are studied in [15, 16, 21] using the separation of variables ψ(x, ξ) = e ikξψ (x), which transforms (4.3) into the system depending on one variable. Explicit solutions of the form Ψ(x)e −ξA g, where A are n × n matrices, were constructed in [27] for the case of so called pseudo-exponential potentials which tend to zero as x tends to infinity. In this section, we will first consider explicit solutions of dynamical Dirac systems
and
with non-vanishing at infinity potentials V . Then, we will consider Dirac-Weyl system (4.3) as a particular case of system (4.5).
2. Our next theorem follows from Corollary 2.3 and Theorem 3.4.
Theorem 4.1 Let a = 0, c ∈ R and an n × n matrix A be given.
(i) Assume that det A − cI n ) 2 − |a| 2 I n = 0, choose Q satisfying (3.2), and let S(x) and Π(x) be given explicitly by the formulas (2.7) (with κ = 1) and (3.5), (3.7), respectively.
Then, the matrix function 
and assertion (i) follows. Differentiating ψ of the form (4.6) and using (2.17) we obtain
and assertion (ii) follows as well.
3. Next, let p = 1 and ω(x) = −i v(x) = ω(x). In this case, system (4.5) takes the form of Dirac-Weyl system (4.3). According to (3.6), (3.7) and (4.9), we have
Moreover, relations (2.7), (4.9) and (4.12) yield S(x) ∈ R n×n . Hence, taking into account (4.10) and (4.12) we derive (4.11).
The simplest example corresponds to the case n = 1. 
Finally, formulas (4.10) and (4.13)-(4.15) imply that
where S(x) is given in (4.16) .
It is easy to see that 1 + d 2 + 2d ≥ 0, (λ−µ) 2 r 2 + d 2 (λ+µ) 2 r 2 + 2d ≥ 0, and the equalities in the first and second inequalities are achieved at different values of d. (Here, we take into account that d(λ − µ)(λ + µ) = dr 2 and µ = 0.) Hence, from (4.16) we obtain S(0) > 0. Thus, according to Remark 2.5, the inequality S(x) > 0 holds, and so ω(x) is well defined.
It easily follows from (4.16) and (4.17) that ω(x) is a steplike potential. Namely, (4.18) in the cases µ > 0, x → ∞ and µ < 0, x → −∞. We also have
in the cases µ > 0, x → −∞ and µ < 0, x → ∞.
Example 4.4 Let us consider an example, where the matrices A are not similar to the diagonal matrices. Namely, we set p = 1, c = 0, n = 2,
It is easily checked that
Finally (recall Remark 3.5), the matrix function S(x) is uniquely defined by (2.8), which means that S(x) = {s ik (x)} 2 i,k=1 is given by the equality 
(4.25)
Using equalities (4.23) and (4.24), (4.25), after some standard calculations we obtain consecutively the following relations:
Relations (4.26)-(4.28) provide explicit expressions for
where we have
Thus, formulas (4.24)-(4.30) give us expressions for the functions on the right-hand sides of (4.6) and (4.10). That is, they give us expression for the potential ω and solution ψ of the Dirac-Weyl system. According to (4.26), we have s 22 (0) > 0. It is easy to find sufficient conditions for det S(0) > 0, which (together with s 22 (0) > 0) yields S(0) > 0. In that case S(x) is invertible (see Proposition 2.4). Therefore, the potential ω and solution ψ are well-defined on R.
The asymptotics of the potentials in Example 4.4 is of interest. It easily follows from (4.10) and (4.24)-(4.30) and differs greatly from the asymptotics of the pseudo-exponential potentials and steplike potentials. Recall that the value µ in Example 4.4 is given by (4.21): (ii) Assuming that the branch of square root in (4.31) is chosen so that µ < 0, we have asymptotics 
Weyl-Titchmarsh functions
Weyl-Titchmarsh theory of Dirac-type systems is an important and actively developing domain (see, e.g., various general results and numerous references in [4, 5, 10, 23, 28, 30] ). We note also that references for the case of rational Weyl-Titchmarsh (Weyl) functions were adduced in Introduction. Here, we consider explicit expressions for a wide new class of Weyl functions.
1. Let us consider Weyl functions of the self-adjoint Dirac systems (3.17) on the semi-axis I = [0, ∞). We will use notations from (3.17) and (3.21) (in Theorem 3.4) instead of (1.1) and (1.3), respectively, because later we turn from general-type potentials V to the class of potentials V considered in Theorem 3.4.
The notation W (x, z) stands for the normalised, by condition
fundamental solution of the Dirac system (3.17) .
is called a Weyl function of the Dirac system (3.17) on [0, ∞). When the matrix function of the coefficients of linear fractional transformation admits a so called realisation, there is a standard way (see, e.g., [13] ) to obtain a realisation of the linear fractional transformation itself. We will need a corresponding proposition, which could be of independent interest.
Hence, we have
where A × is given in (5.4 ). The first equality in (5.4) follows from (5.5).
Theorem 5.4 Let a = 0, c ∈ R and an n × n matrix A be given. Assume that det A − cI n ) 2 − |a| 2 I n = 0, choose Q satisfying (3.2), and let S(x) and Π(x) = Λ 1 (x) Λ 2 (x) be given explicitly by the formulas (2.7) (with κ = 1) and (3.5), (3.7), respectively. Assume additionally that S(0) > 0. Then, the Weyl function of the Dirac system (3.17) on [0, ∞), where V is given by (2.12) , has the form 
that is, the entries of Π * S −1 belong to L 2 (0, ∞). In view of (3.7), the entries of e iζ(z)x Π(x) belong to L 2 (0, ∞) (when ℑz > Q ) as well. Here, we used the equality
which yields ℑ(ζ(z)) > ℑ(z) for z ∈ C + . The above-said implies that Remark 5.5 In the case of the pseudo-exponential potentials, we obtain not only explicit expressions for the Weyl functions but explicit expressions for the so called A-amplitudes and for the inversion of the corresponding convolution operators as well (see, e.g., [29] ). See also [10] for the A-amplitudes and corresponding structured operators for Dirac-type systems. In the future, we plan to study the A-amplitudes for the case of Dirac-type systems considered in Theorem 5.4.
2.
In a similar to Theorem 5.4 way, we construct explicitly Weyl functions of skew-self-adjoint Dirac systems. Recall the notation
Similar to the self-adjoint case, the fundamental solution of the skew-selfadjoint Dirac system (3.21) is denoted by W (x, z) and is normalised by (5.1). 
is called a Weyl function of the skew-self-adjoint Dirac system (3.21).
Sometimes, it is more convenient to use the notion of the generalised Weyl function (GW-function). hold for each ℓ < ∞.
In particular, according to [30, Proposition 3.28] there is no more than one GW-function for any system (3.21) with locally bounded potential V .
Theorem 5.8 Let a = 0, c ∈ R and an n × n matrix A be given. Assume that det A − cI n ) 2 + |a| 2 I n = 0, choose Q satisfying (3.3), and let S(x) and Π(x) = Λ 1 (x) Λ 2 (x) be given explicitly by the formulas (2.7) (with κ = 0) and (3.6), (3.7), respectively. Assume additionally that S(0) > 0.
Then, the Weyl (and GW-) function of the Dirac system (3.21) on [0, ∞), where V is given by (2.15) , has the form Here, Y 1 (z) and Y 2 (z) are the p × p blocks of Y (z). Relations (5.25) and (5.26) show that the GW-function and Weyl function ϕ of the system (3.21) is given by the formula:
The statement of the theorem follows from (5.27) and Proposition 5.3.
