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1. Introduction
We prove that solutions of the Navier–Stokes equations of three-dimensional compressible ﬂow,
restricted to ﬂuid-particle trajectories, can be extended as analytic functions of complex time. As
consequences we derive backward uniqueness of solutions as well as sharp estimates for higher-order
Lagrangean time derivatives.
The Navier–Stokes equations express the conservation of mass and the balance of momentum:
{
ρt + div(ρu) = 0,(
ρu j
)
t + div
(
ρu ju
)+ P (ρ)x j = μu j + λdivux j , (1.1)
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D. Hoff, E. Tsyganov / J. Differential Equations 245 (2008) 3068–3094 3069where t  0 is time, x ∈ R3 is the spatial coordinate, ρ(x, t), u(x, t) = (u1(x, t),u2(x, t),u3(x, t)), and
P = P (ρ) are respectively the ﬂuid density, velocity, and pressure, μ > 0 and λ > 0 are viscosity
constants, and div and  are the usual spatial divergence and Laplace operators. The system (1.1) is
solved subject to initial conditions
(
ρ(x,0),u(x,0)
)= (ρ0(x),u0(x)), x ∈ R3. (1.2)
We show that, if X(y, t) is the position at time t of the ﬂuid particle originally at y, that is, if
X(y, t) = y +
t∫
0
u
(
X(y, t′), t′
)
dt′,
then for any ﬁxed y the functions ρ(X(y, t), t) and u(X(y, t), t) are real-analytic functions of t , having
analytic extensions to a neighborhood of the positive real axis in C. Sharp estimates for the (complex)
time derivatives of these functions can then be given in terms of the geometry of the domain of
analyticity, and backward uniqueness is a straightforward consequence of forward uniqueness and
analyticity. These results are formulated precisely in Theorem 1.2 and Corollaries 1.3 and 1.4 below.
The fact that this analyticity holds in a Lagrangean sense, that is, for ρ and u restricted to the
above curves (X(y, t), t) for y ﬁxed, rather than as functions of t for x ﬁxed, is one of the most
noteworthy features of our results and accounts for much of the technical complexity of the analysis.
To explain this, we ﬁrst recall that generic singularities in solutions of (1.1) propagate along ﬂuid-
particle trajectories, that is, along the above curves X(y, t) (see [4], for example, and the references
therein). It is therefore unreasonable to expect that the maps t → ρ(x, t) and t → u(x, t) can be
real-analytic for ﬁxed x, or analytic even in a very weak sense, that is, as mappings into the set of
distributions on R3. Consider for example the simplest equation ut + ux = 0 for the unknown scalar
function u(x, t) with x ∈ R. The weak solution
u(x, t) =
{
1, x t,
0, x < t,
is constant on the characteristics (X(y, t), t) = (y + t, t) and has a singularity propagating along the
characteristic corresponding to y = 0. Observe that u(X(y, t), t) is indeed analytic in t for every ﬁxed
y but the time derivative of the action u(·, t) · ϕ on a test function ϕ ∈D(R) is −ϕ(t), which is not
analytic in t unless ϕ is supported on the negative half-line.
The question of time analyticity of solutions in ﬂuid mechanics was ﬁrst raised by Masuda [6]
for solutions of the Navier–Stokes equations of incompressible ﬂow. Masuda considered a ﬂow driven
by an analytic external force and showed that, as a consequence of the time analyticity and forward
uniqueness, the solution cannot become stationary in ﬁnite time unless it is stationary for all time.
His idea was to deﬁne dependent variables for complex values of time and to obtain solutions of ap-
propriately “complexiﬁed” equations. This idea received further development in Foias and Temam [2],
and additional applications of time analyticity and backward uniqueness of solutions for the equa-
tions of incompressible ﬂow were given in Constantin, Foias, Kukavica, and Majda [1] and Iskauriaza,
Serëgin, and Shverak [3].
The ﬁrst such result for compressible ﬂows was that of Tsyganov [9], who proved time analyticity of
solutions of the equations of one-dimensional, viscous, compressible ﬂow in Lagrangean coordinates,
{
vt − uh = 0,
ut + p(v)h = μ(uh/v)h,
where v and u are respectively the speciﬁc volume and velocity of the ﬂuid and h is the one-
dimensional Lagrangean coordinate. Tsyganov considered quite general initial data and proved that
solutions are analytic functions of time into L2(R). In the present work we extend Tsyganov’s result
3070 D. Hoff, E. Tsyganov / J. Differential Equations 245 (2008) 3068–3094to the case of three space dimensions, with considerable increase in technical complexity. Our initial
data is slightly less general, but as a consequence, we are able to prove analyticity in the classical
sense.
We now give a precise formulation of our results. First, concerning the system parameters we
assume that
{
P ∈ C2([0,∞)),
P ′(ρ) > 0 for ρ > 0 (1.3)
and that μ and λ are positive constants satisfying
0 < λ <
5
4
μ. (1.4)
Concerning the initial data we ﬁrst choose p,q, and r such that
⎧⎨
⎩
q > 6,
r ∈
(
1
2
,1
]
and p > 3 with r + 3
p
>
3
2
(1.5)
and assume that
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0 < M−10  ρ0  M0 a.e.,(∫ [
1
2
ρ0|u0|2 + |ρ0 − ρ˜|2
]
dx
)1/2
+ ‖u0‖Hr + ‖∇ρ0‖Lp  C0,∫
ρ0|u0|q dx M0
(1.6)
for positive constants ρ˜,M0, and C0 (C0 will be assumed to be small but M0 will be arbitrary).
We say that (ρ,u) is a weak solution of (1.1)–(1.2) if for all test functions ϕ ∈D(R3 × (−∞,∞))
and all t2 > t1  0,
∫
R3
(ρϕ)(x, ·)dx
∣∣∣t2
t1
−
t2∫
t1
∫
R3
(ρϕt + ρu · ∇ϕ)dxdt = 0, (1.7)
∫
R3
(
ρu jϕ
)
(x, ·)dx
∣∣∣t2
t1
−
t2∫
t1
∫
R3
[
ρu jϕt + ρu ju · ∇ϕ + P (ρ)ϕx j
]
dxdt
= −
t2∫
t1
∫
R3
[
μ∇u j · ∇ϕ + λ(divu)ϕx j
]
dxdt, j = 1,2,3, (1.8)
where ρ(·, t1) and u(·, t1) are taken to be ρ0 and u0 when t1 = 0, and provided that ρ and u are
suﬃciently regular that these integrals are deﬁned.
In the following theorem we give somewhat specialized versions of the existence and uniqueness
results of [4] and [5] detailing the regularity class of solutions under consideration.
Theorem 1.1. Assume that the hypotheses and notations in (1.3)–(1.6) are in force and let M0 be a given
positive number, not necessarily small. Then there are positive numbers ε and C depending on M0 , ρ˜ , P , λ, μ,
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C0  ε, the initial-value problem (1.1)–(1.2) has a global weak solution in the sense of (1.7)–(1.8) satisfying
C−1  ρ  C a.e. (1.9)
and {
ρ − ρ˜, ρu ∈ C([0,∞); H−1(R3)),
∇u ∈ L2(R3 × (0,∞)) (1.10)
with ρ = ρ0 and ρu = ρ0u0 at t = 0. The solution (ρ,u) satisﬁes the following additional regularity bounds:
for given positive τ ,
sup
( |u(x, t) − u(y, s)|
|x− y|1/2 + |t − s|1/4
)
 C(τ ), (1.11)
where the sup is taken over pairs (x, t) 	= (y, s) with t, s τ > 0 and where C(τ ) depends additionally on τ ;
sup
t>0
∫
R3
[
1
2
ρ(x, t)
∣∣u(x, t)∣∣2 + ∣∣ρ(x, t) − ρ˜∣∣2 + σ(t)1−r∣∣∇u(x, t)∣∣2 + σ(t)2−rρ∣∣u˙(x, t)∣∣2]dx CCκ0 , (1.12)
where σ(t) = min{1, t} and u˙ j denotes the convective derivative u˙ j = u jt + ∇u j · u;
∞∫
0
∫ [|∇u|2 + σ(t)1−r |u˙|2 + σ(t)2−r |∇u˙|2]dxdt  CCκ0 , (1.13)
sup
t
∥∥∇ρ(·, t)∥∥Lp  CCκ0 , (1.14)
and ‖∇u(·, t)‖L∞(R3) is uniformly locally integrable on [0,∞) in the sense that, given η > 0 there is a positive
ξ such that, for 0 t1  t2  t1 + ξ ,
t2∫
t1
∥∥∇u(·, t)∥∥L∞(R3) dt  η. (1.15)
Additionally, for each y ∈ R3 , there is a unique curve X(y, ·) ∈ C1((0,∞)) ∩ C([0,∞)) satisfying
{
Xt(y, t) = u
(
X(y, t), t
)
, t > 0,
X(y,0) = y. (1.16)
The solution (ρ,u) is obtained as the limit as δ → 0 of smooth solutions (ρδ,uδ) satisfying (1.9)–(1.15)
with constants independent of δ. In particular, (ρδ(·, t) − ρ˜,uδ(·, t)) ∈ H3 × H4 for each t  0, ρδ(·, t) →
ρ(·, t) strongly in H−1loc (R3) and pointwise a.e. for each t  0, and uδ → u uniformly on compact sets in
R
3 × (0,∞).
Finally, weak solutions of (1.1) satisfying (1.9)–(1.14) are uniquely determined by their initial data (ρ0,u0).
The results stated above in Theorem 1.1 are somewhat less general than those of [4] and [5] in
that neither the monotonicity of P , the strict positivity of ρ0, nor the regularity assumptions that
ρ0 ∈ W 1,p and u0 ∈ Hr are required for the global existence of weak solutions. A substantial portion
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variables from Eulerian to Lagrangean we shall require that the Lipschitz constant ‖∇X(·, t)‖L∞(R3) be
integrable in time near t = 0. This will be a consequence of the more favorable smoothing rates in
(1.13) near t = 0 when u0 ∈ Hr and r is positive and of the fact that ρ(·, t) ∈ W 1,p for p > 3, which
serves to control the contribution to ∇X from the pressure gradient, which is fairly singular. Neither
the preservation in time of the W 1,p regularity of ρ in (1.14) nor the uniform integrability (1.15) are
part of the analysis of [4]. We therefore present their proofs in Appendix A.
We can now state the main result of this paper:
Theorem 1.2. Assume that the hypotheses and notations of Theorem 1.1 are in force, that P has an analytic
extension to a neighborhood of the positive real axis in C, and that (ρ,u) is a weak solution of (1.1)–(1.2)
with associated particle trajectories X(y, t) as described in Theorem 1.1. Then for each ﬁxed y ∈ R3 the maps
t → ρ(X(y, t), t) and t → u j(X(y, t), t) are real analytic on (0,∞). More speciﬁcally, these maps have ana-
lytic extensions to the set
⋃
t0>0 BR(t0)(t0), where BR(t0)(t0) is the ball in C centered on the real axis at t0 > 0
with radius R(t0), and where R(t0) is a positive, increasing function of σ(t0) = min{1, t0}.
The analysis will show that the radius of analyticity R(t0) depends on the regularity properties of
u at t0 detailed in (1.11)–(1.15) and as a consequence, R(t0) may tend to zero as t0 → 0.
The following backward-in-time uniqueness result is nearly immediate from Theorem 1.2:
Corollary 1.3. Let (ρ1,u1) and (ρ2,u2) be weak solutions of (1.1) satisfying the hypotheses and conclusions
of Theorem 1.1 and assume that P has an analytic extension to a neighborhood of the positive real axis in C. If
there is a time t0 > 0 such that (ρ1,u1)(·, t0) = (ρ2,u2)(·, t0), then (ρ1,u1) = (ρ2,u2) on all ofR3×[0,∞).
The analyticity results of Theorem 1.2 also enable us to establish bounds for Lagrangean time
derivatives of arbitrary order:
Corollary 1.4. Let (ρ,u) be a weak solution of (1.1) satisfying the hypotheses and conclusions of Theorem 1.1
and assume that P has an analytic extension to a neighborhood of the positive real axis in C. Then there are
constants C and κ as described in Theorem 1.1 such that, for (y, t) ∈ R3 × (0,∞) and j = 1,2, . . . ,
∣∣∣∣ ∂ j∂t j ρ
(
X(y, t), t
)∣∣∣∣ C j!R(t) j , (1.17)∣∣∣∣ ∂ j∂t j u
(
X(y, t), t
)∣∣∣∣ C j!σ(t)κ R(t) j , (1.18)
where R(t) is as in the statement of Theorem 1.2, σ(t) = min{1, t}, and κ as is in (1.12).
We now give a brief description and outline of the proof of Theorem 1.2. First, if ρ(X(y, t), t) and
u(X(y, t), t) are to be analytic functions of complex t , then their complex extensions will certainly be
complex-valued, and therefore so will be the integral curves X(y, t) deﬁned in (1.16). It follows that,
if our analysis were to be carried out in Eulerian coordinates (x, t), then ρ and u would have to be
functions of (x, t) for t in a neighborhood of the positive real axis in C and x in a time-dependent
3-manifold in C3, namely the image of R3 under the map X in (1.16) for ﬁxed complex t . To avoid
this complication we instead carry out the entire analysis in Lagrangean coordinates, replacing the
spatial variable x by the initial position y of a ﬁxed ﬂuid particle. This has the additional advantage
that existence of the derivative with respect to complex time with y ﬁxed is equivalent to analyticity
in the sense of Theorem 1.2.
To describe this change of variables, we ﬁrst extend the deﬁnition (1.16) of particle trajectories to
include arbitrary initial times t0  0:
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t∫
t0
u
(
X(y, t′; t0), t′
)
dt′ (1.19)
(thus X(y, t;0) is the same as the X(y, t) in (1.16)). We then deﬁne
v(y, t) = u(X(y, t; t0), t),
A(y, t)−T =
[
I +
t∫
t0
∇y v(y, t′)dt′
]
,
where A−T is the inverse of the transpose of A,
α(y, t) = [det A(y, t)]−1,
and
a(y, t) = α(y, t)ρ(X(y, t; t0), t).
A straightforward computation applied to (1.1) then shows at the formal level that the new unknown
functions a(t) and v(y, t) satisfy the system of equations
{
at = 0,
av jt + αA jk P (a/α)yk = μαAk
(
Akmv jym
)
y
+ λαA j(Akmvkym )y , (1.20)
where summation over repeated indices is understood. We shall show that a(y, t) and v(y, t) can
be extended as analytic functions of complex t for t in the neighborhood of the positive real axis
described in Theorem 1.2 (this is obvious for a, which is evidently independent of t). The overall pro-
cedure will be as follows: ﬁrst we ﬁx a positive real time t0 as above and deﬁne a(y, t0) and v(y, t0)
in terms of the known Eulerian solution (ρ(·, t0),u(·, t0)) given in Theorem 1.1. We then construct
both the solution (a, v) of the system (1.20) as well as its complex extension to a narrow sector
opening to the right from the point t0 ∈ C by replacing the time derivatives in (1.20) by derivatives
with respect to z. Equivalently, we can take z = t0 + sθ¯ , where s > 0, |θ | = 1, Re(θ) > 0, and Im(θ) is
small, and solve the following system for new, complex-valued unknown functions b(y) and w(y, s),
which replace a and v:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
θbs = 0,
θbw js + βB jk P (b/β)yk = μβBk
(
Bkmw jym
)
y
+ λβB j(Bkmwkym )y ,
B(y, s) =
[
I + θ¯
s∫
0
dw
dy
(y, s′)ds′
]−T
,
β(y, s) = [det B(y, s)]−1
(1.21)
with the “initial” conditions {
b(y) = a(y, t0) = ρδ(y, t0),
w(y,0) = v(y, t0) = uδ(y, t0), (1.22)
where (ρδ,uδ) are the approximate smooth solutions described in Theorem 1.1. We can now dispense
with the real Lagrangean system (1.20), which will play no further role in the discussion. Since b
3074 D. Hoff, E. Tsyganov / J. Differential Equations 245 (2008) 3068–3094depends implicitly on δ and t0 and w depend on δ, t0, and θ , we write b = bδ(y; t0) and w =
wδ(y, s; t0, θ). Observe that bδ is independent of s and therefore remains real-valued. Once the system
(1.21)–(1.22) has been solved, say for small positive s and for Re(θ) > 0 and |Im(θ)|  θ˜ for some
positive θ˜ , we can set z = t0 + sθ¯ and obtain from wδ a function W δ(y, z) which is analytic in z for
each ﬁxed y. The precise result is as follows:
Theorem 1.5. Let the hypotheses and notations of Theorem 1.2 be in force and assume that P has an ana-
lytic extension to the right half-plane in C. Then there is a positive number θ˜ ∈ (0,1) depending on the same
quantities as C in Theorem 1.1 such that: for given t0 > 0 there is a positive number s0(t0), which is a nonde-
creasing function of σ(t0) = min{1, t0}, such that the system (1.21)–(1.22) (with ρδ(·, t0) and uδ(·, t0) as in
Theorem 1.1) has a genuine solution (bδ(y; t0), wδ(y, s; t0, θ)) deﬁned for (y, s) ∈ R3 × [0, s0(t0)) for each
θ = θ1 + iθ2 with |θ | = 1, θ1 > 0, and |θ2| θ˜ . The solution (bδ,wδ) satisﬁes{
bδ(·; t0) − ρ˜ ∈ H3
(
R
3),
wδ(·, s; t0, θ) ∈ H4
(
R
3), s ∈ [0, s0), (1.23)
and
Dαy w
δ(y, ·; t0, θ) ∈ C∞
([0, s0)), y ∈ R3 and |α| 2. (1.24)
Also, if W δ is deﬁned by
W δ(y, z; t0) ≡ wδ
(
y, |z − t0|; t0, z¯ − t0|z − t0|
)
,
then for each ﬁxed y ∈ R3 and for |α| 2, DαyW δ(y, ·; t0) is analytic in the sector
S(t0) =
{
z ∈ C: 0 < |z − t0| < s0(t0), Re(z − t0) > 0, |Im(z − t0)||z − t0| < θ˜
}
.
Finally, there are constants C and κ as described in Theorem 1.1 and which are independent of δ, θ and t0 such
that
sup
0s<s0(t0)
∫ ∣∣wδ(y, s; t0; θ)∣∣2 dy  CCκ0 , (1.25)
sup
0s<s0(t0)
∫ (∣∣∇wδ∣∣2 + ∣∣wδs ∣∣2)dy  CCκ0 σ(t0)2−r, (1.26)
s0(t0)∫
0
∫
R3
∣∣∇wδs ∣∣2 dy ds CCκ0 σ(t0)2−r, (1.27)
∥∥Bδ(·,·; t0, θ) − I∥∥L∞(R3×[0,s0))  CCκ0 . (1.28)
The proof of Theorem 1.5 is given in Section 2 and comprises the major part of the analysis. First,
concerning the local (in s) existence of solutions we note that the system of PDEs obtained by sepa-
rating bδ and wδ into their real and imaginary parts fails to satisfy the symmetry assumptions of the
classical existence theory of Kawashima (see Racke [7], for example). We therefore instead construct
local solutions more directly as limits of semidiscrete approximations. Speciﬁcally, we discretize in y
and solve ODEs in s and derive a priori bounds for the resulting approximate solutions suﬃcient to
establish their compactness as the spatial discretization tends to zero. Standard ODE theory applies
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strong enough that this analyticity is retained in the limit. There results a solution of (1.21)–(1.22)
deﬁned up to a positive time s0, which at this point may depend on the regularity of the initial data,
in particular on the H4 norm of uδ(·, t0) and therefore on δ. This local existence result is given in
Lemma 2.1 and its proof is deferred to Appendix B.
The next step is therefore to extend the solution to a time s0 which depends only on t0 and which
is independent of δ. To do this we derive a number of a priori bounds motivated by and parallel to
those given in Hoff [4] in the proof of global existence of solutions of the real Eulerian system (1.1)
with nonsmooth initial data. These involve a careful derivation of the regularity properties of wδ ,
which are shown to be coupled in a somewhat subtle way to the requirement that Bδ remain close
to the identity. The analysis involves both standard (complex) energy estimates as well as structural
arguments based on a decomposition of the complex Lagrangean velocity wδ into components deter-
mined respectively by the vorticity and by the pressure gradient. These bounds enable us to extend
the solution up to a value s0 which is independent of δ as asserted in Theorem 1.5 and as required
for the analyticity of the solutions (ρ,u) in the limit as δ → 0.
Again, the proof of Theorem 1.5 is given in Section 2 and the main results Theorem 1.2 and Corol-
laries 1.3 and 1.4 are proved in Section 3. In Appendices A and B we derive respectively the regularity
results (1.14)–(1.15) and the local existence result Lemma 2.1.
2. Complex Lagrangean solutions: Proof of Theorem 1.5
In this section we prove the existence of solutions (bδ(y; t0),wδ(y, s; t0, θ)) of the complex La-
grangean system (1.21)–(1.22) by extending a local smooth solution up to a positive time s(t0) which
will be shown to depend only on t0. This extension is established in a sequence of a priori estimates
tailored to the speciﬁc structural properties of the system (1.21). Lemma 2.1 contains the local exis-
tence result and the a priori bounds are given in Lemmas 2.2–2.6.
Thus let (ρδ,uδ) be the solution of (1.1) corresponding to molliﬁed initial data (ρδ0,u
δ
0) as de-
scribed in Theorem 1.1, ﬁx t0 > 0, and deﬁne initial data bδ,wδ for the system (1.21) as in (1.22):
{
bδ(y; t0) − ρ˜ = ρδ(y, t0) − ρ˜ ∈ H3
(
R
3),
wδ(y,0; t0, θ) = uδ(y, t0) ∈ H4
(
R
3).
It then follows from (1.12) that
∥∥bδ(·; t0) − ρ˜∥∥L2(R3)  CC0 (2.1)
and from (1.12) and the deﬁnition of B in (1.21) that
∥∥Bδ(·, s; t0, θ) − I∥∥L2(R3)  Cs1/2
( s∫
0
∫
|∇w|2 dy ds
)1/2
, (2.2)
where C may depend additionally on an upper bound for ‖Bδ‖L∞ but is independent of δ, θ , and t0.
The following lemma gives the existence of solutions of (1.21)–(1.22) just as in Theorem 1.5, except
that the interval of existence [0, s0) may depend on δ as well as on t0:
Lemma 2.1. Assume that the hypotheses and notations of Theorem 1.5 are in force. Then there is a positive
number θ˜ depending on the same quantities as the constant C in Theorem 1.1 such that, given t0 > 0 and
δ > 0 and given θ ∈ C with |θ | = 1, Re(θ) > 0 and |Im(θ)| < θ˜ , the system (1.21)–(1.22) has a solution
(bδ(·; t0),wδ(·,·; t0, θ)) deﬁned and satisfying (1.23)–(1.28) as well as the analyticity assertion in Theorem 1.5
on R3 × [0, s0) for a positive number s0(t0, δ), which may depend on t0 and δ.
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structed semidiscrete ﬁnite difference scheme. Details are deferred to Appendix B.
The major part of the proof of Theorem 1.5 is therefore the extension of the time of existence
s0(t0, δ) to a time s0(t0) which is independent of the mollifying parameter δ. This extension is
achieved through a sequence of a priori bounds for the above solution, given below in Lemmas 2.3,
2.5, and 2.6. To facilitate the exposition we now ﬁx δ, t0, and θ and abbreviate bδ(y; t0) by b(y)
and wδ(y, s; t0, θ) by w(y, s), and we continue to denote by C and κ generic positive constants as
described in Theorem 1.1. In particular, C and κ are to be independent of t0, δ, and θ .
Next deﬁne operators Dk , k = 1,2,3, acting on differentiable functions f :R3 → R3 by
Dk f = Bk f y , (2.3)
where B is as in (1.21), determined by the solution (b,w) of Lemma 2.1 (Dk is the Lagrangean expres-
sion of the spatial derivative ∂
∂xk
). The following technical facts will be applied extensively throughout
this section:
Lemma 2.2. Let B and β be as deﬁned in (1.21), determined by the solution (b,w) of Lemma 2.1, and let Dk
be as deﬁned above in (2.3). Then
(
βBk
)
y
= 0, k = 1,2,3, (2.4)
D jDk = DkD j, (2.5)
βDkDk f =  f + ∇O (|B − I||∇ f |), f ∈ C2(R3), (2.6)
∫
R3
β
(
Dk f
)
g dy = −
∫
R3
β f
(
Dkg
)
dy, f , g ∈ W 1,2(R3), (2.7)
∫
R3
β
(
Dk f
)
s g dy = −
∫
R3
β f s
(
Dkg
)
dy + O
(∫
|Bs|| f ||∇g|
)
,
f , g ∈ C1((0, s0(t0, δ));W 1,2(R3)). (2.8)
The constants in the O -terms in (2.6) and (2.8)may depend on an upper bound for ‖B‖L∞ .
Proof. To prove (2.4) we deﬁne
X(y, s) = y + θ¯
s∫
0
w(y, s′)ds′
so that
∇X(y, s) = I + θ¯
s∫
0
∇w(y, s′)ds′ = B(y, s)−T .
A short computation based on the equality of mixed partial derivatives of X with respect to y then
proves (2.4), and (2.6)–(2.8) are easy consequences of (2.4). A somewhat more involved computation,
again based on the equality of mixed partials of X , shows that the expression B jmBkym (sum over m)
is symmetric in j and k for any , and this proves (2.5). 
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of Lemma 2.1 under the assumption that B remains close to the identity:
Lemma 2.3. There is a positive number η depending on the same quantities as the constant C of Theorem 1.1
but independent of t0 , θ, and δ such that: if θ is as in Lemma 2.1, if (b,w) is a solution of (1.21)–(1.22)
satisfying (1.23)–(1.28) on R3 × [0, s0) for some positive s0 , and if ‖B − I‖L∞(R3×[0,s0))  η and s0  η, then
sup
0s<s0
∫
R3
[∣∣w(y, s)∣∣2 + ∣∣b(y) − ρ˜∣∣2]dy +
s0∫
0
∫
R3
|∇w|2 dy ds CCκ0 , (2.9)
A1(s0) ≡ sup
0s<s0
∫
R3
∣∣∇w(y, s)∣∣2 dy +
s0∫
0
∫
R3
|ws|2 dy ds C
[
Cκ0 σ(t0)
r−1 + A2(s0)
]
, (2.10)
A2(s0) ≡ sup
0s<s0
∫
R3
∣∣ws(y, s)∣∣2 dy +
s0∫
0
∫
R3
|∇ws|2 dy ds C
[
Cκ0 σ(t0)
r−2 +
s0∫
0
∫
R3
|∇w|4 dy ds
]
. (2.11)
Proof. To prove (2.9) we multiply (1.21) by θ¯ w¯ j , integrate, and apply (2.7) to obtain
∫ [
bw¯ jw js + θ¯β w¯ j
(
D j P
)]
dy + μθ¯
∫ [
β
(
Dk w¯ j
)(
Dkw j
)]
dy + λθ¯
∫ [
β
(
D j w¯ j
)(
Dw
)]
dy = 0
(again, summation over repeated indices is understood). Taking the conjugate and adding and recalling
that b is real-valued, we then obtain
d
ds
∫
b|w|2 dy + 2Re
(
θ¯
∫
β w¯ j
(
D j P
)
dy
)
+ 2μRe
(
θ¯
∫
β
(
Dk w¯ j
)(
Dkw j
)
dy
)
+ 2λRe
(
θ¯
∫
β
(
D j w¯ j
)(
Dw
)
dy
)
= 0.
We apply (2.1) and (2.2) to bound the pressure term on the left, and for the μ-term we write
θ¯β
(
Dk w¯ j
)(
Dkw j
)
= (θ1 + iθ2)
(
1+ (β − 1))(δk + (B − I)k)(δkm + (B − I)km)w¯ jy w jym
= θ1|∇w|2 + O
((|θ2| + ‖B − I‖L∞)|∇w|2).
Treating the λ-term in a similar way, we then obtain
d
ds
∫
b|w|2 dy + 2μθ1
∫
|∇w|2 dy + 2λθ1
∫
|divw|2 dy
 C
(∫
|∇w|2 dy
)1/2[
s1/2
( s∫
0
|∇w|2 dy ds′
)1/2
+ C0
]
+ C[|θ2| + ‖B − I‖L∞]
∫
|∇w|2 dy.
This together with (2.1) then implies (2.9) if s0, |θ2|, and ‖B − I‖L∞ are suﬃciently small.
To prove (2.10) we multiply the second equation in (1.21) by θ¯ w¯ js , integrate, and apply (2.7) to
obtain
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b|ws|2 dy + θ¯
∫
β w¯ js
(
D j P
)
dy
= −μθ¯
∫
β
(
Dk w¯ js
)(
Dkw j
)
dy − λθ¯
∫
β
(
D j w¯ js
)(
Dw
)
dy. (2.12)
The ﬁrst term on the right here plus its conjugate is
−μθ1
∫
∂
∂s
|∇w|2 dy + O
((|θ2| + ‖I − B‖L∞)
∫
|∇w||∇ws|ds
)
,
as in the computation above in the proof of (2.9), and similarly for the second term on the right. For
the pressure term in (2.12) we have that
∫
w¯ js
(
βB jk P
)
yk
dy = −
∫
w¯ js,yk
[(
βB jk − δ j,k)P + δ j,k(P − P (ρ˜))]dy
= − d
ds
∫
w¯ jy j
[
P − P (ρ˜)]dy + O(∫ [|∇w|2 + |∇ws||B − I|]dy
)
by (1.21). We thus obtain from (2.12) that
2
s∫
0
∫
b|ws|2 dy ds′ +
∫ [
μθ1|∇w|2 + λθ1|divw|2
]
dy
∣∣∣s
0
+ 2Re
(∫
θ¯ divw
(
P − P (ρ˜))dy∣∣∣s
0
)
 C
[(‖B − I‖L∞ + |θ2|)
∫∫
|∇ws|dy ds′ +
∫∫
|∇w|2 dy ds′ +
∫∫
|∇ws||B − I|dy ds′
]
.
The result (2.10) then follows easily from (2.9), (2.1), and the observation that, by (1.22) and (1.13),
∫ ∣∣∇w(y,0)∣∣2 dy = ∫ ∣∣∇uδ(x, t0)∣∣2 dx CCκ0 σ(t0)1−r .
Finally, to prove (2.11) we differentiate the second equation in (1.21) with respect to s, multiply by
θ¯ w¯ js , and integrate to obtain
∫
bw¯ js w
j
ss dy + θ¯
∫
w¯ jsβ
(
D j P
)
s dy = μθ¯
∫
w¯ js
(
βDkDkw j
)
s dy + λθ¯
∫
w¯ js
(
βD jDw
)
s dy. (2.13)
From (2.12) we have that
∫
β
(
DkDkw j
)
s w¯
j
s dy = −
∫
β
(
Dkw j
)
s
(
Dk w¯ js
)
dy + O
(∫
|Bs||∇w||∇ws|dy
)
= −
∫
βBkBkmw jy,s w¯
j
ym,s dy + O
(∫
|Bs||∇w||∇ws|dy
)
= −
∫
|∇ws|2 dy + O
(
‖B − I‖L∞
∫
|∇ws|2 dy
)
+ O
(∫
|Bs||∇w||∇ws|dy
)
by an argument similar to that given above in the proof of (2.9). The λ-term in (2.13) is handled
in a similar way and the pressure term is easily seen to be bounded by C
∫ |∇ws||Bs|dy. Adding to
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an elementary way, we then obtain that
d
ds
∫
b|ws|2 dy +
∫
|∇ws|2 dy  C
[∫
|Bs|2 dy +
∫
|Bs|2|∇w|2 dy
]
.
Note that at s = 0, B = I and Dk = ∂
∂ yk
, so that from (1.13)
∥∥bws(·,0)∥∥2L2  ∥∥(ρδ u˙δ)(·, t0)∥∥2L2  CCκ0 σ(t0)r−2.
The bound (2.11) then follows from (2.9) and the deﬁnition of B in (1.21) 
We shall require the following structural properties of the system (1.21) to close the bounds for
A1 and A2 in (2.10) and (2.11):
Lemma 2.4. Let (b,w) be any solution of (1.21) which is C2 with respect to y ∈ R3 and C1 with respect to s
in an open interval I . Let Dk be as above in (2.3) and deﬁne
F = (μ + λ)D jw j − P(β−1b)+ P (ρ˜) (2.14)
and
ω j,k = D jwk − Dkw j . (2.15)
Then for (y, s) ∈ R3 × I ,
θbw js = βD j F + μβDkω j,k, (2.16)
DkDk F = θD j(β−1bw js), (2.17)
and
w = wF ,ω + wP , (2.18)
where
DkDkw jF ,ω = (μ + λ)−1D j F + Dω j, (2.19)
and
DkDkw jP = (μ + λ)−1D j
[
P
(
β−1b
)− P (ρ˜)]. (2.20)
Proof. The results (2.16)–(2.18) are immediate from the deﬁnitions (2.14)–(2.15) and (2.19)–(2.20). 
The next step is to apply the above structure to estimate and absorb the term
∫∫ |∇w|4 dy ds in
(2.11) into A1 and A2:
Lemma 2.5. Let all the hypotheses and notations of Lemma 2.3 be in force (including the smallness assumption
on ‖B − I‖L∞ ). Then
A1(s0) + A2(s0) CCκ0 σ(t0)r−2. (2.21)
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First, applying (2.6) in (2.20), we obtain
w jP = (μ + λ)−1
(
βB jP
)
y
+ ∇O (|B − I|∣∣∇w jP ∣∣),
so that, by a standard Calderon–Zygmund estimate,
∥∥∇w jP (·, s)∥∥L4  C(∥∥B(·, s) − I∥∥L4 + ‖b − ρ˜‖L4)+ C‖B − I‖L∞∥∥∇w jP∥∥L4 . (2.22)
Applying (2.1) and the bound
∫
|B − I|4 dy  C
∫ ( s∫
0
|∇w|ds′
)4
dy  s3
s∫
0
∫
|∇w|4 dy ds
we then obtain that, if ‖B − I‖L∞ is small,
s0∫
0
∫
|∇wP |4 dy ds CCκ0 + Cs4
s0∫
0
∫
|∇w|4 dy ds. (2.23)
In the same way, we ﬁnd from (2.19) and (2.6) that
∥∥∇wF ,ω(·, s)∥∥L4  C(∥∥F (·, s)∥∥L4 + ∥∥ω(·, s)∥∥L4). (2.24)
Now, an argument similar to that given above in the proof of (2.11), applied in (2.17), shows that
∥∥∇ F (·, s)∥∥Lp′  Cp′∥∥ws(·, s)∥∥Lp′ (2.25)
for any p′ ∈ (1,∞), where the constant Cp′ may depend additionally on p′ . To obtain a corresponding
bound for ∇ω we ﬁrst apply the operator Dk to (1.21) then interchange k and j and subtract and
apply (2.6) to obtain that
μω j,k = θ(Bk,bw js)y − θ(B j,bwks)y + ∇O (|B − I||∇ω|).
It follows that
∥∥∇ω(·, s)∥∥Lp′  Cp′ ‖ws‖Lp′ , 1 < p′ < ∞. (2.26)
Taking p′ = 2 in (2.25) we can then bound the ﬁrst term on the right side of (2.24) as follows:
∫
F 4 dy  C
(∫
F 2 dy
)1/2(∫
|∇ F |2 dy
)3/2
 C
[∫ (|∇w|2 + ∣∣β−1b − ρ˜∣∣2)dy]1/2(∫ |ws|2 dy
)3/2
 C
[(∫
|∇w|2 dy
)1/2
+ Cκ0
](∫
|ws|2 dy
)3/2
.
A similar bound holds for
∫ |ω|4 dy by (2.26), so that by (2.24) and (2.9),
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∫
|∇wF ,ω|4 dy ds C
s0∫
0
[(∫
|∇w|2 dy
)1/2
+ Cκ0
](∫
|ws|2 dy
)3/2
ds
 CCκ0
[
s1/20
(
sup
ss0
∫
|ws|2 dy
)3/2
+
(
sup
ss0
∫
|ws|2 dy
)1/2( s0∫
0
∫
|ws|2 dy ds′
)]
,
and then by (2.23),
s0∫
0
∫
|∇w|4 dy ds Cs4
s0∫
0
∫
|∇w|4 dy ds + CCκ0
(
1+ A1A1/22 + s1/20 A3/22
)
.
Absorbing the ﬁrst term on the right for s0 small and then applying (2.10) and (2.11), we obtain
A2(s0) CCκ0
[
σ(t)r−2 + s1/20 A3/22
]
.
It follows easily that, if s0 is small relative to an upper bound for CCκ0 , then A2(s0)  CCκ0 σ(t0)r−2,
and this proves both (2.9) and (2.10). 
In order to complete this sequence of a priori bounds we need to estimate ‖B − I‖L∞ in terms of
A1 and A2 and then from (2.21) in terms of s0 and σ(t0). In the following lemma we establish the
required bound under the hypothesis of Lemma 3 that ‖B − I‖L∞  η:
Lemma 2.6. Let all the hypotheses and notations of Lemma 2.3 be in force. If s0 is further restricted, possibly
depending on σ(t0) (so that s0 may go to zero as σ(t0) → 0), then
‖B − I‖L∞(R3×[0,s0))  Cs1/20 σ(t0)(r−2)/2. (2.27)
Proof. We have from the deﬁnition of B in (1.21) that
∥∥B(·, s) − I∥∥L∞  C∥∥B−T (·, s) − I∥∥L∞
 C
s∫
0
∥∥∇w(·, s′)∥∥L∞ ds′  C
s∫
0
∥∥D2yw(·, s′)∥∥W 1,p ds′, (2.28)
where p ∈ (3,6] is as in Theorem 1.1. Now, adding and subtracting terms and recalling the deﬁnitions
of F and ω in Lemma 2.4, we obtain that
DkDkw j = Dkω j,k + (μ + λ)−1(D j F + D j P(β−1b))
so that by (2.6),
w j = β[Dkω j,k + (μ + λ)−1(D j F + D j P(β−1b))]+ O (|∇B||∇w| + |B − I|∣∣D2yw∣∣). (2.29)
Note that
∣∣∇B(y, s)∣∣ C
s∫ ∣∣D2yw(y, s′)∣∣ds′0
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∥∥∇(β−1b)∥∥Lp  C(‖∇B‖Lp + ‖∇b‖Lp ) C(‖∇B‖Lp + Cκ0 )
by (1.14) and (1.22). Applying (2.25) and (2.26) in (2.29) we thus obtain
s∫
0
∥∥D2yw(·, s′)∥∥Lp ds′  C
[
Cκ0 s +
s∫
0
∥∥ws(·, s′)∥∥Lp ds′
+
(
s + ‖B − I‖L∞ +
s∫
0
∥∥∇w(·, s′)∥∥L∞ ds′
) s∫
0
∥∥D2yw(·, s′)∥∥Lp ds′
]
. (2.30)
To bound the second term on the right here we apply a standard Sobolev estimate together with
(2.21) to obtain that, for some ε > 0 depending on p,
s∫
0
‖ws‖Lp ds′  C
s∫
0
(∫
|ws|2 dy
)(1−ε)/4(∫
|∇ws|2 dy
)(1+ε)/4
ds′
 Cs1/2σ(t0)(r−2)/2. (2.31)
Now let a(s) denote the left side of (2.30) and note that a dominates both ‖B − I‖L∞ and∫ s
0 ‖∇w‖L∞ ds′ . Then
a(s) C
[
Cκ0 s + s1/2σ(t0)(r−2)/2 + sa(s) + a(s)2
]
.
Thus if s is small relative to σ(t0), then
a(s) Cs1/2σ(t0)(r−2)/2.
The result (2.27) follows from this and (2.28). 
Proof of Theorem 1.5. Fix the η of Lemma 2.3 and choose s0 > 0 as small as required for Lemma 2.6
to hold and small enough that Cs1/20 σ(t0) < η where C is as in (2.27). Thus η is independent of δ
and t0, and s0 is independent of δ but may depend on t0. We then have that: if s′0 ∈ (0, s0) and if
(b,w) is a solution of (1.21)–(1.22) on R3 × [0, s′0) which is smooth in the sense of (1.23)–(1.28), then
the bounds (2.21) and (2.27) hold for s ∈ [0, s′0).
Now let I be the set of positive numbers s′0 for which such a solution exists on R3 × [0, s′0).
I is nonempty by Lemma 2.1 and I is clearly closed in [0, s0). To see that I is open we let s′0 ∈ I and
observe that, by the bounds (2.21) and (2.27), w(·, s) converges strongly in Cαloc(R3) and weakly in H1
to a function w(·, s′0) as s → s′0−. We can show as well that w(·, s′0) ∈ H4 by a priori bounds similar
to those given in Appendix B in the proof of Lemma 2.1, but starting from the uncontingent bounds of
Lemmas 2.5 and 2.6. We then reapply the local existence result Lemma 2.1 at the new initial time s′0
to extend the solution to a larger interval. This shows that I is open as well as closed and therefore
that I = [0, s0). That is, the system (1.21)–(1.22) has a smooth solution (b(y),w(y, s)) = (bδ(y; t0),
wδ(y, s; t0, θ)) deﬁned for (y, s) ∈ R3 × [0, s0(t0)) and for Re(θ) > 0 and |Im(θ)| < θ˜ , where s0(t0)
and θ˜ are independent of δ and θ˜ is independent of t0. This proves Theorem 1.5. 
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In this section we prove our main results concerning analyticity, backward uniqueness, and higher-
order regularity.
Proof of Theorem 1.2. Let wδ be the solution of the complexiﬁed Lagrangean system (1.21)–(1.22)
constructed in Theorem 1.5, let Bδ and βδ be as in (1.21), let W δ(y, z; t0) be as in Theorem 1.5,
W δ(y, z; t0) = wδ
(
y, |z − t0|; t0, z¯ − t0|z − t0|
)
, (3.1)
and deﬁne
ζ δ(y, z; t0) ≡ βδ
(
y, |z − t0|; t0, z¯ − t0|z − t0|
)
.
Thus W δ(y, z; t0) and ζ δ(y, z; t0) are analytic in z for ﬁxed y ∈ R3 and t0 > 0 and for z in the
sector S(t0) deﬁned in Theorem 1.5. Also, the bounds (1.25)–(1.28) show that the functions W δ are
bounded and Hölder continuous in y on R3 × S(t0) uniformly in δ, so that the derivatives ∂W δ∂z are
pointwise bounded on compact sets in R3× S(t0) uniformly in δ. It follows that there is a subsequence
δ j → 0 such that W δ j (·,·; t0) → W (·,·; t0) uniformly on compact sets in R3 × S(t0) and that the
limit W (y, z; t0) is analytic in z for z ∈ S(t0). A similar result holds for ζ δ by the uniform pointwise
bound (1.28) for ‖Bδ‖L∞ and by the uniform bound for ‖∇Bδ(·, s; t0, θ)‖Lp(R3) , p > 3, which follows
from (2.30) and (2.31) in Lemma 2.6 and from the deﬁnition of Bδ in (1.21). Thus there is a further
subsequence δ j → 0 such that ζ δ j (·,·; t0) → ζ(·,·; t0) uniformly on compact sets in R3 × S(t0), where
again the limit ζ(y, z; t0) is analytic in z for z ∈ S(t0).
We shall show that, for real t ∈ (t0, t0 + s0(t0)) ⊂ S(t0),
W (y, t; t0) = u
(
X(y, t; t0), t
)
(3.2)
and
ζ(y, t; t0) = ρ(y, t0)/ρ
(
X(y, t; t0), t
)
, (3.3)
where (ρ,u) is the solution of (1.1) described in Theorem 1.1 and
X(y, t; t0) = y +
t∫
t0
u
(
X(y, t′; t0), t′
)
dt′. (3.4)
To prove (3.2) and (3.3) we deﬁne the corresponding quantities for solutions generated from molliﬁed
initial data, as in Theorem 1.1:
Xδ(y, t; t0) = y +
t∫
t0
W δ(y, t′; t0)dt′,
uδ1
(
Xδ(y, t; t0), t
)= W δ(y, t; t0) = wδ(y, t − t0; t0,1),
and
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(
Xδ(y, t; t0), t
)= ρδ(y, t0)
ζ δ(y, t; t0) =
ρδ(y, t0)
βδ(y, t − t0; t0,1)
for t ∈ [t0, t0 + s0(t0)). Of course, (ρδ1,uδ1) = (ρδ,uδ), the approximate solutions described in Theo-
rem 1.1: ﬁrst, the above map y → Xδ(y, t; t0) is onto R3 so that ρδ1(x, t) and uδ1(x, t) are deﬁned on
all of R3 × [t0, t0 + s0(t0)). Then by construction, (ρδ1,uδ1) is a solution of the Navier–Stokes system
(1.1) on R3 × [t0, t0 + s0(t0)). Also, at time t0, βδ ≡ 1, so that (ρδ1(·, t0),uδ1(·, t0)) agrees with the
smooth solution (ρδ(·, t0),uδ(·, t0)) corresponding to molliﬁed initial data. Equality therefore holds
on R3 × [t0, t0 + s0(t0)) because solutions of the initial-value problem for (1.1) in this regularity class
are unique, by Theorem 1.1.
Now, the uniform convergence of uδ to u on compact sets in R3 × (0,∞) described in Theorem 1.1
and the bound in (1.15) for ‖∇uδ‖L∞ show that Xδ(·,·; t0) → X(·,·; t0) uniformly on compact sets in
R
3 × [t0, t0 + s0(t0)). It follows that
uδ
(
Xδ(y, t; t0), t
)→ u(X(y, t; t0), t)
for ﬁxed t0 > 0, uniformly on compact sets in R3 × [t0, t0 + s0(t0)). On the other hand, the left side
here is precisely W δ(y, t; t0), which was shown above to converge to W (y, t; t0). The equality of
these limits therefore proves (3.2).
The proof of (3.3) is similar: the uniform bound (1.14) for ‖ρδ(·, t)‖W 1,p(R3) together with the
bound
∣∣∣∣ ddt ρδ
(
Xδ(y, t; t0), t
)∣∣∣∣= ∣∣(ρδ divuδ)(Xδ(y, t; t0), t)∣∣ C(t0)
shows that ρδ(Xδ(y, t; t0), t) → ρ(X(y, t; t0), t) uniformly on compact sets in R3 × [t0, t0 + s0(t0)).
However,
ρδ
(
Xδ(y, t; t0), t
)= ρδ(y, t0)
ζ δ(y, t; t0) ,
which converges to ρ(y, t0)/ζ(y, t; t0) because ζ δ → ζ and ρδ → ρ by the argument for ζ δ given
above and by Theorem 1.1. The equality of these limits then proves (3.3).
The relations (3.2) and (3.3) thus show that, for ﬁxed t0 > 0 and y ∈ R3, ρ(X(y, t; t0), t) and
u(X(y, t; t0), t) are the restrictions to the interval (t0, t0 + s0(t0)) of functions which are analytic in
the sector S(t0) deﬁned in Theorem 1.5, and consequently are real analytic on (t0, t0 + s0(t0)) with
radius of analyticity at t at least r(t, t0) = dist(t, ∂ S(t0)).
To prove the assertion in Theorem 1.2 we again ﬁx t0 > 0 and for ﬁxed y ∈ R3 deﬁne y˜ =
X(y, t0) = X(y, t0;0). Then X(y, t) = X( y˜, t; t0), so that
(ρ,u)
(
X(y, t), t
)= (ρ,u)(X( y˜, t; t0), t). (3.5)
We showed that the right side here is real-analytic in t for t ∈ (t0, t0+s0(t0)) with radius of analyticity
r(t, t0) at t . The same is therefore true for the left side, which is independent of t0. Thus for each ﬁxed
y ∈ R3, ρ(X(y, t), t) and u(X(y, t), t) are real analytic in t for t ∈ (0,∞), and the radius of analyticity
at t is
R(t) = sup{r(t, t0): t ∈ (t0, t0 + s(t0))},
which is a positive, nondecreasing function of t . This completes the proof of Theorem 1.2. 
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in the regularity class of Theorem 1.1 which agree at time t0 > 0. Then (ρ1,u1) = (ρ2,u2) on
R
3 × [t0,∞) by the uniqueness statement in Theorem 1.1, and therefore the corresponding par-
ticle trajectories X1(y, t; t0) and X2(y, t; t0) deﬁned in (3.4) agree for t  t0 and for all y ∈ R3.
Consequently u1(X1(y, t; t0), t) and u2(X2(y, t; t0), t) agree for t  t0 and for all y ∈ R3. Now ﬁx
y and deﬁne y j , j = 1,2, by X j(y j, t0;0) ≡ X j(y j, t0) = y. Then the previous assertion is that
u1(X1(y1, t), t) = u2(X2(y2, t), t) for all t  t0. But these functions are analytic in t , so this re-
sult holds for all t ∈ [0,∞). It then follows that X1(y1, ·) ≡ X2(y2, ·), y1 = y2, and therefore that
(ρ1,u1) = (ρ2,u2) on all of R3 × [0,∞). 
Proof of Corollary 1.4. Let W δ and W be as above in the proof of Theorem 1.2 and ﬁx t0 > 0. The
bounds (1.25)–(1.28) of Theorem 1.5 then show that |W δ |, |W |  Cσ(t0)κ uniformly in R3 × S˜(t0) for
constants C and κ as described in Theorem 1.1, where S˜(t0) is as in Theorem 1.5 but with s0(t0)
replaced by 12 s0(t0). Then since W (y, z; t0) is analytic with respect to z,
∣∣∣∣
(
d
dz
) j
W (y, z; t0)
∣∣∣∣ C j!σ(t0)κ (dist(z, ∂ S˜(t0))) j
and therefore
∣∣∣∣
(
d
dt
) j
u
(
X(y, t), t
)∣∣∣∣ C j!σ(t0)κ (dist(t, ∂ S˜(t0))) j
for t ∈ (t0, t0 + 12 s0(t0)) by (3.2) and (3.5). The result (1.18) now follows easily and the proof of (1.17)
for ρ is similar. 
Appendix A. Proofs of (1.14) and (1.15)
In this section we prove the bounds (1.14) and (1.15) in Theorem 1.1 for ‖∇ρ(·, t)‖Lp and∫ ‖u(·, t)‖L∞ dt . It will suﬃce to derive these for the approximate smooth solutions (ρδ,uδ), which
will therefore be denoted simply by (ρ,u) (in this section only).
To begin, we write the Eulerian versions of the functions F and ω introduced in Lemma 2.4:
F ≡ (μ + λ)divu − P (ρ) + P (ρ˜)
and
ω j,k ≡ u jxk − ukx j .
Then from (1.1),
ρu˙ j = Fx j + μω j,kxk , (A.1)
which is the analog in Eulerian coordinates of (2.16), and
u j = [ω j,kxk + (μ + λ)−1Fx j ]+ (μ + λ)−1P (ρ)x j .
It follows that u = uF ,ω + uP , where
u jF ,ω = ω j,kxk + (μ + λ)−1Fx j (A.2)
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u jP = (μ + λ)−1P (ρ)x j , (A.3)
as in (2.18)–(2.20).
We shall obtain estimates for
∫ t2
t1
‖∇uF ,ω(·, t)‖L∞ dt, ‖∇uP (·, t)‖L∞ , and ‖∇ρ(·, t)‖Lp , where
p ∈ (3,6]. These estimates will be coupled and will be shown to close if the initial norm C0 in (1.6)
is suﬃciently small.
First, for 0 t1  t2,
t2∫
t1
∥∥∇uF ,ω(·, t)∥∥L∞ dt  C
t2∫
t1
∥∥D2xuF ,ω(·, t)∥∥Lp dt
 C
t2∫
t1
(∥∥∇ F (·, t)∥∥Lp + ∥∥∇ω∗,kxk (·, t)∥∥Lp )dt (A.4)
by (A.2). To bound the ﬁrst term on the right here we observe that, from (A.1),
F = div(ρu˙),
so that
‖∇ F‖Lp  C‖ρu˙‖Lp  C‖u˙‖Lp
 C‖u˙‖(6−p)/2p
L2
‖∇u˙‖(3p−6)/2p
L2
. (A.5)
A similar bound holds for the term ‖∇ω∗,kxk ‖Lp in (A.4), again by (A.1). It then follows from (1.13) and
(A.4) that
t2∫
t1
∥∥∇uF ,ω(·, t)∥∥L∞ dt  C
t2∫
t1
(
σ 1−r
∫
|u˙|2 dx
)(6−p)/4p(
σ 2−r
∫
|∇u˙|2 dx
)(3p−6)/4p
σ r/2+3/2p−5/4 dt
 CCκ0
( t2∫
t1
σ(t)r+3/p−5/2 dt
)1/2
 CCκ0
⎧⎪⎨
⎪⎩
(t2 − t1)1/2, 1 t1,[
(t2 − 1) − (1− t1)γ
]1/2
, t1  1 t2,
tγ2 − tγ1 , 0 t1  t2  1,
(A.6)
for a positive number γ determined by p (note that r + 3p − 52 > −1 by (1.5)). In particular,
t∫
0
∥∥∇uF ,ω(·, t′)∥∥L∞ dt′  CCκ0
{
t1/2, t  1,
tγ , t  1.
(A.7)
It is also clear from the above computation and from (A.5) and (1.13) that
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0
∥∥∇ F (·, t′)∥∥Lp dt′  CCκ0 , t  1, (A.8)
and
t∫
1
∥∥∇ F (·, t′)∥∥2Lp dt′  CCκ0 , t  1, (A.9)
bounds which we record for later use.
The required estimate for uP follows directly from (A.3):
∥∥∇uP (·, t)∥∥L∞  C∥∥D2xuP (·, t)∥∥Lp  C∥∥∇ρ(·, t)∥∥Lp . (A.10)
There remains to derive a bound for ‖∇ρ(· , t)‖Lp . To do this we differentiate the mass equation in
(1.1) to obtain
ρx j,t + div(ρx j u) + ∇ρ · ux j + (μ + λ)−1ρ(F + ρ)x j = 0.
Multiplying by sgn(ρx j )|ρx j |p−1, we get
1
p
∂
∂t
|ρx j |p + (μ + λ)−1ρ P ′(ρ)|ρx j |p = {·}x + O
(|∇ρ|p|∇u| + |∇ρ|p−1|∇ F |),
where {·}x denotes a perfect derivative with respect to x. Then since ρ P ′(ρ) C−1 > 0 by (1.3) and
(1.9),
∂
∂t
‖∇ρ‖pLp + C−1‖∇ρ‖pLp  C
[(‖∇uF ,ω‖L∞ + ‖∇uP‖L∞)‖∇ρ‖pLp + ‖∇ F‖Lp‖∇ρ‖(p−1)/pLp ]. (A.11)
Now ﬁx the constant C in the above inequality and deﬁne
ζ(t) = exp
[ t∫
0
(
C−1 − C∥∥∇uF ,ω(·, t′)∥∥L∞)dt′
]
and A(t) = sup0t′t ‖∇ρ(·, t′)‖pLp . Then by (A.10) and (A.11),
∥∥∇ρ(·, t)∥∥pLp  ζ(t)−1‖∇ρ0‖pLp + C A(t)(p+1)/p
t∫
0
ζ(t)−1ζ(t′)dt′
+ C A(t)(p−1)/p
t∫
0
ζ(t)−1ζ(t′)
∥∥∇ F (·, t′)∥∥Lp dt′.
We have from (A.7) that
0 < ζ(t)−1  C˜e−C−1t/2
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0 < ζ(t)−1ζ(t′) C˜e−C−1(t−t′)/2
for 0 t′  t and for another constant C˜ , so that by (1.6), (A.8), and (A.9),
A(t) CCκ0 + C A(t)(p+1)/p + CCκ0 A(t)(p−1)/p
for a new constant C . It follows that, if C0 is suﬃciently small, then A(t) 2CCκ0 for all t . This proves
(1.14), and the uniform integrability (1.15) follows from (A.6) and (A.10).
Appendix B. Proof of Lemma 2.1
First we construct approximate solutions of (1.21). Let h be an arbitrary positive real number. We
deﬁne the difference operators δ by
δy1 z j1, j2, j3 =
z j1+1, j2, j3 − z j1−1, j2, j3
2h
, δy2 z j1, j2, j3 =
z j1, j2+1, j3 − z j1, j2−1, j3
2h
,
δy3 z j1, j2, j3 =
z j1, j2, j3+1 − z j1, j2, j3−1
2h
.
These approximate solutions are generated from the following semidiscrete scheme:
(
bw j
)
s + θ¯ δyk
(
B jkκb
)= θ¯μδyk (BlkβBlmδym w j)+ θ¯λδyk (B jkβBlmδym wl), (B.1)(
B−t
)
s = θ¯ δw, (B.2)
where Eqs. (B.1), (B.2) are assumed to hold on the mesh points ( j1, j2, j3), j1, j2, j3 = . . . ,
−1,0,1, . . . , for unknown 3-dimensional vector-valued function w and a 3 × 3 matrix B , subject
to the initial conditions
{
w j1, j2, j3 (0) = w0 j1, j2, j3 = w( j1h, j2h, j3h; t0),
B j1, j2, j3 (0) = I
(B.3)
and assumptions
{
b j1, j2, j3 (s) = b0 j1, j2, j3 = b( j1h, j2h, j3h; t0),
β = [det B]−1.
We will measure the initial data by the following norm:
C0 ≡
∑
|b0 − b˜|2h3 +
∑
|δb0|2h3 +
∑
|δδb0|2h3
+
∑
|δδδb0|2h3 +
∑
|w0|2h3 +
∑
|δw0|2h3
+
∑
|δδw0|2h3 +
∑
|δδδw0|2h3 +
∑
|δδδδw0|2h3, (B.4)
where sums
∑
are taken over all mesh points. Solutions at time t will be measured in the norms
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∥∥(B − I)(·, t)∥∥L∞ , (B.5)
M1(t) = sup
0st
[∑
|w|2h3 +
∑
|δw|2h3 +
∑
|δδw|2h3 +
t∫
0
∑
|δδδw|2h3
]
. (B.6)
An L2-energy estimate allows us to prove the following lemma:
Lemma B.1. There are a positive constant C = C(M0) and a universal positive constant η such that
∑
|B − I|2h3 +
∑
|w|2h3 +
t∫
0
∑
|δw|2h3 dt  CC0 (B.7)
as long as M0  η.
We point out that in the proof we have to restrict Eqs. (B.1), (B.2) ﬁrst to ﬁnite intervals −N 
j1, j2, j3  N for unknown functions wN , BN with boundary conditions
w j1, j2, j3 (t) = 0, | j1|, | j2|, | j3| N, and at least for one k, | jk| = N, (B.8)
and then extract a limiting subsequence as N → ∞.
A series of energy estimates leads to the inequalities stated in the following lemma:
Lemma B.2. There are a positive constant C = C(M0) and universal positive constants η and κ such that
∑
|δw|2h3 +
∑
|δws|2h3 +
∑
|δδw|2h3
+
t∫
0
∑
|ws|2h3 ds +
t∫
0
∑
|δws|2h3 ds +
t∫
0
∑
|δδδw|2h3 ds
 CCκ0 + C
∑
|δw|4h3 + C
t∫
0
∑
|δw|4h3 ds + C
t∫
0
∑
|δδw|4h3 ds
+ C
t∫
0
∑
|δB|2|δδw|2h3 ds + C
t∫
0
∑
|δδB|2|δw|2h3 ds (B.9)
if M0  η.
Our next step is to estimate the right-hand side of (B.9):
t∫
0
∑
|δw|4h3 ds C
t∫
0
(∑
|δw|2h3 ds
)1/2 t∫
0
(∑
|δδw|2h3 ds
)3/2
 CCκ0 + C
t∫
A3(s)ds,0
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0
|δB|2|δδw|2h3 ds C
t∫
0
∑
|δδw|4h3 ds
 C
t∫
0
(∑
|δδw|2h3 ds
)1/2(∑
|δδδw|2h3 ds
)1/2
 C
t∫
0
A(s)ds + C
t∫
0
A3(s)ds,
t∫
0
∑
|δδB|2|δw|2h3 ds C
t∫
0
s∫
0
∑∣∣δδδw(τ )∣∣2∣∣δw(s)∣∣2h3 dτ ds
 C
t∫
0
∥∥δw(s)∥∥2L∞ A(s)ds

t∫
0
[(∑
|δw|4h3
)1/4
+
(∑
|δδw|4h3
)1/4]2
A(s)ds
 CCκ0 + C
t∫
0
A2(s)ds.
Therefore, inequality (B.9) leads to
A(t) CCκ0 + C
t∫
0
A3(s)ds, (B.10)
which holds as long as M0(t) η. Now,
∥∥(B − I)(·, t)∥∥L∞  C
t∫
0
∣∣δw(s)∣∣L∞ ds
 C
t∫
0
[(∑
|δw|4h3
)1/4
+
(∑
|δδw|4h3
)1/4]
ds
 C
t∫
0
[(∑
|δw|2h3
)1/8(∑
|δδw|2h3
)3/8
+
(∑
|δδw|2h3
)1/8(∑
|δδδw|2h3
)3/8]
ds
 CCκ0 t1/4A(t)3/4. (B.11)
Inequalities (B.10) and (B.11) prove our main existence theorem for system (B.1), (B.2).
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s0 depending on θ˜ , ε, and a positive constant C = C(θ˜ ) such that system (B.1), (B.2) has a solution (w, B)
deﬁned on [0, s0] for any θ ∈ C with |θ | = 1, |Im(θ)| θ˜ , Re(θ) > 0, and C0  ε, and satisfying the regularity
estimates
∥∥(B − I)(·, t)∥∥L∞  η, (B.12)
M2(t) CCκ0 , 0 t  s0. (B.13)
Now we are in a position to obtain a number of higher-order estimates, which are listed in the
order of derivation in the following lemma:
Lemma B.4. There is a positive constant C such that
∑
|δws|2h3 +
t∫
0
∑
|δδws|2h3 ds CCκ0 ,
∑
|δδδw|2h3  CCκ0 ,
t∫
0
∑
|δδws|2h3 +
t∫
0
∑
|wss|2h3 ds CCκ0 ,
∑
|wss|2h3 +
t∫
0
∑
|δwss|2h3 ds CCκ0 ,
∑
|δδws|2h3 +
∑
|δδδδw|2h3  CCκ0
with t ∈ [0, s0] and κ, s0,C as in Theorem B.3.
Our next step is to establish analytic structure of approximate solutions. Consider a system of
differential equations
(
bw j
)
s + δyk
(
B jkκb
)= μδyk (BlkβBlmδym w j)+ λδyk (B jkβBlmδym wl), (B.14)(
B−t
)
s = δw (B.15)
with initial conditions (B.3). We can obtain a local analytic solution of (B.14), (B.15) in the neighbor-
hood of t = 0 in C by applying Theorem 4.1 in Teschl [8] for general systems of ODEs with analytic
coeﬃcients. Then the result of Theorem B.3 allows us to extend this local solution into a bigger do-
main and, thus, prove the following theorem:
Theorem B.5. There are a universal positive constant θ˜ in (0,1) and positive constants s0 = s0(θ˜ ,C0),
C = C(θ˜ ) such that there is a solution (w, B) of (B.14), (B.15) that exists in an open neighborhood of t = 0
in C containing D = {z: 0 < Re(z), |z|  s0, |Im(z)|  θ˜} and the following energy estimates hold for any
z ∈D:
∑(|w|2 + |δw|2 + |δδw|2 + |δδδw|2 + |δδδδw|2 + |wz|2 + |δwz|2 + |δδwz|2)h3  CCκ0 . (B.16)
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wh(y1, y2, y3; z) = wyn1 ,yn2 ,yn3 (z), Bh(y1, y2, y3; z) = B yn1 ,yn2 ,yn3 (z)
if
yn1  y1 < yn1 + h, yn2  y2 < yn2 + h, yn3  y3 < yn3 + h.
Our next lemma states compactness properties of {wh} and {Bh}.
Lemma B.6. There exist a sequence hl → 0 and functions w :R3 ×D→ C3 and B :R3 ×D→ C9 such that
w(y1, y2, y3; ·), B(y1, y2, y3; ·) are holomorphic inD for any y1, y2, y3 ∈ R3, (B.17)
∥∥w(·; z)∥∥H4  CCκ0 , ∥∥B(·; z) − I∥∥H3  CCκ0 for any z ∈D, (B.18)
whl − w, Bhl − B → 0 uniformly on compact subsets of R3 ×D. (B.19)
Proof. Let y1, y2, y3, y∗1, y∗2, y∗3 ∈ R be arbitrary. Then
∣∣wh(y1, y2, y3; z) − wh(y∗1, y∗2, y∗3; z)∣∣

∑∣∣w(yn1 , yn2 , yn3 ; z) − w(yn1 + l1h, yn2 + l2h, yn3 + l3h; z)∣∣+ Ch,
where the sum
∑
is taken over all mesh points (yn1 , yn2 , yn3 ) such that y1  yn1  y∗1, y2 
yn2  y∗2, y3  yn3  y∗3 and each l1, l2, l3 is either 1 or 0, and the positive constant C depends
only on C0. Therefore,
∣∣wh(y1, y2, y3; z) − wh(y∗1, y∗2, y∗3; z)∣∣∑‖δwyn1 ,yn2 ,yn3 ‖L∞h + Ch
 C
(∣∣y1 − y∗2∣∣+ ∣∣y2 − y∗2∣∣+ ∣∣y3 − y∗3∣∣)+ Ch.
Also,
∣∣wh(y1, y2, y3; z1) − wh(y1, y2, y3; z2)∣∣ ∥∥wz(·;·)∥∥L∞(R3×D)|z1 − z2|
 C |z1 − z2|.
The last two inequalities show that there is a sequence hl → 0 and functions w(·; z), B(·; z) ∈
C(R3 ×D) such that whl − w, Bhl − B → 0 uniformly on compact subsets of R3 ×D3. This in turn
also proves (B.17). Now take ϕ ∈D(R3) and consider ∫
R3
whϕyn1 ...ynk dy. We have that∫
R3
whϕyn1 ···yk dy =
∑∫
whϕyn1 ···ynk dy
=
∑
wym1 ,ym2 ,ym3 (z)δyn1 · · · δynk ϕh3 + O (h)
= (−1)k
∑
δyn · · · δyn w ym ,ym ,ym ϕ(ym1 , ym2 , ym3 )h3 + O (h),1 k 1 2 3
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ym1  y1 < ym1 + h, ym2  y2 < ym2 + h, ym3  y3 < ym3 + h, and k = 1,2,3,4. Thus
∣∣∣∣
∫
R3
wh(·; z)ϕyn1 ···ynk dy
∣∣∣∣ CCκ0 ‖ϕ‖L2 + O (h).
In addition,
∫
R3
whl (y; z)ϕyn1 ···ynk (y)dy →
∫
R3
w(y; z)ϕyn1 ...ynk (y)dy
as l → ∞. Then
∣∣∣∣
∫
R3
w(·; z)ϕyn1 ...ynk dy
∣∣∣∣ CCκ0 ‖ϕ‖L2 ,
and, therefore, ‖w(·; z)‖H4(R3)  CCκ0 . A similar argument will show that ‖B(·; z) − I‖H3(R3) 
CCκ0 . 
In the following lemma we will show that (w, B) is a weak solution of (B.1), (B.2). Regularity of
(w, B) will then guarantee that it is a smooth solution as well.
Lemma B.7. Let w, B be as in Lemma B.6. Then for any θ ∈ C such that |θ | = 1, Re(θ) > 0, |Im(θ)| θ˜ , and
t ∈ [0, s0] functions w(y; θ s), B(y; θ s) solve
∫
R3
bw jϕ dy
∣∣∣s=t
s=0 −
∫ ∫
R3×[0,t]
bw jϕs dy ds +
∫ ∫
R3×[0,t]
θ¯ B jkκbϕyk dy ds
=
∫ ∫
R3×[0,t]
θ¯
(
μBlkβBlmw jymϕyk + λB jkβBlmwlymϕyk
)
dy ds, (B.20)
B−ts (y; s) = wy(y; s), (B.21)
ϕ ∈D(R3 × R), j = 1,2,3.
Proof. We ﬁrst observe that there are functions ωh1,ω
h
2,ω
h
3 such that
(1) ωhl1 ,ω
hl
2 ,ω
hl
3 → w uniformly on compact subsets of R3 ×D as l → 0;
(2) ωh1y1 ,ω
h
2y2
,ωh3y3 ∈ L2(R3);
(3) ωh1y1 = δy1wym1 ,ym2 ,ym2 , ωh2y2 = δy2wym1 ,ym2 ,ym2 , ωh3y3 = δy3wym1 ,ym2 ,ym2
when ym1  y1 < ym1 + h, ym2  y2 < ym2 + h, ym3  y3 < ym3 + h. Next we take an arbitrary
ϕ ∈ D(R3 × R) and multiply both sides of (B.1) by ϕ(ym1 , ym2 , ym3 )h3, sum over all mesh points
(ym1 , ym2 , ym3 ), and then sum by parts to arrive at
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bw jϕh3
∣∣∣t
0
−
t∫
0
∑
bw jϕsh
3 ds −
t∫
0
θ¯ Blkκbδykϕh
3 ds
= −
t∫
0
∑
θ¯μBlkβBlmδym w
jδykϕh
3 ds −
t∫
0
∑
θ¯λB jkβBlmδym w
jδymϕh
3 ds. (B.22)
We will show that each term in (B.22) converges to the corresponding term in (B.20). We will give
the argument for the ﬁrst term on the right. Consider the following equalities
∫ ∫
R3×[0,t]
θ¯μBh
lk
βBh
lm
ωhm ymϕyk dy ds =
t∫
0
∑∫
θ¯μBh
lk
βBh
lm
ωhm ymϕyk dy ds
=
t∫
0
∑
θ¯μBh
lk
βBh
lm
δym w
jδykϕh
3 ds + O (h),
where the sum is taken over all mesh points (ym1 , ym2 , ym3) and the integrals computed over the
corresponding sets ym1  y1  ym1 + h, ym2  y1  ym2 + h, ym3  y3  ym3 + h. The term on the
left converges to the corresponding term in (B.20) by the fact that
Bh → B uniformly on compact subsets of R3 ×D
and
ωhj y j
(·, z) ⇀ ω j y j (·, z) weakly in L2
(
R
3) for any z ∈D. 
We conclude the proof of Lemma 2.1 by observing that equations in (B.1), (B.2) can be obtained
from (1.21) by differentiating with respect to s and applying identity (2.4).
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