Abstract-Quorum is a permissioned blockchain platform built from the Ethereum codebase with adaptations to make it a permissioned consortium platform. It is one of the key contenders in the permissioned ledger space. Quorum supports confidentiality and privacy of smart contracts and transactions, and crash and Byzantine fault tolerant consensus algorithms.
Introduction
Blockchain technology has progressed from the cryptocurrency realm to enterprise applications over the last two years and several enterprise blockchain and distributed ledger platforms have emerged to cater to this space. Bitcoin [23] first introduced and used blockchain as the underlying technology that powered the decentralized cryptocurrency. This version of blockchain is a permissionless, open network that provides cryptographically secured trust among untrusted entities to maintain a common distributed ledger. The ledger is secured by proof-of-work algorithm that is hard to subvert through collusion or otherwise.
Subsequently enterprise blockchain platforms emerged to cater to consortia of enterprises that needed permissioned, distributed ledgers for single-source of truth and data sharing. Permissioned blockchains can also be used in applications which currently require trusted intermediaries to perform mediating functions or attest to the integrity of data shared by multiple enterprises. These platforms are setup as a consortium of enterprises, have verified identities and admission control and secure the ledger using computationally more efficient (than proof-of-work) consensus algorithms.
Blockchain platforms essentially encapsulate the low level implementation details about transaction and ledger organization, secure and robust consensus algorithms and provide a high level API that is easy to integrate for application developers. This enables speedy design and development of blockchain applications. In addition to the security and integrity of the distributed ledger, some of the key features enterprises care about are privacy of the transactions and data, transaction confirmation latency, overall throughput of the system and horizontal scaling of the blockchain data.
Some of the leading platforms in the permissioned ledger space are Quorum [11] , Hyperledger Fabric [14] , CORDA [19] , Multichain [18] and Chain [21] . While each platform has deployed their first production version ready to be used to build enterprise applications, there is almost no performance data available on any of them. To the best of our knowledge, this is the first paper that focuses on performance evaluation of Quorum.
In particular, this paper makes the following contributions:
• We present an experimental evaluation of the Quorum 2.0 blockchain platform showing its performance characteristics.
• Through a suite of micro-benchmarks custom built for Quorum, we study how different transaction and smart contract parameters can affect transaction latencies and their implications on application design. This paper is organized as follows. In Section 2, we provide an overview of the Quorum blockchain platform. In Section 3, we study the throughput and transaction latencies of the Quorum platform with controlled workloads. In Section 4, we describe the results of our microbenchmarking experiments and their implications for blockchain application design. We summarize related work in Section 5 and finally conclude in Section 6.
Quorum Overview
Quorum [11] was developed by JP Morgan as a permissioned ledger implementation of Ethereum [2] . Ethereum is a public permissionless blockchain that can be used across multiple domains to implement decentralized applications. It has support for Turing-complete smart contracts and therefore can be used to build general purpose blockchain applications across several domains. Being public and permissionless, its security is provided by the Proof-of-Work (PoW) consensus algorithm and its internal cryptocurrency Ether. PoW consensus algorithm adds deliberate cryptographic difficulty to prevent Sybil attacks on the Ethereum blockchain. Its cryptocurrency Ether is consumed by all computations that run on the Ethereum blockchain thereby discouraging spam and denial of service attacks. Transactions in Ethereum are verified by all full-nodes in the network. Each node runs smart contracts within the Ethereum Virtual Machine (EVM) to verify transactions that invoke methods within the smart contract.
Being a permissioned implementation of Ethereum, Quorum includes the following key changes to the Ethereum design: 1) Permissioned participation: A permissioned membership implementation limits participation to a known set of nodes that have to be provisioned to be part of the blockchain network. Only these are allowed to connect to the Quorum blockchain, verify transactions, run smart contracts and maintain the ledger state. Figure 1 : Quorum Architecture Figure 1 shows the architecture diagram of a Quorum node. The code itself is forked from geth (the Ethereum Go client) and modified to work in a permissioned setting as discussed previously. It manages the communication with clients as well as other nodes using the general-purpose Constellation [27] p2p system for communicating with secure messages. The Constellation module on the Quorum node comprises of two sub-modules -Transaction Manager and the Enclave. The Transaction Manager manages private transactions by enabling access to them and sending and receiving encrypted payloads to other Transaction Managers running on other Quorum nodes. It leverages the Enclave for performing cryptographic operations. The Enclave acts as an independent module that seals all the private keys belonging to the transactions. All encryption/decryption operations are done within the Enclave.
Quorum supports the RAFT and IBFT Consensus algorithms. Older version of Quorum supported QuorumChain, a basic m-of-n voting based consensus. It is no longer supported in the current version.
RAFT: Raft is a consensus algorithm used for managing replicated state machines or logs. It is equivalent to the PAXOS [5] algorithm proposed for building crash tolerant systems in terms of its fault tolerance properties and performance but is simpler to understand and implement. Quorum uses etcd's Raft implementation [3] . This is useful for consortia where there the consotia members are known and provisioned into the system. A Leader is responsible for generating new blocks. RAFT offers faster block times and does not create unnecessary empty blocks. RAFT need 2f+1 nodes to be setup in the network to have the capability to tolerate f faulty nodes. A complete description of the RAFT consensus algorithm can be found in the RAFT paper [4] .
Istanbul BFT(IBFT): Istanbul BFT is a Byzantine fault tolerant state machine replication based consensus algorithm. It is modeled after Castro and Liskov's Practical Byzantine Fault Tolerance (PBFT) algorithm [28] . It is also based on 3-phase commit like PBFT and uses the PRE-PREPARE, PREPARE, and COMMIT stages. Before each round, the nodes will pick one of them as the Leader(Proposer). Proposer is responsible for proposing new blocks in the network. In each state I.e. PRE-PREPARE, PREPARE and COMMIT, validators broadcast the State message and wait for 2f+1 State messages. Upon receiving 2f+1 state messages Validators commit the current state and move forward to next state. The system can tolerate at most of f faulty nodes in a network with 3f + 1 nodes.
Characterizing Latency and Throughput
In this section, we summarize our findings on transaction throughput and transaction latency measurements that we conducted on the Quorum network using RAFT and IBFT consensus algorithms.
Metrics
Transaction throughput is defined as the number of transactions per second successfully processed by the blockchain network. A transaction is successfully processed when it is included in a block and committed as part of the ledger. Transaction latency is the time elapsed between when a request is sent, to the time when the response is received by the client. For read transactions, it is the time taken to receive the response for a read query. For write transactions, it is the time elapsed between the request and an event confirmation as received by the client after the transaction is confirmed on the blockchain.
Experimental Setup
A private blockchain network was setup with three peers when using the RAFT consensus algorithm and with four peers when using the IBFT consensus algorithm (the minimum configuration requirement for both respectively). All peers were run on hardware machines within our network. Each machine had 8 vCPUs (4 cores at 3.6 GHz with hyperthreading) and 16 GB RAM. We used three more machines with the same configuration to run the clients. All nodes had the Ubuntu 14.04 LTS operating system and were connected to each other with a 1 Gbps switch.
Client Setup
We extended the Caliper benchmarking tool [25] developed by Huawei Technologies [26] by adding a Quorum plugin to it. Caliper is now officially incubated as a Hyperledger project [10] . Caliper by default works for Hyperledger Fabric [14] and Hyperledger Sawtooth Lake [9] . The Quorum plugin enables Caliper to send controlled workloads to the Quorum network to record its throughput and transaction latencies using Caliper's measurement framework. Caliper runs on the client machines and sends transactions to peers in the Quorum network. Each client in our setup sends controlled workloads to a different peer to balance the workload across the network. Transactions are considered confirmed on the blockchain when the Quorum peer emits a block event indicating inclusion of the transaction in the block. Caliper listens to block events and calculates resulting throughput and latencies on the client.
Apart from adding the Quorum plugin to enable Caliper to interact with Quorum, we made another major change to the Caliper framework. Caliper client was missing out on certain block events at higher transaction rates resulting in failed transactions. This was because the Caliper client itself was single threaded and was performing both functions of sending transactions as well as listening to events resulting from transaction confirmations. We modified the client to spawn a new process that essentially splits the listener and processor into separate processes. A newly spawned process only listens to block events and inserts them in a messaging queue to be processed later by Caliper's main process. By having a separate process listen continuously to block events, we have completely eliminated occurrence of failed transactions due to missed block events at higher transaction rates.
Load Generation
Caliper is run on all the client machines. Each client sends transactions to a different peer on the Quorum network. In each experiment the send rate is varied starting from 50 transactions per second to 550 tx/sec, which was the maximum capacity for client nodes used in our experiments. The total load on the Quorum network ranges from 150 tx/sec to 1650 tx/sec. Each client sends transactions at a specified send rate, halts for 5 secs, and starts the next round. The experiment is repeated for three rounds. At the end of the third round, an average of the throughput and latencies is calculated. The blockchain network is subject to a maximum of 49500 total transactions. We also monitor the CPU utilization and memory consumed on the peers for the duration of the experiment.
Workloads
For all workloads, a smart contract is deployed and pre-loaded with key-value pairs. We used the following workloads.
• Write-only workload: The write-only workload comprises of all write transactions that update a value for a randomly selected key in the key-value store of the smart contract. Write generates a transaction on the blockchain that requires the consensus algorithm to execute successfully.
• Null workload: The null workload comprises of transactions that call a function within the smart contract that simply returns. The null function skips the processing within the smart contract and therefore represents the baseline cost for the write call. selected keys from the key-value store within the smart contract. Read workload is generated by all clients sending their transactions to a single peer. This design is intentional as reads are served locally by the peer by performing lookups within its local data store. Reads do not generate a transaction on the blockchain.
• Mix workload: Mix workload has a 50-50 mix of reads and writes.
Throughput and Latency Measurements
To evaluate the latency and throughput of the system, it is important to understand how the BlockTime parameter affects the overall latency and throughput of the system. BlockTime parameter provisioned during network setup controls when transactions are batched into blocks. 3.6.1. Tuning Block time. In Quorum, with RAFT consensus, the default block time is set to 50 ms. To understand how block time affects throughput and latency, we recorded latency and throughput with different block time settings as shown in Table 1 with a moderate input transaction rate of 750 tx/sec. It is seen from the results that the throughput is more or less constant and is not affected by the block time setting 1 . The transaction latencies however increase when the block time is increased. The latencies increase due to the increased time needed to include the transaction in the 1. Note that the resulting throughput numbers are slightly higher than the input transaction rates in some cases. This is because of transaction confirmations clustering together, shortening the time window between the first and last transaction confirmed leading to a slightly higher throughput number.
block. Therefore block time can be tuned based on latency sensitivity of applications. For IBFT, the default block time setting is 1 sec, which is the minimum block time setting available.
Latency and Throughput with RAFT Consensus.
RAFT is the default consensus algorithm used with Quorum for systems that do not need Byzantine fault tolerance. Figure 2 shows the latency and throughput measurements for all the four workloads. Each workload except for the readonly workload, has two plots. One with BlockTime 100ms (shown as BT-100) and the other with BlockTime 1000ms (shown as BT-1000) in the figure. The maximum load of 1650 tx/sec was generated on the blockchain network with three clients, each generating a load of upto 550 tx/sec.
The results show that for the given transaction rates, all workloads scale linearly for the entire range indicating that Quorum has good scaling characteristics. The latencies however show interesting variations for different workloads. As expected, the read workload exhibits the least latency as it is a local lookup from the Quorum peer's key-value store and does not involve transaction ordering and consensus. Null and write workload latencies are mainly dependent on the block time parameter setting. Both curves follow each other very closely indicating that the actual time taken for performing the update operation is very small. It is important to note here that the write workload has transactions that update only a single entry in the smart contract key-value store. The write and null workloads with the block time of 1000 ms have the highest latencies. The mix workload has a 50-50 mix of reads and writes and therefore falls appropriately in the expected latency range. Figure 3 shows the throughput and latency comparison between RAFT and IBFT. It is seen from the results that IBFT actually provides slightly higher throughput up until an input load of 1500 tx/sec, which is contrary to the expectation. RAFT starts to perform slightly better when the load is increased beyond 1650 tx/sec. Both algorithms scale quite well with RAFT gaining a slight advantage for very high input transaction rates. The transaction latencies however are significantly higher for IBFT consensus. For most data points IBFT latencies are almost double or more than double despite both RAFT and IBFT having the same block time setting of 1 sec.
Public versus Private Contracts. Private contracts in
Quorum involve additional encryption/decryption operations and secure communication overhead between peers. This feature was built to support transaction privacy where a subset of parties transacting with each other within a large consortium can do so without others having any knowledge of the private transactions. In this case, the privately transacting parties will have to deploy a private smart contract that will be stored and run only on the peers that are counterparties to the transaction. The goal of this experiment was to measure the throughput and latency of the system when private contracts are deployed instead of public contracts. Our controlled workloads described so far use public smart contracts.
For these set of experiments, we deployed a private contract between all the peers. Latency and throughput is measured by using the write workload which invokes methods within the private contract. Figure 4 shows the throughput and latency measurements for the write workload with RAFT and IBFT consensus. RAFT experiments were conducted with Block time of 100 ms and 1000 ms.
The results show that the throughput is comparable for all settings with public contracts up until an input transaction rate of 600 tx/sec. If the load is increased further, the throughput starts to degrade. This is probably due to the increased messaging overhead between the nodes and the cryptographic operations involved in encrypting/decrypting confidential transactions. We also found that for the RAFT experiment with the block time of 100 ms, when the input transaction rate is increased beyond 600 tx/sec, errors are encountered. Upon further investigation, we realized that it is a bug in the Quorum code pertaining to inappropriate handling of file descriptors, where the code eventually runs into not enough file descriptors available scenario. Assigned file descriptors are allocated but not correctly released in the current version of the Quorum code. While we have reported this issue to the Quorum team, the fix is pending and therefore, we were unable to conduct further experiments with higher loads using this setting. The maximum load that private contracts could handle was 900 tx/sec. Increasing the load beyond this point leads to consensus failure.
Micro-benchmarking Experiments
In these set of experiments, we use three custom-built micro-benchmarks that study other parameters that affect transaction latencies. The micro-benchmarks measure latencies by altering the number of reads and writes performed by transactions, conducting reads and writes on different size key-value stores and transacting with different sized transaction and event payloads. For each of the experiment described below, we run the micro-benchmarks and record transaction latencies averaged across a large number of runs. These experiments used only a single client to submit transactions and a single peer. The smart contract generates an event to notify the client of completion of the operation. End-to-end latencies are measured by sending one transaction at a time. All micro-benchmarks use the RAFT consensus with a block time of 1 ms 2 .
Read Set and Write Set Size
This micro-benchmark measures transaction latencies by varying the number of key-values read (read-set) and the number of key-values written (write-set). The goal is to understand how the size of the read-set and the write-set affects transaction latencies. The key-value store within the smart contract is initialized prior to the experiment. The client invokes a smart contract method causing it to generate the desired numbers of reads or writes. Figure 5 shows the latencies increase with increasing size of read-set and write-set as expected. The total latency however increases significantly when 1 million entries are written while the increase is not as sharp when 1 million 2. Block time of 1 ms is the minimum setting for RAFT. We use the minimum setting to prevent the block time from factoring into and/or (dominating) the actual transaction latency. entries are read. We were unable to carry out the experiment by further increasing the size of the write-set as it led to a failure in the RAFT consensus mechanism [6] . This is a current limitation in Quorum.
Smart contract Key Value Store Size
This micro-benchmark measures the transaction latencies when reads and writes are performed with different sizes of key-value stores. In real applications that store application related data, the smart contract key-value store might grow over a period of time. This would essentially tell us if the read-write latency would degrade when the size of the key-value store increase significantly over time. We prepopulated smart contract data ranging from 1000 entries to 1 million entries in different experiments. The reads and writes were uniformly spread across the entire data set. The experiment was repeated for different key-value store sizes. Figure 6 shows that reads and writes are highly optimized and relatively unaffected by the key-value store size up to 1 Million entries. 
Transaction and Event Payload Sizes
This micro-benchmark measures the latencies by varying the transaction and event payload sizes. Transaction payload is the payload passed to the smart contract method when invoking it. In Quorum, the maximum transaction payload size is 32KB. Therefore, we use payload sizes in increments of 10 KB to see their effect on transaction latencies. Event payload is the payload passed from the smart contract to the event listener. This is a separate experiment which sends different sizes of event payloads. Table 2 summarizes the findings in both sets of experiments. The results show that the transaction latencies increase with each 10KB increase in the payload. The transaction latency increases by 25.23% when the transaction payload size is increased from 1 KB to 30KB and the transaction latency increases by 22.4% when the event payload is increased from 1KB to 30KB. Therefore, application designers need to take that into consideration when designing transaction and event payloads.
Related Work
Blockbench is a framework proposed for benchmarking the performance of private blockchain platforms [12] . In the Blockbench paper, the focus is on performance comparison of Fabric (v 0.6), Ethereum and Parity [22] . Some performance results are available recently from a paper published by the developers of Hyperledger Fabric [1] . To the best of our knowledge, this is the first paper that does a thorough performance evaluation of the Quorum blockchain platform.
The Caliper tool [25] was developed by Huawei Technologies to measure the throughput and latency of permissioned blockchain platforms. We have built a Quorum plugin for Caliper to measure the latency and throughput results described in this paper. Caliper is now incubated and is part of the Hyperledger project [10] . Other works in this field are focussed on improving the security, performance and scaling issues of public blockchains such as Bitcoin and Ethereum and other cryptocurrency platforms [13] , [16] , [17] , [20] , [24] . The design challenges in public platforms are quite different from the involved in building permissioned platforms and therefore direct comparison of performance between the two is not accurate.
Conclusions
In this paper, we studied the performance characteristics of the Quorum blockchain platform. Quorum by default offers RAFT and IBFT for crash and Byzantine fault tolerance respectively. While it scales linearly for all workloads for the transaction send rates that we test for (upto 2100 tx/sec), the primary difference is in the transaction latencies. While reads have the lowest latencies, latencies of null and write workloads are largely dependent on the block time parameter (as expected). In case of the RAFT consensus algorithm, the throughput of the system does not change much by lengthening the block time, however latencies increase proportionately. RAFT and IBFT are comparable in terms of throughput except that RAFT performs slightly better at higher input transaction rates above 1650 tx/sec and IBFT slightly over performs RAFT for lower transaction rates, quite contrary to our expectation.
Private contracts in Quorum result in lower throughput at higher load on the system due to extra overhead involved in secure communication and encryption/decryption operations employed between peers for confidentiality. The throughput is lower compared to public contracts when the input transaction rate increases beyond 600 tx/sec. The maximum achievable load on the system was 900 tx/sec beyond which the system failed to reach consensus.
Through our micro-benchmarking experiments, we showed that transaction latencies increase with increasing number of reads and writes in the smart contract as expected but showed that write latencies increase significantly when write set is as large as 1 million (Section 4.1). Quorum provides a maximum payload size for transactions and events of 32KB for applications. Transaction latencies increase by 22%-25% when the transaction or event payloads are increased from 1 KB to 30 KB (Section 4.3). Read and write latencies are relatively unaffected by the size of the data stored in the smart contract (Section 4.2). Therefore application developers can have considerable flexibility while choosing data set sizes and increasing key-value store sizes over time for applications are unlikely to degrade the performance of read and write operations.
