Introduction
Let [n] = {1, 2, . . . , n} be a set with n elements, and let 2 [n] denote the poset of all subsets of [n] ordered by inclusion. In other words, 2 [n] is the Boolean lattice of order n or the n-dimensional hypercube. It is easy (for example using a symmetric chain decomposition [1, Theorem 3.1.1]) to find n disjoint skipless (saturated) symmetric chains of length n − 2, that is n disjoint chains that have exactly one element from each rank starting with an element of rank 1 and ending with an element of rank n − 1. What if you start by finding k such symmetric chains without any prior plan, and only making sure that each new symmetric chain is disjoint from the ones before? Will you then be able to find an additional n − k disjoint symmetric chains or might you get stuck at some point? In this paper we show that as long as k ≤ n − 3, you will be able to complete the project. Moreover, it is possible that given n − 1 disjoint skipless chains of length n − 2 in 2 [n] , there is no other such chains disjoint from the given collection, and given any n − 2 such chains it is always possible to find at least one more (but maybe not two more).
Recall that a cutset in a poset is a subset of the poset that meets every maximal chain [4, 7] . In the above situation the non-existence of any more disjoint skipless symmetric chains of length n − 2 is equivalent to saying that the subsets in the given symmetric chains form a cutset for 2 [n] . In other words our results imply that there is a cutset of 2 [n] consisting of n − 1 disjoint skipless symmetric chains of length n − 2 while there is no such cutset consisting of n − 2 such chains. Problems related to chains and cutsets in the n-dimensional hypercube have been the object of much study [2, 4, 5, 6, 7, 8, 9, 10, 12, 11] .
Faces of the hypercube
Let L ⊆ [n] with |L| = n − k, and let I ⊆ L. Now define a subset of 2 [n] as follows:
Q L,I is called a k-face of 2 [n] . In other words, Q L,I is the collection of subsets of [n] that contain every element of I and do not contain any element of L−I (see [3] ). For example, for n = 6, the collection of all subsets of [n] that include 2 but do not contain 4 is a 4-face, with L = {2, 4} and I = {2}. It is clear that each k-face of 2 [n] is isomorphic (as a poset) to 2 [k] . For a given L ⊆ [n], it is immediate that the collection of k-faces
. On the other hand, we can define a natural partial order on Q L by defining Q L,I ≤ Q L,J if and only if I ⊆ J. Since in the definition of Q L , I can range over all subsets of a set with n − k elements, we have that
A cutset of n − 1 symmetric chains
, one can find n − 1 disjoint skipless symmetric chains of length n − 2 that form a cutset. In other words, given these n − 1, chains it is not possible to find another skipless symmetric chain of length n − 2 disjoint from them.
Construction. To construct an example, let x be an arbitrary element of [n] , and consider the (n − 1)-face Q {x},∅ , which consists of all subsets of [n] which do not contain x. This is isomorphic to 2 [n−1] and hence one can find n − 1 disjoint skipless symmetric chains of length n − 3 in Q {x},∅ . These chains begin with elements of rank 1, and end with elements of rank n − 2. Now extend each one of these chains as follows: If C is the subset of rank n − 2 in the chain, then add the subset C ∪ {x} to the chain. In this way we have n − 1 disjoint skipless symmetric chains of length n − 2 in 2 [n] and, moreover, the only sets of rank 1 and rank n − 1 that are not in any of these chains are {x} and [n] − {x}, respectively. Clearly one cannot find another chain that contains both of these. 2 n − 2 chains cannot form a cutset Theorem 2 Let n ≥ 2. Given any m skipless chains in 2 [n] where m ≤ n − 2, we can find at least one skipless symmetric chain of length n − 2 which is disjoint from all the given ones.
Proof. Since the object of the theorem is to produce symmetric chains of length n − 2, the empty set and the full set [n] are irrelevant and we can assume that none of the given chains contain them. We induct on n. Cases n = 2 and n = 3 are trivial. For n = 4 we use a simple counting argument. We find (for example, using the inclusion-exclusion principle) that at most 11 maximal chains intersect any one of the chains, and hence the given two chains at most intersect 22 maximal chains. This leaves at least 24 − 22 = 2 maximal chains, and thus no two skipless chains in 2 [4] can form a cutset.
For the inductive step, assume that n ≥ 5, and that the statement is true for all values less than n. Since the number of chains is no more than n − 2, it is easy to see that there are at least two distinct elements x, y ∈ [n] such that {x}, {y} and {x, y} do not belong to any of the given chains. Let L = {x, y}, and we consider all (n − 2)-faces of 2 [n] associated with L. To facilitate the proof we assign a color to the elements of each of these faces as follows:
Color all elements of Q L,∅ black, elements of Q L,{x} red, elements of Q L,{y} blue, and elements of Q L,L white. As was mentioned above, these sets partition 2 [n] , and each is isomorphic to 2 [n−2] . In addition, Q L which consists of these four collections of subsets is itself isomorphic to 2 [2] . and |B| = |A| + 1. Now if A is black, then B is either black, red or blue (but not white), if A is red (blue), then B is either red (blue) or white, and if A is white, then so is B. In other words as we go up a chain the color of the elements fade! Given a skipless chain in 2 [n] , we call it red (blue) if it has at least one red (blue) node. No chain can be both red and blue, but there may be chains that are neither red nor blue. We will also let R = [n] − {y} and B = [n] − {x} be the unique subsets of [n] of size n − 1 that are respectively red and blue. We will distinguish two cases:
Case 1: Neither R nor B are contained in any of the given chains.
Since n ≥ 5 implies that 2(n − 3) > n − 2, by the pigeon-hole principle, we are given at most n − 4 blue chains or at most n − 4 red chains. Without loss of generality, suppose that we have at most n − 4 given red chains. Now Q L,{x} , that is the red subsets of [n], are isomorphic to 2 [n−2] , and thus by the inductive hypothesis there is in Q L,{x} a skipless symmetric chain C of length n − 4 which is disjoint from all the given red chains. C consists completely of red elements and hence it is disjoint from all of the given chains. Since neither R nor {x} belong to any of the given chains, we can extend C by adding R and {x} to get the desired skipless symmetric chain of length n − 2 in 2 [n] .
Case 2: At least one of R or B is contained in one of the given chains. Without loss of generality we can assume that R is contained in one of the given chains. The chain that contains R must consist entirely of black and red elements, and hence at least one of the given chains has no blue and no white elements. The collection of all blue and white elements of 2 [n] is exactly Q {y},{y} . This is an n − 1 face of 2 [n] and is thus isomorphic to 2 [n−1] . From among the given chains, at most n − 3 are in Q {y},{y} . By the inductive hypothesis there exists in Q {y},{y} a skipless symmetric chain C of length n − 3 that is disjoint from all the blue and white elements of the given chains, and hence is disjoint from all of the given chains. Extend C by adding {y} to get the desired chain. 2 Proposition 3 Let n ≥ 4. In 2 [n] one can find n − 2 disjoint skipless symmetric chains of length n − 2 with the property that there exists exactly one more skipless symmetric chain of length n − 2 disjoint from them.
Construction. To construct an example, let x and y be two elements of [n] . Consider the (n − 2)-face Q {x,y},∅ , which consists of all subsets of [n] which do not contain x and y. This is isomorphic to 2 [n−2] and hence one can find n − 2 disjoint skipless symmetric chains of length n − 4 in Q {x,y},∅ . These chains begin with elements of rank 1, and end with elements of rank n − 3. Now extend each one of these chains as follows: If C is the subset of rank n − 3 in the chain, then add C ∪ {x} and C ∪ {x, y} to the chain. In this way we have n − 2 disjoint skipless symmetric chains of length n − 2 in 2 [n] and, moreover, all n − 2 sets of rank n − 2 that contain x and do not contain y are contained in the constructed chains. Now it is easy to see that there is no symmetric chain of length n − 2 disjoint from the given ones that contains the node {x}. Any chain disjoint from the given ones that starts with {x} will contain a set at level n − 2 that contains y. Now all the sets at level n − 1 that contain both x and y are taken and hence this chain cannot be extended to level n − 1. 2 n − 3 or fewer chains
In this section we complete our results by showing that, for k ≤ n − 3, given any collection of k skipless symmetric chains of length n − 2, we can find an additional n − k disjoint such chains that are disjoint from the original given collection. The following theorem together with Theorem 2 accomplishes this task.
Theorem 4 Let n ≥ 3. Given any m disjoint skipless chains in 2 [n] where m ≤ n − 3, we can find at least three disjoint skipless symmetric chains of length n − 2 which are disjoint from all the given ones.
Proof. We induct on n. Cases n = 3 and n = 4 are trivial and the case n = 5 can be handled by a simple ad hoc argument. Now let n > 5.
Claim: Without loss of generality we can assume that we are given m disjoint symmetric chains of length n − 2.
Proof of Claim: Since the object of the theorem is to produce three symmetric chains of length n − 2, the empty set and the full set [n] are irrelevant and we can assume that none of the given chains contain them. Now number the given chains 1 through m. In what follows, we will change the list of the given chains, step by step, so that by the end we have a collection of m or fewer disjoint symmetric chains of length n − 2 such that any symmetric chain of length n − 2 that is disjoint from this new collection will also be disjoint from the original collection of chains. At each stage we are careful not to re-use any of the subsets that are in the given (at that particular instant) collection of chains. Start with chain number one:
Assume that |A i | = i. If this chain is symmetric of length n − 2 then move to the next chain, and if it is not then try to extend it downward without using any of the subsets in any of the m given chains. If we can find subsets A 1 , A 2 , . . ., A k−1 not in the given chains such that
then we add these to our chain. If there is no such chain available (i.e., if there is no way to go to level one from A k without intersecting one of the given chains,) then we delete A k from our chain and repeat the same process with A k+1 . If none of the elements of the original chain can be extended downward then we remove the whole chain. We repeat the same process with the other chains in order. After having extended as many of the chains downward as possible, we start with the first chain again (note that the chains might be different than the ones we started out with) and try to extend it upward. Again, we start with the subset in the chain with the most number of elements and try to extend it upward, and if this was not possible, we eliminate this element and will try to extend the chain upward from the second largest subset in the chain. In this way, we either eliminate the first chain or replace it with a symmetric chain of length n − 2. We then repeat the process with the remaining chains. At the end of the process we have m or fewer chains of length n − 2. Now if we can find three additional disjoint symmetric chains of length n − 2 that are disjoint from this new collection of chains, then the same three chains would work for the original collection. This is because the subsets that were eliminated were not in any symmetric chain of length n − 2 that was disjoint from the other chains, and hence none of these subsets could have been used in the three additional chains.
Thus we have no more than n − 3 disjoint skipless chains starting from level one and ending at level n − 1, and so we can always find three elements x, y, z ∈ [n] such that none of the subsets {x}, {y}, {z}, {x, y}, {x, z}, {y, z}, and {x, y, z} are in any of the given chains. Let L = {x, y, z}. We consider all n−3 faces of 2 [n] associated with L, and we color their members as follows: Color all elements of Q L,∅ (i.e., those subsets of [n] that do not contain x, y, or z) black, elements of Q L,{x} (i.e., those subsets of [n] that contain {x} but do not contain y, or z) red , elements of Q L,{y} blue, elements of Q L,{z} yellow, elements of Q L,{x,y} purple, elements of Q L,{x,z} orange, elements of Q L,{y,z} green, and finally the elements of Q L,{x,y,z} (i.e., those subsets of [n] that contain x, y, and z) white.
As an example, in the following figure we have shown the resulting partition of 2 [5] for L = {3, 4, 5}.
As in the proof of Theorem 2, the collection Q L itself forms a poset isomorphic to 2 [3] 
White
We will refer to the colors by their first initial, except for Black which will be denoted by Blk . If C is one of the colors, we denote by C i the collection of all subsets of [n] of color C and with i elements. Thus for example, P n−1 consists of the unique purple subset of size n − 1 (i.e., [n] − {z}), and W 4 is the collection of all the white subsets of size four (i.e., the n−3 1 sets of the form {x, y, z, w} where w ∈ [n]− {x, y, z}.) Since the number of given chains is no more than n − 3, at least three of the subsets of size n − 1 will be open (i.e., do not belong to any of the given chains.) At level n − 1 we have one purple subset, one orange subset, and one green subset. The rest of subsets at this level are white. Thus we can divide the proof into the following four cases:
Case Proof of Case 1: Since every chain that becomes white stays white, in this case we have at most (n − 3) − 3 = n − 6 chains in W . The white elements (i.e., Q L,{x,y,z} ) are isomorphic to 2 [n−3] and hence by the inductive hypothesis there are at least three disjoint skipless chains from elements of W n−1 down to elements of W 4 (which is level one of the white elements). We will complete the proof of this case by showing that it is possible to extend these chains down to the sets {x}, {y}, and {z} at level one of our poset. The elements in W 4 which are in these three chains are {x, y, z, u}, {x, y, z, v}, and {x, y, z, w} where u, v, w ∈ [n] − {x, y, z}. Each one of these contains an element in W 3 , G 3 , O 3 , and P 3 . Now the m given chains start with elements of Blk 1 and thus at most one of them starts with {u} and hence at most one of the four three-element subsets of {x, y, z, u} can be contained in any of the given chains. The same is true for the subsets of {x, y, z, v} and {x, y, z, w}.
Assume that none of the three chains can be extended down to an element of P 3 . This means that all the elements in O 3 and G 3 that are contained in {x, y, z, u}, {x, y, z, v}, and {x, y, z, w} are open, and hence we can extend the three chains downward from W 4 as follows: the first one to O 3 , then O 2 , and then R 1 ; the second one to G 3 , then G 2 , and then Y 1 ; the last one to W 3 , then P 2 , and then to B 1 , and we are done.
Now assume that at least one of the three chains can be extended downward to P 3 . Extend this chain further to P 2 and then to R 1 . Next consider the second chain. Its smallest member has subsets in P 3 , O 3 , and G 3 , and only one of these could have been used by the original given set of chains. Thus this chain can be extended to O 3 or G 3 . Without loss of generality, say that it can be extended to O 3 . Extend it further to O 2 and then to Y 1 . Then extend the last chain to W 3 , then G 2 and then B 1 . Thus the proof of the first case is complete.
Proof of Case 2: Without loss of generality, assume that G n−1 is open. Since three elements of G n−1 ∪ W n−1 are open, at most (n − 2) − 3 = n − 5 elements of G n−1 ∪W n−1 are contained in the given chains. Now since all the chains are of length n − 2, at most n − 5 of the given chains have elements in G or W . Now the green and white elements (i.e., Q {y,z},{y,z} ) form a poset isomorphic to 2 [n−2] and thus by the inductive hypothesis we can find 3 skipless disjoint chains from W n−1 ∪ G n−1 down to W 3 ∪ G 3 . Claim: It is always possible to pick these three chains so that one of them contains W 3 .
Proof of Claim: The only problem could be if all the three chains had ended in G 3 (and none of them ended in W 3 ). In this case we can replace one of these chains with one consisting of all white elements as follows: We know that the white elements form a poset that is isomorphic to 2 [n−3] and we are given at most n − 5 chains that have white elements. Thus by Theorem 2 there exists at least one more chain starting in W 3 and ending in W n−1 . This chain, however, may not be disjoint from the three chains that were guaranteed by the inductive hypothesis. Now start at W 3 and go up this new chain. As soon as you intersect one of the three chains given by the inductive hypothesis switch over to it and go up to W n−1 . Thus you can replace one of the three chains given by the inductive hypothesis with a chain disjoint from all other chains and consisting of only elements in W .
We would like to extend these chains down to R 1 ∪ B 1 ∪ Y 1 . With an argument similar to the proof of case 1, we can extend downward the two chains that contain elements of G 3 to Y 1 and B 1 (the first one via B 2 or Y 2 , and the second one via G 2 ). We can complete the task by extending the third chain downward from W 3 to P 2 to R 2 .
Proof of Case 3: Among the given chains, those that have a purple element will be called P -chains, those that have an orange element will be called O-chains, and those that have a green element will be called G-chains. None of the chains can belong to more than one category. Now at most one of these three categories has more than n − 5 of the given chains. This is because for n > 5 we have (n − 4) + (n − 4) = 2n − 8 > n − 3. Without loss of generality assume that neither the number of O-chains nor the number of G-chains is more than n − 5. Now the orange and green elements each form a poset isomorphic to 2 [n−3] and thus by Theorem 2 we can find one new chain from O n−1 down to O 2 and one new chain from G n−1 to G 2 . We also note that the combined collection of purple, blue, red, and black elements (which is Q {z},∅ ) form a poset isomorphic to 2 [n−1] and with at most n − 3 chains in it. Thus again by Theorem 2 there is another chain from P n−1 down to either R 1 or B 1 . Without loss of generality say that this third chain comes down to R 1 . Then extend the first chain from O 2 to Y 1 and the second chain from G 2 to B 1 , and the proof of this case is complete.
Proof of Case 4: Without loss of generality, assume that the two elements of O n−1 ∪G n−1 are open as well as exactly one element of W n−1 . This means that there are exactly n − 4 chains with elements in Y , O, G, or W . These elements form a poset isomorphic to 2 [n−1] and hence by induction we know that there are three disjoint chains from elements of O n−1 ∪ G n−1 ∪ W n−1 down to elements of Y 2 ∪ O 2 ∪ G 2 . Chain one comes from G n−1 to either G 2 or an element of Y 2 . Chain two comes from O n−1 to either O 2 or an element of Y 2 . Chain three comes from an open element of W n−1 down to either G 2 , O 2 , or an element of Y 2 . We need to show that we can find three such chains that can be extended to R 1 , B 1 and Y 1 . We may have a lot of choices for these three chains. If that is so, pick a collection of three chains according to the following priorities: Our first priority is that chain one goes to G 2 , our second priority is that chain two goes to O 2 , our third priority is that chain three goes to G 2 , and our fourth priority is that chain three goes to O 2 . Try to satisfy the priorities in order specified.
Claim: Either the first or the third priority will be satisfied.
Proof of Claim: There are n − 4 chains with white or green elements and these elements form a poset isomorphic to 2 [n−2] , and thus, by Theorem 2 and the fact that G 2 is open, we can find a chain from G 2 up to either G n−1 or an open element of W n−1 which is disjoint from the given chains. As we go up this chain, we will intersect either chain one or chain three. From the first point of intersection, switch to chain one or chain three, and in this way get a chain disjoint from the other two that goes down to G 2 . Thus when you were picking the collection of three sets either priority one or priority three could have been satisfied.
Claim: If the first priority is satisfied then we are done. Proof of Claim: Assume that one of the chains goes from G n−1 to G 2 . Now repeat the argument in the proof of the previous claim for the white and orange elements. We can conclude that either the second or the fourth priority will be satisfied. Thus the three chains end at G 2 , O 2 and one element of Y 2 . It is clear that these three chains can be extended down to open elements in level one.
Claim: If the second priority is satisfied then we are done. Proof of the Claim: We can assume that the first priority is not satisfied and the second is. Thus chain one goes from G n−1 to Y 2 , chain two ends in O 2 and chain three goes from an open element of W n−1 to G 2 . It is again clear that these three can be extended down to open elements in level one.
Claim: Either the first or the second priority is satisfied.
Proof of Claim:
The only case left is if both the first and the second chains end in an element of Y 2 and the third chain ends in G 2 . Since priority one and priority two are not satisfied, it must not have been possible to find a chain from O n−1 to O 2 . By Theorem 2 there must be n−4 chains that have orange elements. But there were at most n − 4 chains with yellow, orange, green or white elements. Thus among the given chains none of them have any green elements, and thus it is possible to find a chain from G n−1 down to G 2 . By Theorem 2 there is also a chain from an open element of W n−1 down to O 2 since the white and orange elements form a poset isomorphic to 2 [n−2] which has n − 4 chains in it, and there is no chain from O n−1 to O 2 . Replace chains one and three with these two chains and you would have satisfied the first priority.
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