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Abstract--Some authors proposed to approximate the solutions of delay-differential equations by 
ordinary differential equations to eliminate in part the difficulties presented by time-delays. This technique, 
termed the chain method, and its modified version are discussed in this paper for general nonlinear time 
dependent delay differential equations. The modified version is based on some heuristic approximation i  
biological modelling and the difference in properties of the original and the new modified, approximation 
techniques i demonstrated on a delay differential equation of an epidemic model. 
1. INTRODUCTION 
One possible way of investigation, as well as numerical solutions of a retarded or functional 
differential equation, is to approximate the solutions by the solutions of an appropriately chosen 
system of ordinary differential equations or a sequence of such systems. This method is useful 
because, among others, the infinite dimensional phase space of functional differential equations i
replaced by a finite dimensional space, or the numerical solutions of the original equation is reduced 
to the numerical solution of ordinary differential equations. 
Investigating stability of delay differential equations, in 1965 Repin [1] gave a method ensuring 
the arbitrarily close approximation of any sufficiently smooth solution of a delay differential 
equation by corresponding solutions of associated ordinary differential equations. The method 
avoids the difficulties arising from the gap between infinite and finite dimensional phase spaces by 
increasing the precision of approximation through increasing the number of ordinary differential 
equations in the approximating system. The technique termed the chain method has been proved 
by Janushevskij [2] to approximate the characteristic quasipolynomial of linear autonomous 
retarded equations by the characteristic polynomials of the approximating ordinary equations. So 
he could use this method to extend some known results for control systems described by ordinary 
differential equations to control systems with time lags, both in the time and frequency domain. 
The applicability of the chain method in numerical computations and in the modelling of biologic 
processes was demonstrated by Banks [3]. Based on the paper of Banks, an der Heiden [4] pointed 
out an interesting connection between a hemokinetic and an enzyme synthesis model, showing that 
the latter can be considered as the chain method approximation of the former. 
Combining the basic idea of the chain method with spline theory Banks and Kappel [5] gave 
a more general approximation technique. Their scheme reduces to the chain method when choosing 
0th order spline (i.e. step functions). 
Based on some heuristic approximations in biologic ompartmental modelling (in particular, that 
in the paper [6]), this author and his co-workers [7, 8] gave another kind of generalization of the 
chain method. This generalization makes possible, in particular, to establish a connection between 
the usual nondelay compartmental systems [9] and the so-called compartmental systems with pipes, 
described by delay differential equations (see for example Refs [10-13]). 
It was shown in papers [7, 8] that for linear autonomous equations with delays the new 
approximation technique yields the same approximation as the chain method of Repin, so the 
results obtained in Refs [2, 3, 5] ensure the convergence of the new method in that case. 
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In the nonlinear case, however, there is no analytic relation between the two approximation 
techniques, and the fact of convergence is supported only by some computer simulation results. 
In this paper, starting with a basic proposition from a previous paper about the approximation 
of nonlinear partial differential equations by the method of lines [14], the author gives convergence 
theorems both for the chain method of Repin and for the new approximation technique. 
The proofs of the obtained convergence r sults can be considered elementary as they rely only 
on the commonly used Gronwall inequality and logarithmic norms of matrices. A new point 
compared to the results in the papers [1-3, 5] is that here in constructing the approximating 
equations, time-dependent delays are taken into account. 
The approximation method introduced in connection with delay compartmental systems will be 
presented only in the case of scalar equations important in population and epidemic models and, 
at the same time, a new convergence theorem will also be proven. The difference in the properties 
of the two approximation techniques will be demonstrated by investigating the equilibrium states 
of the original and the approximating differential equations. 
2. SOME NOTATIONS,  DEF IN IT IONS AND PROPOSIT IONS 
In this paper, R" denotes the space of n-vectors and for any x ~ R", 4xl denotes the norm of x. 
The set o fn  by n matrices is denoted by R "×" and the norm ofA = (a~j) ~ R "×" is denoted by IA I. 
Let to, T be given such that - ~ < to < T < ~ and let 7 be a given continuous function on [to, T) 
with the following properties: 
7 (0>0,  (to <. t < T) 
and t - 7(0 is monotone nondecreasing for t ~ [to, T). 
For any function x:[to - 7(t0), T) ~ R" and t/> to, we shall let x, denote a translation of the 
restriction of x to the interval It -7 ( t ) ,  t]; more specifically, x , : [ -7( t ) ,  0] ~ R" is defined by 
x r (s )=x( t+s) ,  -7 (0~<s~<0.  
Let us denote by C([a, b], R") the space of continuous functions 4~:[a, b] ~ R" with the norm 
limb IIr,,,hl = max I~b(s)l 
a<~s<~b 
and let C, = C([ -~(t ) ,  0], R~). 
L([a, b], R") denotes the Banach space of those functions which are integrable on [a, b] and 
L, = L ( [ -~( t ) ,  0], R"). 
If F(t, .): D, ~ R n is a given function for any fixed t ~ [to, T), where D, is a subset of the collection 
of functions 4~:[-7(t), 0]--, R", we say that the relation 
x(t) = F(t, x,) (l) 
is a retarded functional differential equation. 
Definition 2.1 
We say that x:[to - 7(t0), T)---~ R" is a solution of equation (1) i fx is continuous on [to - 7(t0), T), 
continuously differentiable on [to, T) and it satisfies equation (1) on the latter interval; 
x: [t o - 7(t0) , T)---. R" 
is a Carath6odory type solution of equation (1) if x is Lebesgue integrable on [t0-~(t0), to], 
absolutely continuous on [to, T) and it satisfies equation (1) almost everywhere on the latter 
interval; 
x: [t o - 7(t0), T) ---. R" 
is a smooth solution of equation (1) if x is a solution of equation (1) and it is continuously 
differentiable on [ to-  7(t0), T). 
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Remark 2.1 
Any solution of equation (1) is a Carath6odory type solution, too. Moreover, we say that 
x = x(t0, qJ) is a solution (Carath6odory type solution) of equation (1) belonging to initial function 
4:[t0-V(t0), R"), if x(t0,4) is a solution (Carath6odory type solution) of equation (1) and 
X,o(to, ¢) = 4. 
Remark 2.2 
It is very easy to see that any Carath6odory solution x(t0, 4)  (4 e L, 0 is a given initial function) 
is a solution of the following: 
x(t) = q~(0) + F(s, xs) ds, to ~< t < T, (2) 
Xt 0 ~ 4 ,  
and conversely, any solution of equations (2) is a Carath6odory solution of equation (1). 
Now, we give two existence and uniqueness results which can be proved with some obvious 
modifications in the proofs of some similar results in Refs [15-17]. 
Proposition 2.1 
Assume that the family of functions F(t,.):C,--~R n, (to ~< t < T), satisfies the following 
conditions: 
(i) for any x e C([t0 - )'(to), T), Rn), F(t, x,) is a continuous function on [to, T); 
(ii) for any (t, x), (t, y) e [to, T) x C([to - )'(to), T), Rn), 
IF(t, y,) - F(t, x,)l ~< re(t)II Y, -- x, II E~,).0J, to ~< t < T, (3) 
where m(t)>i 0 is a continuous function. 
Then for any 4 ~ Co, equation (1) has exactly one solution x(t0, 4) belonging to 4 and for any 
4 ~C,o: 
I; ] ]X(to, d~)(t)-X(to, O)(t)l ~< ]lO -~ '  I]l_,~,),,jexp m(s)ds , to<t < T (4) 0 
Proof. The proof of this proposition can be done by application of Schauder's fixed point 
theorem and Gronwall's lemma, similar to the proof of analogous theorems in Refs [16, 17]. 
Proposition 2.2 
Assume that the functional family F(t, .): L, ~ Rn(t, <~ t < T), satisfies the conditions: 
(i) for any locally integrable function x : [ t0-  )'(to), T)---*R ~, F(t, x,) is locally 
integrable on [to, 7'); 
(ii) for any locally integrable x, y: [to - )'(to), T) ---* R", 
IF(t, x,) - F(t, Yt)J ~< re(t) I x,(-)',(t)) - y,(-)'i(t))[ 
i 
f0 t + Ix , ( s ) -y , ( s ) lds ,  (5) 
- ~(t) 
where m(t) >1 0 is a continuous function, )'i(t) is differentiable on [to, T) moreover 
0 <~ )'i(t) <~ )'(t), 
) ' ,U)~<l-e,  ) 't0~<t<T, i=0 ,  N), and ee(0,1) .  
Then, for any 4 e L,0 equation (1) has exactly one Carath6odory solution x(t0, 4)  belonging to 
4 and for any Tie [to, T), 
I] X(to, 4)  - x(t0, ~k)lit,o, r l ~ 0, (6) 
C.A.M,W.A. 16/3~B 
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0 
14,(0) - 0 (o)1  + 14,(s) - ~(s ) l  ds  ----~ 0.  
- y(to) 
(7) 
where for i = 0, N, 
1 
Ci = sup m,(u), mr(u)- (u)m(z.l(u)), to<~U < T, 
t o - Y(to) <~ u <~ r 0 ~t ( ,  C ~- I 
and 
~f 
+?l  
CN+~=mN+l(to), m~+l(u)= m(s)ds, to<~u<T. 
Now we consider two arbitrary solutions x = x(t0, 4,) and y = y(to, ~,), (4,, ~, e L,o), and we extend 
these solutions for [ to -  ?~, to-?( to)]  so that 
x ( t )=y( t )=0,  t0 -? l~<t~to-? ( to ) .  
Then from condition (5), we have 
f_ IF(t, x,) - F(t, Y,)I ~< m(t) Ix , ( -  ?,(t)) - Y,(-  ?r(t))l + I x,(s) - y,(s)l ds, rff i0 el 
and thus equation (2), which is equivalent o equation (1), yields that +; fo } 
Ix(t) - y(t)l ~< 14, (0) - ~'(0)1 re(u) Ix~(-?,(u)) - yu(-?,(u)) l  + Ixu(s) - y~(s)lds du. 
o i - ? t  
[I x(t ,  4,) - X(to, ¢)I1.o, ~--' o. (8) 
if 4,, ~ e L,o are such that condition (7) holds and 
?g= sup 7( t )<~,  m(t)dt<oo. (9) 
to <<" t < T 0 
Proof. The existence and uniqueness of the solution X(to, 4,) is a consequence of  Section 2.6 from 
Ref. [15]. 
Now, let us consider t o < T~ < T, 
?~= sup ?(t), %(O=t--Ti(t), t 0~<t<T,  
to <~ t <~ T I 
and let z : [ t0 -?~,  Td-oR+ be a locally integrable function. Then with some quite elementary 
manipulations, we have: 
o m(u)z(zi(u))du= fw'(') 1 m(rF'(v))z(v)dv 
dv,.o~ rr(~ -~ (v) fo ; 
<~ ci z(to + u) du + m,(u)z(u) du, i = 0, N, (10) 
-- ~i(lO ) 0 
and 
f:{ f_ } ) re(r) z(z+s)ds dr= m(u-s)z(u)du ds 0 Yl --}'1 0 +s  ;o(;o ) ;o( ;  ) 
<~ m(u-s)z(u)du ds+ m(u-s)z(u)du ds 
--Yl +s --Yl 0 
<~CN+~ Z(to+u)du mN+~(u)z(u)du, to<~t<rt, (11) 
--71 0 
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Using equations (10) and (11), we have 
Ix ( t ) -y ( t ) l  <~k,.,+ m,(u)lx(u)-y(u)ldu, to<~t <~ T, 
dto i=O 
where 
N f0 f,, 
k,., = I~(0) - ¢'(0)1 + ~ Ci IX,o(U) -y,o(U)ldu + CN+I IX,o(U) -- y,o(u)ldu 
i = 0 d - -7 i ( to )  ?l 
-<max{, [..,o, - .,o,. + Lo..,u, .,u, ] 
From this, by Gronwall's inequality, we obtain 
[x(t)-y(t)l<~k,.,exp ~m,(u)du, on [to, T.]. (12) 
0 i f0  
However, this inequality is valid on [to, T) if equation (9) holds; moreover, in this case 
ff mi(u)du<oo, i =0, N+ 1. 0 
Thus, conditions (6) and (8) are evident corollaries of inequality (12). Now we prove the following 
useful lemma. 
Lemma 2. I 
Let 
G:C([-r,O],R")--*R", 0<r<~,  
be a continuous function and 
[G(~) - G(¢,) [ ~< K II ÷ - ¢' II t-,.oj, (13) 
for any ~, ~, ~ C( [ - r ,  0], R"), where K > 0 is a constant. Then the set 
SG = {#P ~ C ' ( [ - r ,  0], R" ) :~(0 - )  = G(~)}  
is dense in C([-r, 0], R"). 
Proof. The proof will be complete if we prove that S~ is dense in C~([-r, 0], R") since this set 
is dense in C([-r, 0], R"). 
Let ~ e C~([-r,O],R ") be an arbitrary fixed function and 6 e(0, r) an arbitrary real number, 
moreover let us define z ~6) by 
z~6)(t)=f![G(dP)-~(O-)](t°+6-t)', to+6t°<~t<~t°+~<t <~to r. (14) 
Then, using condition (13), we get that the equation 
{ ~(6)(t) = G(x[~ )) + z(6)(t), t o ~< t ~< t o + r, x[~ = ~b, (15) 
has exactly one solution x(6)(t0, ~) on [to - r, to + r), where xt~) is defined by x~)(s) = x(6)(t + s), 
- r  ~<s ~<0. 
From equation (15), we get 
f, Ix[,~)(s) - x},6o~](s) I ~< I xtf~(s) - x(6,(to) I + I G(xt,6~) - #6)(u)ldu 
, / to 
+ IG(xt~t)--G(x[¢~ol)ldu, to<~t+s<~to+r. 
0 
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This and inequality (13) yields 
;/ (,~) I x~,~ (~) - x[,~(s)l ~< k~ + K II x [2~ - x[,~0~ I1~_~,0~ d~, 
o 
thus,  since X[~o~l(s)= 4~(s), we have 
-., O) [u] A,  - -  ~ Ill-r. 01 ~< k÷ "4- II x ¢~) - 4~ lit r, 0] du, 
o 
where 
to~<t~<to+r, 
k~ : II ¢ - ¢ (0 )  II t-r, ol + r(I G(¢)  I + I G(~b) - 4~(0- )1) .  
From the last inequality, by Gronwall's lemma, we have 
II ~a)i,~ - v'~ lit-r. 01 ~< k# exp(K(/-- to)), to <~ t <~ to + r 
thus 
O~a)(u )=.,C~) (u)=xta) ( to+6+u) ,  - r~<u~<0.  [t o + a] 
Then ~,~a)(u) is continuously differentiable on - r  ~< u ~ -3  and on this interval ~ ~a)(u) = ~ (6 + u). 
On the other hand, ~,~)(u) is continuously differentiable on -6  < u < 0 and 
~aJ(u) = x¢~(to + 6 + u) = G(Xt,o+a+~l ) + z~a)(to + 6 + u). (17) 
From these, using equation (14), we obtain 
¢~)( -a  +) = G(Xt,o0 + #' ( to )  = 4; (0 - )  = q; ~( -a  - ) .  
This implies that ~,~a)(u) is a continuously differentiable function on [ - r ,  0] and from equation (17), 
q)~a)(0--) = G(xv0+a]) + z@(to + 6) = G(~a'), 
that is, for any 6 6 (0, r) the function ~ belongs to S~. Equations (15) and (16) yield 
m = sup max I~(a)(u)l < o0, 
0~<3~<r to--r~<u~<to+r 
I IC+>-<~l l : [ I x  (+) -x(all lt_r.ol~m'6---, 'O, as 6---,0. (18) [t o + 6] [to] 
This means that for the arbitrarily fixed 4~ e C~([-r,  0], R") there exists a function series q,~)~ Sc 
such that condition (18) holds. Thus, S~ is dense in Cl( [ - r ,  0], R"). 
Remark 2.3 
The statement of Lemma 2.1 remains valid if we replace the condition (13) by the following 
weaker one: for any $ E C( [ - r ,  0], R") the initial value problem 
x(°)(t) = G(x[t~)), t o ~< t ~< to + ro, 
x(O) = ~,  
[to] 
has exactly one solution on [to - r, to + r0], where ro > 0 is a fixed real number. In this case we cannot 
use Gronwall's inequality. But instead of this, using Schauder's fixed point theorem in the same 
way as in Lemma 2.3 in Ref. [15], we get that for any small enough 6 > 0 the solution x ¢) of 
equation (15) exists and 
sup II vl~) v~o~ ,, - At,i II t-r, ol < ~.  
0~<6~<3 o 
After this, all steps of the proof of Lemma 2.1 apply without change. 
Let us define 
and thus 
sup j[ x ~a) (16) t r,O] < 0(3. 
O~<fi~<r 
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Now, using Lemma 2.1 we prove the most important results of this section. 
Proposition 2.3 
If conditions (i) and (ii) of Proposition 2.1 are satisfied, then for any solution x of equation (1) 
there exists a sequence of smooth solutions x tk), (k i> 1), of equation (1) such that 
sup [x(t)--x~k)(t)[-+0, as k - -~+~,  (19) 
t o - )'(t 0) ~< t ~< T I 
for any T~ e [to, T). If, in addition to conditions (i) and (ii) in Proposition 2.1, we suppose 
f, ~ < oo, (20) re( t )  dt o
then 
sup [X(t)--x(k)(t)}---~O, k---+ +oo. (21) 
t O - ),(tO) ~< t < T 
Proof Let x be an arbitrary fixed solution on [to- ?(to), T) and ~ = x,0. Then by Lemma 2.1, 
we have the existence of a function sequence {~k)}~=~ such that ~btk)~ S~, where 
G( ' )=F( t0 , ' )  and [14,~k)-4,  l l t_ )'.o). 0j - - ,  0, k- - -~+~.  
On the other hand, the solution x (k) = x~k)(t0, q~(*)) of equation (1) exists on [to, T) and from 
inequality (4), we have 
Ix(t) - xtk)(t)[ ~< 11~ g)- q~ IIt_)',0),01exp m(s)ds , to < t < T. 
\ ~/t0 
However, this means that condition (19) and, under condition (20), condition (21) is valid. Thus, 
it remains to show that x ok> = x<k)(t0, ~(k)), k i> 1, are smooth solutions. This is evident because 
~k)(0-)  = F(t0, ~(k)), k/> 1, 
and thus 
x~k)(t0, ~(k))(t0+) = F(to, ~(k)) = x(k)(t0, ~(k))(t0_) ' k >t 1. 
and the solution 
X (k) = x(k)(/0, I//k), (k t> 1), 
of equation (1) exists on [t0-- ?(t0), T). 
Proposition 2.4 
Assume that conditions (i) and (ii) of Proposition 2.2 are valid and, in addition, the function 
F(t, x,) is continuous for any xe  C([t0-?(t0), T], Rn). Then for any Carath6odory solution x of 
equation (1) there exists a sequence of smooth solutions x tk), (k >/1), of equation (1) such that 
Ix(t)--xtk)(t)l---+O, as k----~ + oo, (22) 
uniformly on any interval [to, Td c [to, T) and 
+ o 
Ix(t0)-x~k)(t0)l IX,o(U)-X~o)(u)ldu---,O, as k -+~.  (23) 
~(t0) 
Moreover, if in addition to conditions (i) and (ii) in Proposition 2.2, we suppose condition (20) 
then the convergence (22) is uniform on [to, T). 
Proof. The statements of the present proposition for any solution x of equation (1) belonging 
to a continuous initial function are valid, since from condition (5) the estimate (3) follows. 
If x is an arbitrarily fixed Carath6odory solution then there is a sequence {qtk} ~=~ c 6",0 such that 
f_ Ix(t0)- ¢',(0)1 + IX,o(U)-Ok(u)ldu--+O, k---.+oo, )'(t0) 
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However, in this case conditions (6) and (8) imply the statements of  the present proposition. 
3. APPROXIMATION THEOREMS 
In this section, for any x e R" and A ~ R" ~", we use the following special norms: 
k 
Ixl0= max Ix, I, IA[0 = sup Y' lai~l 
I <~i<<.n 1 <~k<~n i= I 
and 
Ix l ,=~lxA,  IA I ,=  sup ~la,~l .  
i=  I I <~ i<~n k = I 
The importance of these norms is that when using them it is simple to calculate the logarithmic 
norms of A and to get estimates for solutions of  the linear ordinary differential equation ~ = Ax 
(see for example Ref. [18]). 
Let A be a given n by n matrix. Then the logarithmic norm of A, corresponding to the norm 
I'1o is 
#o[A] = lim I I ,+hA I o -  1 = sup a~+ la~ , 
h~0 h i <~i~n I 
k~i  
and that corresponding to I'1~ is 
I I ,+hA l~- I  
#~[A] = lim 
h~o h [ tl i 1 = sup akk+ a~k • ( 
Lemma 3. I 
Let 1 i> 2 be a given integer and 6 = 0 or 1. Assume that A(t'J~(t), ( j  = O, l), is an arbitrary n by 
n continuous matrix function, D(t'J~(t) is a diagonal and continuous n by n matrix function with 
non-negative lements defined on the interval [to, T) (to ~< T ~< oo). For any fixed t e [t 0, T], A~°(t) 
denotes the matrix of  the linear transformation L( t ) :R  (~÷ o, R<t+o,; 
y(0(t ) = L(t)x(t): = A~O(t)x(a, x(0 = (x(t,o) . . . . .  X(t.0)T ~ R(t+ 0,, 
where the vector components x(t'°~ R" and yO'°sR" of x <° and y(O(t)= (y<t'°)(t) . . . . .  yCt'o(t)) are 
connected by 
/ 
y<t.°)(t) = -6D(t,°)(t)x (t,°) + ~. A~t'J~x O'J~ + 6D(t'°(t)x (t'a 
j=0 I (24) 
y(t, o(t ) = _ D(I,  O(t)x(l .  0 + [6D(t,i- o(t ) + (1 - 6 )D"  °(t ) ]xO'  ~ - i). 
Then A t°(t) is continuous, moreover 
#o[A~(t)]=max{O,l%[A(~'°)(t)+ J=~abs(A <~'J~(t))]}, (25) 
where for A (t'J~ - (a~ J~) we denoted the matrix (tj~ (la~z' I) by abs (A<t'J)). 
Proof The proof  is quite elementary therefore we do not detail it. 
Now, we prove Proposition 3.1. 
Proposition 3.1 
Let to, z0/> 0 real numbers, to < T~ ~< oo and 6 = 0, or 1 and assume: 
(i) 17 and V c 17 are two subsets from a collection of  functions x:[t 0 - 3, T~]--* R", 
and the functions 
a'°:[to, Ti]x17 ~ R N', a°"3:17 ~ R N', Aft = (l + 1)n, l i> 2, i = 0, 1, 
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are such that for any x E V the function a(O(t, x) = (a(~.°)(t, x) . . . . .  a(l"°(t, x)) T is 
differentiable in t, and 
la(O(x)-a(°(to, X)]6-+0, as l -+  +oo, (26) 
moreover for any x e F' there exists a function sequence {xk}~= ~c V such that 
sup sup la°'°)(t, Xk)--a°'°(t,x)l--~O, as k---* +oo , ]  
I )2  tomt iT  I 
(27) 
supl~t(°(xk)-~t(°(x)l-~0, as k---, +~;  
I )2  
(ii) the n by n matrix functions A°J~(t) and D(l'k)(t), ( j  = 0, 1), are continuous on 
[to, T] in matrix norm [. [~, D(~.J)(t) is diagonal matrix with non-negative elements, 
moreover 
max~O, go[A°'°'(t)]+~abs[A(~'J)(t)]~<<.;Lo, t <~t<~T,, if ~=0 (28) 
{ . . }  j= l  
and 
#~[Al°(t)]~2~ tO <<.t <~ T~, j=O, l  (29) 
if c~ = 1, where 26(6 = 0, 1), are real numbers; 
(iii) H°'°:[t o, TI ]xR ~t ---+ R n is a continuous function and for any x, y ~ R N, 
[H(l '°(t ,  x)  - -  H°'°(t, y)[~ ~< m(t) lx  - YI~, i = 0, 1, 1 i> 2, (30) 
where m e C([to, T], R+): 
(iv) for any x e V, there exist functions E(°(x) from C([to, Td, R~), (l i> 2), such that 
d a(O(t, x) = A~°(t)a(°(t, x) + H(°(t, a(°(t, x)) + E(t)(x)(t), (31) 
dt 
on [to, T), where A[°(t) is defined in Lemma 3.1, and 
H(0 = (HO, O), H 0, i), 0 . . . . . .  0.), 
where 0, ~ R" denotes the zero vector. 
Then 
(a) for any x s V and 1 t> 2, we have f' [ a°'°)(t, x) - x(l'°)(t)l~  exp(2d) exp(-~s)l~(°(x)(s)lds 
o 
] xexp mlslds , to<-Nt<~T~, (32) 
0 
where x (~' 0) is the 0th vector component of the solution x (° = (x (~'0) . . . . .  x(~. ~)T of 
i(O(t) = Ap(t)x(O(t) + H(0(t, x(°(t)), to ~< t ~< T~,- L 
(33) 
x(°(to) = ~(°(x), / I> 2; 
(b) if T~ < ~ and for any x e V, 
max I~(°(x)(t)l --* 0, 1--* +o~, (34) 
to ~g t ~ T 1 
then for any x 6 V, 
sup I a 0, o)(t, x )  - -  x (1' °)(t) l  -+ 0, 1 -+ + ~;  (3 5) 
togt~Tt  
203 
204 
(c) if T I=  +~,  2~<0,  
then for any x e ff 
1. GYORI 
f ~ m(t)dt  < oo and for any xe  P o 
f ~lEl°(x)(t) ladt--- ,0, as l - - -~+~: ,  0 (36) 
sup la~t'°)(t,x)l-x(t'°)(t)la---~O, as l - - ,+~,  (37) 
Proof The statements of  this proposit ion are an obvious corollary of Proposit ion 2.2 of Ref. 
[14] if we use Lemma 3.1 under conditions (i)-(iv) of  this proposit ion and the following definition 
of  P") ~ R Nt × NI" 
p(t)=(I .  0 . . . .0 .~,  
o° o. o°] 
where I. and 0. denote the identity and zero matrix in R" ×", respectively. 
Using this general result we are able to give many variations of approximat ion statements 
concerning functional differential equaions. 
Theorem 3.1 
Suppose to is a real number,  to < T < ~,  and the following conditions hold: 
(i) 7 and y~(i = 1, k), are continuous functions on [to, T), 7 (0  > 0, 1 - ~(t) >~ 0 and 
0 ~< yi(t) ~< y(t) for t e [to, T); 
(ii) A0:[t 0, T)---~ R "×" and f:[t0, T] x R tk+ o.__~ R" are continuous and 
If(t, x) - f(t, Y)10 ~< m(t ) lx  - Yl0, (38) 
for any (t, x), (t, y) s [to, T]xR Ik+ i),, where m ~ C([t0, T], R+); 
(iii) Q(t, s) is an n by n matrix function Q(t, s) = O, (s <<. 7(t)), Q(t, s) - Q(t, 0) is 
continuous in t s [to, T] for any s >~ 0 and Q is of  bounded variation in s on 
[- -y(t) ,  0] 
Var[-v(t),O]Q(t, ')~m~(t),  to <~ t <<. T, (39) 
where m, e C([t0, T), R+), moreover  the functions 
( - Q t , - j  , ( j= l , l )  
and fo 
L(t, x,): = [dsQ(t, s)]x(t + s), 
-7(0 
are continuous on [to, T]. 
x ~ C([t 0 - 7(to), T], R"), (40) 
for any ~ e C, o the solution X(to, ~)  of  
x(t) = Ao(t)x(t ) + [dsQ(t, s)lx,(s) 
- ~lt) 
+ f(t, x(t),  x(t - ~,(t)) . . . . .  x(t - yk(t))), 
Xt0 ~ ~ 
exists and it is unique on [to, T); moreover,  
(41) 
Then 
(a) 
sup Ix(to, ~) ( t )  -- x'°)(to, ~)( t ) t  ~ 0, l --~ + ~,  (42) 
to <~ t <~ T 
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where x".°):[to, T ) - ,R"  is the 0th vector component of the 
(x "°) . . . . .  x~'o) T of the initial value problem 
I 
i(t'°)(t)=A°(t)x(t'°)(t)+y~=t[Q(t'-(J-l)~(~tl))-Q( t' - J~) l  
x x'J~(t) + g(t, X(t'idt))(l) ..... X(t'ik(O)(t)), 
i&'°(t) = -- 1 -- z [x'°(t)-- x ".~- I)(t)], i = 1, 1, 
solution 
(43) 
where 
x'°(to)=dp - i  , i=O, l  (44) 
= = lYJ (t) ij(t) Fl?J(t)l" integer part of to ~< t ~< T, j = 1 k; (45) 
L ~(t)J" ? -~ '  ' 
(b) for any solution x(t0,40 which is twice continuously differentiable on 
[to - ~(t0), T] there exists a constant C = C(x(t0, ~)) depending on x(t0, 4~) such 
that 
IX(to, dp)(t)-x~t'°)(to, dp)(t)l<~C(x(to, dp)) 1,  to<~t<<.T~, l>/2,  (46) 
where 
7t = sup 7(0. 
to<~t~<T I 
Proof. The existence and uniqueness of any solution x(t0, 4~) of equations (41) on [to, T] is a 
corollary of Proposition 2.1. 
Now let us define ff as the set of solutions x(t0, ~) when 4~ ranges over C,0 and V denotes the 
set of continuously differentiable solutions of equations (41) on [ to-  7(t0), T]. 
The function a~t"~:[to, T] x V'---~ R", (i = O, l), is defined by 
( i) 
a '° ( t ,x )  = x t '~7( t )  , 
for any (t, x) e [to, T] x V, and let a Ct'° = a'°(t0, x), x • ~. 
Then, by Proposition 2.3, we have that these V, 
(at (t'°) . . . . .  at<t't)) x satisfy condition (i) of Proposition 3.1. 
Now, we consider the following matrices: 
and 
and a ~o = (a ct'°), . . . ,  a'O) x, at Co = 
A'°)(t)=Ao(t), A<tJ~(t)=Q t , - ( j -1 )  -Q  t , - j  , j= l , l ,  
.~(t)'~ 1 , - -  Dtt'°(t)= 1 - t - - - - [ - )~t , ,  i=O,l. 
These matrices are continuous, D <t'°, (i = 0, l) is non-negative and diagonal, moreover 
#o[A'°)(t) +j~=, abs (A't'J~(t)) 1 
=~[Ao(t)+j~= abs(Q(t  - ( j -  l)Y(-~tl))-Q(t, - J  T(-~tl)))l<2o, (47) 
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20 = max (#o[Ao(t)] + ml(/)}, 
to <~ t <~ T 
where m~(t) is given in expression (39). 
This means that these matrices satisfy condition (ii) of Proposition 3.1. 
Let us define H<t'°:[t0, T] × Rs~---+R" by
H~/'°)(/, x) = f(/, x(L i I ( t ) ) , . . . ,  X( l ' i l ( t ) ) ) ,  a (1' 0(t, X) = 0, 
for any x = (x ~°) . . . .  xea)T e R N~, where ij(t) is defined by equation (45). 
Then these functions satisfy condition (30) and the initial value problem (43), (44) and (33) are 
equivalent when 6 = 0. Consider a solution x = x(t0, ~) of equation (41) for which x(t 0, ~) e V. 
It is very easy to check that the function 
a~a(t,x)=(x(t), x( - -~-~)  . . . . .  x(t -- , ( t ) ) )  x 
is solution of equation (31) when E~a(x)= (E<t'°)(x) . . . . .  E~t'O(x)) x is defined by 
fL? ,,o 
E ~/' °)(x)(t)--j=l [dsQ(t,s)] (xt ( - j - -  - 
+f(t,x(t),x(t - i~(t)~) ..... x(/--ik(t)~(~----~))) 
and 
- f ( t ,  x(t), x(t - 71(t)) . . . . .  x(t - 7k(t))) 
and 
7(t) -t x t (i Ec"°(x)(t)=(1--i~(-~tl))Ii(t--i~(~tl))--(--f-  ( ( -- - -1 )~ -~) 
x(, 
Using inequalities (38) and (39), we have 
(48) 
D 
( i= l , l ,  to~<t ~<T). (49) 
IE¢"°)(x)(t)[o ~< (m(t) + m,(t)) 7-~(tl! II x, IlE-~.>.ol (50) 
IE'°(x)(t)lo~< max Ix,(s2)- x,(s,)lo on [to, T]. (51) 
-(?(t)/ l )  <<. Is I - s21 ~< 0 
Thus, all conditions of Proposition 3.1, are satisfied for 6 = 0 and from inequality (32), we have 
f, rr ] IX(to,~b)(t)-x~l'°)(to, dP)(t)lo<<.exp(2o t) exp(--2os)lE~a(x)(S)lods.exp m(s)ds, (52) 
o L d to  
for any continuously differentiable solution x=x( t0 ,~)  of equations (41). However, from 
inequalities (50) and (51), for any x = x(to, ~)~ V, 
max lEea(x)(t)l---,0, as 1---~+~, 
to <~ t <~ T 
thus, condition (42) is valid for any x(to, ~)E i7. 
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To prove inequality (46) we consider a solution x(t0,~) of equation (41) which is twice 
continuously differentiable on [to-  7(t0), T]. Then inequalities (50) and (51) yield 
IE~°(x)(t)10~<~ max I~(to,~b)(t)lo 
t o -- Y(to) ~ t ~ T 
which, combined with inequality (52), gives inequality (46). The proof is complete. 
Remark 3.1 
This and following theorems are essential generalizations of a Repin's theorem [1] and contain 
the approximation result which was given for linear autonomous retarded differential systems 
in Ref. [2]. Their relation to the results of Banks [3], Banks and Kappel [5] is the following: our 
two theorems are more general than the last quoted results if we use 0th order splines, but the 
present heorem does not give any statement for higher order splines. The idea of the proof is 
different from that used in the mentioned results and it makes it possible to construct a quite new 
approximation theorem (Theorem 3.4) for a new approximation technique. 
Now, we consider the functional differential equation 
x(t) = F(t, xt), (53) 
on [to, T] and we give two approximation theorems. 
Theorem 3.2 
We suppose that - ~ < to < T < ~ and following assumptions hold: 
(i) y : [to, T] ~ R+ is continuously differentiable, 0 < y (t) < 7t and 1 - 7 (t) >/0; 
(ii) F(t,.):Ct---+R n, (to <<.t <<. T), is such that for any xe C([to-7(to), T],R n) the 
function F(t, x3 is continuous on [to, T], where C, = C([ -7( t ) ,  0], R0; 
(iii) for any (t, x), (t, y) e [to, T)xC([to - 7(to), T], RO 
IF(t, y,) - F(t, x,)lo ~< m IJ Y, - x, IJ t-r(,).01, 
where m is a non-negative constant; 
(iv) there exists a function sequence HCt'°):[t0, T] × R :~' ,R ~, (N~ = (l + 1)n, l >/2), 
such that I'F t'°) is continuous and for any continuously differentiable function 
x:[t0-7(to), T]---* R n, 
IF(t, x,) - H ~t'°)(t, act) (t, x)) Io ~< m ~ II :r, Lit- 4,). 01 to ~< t ~< T, 
1 
where 
a(O(t,x)=(x(t) ,x(t  - -~) - )  . . . .  ,x ( t - -y ( t ) ) ) ,  (1>~2), 
moreover 
IHCt.°~(t, x) - H~t'°)(t, Y)10 ~< m Ix - Yl0, (t, x), (t, y) ~ [to, T) × R NI, 
for any 1 i> 2. 
Then for any ~ ~ Ct0 equation (53) has exactly one solution x(t0, ~) on [to - 7(t0), T] belonging 
to initial point (to, ~) and 
max IX(to, dp)(t) - x~t'°)(to, ~)(t)lo---~ O, t--+ +~;  
tomtiT 
moreover, if X(to, ~b) is twice continuously differentiable on [to-  7(t0), T] then 
IX(to, 0)(t) - x{l'°)(to, O)(t)l ~< C/ ,  l >i 2, to ~< t ~< T, (54) 
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where C is suitable constant, and x<l'°~(t0, ~b):[t0- 7(t0), T]---* R" is the 0th vector component of 
the solution x(O(to, ~) = (x<t'°l(to, ~) . . . . .  xll.t)(t0, ~))v of 
~:l~'°l(t) = H(l'°l(t, xtZl(t)), to <~ t <~ T, 
and 
/dl'°(t)=--(1--l~(~ll))--~-~[x(t'O(t)--x(l"' ~l(t)], 
x(t"9(to)=q~-i , i=O,l .  
to~t~ l~2 ,  t (55) 
(56) 
Proof The proof is essentially similar to that of Theorem 3.1, therefore we do not detail it. 
For the approximation of the Carath6odory solutions we give the following theorem. 
Theorem 3.3 
We suppose that ~ < t o< T < oo and 
(i) 7 :[to, T] ~ R+ is given as in condition (i) of Theorem 3.2; 
(ii) F(t, .): C,---+ R", (t o ~< t ~< T), is such that for any x ~ C([t0-  7(to), T], R"), the 
function F(t, x,) is continuous and for any x e C([t0 - 7(t0), T], R") it is integrable 
on [to, T]; 
(iii) for any (t, x), (t, y) ~ [to, T] x C([t0 - 7(to), T], R"), 
IF(t, x,) - F(t, Y,)[0 <~ m ~ ~ [X t ( - -7 i ( l ) )  - -  yt(-Vi(t))[o 
i=0  
+ Ix , ( s ) -y , (S ) lods ,  (57) 
- 7(t) 
where m >/0 is a constant, ~i(t) is differentiable on [to, T] and ~ i ( t )~<l -c ,  
(i = 0, N, to ~< t ~< T), where c ~ (0, 1); 
(iv) there exists a function sequence H(/" °) : [to , T] x R N, --~ R", l >~ 2, such that H C~'°l 
satisfies condition (iv) of Theorem 3.2. Then for any ~ ~ L,0 the equation (53) 
has exactly one Carath~odory solution on [t0-~(to), T] and the statements 
of Theorem 3.2 are valid, where now xe)(to, ~b)= (x</'°)(t o,4~) . . . . .  x'O(t0, 4~)) 
denotes the solution of equation (55) with initial conditions. 
l /'-(i- ~)[~.(,o),'0 
= = | ~b(s) ds, i = 1, l. (58) 
Proof The proof is similar to that of Theorem 3.1, therefore we only indicate the major changes. 
First we define V as the set of continuously differentiable solutions of equation (53) on [to - (to), T] 
and V as the set of Carath6odory solutions. Then using Proposition 2.4 we have that a (t> and 
(~ = (~(/.0) . . . . .  ~(i, ~)T satisfy condition (i) of Proposition (3. I), where now 
at(l'°)(x)=x(t°)' at(t'i)(x)=7~-0)J| ,I~',o)/~ [x,o(s)lds, i = 1,l, for any x~ V. 
To complete the proof, it only remains to follow the rest of the proof of Theorem 3.1 with the 
necessary changes. 
Example 3.1 
The equation 
~(t) = --g(t ,x(t))  + g(t -- ~,x(t -- 7)), t >>. O, (59) 
is important in the literature as a model of infection or a compartmental system with pipe (see for 
example Refs [11, 12, 19], where 7 > 0 is constant and g is non-negative Lipschitz-continuous 
function. 
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Using the approximation procedure, from Theorems 3.2 and 3.3 we have 
approximation equations: 
.~(;'°)(t) = -g ( t ,  x(t'°)(t)) + g(t, x (;" °(t)), ] 
1 ~;,~ l ;, 1 - -  
~(;'°(t) - -x '~( t )+-x  ( ' - ) ( t ) ,  i= l , l ,  
7 
with the initial conditions 
and 
the following 
(60) 
i=O, l ,  (61) 
x(t'°)= x(O)' x(;'°(O) =-71 f -t;-I)f~/4x(s)ds i = 1,--'~, (62) 
for a continuous and a Carath6odory solution of equation (59), respectively. 
Now, we investigate the physical meaning of equation (59) to get new approximation equations. 
Let us start from a model for some infections diseases given by Cooke and Kaplan [19] and Cooke 
and Yorke [20]. 
Here, we do not write down all assumptions of this S- I -S  model, only the following out of them. 
Population has constant size N, that is it is fixed, isolated and the population is divided into two 
disjoint classes: susceptibles and infectives. 
The numbers of susceptibles and infectives are denoted by N.  S(t) and N .I(t), respectively, so 
that 
S( t )+ I ( t )= l ,  S(t), I (0>i0.  
The number of new infection is represented by N. f ( t ,  I(t)) at time t and the period of time an 
individual is infective is a fixed positive constant r. 
Then the model equation is 
/(t) =f( t ,  I(t)) - - f ( t  - z, I(t  - z)) 
for I and 
~(t) = -g ( t ,  S(t)) + g(t - z, S(t - z)), (63) 
for S, where g(t, u) =f ( t ,  1 - u). 
Equation (63) and its generalized form 
Yc(t) = --g(t, x(t)) + fff(t - u, x(t  - u)) dF(u), t/> 0, (64) 
have also important role in compartmental models with pipes [11] and some general population 
growth models [21]. The initial condition for this equation is given by 
Xo(S) = x(s) = c~(s), -~  <~ s <<. O, qb e C([-~, 0], R). (65) 
After this we consider that case when equation (64) describes a population growth model: x(t)  
denotes the population size at time t, g(t, x) is the death rate, being a function of t and population 
size. The function f ( t ,  x) is the maternity rate of egg-laying, depending on time t and population 
size x. The function F:[0, ~]--~ [0, 1] is probability distribution function representing the distribu- 
tion of gestation time, and ~ denotes the maximal gestation time. Thus, the integral in equation 
(64) gives the rate of appearance of new individuals at time t due to eggs laid at all previous times 
and the integral 
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represents the number of new individuals in the period [t - y, t]. Equation (64) has the following 
equivalent integrated form: 
;o(£ ) ;o x(t) + f(s, x(s)) ds dF(u) = - fo(s, x(s)) ds + c(ck), t >~ O, -u  
where fo(t, x) = g(t, x) - f ( t ,  x) and 
f;(;; ) c(rk) = rk(O) + uf(s, ~(s)) ds dF(u). 
(66) 
that is, 
This form represents "the material conservation law", and sometimes it is important for the 
determination of the steady state of equation (64). Our aim is to derive a scheme, which gives 
simultaneously, a good approximation of delay differential equation (64) and its equivalent integral 
equation (66), too. 
Suppose that F(u) is continuous at u = 0 and divide the interval (0, 7) into 1( >i 2) subintervals 
of length 7fl. Then for any x e C( [ -y ,  ~),  R), we have 
where 
fo e f(t - u, x(t -- u)) dE(u) = 6~t'Df t - j  , x t - j  + e(t'°)(x)(t), j=  1 
(0 ( 0 6 (/'D=F j - F  ( j - l )  , ~ 6 (t'D=l 
j=l 
and e'°)(x)(t) is a continuous function on [0, oo) such that 
max le(t'°)(x)(t)l -+ 0, as l---~oo, for any Te[0,  ov). (68) 
O<~t<~ T 
Moreover, 
fi"(f[_ f (s ,x (s ) )ds)dF(u) : ; i ' ( f i ' f ( t -z ,  x(t -z)dz)dF(v))  
- J ( - i~ ,  x ( ) )+q(2O(x) ( t ) ,  ~ ~<,.,~,~, ? '  ,-.~ j=l = l l  
If '( f[-,f(s'x(s))ds)dF(u) =~ (j~=l f("D ~f(  t - i~,x(t - i~)))+~l~°(x)(t), 
where rl~,O(x)(t) is a continuous function on [0, oo) such that 
max q~°(x)(t)---~0, as l---~ +or ,  for any Te[0,  ~).  (70) 
O<~t<~T 
Now, for any x e C( [ -y ,  m), R) put 
( (0 )  aU'°)(t,x)=x(t), a<t'"(t,x):7,~6(t'D" f =  ,--i~, x t-- i  , i : l , l .  
Let us suppose that f(t,x) is a continuously differentiable function on [ -y ,  m)× R and 
x = X(to, ck )(r~ e C([ -  y, 0], R)), is a continuously differentiable solution of equations (64) and (65). 
(69) 
(67) 
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Then, for this x 
t 1 6tl.j~ 6 ~t'*) a°'~(t, x) + ~°'°)(x)(t), a(t'°)(t, x) = --fo(t, a(t'°)(t, x)) + y-i ~" ~ \ I*-J / '  
l I1 d act. i)(t ' x) = --- a t, )(t, x) +f(t ,  a°'°)(t, x) + E ¢," I)(x)(t) 
dt 
I 
6 (t'~ 
d 1 t l j . ,  a° '°(t ,x)= - -a t ' ° ( t ,x )+ att'~-I)(t, X) W Etl'O(X)(t), 
r Z M'j~ 
j= i - - I  
m 
(i =2,1, t >>.0), 
(71) 
where 
~ ' Id  ( i~ ,x ( t -  ~) )  Eo,0(x)(t) = j~  6u, s~ ~-~f t - i 
~t- ( i -1 )~,x ( t - ( i -1 )~) ) - f ( t - i~ ,x ( t - i~) )  
B 
, i=  1, l. 
Thus, for EtO(x)(t)= (E~t'°~(x)(t) . . . . .  Ett'°(x)(t)) r we have 
1 
IE¢°(x)( / ) I  I = ~;o,°~(x)(t) + ~ E<tJ~(x)(t) <<. Eu'°)(x)(t) 
i~ l  
+ 6o, J~ max I f ' (s2,x(s~)) ' f ' (s ,x(s,)) l  
\ j= l  /O~Sl 'S2~r 
I s2 -s t l~r / I  
~<C, max If'(sz,x(sg)-f'(s~,x(sl))l~O, as l---+ +m,  
0 ~$1,$2 ~ T 
for any fixed T a [0, m), where 
and 
C, = 1 + F(y) - F(0), 
f ' (t ,  x(t)) = d f(t ,  x(t)). 
From equations (71), ignoring the terms E¢O(x)(t) which tend to 0 if I ---+ + ~,  we get the following 
approximating ordinary differential equations of equation (64): 
YcU'°)(t) --g(t, xO'°)(t)) +f(t ,  xtt'°)(t)) + 1 5(t,:~ ~ 6(t.k) = x"~( t ) ,  
j= I ~ \ l k  =j / 
1 t :~cl. )(t ) = __  x c . t)(t ) + f(t ,  xU'°)(t)), 
Y 
g° ' ° ( t )=-x° ' ° ( t )+7.  6 u'j~ 6 ~t'~ x°'~-t)(t) (t>~O, i=2,1, 
j= I / j= i - I  
with the initial conditions l,,0 (fo ) 
x°'°)(O) = ~b(O), xtl'°(O) = f(s,  dp(s) ds)dF(u) , i = l, I. 
,)(i- l)[r//l \d -u  
(72) 
l ~>2), 
(73) 
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Now let us define 
AI °=(al~) (0~<i,j~<l) by a lP-  
( / ±  ) l 6(t.~) 6 (t'k) for 1 ~<i~<l 
ao, = 7/ \  /k = i ) 
and 
, a, i 1 - -  _ _ - 6(t.j~ (~(/.j~ 
j= l  / j= i - I  
a, j=0 when j# i  and j v~ i -1 ,  0~<i, j<<.l. 
Then #~ [A ]~] = 0, (l >_- 2), and thus all conditions are satisfied to use Proposition 3.1 for this new 
approximation scheme. Consequently, we may state the following new approximation result. 
Theorem 3.4 
Suppose that ~, > 0 is a real number, F:[0, 7]--+ [0, 1] is probability distribution function such 
that Fis continuous at t = 0, furthermore the functions f :  [ -y ,  ~)  x R --* R and g :[0, oo) × R ~ R 
are continuously differentiable. 
Then for any 4) e C([-V, 0], R) the solution x(0, ~b) of the initial value problem (64) and (65) 
exists, it is unique on [0, ~)  and 
max ix(O, cp) ( t ) -x ' ° ) (O,  4~)(t)l---~O, as l - *  +m,  
O<~t<~ T 
for any T e[0, m), where x(t,°)(O, 4a) is the 0th component of the solution 
(x(t,°)(0, ~b) . . . . .  x(J,n(0, q~))T of the initial value problem (72) and (73). 
Moreover, for x(O(0, ~b), (l/> 2), we have 
x(t'i)(0, ~b)(t) = - x(t'°)(s)) - f ( s ,  x (t' °) (s ))] ds + c(~b), t/> 0, (75) 
i=0  
where e(~b) is defined by equation (67). 
To show what is the use of relation (75) we consider the simpler equation 
x(t)  = -g (x ( t ) )  +g(x( t  - 7)), t >10, (76) 
where g : R ---, R is a continuously differentiable and strictly monotone decreasing function. Then, 
it is known from Ref. [22] that for any solution x(0, q~)(t), (4) e C([-7,  0], R)), the limit 
d(4~) = lim x(0, 4~)(t) 
exists, but we cannot determine d(~b) directly form equation (76). At the same time from the 
material conservation law 
~(t) + g(x(s)) ds = ~(0) + g(ck(s)) ds, 
dt  7 -7  
we have an equation 
(,o 
d + yg(d)= ~b(0)+ | g(q~(s))ds = :c(~), 
j -  7 
which has unique solution d = d(~b) for any fixed 4). 
The first approximation method yields the equations 
ycIt.o)(t) = -g(xIt.o)(t)) + g(x(l'o(t)) 
l ( l i" lx( l i  ~(~'~l ( t )=- - -X '~( t )+-  ' I)(t), i= i , l  
7 7 
with initial values 
x,,,,0, 0(i ) 
which does not give useful information on d(~b). 
i =0, / ,  
(74) 
x(°(0, q~) = 
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Applying the second approximation method we get the following system: 
yc(i.o)(t ) = _g(xO.O)(t)) + I x0,0(t); 
Y 
)~(l, l)(l) = ___/x(t, l)(l) + g(x(t,o)(t)); 
7 
l t, 1 
:?(~'°(t) = --x(")(t)+-x~t'~-*)(t),  i =2, l, 
with initial conditions 
f~ - ( i -  i)(~,/t) 
x'°)(O) = 4) (0 ) ,  x("°(O) = i g(4~(s)) ds, 
d - i(~lt) 
and parallel to this we have the next connection 
x<,O(,)=o(o)+ f2 g(~(s))ds, t >~O. 
i=O y 
Using a theorem of Ref. [23] we obtain that 
d '°= lim x(~'°(t) 
t~  -Foo 
exists. Moreover, from equations (77) and (78), we have 
and 
_ t.4(l 0)) d(t.0 = d(t,~ 1) . . . . .  d(~, l)= 7 gtu , 
(77) 
(78) 
~o 
d(t'°)+~g(d(t'°))=qS(O)+ l g(c~(s))ds, 
j -  
that is, d'°) = d(~b), for any l >t 2. 
Remark 3.2 
The last theorem can be extended to systems with delays, for example, to model equations of 
compartmental system with pipes (see Ref. [24]). 
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