A two-dimensional isothermal collisional drift-wave turbulence model including magnetic fluctuations is studied numerically. The model has as limits the electrostatic collisional drift-wave and two-dimensional magnetohydrodynamic systems. The electromagnetic and electrostatic regimes for thermal gradient-driven ͑drift-wave͒ turbulence are decided by the parameter
I. INTRODUCTION
The physical processes of plasma transport in magnetic confinement devices, e.g., tokamaks, are not yet well understood. The transport of particles and energy is anomalous, i.e., the observed values are much larger than what is calculated by considering Coulomb collisions between the particles. It is usually assumed that the anomalous transport is due to the observed turbulent fluctuations of density, electric potential, and magnetic field. The presence of spatial plasma gradients in the plasma lead to collective oscillations called drift waves. The main effect of the drift-wave dynamics in the macroscopic scale is an anomalous diffusion of particles and energy along the corresponding gradient of the plasma density or temperature. Drift-wave turbulence is therefore considered as a possible cause for the anomalous transport in tokamaks. [1] [2] [3] Drift-wave turbulence theories are usually electrostatic, i.e., the fluctuations of the magnetic field are neglected. 3 However, it is not clear whether electrostatic or magnetic fluctuations ͑or both͒ are responsible for the anomalous transport. 4 Determining which fluctuation mechanism is dominant in driving the transport would provide a major constraint on the viability of various theories. An experimental determination of which effect is dominant would require a major advance in experiment diagnostics. 5 Experimental measurements of the fluctuation of the magnetic field are difficult. Until recently only measurements of magnetic fluctuations at the plasma edge have been possible. 4 Even at the edge of the tokamak, it is difficult to make quantitative calculations of the effects of the magnetic fluctuations. Besides the coherent and high-beta magnetohydrodynamic ͑MHD͒ activities, such as sawteeth, fishbones, tearing modes, and edge localized modes ͑ELMs͒, broadband fluctuations are observed. 2 These incoherent magnetic fluctuations have amplitudes of ␦B Ќ /Bϳ10
Ϫ4 -10 Ϫ5 , with ␦B Ќ ӷ␦B ʈ , are fairly isotropic perpendicular to B, and increase with decreasing minor radius. 1, 2, 4 Magnetic fluctuations have been considered a possible contributor for the transport in various tokamaks. 6 The magnetic fluctuations have been found both to correlate and not correlate with plasma transport in different machines. A correlation between the magnetic fluctuations and the quality of confinement is found during various transitions of confinement regimes ͑low-confinement or L-mode, high-confinement or H-mode, and ELMs͒. 2 The reversed field pinch ͑RFP͒ is ideal to study magnetic fluctuations as they are typically two orders of magnitude larger than those observed in tokamaks; theories can then be tested over a wider dynamic range than in tokamaks. [6] [7] [8] Recent experimental results for the RFP show that the magnetic fluctuations and the electrostatic fluctuations are related and conclude that suppressing the tearing mode activity could lead to a reduction of the edge electrostatic fluctuations. 9 By contrast, recent measurements in the Texas Experimental Tokamak ͑TEXT͒.
10 indicate that the magnetic fluctuations are not responsible for the transport of heat. 11 The fact that the level of magnetic fluctuations in the plasma boundary region is very small can lead to the conclusion that they do not play a significant role for transport, 12 even in the case of the RFP. 8 However, the issue cannot be assumed to be clear without a more complete investigation.
Many models have tried to relate the magnetic fluctuations to the transport in the plasma. 1, [13] [14] [15] The theories have very different approaches to the problem. Typically these theories utilize quasilinear approximations and neglect selfconsistent field effects. Some models calculate the anomalous electron thermal conduction due to the stochastic magnetic field, but without specifying the source of the magnetic fluctuations, e.g., Refs. 16 and 17. Other models consider, for instance, the anomalous electron thermal conductivity due to high-m ballooning modes. 18 Many studies of magnetic turbulence suppose a linear relation among the modes, relying on quasilinear or weak turbulence approaches or concentrate on the magnetic fluctuations associated with finite sized magnetic islands and microtearing modes.
14,19 MHD a͒ Electronic mail: bds@ipp-garching.mpg.de turbulence, 20, 21 which disregards the fluctuations of the density, was also studied thoroughly and has properties similar to fluid turbulence.
Although drift waves are basically electrostatic modes, they also have a small magnetic component, which can also lead to transport. 22 Magnetic fluctuations possibly associated with electromagnetic drift waves have been observed 23 in the edge of the Tokamak Chauffage Alfvén ͑TCA͒. 24 Quasilinear studies of electromagnetic drift waves have been performed by many authors, e.g., Ref. 1, and references therein. Calculations for stochastic diffusion of electrons in tokamaks due to a spectrum of electromagnetic drift fluctuations obtained diffusion coefficient scales approximating experimental scalings. 3 Other electromagnetic studies of drift-wave turbulence include the collisionless model of Molvig et al. 25 and the numerical simulations of Waltz. 26 A recent numerical study of a similar system with magnetic and density fluctuations, but disregarding potential fluctuations, observes three different turbulent states, even for identical parameters, making the turbulence state nonunique. 27 In Ref. 28 the anomalous transport due to electromagnetic drift-Alfvén turbulence was studied using DIA ͑direct interaction approximation͒ techniques, concluding that the electromagnetic contribution to transport by circulating electrons is important, while the transport dominated by trapped electrons is not affected by magnetic fluctuations. This result contrasts with another study of drift-Alfvén turbulence, 29 which concluded that electrostatic fluctuations alone regulate the transport. Another recent interesting analytical study of drift-wave theories, derived using a Lagrangian method, shows that the magnetic fluctuations may not be negligible even for ␤Ӷ1.
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Three-dimensional numerical simulations of drift-wave turbulence confirm earlier indications that collisional driftwave turbulence is the fundamental ingredient underlying tokamak edge and scrape-off layer turbulence. 31 It has also been suggested that edge turbulence could originate in the core plasma region, 32 where the magnetic fluctuations can be of fundamental importance. Experimental evidence of driftwave-like instabilities in the core region of the tokamak is given in Ref. 33 . Recent numerical simulations suggest the transition from resistive ballooning to drift-wave turbulence as a possible model for the transition between L-and H-mode confinement regimes. 34 Therefore, it is of fundamental importance to understand the role of the magnetic fluctuations in a simple drift-wave turbulence model, to better see how their effect should be considered in more realistic models.
The aim of this work is then to analyze the effect of the magnetic fluctuations in drift-wave dynamics. The magnetic fluctuations bring different physical effects into the system. We want to determine these effects and their role in the system. It is also important to understand whether the electrostatic approximation is a valid hypothesis when studying turbulence at the edge of the tokamak. We consider the magnetic fluctuations in a simple model for drift-wave turbulence. The properties of the Hasegawa-Wakatani system have been studied thoroughly in two and three dimensions. [35] [36] [37] [38] [39] [40] This model is generalized by including the magnetic fluctuations in the equations. We then analyze how these fluctuations modify the properties of the electrostatic model. Related forms of these electromagnetic two-fluid equations were first derived independently by Hasegawa and Wakatani 41 and Hazeltine. 42 Also similar is the set of equations describing drift-tearing modes, both linearly 43 and nonlinearly, 44 and the parameters describing collisionality and electromagnetic character in that work carry over to the drift-wave system studied here. The model chosen has as its extreme limits the two-dimensional ͑2-D͒ HasegawaWakatani model 35 and the 2-D MHD model, 20, 21 both well known, which makes the interpretation of the results obtained easier. Bekki and Kaneda 45 performed low-resolution numerical simulations of this model in three dimensions, analyzing the formation of structures, but did not study the turbulent state. A related electromagnetic drift-wave system was studied numerically by Waltz. 26 A similar study has already been done for a more general set of equations, 46 but there numerical restrictions did not allow a thorough study of the electromagnetic effects. The numerical scheme employed here is similar to the one used for the Hasegawa-Wakatani model 36 and in other studies with a sheared magnetic field. 47 The principal result of this study is that the role of the magnetic fluctuations is to reduce the immediacy of the coupling between the density and the electrostatic potential fluctuations in an otherwise electrostatic system. That is, the basic physics is that of drift waves with magnetic induction in the parallel electron force balance acting to enhance the nonadiabatic character of the turbulence by delaying the transient response between the density and electrostatic potential. These effects enter when the plasma beta reaches
2 )(L s 2 /L n 2 )ϳ1 and are really definitive when ␤ is as high as 10 ͑the nominal regime boundary, which depends on simplified assumptions on the space and time scales, is ␤ ϳ1 48, 49 ͒. Even then, the transport is always nearly electrostatic. This result shows that the drift-wave part of a more complicated system can never be neglected, as shown previously in the case of rippling modes. 50 Specifically, microtearing 27 is unlikely to have any significant role on its own in anomalous transport in tokamaks.
In Sec. II the model and its main characteristics are described. The linear properties of the system are studied in Sec. III. Section IV describes the main results of the numerical simulations. In Sec. V, we study the linear mode interaction and the nonlinear transfer of energy, enstrophy, and magnetic potential. The conclusions are presented in Sec. VI.
II. MODEL AND INVARIANTS
The basic model employed in this study starts with the two-fluid collisional equations, 51 and then assuming the perpendicular velocities to be given by the EϫB and diamagnetic drifts, the ions to be cold, and the temperature to be a constant. The latter two are done to elucidate the resulting dynamics by removing the complications of a finite ion gyroradius and thermal conduction. It is already known from both tearing-mode 44 and drift-wave 49 studies that the dynamics of the temperature and nonadiabatic portion of the density are qualitatively similar, even if quantitative differences are important. That is, the character of the system's internal dynamics, e.g., how nonadiabatic or electromagnetic it is, is the same whether or not linear modes are stable, or whether or not a nonlinear instability is present. Since we are interested first in the qualitative question as to the conditions under which the system becomes electromagnetic, the role of the temperature gradient and fluctuations can be left to the near future.
A. Electromagnetic drift-wave equations
This model is a generalization of the HasegawaWakatani system 41 in a shearless 2-D slab geometry when the magnetic fluctuations are also considered. It can also be thought of as a restriction of the general fluid electron drift equations used in tearing-mode work, 43, 44 to a homogeneous magnetic geometry ͑neglecting the parallel ion velocity͒. The total magnetic field B has a uniform component in the z direction, B 0 , and the magnetic fluctuations are in the plane (x,y):
Describing the dynamics in terms of nonlinear fluctuations, the electron density n is given by nϭn 0 (1ϩn 1 /n 0 ), with n 1 Ӷn 0 . The equilibrium density n 0 (x) has a density gradient in the negative x direction, such that the equilibrium density scale L n ϭn 0 /͉dn 0 /dx͉ is a constant.
We obtain the equations of the model from the Braginskii two-fluid equations; 51 the derivation is identical to that in the nonlinear tearing-mode studies. 44 Similar versions of the model were first obtained in Refs. 41 
Ϫ1 . Since J is given by , the set of dependent variables is given by ͕,ñ,͖. The independent variables are
The model equations are then given by
where 
͑13͒
as the nonadiabaticity parameter used earlier. 35, 36 The adiabatic regime is, C ӷ1, such that the cross coupling forces ñ to mimic , which collects at the large scales. 36 The opposite limit, C Ӷ1, is called the hydrodynamic regime, since the resulting freedom of ñ results in its passive advection by the EϫB velocity. 36 The 2-D MHD equations 20, 21 can be obtained by taking constant density ͑nϭconstant͒ and K ʈ ϭ0. Hence, as noted and discussed first by Hazeltine, 42 this more inclusive set which can be called electromagnetic drift-wave equations, contains the dynamics of both the well-known 2-D Hasegawa-Wakatani and 2-D MHD systems.
It is apparent upon inspection of the model equations that the electromagnetic effects are controlled by ␤ . For ␤ Ӷ1 the current J corresponds to weak magnetic fields , such that the contribution of to the parallel gradient operator and the electromagnetic induction ‫)‪t‬ץ/ץ(‬ are negligible. We are therefore interested in studying the effect of large values of ␤ in the model. We have essentially two free parameters once the appropriate normalization to L s has been made ͑K ʈ ϭ1͒. These are D and ␤ -note that D is equivalent to C , and henceforth will be cited as C except when deriving further equations. As the behavior for a fixed C is already known, it is interesting to take representative values for C corresponding to the adiabatic and hydrodynamic regimes, and then vary ␤ . The latter parameter determines the strength and influence of the magnetic fluctuations. A naive scaling based on linear drift-wave instabilities would assume a mode frequency, , and inverse scale, k Ќ , equal to unity in normalized units and then conclude that the electrostatic/ electromagnetic regime boundary is ␤ ϳ1, as in earlier studies. 48, 49 This is the point at which magnetic induction, ‫,)‪t‬ץ/ץ(‬ would begin to overcome resistive dissipation, C Ϫ1 J, for a nominal value of C ϳ1. A better guess would therefore be that the system should become electromagnetic when ␤ C ϳ1. Although the results we have obtained in the linear and turbulent regimes differ somewhat from this, it does explain why we found a more pronounced effect at higher C : magnetic induction overcomes resistivity more easily at lower collisionality.
B. Invariants of the model
The invariants of the purely nonlinear subset of the electromagnetic drift-wave equations are the total fluctuation free energy ͑herein energy͒
the generalized enstrophy
and the magnetic potential
The energy was mentioned as an invariant of this model in Refs. 42 and 45, but the other two invariants were not considered. The Hasegawa-Wakatani system also has the total energy E ͑with E M ϭ0͒ and the generalized enstrophy U as invariants. 35, 36 On the other hand, the 2-D MHD system has the total energy E ͑with E N ϭ0͒, the magnetic potential A, and the cross-helicity H as invariants 20 ,21
According to the electromagnetic drift-wave equations ͑2͒-͑4͒, the invariants, E, U, and A, evolve with time as
where
⌫ n , the source of energy, is the rate at which the energy is extracted from the density gradient. ⌫ r is the rate at which the energy is resistively dissipated, and ⌫ d the rate that the magnetic potential is resistively dissipated. ⌫ a is the source of the magnetic potential, and is proportional to the nonadiabaticity of and ñ ͑for ñϭ , ⌫ a ϭ0͒. The dissipation rates D E , D U , and D A are due to the finite hyperviscosity added as described to Eqs. ͑2͒-͑4͒. For diagnostic purposes we also computed
from the results.
III. LINEAR ANALYSIS
This section contains brief analyses of the linear dispersion relation obtained from the model and the linear mode structure, here represented by the phase shifts exhibited among the dependent variables. The linear growth rates and phase shifts are useful in comparisons with the turbulent state in saturation, presented in Sec. IV.
A. Dispersion relation and growth rate
The linearized system is solved analytically, for which purpose the hyperviscosity, , is neglected. By linearizing and Fourier decomposing Eqs. ͑2͒-͑4͒ and assuming a modal dependence of the form e i(k-xϪt) , we obtain
The resulting dispersion relation may be cast as
where once again C ϭDK ʈ 2 and since K ʈ ϭ1, D is C . One notes that if ␤ C is small and C is large then the bracketed expression in the second term vanishes. This recovers the familiar drift-wave dispersion curve in the adiabatic limit. Small corrections due to the finite C then give the basic collisional drift wave's growth rate. Another extreme is k y and k Ќ sufficiently small that 2 ␤ ϪK ʈ 2 ϭ0. This of course recovers the Alfvén wave dispersion curve; in that limit there are only the two damped Alfvén waves and the mode at ''zero frequency'' which is the drift wave. Since the only free energy source considered is the thermal gradient ͑tem-perature times "n͒, only the drift-wave branch can correspond to an instability, and since this will tie the turbulence to the resulting small scales, the MHD regime will not be reached. Nevertheless, in general there are three linear modes in the system: one drift wave and two transients. The transients are resistively damped Alfvén waves, and it is worth noting that their behavior is quite different from the single dissipative transient in the electrostatic collisional drift-wave system. Rather than decaying at an unrealistically fast rate, the transients propagate back and forth along the field lines, decaying only at the rather slow rate, roughly ͑␤ C ͒
Ϫ1
. This is why magnetic induction begins to play a role in the dynamics as ␤ increases and why it ultimately results in a more nonadiabatic character, as the latter is connected with the rate at which the transients damp.
The unstable mode corresponding to the drift wave is given by the single root of Eq. ͑31͒, which has a positive imaginary part. The mode frequency, R ͑k͒, and linear growth rate, ␥͑k͒, then follow.
In Fig. 1 we show the main properties of the linear growth rate, ␥, and mode frequency, R . The variation with different values of ␤ for K ʈ ϭ1, k x ϭ0, ϭ0, and C ϭ1 is shown for both ͓Figs. 1͑a͒ and 1͑b͔͒, and then the growth rate ͓Fig. 1͑c͔͒ and wave number ͓Fig. 1͑d͔͒ for the most unstable mode, k y , is shown as a function of ␤ for C ϭ0.1, 1, 5, and k x ϭ0, K ʈ ϭ1, ϭ0. One can see that for higher ␤ the linear growth rate is smaller ͓Fig. 1͑a͔͒. This decrease of ␥͑k͒ with finite ␤ is most pronounced in the adiabatic regime ͑C ϭ5͒, which also has smaller electrostatic growth rates ͓Fig. 1͑c͔͒. When varying ␤ , the linear properties only have noticeable changes for ␤ տ1 ͓Figs. 1͑c͒ and 1͑d͔͒, confirming the naive estimate since the scaling of the most unstable mode's k Ќ with C eliminates a strong dependence of the linear electromagnetic boundary on C .
B. Linear phase shifts
The linear mode structure can be expressed in terms of the phase shifts among any two of the fluctuations in Fourier space, e.g., ñ k and k . From the linearized electromagnetic drift-wave equations ͑28͒-͑30͒, any two of the fluctuations can be computed from the third, given the result of the dispersion relation for the unstable mode. Since the ratio between any two complex numbers can be given in terms of an amplitude and a phase shift, the latter may be found from Comparison to the nonlinear regime will be presented in Sec. IV using these same definitions. For the linear modes, the phase shifts satisfy:
In Figs. 2͑a͒ and 2͑b͒ and ␦ k L is shown for C ϭ5, with ␤ ϭ0.001 and ␤ ϭ10, respectively. Figures 2͑c͒-2͑f͒ show k L and ␣ k L for the same parameters. In this adiabatic limit the linear mode was most sensitive to ␤ since it is easier for magnetic induction to overcome resistivity for low collisionality. For C ϭ1 the changes of the linear phase shifts for increasing values of ␤ were still noticeable. In the hydrodynamic limit, the sensitivity of linear phase shifts to ␤ was nearly absent, even at ␤ ϭ10 at which ␤ C ϭ1, even though ␥ shows sensitivity at ␤ ϭ1. This is a result of the already weak coupling of ñ to for C Ͻ1.
IV. COMPUTATIONS IN THE NONLINEAR REGIME
This section presents the computations which were performed and the essential results which describe the turbulent saturated state. In all cases, the property to look for is the strong effect of the increasing ␤ in the adiabatic regime ͑C Ͼ1͒, and the weaker effect in the hydrodynamic regime ͑C Ͻ1͒. Especially important is the fact that the higher-␤ , higher-C cases look qualitatively like the lower-C cases, that is, the principal effect of the electromagnetic character brought in by the finite ␤ is to make the system appear more nonadiabatic. The reason is the magnetic induction, which helps the density and electrostatic potential fluctuations to decouple much as does resistivity. Since the magnetic induction is a reactive ͑nondissipative͒ process, though, the coupling is not as coherent as when it is dissipative. Magnetic induction reduces both the immediacy and the coherence of the ñ-to-coupling, making it more difficult for free energy produced in ñ by "n to return to . It can be understood as a delay in the response of the electrons which is stabilizing to both linear waves and turbulence. We find that the transition to the electromagnetic regime is definitive only for ␤ ϭ10; the effect of magnetic induction ␤ ϭ1 is still weak. In all cases, however, the electromagnetic corrections to " ʈ are found to be sufficiently small that the transport caused by the turbulence is electrostatic.
A. Numerical details
The electromagnetic drift-wave equations ͑2͒-͑4͒ were solved on a square box of size L 2 ϭ(2/K 0 ) 2 with periodic boundary conditions using a dealiased pseudospectral algorithm, similar to previous ones employed in studies of the Hasegawa-Wakatani system 36 and for a sheared magnetic field. 47 In most runs, the number of collocation points ͑grid nodes͒ was 128 2 ; in some cases a larger number ͑1024 2 ͒ was employed. The box size was chosen such that K 0 ϭ0.15. The dissipation parameter was taken to be just large enough to prevent numerical instability, ϭ10
Ϫ3 in most of the 128 2 runs. Another set of runs was considered to check for dependence on box size; for these we chose K 0 ϭ0.0375, ϳ10
Ϫ2
, and in most cases 256 2 collocation points. The method used to elucidate the role of electromagnetic effects and at which parameters they enter was to choose a reference value of C and then increase ␤ from small values to large ones. In all cases, K ʈ was set to unity. Since the behavior of the system is known in the electrostatic limit ͑it is the Hasegawa-Wakatani system͒, the same three values used in our previous electrostatic work 36 were chosen: . Then, companion runs were done at ␤ ϭ0.1, 1.0, and 10.
The density ñ, potential , and magnetic fluctuations were initialized with a random-phase, broadband field, such that all degrees of freedom are excited with a constant amplitude a 0
In most calculations, we chose a 0 ϭ10
Ϫ6
, however in cases where the linear instability is very weak we considered a 0 ϭ10 Ϫ4 , or even a 0 ϭ10 Ϫ2 ; so that the time required for reaching a turbulent saturated state would not be long. The numerical error was tracked in all runs using the energy equation ͑17͒; the numerical error was never greater than 0.01E.
The runs with a finer grid ͑1024 
B. Properties of the saturated state
A typical numerical simulation has a linear phase, followed by a saturated turbulent state, which is then maintained long enough for good statistical quantities to be obtained.
In Figs. 3͑a͒ and 3͑b͒ , the typical time evolution of the components of the energy E N , E V , and E M for an electrostatic case ͑␤ ϭ0.001͒ and an electromagnetic case ͑␤ ϭ10͒ are shown. By analyzing Fig. 3 , one can see that even for the case ␤ ϭ10, the magnetic energy E M is not the dominant component of the total energy E. By increasing ␤ , the role of the kinetic energy E V diminishes in order to allow E M to increase ͑see also Table I͒. In the hydrodynamic regime, the role of the density is so dominant, that the value of E N /E is kept constant ͑0.83͒, independent of the value of ␤ . By contrast, in the adiabatic regime, the role of each component of the energy is much more affected by the values of ␤ . The saturation values of the total energy E, the enstrophy U, and amplitude P increase as ␤ goes from 0.001 to 0.1 and diminish strongly for ␤ ϭ10. The magnetic potential A saturation values increase with ␤ . The spatial structure of the system is also altered by varying ␤ , which can be seen by analyzing the contour plots. , which is one-fourth of the real area calculated in the simulations. As usual, collects at large scales, owing to its inverse cascade tendency. With increasing ␤ ͑Fig. 4͒, the resulting scale of is ever larger, since the reduction of the coupling between ñ and allows the inverse cascade to evolve unhindered. This is also apparent in the difference between the electrostatic cases ͑see also Table III below͒. In the electromagnetic limit ͑␤ ϭ10͒, for C ϭ5, ñ does not mimic , but is more similar to . The magnetic fluctuations have the same behavior in all regimes, always collecting in the larger scales. The vorticity ⍀ usually has fine structures; the presence of large ␤ smooths these structures ͑Fig. 5͒. By contrast, the current J, which collects at average size structures in the electrostatic limit, shows a much finer structure in the electromagnetic limit. This effect, however, appears only in the adiabatic regime, in which the electromagnetic effects have a stronger influence.
The angle-averaged spectra of the invariants were also obtained ͑for the definition see Ref. 36͒. The spectra exhibit a maximum at a certain wave number k SM . On the high-k side of the maximum k SM there is an inertial range with a decaying power law spectrum ͑e.g., E k ϳk Ϫa ͒ up to the viscous cutoff. The variation of the spectral exponents with C and ␤ is shown in Table II. In the electrostatic limit, the spectral exponents are almost identical to the HasegawaWakatani case for C ϭ0.1 and C ϭ1. 36 However, for C ϭ5 the electromagnetic effects are stronger. Even for ␤ ϭ0.001 in the adiabatic regime, the spectral exponents are higher than in the Hasegawa-Wakatani case. As ␤ increases, the spectral exponents of the three invariants and the energy components increase for C ϭ0.1 and C ϭ1. In contrast, the spectral exponents of the energy E k and its components ͑E k V , E k N and E k M ͒ and the magnetic potential A k diminish for C ϭ5, while the spectral exponents of the enstrophy increase. The spectral exponents for both the energy E k and the magnetic potential A k in the electromagnetic limit ͑independent of the value of C ͒ are very different from the ones obtained in 2-D MHD turbulence ͑Ϫ3/2 and Ϫ7/3, respectively 20 ͒. Figure 6 shows the variation of the spectra of energy components E k N , E k V , and E k M by varying ␤ . E k N , which is the dominant component of the energy, has a different behavior when ␤ is increased for C ϭ0.1 and C ϭ5. E k V is not much affected by increasing ␤ , especially for C ϭ0.1. The magnetic energy component E k M also has a steeper curve in the electromagnetic regime ͑␤ ϭ10͒ than in the electrostatic regime ͑␤ ϭ0.001͒ for C ϭ0.1. In contrast, for C ϭ5 the effect of increasing ␤ is to make the spectrum of E k M less steep. A different behavior of the spectral exponents of E k for C ϭ0.1 and C ϭ5 was also observed. While the curve of E k for ␤ ϭ10 is steeper than the curve for ␤ ϭ0.001 for C ϭ0.1, the opposite happens for C ϭ5. Therefore, the behavior of E k is basically the same as E k N . When the value of ␤ is increased the enstrophy spectra U k are steeper for all values of C . The effect of increasing ␤ on the magnetic potential spectra A k depends on the value of C , but the spectral exponents do not have such strong changes as do the energy spectral exponents.
In Table III , the average values of k are shown for E, E V , E M , U, A, and P. In the case of the total energy E, for instance, the average k m E , is defined such that
with analogous definitions for the other k m . In the hydrodynamic regime ͑C ϭ0.1͒ and for C ϭ1, when ␤ is increased the values of k m E ,k m N ͑which is always the dominant component͒, k m U , k m A , and k m diminish, i.e., these fields have larger structures in the electromagnetic limit. It is important to notice that this effect is stronger in the case C ϭ1. In contrast, in the adiabatic limit C ϭ5, these fields have smaller structures for ␤ ϭ10 than for ␤ ϭ0.001, as in the latter the structures are already large. From the linear theory the value of k max increases with ␤ for all values of C ͑see also Fig. 1͒ . For the runs in which a larger box was considered ͑K 0 ϭ0.0375͒ the spectra's maximum k SM and the average wave numbers k m , had approximately the same values.
TABLE I. Saturation values in the different regimes. The electromagnetic component (A,E
M ) enters with ␤ , and C ϭ1 is the most dissipative case. Therefore the structures did not become larger. All the other properties of the system remained the same, when a larger box was considered. Another interesting feature comes from analyzing how the phase shifts between the main quantities are altered when ␤ is increased and then comparing this with the linear phase shifts. In Fig. 7 we show the phase shifts obtained for C ϭ5 in the cases of ␤ ϭ0.001 and ␤ ϭ10. While in the electrostatic limit ␤ ϭ0.001, ␦ k L and ␦ k still had some resemblance for C ϭ5 ͓compare Figs. 2͑a͒ and 7͑a͔͒, in the electromagnetic limit, this resemblance has completely disappeared. The same effect occurs for ␣ k L and ␣ k with C ϭ0.1. The other linear and nonlinear phase shifts are very different in both the electrostatic and electromagnetic limits. Therefore, any small influence that the linear properties could still have on the turbulence in the electrostatic limit practically disappears for ␤ ϭ10. This result is expected, as the linear growth rates are small in the electromagnetic limit-since magnetic in- FIG. 4 . Contour plots of ͓͑a͒ and ͑b͔͒, ñ ͓͑c͒ and ͑d͔͒, and ͓͑e͒ and ͑f͔͒, for C ϭ5 in the electrostatic ͑␤ ϭ0.001͒ and electromagnetic ͑␤ ϭ10͒ regimes, respectively. duction is reducing the coupling between ñ and , the linear effects are less able to compete with the nonlinear EϫB advection for larger ␤ .
The transport flux, ⌫ n , which is also the free energy source rate, is very much affected by the value of ␤ , diminishing as ␤ increases ͑Table IV͒. This can be interpreted using the linear theory, which shows that the maximum of the linear growth rate ␥ max diminishes for higher values ␤ ͑Fig. 1͒ with a behavior similar to that of ⌫ n , almost constant for ␤ Ͻ1, and quickly dropping for ␤ Ͼ1 ͑Fig. 8͒. The reason is the reduction of the coupling of ñ to with increasing ␤ , making it more difficult for the free energy excited in ñ by "n to return to and continue the driving.
V. LINEAR AND NONLINEAR SPECTRAL TRANSFER
The dynamical quantities which reveal the most information about the direction of cause and effect in a complicated turbulent system are the rates of transfer of invariants or pieces of invariants among different parts of the system. FIG. 5 . Contour plots of ⍀ ͓͑a͒ and ͑b͔͒ and J ͓͑c͒ and ͑d͔͒, for C ϭ5 in the electrostatic ͑␤ ϭ0.001͒ and electromagnetic ͑␤ ϭ10͒ regimes, respectively. TABLE II. Decay exponents for the invariants and energy components spectra in the different regimes. As might be expected from a strongly dissipative system, the spectra are not universal.
Linear transfer refers to exchanges between different dependent variables within each Fourier component or mode k, e.g., the transfer of fluctuation free energy between density and potential fluctuations mediated by the dissipative coupling through " ʈ J in Eqs. ͑2͒ and ͑3͒ for ñ and ٌ Ќ 2 . Nonlinear transfer, also called spectral transfer, refers to exchanges between different modes. This can occur within a given dependent variable, as, e.g., for E؋B transferring density fluctuations free energy between two modes with different k. With magnetic fluctuations present, this mode-mode transfer can also occur between different dependent variables, as we shall see.
Such transfer analysis has proven very useful in understanding cascade phenomena in neutral fluid 52 and electrostatic drift-wave 36 turbulence. We now apply it to the electromagnetic drift-wave system.
A. Linear transfer
We now obtain the linear transfer of energy, enstrophy, and magnetic potential between the dependent variables , ñ, and within a mode k. The linearized equations in Fourier space are ‫ץ‬⍀͑k͒ ‫ץ‬t ϭiK ʈ J͑k͒Ϫk 4 ⍀͑k͒, ͑40͒
FIG. 6. Density spectra E k N for ␤ ϭ0.001,0.1,10, C ϭ0.1 ͑a͒ and C ϭ5 ͑b͒. Kinetic energy spectra E k V for ␤ ϭ0.001,0.1,10, C ϭ0.1 ͑c͒ and C ϭ5 ͑d͒. Magnetic energy spectra E k M for ␤ ϭ0.001,0.1,10, Cϭ0.1, ͑e͒, and C ϭ5 ͑f͒.
TABLE III. Average wave numbers k m for the invariants, the energy components, and P in the different regimes. Note especially the last two lines for C ϭ1 and 5: ␤ affects enter most strongly in the most adiabatic regime. In Fourier space the invariants E, U, and A are given, respectively, by
By using the definitions of each of the energy contributions given in Eqs. ͑43͒ and ͑40͒-͑42͒ we obtain the linear transfer of the energy components:
The contribution of the electromagnetic transport fluxes ͑⌫ p N and ⌫ p V ͒ to the linear transfer of the total energy E is zero, although they have an important role in the linear energy transfer for each of the energy components.
The linear transfer for the enstrophy U and the magnetic potential A can be obtained in a similar way and are, respectively, Fig. 1 . 
The source, transfer, and dissipation rates in Fourier space are
In all of the formulas of this section, it is to be once again noted that since K ʈ ϭ1, D is C .
In Fig. 9 the linear transfer is shown for C ϭ5 in the electrostatic and electromagnetic regimes. The transfer rates are shown as a function of kϭ͉k͉. In Table IV , the total values of the linear transfer are given in all regimes. In Fig.  10 , the schematic direction of the linear and nonlinear transfer is shown. For C ϭ0.1 the linear transfer rates are approximately the same in the electrostatic and the electromagnetic regime. They look very similar to the case C ϭ5 and ␤ ϭ10, apart from the sign of ⌫ p V . Figure 9 and Table IV show that the dominant contribution of the linear transfer is given by ⌫ n , which is the free energy source. The maximum of ⌫ n (k) is located at a kӍ0.7 for C ϭ0.1, which is very near the maximum of the energy spectrum E k . By contrast, for C ϭ5 the maximum of ⌫ n (k) is located at kӍ0.5 and the maximum of E k at kӍ0. 3 .
Another important contribution comes from ⌫ p n (k), which is responsible for the linear transfer from ñ to . When ␤ increases, ⌫ p n (k) is located at smaller values of k. For C ϭ15 and ␤ ϭ0.001, ⌫ p n (k) has a negative contributionin the smaller values of k, which means that in this case the linear transfer is in the other direction-from to ñ ͑Fig. 9͒. This effect disappears when ␤ is increased. ⌫ p V (k) is responsible for the linear transfer between and . ⌫ p V (k) is ͑in most cases͒ positive for the smaller values of k ͑linear transfer from to ͒ and negative for the higher values of k ͑linear transfer from to ͒, as can be seen in Fig. 9 . The total contribution of ⌫ p V (k) is ͑in most cases͒ negative, the main effect being therefore the transfer from to ͑see 
is negative in the whole spectrum ͑Fig. 9͒. ⌫ r (k) ͑responsible for the resistive dissipation͒ has a more important role for C ϭ0.1 than for C ϭ5. By increasing ␤ , ⌫ r is dislocated for higher values of k. ⌫ a (k), which is the source of the magnetic potential, has a strong dependence with ␤ , with its values increasing dramatically with increasing ␤ and its maximum being dislocated to much smaller values of k.
B. Nonlinear spectral transfer
We now compute the nonlinear spectral transfer of the different invariants between different k modes, both within and between the dependent variables. By considering only the nonlinear terms of the equations, we obtain for the nonlinear energy transfer:
where the spectral transfer rates of energy from mode q to mode k are given by
It is important to understand how this transfer occurs. By considering now the mode q, we have
Therefore, the purely kinetic and density transfer rates are transferred in a direct way ͑between different modes of the same fluctuation field͒, while the mixed magnetic-kinetic and magnetic-density transfer rates represent nonlinear transfer between modes of ñ and or and . In Fig. 11 the nonlinear transfer of the energy components are shown for Cϭ5 for the electrostatic and the electromagnetic regimes. In Fig. 12 the nonlinear transfer of the three invariants of the system ͑E, U, and A͒ is shown in the electrostatic and the electromagnetic regimes for C ϭ5. In Table VI . In all cases, the dominant nonlinear transfer is T N , as seen in Fig. 11 and Tables V and VI. Even in the electromagnetic regime, the terms responsible for the magnetic transfer of the energy, T NM and T VM , are much smaller than T N . T N shows a direct cascade, as ñ is passively advected by the E؋B flow eddies. Even in the case C ϭ5, which is the most sensitive to changes of ␤ ,T N always has the same character, showing a direct cascade, with only the magnitude of T N being sensitive to variations of ␤ a nd C . T V shows an inverse cascade in the electrostatic limit. However, this character is modified when ␤ is increased for C ϭ1 and C ϭ5 ͑mixed cascade͒, while the inverse cascade remain robust for C ϭ0.1. The direct cascade contribution of T V is already present in the electrostatic limit. Nevertheless, as the inverse cascade contribution is very strong, the direct cascade contribution cannot be seen in the contour plots. As ␤ increases, the inverse contribution of T V becomes weaker. Therefore, in the electromagnetic limit the direct contribution of T V becomes more important and a mixed cascade appears ͑for C ϭ1 and C ϭ5͒. It is interesting to note that the dual cascade, which was observed for the Hasegawa-Wakatani system, 36 with an inverse cascade of the electric potential and a direct cascade of the vorticity is still present in the electrostatic case. For increasing ␤ , the vorticity continues to show a direct cascade. However, the electric potential sometimes presents a mixed cascade instead of the inverse cascade.
The nonlinear transfer rates involving the magnetic fluctuations , T NM , and T VM , are very small ͑negligible͒ in the electrostatic limit, as expected. In this limit, T NM and T VM have a mixed cascade character. As ␤ increases, the direct cascade becomes stronger until in the electromagnetic limit, the direct cascade is clearly dominant for all values of C . By comparing the electrostatic limit with the electromagnetic limit, we can conclude that the magnetic fluctuations make the transfer of energy between the density and the potential fluctuations more difficult. Therefore the response of the potential fluctuations to the density fluctuations ñ is delayed, leading to the loss of adiabaticity in the electromagnetic limit. That this is principally a linear effect may be seen from the weakness of the nonlinear magnetic transfer rates, which are always very small compared to their linear counterparts, ⌫ p N and ⌫ p V . The appropriate conclusion is that the only really significant electromagnetic effect in this system is magnetic induction. Nevertheless, its action to enhance the nonadiabatic character of the overall system remains important in the turbulent regime.
The resulting nonlinear energy transfer, T E , is strongly dominated by T N in all cases considered. For C ϭ0.1, T E shows a direct cascade independent of ␤ ͑see Table VI͒. In the adiabatic regime ͑C ϭ5͒ for ␤ ϭ0.001, T E has a mixed cascade character, since in this limit T V has an important role. As ␤ increases this role diminishes and T E shows the usual direct cascade ͑see also Fig. 12 and Table V͒. The nonlinear transfer of the enstrophy T U shows a direct cascade, except in the case C ϭ5 and ␤ ϭ0.001. In this case the kinetic transfer has a more important role, changing the character of the transfer to a mixed cascade. However, even in this case the dominant behavior is the direct cascade. Therefore, the main effect of ␤ on T U is to change its magnitude, with the qualitative behavior of the nonlinear transfer being rather robust. T A is the quantity that is most affected by ␤ . Besides the expected increase of the magnitude of T A , its qualitative behavior depends strongly on ␤ and C ͑Fig. 12͒. For C ϭ0.1 and ␤ ϭ0.001, T A presents a direct local cascade. When ␤ ϭ10 the cascade is still direct, but involves a rather different range of modes, not so near the line kϭq ͑local cascade͒. On the other hand, for C ϭ5, while the electrostatic limit is very similar to that of C ϭ0.1, the electromagnetic limit has a mixed local cascade character.
In Fig. 10 we summarize in schematic form the linear and nonlinear transfer of energy of the system. This diagram is more complicated than the ones obtained for electrostatic models, 49, 50 but its meaning is the same. We chose as a typical example the case C ϭ0.1 and ␤ ϭ10. Each of the circles represents a batch of wave numbers in one of the three de- ) is affected by the magnetic fluctuations, and only at high ␤ .
pendent variables at lower and higher k, on the left-and right-hand sides, respectively. The boundary between low and high k is chosen as k m E . Each of the arrows between two of the circles represents a transfer rate as computed from the results according to the definitions in this section. Each of the arrows pointing into or out of a circle from boundary represents one of the source or sink rates, respectively, as computed from the results according to the definitions in Sec. II B. The thickness of each arrow is logarithmically proportional to the computed strength of the rate it represents. Although the direction of each nonlinear transfer process is given by its arrow, it is important to note that the sum of all the nonlinear transfer rates is zero, by definition. The sum of the linear transfer rates is also zero, but this is only due to the fact that the turbulence is well saturated.
The source of fluctuation free energy ⌫ n is present at both low and high k, but is stronger at low k. The energy is then linearly transferred from ñ to through ⌫ n p , while being dissipated in the smaller scales by D N E , D M E , and ⌫ r . Simultaneously the energy is being transferred nonlinearly from ñ at low k to ñ at high k in a direct cascade, represented by T N . The energy in ñ at low k is also transferred to at high k, also a direct cascade. Figure 10 shows clearly how the presence of makes it difficult to transfer energy directly from ñ to , which is how it goes in an electrostatic model. 36, 49 At high k there is a weak linear transfer from to through ⌫ V p , but at low k, ⌫ V p is in the opposite direction. The energy in at low k is also sent to at high k through T VM in a direct cascade. Finally there is the strong nonlinear inverse cascade between high-and low-k EϫB energy in . Most of the hyperviscous dissipation is in at high k, reflecting the power of the EϫB vorticity cascade. The strongest dissipation process is resistivity, however, reflected by ⌫ r .
An important result of this energy transfer study has been to determine that not only the total particle transport is zero, 26 but each contribution to the nonlinear electromagnetic dynamics is itself small compared to the free energy excitation rate represented by ⌫ n . This tells us that the part of the system's dynamics which determines the turbulent transport is still largely electrostatic, even if the magnetic induction has changed its overall level. Figure 10 shows clearly however that the role of the magnetic fluctuations in the system is still important to the energy transfer, even though the nonlinear transfer rates involving the magnetic fluctuations are comparatively small. The magnetic fluctuations interfere with the coupling between the density and potential fluctuations, reducing its immediacy. It is important to note that the energy transfer character is in agreement with the electrostatic studies. 36, 49 The magnetic fluctuations do not change the character of the nonlinear transfer T N and T V in the electrostatic system at all, but they do change the linear transfer, which instead of going directly between ñ and must go through .
VI. CONCLUSION
In this paper, we have presented detailed properties of the turbulent states of a simple drift-wave model with magnetic fluctuations. The system was solved numerically and compared with the known properties of its limiting cases, the 2-D Hasegawa-Wakatani and MHD equations.
The most important single conclusion is that although in certain limits the magnetic fluctuations have significant influence ͑near-adiabatic electrons, high ␤ ͒, the turbulence is largely electrostatic in character. This is particularly true with regard to the transport, as shown by the energy transfer study in Sec. V. For the saturated amplitude and mode structure, we observed dominant magnetic influence only when ␤ was as large as 10, in contrast to nominal scaling which usually puts the boundary at ␤ ϳ1. And even then, the actual transport was still dominantly electrostatic even in basic character. The magnetic part of the system was seen to be effective in enhancing the nonadiabatic character of the electron dynamics. In turbulence in a sheared magnetic field, the electron nonadiabaticity is already strongly enhanced, so that a preliminary study saw little effect of the magnetic fluctuations in the collisional regime. 46 However, the present results suggest that the hot plasma regime ͑TϾ1 keV͒ may be made less adiabatic than would be otherwise expected. Work is underway on a three-dimensional model which will test this directly in tokamak geometry.
In any case, the neglect of magnetic fluctuations should be done with extreme care, since as was seen in the energy transfer analysis, the magnetic part of the system has an important influence on the relation between density and electrostatic fluctuations, i.e., the nonadiabatic dynamics which determines the transport. Therefore, even if the turbulence can still be considered electrostatic, it is of importance to understand the role of the magnetic fluctuations in determining the characteristics of the turbulence in more realistic models.
