We propose and analyze a new method for the identification of a parameterdependent model that best describes a given system. This problem arises, for example, in the mathematical modeling of material behavior where several competing constitutive models are available to describe a given material, and one has to determine the best-suited constitutive model for a given material and application from experiments. We assume that the true model is one of N possible parameter-dependent models. To identify the correct model and the corresponding parameters we can perform experiments, where for each experiment we prescribe an input to the system and observe a part of the system state. Our approach consists of two stages. In the first stage, for each pair of models we determine the experiment, i.e., system input and observation, that best differentiates between the two models, and measure the distance between the two models. Then we conduct N(N − 1) or, depending on the approach taken, N(N − 1)/2 experiments and use the result of the experiments as well as the previously computed model distances to determine the true model. We provide sufficient conditions on the model distances and measurement errors which guarantee that our approach identifies the correct model. Given the model, we identify the corresponding model parameters in the second stage. The problem in the second stage is a standard parameter estimation problem and we use a method suitable for the given application. * This work has been supported in part by grants DFG HE5386/8-1, DAAD 50727872,50756459 and DFG EXC128, NSF-DMS-0915238, and AFSOR-FA9550-09-1-0225. We illustrate our approach on three examples, including one where the models are elliptic partial differential equations with different parameterized right hand sides and an example where we identify the constitutive equation in a problem from computational viscoplasticity.
Introduction
Suppose we have a system that could be described by N parameter dependent models and suppose that we want to determine which of the N models is the 'true' model along with the 'true' model parameters. To identify the correct model and the corresponding parameter we can perform experiments, where for each experiment we prescribe a system input and observe part of the system state. In this paper we propose and analyze a new method to identify the true model and estimate the corresponding parameter values. We give conditions under which our approach is guaranteed to identify the correct model, and we illustrate our approach on three examples, including two examples where models are given by parameterized partial differential equations (PDEs).
Our approach consists of two steps. In the first step we identify the correct model. For each pair of models we compute system inputs and observations that best separate the two models. The result of these computations are model distances and experiments (inputs and observations) for each pair of models. For each model pair we then conduct an experiment with our computed inputs and observations and use the results of the experiment and the previously computed model distances to determine the true model. In the second step, after we have identified the model, we estimate the parameters in the model. Our work is motivated by the need to identify constitutive model and their parameters for the modeling of materials. To distinguish between competing constitutive models, appropriate exerimental tests are needed. Hence, the identification of the best-suited constitutive model leads to the problem of finding a material test that is best-suited for distinguishing between the constitutive models available. Experimental tests are also the basis for determining the material-dependent parameters entering a constitutive equation. These tests differ, e.g., in the type of loading, geometry, the time history or the measured response of the specimen. For elastic material behavior, several tests have been developed to determine the elastic constants of a given material [35, 13, 22, 28, 27, 19] . In particular for inelastic materials a broad range of constitutive equations exist and, as a consequence, often several competing phenomenological constitutive equations could be used to describe a given material. Identifying the correct constitutive equation and corresponding parameters is crucial in many applications in order to accurately forecast the material behavior in process simulations.
If the model (in our motivating example, the constitutive equations) is known, then the problem of identifying parameters in the model has been studied extensively in the literature. For problems with a finite number of parameters, see, e.g., [5, 8] , and for problems with distributed parameters see, e.g., [14, 30, 33, 36, 25] . In particular in the case of material laws in elastoplasticity inverse problems have been intensively discussed, e.g., in [24, 16, 23, 18, 17, 3, 31] . Additionally, if one can choose between different material tests, then approaches from optimal experimental designs [5, 29, 34] can be used to select the best material test for parameter identification.
We go a step further. Instead of assuming that the model is given, it has to be determined from experiments as well. This leads to the question of model discrimination. See, e.g., [6, 7, 9, 11, 15, 20, 25] . While the approaches in [6, 7, 9, 11, 15, 20, 25] sequentially compute designs and conduct experiments to differentiate between N models, our approach requires a one-time computation of N(N − 1)/2 designs to best discriminate all pairs of models and, in a second stage N(N − 1) or, depending on the approach, N(N − 1)/2 experiments to identify the model. The distance between two models used in our approach is identical to the one used in, e.g., [6] . The distance between two models is the minimum norm differences in their model outputs, where the minimum is taken over the model parameters. The experimental designs are computed to maximize the distance between pairs of models.
In the sequential approach of [7] it is assumed that a guess of the true model is available. Then the distances between all other models and the 'true' model is computed and the next experiment is computed to maximize the sum of these distances. If necessary, the guess of the true model is updated based on the new experiment and the process is repeated.
The approaches in [9, 11, 15, 20, 25] differ from each other and from [7] in the measure of model distance. For a discussion of the various proposed discrimination criteria we refer to [25] . For example, the model distances proposed in [25] build on the so-called Akaike information criterion (AIC) [1] . The AIC measures the loss of information when the true model is replaced by an approximating model. See also [10] . From the AIC, [25] derive weights for each of the N models under consideration and compute a design by minimizing the sum of the Akaike weights. The Akaike weights, however, depend on current parameter estimates, and statistical information of measurement errors, which are updated based on experiments using the new design. The result is a sequential procedure. In each step experimental designs are computed by minimizing the sum of Akaike weights, experiments are conducted, parameter estimates are updated, and the set of candidate models are updates.
In our target applications, the number N of models is relatively small and it is feasible to conduct N(N − 1) or, depending on the variant taken, N(N − 1)/2, experiments. The experiments can be designed in an off-line stage. Since for our target applications, are modeled using partial differential equations, the experimental design can be computationally expensive. With our approach it is possible to create libraries of experiments in an off-line stage. Unlike the sequential approaches [7, 9, 11, 15, 20, 25] , we provide criteria under which our approach is guaranteed to determine the correct model. If the number N of models is large, our approach is will likely not be practicable unless experiments can be conducted fast and in an automated way. It is possible that the sequential design approaches terminate in a few steps, and therefore, require relatively few experiments even if the number of models is large. In fact, [25, Sec. 5] show a case study with ten possible models for a simple chemical reaction, where their sequential procedure stops after one iteration.
The next section describes the mathematical setting of our problem and introduces and analyzes our approach. We focus on the model identification part. Once the model has been identified, we use standard techniques to identify the parameters in the model. In Section 3 we discuss three examples of increasing complexity and illustrate the application of our approach. These examples demonstrate that if the model distances are sufficiently large relative to observation errors, the true model can be identified.
Model and Parameter Identification
In this section we introduce and analyze our approach for identifying the true model and for estimating the parameter in this model. In the first stage of our approach we design experiments to identify the model. In the second stage, given the model, we design experiments to identify the parameters in the model. It has already been noted, e.g., in [6, 7] that designs that are good for model discrimination are not necessarily good for parameter identification. Although there are attempts to design experiments that are good for both model discrimination and parameter identification, see, e.g., [4] , we prefer to separate these stages. The second stage of our approach, the parameter identification for a given model is relatively well analyzed and we mainly adapt known procedures which are described briefly in Section 2.2. Our main focus is on stage one of our approach, the model identification.
The first stage of our approach is related the T-optimum design introduced in [6, 7] . Like [7] we also focus on the discrimination of multiple models, but we do not assume knowledge of the true design. Our approach is not sequential. If we have to discriminate between N models, we compute N(N − 1)/2 designs and, depending on the method chosen, conduct N(N − 1) or N(N − 1)/2 experiments using our computed designs to determine the true model. We provide conditions under which our approach correctly identifies the correct design.
We assume that each of the i = 1,...,N models can be written as an operator equation. More precisely, let Θ ad be the set of admissible parameters, let F ad ⊂ F be the set of admissible system inputs, let Y be the Banach space of system states, and let A i : Θ ad × Y → F . Given a system input f ∈ F ad , the state y of the ith model with parameters θ ∈ Θ ad is the solution of
In general the set of admissible parameters Θ ad , the set F ad of feasible system inputs, or the set Y of system states can depend on the model. To focus on the main ideas and keep the notation simple, we assume that Θ ad , F ad , and Y are the same for all models. Typically we cannot observe the entire state, but part of it. Therefore, we introduce the Banach space Z of observations together with a bounded linear observation operator C : Y → Z and assume that our observation of the system state is Cy. In general the observation operator can depend on the model i or depend on only a part of the system state and the observation operators can be nonlinear, but we assume that the observation operators are linear and are the same for all models to focus on the main ideas. As usual, L(Y , Z ) is the space of all bounded linear operators from Y to Z . We make the following assumption.
(A1) For any model i ∈ {1,...,N}, any system input f ∈ F ad , and any system parameter θ ∈ Θ ad there exists a unique solution
Suppose that k * is the index of the true model and that θ * k * is the true parameter. Given an experiment, i.e., a system input f and an observation operator C, the outcome of the experiment is
where δ represents possible measurement errors. We have to design experiments, i.e., construct system inputs f ∈ F ad and observation operators C ∈ C ad ⊂ L(Y , Z ) such that the model index k * as well as the model parameter θ * k * can be determined from the observations Cy k * (θ * k * , f ) + δ of our experiments. This is done in two stages, which will be described in the next two subsections.
Discrete Model Identification
In the first stage we identify the model. Since we have a finite number of possible models, we refer to this task as discrete model identification. This is in contrast to applications, where one wants to identify a state dependent parameter function.This problem can be viewed as identifying a model from an class of infinitely many models. For example, [26] consider the identification of a strain dependent elasticity function from measurements.
To identify the model from N possible models, we design experiments to discriminate between the models. Given a system input f ∈ F ad and an observation operator C ∈ C ad an experiment with model i and parameter θ i would give the observation Cy i (θ i , f ), where y i (θ i , f ) solves A i (θ i , y) = f , assuming for now no measurement errors. Similarly, an experiment with model j and parameters θ j would give the observation Cy j (θ j , f ). Given i = j, we want to find an experiment, i.e., an input f i j ∈ F ad and an observation operator C i j ∈ C ad maximizing the difference between the observations. That is we solve for
where
Let γ i j be the maximum value of (3). Obviously,
The problems (3) are expensive to solve. If the sets C ad and F ad of admissible observations and inputs contain only a small number of elements, then (3) can be solved by enumeration as follows. Let (C l , f l ), l = 1,...,L, be all possible combinations of observation operators and inputs. For l = 1,...,L solve min
and set
The observation operator C i j and the input f i j computed as the solution of (3) determine the experiment that best allows us to distinguish between the models i and j. The optimal value γ i j of (3) is a measure of the distance between the models i and j. If γ i j is too small, then it may be useful to remove one of the models i or j, or it may be useful to extend the set of observations C ad or inputs F ad to be able to better differentiate between the models.
Remark 2.1 The problems (3) for i, j ∈ {1,...,N} can be solved in an off-line stage. Since C i j = C ji , f i j = f ji we have γ i j = γ ji and we need to solve (3) only for i = 1,...,N and j = i + 1,...,N. Since (3) is in general a nonconvex optimization problem most numerical methods compute local solutions. We will show in Theorem 2.5 below that local solutions are acceptable, provided that the corresponding optimal values γ i j are sufficiently large relative to the measurement errors.
We use the solutions (C i j , f i j ), i, j ∈ {1,...,N}, to identify the correct model. Assume that the true model has index k * and parameter θ * k * . To identify k * we proceed as follows.
• For i, j ∈ {1,...,N} with i = j -Conduct an experiment with observation operator C i j and input f i j .
This results in an observation z obs
and where δ i j represents measurement errors.
-Solve for (y i j , θ i j ) the problem
and let
be the corresponding optimal value.
We define µ ii = 0, i = 1,...,N and δ ii = 0, i = 1,...,N. In the following let τ i j be an upper bound for the size of the measurement error δ i j , i.e., let
We set τ ii = 0, i = 1,...,N.
Remark 2.2 While the optimal values of (3) satisfy the symmetry condition γ i j = γ ji for i = j, the optimal values of (5) in general do not satisfy a symmetry condition, i.e., in general µ i j = µ ji for i = j, because the observation z obs i j in (5) is generated with y k * (θ * k * , f i j ) and because the observations contain measurement errors δ i j .
However, even though the optimal values of (5) are in general not symmetric in the sense that µ i j = µ ji for i = j, all results below can be generalized to the case where we only conduct experiments for i = 1,...,N and j = i + 1,...,N. See Theorem 2.4 below.
We select the true model k * based on the values of γ i j and µ ji and our criteria are based on the following observations. For i = k * we have
. For indices i = j with i = k * and j = k * nothing can be said about the relation between µ i j and γ i j , because µ i j depends on z obs i j which is computed with the true model A k * (θ * k * , ·) whereas γ i j is computed with the model A j (θ j , ·). In particular, for these indices it is possible that µ i j is substantially smaller than γ i j . We will illustrate this in our examples shown in the next section.
The inequalities (7) show that if there are no measurement errors, i.e., τ i j = 0, τ i j = 0, and if γ i j > 0 for i = j, then the matrix (µ i j ) ∈ R N×N + has precisely one zero row and this is row k * . The corresponding k * column of (µ i j ) ∈ R N×N + contains large entries, see (7b). The previous observations lead to the following approach for identifying the model in case of measurement errors. We identify indices such that all entries in the lth row of (µ i j ) ∈ R N×N + are small and all entries in the th column, except for the diagonal entry, are large. More precisely, find the index such that
and
The next result shows that if the measurement errors are small relative to how well the models are separated, then (8) can be used to identify the correct model. 
or if γ i j > 2τ i j for all j = 1,...,N and all i = 1,..., j − 1,
then the true model index k * is the only index that satisfies (8) .
Proof: Since the true model index k * satisfies (7) it satisfies (8) .
To show that k * is the only index that satisfies (8) we have to distinguish two cases. First assume that (9) is valid. For any index < k * , (7b) implies
which means that condition (8a) is violated for this index l. For any index > k * , the condition (8b) with = k * implies
Hence condition (8b) does not hold for any index > k * .
If we assume that (10) is valid, we can apply analogous arguments to show that no index = k * satisfies (8).
As we have discussed in Remark 2.2, the optimal values of (5) in general do not satisfy a symmetry condition, i.e., in general µ i j = µ ji for i = j. Therefore we solve the optimization problems (5) for all i, j ∈ {1,...,N} with i = j. This means that we have to perform N(N − 1) experiments.
We can generalize the results above to the case where we solve the optimization problems (5) (7) we have the following inequalities.
and for j = k * we have
In this case we have to replace (8) by the following criteria. Find an index with Proof: The result can be shown using minor modifications of the proof of Theorem 2.4. The optimization problems (3) (or (4)) for the computation of γ i j as well as the optimization problems (5) for the computation of µ i j are in general nonconvex. Therefore an optimization algorithm for the solution of these problems can in general only be expected to find a local minimum. In this case, instead of the maximum value γ i j of (3), we compute γ i j such that
where ε γ i j ≥ 0 is an estimate of how much the computed γ i j differs from the optimal value. Similarly, instead of the optimal value µ i j of (5) we compute µ i j such that
with ε µ i j ≥ 0. In this case the relationships (7) have to be replaced by
The model identification rule (8) is replaced by the following. Find the index such that
We have the following extension of Theorem 2.3.
Theorem 2.5 Let γ i j and µ i j satisfy (13) and (14), respectively. If Proof: The proof is a simple extension of the proof of Theorem 2.3.
Parameter Identification
Once we have identified the model, we identify the parameters in this model. Suppose we identified k * as the optimal model as discussed in the previous section. This parameter identification problem is a standard inverse problem and many approaches have been discussed in the literature. See, e.g., [5, 8, 14, 30, 33, 36] . We select one of these approaches that is suitable for our the application at hand. We describe one possibility.
Let (C l , f l ), l = 1,...,L be all possible combinations for observation operators and inputs. Furthermore, let z obs l be the given data (2) resulting from the experiment with observation operators and input (C l , f l ). For a given , the estimate of the true model parameter θ k * is given by
Under certain conditions, the Fisher information matrices
where we assume that y 1 , y 2 Y = y T 1 Y y 2 , can be used to determine the optimal experiment (observation operator and input). See, e.g., [5, 21, 29, 34] . For example, the so-called D-design chooses the experiment with index l * = argmax l=1,...,L det(F l ). Other design criteria are available [5, 21, 29, 34] .
Numerical Examples
We present three examples to illustrate the method proposed in Section 2. The example of Section 3.1 is solved analytically to show the dependence on external forces and measurement errors. The second example in Section 3.2 involves a number of elliptic partial differential equations with different parameterized right hand sides and a finite set of observation operators. The last example, Section 3.3, is a problem from computational viscoplasticity.
Example 1: Perturbations of the Identity
First we consider a simple algebraic example with Y = Z = R n , Θ = [1/2, 2], and the operator equation (1) given by the linear system
where
A i (θ ) = I + θ e i e T i , e i ∈ R n is the ith unit vector, and I ∈ R n×n is the identity matrix. Thus, A i (θ ) is diagonal matrix with ith diagonal entry equal to 1+θ and all other diagonal entries equal to one. We let the observation operator be C = I and C ad = {C}. The set of admissible right hand sides is F ad = { f ∈ R n : f 2 = 1}. For any f ∈ R n and θ i , θ j ∈ Θ, we have
and equality holds if θ i = θ j = 1/2 and f T e i = 0 or f T e i = 0. For models i = j the optimal design, i.e., the right hand side F ad = { f ∈ R n : f 2 = 1} that best discriminates between the two models is computed as the solution of (3), which in this case is equivalent to
Any vector f i j ∈ R n of length one whose only nonzero entries are in components i or j solves this problem and the optimal value is γ i j = 1/3. We pick
Now, let k * = 1 be the true model and θ * 1 = 1 be the true parameter. That is, the true matrix is A 1 (1) = diag(2, 1,...,1). Now let i, j be indices with i = j and assume that there are no measurement errors. If we conduct an experiment with the right hand side f i j , then we generate an observation
(e i + e j ), if i = 1 and j = 1, 
We observe that the relations (7) are satisfied. We also observe that for i, j ∈ {2, 3, 4} with i = j, we have µ i j < γ i j . This is possible because µ i j depends on z obs i j which is computed with the true model A 1 (1) whereas γ i j is computed with the model A j (θ j ) Table 1 shows the distances γ i j between the models as well as the optimal values µ i j for n = 4. The decision criteria (8) identify the index for which both all entries j = in row are sufficiently small and all entries i = in column are sufficiently large, and correctly identifies k * = 1 as the true model. Now we add observation errors to the optimal values µ i j computed above. We add 0.16 to µ 1 j given in (18) and we subtract 0.16 from µ i j with i = 1 given in (18) and round the result up to two digits. This leads to the values of µ i j on the left in Table 3 . We use these values together with the upper estimate for the measurement error τ i j = 0.16 to identify the true model. Because τ i j = 0.16 < γ i j /2, the results in Theorems 2.3 and 2.4 apply. The decision criteria (8) correctly identify k * = 1 as the true model (indicated by gray colors in the table). If we only perform experiments with i < j, then we get the optimal values µ i j shown on the right in Table 2 . Our decision criteria (12) also correctly identify k * = 1 as the true model (indicated by gray colors in the table). Note that all computed entries in rows two and three on the right in Table 2 are substantially smaller than the entries in row one. Our decision criteria (12) take into account that not only the entries j > in row must be sufficiently small, but also that the entries i < in column must be sufficiently large. In this example the latter is not true for = 2, 3, 4.
Next we increase the size of the observation errors to about 0.2. Specifically, we add 0.2 to µ 1 j given in (18) and we subtract 0.2 from µ i j with i = 1 given in (18) and round the result up to two digits. This leads to the values of µ i j on the left in Table 3 (8) and (12) are applied to the data in the left and the right table. In both cases, the decision criteria correctly identify k * = 1 as the true model (indicated by gray colors).
errors are large relative to γ i j . If we only use data from experiments with i < j, then we get the optimal values µ i j show on the right in Table 3 . Now both = 1 and = 2 satisfy our decision criteria (12) (indicated by gray colors in the table). 
Example 2: Identification of Right Hand Sides in an Elliptic Partial Differential Equations
In our second example the models are linear elliptic partial differential equations
on an L-shaped domain Ω ⊂ R 2 with Lipschitz boundary ∂ Ω shown in Figure 1 . The different models correspond to different forcing functions θ χ Ω i , i = 1,...,N, with real parameter θ ∈ Θ ad = [θ min , θ max ] = [1, 10] and with subdomains Ω i ⊂ Ω on which the forcing is applied. For a set S ⊂ Ω, χ S is the indicator function for the set S. We do not consider additional forces and therefore have F = / 0. If Ω i ⊂ Ω is measurable, the partial differential equation has a unique solution
We may observe the solution on one of L subdomains Q l ⊂ Ω, l = 1,...,L. Our observation operators are thus given by C l ∈ L (Y , Z ) where Z = L 2 (Ω) and C l y = χ Q l y. Therefore (4c) reads
For the numerical solution we discretize the partial differential equation using linear finite-elements on a triangulation shown in Figure 1 . The finite element solution of the partial differential equation (19) for model i is
where r i is a vector with entries equal to one at vertices in Ω i and zero otherwise, K is the stiffness matrix, and M is the mass matrix. The observation matrix C j is diagonal matrix with diagonal entry equal to one if the corresponding vertex is on Q j and zero otherwise. The optimization problem inside (20) is given by
We consider N = 4 different models corresponding the subdomains Ω 1 ,...,Ω 4 shown in the left plot in Figure 1 . The L = 3 observation regions are shown in the right plot in Figure 2 are considered. For presentation reasons only the nodes belonging to the subdomains Ω 1 ,...,Ω 4 and Q 1 , Q 2 , Q 3 , respectively, are shown. All numerical optimization problems are solved using a in Matlab optimization function fmincon using default values. The termination tolerance for the functional value as well as the termination tolerance for the change in the minimization variable are set to 10 −8 . We provided the analytical gradients to the optimization routine. Note that in this example the minimization problem inside (20) is actually a bound constrained least squares problem (21) . This problem structure can be used for the solution of (21) . We use the more general fmincon to handle more general problems, such as the one in the next section.
The model distances γ i j computed from (20) are shown in Table 4 .
In the following simulations we set the true model to be k * = 2 and θ * = 8.00. We set y k * (θ * ) := (−∆) Table 4 : The distances γ i j between the models for Example 2 with N = 4. certain percentage. We show the unperturbed state y k * (θ * ) and a 2%-percent noise δ (x 1 , x 2 ) in Figure 3 . The upper bound τ as in (6) is computed to
The observations z obs for the domain Q i and i = 1,...,L are defined as follows. They are given by z obs = χ Q i y k * (θ * ) + δ for the random perturbation δ . Using observations without measurements (δ = τ = 0), we compute the µ i j shown in Table 5 . Both decision criteria (8) and (12) identfy the correct model k * = 2.
If we repeat the computations with an observation error both decision criteria (8) and (12) still identfy the correct model k * = 2. We compute the µ i j shown in Table 6 . With δ L 2 = τ the assumptions of of Theorem 2.3 are satisfied. Both decision criteria (8) and (12) apply and yield the correct model k * = 2.
Given the identified model k * , we estimate the parameter by first determining the observation operator that is best suited for parameter identification. In this Table 6 : The optimal values µ i j for Example 2 with n = 4 and observation error δ . The decision criteria (8) correctly identifies k * = 2 as the true model (indicated by gray colors). application θ → y 2 (θ ) = (−∆) −1 χ Ω 2 θ is linear and the Fisher information matrices are the scalars
We select l * := argmax l=1,...,L F l .
Then we estimate the parameter using
Without observation error (δ = 0) our estimate is equal to the true parameter θ est = θ * = 8.00. With an observation error δ we obtain the estimate θ est = 7.92. The recovered state y 2 (θ est ) is shown in Figure 4 .
Example 3: Identification of external forces in computational viscoplasticity
Our last example is time dependent with non-linear material behavior. We consider viscoplastic problems as discussed in [12, 2] . Specifically, we use the numerical . The detailed problem description is given in [12] and we only describe the main parts relevant for the model identification.
We consider a bounded Lipschitz domain Ω ⊂ R 2 . The time dependent displacement field is u = u(t) ∈ [H 1 (Ω)] 2 . The strain tensor is given by ε(u) = 1 2 (∇u + ∇u T ). For small-strain plasticity the strain is split into the elastic part C −1 σ and the irreversible plastic part p depending on possible internal variables ξ :
The elasticity tensor C used here is the linear isotropic homogenous tensor Ce = λ tr(e)Id + 2κe where λ and κ are the Lamé coefficients. The evolution of the kinematic variables p and ξ depends on the rheological model. In the following, x + = max(0, x), dev(σ) = σ − 1 2 Id tr(σ), tr is the trace operator, and the constant σ y is the yield stress. We consider two models.
Here p is independent of ξ and satisfies
Model ( 
where H > 0 is a constant and in internal force α(t) satisfies α(t) = −H 1 ξ (t), with some positive hardening parameter H 1 .
For more details and the derivation of the material models we refer e.g. to [2, 12, 16, 32] .
At each time a quasi-static equilibrium of stress σ(t) ∈ L 2 (Ω; R 2×2 sym ) and external volume forces h(t) ∈ R 2 are related by
and subject to Dirchlet boundary conditions Mu(t) = w on some part Γ D of the boundary ∂ Ω Neumann boundary conditions
We seek a solution in terms of the deformation u(t) ∈ [H 1 (Ω)] 2 and the corresponding stress σ(t) ∈ L 2 (Ω; R 2×2 sym ) up to some time T . The problem is discretized using linear finite-elements and solved by a Newton-Raphson scheme. We use the Matlab solver in [12] for the computational results below.
Our domain is that of [12, Sec. 7 .1], namely a square with a hole, (−2, 2) 2 \ B(0, 1). Due to symmetry, the problem is posed only a quarter of the original domain domain, i.e., Ω = {(x 1 , x 2 ) ∈ (0, 2) 2 : x 2 1 + x 2 2 > 1}. See Figure 5 . As in [12, Sec. 7 .1], Dirichlet conditions are applied on Γ D = {(x 1 , 0) : We have two models, corresponding to the material models (24) and (25) . In case of model 1 corresponding to (24) the state is y(t, x) = σ(t, x), u(t, x), p(t, x)
In both modesl our observation is z is the shear energy density |dev(σ)| 2 /(4κ) at the final time T [12] . That is, for both models we have the (nonlinear) observation operator
In the minimization problem (5) we compare the L 2 −difference of the observed state, i.e., Z = L 2 (Ω). In our experiments, the observation operator is fixed, i.e., C ad = {C}. However, we can choose among following time-dependent surface forces, which in this case comprise the set of possible tests F ad . The surface forces g 1 to g 5 are non-zero only on a part of Γ N and we only specify the non-zero part of g 1 to g 5 . On the following n denotes the outer unit normal vector and t is the time.
g 2 (t, x) = (600t)n, x ∈ {x ∈ Γ N : x 2 = 2}, (28b) g 3 (t, x) = (800t)n, x ∈ {x ∈ Γ N : x 2 = 2}, (28c)
g 5 (t, x) = (600t) [1, 1] T , x ∈ {x ∈ Γ N : x 1 = 2}.
Note that g 2 corresponds to the case discussed in [12, Sec. 7.1]. We set f ∈ F ad := {g 1 ,...,g 5 }.
As we have mentioned above, we use the the Matlab solver in [12] to solve the viscoplastic equations to determine the state y 1 = (σ, u, p) in case of model 1 corresponding to (24) or y 2 = σ, u, p, ξ in case of model 2 corresponding to (25) . A coarse finite-element mesh shown in Figure 5 . The optimization problems (5) are solved with the Matlab solver fmincon and a tolerance for the first-order optimality system of 10 −5 . We set the true model to be k * = 2 with true parameters θ * = (450, 100) (these are the parameters used in [12] ). The surface force g 5 is determined to best discriminate between the models. The model distances are shown in Table 7 .
Our experiments correspond to solving model k * = 2 with the true parameters θ * = (450, 100). In the first case we do not add noise. The computed µ i j 's are given in Table 7 . Both criteria (2.3) and (2.4) identify the correct model. Next, we add uniform random noise of 2% pointwise to the observations. The computed µ i j 's are given in Table 8 . The upper bound for the noise is bounded by τ = 1.67E − 04. Again both criteria identify the correct model.
The computational results are shown in Figure 5 . The undeformed geometry with zero strain σ is depicted in the left part of the figure. The right plot in Figure  5 shows the output for model 2 with surface force g 5 . 
Conclusions
We presented a method for identifying the true model and corresponding parameter among a finite number of parameter dependent model candidates. Our method computes N(N − 1)/2 experimental designs, one for each pair of models, to discriminate between models and computed model distances. Then N(N − 1) or N(N − 1)/2 experiments are conducted to identify the model. Once the model has been defined. The model parameters are estimated. If the measurement errors are small relative to the model distances, out approach is guaranteed to determine the true model. We have demonstrated the feasibility of our approach on three examples, including an example related to distributed control of elliptic partial differential equations and and example identifying nonlinear material models in viscoplasticity.
