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We show that languages in the least full AFL enclosing all EOL-languages are of tape- 
complexity (log n) a. The proof indicates in what respect context-independent develop- 
mental languages are "more complex" than context-free languages, for which a tape- 
complexity (log n)* is known. 
1. INTRODUCTION 
With cells as basic building blocks the subjects of developmental biology can be 
successfully discretized. Although molecular details are greatly relativized in it, 
discrete models do prove helpful in the analysis of macrocellular behavior. 
Developmental systems incorporate to great extent the finite-state conception of 
the individual cell. Originally introduced by LindenmaYer [l l, 12] in his search for 
structure in cellular growth, their further analysis led to challenging new problems 
in the classical areas of automata nd language theory (see [13, 14] for a survey). 
This paper will consider how much computer memory is needed for (deter- 
ministically) recognizing developmental l nguages which can be generated by context- 
independent Lindenmayer grammars. Such grammars look very much like ordinary, 
Chomsky-type context-free grammars but are subject to the additional requirement 
that in derivation steps the entire intermediate string has to be rewritten by simul- 
taneously applying productions to all symbols which it contains, very much in 
accordance with the simultaneity inherent o growth in cellular filaments. Thus, they 
behave like "parallel" context-free grammars and lead to derivation trees in which 
the paths from the root to (nonempty) terminal eaves are all of equal length. 
* This research as in part been supported by the Center for Mathematical Methods in the 
Social, Biological, and Health Sciences (SUNY, Buffalo, NY), by NSF grant GJ 998, and by 
NATO grant 574. An outline of the paper was presented at the Conference on Biologically 
Motivated Automata Theory, the MITRE Corporation, McLean, Va, June 19-21, 1974. 
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Trees are familiar structures in computer science and the traversal of trees is 
required in many problems. Because of the additional constraints, space bounds for 
context-free recognition do not carry over. Parsing strings of developmental languages 
requires, to begin with, counting the depth reached in the trees, which is the main 
source for exceeding the (log n)~-tape complexity bound shown in [10] for the case of 
context-free languages and never improved since. An additional complication is the 
lack of a suitable normal form which we can use. 
We will show that languages in the least full AFL enclosing all context-independent 
developmental languages are of deterministic tape-complexity (log n) a. At the same 
time it follows that the family is strictly included in the deterministic ontext- 
sensitive languages. 
2. SOME PRELIMINARIES 
Our terminology will mainly follow standard texts in language theory such as [9, 15]. 
In modern theories a nontrivial collection of languages is called a family when it is 
closed under isomorphism ("renaming"). A family of languages is called an AFL  
(Abstract Family of Languages) whenever it is dosed under the operations u (union), 
9 (product), + (Kleene closure), ~R (intersection with regular sets), A-free h 
(nonerasing homomorphism), and h -1 (inverse homomorphism). An AFL  closed under 
arbitrary homomorphisms is called a full AFL. In [5, 6] AFL theory is presented in 
great detail, but we shall require no more than what is available from [9, 13]. 
Developmental languages emerged from studies in biology, but were recently 
shown to be of interest o computer science, as a variety of recursive program schemata 
have sets of execution sequences which are languages derivable through grammars of 
Lindenmayer type ([4, 18, 20], and also [7]). 
DEFINITION. An EOL-grammar is a 4-tuple G ---- < V, Z, 3, S> with V, Z nonempty 
finite alphabets, 27_C V, S 6 V, and 8 a finite substitution from V to V. I f  3 is A-free, 
then G is called A-free or propagating. 3 extends to a homomorphism V* ~ V*. 
Instead of w ~ 8(A) we shall often write A ~ w and call such an item a production. 
Instead o fy  ~ 3(x) (for x,y ~ V*) we shall often write x =~ y ("y is derived from x"), 
and chains like x ~ y ~ '-" will be called derivations. As usual we let *~ be the 
transitive, reflexive closure of ~ .  
DEFINITION. A language L is called an EOL-language if there exists an EOL- 
grammar G = < V, 27, 3, S> such that L = (in>0 3n(S) n Z* = {w ~ 27" ] S *=> w). 
The family of EOL-languages hall be denoted as EOL. It has been subject of 
intensive study in the last few years and many of the results obtained are collected in 
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[8]. Major parts of the theory now follow from an algebraic approach in [19, 21], 
and [16], where many results were derived in a most general framework. 
Of great importance in EOL-grammars i the possibility of eliminating A-productions 
(see [16, 19]). However, it will be convenient o have all EOL-languages generated 
by EOL-grammars of an even further simplified form to obtain as simple a structure 
as possible for the parsing algorithms. 
DEFINITION. An EOL-grammar G = ([7, Z, 8, S} is said to be in normal form if 
(i) for no A ~ V does S occur in words from 3(A), 
(ii) there are no A-productions except for, possibly, S--+ A, 
(iii) for a l lAeVandw@Ain3(A)  either [w[ = 1 or ]w] =2.  
THEOREM 2.1. Each EOL-language L can be generated by an EOL-grammar in 
normal form. 
Proof. In [18, 8] (see also [16]) it is shown that L-{A) can be generated by some 
A-free EOL-grammar G' = (V' ,  27, 3', S'}. Invent a new symbol S(r and consider 
G=(V,Z ' ,8 ,  S)  with V= V 'U{S},3~V'~3 ' ,  and 3(S) ={S '} .  G generates 
L-{A} as well, but S is guaranteed not to occur in the right-hand side of any production. 
If  A E L, change 3(S) into {A, S'}. It  follows that L can be generated by an EOL-grammar 
which conforms to (i) and (ii). 
To further transform G and have all nonempty words in the productions to be of 
length 1 or 2, apply the following construction. Let there be k productions which 
exceed length 2, k ~ 0. Let B --+ w = ailai, "" crq (l > 2) be one of them. We shall 
"delay" all productions uniformly and sufficiently long to build w with productions 
of lengths 1 and 2 in the meantime, wherever it occurs. 
Invent new symbols A I1) ..... A a-a) (A e V) and [A : j]  (A ~ V, 2 ~<j ~< l --  1), 
and define a new EOL-grammar G with substitution ~ as follows3 
~(A) =3(A)  m for all AEV,  A ~B,  
~(A(~)- -  {A(~+a)} for all AeV,  1 ~<j~<l - -3 ,  
~(A ~-2)) = {A} for all A ~ V, 
_ _  ~a(1) ra ~(B) = (~(B) {w}) (1) Q) t i l k  i2: 2]}, 
~([A : j]) = {A~J)[o~j+ 1 : j -]- 1]} for all A e V, 2 ~< j ~< l - -  2, 
~([A : l -  1]) = {3%}. 
1 The superscript (i) to a set shall always denote that we have to attach the superscript to all 
symbols in the words of the set. 
206 JAN VAN LEEUWEN 
G still generates the same language, satisfies (i) and (ii), but it has one production 
of length >2 less than G. Proceed inductively to finally obtain an EOL-grammar of 
the desired form. 
Let EOL denote the least full AFL enclosing EOL. With preset pushdown automata 
[18], it was shown how the completion from EOL to EOL can be attained 
THEOREM 2.2 (representation theorem). A language L is in EOL i f  and only i f  
there is a A-free regular substitution T and an L' ~ EOL such that L = "r(L'). 
The theorem can be proved directly by verifying the definitional requirements 
(see [3]). Note that it follows from Theorem 2.2. that the least AFL enclosing EOL 
coincides with the least such full AFL. 
To estimate the memory requirements for (deterministically) recognizing strings 
from EOL-languages, we shall use a two-way (deterministic) off-line Turing machine 
to conveniently model computer implementation. Such a machine has a two-way 
read-only input buffer whose content is constantly available, afinite control where the 
program of the machine is stored, and finitely many semi-infinite storage ("scratch") 
tapes. 
The complexity measure we use is the number of squares on the storage tapes 
required by the recognition algorithm as a function of the length of the input. A 
procedure as implemented on a Turing machine is said to be of tape complexity S(n) 
when on words of length n from the language it requires no more than c " S(n) storage 
squares, for some fixed constant c > 0. Similarly, a procedure issaid to be of time com- 
plexity T(n) when on words of length n which belong to the language it requires 
no more than c 9 T(n) steps, for some fixed constant c > 0. For nondeterministic 
machines we only require that there always exist at least one (accepting) computation 
for such words which can be completed within the tape (or time) bound. 
3. MAIN RESULTS 
The key to successfully parsing strings from a language is to use the particular 
syntactical structure to which they adhere. In the case of developmental l nguages 
it means that one has to recover derivation trees of the particular kind that can be 
generated by the underlying EOL-grammar. 
Even if we assume (as we may, by Theorem 2.1.) that EOL-grammars are always 
in normal form, a moment's thought will show that words may still have derivations 
of unbounded length. Intuitively, when the derivation is "long" compared to the 
length of the finally produced string, periodicities will have to occur and a shorter 
derivation can be obtained by cutting out repeating parts. 
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LEMMA 3.1. Let L be generated by an EOL-grammar G in normal form. There is an 
effectively computable constant c only dependent on G such that each word w eL  has a 
derivation of length <~c "[ w[ + 1 in G. 
Proof. The lemma is true for w = A. For w =~ A, w eL,  consider a derivation 
S =>. Wl  =: >. - - .  =:~ Wr  = w 
in G. Each wi shall be called a level. For EOL-grammars in normal form, a level in 
a derivation as above can be either 
splitting, when [ wi+a [ > ] wi i 
or  
stationary, when I W~+a I = I w~ I. 
We claim that in a derivation there need to be no more than (#V)  ~v successive 
stationary levels before a next splitting level is reached. 
For let w i ~, "" =~ wi+m be a segment of stationary levels. Then we get from wi 
to wi+ 1 , from wi+ I to wi+2, etc., by applying productions of the type A -*  B all 
the time. 
Look at all the letters which can be derived from a single letter in this way, from 
level to level. More generally, for each alphabet T C V consider the operator 
I~(T) = {B ] B e 3(A) for some A ~ T}. 
For the distinct letters A, ..... At (t ~< #V)  of which wi is composed, look at the 
following rows of sets. 
{&} . . . . .  {A} 
~({A3) . . . . .  ~({A,}) 
Each word derivable from w, in j steps (with stationary levels, that is) can be 
assembled by positioning a freely selected symbol from/~J({Ak}) in the tth position if 
Ak happened to be in the lth position in wi. 
Since there can be at most 2 #v distinct symbol sets and no more than #V alphabets 
per row, the sequence must become periodic within (#V)  ~v steps. Hence, if m were 
greater than (#V)  ~*v the same string wi+m could have been obtained much earlier 
in a shorter derivation, bounded in length by (#V)  2,v. 
Let c = (#V)  2,v. We showed that in a derivation for w there need to be no more 
than c consecutive stationary levels before the length of the intermediate string 
increases (by at least one). Hence w has a derivation of length ~<c "] w[ (which is 
~<cJw[ +1) .  
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The lemma is important because it provides a good limit on how "deep" one has to 
parse a tree to get its frontier. 
Because of the parallel structure of the trees to be recovered one needs, to begin 
with, to store the actual depth reached, in order to achieve the necessary uniformity. 
It makes no difference, then, to also store some pointers to the input string into the 
activation records (since they require about as much space as the counter) and a very 
flexible input-storage dialogue can be set up by the algorithm. 
We shall first obtain an efficient nondeterministic algorithm for parsing EOL 
languages, and then proceed with an efficient deterministic simulation on a similar 
device. We shall assume some familiarity with the construction of Turing machine 
programs and keep parts of the procedure in informal style so as not to obscure its 
principles. 
THEOREM 3.2. EOL languages can be recognized nondeterministically in space 
(log n) z. 
Proof. Let L be a nontrivial EOL-language. By Theorem 2.2 it can be written 
as ,(L'), where ~- is a A-free regular substitution and L' E EOL. 
Let w be an arbitrary inputstring, [w [ = n. The method shall be to build a word 
w' E L' (in a not necessarily left-to-right manner) and to check, each time a symbol 
A of w' is produced, whether or not ~-(A) is equal to the portion of the input under 
scan. That is a simple finite automaton job and requires no extra space. All memory, 
therefore, is needed for building w' according to the specifications of L'. 
By Theorem 2.1, L'  is generated by an EOL-grammar G' = (V, L', ~, S)  in normal 
form and, consequently by Lemma 3.1, all words w' EL'  need not have a derivation 
of length >c  9 I w ] (we exclude w = w' = A). 
Here is how a two-way, off-line nondeterministic Turing machine could parse L. 
We follow a method somewhat similar in spirit to that of Cook [2]. 
The machine will keep records (which are to be contingent and identifiable infor- 
mation blocks) and will have the records stored as items in a stack. 
I o ordl p  ora J  eco d31 J ecora J(top, 
It will always work with the rightmost record (which is at the top of the stack). 
Here is how a record looks: 
[ l. position I r. position presetting [ depth [ symbol ] 
where the first four fields hold binary numbers and the fifth field holds a symbol. 
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Each record should be interpreted as the complete description of a node in the 
alleged parse tree for w'. "Symbol" is the label of the node, "depth" a counter for 
how deep one proceeded own the tree with fixed delimiters for not exceeding the 
bound c 9 ] w , and "/. position" and "r. position" are the left and right locations on 
the input delimiting the part supposedly covered by this node of the tree. 
Here is what happens when the record 
, r ip  d A I 
is currently on top of the "stack" and the machine recognizes that d is not equal to 
a preset depth p which is nondeterministically fixed throughout the computation and 
always kept in binary notation in the third field of each record. 
It will make a further derivation step with A and update the record(s) accordingly. 
Two situations can arise: 
The machine proceeds with a production of type A --~ B. 
Then it will add 1 to d and change A into B in the very same record. 
The machine proceeds with a production of type A ~ BC. 
Then it will destroy the old record and create two new records 
and 
I ,Irxlpl +xtB 
with a nondeterministically chosen value for r 1 such that l ~ r 1 = l I - -  1 < r, and 
put the record which is to produce ~89 -- l + 1) symbols on top. The other record 
is simply stacked away and will be retrieved later. 
If the maximal, preassigned epth is reached (which is necessarily the same for all 
records), and the current topmost record is 
then the machine will locate position l in the input and proceed reading r -- 1 + 1 
squares rightward while checking that the segment scanned belongs to r(A). 
If it successfully does so, the present record is destroyed and the new record now 
topmost is treated next. Otherwise the computation is rejected. 
210 JAN VAN LEEUWEN 
Note that if numbers are kept in binary notation, all records are in length bounded 
by ~.~tV(Iog n). Also, the sequence of records on the stack is never longer than log n, 
because ach time a new record is written in the top it is to produce 489 of the input 
allegedly produced by the previous record. 
The uninteresting details of a formal Turing-machine program for the entire task 
need not be given. We conclude that (log n) a space suffices for recognizing w non- 
deterministically. 
The given nondeterministic algorithm is certainly not optimal in time, but it is 
clear that for valid inputs from the language and the right choices during the com- 
putation the outcome can be found within polynomial time. For the only work the 
machine needs to do per step is to copy or update (parts of) adjacent records (which 
takes at most time •((log n) 2) for each and in a tree of depth ~c I w ] + 1 generated 
by an EOL-grammar in normal form there are at most r 2) records to be visited), 
and to check off parts of the input string (which may take r each time and need be 
done at most n times). Hence 0((n log n) a) time is certainly sufficient to get the result 
returned from the procedure. By a table method similar to Younger's [22] one could 
actually proceed eterministically in polynomial time. 
With the help of a general simulation result from complexity theory we can finally 
obtain the asserted space bound for a deterministic off-line implementation. 
THEOREM 3.3. EOL-languages can be recognized eterministically in space (log n) 3. 
Proof. It is well known from [2, 17] that, provided S(n) ~ log n, a nondeter- 
ministic off-line Turing machine operating within tape complexity S(n) and time 
complexity T(n) can be simulated deterministically within tape complexity S(n) 
log T(n). 
For the present case of recognizing EOL-languages we have just proved that 
(log n)2-space and polynomial time suffice on a nondeterministie machine. Therefore 
there is a deterministic simulation within tape complexity (log n) 2 " log T(n) ~--- (log n) 3, 
as was to be shown. 
COROLLARY 3.4. EOL is strictly included in the family of deterministic ontext- 
sensitive languages. 
The method which we developed here is entirely based on the syntactic structure 
inherent o EOL-languages and may very well be interesting for use in similar data 
structures which need to be traversed with efficient space utilization. We note that the 
same technique may be applied to show that wider families of developmental l nguages 
like the ETOL-languages (see [8]) have tight tape-complexity bounds as well and also 
are deterministic context-sensitive. 
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